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(ABSTRACT)
In digital communication systems, several types of impairments may be
introduced to the signal. These impairments result in degraded system performance; for
example, high bit-error-rate or power penalty. For optical communication systems, in this
thesis, these impairments are categorized into four types; that is, thermal noise, shot
noise, signal-dependent noise, and intersymbol interference (ISI). By using a Gaussian
approximation, effects of the first three impairments are analyzed. It is shown that signal-
dependent noise introduces an error floor to the system and the bit-error-rate is
considerably degraded if a nonzero-extinction ratio is applied to the system.  It is shown
that if the decision threshold at the decision circuit is set improperly, more received
power is required to keep the bit-error-rate constant.
Three main components in the system (i.e., transmitter, optical fiber, and receiver)
are modeled as Butterworth filters. ISI from this model is determined by computer
simulation. A high ISI is from a small system bandwidth. It is shown that a minimum
power penalty can be achieved if the transmitter and receiver bandwidths are matched
and fixed, and the ratio of fiber bandwidth to bit rate is 0.85. Comparing ISI from this
model to ISI from raised cosine-rolloff filters, it is shown that at some particular
bandwidths ISI from raised cosine-rolloff filters is much lower that that from this model.
However, if the transmitter and receiver bandwidths are not matched and are not equal to
these bandwidths, ISI from this model is lower than ISI from raised cosine-rolloff filters.Acknowledgments iii
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1.0   Introduction
In communication systems, there are three main components; that is, transmitter,
channel, and receiver. To send information from one place to another these components
are combined together, each has particular functions. First, input information is passed
through a transmitter to transform into an appropriate format for sending through a
channel. The channel then carries the transmitted signal from a transmitter to a receiver.
There are many kinds of channel; for example, a telephone line, an optical fiber, and free
space. At a receiver, a received signal is detected and converted back to its original
format. Some signal processings may be added at the transmitter and/or the receiver to
improve system performance.
For optical communication systems, the three main components are optical
transmitters, optical fibers, and optical receivers. The main function of optical
transmitters is to convert an input electrical signal into an optical signal and then launch it
into an optical fiber. The major component of the optical transmitters is an optical source,
which is generally divided into two types; that is, light-emitting diodes (LEDs) and
semiconductor lasers. An optical fiber acts like a channel of the system. The optical
signal launched from the optical transmitter propagates along the optical fiber to an
optical receiver. The main component in an optical receiver is a photodetector. This
component will convert the received optical signal into a photocurrent. This current isIntroduction 2
then sent to an electrical amplifier and a decision circuit for receiving the transmitted
information.
Along these components, many types of impairments are added to the signal. These
impairments result in a fluctuation to the signal; thus, the statistical properties of the
signal are changed. In this thesis, the impairments are categorized into four types; that is,
thermal noise, shot noise, signal-dependent noise, and intersymbol interference. Thermal
noise arises from the random movement of the charge carriers in electronic devices in the
system. Thermal noise is modeled as a Gaussian random process [1]. This noise is the
major limitation for a system using p-i-n photdetectors.
Shot noise is the quantum noise due to the fact that the received signal is actually a
series of photons [3]. The number of received photons during each bit period varies
randomly from one bit to another bit, and is Poisson distributed. This random nature of
received photons leads to a fluctuation on the photocurrent; thus, shot noise. Some
experimental measurements of shot noise have been performed by Bachor [6], Bacon et
al. [7], and Tsai and Liu [8]. In [7], Bacon et al. have shown that the power of shot noise
is proportional to the received optical power.
Signal-dependent noise is divided into three types; that is, modal noise, mode
partition noise, and relative intensity noise. Modal noise is from the interference among
the various propagating modes in a multimode fiber. This interference results in a time-
varying speckle pattern at the end face of the fiber; hence, a fluctuation on the received
signal. In [9] to [16], the effects of modal noise on the system performance have been
studied. Hjelme and Mickelson [10] and Das et al. [13] have shown that microbending
and fiber misalignments can enhance modal noise and reduce the signal-to-noise ratio of
the received signal. The effect of a longitudinal gap between two multimode fibers on
modal noise has been studied by Das et al. [12]. In [15], it has been shown that modal
noise can lead to a bit-error-rate floor to the system.
An intensity fluctuation among the longitudinal modes of a multimode semiconductor
laser and different propagating velocities caused by fiber dispersion result in a fluctuation
of the signal at the receiver end. This fluctuation introduces a noise called mode partition
noise. This noise has been measured experimentally by Okano et al. [17] and Ogawa et
al. [19]. The measurements indicate that mode partition noise causes degradation of theIntroduction 3
bit-error-rate performance. The analysis of mode partition nosie has been done by Ogawa
[18], Miller [21,22]. In [18], Ogawa has shown that the signal-to-noise ratio due to mode
partition noise is independent of the signal power but depends on the fiber dispersion and
half width of the laser diode spectrum. Laughton [20] has shown that partition noise from
a low-coherence laser such as a gain-guided laser has a strong effect on the performance
of a multimode optical system.
Another type of signal-dependent noise is relative intensity noise (RIN). This noise is
from a fluctuation induced by the spontaneous emission in semiconductor lasers. The
optical feedback from multiple reflections along the fiber path can increase the effect of
this noise. The effect of optical feedback that is fed back into a laser cavity has been
studied experimentally by Fujita et al. [23]. It is shown that, for the same amount of
optical feedback, the increase of intensity noise depends on the optical feedback phase.
Port and Ebeling [24] have shown that the intensity noise under moderate optical
feedback depends on the injection current and the cavity length of lasers. Nakano et al.
[27] have shown that the excess intensity noise induced by external reflection in gain-
coupled distributed feedback lasers is less than that of the index-coupled distributed
feedback lasers, if the optical feedback is restricted below 1 percent. Independent of the
optical feedback reflected back into lasers, the optical feedback from multiple reflections
along the fiber path can cause the phase-to-intensity noise conversion, which also
enhance RIN at the receiver. This type of RIN enhancement has been studied by Gimlett
[26], [28], and [29]. It has been shown that multiple reflections of a few percent per
connector/splice can give unacceptable system degradation.
The last impairment is intersymbol interference. This type of impairment arises from
overlapping between pulses caused by the pulse broadening and distortion induced by
components in the system. This overlap can cause a wrong decision at the decision circuit
at the receiver; thus, increase of bit-error-rate. Equalization is a way to solve this
problem. Liu et al. [31] have calculated the bit-error-rate from three types of equalizers
for different amounts of intersymbol interference. They have found that the use of a
proper equalizer can significantly improve the bit-error-rate performance and the best
choice of an equalizer depends on the input waveform, amount of intersymbol
interference, and the APD gain.Introduction 4
The intent of this thesis is to model the impairments in fiber optic systems and to
examine the effect of impairments on system performance. In chapter 2, the theory and
results from [1] to [31] for all impairments are summarized. The characteristics of these
impairments are explained. Some techniques to reduce these impairments are given.
In chapter 3, the mathematics describing the effect of impairments on system
performance are presented. The effect of extinction ratio is also included. The Gaussian
approximation is used in this chapter to calculate the system performance. The error
probability, the required average number of photons per bit, and the power penalty are
described mathematically and graphically.
Chapter 4 deals with the effect of system bandwidth on intersymbol interference. In
this chapter, the three main components (i.e., transmitter, optical fiber, and receiver) are
modeled by using Butterworth filters. The effect of each component on intersymbol
interference is evaluated and plotted. The intersymbol interference is characterized by
two quantities; that is, normalized maximum intersymbol interference and normalized
RMS intersymbol interference. The model using Butterworth filters is compared to the
model using raised cosine-rolloff filters. The advantages and disadvantages of each
model are explained. The last part of this chapter evaluates the power penalty due to
intersymbol interference.
Chapter 5 includes a summary of the work done, conclusions, and suggestions for
future work.Impairments in fiber optic systems 5
2.0 Impairments in fiber optic systems
In this chapter, impairments in fiber optic systems; that is, thermal noise, shot
noise, signal-dependent noise, and intersysmbol interference will be discussed. The
theory and results developed from [1] to [31] are summarized. Thermal noise, which
originates from random movement of the charge carriers in a conductor, is explained. The
formula for thermal noise power will be given. The random nature of the electron-hole
pairs generated by an incident optical signal at photodetector results in a fluctuation to the
photocurrent. This fluctuation causes a noise called shot noise. The characteristics of shot
noise will be discussed. Next, signal-dependent noise will be explained. Signal-dependent
noise in fiber optic systems can be categorized into three types; that is, modal noise,
mode-partition noise, and relative intensity noise. Characteristics of each will be
discussed. Finally, intersymbol interference, which is induced by the pulse broadening,
will be explained.Impairments in fiber optic systems 6
2.1 Thermal noise
An important source of noise in optical receivers is thermal noise. This type of
noise originates from the random movement of the charge carriers in a conductor [4].
This random motion introduces a current fluctuation in a resistor; thus, thermal noise.
The thermal noise current is modeled as a stationary Gaussian random process with a
spectral density that can be considered to be white up to the frequency of 1 THz [1]. The
thermal noise mean square current of an optical receiver is given by [2]
L
B
th R
f T k
i
D
=
4 2 (2.1.1)
where  ith is the current induced by thermal noise
kB is the Boltzmann constant (=1.38*10
-23 J/K)
T is the absolute temperature
Df is the effective noise bandwidth of the receiver
RL is the effective noise resistance.
From equation (2.1.1), the variance of thermal noise current depends on three
parameters, i.e., the absolute temperature, the noise bandwidth of the receiver, and the
effective noise resistance. This equation is based on the assumption that the frequency
range over which the power spectral density of thermal noise is white is larger than the
effective bandwidth of the receiver. In practice, the current generated from a
photodetector will be amplified by a preamplifier. There are many designs for this
preamplifier. One important design is a transimpedance amplifier. In this design the load
resistor is connected as a feedback resistor around an inverting amplifier [1]. The
effective noise resistance of a transimpedance receiver can be approximated by this feed
back load resistance. The effective noise bandwidth of this receiver is given by
e LC R
f
p 2
1
= D (2.1.2)
where  Ce is the effective noise capacitance of the transimpedance preamplifier.
For a transimpedance amplifier Ce may be smaller than the photodiode
capacitance, and is determined by parasitic capacitances in the amplifier. Good receivers
have Ce»0.1 pF [5].Impairments in fiber optic systems 7
From equation (2.1.1), if the effective noise resistance is increased, the variance
of thermal noise is decreased. However, the effective noise bandwidth of the receiver will
be smaller as shown from equation (2.1.2). This small receiver bandwidth can lead to
intersymbol interference if the bit rate of the data is higher than the receiver bandwidth.
Substituting equation (2.1.2) into equation (2.1.1), the variance of thermal noise
can be rewritten as
2 2 ) ( 8 f C qV i e T th D = p (2.1.3)
 where  q is the charge of an electron (= 1.6*10
-19 C)
K   290 at     V   025 . 0 = = = T
q
T k
V
B
T .
The variance of thermal noise in equation (2.1.3) will be used in the next chapter,
which will discuss the effects of impairments on the system performance.Impairments in fiber optic systems 8
2.2 Shot noise
In the detection process of an optical transmission system, the photocurrent of a
photodetector is generated by the incident photons at the end face of the fiber. The
average photocurrent is given by [7]
in p P
h
q
I
n
h
= (2.2.1)
where  h is the quantum efficiency
q is the charge of an electron (=1.6*10
-19 C)
h is Planck’ s constant (=6.6256*10
-34 J-s)
n is the optical signal frequency
Pin is the incident optical power.
From equation (2.2.1) the average photocurrent depends on three parameters; that
is, the quantum efficiency, the optical signal frequency, and the incident optical power. If
the incident optical power fluctuates, it can surely cause noise in the receiver. Such noise
will be discussed later. However, if the incident light power is constant, a fluctuation in
the photocurrent still occurs. This fluctuation is from the nature of the discreteness and
randomness of the electrons generated in the photodetector [7]. The optical energy
transmitted by a beam of light is proportional to the number of photons incident on the
photodetector, which is a discrete number. The arrival times of photons from a
transmitter to a photodetector are governed by Poisson statistics [6]. These incident
photons generate the electrons at the photodetector randomly; therefore, the photocurrent
fluctuates. This fluctuation causes a noise called shot noise. Shot noise in an optical fiber
system is also called quantum noise since it comes from the quantum nature of light [6].
The power of the shot noise is given by [1]
f qI p s D = 2
2 s (2.2.2)
where Df is the effective noise bandwidth of the receiver.Impairments in fiber optic systems 9
From equation (2.2.2), the shot noise power depends on the photocurrent due to
the incident optical power and the effective noise bandwidth of the receiver. However,
the dark current, Id, also generates shot noise in the photodetecter. This dark current is
caused by the thermal generation of electron-hole pairs, which occurs in all photodiodes
[8]. If the dark current is considered to be one of the source of shot noise, the power of
shot noise in equation (2.2.2) will be changed to be [1]
f I I q d p s D + = ) ( 2
2 s (2.2.3)
In general, the value of the dark current in high bandwidth optical communication
system is very small compared to the average photocurrent due to the incident optical
power, and may be neglected. Thus, equation (2.2.2) is still useful for the receiver noise
calculation in communication systems.
In [7], shot-noise voltage is measured as follows. A laser beam of power P is split
at a beam splitter and launched onto two photodetectors. An adjustable attenuator is
placed in front of a photodetector to balance the two laser beam intensities; thus, the
laser-intensity fluctuations are suppressed. The difference between the photocurrents
produced by these photodetectors is sent to a transimpedance amplifier. This current
includes a fluctuation from shot noise corresponding to the total photocurrent Ip. At the
transimpedance amplifier, the input current is converted to a voltage signal, and a
fluctuation from thermal noise is added to the voltage signal. To get shot noise power,
this voltage signal is fed into a squarer producing an output voltage. Then, this output
voltage is further fed into a lock-in amplifier, which will produce the difference of the
squared noise signals when the laser beam is ON or OFF. The output voltage of the lock-
in amplifier is called the lock-in amplifier input voltage, which is proportional to the
mean-square shot-noise voltage; that is, shot noise power. The result, shown in Figure
2.1, indicates that the lock-in amplifier input voltage varies linearly with the laser power
from 3 mW down to 1 mW. Consequently, shot noise power is also proportional to the
laser power. This result agrees with equation (2.2.1) and equation (2.2.2).Impairments in fiber optic systems 10
The effect of shot noise also changes as the type of photodetector changes. An
avalanche photodetector (APD) is one type of photodetector that can increase the
photocurrent from equation (2.2.1) by a factor of M. The multiplication factor (M) is
from a phenomenon called impact ionization in the APD [1]. The impact ionization
process will generate additional electron-hole pairs at random times. These electron-holes
pairs will increase the achievable photocurrent but also add some additional fluctuations
to the photocurrent because of their randomness. Therefore, shot noise in an APD
become more significant compared to shot noise in a p-i-n photodetector. The effect of
shot noise on the receiver performance will be discussed in the next chapter.
Figure 2.1 The lock-in amplifier input voltage as a function of incident laser power
[7].Impairments in fiber optic systems 11
2.3 Signal-dependent noise
2.3.1 Modal Noise
In multimode fiber transmission systems, there are many guided modes supported
by the fiber. These guided modes can randomly interfere with one another as they travel
along the fiber path since their propagating velocities are different. This modal
interference causes a type of noise called modal noise [9]. The interference among the
various propagating modes in the multimode fiber generates a speckle pattern at the end
face of the fiber [1]. When this speckle pattern varies with time, a fluctuation of the
optical signal at the receiver occurs; that is, the modal noise. This noise seriously impairs
transmission performance in both analog and digital multimode fiber systems [14]. This
leads both to a power penalty and bit-error-rate floor as shown in [15]. There are many
factors that lead to modal noise; for example, the narrow source linewidth, the fiber
imperfections, the connection points along the fiber, and so forth. In [16], modal noise is
categorized into two frequency components. Low frequency modal noise is caused by the
physical distortion, microbending, mode coupling, and variations in the magnitude of
spatial filtering. This type of modal noise refers to the slow changes in the speckle
pattern. In high frequency modal noise, on the other hand, the change in the speckle
pattern is fast. The cause is from the frequency fluctuation in the emitted source
spectrum.
The source linewidth (Dn) is one main factor for generating the modal noise. The
reciprocal of this parameter is the coherence time ( n D = / 1 coh T ), which is the time
duration that the phase remains relatively stable. Mode interference occurs if the
coherence time is longer than the intermodal delay time, which is caused by the fiber
dispersion. Thus, when a highly coherent source (a narrow source linewidth) is used in a
multimode fiber system, modal noise is easily introduced to the system. At this point, we
can see that a low coherence source or incoherent source is preferred (from the standpoint
of modal noise) since their coherence time is short; resulting in low modal noise.
The fiber imperfections that affect the system in terms of modal noise are elliptic
deformation and microbending [13].  The effect of microbending on the modal noise has
been studied in [10] and [13]. It was shown in [13] that the mode-mode interference
causes the temporal fluctuations, which give rise to the modal noise. For a givenImpairments in fiber optic systems 12
microbending loss, many microbends, which have small amplitude, cause much less
modal noise than a few microbends with large amplitude. The effect of the longitudinal
gap between two multimode fibers on the modal noise is shown in [12]. The modal noise
and distortion can be caused by the gap between the fibers. For a given gap width, Das et
al. in [12] have shown that the use of index matching can lessen the modal noise and
distortion caused by the longitudinal gap. However, for a given loss, the index matching
does not improve anything. Connecting points along a fiber path also lead to the modal
noise as shown in [11]. At the connecting point, the optical power fluctuates and causes
the modal noise. This fluctuation depends on the total loss due to the fiber misalignment
at the connecting point. That is, if the total loss is decreased, the modal noise power is
lowered.
There are many ways to reduce the modal noise in the system. From the factors
mentioned above, modal noise reduction methods are listed:
·  Use of a low coherence source or an incoherent source. A multimode laser or
a light emitting diode (LED) should be used if the system operates with a
multimode fiber. For multimode lasers, gain-guided lasers are shown in [15]
to give less modal noise than index-guided lasers since gain-guided lasers can
excite more transverse modes than index-guided lasers do.
·  Using a fiber with a large numerical aperture. This increases the number of
modes, which makes large fluctuation less likely [2].
·  Using a single mode fiber is the way to avoid modal noise since it supports
only one mode; that is, there is no mode-mode interference. However, the
length between pairs of fiber connections should be large enough to prevent
the effect of the power from fundamental mode (LP01 mode) coupling to the
first higher-order mode (LP11 mode) at the first connection and converting
back to the fundamental mode at the second connection, which leads to
additional modal noise [2].
·  It is shown in [11] that the connector and microbending loss should be
minimized as much as possible to reduce modal noise. If these losses are
lessened, the signal fluctuation is reduced; that is, modal noise is decreased.Impairments in fiber optic systems 13
·  Index matching should be used to reduce the effect of the longitudinal gap on
modal noise.
·  The decision threshold optimization can also reduce the effect of modal noise
on system performance [15]. Since modal noise is signal-dependent, the noise
powers at ON and OFF stages are different. This leads to a change in the
optimum decision threshold.
·  The effect of signal-dependent noise on system degradation in avalanche
photodetector (APD) receiver is considered in Appendix A. It is shown that
the effects of signal-dependent noise on power penalty in the shot noise limit
(for APDs) and the thermal noise limit (for PINs) are the same.Impairments in fiber optic systems 14
2.3.2 Mode partition noise
In a semiconductor laser, the intensity in each longitudinal mode fluctuates
randomly even though the total optical output is constant. This fluctuation takes place
both within a pulse and from pulse to pulse. Even if a single-mode laser is used, the
intensity fluctuation still occurs if the side modes are not sufficiently suppressed. The
fluctuation results from the intrinsic fluctuation caused by the laser operation and the
influence of the reflected feedback light from the fiber end faces and connectors [17].
Along the dispersive fiber, each longitudinal mode travels with a different velocity and
reaches the receiver at a different time. The optimum sampling time at the receiver is
shifted; therefore, timing jitter results. The combination of the intensity fluctuation
among longitudinal modes and the time delay of each mode, caused by the fiber
dispersion, results in a degradation of the bit error rate performance of the fiber optic
system. The signal-to-noise ratio due to the mode partition noise is independent of signal
power since the noise power is proportional to the signal power and the intensity
distribution among the longitudinal modes. Mode partition noise introduces a lower
bound for the achievable bit error rate for the system; that is, even if the launched power
into the fiber increases, the achieved bit error rate cannot be improved further. At a
higher bit rate, the side-mode transient occupies a larger fraction of the data pulse
duration and the increased rate of increase of injected electrons causes a larger growth of
the side mode on the initial transient [21]. Therefore, mode partition noise becomes more
serious as the bit rate increases.
Assuming that the total laser output power is constant and the partition probability
function is based on the Gaussian time averaged spectrum, Ogawa [18] shows that the
signal-to-noise ratio due to the mode partition noise is estimated by
2
1
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SNR
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=
(2.3.2.1)
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spc
2  is the noise power due to the mode partition noise
B  is the bit rate
c  is the light velocity in vacuum
lc  is the center wavelength of the laser
b2  is the second derivative of b respect to li at lc
b3  is the third derivative of b respect to li at lc
b  is the propagation constant
z  is the fiber length
s  is the half width of the laser diode spectrum (in nm)
D is the dispersion parameter (ps/km-nm)
S is the dispersion slope (ps/km-nm
2)
From equation (2.3.2.1) and (2.3.2.2), it is seen that the signal-to-noise ratio due
to the mode partition noise depends on the half width of the laser diode spectrum, the
fiber dispersion, and the bit rate. It does not depend on the signal power. A1 is the product
of dispersion parameter and fiber length, and A2 is the product of dispersion slope and
fiber length. These two parameters depend on the fiber dispersion. A1 will be much higher
than  A2 if the center wavelength (lc) is far from the zero dispersion wavelength.
However, if lc is near the zero dispersion wavelength, A2 will become more important.
The power penalty due to the mode partition noise is determined by
) 1 log( 5 dB) ty(in  PowerPenal
2 2 2 k Q pc s - - = (2.3.2.5)
where Q is the parameter related to the required bit error rate in the Gaussian
       approximation. For the bit error rate of 10
-9, Q is equal to 6.
k is the mode partition coefficient which lies between 0 to 1.
The mode partition coefficient, k, indicates the mode partition characteristic of a
laser diode. For a larger k, the mode partition noise is higher. This coefficient can be
measured by two simple methods; that is, the low-pass filter method and the sampling
method; which are given in [19]. For different operating conditions, the value of k variesImpairments in fiber optic systems 16
between 0.14-0.7. When the pulse width increases, k decreases; that is, at a lower data
rate, the mode partition noise becomes smaller. In a single-mode fiber system, k is
between 0.4 and 0.7. Unless narrow linewidth single longitudinal mode lasers are used,
mode partition noise is a dominant limitation is single mode fiber systems.
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Figure 2.2 Power penalties versus the mode partition noise power:
              for mode partition coefficients of 0.3, 0.5, and 0.7.Impairments in fiber optic systems 17
The power penalty due to the mode partition noise is shown in Figure 2.2. This
plot is for the bit error rate of 10
-9. For a higher mode partition coefficient, the mode
partition noise becomes larger and introduces more power penalty; for example, for spc
2
= 0.18, the power penalties are 0.24, 0.75, and 1.84 dB for the mode partition coefficient
of 0.3, 0.5, and 0.7 respectively. From equation (2.3.2.3), the noise due to the mode
partition can be reduced if the bit error rate is lowered and/or the operating wavelength is
at the zero dispersion wavelength. High bit rate and low noise is important for fiber optic
communication systems. Therefore, there should be some approaches to minimize the
mode partition effect at high bit rate. Even if a distributed-feedback (DFB) laser is used
to solve the dispersion problem at a wavelength far from the zero dispersion wavelength,
the mode partition noise may still cause a system problem [22]. The reason is that the
main mode of the DFB laser is accompanied by many smaller amplitude side modes.
These side modes can cause the mode fluctuations that cause the mode partition noise.
It has been suggested that setting the quiescent bias point of the laser above the
threshold can increase side mode suppression and consequently reduce the error from
mode partition noise. Nevertheless, the power extinction ratio and large thermal effects
likely counteract this improvement. Thus, this method is not a good way to reduce the
mode partition noise. To reduce the effect of the mode partition noise, Miller in [21]
found that the differential loss between the main mode and side modes internal to the
laser must be larger. The larger differential loss will reduce the incidence of the side-
mode turn on and the duration of power in the side mode in a given pulse.Impairments in fiber optic systems 18
2.3.3 Relative intensity noise
By setting the bias current to the laser diode to be constant, there will still be
some fluctuations in terms of intensity, phase, and frequency at the optical output [1].
These fluctuations are mainly caused by intrinsic characteristics of the laser; that is, the
spontaneous emission in the laser. This emission results in noise at the optical output. The
spontaneous photons can randomly interrupt the amplitude and the phase of the coherent
photons occurring by the stimulated emission. This leads to the intensity fluctuation; thus,
the relative intensity noise (RIN). The power spectral density of the relative intensity
noise is determined by [1]
ò
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t d d + ×
= . (2.3.3.2)
dP(t) is the fluctuation in number of photons at time t,
P t P t P - = ) ( ) ( d .
                                  `P is the average number of photons
From equation (2.3.3.1) and (2.3.3.2), we can see that the power spectral density
of RIN is the Fourier transform of the normalized photon-fluctuation autocorrelation. If
the output photons fluctuate strongly, the RIN will be very high.
Apart from the intrinsic characteristic of the lasers that introduces relative
intensity noise (RIN) into the system, any optical feedback from reflections from outside
of the lasers can also enhance RIN. The optical feedback is mainly caused by the
refractive index discontinuities in the optical fiber systems. These discontinuities are
from the structure of the laser itself and the index discontinuities along the fiber path. The
refractive index discontinuities along a fiber transmission line are caused by many
components; for example, connectors, splices, fiber end faces, and so on. RIN
enhancement from the optical feedback induced by these index discontinuities can be
categorized into two types; that is, RIN enhancement from the optical feedback into the
semiconductor lasers and RIN enhancement from the phase-to-intensity noise conversion.
When the optical signal is reflected back into lasers, it can perturb the radiation
characteristics of lasers; thus, RIN enhancement. To solve this problem, an opticalImpairments in fiber optic systems 19
isolator should be placed between the transmitter and the optical fiber. Nonetheless,
another type of RIN enhancement is still a problem. The optical feedback from multiple
reflections along the fiber introduces RIN enhancement resulting from the phase-to-
intensity noise conversion. RIN can severely degrade the system performance and
introduce a bit-error-rate floor [26]. The effect of RIN is lessened in multimode optical
transmission systems since other effects such as mode partition noise are generally more
serious. However, single-mode optical systems are attractive because they can give a
higher bit rate-distant product compared to the multimode optical systems.
There are many types of lasers that can give a single longitudinal mode; for
example, the distributed-feedback and the coupled-cavity semiconductor lasers. In these
lasers, optical feedback is a factor that can increase RIN. There has been considerable
research on this subject [23], [24], [25], and [27]. In the external cavity coupled
semiconductor lasers, it has been shown in [23] that if the amount of optical feedback that
is fed back into a laser cavity is fixed, the increase of RIN depends on the phase of
optical feedback. If the phase difference between optical fields in the laser cavity and that
of feedback light changes with time, the amplification of optical fields in the laser will
change with time; consequently, the intensity fluctuation is increased. The power spectral
density of RIN can be divided into two ranges: the low-frequency fluctuations (LFF) and
the high-frequency fluctuations (HFF) [23]. Both of them change with the change of the
multi-external cavity oscillation depending on the length of the external cavity and the
injection current to the laser. As the length of the external cavity changes, the phase of
the optical feedback also changes. This phase change can change the amount of RIN. As
shown in Figure 2.3 [24], if the length of the external cavity is decreased in small steps
and the injection current is held constant, the spectral density of RIN (both LFF and HFF)
is decreased and totally disappears with decreasing cavity length. Then, it suddenly
reappears with a strong peak again and remains at that value even as the cavity length is
further decreased. The injection current to the laser is also a factor that can control the
power spectral density of RIN. From Figure 2.4 [24], increasing the injection current
from 28 mA to 39 mA increases the half-width and the center frequency of the LFF and
HFF components of RIN. This means that the specral density of RIN can be controlled by
using these two parameters. To reduce the RIN for this case, thus, the cavity length andImpairments in fiber optic systems 20
the injection current must be adjusted appropriately so that the laser operates at the
single-external mode oscillation [23].
Figure 2.4  The power spectral density of RIN for different injection
         currents [24].
Figure 2.3   The power spectral density of RIN vs the change of cavity
   length for a constant injection current of 27.4 mA [24].Impairments in fiber optic systems 21
When an optical isolator is placed between the laser and the optical fiber, the
optical feedback caused by the refractive index discontinuities along the fiber path cannot
travel back to the laser. However, this optical feedback can still enhance the RIN and
cause degradation to the system. The effect of this optical feedback can be thought of as
the interferometric conversion of laser phase noise to intensity noise resulting from
multiple reflections along the optical fiber path [26]. In [26], [28], and [29], the effect of
these index discontinuities was studied. The diagram for multiple reflection along the
optical transmission line shown in Figure 2.5 [26].
From the diagram, e(t) is the input optical field. Each reflection point has its own
reflection coefficient; for example, R1, R2, and so on. The single pass intensity
transmittance is denoted by a. The length between each pair of reflection points leads to
the time delay (t/2). For this case, if the reflection coefficients are assumed to be
sufficiently small, higher order terms in RiRj are negligible. Therefore, more than double
reflections of the optical field may be neglected. Gimlett and Cheung in [26] have shown
that RIN enhancement from these multiple reflections depends on the linewidth  ) ( v D  of
the source, the number of reflections, and the reflection coefficients. With a large
Figure 2.5 Diagram of a fiber transmission system with multiple reflection points
     after an optical isolator [26].Impairments in fiber optic systems 22
linewidth, the RIN is enhanced substantially. To reduce this effect, the source linewidth
must be reduced so that the power spectral density of RIN is decreased; thus, small RIN.
However, if the term  t p ) ( 2 v D  is much greater than 1, the spectral density of RIN is
given by [26]
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where N is the number of discontinuities
Rij is a generalized relfection coefficient defined by
) ( ) ( ij ij j i ij ij t p t p R R R t a - × = (2.3.3.4)
aij is the transmittance between two discontinuities
) (t p is the unit magnitude polarization vector of the direct optical field
) (t pij is the unit magnitude polarization vector of the (ij)
th component of
the delayed optical field
tij is the round trip path delay between i
th and j
th discontinuities.
 From equation (2.3.3.3), it is seen that if the source linewidth is very large, the
power spectral density of RIN is small. Consequently, for very wide linewidth sources
such as LEDs, the effect of multiple reflections on RIN enhancement is negligible. The
number of reflections and the reflection coefficients also affect the power spectral density
of RIN as seen in equation (2.3.3.3) and (2.3.3.4). RIN increases as the number of
reflections or the reflection coefficients increase. It has been shown in [28] that a small
number of reflections with a reflection coefficient of a few percent can significantly
increase the level of RIN to the system. For the case of many reflections, even each with
the reflection coefficient of 1 percent, the effect of phase-to-intensity noise conversion
can introduce considerable additional RIN to the system [29].
  To reduce the effect of RIN from the multiple reflections along the fiber path, the
source linewidth should be as narrow as possible for the case of a laser diode. The
number of reflections must be minimized and the reflection coefficients must be reduced
substantially.
The effect of the RIN on the system performance, such as receiver sensitivity and
power penalty, will be discussed in the next chapter.Impairments in fiber optic systems 23
2.4 Intersymbol Interference (ISI)
When the signal waveform goes through a communication system, its shape will
be broadened in time because the bandwidth of the system is limited. If the bandwidth of
the system is much higher than the data rate, this broadening will be insignificant but
receiver noise will be a problem. From both noise and implementation considerations it is
desirable to narrow the system bandwidth as much as possible. Consequently, the effect
of pulse broadening becomes significant. The pulse of each symbol will spread in time
and overlap to the adjacent symbols. This overlap causes intersymbol interference. An
example of intersymbol interference is shown in Figure 2.6 [30] below.
Bandwidth limitations in the transmitter, fiber, or receiver cause the pulses to
spread out in time. Each pulse will overlap to the adjacent pulses. The amplitude of each
pulse at the sampling point is changed because of intersymbol interference. The change in
amplitude may lead to the wrong decision in the decision circuit; thus, increasing the bit-
T S
t
t
t
0
0
0
0 11 1
Sampling points
(receiver clock)
Figure 2.6 Examples of ISI on received pulses in a
         binary communication system [30].
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Individual received pulse
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error-rate. For example, at the second bit, the transmitted bit was 0, but the amplitude of
the received pulse for this bit at the sampling point is not zero because of the effect of
pulse broadening from the first bit. And this may cause the wrong decision on this bit.
In an optical communication system, intersymbol interference is potentially a
problem since the system bandwidth is not infinite. Pulse broadening in optical
communication systems is mainly caused by fiber dispersion and the receiver bandwidth
if the bandwidth of the transmitter is assumed to be very large. When the optical signal
travels along the fiber, each spectral component of the signal travels with a particular
propagation velocity, which is different from those of other spectral components.
Consequently, each spectral component will reach the receiver at a different time. This
causes the pulse spreading at the receiver end. The effect of fiber dispersion limits the bit
rate-distance product that can be achieved [1]. The receiver bandwidth can also introduce
intersymbol interference in the received signal [2]. As mentioned in the previous section,
the noise depends on the effective receiver bandwidth; thus, to reduce the noise at the
receiver the effective receiver bandwidth should be small. This small effective receiver
bandwidth will result in the pulse broadening of the signal. However, in the absence of
fiber dispersion, transmitter and receiver bandwidths should be matched and a proper
spectral shape should be chosen such that intersymbol interference is negligibly small.
To reduce the intersymbol interference, an equalizer is required at the receiver.
This component is usually placed before the decision circuit. In [31], Liu et al. have
calculated the bit-error-rate from three types of equalizers for different amounts of
intersymbol interference. They found that the use of proper equalizer can significantly
improve the bit-error-rate performance and the best choice of an equalizer depends on the
input waveform, amount of intersymbol interference, and the APD gain. The effect of
optical system bandwidth on the intersymbol interference will be simulated and shown in
chapter 4.Effect of impairments on system performance 25
3.0 Effect of impairments on system performance
The effects of impairments, discussed in chapter 2, on system performance will be
considered in this chapter. An additional impairment, extinction ratio, will also be
included. An important performance parameter for a digital communication system is bit-
error-rate or error probability. The error probability calculation in this chapter will be
approximated by the Guassian approximation, which will be discussed first. Other
performance parameters for optical communication systems are the minimum received
power and the power penalty. The minimum received power in this chapter will be
expressed by the average number of photons per bit at the receiver since the received
power is proportional to the number of incident photons. The formula for these
parameters will be given. Also, some plots of these parameters will be shown and
discussed.Effect of impairments on system performance 26
3.1 Gaussian approximation for the error probability calculation
In a binary communications system, one important parameter indicating the
system performance is the error probability. To compute the error probability, the
probabilities of sending bit 0 and bit 1, and the probability density function of the signal
at the receiver have to be known. The error probability, in general, is given by
] 1 | 0 ˆ Pr[ ] 1 Pr[ ] 0 | 1 ˆ Pr[ ] 0 Pr[ = = + = = = s s s s P e (3.1.1)
where Pr[0] and Pr[1] are the probabilities of sending bit 0 and bit 1 from the
transmitter, respectively
s ˆ is the estimated bit from the decision circuit
s is the bit that was transmitted.
In an optical communications system, the optical signal at the receiver is
converted to a current by the photodetector, and then is passed through electrical
components for electrical processing; for example, amplification and filtering. Finally,
the signal current is sent to the decision circuit to estimate the data bit. Many types of
noise are added to the signal as mentioned in chapter 2. The more noise in the system, the
more fluctuation on the input current to the decision circuit. That is, the spread of the
probability density function of the signal will increase. In many cases, a good
approximation of the probability density function for the input current to the decision
circuit is given by the Gaussian distribution. The Gaussian probability density function is
given by
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where  mx is the mean of the random variable x
sx
2 is the variance of the random variable x.
From equation (3.1.2), only two parameters are needed to define the Gaussian
probability density function; that is, mean and variance. The probability density function
of the input current to the decision circuit when bit 1 and bit 0 are transmitted can be
approximated using equation (3.1.2). The probability that the estimate is bit 1 when bit 0
was transmitted and the probability that the estimate is bit 0 when bit 1 was transmitted
are given byEffect of impairments on system performance 27
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p0(i) and p1(i) are the probability density functions of the input current for
bit 0 and bit 1, respectively
i is the input current to the decision circuit
I0 and I1 are the mean of i when bit 0 and bit 1 are transmitted,
respectively
s0
2 and s1
2 are the variance of i when bit 0 and bit 1 are transmitted,
respectively
Ith is the current threshold.
Substituting equations (3.1.3) and (3.1.4) into (3.1.1), and setting
Pr[0]=Pr[1]=0.5, the error probability is given by
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Equation (3.1.5) allows us to find the error probability if values of all parameters
are known. To get a minimum error probability, the current threshold should be chosen
such that the probability density functions of bit 0 and bit 1 are the same. This follows by
differentiating equation (3.1.5) with respect to the current threshold (Ith). However,
setting ] 1 | 0 ˆ Pr[ ] 0 | 1 ˆ Pr[ = = = = = s s s s  is generally a good approximation of choosing
the optimum threshold. That is, setting
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From equation (3.1.7), the current threshold is given byEffect of impairments on system performance 28
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and the minimum error probability is given by
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The minimum error probability is dependent on the parameter k. For good
performance, the error probability of optical communications systems should be less than
10
-9; that is, k is greater than 6.Effect of impairments on system performance 29
3.2 Effect of impairments for zero extinction ratio
The input current to the decision circuit combines the signal and the various sources
of noise, which are added to the signal along the transmission path. The combined noise
is assumed to be a zero mean Gaussian process. This assumption is good as long as the
system is not in the shot noise limit. The input current to the decision circuit can be
written as
rin sh th p i i i I i + + + = (3.2.1)
where  Ip is the mean of the input current i for bit 0 or bit 1
ith is the current induced by thermal noise
ish is the current induced by shot noise
irin is the current induced by relative intensity noise (RIN).
The average input current for each bit is given by
1 0 0 I I i e = = (3.2.2)
and 1 1 I i = (3.2.3)
where  e is the extinction ratio = I0/I1
From equation (2.2.1), (3.2.2) and (3.2.3), the average received power and the
average photons per bit are given by
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where B is bit rate
The variance of input current is needed to calculate the minimum error
probability. The variance of input current for each bit (bit 0 or bit 1) is just the sum of
variances of the currents induced by each source of noise since the various noise sources
are assumed to be independent. Therefore, the variance of input current is given by
2 2 2 2
rin sh th s s s s + + = (3.2.6)
From chapter 2, the variances of thermal noise and shot noise are given by
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The variance of the relative intensity noise is given by [1]
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RIN(w) is the power spectral density of relative intensity noise given in
equation (2.3.3.1)
If the bandwidth of the power spectral density of RIN is much greater than the
bandwidth of the receiver, the term 
2
I r in equation( 3.2.10) can be approximated by
f RIN rI D × = ) 0 (
2 (3.2.11)
where RIN(0) is the relative intensity noise at w=0.
3.2.1Effect of thermal noise and shot noise
If only thermal noise and shot noise are included in the signal current, the input
current to the decision circuit is given by
sh th p i i I i + + = . (3.2.12)
Since we are considering the case of zero extinction ratio (e=0), the average input
current for bit 0 is equal to zero and the average input current for bit 1 is I1. And the
variances of input current for bit 0 and bit 1 are given by
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Substituting the average input currents and their variances into equation (3.1.10),
the parameter k is given
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Substituting I1 in equation (3.2.13) by equation (3.2.5) with zero extinction ratio,
k will be given byEffect of impairments on system performance 31
f
B
N q C qV C qV
N q
f
B
k
p e T e T
p
D
+ +
×
D
=
h p p
h
2 2 2
(3.2.14)
From equation (3.2.14), the average number of photons per bit is given by
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From equation (3.2.15), it is assumed that the receiver bandwidth only affects the
noise. For a matched filter receiver, sensitivity or the average number of photons per bit
depends on signal energy; therefore, nonreturn-to-zero (NRZ) or return-to-zero (RZ) line
codings have the same theoretical sensitivity with a matched filter receiver.
In equation (3.2.15), for a p-i-n photodetector, the thermal noise is dominant, the
average number of photons per bit will be given by
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The minimum error probability can be calculated by using k in equation (3.2.14)
with equation (3.1.9).  Figure 3.1 shows the minimum error probability versus the
average number of photons per bit for different ratios of [Df/B]. The effective capacitance
is 1 pF and the quantum efficiency is 0.8. As the number of photons increases, the
minimum error probability decreases. As the ratio of the receiver bandwidth to bit rate,
[Df/B], increases, the minimum error probability for a given number of photons per bit
increases. For example, at  p N =10,000 photons, the minimum error probability for [Df/B]
of 0.7, 0.9, and 1.1 are 5.2*10
-9, 4.2*10
-6, and 1.3*10
-4, respectively. The reason is when
the ratio [Df/B] increases, the effective noise bandwidth of the receiver increases; thus,
there is more noise in the input current to the decision circuit. Consequently, the
minimum error probability with a high [Df/B] is poorer than the minimum error
probability with a low [Df/B].Effect of impairments on system performance 32
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Figure 3.1 The minimum error probability vs the average number of photons per bit
            for different ratio of Df/B.Effect of impairments on system performance 33
3.2.2 Effect of relative intensity noise (RIN)
If the relative intensity noise (RIN) effect is included to the input current to the
decision circuit, the input current to the decision circuit is given by
rin sh th p i i i I i + + + = . (3.2.17)
The average input currents for bit 0 and bit 1 are the same as in the previous
section; that is, for bit 0, the average input current is zero, and, for bit 1, the average input
current is I1. Moreover, the variance for the input current for bit 0 is from the thermal
noise only since the variance from RIN depends on the average input current as shown in
equation (3.2.9). For bit 1, the variance of the input current is the sum of variances from
the currents induced by thermal noise, shot noise, and relative intensity noise. That is,
2
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Substituting the average input currents and their variances into equation (3.1.10),
parameter k is given by
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Expressing I1 in terms of  p N (using equation (3.2.5) with zero-extinction ratio), k
is then
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From equation (3.2.20), the average number of photons per bit is given by
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Comparing equation (3.2.21) with equation (3.2.15), it is seen that the effect of
relative intensity noise is to multiply  p N  by the first factor in equation (3.2.21).
The minimum error probability versus the average number of photons per bit for
different values of RIN(0) is plotted in Figure 3.2. In this Figure, the effective
capacitance is 1 pF, the quantum efficiency is 0.8, and the bit rate is 200 Mbps. As the
value of RIN(0) increases, the minimum error probability increases. For example, at the
average number of photons per bit of 10,000, the minimum error probabilities for zeroEffect of impairments on system performance 34
RIN, -97 dB/Hz RIN, and – 94 dB/Hz RIN are 4.4*10
-9, 1.4*10
-4, and 1.6*10
-3
respectively. Furthermore, there is a minimum error probability (error floor) resulting
from the RIN.
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Figure 3.2 The error probability versus the average number of photons per bit for
   different values of RIN with zero-extinction ratio.Effect of impairments on system performance 35
The power penalty from the relative intensity noise relative to that from thermal
noise and shot noise alone is given by
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ç ç
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R
RIN R
RIN P
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,
10 log 10 ) ( d (3.2.22)
where R P  is the average received power without RIN
RIN R P ,  is the average received power with RIN.
In general, the average received power can be written in terms of the average
number of photons per bit as shown below.
B h N P p R n = (3.2.23)
Substituting equation (3.2.23) into equation (3.2.22), the power penalty from
relative intensity noise is given by
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Substituting the average number of photons per bit from equation (3.2.21) and
(3.2.15) into equation (3.2.24), the power penalty from relative intensity is given by
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From equation (3.2.25), the power penalty due to RIN depends on RIN(0), Df, and
k. The effective noise bandwidth of the receiver (Df) should be increased as the increase
of bit rate (B) to get an appropriate ratio between Df  and B. It is seen that for a given
[RIN(0)×Df], there exists a maximum value of k. This means that there is a lower bound to
the error probability that can be achieved even though the input optical power is
increased. The maximum value of k is given by
f RIN
k
D ×
=
) 0 (
1
max (3.2.26)
and the lower bound of the error probability is given by
) ( max , k Q P lower e = (3.2.27)
The power penalty from the relative intensity noise in equation (3.2.25) is shown
in Figure 3.3. The power penalty is plotted versus [RIN(0)×Df] for k = 6. As [RIN(0)×Df]Effect of impairments on system performance 36
increases, the power penalty increases substantially and approaches infinity. The lowest
error probability from equation (3.2.27) is plotted versus [RIN(0)×Df] in Figure 3.4. From
this figure, we can see that the error probability of 10
-9 cannot be achieved if [RIN(0)×Df]
is greater than 0.0278.
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Figure 3.3 The power penalty (in dB) versus [RIN(0)×Df] for zero-extinction ratio.Effect of impairments on system performance 37
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Figure 3.4 The lowest error probability versus [RIN(0)×Df] for zero-extinction ratio.Effect of impairments on system performance 38
3.3 Effect of impairments for nonzero extinction ratio
For the nonzero extinction ratio case, the signal energy that was sent from the
transmitter for bit 0 is not completely zero. There is some energy sent out into the fiber.
This energy makes the average current for bit 0 at the decision circuit to be nonzero. The
average input current to the decision circuit was shown in equation (3.2.2); that is,
1 0 0 I I i e = = (3.3.1)
where  e is the extinction ratio.
3.3.1  Effect of thermal noise and shot noise
Similar to the case of a zero extinction ratio in section 3.2.1, all parameters are
almost the same except the average input current for bit 0 and it’ s variance. The average
input currents for bit 0 and bit 1 are eI1 and I1, respectively. The variances of the input
current for bit 0 and bit 1 are given by
) ( 2 ) ( 8 0
2 2
0 f qI f C qV e T D + D = p s
) ( 2 ) ( 8        1
2 f I q f C qV e T D + D = e p (3.3.2)
) ( 2 ) ( 8 1
2 2
1 f qI f C qV e T D + D = p s (3.3.3)
From equation (3.3.2), the variance of the input current to the decision circuit for bit 0
also includes the effect of shot noise because of the nonzero extinction ratio. The
variance for bit 1 is identical to the case of a zero extinction ratio. Substituting the
average input currents and their variances into the parameter k in equation (3.1.10), we
get
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Substituting I1 in equation (3.3.4) by equation (3.2.5) with an extinction ratio of e,
k will be
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Using the parameter k in equation (3.3.5) with equation (3.1.9), we can find the
error probability versus the average number of photons per bit for different values of
extinction ratios. This plot is shown in Figure 3.5.
For a p-i-n photodetector, the thermal noise dominates especially for bit 0.
Therefore, from equation (3.3.5), if the effect of shot noise in bit 0 is neglected the
average number of photons per bit is given by
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From equation (3.3.6), if the thermal noise is the dominant noise in both bit 0 and
bit 1, the effect of shot noise can be neglected and the average number of photons per bit
will be
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Comparing equation (3.3.7) to equation (3.2.16), we can find the power penalty
due to the extinction ratio. Similar to equation (3.2.24), the power penalty due to the
extinction ratio is
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Substituting the average number of photons per bit from equation (3.3.7) and
(3.2.16) into equation (3.3.8), the power penalty due to a nonzero extinction ratio is given
by
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From equation (3.3.9), it is shown that as the extinction ratio increases the power
penalty will increase. The plot of power penalty due to the extinction ratio is shown in
Figure 3.6.Effect of impairments on system performance 40
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Figure 3.5  The error probability versus the average number of photons per bit
     for different extinction ratios.Effect of impairments on system performance 41
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Figure 3.6 The power penalty (in dB) versus the extinction ratio, e.Effect of impairments on system performance 42
Using equation (3.3.5), the plot of the error probability versus the average number
of photons per bit is shown in Figure 3.5. The effective capacitance is 1 pF and the
quantum efficiency is 0.8. There are four values of extinction ratios; that is, 0, 0.1, 0.2,
and 0.4. The error probability decreases as the average number of photons per bit
increases. The best error probability is for the case of zero-extinction ratio. From the
figure, it is seen that as the extinction ratio increases, the error probability increases; for
example, at  p N =10,000 photons/bit, the error probabilities for the extinction ratios of 0,
0.1, 0.2, and 0.4 are 4.4*10
-9, 1.3*10
-6, 6.3*10
-5, and 6.9*10
-3, respectively. However, if
the extinction ratio is kept less than 1.0, the effect of nonzero-extinction ratio will not
introduce an error floor as the effect of RIN does. This means that the error probability
can be reduced if the average number of photons per bit increases; thus, more power is
required.
The additional required power can be interpreted in terms of power penalty,
which was shown in equation (3.3.9). In Figure 3.6, the power penalty due to the
extinction ratio with k=6 (i.e., Pe=10
-9) is plotted. The power penalty increases as the
extinction ratio increases. It is seen that the power penalty is lower than 1 dB if the
extinction ratio is less than 0.12. From this figure, it is also seen that the degradation due
to the extinction ratio does not give an error floor as long as the extinction ratio less than
1, which is reasonable in practice.Effect of impairments on system performance 43
3.3.2 Effect of relative intensity noise (RIN)
In this section, the effect of RIN is included to the calculation with a nonzero-
extinction ratio. As mentioned previously, the average input current for bit 0 is not zero
because of a nonzero-extinction ratio; thus, RIN will affect the signal at bit 0 also. From
equation (3.2.9) and (3.2.11), the variances of the current induced by RIN for bit 0 and bit
1 are determined by
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2
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2
0 s in equation (3.3.2) and 
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1 s in equation (3.3.3), the
variances of the input current for bit 0 and bit 1 will be
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Substituting the average input currents and their variances into equation (3.1.10),
k will be
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Substituting I1 in equation (3.3.14) by equation (3.2.5) with an extinction ratio, e,
k will be
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For a p-i-n photodetector, the effect of shot noise and RIN for bit 0 can be
neglected since the thermal noise is dominant. Consequently, from equation (3.3.15), the
average number of photons per bit is given by
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If the effect of shot noise in bit 1 is also neglected, the average number of photons
per bit in equation (3.3.16) will be
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The average number of photons per bit in equation (3.3.17) is for the case that
thermal noise dominates and RIN affects only bit 1. Comparing equation (3.3.17) to
equation (3.2.16), we can find the power penalty of RIN in the case of nonzero-extinction
ratio. The power penalty is given by
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From equation (3.3.18), it follows that for a given [RIN(0)](Df) and e, there is a
maximum value of k that can be achieved. This maximum k leads to the lower bound of
the minimum error probability that we can get from the system. The maximum value of k
is given by
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and the lower bound on the minimum error probability is given by
) ( max , k Q P lower e = (3.3.20)
Using equation (3.3.15) with equation (3.1.9), the error probability versus the
average number of photons per bit is plotted in Figure 3.7. The effective capacitance is 1
pF and the quantum efficiency is 0.8. The bit rate is 200 Mbps. In this figure, the
extinction ratio and RIN(0) are varied. The error probability for zero-extinction ratio and
no RIN is the best.  For the zero-extinction ratio, if RIN(0) increases, the error probability
increases. The effect of RIN will give a lower bound on the error probability as shown inEffect of impairments on system performance 45
the figure. This lower bound will increase if the value of RIN(0) increases. This effect
was mentioned previously in section 3.2.2. However, here, the effect of a nonzero-
extinction ratio is included in the calculation. From the figure, it is shown that as the
extinction ratio changes from zero to 0.1, the error probabilities for both values of RIN(0)
increase. And the lower bound for the error probability increases, as well.
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Figure 3.7 The error probability versus the average number of photons per bit
      for different extinction ratios and RINs.Effect of impairments on system performance 46
The power penalties for different extinction ratios and [(RIN(0))×(Df)]  are plotted
in Figure 3.8 and 3.9. The power penalty versus [(RIN(0))×(Df)] for different values of
extinction ratio is shown in Figure 3.9. The power penalty increases as [(RIN(0))×(Df)]
increases. And, if the extinction ratio is increased, the power penalty will increase as
shown in the Figure  The power penalty is also plotted versus the extinction ratio. This
plot is shown in Figure 3.8. The power penalty increases as the extinction ratio increases,
with the effect being more pronounced when [(RIN(0))×(Df)] is high. From these two
figures, an important result should be pointed out. That is, the power penalty for the case
of nonzero-extinction ratio and nonzero RIN is not just the linear combination of the
individual power penalties. For example, at [(RIN(0))×(Df)]=0.01 with zero-extinction
ratio, power penalty is 2 dB; and , at an extinction ratio of 0.2 with zero RIN, the power
penalty is 1.8 dB. However, from Figure 3.8, we can see that at [(RIN(0))×(Df)]=0.01 and
the extinction ratio of 0.2, the power penalty is 5.4. This example shows that the effect
for the case of a nonzero-extinction ratio with a nonzero RIN can degrade the system
performance considerably. And, from both plots, if the value of [(RIN(0))×(Df)] or
extinction ratio reaches some particular values the power penalty will approach infinity;
that is, a lower bound on the error probability (an error floor) will occur. This effect will
be plotted on the next two figures.
The lower bound on the error probability is shown in Figure 3.10 and 3.11. These
figures are plotted from the relationship in equation (3.3.19) and (3.3.20). In Figure 3.10,
the lowest error probability for different values of [(RIN(0))×(Df)] is plotted versus the
extinction ratio. It is shown that as the extinction ratio increases the lowest error
probability increases; i.e., the system performance is degraded. Also, in Figure 3.11, the
lowest error probability for different extinction ratios is plotted versus [(RIN(0))×(Df)].
The results indicate that a higher extinction ratio will give a greater lower bound on the
error probability.Effect of impairments on system performance 47
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Figure 3.8 The power penalty versus the extinction ratio: for different values of
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Figure 3.9 The power penalty versus [(RIN(0))×(Df)] : for different values of
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         extinction ratios.Effect of impairments on system performance 51
3.4 Effect of vertical offset from the optimal threshold
From section 3.1, the error probability of an optical communication system is
calculated by a Gaussian approximation. The error probability from this approximation
will be optimal if the current threshold is set appropriately; that is,
1 0
0 1 1 0
s s
s s
+
+
=
I I
Ith (3.4.1)
In this section, the power penalty resulting from a vertical offset from the
optimum threshold will be evaluated. Considering an optical detector, a simple diagram
of this detector is shown below.
The optical signal, which has a power of Pin, is incident onto a photodectector.
This photodetector will convert the optical signal into an electrical signal and sends this
electrical signal into a high-pass filter. This filter will remove the dc component from the
input electrical signal and gives a balanced signal.The balanced current signal will be
amplified and sent to the decision circuit at point (A). This amplifier has a gain of G. This
gain is varied to maintain the eye opening at the decision circuit; that is, if the average
optical current from the photodetector is high, the gain G will be decreased. But if the
average optical current from the photodectetor is low, the gain G will be increased. The
change of G depends on the average input power (Pin).  The effect of gain G will not
affect the input current to the decision circuit since the eye opening is fixed but it will
affect the variance of the input current to the decision circuit. The input current at point
(A) for bit 1 and bit 0 will be symmetrically displaced from the zero-current line since the
detector is a balanced detector. Here the input current to the decision circuit for bit 1 and
bit 0 are denoted by Ion and Ioff, which are given by
I I Ion - = 1 (3.4.2)
I I Ioff - = 0 (3.4.3)
Photodetector G
(A) Pin
Figure 3.12 Block diagram of an optical detector
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where  I is the average optical current from the photodetector,  1 2
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e is the extinction ratio.
Ion and Ioff from equation (3.4.2) and (3.4.3) can be rewritten as
1 aI Ion = (3.4.4)
1 aI Ioff - = (3.4.5)
where
2
1 e -
= a .
From the input currents in equation (3.4.4) and (3.4.5), the current threshold for
the decision circuit (referenced to the amplifier input) is given by
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Substituting these input currents to I1 and I0 in equation (3.1.5), and multiplying
s0 and s1 by g, the minimum error probability will be given by
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where 
0 G
G
g = (3.4.8)
G is the amplifier gain when there is a vertical offset from the optimum
threshold
G0 is the amplifier gain when there is no vertical offset.
Since the amplifier gain (G) in Figure 3.12 is inversely proportional to the input
optical power, the parameter g in equation (3.4.8) gives the ratio between the optical
powers without and with a vertical offset. If a vertical offset from the current threshold
occurs (i.e., Ith in equation (3.4.7) is substituted by Ith+offset), the input optical power
(Pin) needs to be increased to maintain the value of Pe. The average optical current from
the photodetector will be increased. Then, the gain G will be reduced to keep the eye size
constant. Consequently, g is reduced or more optical power is needed.Effect of impairments on system performance 53
It follows from the above discussion that the parameter g is the inverse of the
power penalty. The power penalty from the vertical offset is then given by
) ( log 10 dB) in  ( 10 g offset - = d (3.4.9)
Assuming that thermal noise dominates for bit 1 and bit 0, the variances of optical
currents for bit 1 and bit 0 are identical. Using this assumption and equation (3.4.7),
(3.4.8), and (3.4.9) with Pe = 10
-9, the power penalty due to the vertical offset is shown in
Figure 3.13. The vertical offset is normalized by the half of the height of the eye diagram.
From the figure, if the vertical offset increases, the power penalty increases; that is, more
optical power is needed.
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Figure 3.13 The power penalty (in dB) due to the vertical offset from the optimal
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4.0 Effect of system bandwidth on intersymbol interference
The three main components of optical communication systems are the optical
source, the optical detector and the optical fiber. Each of these components has its own
transfer function that will be combined to be the system transfer function. In this chapter,
the transfer function and the impulse response of each component will be discussed.
These transfer functions will be approximated by Butterworth filters. The order of each
Butterworth filter will be determined appropriately for each component. These
Butterworth filters will be combined to form the system transfer function. The bandwidth
of each component will be varied, and the intersymbol interference (ISI) will be
determined by computer simulation. The power penalty due to the ISI will also be
discussed.Effect of system bandwidth on intersymbol interference 55
4.1 Modeling of fiber optic system using Butterworth filters
As mentioned, there are three main components in the optical systems. Each of
them will be considered and approximated by a Butterworth filter.
-Fiber
If the source spectral width is much larger than the signal spectral width, the
optical fiber can be assumed to behave as a linear low pass filter operating on the optical
power. The transfer function of the fiber can be assumed to be a Gaussian spectrum,
which is given by [1]
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sl is the rms source spectral width in wavelength units
l   is the center wavelength of the optical signal
D  is the fiber dispersion at l
S   is the dispersion slope at l
L   is the fiber length.
The impulse response of H(f) in equation (4.1.1) has a Gaussian shape with a peak
at time t=0 as shown in Figure 4.2. This impulse response is non-causal since it is not
zero at negative time. Letting f1<<f2 (when the operating wavelength is far from the zero-
dispersion wavelength), and plotting the frequency responses of H(f) in equation (4.1.1)
and  different orders of Butterworth filters, it is found that the second order Butterworth
filter can be used to approximate H(f) in equation (4.1.1). The impulse response of the
second order Butterworth filter is causal as shown in Figure 4.2.Effect of system bandwidth on intersymbol interference 56
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From Figure 4.1, we assume that f1 is much less than f2 and the bandwidth of the
fiber in equation (4.1.1) is  50 MHz. Plotting the frequency response of a Gaussian
spectrum in equation (4.1.1) and different orders of Butterworth filter with 50 MHz
bandwidth each, we see that the frequency response of the second order Butterworth filter
is approximately the same as the frequency response from the Gaussian spectrum in
equation (4.1.1) in the range of 0 to 100 MHz. Thus, we choose this second order
Butterworth filter to approximate the fiber transfer function. The impulse response of the
Guassian spectrum and the second order Butterworth filter are shown in Figure 4.2. Both
have almost the same profile. The main difference between them is that the impulse
response of the Gaussian spectrum is non-causal but the impulse response of the second
order Butterworth filter is causal.
-Optical Transmitter and Receiver
In this section, the transfer functions of the transmitter and receiver will be
considered. Assuming that an LED transmitter and a transimpedance receiver are chosen,
their transfer functions are given by [1]
For LED ,
c m
m j
H
t w
w
+
=
1
1
) (   (4.1.4)
where  wm is the modulation frequency
tc is the carrier lifetime
For the optical detector with the transimpedance amplifier,
A RCf j
f H
/ 2 1
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p +
= (4.1.5)
where  R is the effective noise resistance of the transimpedance amplifier
C is the effective noise capacitance of the transimpedance amplifier
A is the frequency-independent gain of the amplifier.
The transfer functions in equation (4.1.4) and (4.1.5) are ideal lowpass filters.
Similar to the transfer function of the fiber, these transfer functions are compared to
different orders of Butterworth filter. It is seen that these transfer functions are first-orderEffect of system bandwidth on intersymbol interference 59
Butterworth. Now all main components are approximated by the Butterworth filters with
different orders.
-System
The transfer functions for the fiber, transmitter and receiver, which are the
Butterworth filters with different orders, are cascaded to be the system as shown in
Figure 4.3. Letting the bandwidths of the transmitter, receiver, and fiber be 100, 10, and
150 MHz, respectively, and the bit rate to be 10 Mbps, the frequency response and the
impulse response of the system are plotted in Figures 4.4 and 4.5. The system frequency
response has smaller bandwidth than that of each component. The impulse response of
the system in Figure 4.5 is causal since it is from the combination of three causal impulse
responses.
In the next section, the cascaded version of Butterworth filters with orders of 1, 2,
and 1 will be used for the system transfer function. The bandwidth of each component
will be varied and the intersymbol interference from this varying bandwidth will be
studied.
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4.2 Intersymbol interference simulation
The intersymbol interference (ISI) that was discussed in chapter 2 will be
simulated in this section. The normalized maximum ISI and normalized RMS ISI are
given by
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where  N is the number of bits that interfere with the bit at time t=0
Tb is the bit period, which is equal to 1/B
B is bit rate.
h(t) is the impulse response of the system assuming that h(0) is maximum
of h(t) for the bit at time t = 0.
From equation (4.2.1) and (4.2.2), the maximum and RMS ISIs, which are the
combination of the amplitudes from all neighboring bits at time t=0,are normalized by the
maximum value of the bit at time t=0. Using these two equations with an appropriate
shift of sampling point correspond to the maximum of h(t) , the effect of the bandwidth of
fiber, transmitter, and receiver on ISI will be evaluated numerically.
4.2.1 Effect of the fiber bandwidth
The bandwidths of transmitter and receiver are fixed at 100 and 10 MHz
respectively, and both of them are first order Butterworth filters. The bit rate is fixed at
10 Mbps, and the fiber transfer function is a second order Butterworth filter. The effect of
the fiber bandwidth on the intersymbol interference is plotted in Figure 4.6. In this figure,
the number of interfering bits is 30 bits. For the fiber bandwidth range of 0 to 5.65 MHz,
the normalized maximum ISI and normalized RMS ISI decreases as the bandwidth of the
fiber increases as shown in Figure 4.6. Then, while the fiber bandwidth increases further,
the ISIs increase and peak at a fiber bandwidth of 7.2 MHz with ISI of 0.03
approximately. After that, the ISIs decrease as the fiber bandwidth increases. After the
fiber bandwidth of approximately 13 MHz, the ISIs are very small and approach zero asEffect of system bandwidth on intersymbol interference 63
the fiber bandwidth increases. The normalized maximum ISI is greater than the
normalized RMS ISI, but for a large fiber bandwidth the difference between these ISIs is
insignificant. The reason for this is when the fiber bandwidth becomes larger, the number
of interfering bits that affect ISI computation becomes smaller; thus, the normalized
maximum ISI and RMS ISI move closer and finally merge.
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4.2.2 Effect of transmitter and receiver bandwidths
Assuming that the bandwidth of the fiber is much larger than the bandwidths of
transmitter and receiver, the bandwidth of the transmitter and receiver are identical, and
the bit rate is fixed at 10 Mbps; the system transfer function is the product of the transfer
functions of transmitter and receiver. Since the bit rate is 10 Mbps, the bit period, Tb, is
100 ns. By using equation (4.2.1) and (4.2.2), the normalized maximum ISI and
normalized RMS ISI are plotted versus the transmitter bandwidth, as shown in Figure 4.7.
From this figure, it is seen that both of the ISIs will increase as the bandwidths of the
transmitter and receiver decrease; for example, at a bandwidth of 6 MHz, maximum ISI is
approximately 0.1 while at a bandwidth of 4 MHz, maximum ISI is approximately 0.3. In
this figure, the number of interfering bits is 30 bits.
If the bandwidth of the receiver is varied with a fixed transmitter bandwidth, the
normalized maximum ISI and the normalized RMS ISI are plotted in Figures 4.8 and 4.9,
respectively. The transmitter bandwidths are 50, 100, and 200 MHz. From these figures,
it is seen that the normalized maximum ISI and the normalized RMS ISI decrease as the
bandwidth of receiver increases. For example, at the receiver bandwidth of 6.2 MHz,
both ISIs are approximately 0.02, and, at the receiver bandwidth of 7.5 MHz, the ISIs are
0.01. The normalized maximum ISI is a little bit higher than the normalized RMS ISI.
Considering the fixed transmitter bandwidth, if the transmitter bandwidth is increased,
both ISIs become slightly better, i.e. the ISIs are smaller. However, at a high receiver
bandwidth, the effect of these transmitter bandwidths on ISI becomes less significant;
that is, ISIs from all transmitter bandwidth are approximately the same.
From Figure 4.7 to 4.9, it is seen that as far as ISI is concerned, effects of
transmitter and receiver bandwidths are the same; that is, ISI increases as transmitter or
receiver bandwidths decrease. Even though, for a large transmitter bandwidth and a small
receiver bandwidth, ISI is small as shown in Figures 4.8 and 4.9, from the performance
standpoint, some signal power will be cut off at the receiver since the receiver bandwidth
is much smaller than the transmitter bandwidth. This leads to a reduced signal-to-noise
ratio for the received signal.Effect of system bandwidth on intersymbol interference 65
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In Figure 4.10, the relationship between the normalized ISIs and the ratio of
transmitter bandwidth to the bit rate is plotted. The bandwidths of transmitter and
receiver are assumed to be identical. The transmitter bandwidth is varied. Certainly, as
the ratio of the transmitter bandwidth to the bit rate increases, the normalized maximum
ISI and normalized RMS ISI decrease. It is also apparent that even though the bit rate is
changed the relationship between the normalized ISIs and the ratio of transmitter
bandwidth to the bit rate is the same. So, this plot can be used to find the ISIs if the ratio
of transmitter bandwidth to the bit rate is given.
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Figure 4.10 The normalized maximum ISI and normalized RMS ISI versus the ratio
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4.2.3 Effect of the number of interfering bits on ISI calculation
Assuming the bandwidth of the fiber is much higher than those of transmitter and
receiver, the transfer function of the optical system is the product of the transfer functions
of transmitter and receiver; that is,
) ( ) ( ) ( f H f H f H Rx Tx sys × = . (4.2.3)
We also assume that the transfer functions of transmitter and receiver are first
order Butterworth filters, as described before. In this section, the minimum number of
interfering bits (N) that are used to calculate the worst case of intersymbol interference
(ISI) will be considered. Equation (4.2.1) and (4.2.2) are used to calculate the normalized
maximum ISI and the normalized RMS ISI. The number of interfering bits (N) is a
parameter that can be chosen. If a small N is adopted, the calculation of ISIs will become
less precise. On the other hand, if a large N is adopted, the calculation of ISIs is certainly
precise but it takes time. Also, in fact, the bits that influence the ISI calculation are the
neighboring bits to the bit at t=0. Thus, the minimum N that gives an accurate ISI should
be determined.
Setting the bit rate at 10 Mbps and assuming the bandwidth of the transmitter and
receiver are identical, if the bandwidths of the transmitter and receiver increase, the
achieved ISIs (both ISImax,normalized and ISIrms,normalized ) decrease, as shown in Figures 4.11
and 4.12. In these figures, the different numbers of interfering bits (i.e., 2, 4, and 6 bits)
are used to calculate the ISIs by assuming N/2 bits from the preceding bits and another
N/2 bits from the following bits. Figure 4.11 indicates that the minimum N that can give
an accurate normalized maximum ISI is 4, while minimum N for the normalized RMS ISI
is 2 as shown in Figure 4.12. Thus, the minimum N for ISI calculation is 4 bits.
The impulse response of the system is shown in Figure 4.13. In this figure, the
bandwidths of transmitter and receiver are identical and equal to 10 MHz. The impulse
response of the system is causal (i.e. zero value for negative time). The sampling points
for the bit rate of 75 Mbps are shown in the figure. The signal is sampled at the time at
which h(t) is maximum as shown at the peak of the impulse response. Obviously, the
number of interfering bits in the negative and positive time corresponding to the sampling
time are not the same, since the profile of the impulse response is not symmetric. The
negative time profile of the impulse response approaches zero rapidly. It is seen that theEffect of system bandwidth on intersymbol interference 70
number of interfering bits from the following bits should be less that the number of
interfering bits from the preceding bits. From Figures 4.11, 4.12, and 4.13, the minimum
number of interfering bits (N) that should be used to calculate ISI is 4; i.e., from 1
following bit and 3 preceding bits.
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4.2.4 Comparison between Butterworth filters and raised cosine-rolloff filters for
 the transfer functions of transmitter and receiver.
A type of filter that can give zero intersymbol interference is raised cosine-rolloff
filters. It is interesting to study the effect of this filter on ISI and compare the result with
the result from section 4.2.2. In this section, square root raised cosine-rolloff filters with
different rolloff factors (r) will be used to be the transmitter and receiver transfer
functions. Assuming that the bandwidth of the fiber is much larger than those of
transmitter and receiver, the system transfer function is given by equation (4.2.3). The
intersymbol interference from this system transfer function will be compared to the
system transfer function from 1
st order Butterworth filters.
By setting the bit rate to be 10 Mbps and assuming that the bandwidths of the
transmitter and receiver are identical, as the bandwidths of the transmitter and receiver
increases, the achieved ISIs from the raised cosine-rolloff filter tend to decrease as shown
in Figure 4.14. Moreover, they are zero at the bandwidths of 5, 10, 15, 20, and so on.
These results come from the zero ISI condition that we can get from the raised cosine-
rolloff filter. This means that we can get the best performance from using the raised
cosine-rolloff filters for specific bandwidths. Considering the rolloff factor of 1, it is
shown that the ISIs are zero not only at the bandwidths of multiple of 5 MHz; but at the
bandwidths of 7.5, 12.5, 17.5, 22.5, and so on, as well. This results from the impulse
response of the unity rolloff factor raised cosine-rolloff filter, which has twice the number
of zero-crossings as from other rolloff factors. With different rolloff factors, the larger
gives the better performance as seen from Figures 4.14 and 4.15. The ISIs from the
rolloff factor of 1 is smaller than the ISIs from the rolloff factor of 0.9, and the ISIs from
the rolloff factor of 0.9 is smaller than the ISIs from the rolloff factor of 0.5.
Comparing the raised cosine-rolloff filters to the first order Butterworth filter
from Figures 4.14 and 4.15, the raised cosine-rolloff filters give much better performance
than the first order Butterworth filter at the bandwidths of 5, 10, 15, and so forth.
However, if the bandwidths of the transmitter and the receiver are not a multiple of 5
MHz, the achieved ISIs from the raised cosine-rolloff filters fluctuate and are higher than
the achieved ISIs from the first order Butterworth filter. This means that if the bandwidthEffect of system bandwidth on intersymbol interference 74
of the raised cosine-rolloff filter is slightly changed from the multiple of 5 MHz (half the
bit rate), the system ISI will increase rapidly.
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Assuming that the bandwidth of the transmitter is fixed at 10 MHz, the bandwidth
of the receiver will be varied to study the intersymbol interference. The normalized
maximum ISI and the normalized RMS ISI are plotted in Figures 4.16 and 4.17,
respectively. For the raised cosine-rolloff filters with the receiver bandwidth below 10
MHz, their ISIs tend to decrease as the bandwidth of the receiver increases. In this range
of bandwidth, the ISIs fluctuate and become very high at a bandwidth below 3 MHz. At
the receiver bandwidth of 10 MHz, the ISIs are zero because the bandwidth of the
receiver matches the bandwidth of the transmitter; thus, the zero ISI condition is satisfied.
For the transmitter bandwidth above 10 MHz, the ISIs increase slightly and then become
constant.
Comparing the raised cosine-rolloff filters to the first order Butterworth filter
from Figure 4.16 and 4.17, at the receiver bandwidth below 10 MHz, the ISIs from the
first order Butterworth filter is better than the ISIs from the raised cosine-rolloff filters
with 0.25 and 0.5 rolloff factors. But, for the unity rolloff factor, the ISIs from the raised
cosine-rolloff filter are a little bit better than that of the first order Butterworth filter.
Certainly, at the bandwidth of 10 MHz, the ISIs from the raise cosine-rolloff filters are
much better because the zero ISI condition is satisfied. For the receiver bandwidth higher
than 10 MHz, the ISIs from the first order Butterworth filter approach zero while those of
the raised cosine-rolloff filters are constant. For example, the normalized maximum ISI
for r=0.25 and 0.5 are 0.15 and 0.11, respectively, while the normalized maximum ISI of
the first order Butterworth is 0.004 and approach zero as the receiver bandwidth
increases.
To summarize, the raised cosine-rolloff filters can give better ISIs than the first
order Butterworth filter if the bandwidths of the transmitter and receiver are identical and
the bandwidths are matched to the bit rate of the signal, as shown in Figures 4.14 and
4.15. However, the achieved ISIs from the raised cosine-rolloff filters fluctuate and
become much higher than the achieved ISIs from the first order Butterworth filter at a
bandwidth below approximately 3 MHz. And, if the bandwidths of the transmitter and
receiver are not identical, the achieved ISIs from the raised cosine-rolloff filters are
almost always poorer than the ISIs from the first order Butterworth filter, except for someEffect of system bandwidth on intersymbol interference 77
cases of high rolloff factor and low receiver bandwidth; for example, at r=1 with the
receiver bandwidth below 11 MHz, as shown in Figures 4.16 and 4.17.
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4.3 Power Penalty due to the intersymbol interference
In this section, the power penalty from the intersymbol interference will be
discussed. From previous sections, the intersymbol interference has been categorized into
two types; that is, the normalized maximum ISI and the normalized RMS ISI. The power
penalty from each type will be considered.
·  Power penalty due to the normalized maximum ISI.
Considering the eye pattern in Figure 4.18, b is the height of the eye in the
absence of ISI and a is the minimum height of the eye when the intersymbol interference
occurs. The normalized maximum ISI is given by
b
a b
ISI normalized
-
= max, (4.3.1)
To increase the height a (from ISI) to be the height b (in case of no ISI), the
power must be increased. This increased power is the power penalty of the normalized
maximum ISI, and is given by
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Applying equation (4.3.1) to equation (4.3.2), the power penalty due to the
normalized maximum ISI is given by
  ( ) normalized ISI ISImax, 10 max , 1 log 10 - - = d (4.3.3)
Figure 4.18 The eye diagram.
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·  Power penalty due to the normalized RMS ISI
Assuming that only thermal noise and intersymbol interference are impairments in the
system, and the extinction ratio is zero, the input current to the decision circuit is given
by
p th p I i I i c + + = (4.3.4)
where  Ip is the mean of the input current i for bit 0 or bit 1
ith is the current induced by thermal noise
cIp is the current due to the RMS ISI
c is the RMS ISI parameter, which is assumed to be a zero mean Gaussian
random variable with a variance of s
2
c.
c is assumed to be a zero mean Gaussian random variable since it is from the sum
of many interfering bits, which are assumed to have the same probability density
function.
Since the extinction ratio is zero, the average input currents for bit 1 and bit 0 are
I1 and 0, respectively. As mentioned in chapter 3, with the Gaussian approximation, the
variance of thermal noise will be added to the variances of both bits. The intersymbol
interference will also affect both bits since this interference is from the neighboring bits.
Thus, the variances of bit 1 and bit 0 are the same; that is,
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where sc is the normalized RMS ISI.
Substituting the average input currents and their variances into equation (3.1.10),
and substituting I1 by equation (3.2.5) with a zero extinction ratio, the parameter k is
given by
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From equation (4.3.6), the average number of photons per bit is given by
q
C V
B
f k
k
N
e T
p
p
h s c
8
4 1
1
2
2 2 ÷
ø
ö
ç
è
æD
÷ ÷
ø
ö
ç ç
è
æ
÷ ÷
÷
ø
ö
ç ç
ç
è
æ
-
= (4.3.7)Effect of system bandwidth on intersymbol interference 81
Comparing the average number of photons per bit from equation (4.3.7) to
equation (3.2.16), the power penalty due to the normalized RMS ISI is given by
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From equation (4.3.8), it is seen that for a given sc, there exists a maximum value
of k. Applying this maximum k into equation (3.1.9), there exists a lower bound to the
error probability that can be achieved even though the input optical power is increased.
The maximum value of k is given by
c s 2
1
max = k (4.3.9)
In Figure 4.19, the normalized maximum ISI and RMS ISI are plotted versus the
ratio of the receiver bandwidth to the bit rate. It is assumed here that the bandwidths of
fiber and transmitter are much higher than the bandwidth of the receiver. Both ISIs
decrease as the ratio of receiver bandwidth to bit rate increases. And, for a low [BWRx/B],
the normalized RMS ISI is slightly lower than the normalized maximum ISI. Using these
ISIs with equation (4.3.3) and equation (4.3.8), the power penalties from both ISIs are
plotted in Figure 4.20. At a low [BWRx/B], the power penalty from the normalized RMS
ISI is much higher than the power penalty from the normalized maximum ISI. If
[BWRx/B] increases both power penalties will move closer and merge together at the high
[BWRx/B], and finally approach zero. From this figure, for the low [BWRx/B], the power
penalty of the normalized RMS ISI from equation (4.3.8) is pessimistic and may be less
useful than the power penalty of the normalized maximum ISI from equation (4.3.3). The
reason for this is when [BWRx/B] is small, the number of interfering bits is not high
enough to assume c to be a zero mean Gaussian random variable. The tails of the
Gaussian distribution will lead to an unrealistically high power penalty. Also, as was
shown in section 4.2.3 since the number of interfering bits is 4, the normalized maximum
ISI is more likely to occur. The normalized maximum ISI is consequently more
meaningful than the normalized RMS ISI.Effect of system bandwidth on intersymbol interference 82
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The normalized maximum ISI and the normalized RMS ISI are plotted versus the
ratio of fiber bandwidth to bit rate (BWfiber/B) in Figure 4.21. The transmitter and
receiver bandwidths are fixed at 0.7 times bit rate. From the figure, it is seen that the
normalized maximum ISI is slightly greater than the normalized RMS ISI. For low
[BWfiber/B] (e.g. [BWfiber/B]=0.5), both ISIs are very high compared to those with high
values of [BWfiber/B]. If [BWfiber/B] increases, both ISIs will decrease rapidly and get a
minimum value at [BWfiber/B] of 0.85. If [BWfiber/B] increases further, both ISIs will
slightly increase and approach ISI of 0.07 approximately. The reason for this is explained
as follows. For low [BWfiber/B], the effect of fiber bandwidth dominates both ISIs. The
impulse response of the system for different values of [BWfiber/B] is shown in Figure
4.22. It is seen that at [BWfiber/B] of 0.4, the system impulse response wider than those of
other values of [BWfiber/B] and it is similar to the impulse response of 2
nd order
Butterworth filter as shown in Figure 4.2. When [BWfiber/B] increases from 0.4 to 0.6, the
width of the impulse response is narrower and the peak of the impulse response becomes
higher. This leads to a smaller ISI since the peak increases and the number of interfering
bits that strongly affect ISI is small. When [BWfiber/B] is 0.85, the impulse response is
similar to the impulse response shown in Figure 4.13. At this [BWfiber/B], the effect of
interfering bits to ISI is least so there is an optimum ISI. As shown in Figure 4.21, the
optimum maximum ISI and RMS ISI are 0.043 and 0.042, respectively. If [BWfiber/B]
increases further, the effect of transmitter and receiver bandwidths becomes more
significant and finally dominates the ISI computation. As seen in Figure 4.22, the impulse
response of [BWfiber/B] of 1.5 is similar to that shown in Figure 4.13. Consequently, for
high [BWfiber/B], both ISIs will approach the values of 0.068 and 0.066 for maximum ISI
and RMS ISI, respectively. These values of ISI are from [BWTx/B] of 0.7 in Figure 4.10
assuming that fiber bandwidth is much larger than transmitter and receiver bandwidths.
The power penalty due to the normalized maximum ISI is shown in Figure 4.23. It
is seen that there is a minimum power penalty at [BWfiber/B] of 0.85 since the normalized
maximum ISI is optimal. The minimum power penalty is 0.19 dB.
From Figures 4.21 to 4.23, it is shown that if the transmitter and receiver
bandwidths are fixed at 0.7, the fiber bandwidth affects ISI. For low [BWfiber/B], theEffect of system bandwidth on intersymbol interference 85
effect of fiber bandwidth is dominant. On the other hand, for high [BWfiber/B], the effect
of transmitter and receiver bandwidths is dominant. Moreover, at [BWfiber/B] of 0.85, the
optimum ISI is achieved; thus, a minimum power penalty.
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5.0 Conclusions and suggestions for future research
In optical communication systems many types of impairments are added to the
signal. These impairments result in a fluctuation to the signal; therefore, they can degrade
the system performance. In this thesis, the impairments have been categorized into four
types; that is,
1.  thermal noise
2.  shot noise (quantum noise)
3.  signal-dependent noise
4.  intersymbol interference
Characteristics of these impairments have been discussed in chapter 2. It is
indicated that thermal noise arises from the random movement of the charge carriers in
electronic devices in the system. Thermal noise power does not depend on the signal
power as shot noise and signal-dependent noise do. Shot noise (or quantum noise) is from
the random nature of received photons that leads to a fluctuation of the photocurrent. The
power of shot noise is proportional to the received optical power. For signal-dependent
noise, it has been characterized into three types; that is, modal noise, mode partition
noise, and relative intensity noise. The interference among the various propagating modesConclusions and suggestions for future research 89
in a multimode fiber results in a fluctuation of the received signal; thus, modal noise.
Mode partition noise is from an intensity fluctuation among longitudinal modes of a
multimode semiconductor laser and different propagating velocities caused by fiber
dispersion. Relative intensity noise (RIN) originates from a fluctuation induced by the
spontaneous emission in semiconductor lasers. RIN can be enhanced by optical feedback
from reflection from outside of laser cavity. Even if the optical feedback is not fed back
into the laser cavity, it can enhance RIN by a process called phase-to-intensity noise
conversion. The last impairment is intersymbol interference (ISI). ISI is from overlapping
between pulses. This overlap may result in a wrong bit decision so it can increase bit-
error-rate of the system.
In chapter 3, the Gaussian approximation has been used to evaluate the system
performance parameters (e.g. bit-error-rate and receiver sensitivity). The effect of thermal
noise, shot noise, and signal-dependent noise are considered. The effect of nonzero-
extinction ratio is also included in this chapter.  It is shown in Figure 3.2 that RIN
introduces an error floor to the system. In Figure 3.5, it is seen that nonzero-extinction
ratios shift the bit-error-rate curve to the right. The more the extinction ratio, the more the
bit-error-rate curve shifts to the right. The combined effect of RIN and nonzero-
extinction ratio is shown in Figure 3.7. The left-most curve is from the presence of
thermal noise and shot noise only. When RIN and nonzero-extinction ratio occur, the
curve is shifted to the right and an error floor is introduced. This error floor is poorer than
the error floor from the case of zero-extinction ratio. It is shown that the power penalty is
considerably increased if a nonzero-extinction ratio and RIN are present in the system.
The decision threshold at the decision circuit is an important parameter. If this parameter
is set improperly, a vertical offset from an optimum threshold occurs and subsequently
results in a power penalty to the system as shown in Figure 3.13.
The effect of system bandwidth on intersymbol interference (ISI) has been
evaluated numerically in chapter 4. Transfer functions of transmitter, fiber, and receiver
are modeled as Butterworth filters (orders of 1, 2, and 1, respectively). The effect of fiber
bandwidth on ISI is similar to the effect of transmitter and receiver bandwidths on ISI.
That is, for low bandwidth, ISI is high. If bandwidth increases, ISI becomes smaller and
finally approaches zero. The number of interfering bits is a parameter that can affect theConclusions and suggestions for future research 90
computation. It is shown that the minimum number of interfering bits is 4. The number of
following bits that interfere the bit at time t=0 is less than the number of preceding bits
since the impulse response of the system is not symmetric in time as shown in Figure
4.2.3. Comparing between Butterworth filters and raised cosine-rolloff filters, it is shown
that raised cosine-rolloff filters give much better performance for ISI than Butterworth
filters at particular bandwidths. However, if the transmitter and receiver bandwidths are
not matched and are not equal to these bandwidths, the achieved ISI from raised cosine-
rolloff filters is much higher than that from Butterworth filters.
The power penalty from ISI has been studied. The power penalty from the
normalized maximum ISI is determined by the eye diagram approach whereas the power
penalty from the normalized RMS ISI is determined by using Gaussian approximation as
shown in chapter 3. It is shown that the power penalty from the normalized RMS ISI is
more pessimistic and less useful than that from the normalized maximum ISI. Assuming
that the transmitter and receiver bandwidths are matched and fixed to be a constant, a
minimum ISI can be achieved if the ratio of fiber bandwidth to bit rate is 0.85 as shown
in Figure 4.21.
Future work may involve other approaches to model noise in the system because
some types of noise such as shot noise are not appropriate to be used in the Gaussian
approximation. These approaches will give alternatives to analyze noises and their effects
on system performance. It is also interesting to compare the analyzed result from the
thesis to the actual results from experiments. This may give us more understanding on the
effect of noise in the system and may lead to a more accurate way to analyze the system.
In chapter 4, only three components are modeled and combined to be a system.
However, for a more detailed examination, other components such as optical amplifier
and equalizer may be modeled and added to the system. The intersymbol interference of
such system should be evaluated and compared to that of the system in the chapter.Appendix A: Effect of signal-dependent noise in shot noise limit 91
Appendix A: Effect of signal-dependent noise in shot noise limit.
In this section, the photodetector is an avalanche photodetector (APD) with a
multiplication factor of M. For APDs, shot noise dominates the system; thus, we are in
the shot noise limit. Similar to chapter 3, the Gaussian approximation will be used to
evaluate the average number of photons per bit although the Gaussian approximation is
questionable in the shot noise limit. Assuming zero-extinction ratio, the average currents
for bit 0 and bit 1 are given by
0 0 = i (A.1)
1 1 MI i = (A.2)
Assuming there is only shot noise in the system, the variances of current for bit 0
and bit 1 are given by [1]
0
2
0 = i (A.3)
) ( 2 1
2 2
1 f F I qM i A D = (A.4)
where  FA is the excess noise factor of the APD.
Substituting the average currents and their variances into equation (3.1.10) and
expressing I1 in terms of  p N , the average number of photons per bit is given by
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If relative intensity noise is present in the on-state, the variance of current for bit 1
is changed to be
2
1
2
1
2 2
1 ) )( 0 ( ) ( 2 I M f RIN f F I qM i A D + D = (A.6)
Substituting the average currents and their variances into equation (3.1.10) and
expressing I1 in terms of  p N , the average number of photons per bit is given by
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From equation (A.7) and (A.5), the power penalty from RIN in shot noise limit is
given by
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k f RIN
dB RIN d (A.8)
Comparing equation (A.8) to equation (3.2.25), it is seen that the effects of signal-
dependent noise in the thermal noise limit and the shot noise limit are the same, assuming
the Gaussian approximation applies in both cases.References 93
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