The performance of rate-0.8 4-ary LDPC code has been studied in a 50GHz-spaced 40Gb/s DWDM system with PDM-QPSK modulation. The net effective coding gain of 10dB is obtained at BER of 10 −6 . With the aid of time-interleaving polarization multiplexing and MAP detection, 10,560km transmission over legacy dispersion managed fiber is achieved without any countable errors. The proposed nonbinary quasi-cyclic LDPC code achieves an uncoded BER threshold at 4×10 −2 . Potential issues like phase ambiguity and coding length are also discussed when implementing LDPC in current coherent optical systems.
Introduction
Exponentially-increasing Internet traffic growth has pushed the data rate requirements on optical communication systems to 40 Gb/s per channel and beyond. To meet this demand on high spectral efficiency (SE), multilevel modulation formats are potential solutions to upgrade existing optical networks from 10 Gb/s to higher bit rate per channel. However, to achieve a given bit error rate (BER) level with higher SE, higher-order modulation formats actually raises the required optical signal-to-noise ratio (OSNR) level by several times, thus leading to higher channel power. In addition to OSNR requirement, fiber nonlinearity would become another limiting factor on the maximum transmission distance. For instance, the longest distance reported so far for polarization-division-multiplexing (PDM) 16-quadrature amplitude modulation (QAM) is only 3,123 km operating at 160 Gb/s single-channel configuration [1] . In general, high-order QAM formats are only feasible for short-reach terrestrial systems. In contrast, quadrature phase-shift-keying (QPSK) with PDM techniques, capable of transmitting over transoceanic distance at 40 Gb/s [2] and even at 100 Gb/s [3] , is one of the favorable modulation formats to support long-haul submarine optical communication [4] , because of its OSNR receiver sensitivity and enhanced fiber nonlinearity tolerance [5] .
In addition to the optimal modulation format, forward error correction (FEC) coding has been recognized as another powerful tool to ensure the maximum reach of data transmission at the minimal OSNR. FEC can be categorized into hard-decision and soft-decision decoding. Hard-decision decoder makes firm decisions on every input and output signals, such as ReedSolomon (RS) and Bose-Chaudhuri-Hocquenghem (BCH) codes [6] . Since 1990s, RS codes have been widely deployed into contemporary optical systems and enhanced FEC codes have been intensively developed to further increase net coding gain (NCG). The 40Gb/s fieldprogrammable gate array (FPGA) FEC encoder/decoder chip based on continuouslyinterleaved concatenated BCH (CI-BCH) was successfully implemented to achieve an NCG of 9.35 dB at 7% overhead [6] , in bursty channel environment. In order to seek more than 10 dB NCG, researchers resort to soft-decision FEC codes and iterative decoding. Low-density parity-check (LDPC) codes are regarded as a superior class of FEC codes whose performances can approach the Shannon limit and whose decoders lend themselves to parallel implementation which is particularly important for optical fiber communications targeting ultra-high-speed bit rates [7] .
Compared with binary LDPC, coded multilevel modulation schemes employing nonbinary LDPC (NB-LDPC) codes as component codes have been shown to be promising advanced FEC candidates since they not only provide larger coding gains but also reduce latency at the receivers by avoiding costly turbo-equalization iterations [8] . The errorcorrection performance of LDPC codes have been evaluated through FPGA emulation [9, 10] and transmission experiments [11] . The FPGA emulation is efficient in investigating BER floor that is frequently observed in LDPC decoding. Recently, just 20%-overhead binary quasi-cyclic LDPC (QC-LDPC) has been demonstrated to be error-floor-free down to coded BER of 10 −15 using an FPGA emulator [9] , which further confirms the high coding performances achievable via meticulous code design optimizations. In those emulated FPGA decoders, only additive noise is taken into account without considering fiber nonlinearity or polarization convergence, which might make their evaluation results rather optimistic. Although experiment offline validation is quite difficulty to demonstrate error-floor-free performance, which is vital for LDPC code design, such evaluation is a good complementary approach to evaluate the realistic performance of coding schemes in the presence of actual fiber impairments.
In this paper, the BER performance of NB-LDPC coded modulation schemes is studied in a digital coherent optical communication system, employing interleaved, PDM return-to-zero (RZ) QPSK signals. When a rate-0.8 (25% overhead) 4-ary QC-LDPC (69945,55956) code is employed, our scheme provides more than 10 dB coding gain at the BER of 10 −6 for the backto-back (B2B) case, and it achieves 10,560 km ultra-long-haul (ULH) transmission without any countable errors. To the best of our knowledge, this is the first experimental evaluation of a ULH wavelength-division-multiplexing (WDM) transmission over legacy dispersion managed fibers (DMFs) using a NB-LDPC code in a digital coherent communication system. We also discuss the implementation issue of LDPC coding, such as differential detection/decoding for resolving phase ambiguity and coding length.
Non-binary LDPC coded modulation
A q-ary LDPC code is given by the null-space of a sparse parity-check matrix defined over the finite field or Galois field of q elements, denoted GF(q). An LDPC code is said to be (γ,ρ)-regular when the numbers of nonzero elements over all columns and over all rows of its parity-check matrix is equal to γ and ρ, respectively [12] . Otherwise, the LDPC code is called irregular. In order for a (γ,ρ)-regular LDPC code to be quasi-cyclic (QC), cyclically shifting any of its codewords by ρ positions must result in another codeword [12] . Quasi-cyclic LDPC (QC-LDPC) codes are an important class of LDPC codes due to being linear-time encodable and having a modular structure in their parity-check matrices which facilitates hardware implementation mainly by reducing routing complexity. LDPC codes are decoded using an iterative belief propagation algorithm commonly referred to as the sum-product algorithm (SPA). For decoding q-ary LDPC codes, an extension of SPA known as QSPA is used. Both QSPA and its fast Fourier transform (FFT) based implementation, denoted by FFT-QSPA, were first studied by Davey and MacKay [13] . When q = 2 m , m is an integer, i.e., when the LDPC code is defined over an extension of the binary field, FFT-QSPA becomes particularly attractive since the use of complex arithmetic is completely eliminated, and only real additions and subtractions are used. In this manuscript, we use 4-ary LDPC codes and employ FFT-QSPA in their decoding. Further details on how to construct non-binary QC-LDPC codes and their decoding can be found in [7] and references therein.
The use of bit-interleaved LDPC-coded modulation (BI-LDPC-CM) employing binary LDPC codes as component codes for addressing the high bit rate demands on ULH transmission links was discussed in our previous works [8, 11] . As we have shown recently [7] , however, non-binary LDPC coded modulation (NB-LDPC-CM) schemes outperform their counterpart BI-LDPC-CM schemes. Furthermore, when the order of the field over which the component NB-LDPC code is designed and the order of the modulation format are matched, NB-LDPC-CM eliminates the costly turbo-equalization iterations between the decoder and MAP detector, which are of critical importance for BI-LDPC-CM, and hence reduces the latency at the receivers while providing higher coding gains. In addition, when the underlying constellation sizes increase, both additional coding gains and computational savings offered by NB-LDPC-CM increase in comparison with BI-LDPC-CM. Therefore, as the transmission bit rates continue to increase, the underlying constellation sizes will continue to grow; consequently, these benefits of NB-LDPC-CM will render it as the ultimate coded modulation scheme for ULH transmission.
Experimental setup
We used the experimental setup shown in Fig. 1 to evaluate the performance of the NB-LDPC-CM schemes. In our experiments, we employed 4-ary LDPC codes as component codes although our setup is generic and it can be applied to any 2 m -ary LDPC coded modulation scheme (m is a positive integer). The random sequence fed into the LDPC encoder was carefully selected to make sure that the distribution patterns are uniformly distributed. First, the 4-ary encoded sequence was split into two bit sequences according to the following symbol-to-bit mapping rule: 0 → 00, 1 → 01, 2 → 10, and 3 → 11. The two resultant bit sequences were differentially encoded and then uploaded into two 12.5 Gb/s pulse pattern generators. The I and Q arms were manually synchronized to ensure that the beginning of the LDPC bits from both PPGs occurs at the same time, thus making the received bits meaningful for LDPC decoder. The same output of IQ modulator is delayed by a few hundred symbols for decorrelation, and is polarization-multiplexed together to emulate PDM systems. This synchronization was also monitored through both sampling scope and offline digital signal processing (DSP) algorithm.
Four odd and four even wavelength channels are combined via a 50GHz/100GHz interleaver before being launched into the fiber. ECL was only used for testing channel and all other seven channels employed DFB lasers. The output of IQ modulator was carved into 50% RZ through MZM, and was then time-shifted by a half symbol period (20 ps) to generate time-interleaving PDM for enhancing fiber nonlinearity tolerance in DMF systems. In the transmission link, each loop consisted of 6 spans of 73km-long DMFs, resulting in total of ~800ps/nm residual chromatic dispersion, which was compensated by a dispersioncompensating fiber (DCF) with +800ps/nm, leading to in total 480km per loop. Subsequently, two gain equalizers (GEQ) ensured a flat gain over all channels. Received signal power was kept at 1dBm throughout all the measurements. At the receiver side, a series of typical DSP algorithms were conducted, including resampling and polarization de-multiplexing. Following differential detection, the sampled sequences were passed to a MAP detector implementing sliding-window-based Bahl-CockeJelinek-Raviv (BCJR) algorithm, referred to as SW-BCJR-MAP [11] and references thereof. By using the sliding-window-based implementation, we can run several MAP detectors of low complexity in parallel instead of running the BCJR algorithm over the whole received block, which becomes inhibitive as the block (or codeword) length increases. The symbol loglikelihood ratios (LLRs) calculated by the SW-BCJR-MAP detectors on each polarization branch are then input to corresponding 4-ary LDPC decoders as initial reliability estimates on codeword symbols (see Fig. 2 ). In our experiments, MAP detector depth was set to 128 symbols, and the 4-ary LDPC decoder was allowed to use 50 decoding iterations at the maximum. Further details on SW-BCJR-MAP and symbol LLR calculations can be found in [7] and references therein. The 4-ary LDPC decoder enhances these initial reliability estimates through FFT-QSPA, and at the end of decoding, it provides the user with the final codeword estimates.
Results and discussion

Differential decoding versus differential detection
Differential encoding was used to avoid the phase ambiguity in the system because of phase noise and constant modulus algorithm (CMA) for separating the two orthogonal polarization states. At the receiver side, either differential decoding or differential detection can be performed to recover the original data. However, LDPC decoding requires the statistics information of the received signals to compute LLRs. As a result, we differentially detected the outputs of CMA, and then fed them into the LDPC decoding processor, consisting of an MAP detector and an NB-LDPC decoder, as depicted in Fig. 2 . It is worth mentioning that the differential detection would bring additional 2~3 dB penalty compared to ideal coherent detection [14] . In our measured B2B BER results shown in Fig. 3 , compared to differential decoding, about 2 dB OSNR penalty was observed at BER = 10 −3 by using differential detection. Of significance is that the penalty becomes smaller as BER goes higher since frequently-occurred errors would double the errors in both cases [14] . For instance, the penalty reduces to about 1 dB at BER = 4×10 −2 . This is the penalty we need to pay to avoid the potential burst errors from phase ambiguity. On the other hand, hard-decision FEC can be applied in differential decoding approach, in which hard symbol decision was made first before conducting different decoding. Unlike 2~3 penalty arising from differential detection, the penalty of differential decoding is only limited to ~0.5 dB penalty. It is expected that hard-decision FEC together with differential decoding is capable of achieving better coding gain than the scheme of soft-decision FEC with differential detection. It should be reminded that the coding gain of FEC is generally limited within 10 dB whereas soft-decision FEC is able to have more than 10 dB gain. In other words, given the same input OSNR, soft-decision FEC in differential detection case is most likely to have lower output BER than hard-decision FEC together with differential decoding.
The future work would focus on non-differential-encoded coherent systems with the aid of training data in order to mitigate phase cycle slips [15] . In those non-differential-encoded systems, soft-decision FEC would ensure the best coding gain performance. BER at each point was calculated from at least 40 million bits (averaging over 300 4µs-long data sets). We also evaluated the performance of three different 4-ary quasi-cyclic LDPC codes in both B2B and transmission cases. Note that MAP was turned off here to speed up the decoding process and polarization states were time-aligned. The rate-0.8, (3,15)-regular, 4-ary LDPC(16935,13548) code of girth 8 provides about 9 dB coding gain at the BER of 10 −6 [16] . The other two 4-ary, (3,15)-regular, rate-0.8 LDPC codes, namely LDPC (34665, 27732) and LDPC(69945,55956) codes, are both of girth 10 and they have longer codewords. Consequently, the latter two codes provide better error correction performance under the iterative LDPC decoding algorithm. As Fig. 4(a) indicates, the coding gain is further increased to >10 dB by using longer LDPC codes of girth 10. This observation is also found after loop transmission, as plotted in Fig. 4(b) , where no countable errors were achieved after 17 loops using LDPC (34665, 27732) and LDPC(69945,55956) codes. In contrast, LDPC(16935,13548) only corrects all the bits error after 15 loops. In addition, based on Fig.  4 , increasing the codeword length from 34665 to 69945 symbols, while maintaining the same girth, does not lead to any further improvement in the B2B BER performance though longer codeword is able to have a slightly better performance. Therefore, 4-ary LDPC (69945,55956) code was used for further experimental evaluation in time-interleaved manner with MAP detector. Note that the uncoded BER of LDPC (34665, 27732) and LDPC(69945,55956) below 11 loops were not plotted because no errors were observed after LDPC decoding between 11 loops and 18 loops. with large girth are less affected by the fiber nonlinearity than shorter codes because of better error correction performance.
Codeword length
Transmission performance
Time-interleaving polarization multiplexing was used to investigate the potential maximum transmission reach of our system setup. Besides, MAP detector was deployed before the NB-LDPC decoder to further enhance its error correction capability. Figure 6 shows that the NB-LDPC-CM scheme is much less sensitive to launch power compared to uncoded case. Regardless of the origin of errors, i.e., random errors due to amplified spontaneous emission (ASE) noise or burst errors due to strong fiber nonlinearities (high launch power), the proposed NB-LDPC-CM scheme remains effective in correcting all the errors below its threshold. As shown in Fig. 7 , the launch power per channel was set at −3.7 dBm, and the number of loops was swept from 5 up to 25 loops to determine the maximum transmission distance. As Fig. 7 indicates, the maximum transmission loops, without any countable error, is 22 loops, amounting to 10,560km. To our best knowledge, this is the first experimental evaluation of ULH WDM transmission over legacy DMF using a NB-LDPC code as the effective channel code. 
Conclusion and future work
We studied the NB-LDPC-CM scheme in coherent optical communication systems, where the transmission reach over legacy DMF link, with the aid of time-interleaving polarization multiplexing, can be increased to 10,560km without any countable error. The implementation issue like phase ambiguity and coding length has also been addressed in our experiments. Compared with the differential decoding approach, differential detection would lead to 1~3 dB gain loss depending on the FEC BER threshold. The future work will focus on how to remove the differential encoding in coherent optical systems and finally achieve the best coding gain performance.
The BER floor is difficult to predict by using simulation. That is why we emphasize the advantage of using real-time LDPC decoder to test the performance of LDPC codes, especially the error floor. Recently, concatenation of both hard-decision and soft-decision FEC is real-timely demonstrated to have a net coding gain up to 10.5 dB at the output BER level 10 −15 [10] . However, with the proper design of LDPC codes, it is still possible to eliminate of the BER error floor [9] . Therefore, although it may encounter error floor since we cannot demonstrate such a low BER using offline experiments, the potential benefits of nonbinary LDPC codes are very beneficial for optical transmission to further extend transmission reach.
