Abstract. We introduce a family of generalized Jacobi polynomials/functions with indexes α, β ∈ R which are mutually orthogonal with respect to the corresponding Jacobi weights and which inherit selected important properties of the classical Jacobi polynomials. We establish their basic approximation properties in suitably weighted Sobolev spaces. As an example of their applications, we show that the generalized Jacobi polynomials/functions, with indexes corresponding to the number of homogeneous boundary conditions in a given partial differential equation, are the natural basis functions for the spectral approximation of this partial differential equation. Moreover, the use of generalized Jacobi polynomials/functions leads to much simplified analysis, more precise error estimates and well conditioned algorithms.
Introduction
The classical Jacobi polynomials have been used extensively in mathematical analysis and practical applications (cf. [35, 2, 36, 31] ). In particular, the Legendre and Chebyshev polynomials have played an important role in spectral methods for partial differential equations (cf. [20, 13, 19, 12, 22] and the references therein). Recently, there have been renewed interests in using the Jacobi polynomials in spectral approximations, especially for problems with degenerated or singular coefficients. For instance, Bernardi and Maday [9] considered spectral approximations using the ultra-spherical polynomials in weighted Sobolev spaces. Guo [23, 21, 24] developed Jacobi approximations in certain Hilbert spaces with their applications to singular differential equations and some problems on infinite intervals. The Jacobi approximations were also used to obtain optimal error estimates for p−version of finite element methods (cf. [3, 4] ). This paper is organized as follows. In the next section, we define the generalized Jacobi polynomials/functions and analyze the approximation properties of the orthogonal projection in suitably weighted Sobolev spaces. The generalized Jacobi polynomials/functions and their approximation results are used in Section 3 to construct and analyze spectral-Galerkin method for some high-order model equations. Some concluding remarks are given in the final section.
Generalized Jacobi polynomials/functions
In this section, we define the generalized Jacobi polynomials/functions (GJP/Fs), and investigate their basic properties.
We first introduce some notations. Let ω(x) be a weight function in I := (−1, 1). One usually requires that ω ∈ L 1 (I). However, we shall mainly concern with the cases ω ∈ L 1 (I). We shall use the weighted Sobolev spaces H r ω (I) (r = 0, 1, 2, · · · ), whose inner products, norms and semi-norms are denoted by (·, ·) r,ω , · r,ω and | · | r,ω , respectively. For real r > 0, we define the space H r ω (I) by space interpolation. In particular, the norm and inner product of L 2 ω (I) = H 0 ω (I) are denoted by · ω and (·, ·) ω , respectively. To account for homogeneous boundary conditions, we define 
The subscript ω will be omitted from the notations in case of ω ≡ 1. We denote by R and N the sets of all real numbers and non-negative integers, respectively. For any N ∈ N, let P N be the set of all algebraic polynomials of degree ≤ N. We denote by c a generic positive constant independent of any function and N , and use the expression A B to mean that there exists a generic positive constant c such that A ≤ cB.
We recall that the classical Jacobi polynomials J α,β n (x) (n ≥ 0) are defined by
2) where δ n,m is the Kronecker function, and
3)
The restriction "α, β > −1" was imposed to ensure that ω α,β ∈ L 1 (I). Some other properties of the Jacobi polynomials to be used in this paper are listed in Appendix A. In fact, Szegö mentioned in [35] that one can define the Jacobi polynomial with indexes α or β ≤ −1, based on the Rodrigues' formula (2.1), which is a polynomial of degree n, except for n + α + β + k = 0, 0 ≤ k ≤ l (a reduction of the degree in this case). However, the so defined Jacobi polynomials do not satisfy some important properties which hold for α, β > −1, e.g., M A N U S C R I P T ACCEPTED MANUSCRIPT they are not mutually orthogonal in L 2 ω α,β for all α, β. Hence, they are not quite suitable for numerical computations. We shall define below generalized Jacobi polynomials/functions which inherit selected important properties (of classical Jacobi polynomials) that play essential roles in a spectral approximation.
2.1. Definition of the GJP/Fs. For notational convenience, we introduce the following separable index sets in R 2 :
For any α, β ∈ R, we definê 
The GJP/Fs are defined by
We emphasize that {j α,β n } are only defined for n ≥ n α,β 0 . This fact is implicitly assumed hereafter.
We can rewrite (2.6) in a more explicit from:
We see that the GJP/Fs are generated from the classical Jacobi polynomials. In fact, as mentioned in Szegö [35] , it is also possible to use the Rodrigues' formula (2.1) to define the Jacobi polynomial J α,β n with indexes α or β ≤ −1. A particular case is
However, there are very few discussions in [35] about the properties of the so-defined Jacobi polynomials with indexes α or β ≤ −1. • The GJP/F j α,β n (x) is a polynomial of degree n if and only if (i) (α, β) ∈ ℵ 4 , or (ii) α and β are negative integers. In these cases, it coincides, apart from a constant, with the definition in Szegö [35] . Under the condition (ii), x = 1 (resp. x = −1) is the zero of multiplicity ofα for the polynomial j α,β n (x) (resp.β). Hence, the GJP/Fs are suitable as base functions to approximate solutions of high order differential equations with a corresponding set of homogeneous boundary conditions (see Section 3 below).
• We find from (2.2), (2.6) and (2.7) that the GJP/Fs are mutually L 2 ω α,β (I)−orthogonal, i.e.,
Here, we used the factᾱ = 2α + α andβ = 2β + β. Note that polynomials of the form
n (x) (with α, β > −1) have been frequently used as basis functions to impose boundary conditions, but they do not satisfy the orthogonality relation (2.9). We can also view {j
• They satisfy the Sturm-Liouville equation (see Appendix B.1): 11) and
m on both sides of (2.10) and integrating by parts, we derive from (2.9) that
• We infer from (A.3) (see Appendix A) and (2.6) that
We next study the derivative relations of the GJP/Fs. Let us recall that for α, β > −1,
Unfortunately, the GJP/Fs do not satisfy a similar derivative recurrence relation for all α, β ∈ R. Nevertheless, some useful derivative recurrence relations can be derived. 
On the other hand, if one of the following conditions holds
Similarly, if one of the following conditions holds
The proof of this lemma is given in Appendix B.2. Applying the formulas in Lemma 2.1 repeatedly, we obtain the following general derivative recurrence relations:
where
The proof of this lemma is given in Appendix B.3.
Approximation properties of the GJP/Fs.
We shall analyze below the approximation properties of generalized Jacobi orthogonal projections, which are useful in the error analysis of spectral-Galerkin methods.
Since {j
(2.27) and consider the orthogonal projection π
We shall estimate the projection errors in two different ways. The first approach is based on the Sturm-Liouville equation (2.10). The second one is based on the derivative relations given in Lemma 2.2.
We start with the Sturm-Liouville operator defined by
We recall that j 
repeatedly, we find from (2.9) and (2.12) that for r ∈ N,
For real r > 0, we define the space D(A r α,β ) by space interpolation as in [5] .
Before we present one of our main results, we make the following observation: For any
, and by the definition of j α,β n , we have
again and integrating by parts, we find that for any
Proof. The proof follows a similar procedure used for the classical Jacobi projections (cf. [14, 9, 23] ). We first consider even integers, i.e., r = 2q for q = 0, 1, · · · . We derive from (2.31) that for μ ∈ N, 
Hence, by (2.9) and (2.11),
.
Next, we consider odd integers, i.e., r = 2q +1 for q = 0, 1, · · · . We observe from (2.10), (2.32) and (2.36) that
Therefore, by (2.11) and (2.12),
Finally the desired result with real μ follows from the previous results and space interpolation.
Theorem 2.1 provides a general approximation result for all α, β ∈ R. However, the norms used in Theorem 2.1 are expressed by the frequencies of u in terms of j α,β n , whose relation to the derivatives of u is not straightforward. Next, we derive some approximation results which are expressed in terms of derivatives of u.
We introduce the space For real r > 0, we define the space H r ω α,β (I) by space interpolation as in [5] . Proof. We first prove (2.39) with (i). In this case,
As a consequence of (2.9) and (2.21)-(2.22), we have the orthogonality:
Thanks to (2.41), we deduce from (2.40) that for μ ∈ N,
We now estimate the upper bound of C k,β N,μ,r . By using the Stirling formula (cf. [15] ),
we derive from (2.3), (2.9) and (2.22) that for givenᾱ,β, k, μ, γ,
The above facts lead to C α,β N,μ,r N 2μ−2r . This completes the proof of (2.39) with (i). The other two cases can be proved similarly.
Remark 2.1. The results for the classical Jacobi polynomials with α, β > −1 were proved in [26] . The same results for μ = 0 or α = β were also given in [19, 3] , respectively. The results for the case α = −k and β = −l were announced (without proof) in [25] .
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Applications
An important application of GJP/Fs is that they form natural basis functions for spectralGalerkin approximations of differential equations. For example, one can verify (see Appendix B) that
where L k (x) is the Legendre polynomial of k-th degree. The GJP/Fs in (3.1) and (3.4) were used in [32] as base functions to approximate the solutions of second-and forth-order equations with homogeneous Dirichlet boundary conditions, while the GJP/Fs in (3.2) and (3.3) were used as basis functions for the test and trial spaces in the dual-Petrov-Galerkin method for third-order differential equations in [33] . A main advantage of using the GJP/Fs as basis functions is that the GJP/Fs satisfy all given boundary conditions of the underlying problem. Hence, there is no need to construct special quadratures involving derivatives at end-points as in a collocation approach [7, 27, 29] . for third-order equations and in [7] for fourth-order equations. The spectral approximations using GJP/Fs lead to well-conditioned, sparse for problems with constant or polynomial coefficients (cf. [32, 33] ), systems that can be efficiently implemented. Moreover, using the GJP/Fs simplifies theoretical analysis, and leads to more precise error estimates as demonstrated below.
3.1. Spectral-Galerkin methods for high order equations. We consider the following 2m-th order linear equation:
where {b j } 0≤j≤2m and f are given, and we assume b 0 > 0. We introduce the bilinear form associated with (3.5):
As usual, we assume that the bilinear form is continuous and elliptic in H m 0 (I), i.e.,
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where C 0 and C 1 are two positive constants depending only on b j , 0 ≤ j ≤ 2m. The variational formulation for (3.5) is: Given f ∈ H −m (I), find u ∈ H m 0 (I) such that (3.8) and the corresponding spectral-Galerkin approximation is:
where (·, ·) N is the inner product associated to the Legendre-Gauss-Lobatto quadrature. The well-posedness of (3.8) and (3.9) is ensured by (3.7a)-(3.7b).
Error estimates. Let us denote π
. We note immediately that
which is a consequence of (2.28) . For simplicity, we assume that {b j } are constants, and let u and u N be respectively the solutions of (3.8) and (3.9). Then, we have the following result:
We first prove (3.11) for μ = m. We derive from (3.8) and (3.9) that
By using the Hardy inequality (cf., for example, Section A.14 in [13] ), it is easy to show that
, then by using the properties of the Legendre-Gauss-Lobatto quadrature (cf. [13] ) and (3.13),
(3.14)
We recall from Theorem 4.10 in [26] and Theorem 2.2 with (α, β) = (0, 0) that 
Taking v N =ê N in (3.12) and (3.16), we derive from (3.6), (3.7b), (3.14) and 3.15 that
On the other hand, we have from (2.39) with condition (iii) that
So (3.11) follows from the triangle inequality, (3.18) and the above estimate. We now turn to the case μ = 0. For given g ∈ L 2 (I), we consider the auxiliary problem:
We know from (3.7a) and (3.7b) that (3.19) has a unique solution with the regularity
From (3.8) and (3.9),
Taking z = u − u N in (3.19), we find from Theorem 2.2, (3.7a), (3.11), (3.20)-(3.21) and (3.14) that
This implies the result with μ = 0. [5] . Indeed, as is shown in Theorem 1.6 of [9] (see also [22] 
Therefore, by the Gagliardo-Nirenberg inequality and the previous results,
This ends the proof.
Remark 3.1. Using the GJP/F approximation not only greatly simplifies the error analysis, but also leads to more precise error estimates. For instance, if we use the H m 0 −orthogonal projection results in [8] and [22] , then the best error estimate will be
Therefore, the result (3.11) is much sharper than (3.22) for problems with singularities at the endpoints. As an example, let
be a solution of (3.5). It can be easily checked that u ∈ H 24) while the usual analysis (cf. Bernardi & Maday [7] ) only leads to 
the matrix system associated with (3.9) becomes Au = f . (3.27) Thanks to (3.7a)-(3.7b), we have 28) which implies that cond(A) ≤ C 1 /C 0 and is independent of N . It can be easily shown that A is a sparse matrix with bandwidth 2m+1. The same argument as above shows that (3.28) is still valid for problems with variable coefficients as long as (3.7a)-(3.7b) are satisfied. Therefore, even though A becomes full for problems with variable coefficients but the product of A with a vectorx can be computed efficiently without the explicit knowledge of the entries of A so the associated linear system can still be solved efficiently with a suitable iterative method such as the Conjugate Gradient method. The generalized Jacobi polynomials/functions were also successfully used for numerical solutions of partial differential equations of odd orders (cf. [25, 34] ).
Numerical Results
We present some numerical examples to illustrate the performance of the proposed spectral methods using generalized Jacobi polynomials as basis functions. As an example, we consider the sixth-order equations, which are known to arise in astrophysics [1, 11] . In the computations, we use the spectral-Galerkin scheme (3.9) with m = 3 and the generalized Jacobi polynomials {J −3,−3 m } as the basis functions. We first consider an example discussed in [17] , where the numerical solutions are obtained by a Sinc-Galerkin method. Example 1. Consider
with boundary conditions for u(±1), u (±1), u (±1) and f (x) such that the exact solution is
In Figure 4 .1, we plot the maximum pointwise error and the L 2 −error against various N. It is clear that the errors decay exponentially fast, consistent with the results in Theorem 3.1 since both the solution u and the function f are analytic. Note that with the same computational cost, say, N = 16, the Sinc-method in [17] only achieves an accuracy O(10 −4 ), see Table 4 .3 in [17] , while our method is much more accurate.
Example 2. we consider (4.1) with boundary conditions for u(±1), u (±1), u (±1) and f (x) such that the exact solution is
When γ is not an integer, the solution has a finite regularity and it can be easily checked that 
Concluding Remarks
We introduced in this paper a family of generalized Jacobi polynomials/functions with indexes α, β ∈ R based on the principle that they are mutually orthogonal with respect to the corresponding Jacobi weights and that they inherit selected important properties of the A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT classical Jacobi polynomials. We established two sets of approximation results by using the Sturm-Liouville operator and the derivative recurrence relations.
An important application of GJP/Fs is to serve as basis functions for spectral approximations of differential equations with suitable boundary conditions which are automatically satisfied by corresponding GJP/Fs. This is especially convenient for high-order differential equations. Unlike in a collocation method for which special quadratures involving derivatives at the end points need to be developed, the implementations using GJP/Fs are simple and straightforward. Moreover, the use of generalized Jacobi polynomials/functions lead to much simplified analysis, more precise error estimates and well conditioned algorithms. 
