Marine plankton ecosystems are an important component of biogeochemical cycling in the oceans. 34
INTRODUCTION 53 54
Plankton may have a significant influence on climate by drawing down carbon dioxide from the 55 atmosphere and sequestering it in the deep ocean, and by producing dimethylsulphide and other 56 volatile compounds that may affect cloud formation over the oceans. Plankton models that include 57 several plankton functional types (PFTs) are needed to resolve the role of plankton in 58 biogeochemical cycling, as different plankton utilise different elements in different ways (Le Quéré 59 et al. 2005 ). However, there has been significant debate over whether plankton ecosystems are 60 sufficiently well understood to place any reliance on the results of models that include multiple 61
PFTs (Anderson 2005 , Le Quéré 2006 .
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where N T is a constant that gives the total effective nutrient in the system and the u i are the 158 concentrations of the PFTs measured in this currency. We note that conservation of mass is required 159 for many biogeochemical models to be written as Kolmogorov systems, as the nutrient equation in 160 these models typically cannot be written in Kolmogorov form. Conservation of mass causes N to 161 become a 'virtual' variable; as shown in equation (2) 
170
Analogously to CN09, we enquire into the nature of these interior (predator-predator-prey) critical 171 points in systems with one autotroph and two grazers, and how this might inform the development 172 and calibration of more complex PFT models. 173
174
We first consider the dynamical properties of a generic three state variable Kolmogorov We note that there is little consensus over the appropriate forms of the process representations in 205 PFT models (Flynn 2003 , Mitra 2009 ). In this paper, we choose 'simple' f i that are commonly 206 used to allow, as far as possible, for closed form analytic expressions to be found for the critical 207 points and their eigenvalues. Even in this simple model, explicit analytic evaluation is not always 208 possible, and we are forced to develop numerical solutions for one interior value. Analytic 209 expressions for the key properties of PFT systems allow us to understand and predict PFT 210 dynamics rather than merely observe them. We shall present the results of the analysis of the 211 
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219
We check our conservation of mass criterion as per equation (2) and see that 220 
. As we will be considering the effect of varying parameter values on the model 259 dynamics, it is essential that we scale the parameters so that the influence of each parameter is 260 revealed unequivocally. As we will evaluate each parameter set sampled for validity (see 261
Terminology section below for the definition of our usage) we have allowed the parameter space we 262 search to be somewhat larger than usual; this will allow for differences in the magnitude of 263 parameter values for different process formulations. 264
265
The parameter space was searched for each model formulation using a Monte Carlo method based 266 on uniform parameter distributions from which 10 6 randomly selected parameter sets were sampled 267 and evaluated for validity (see definition in Terminology). Each valid parameter set was then tested 268 for the existence and stability of an internal predator-predator-prey critical point. The same criteria 269 used to define validity and existence/stability in CN09 are applied to this model; a parameter set is 270 valid if all boundary critical points are ecologically realistic, Lyapunov stability criteria are used todetermine the stability of critical points. Analytic expressions describing these criteria for this 272 model are given in Table 2 . The general derivation of these conditions is presented in the Results, 273 and the explicit derivation related to the model described by equations (3) - (5) We will be concerned with several properties of the parameter sets that we examine. We will use 287 the same terminology as CN09 to discuss these properties, and now define the terminology that we 288 shall use. We shall initially classify parameter sets according to: 289  their validity, that is, whether all the critical points that Kolmogorov (1936) showed must 290 exist in the feasible region of the state space for the system to be realistic do exist, and 291  we further classify valid parameter sets according to the three classes of PFT systems that 292 they define: 293  Bona fide PFT systems, in which all PFT stay extant for all time. These systems have an 294 internal critical point that has a negative real eigenvalue, and a complex conjugate pair 295 of eigenvalues that may have positive or negative real parts; 296  Pseudo-PFT systems, in which one or the other of the competing zooplankton goes 297 extinct depending on the initial values used. These systems have an internal critical point 298 that has a positive real eigenvalue, and a complex conjugate pair of eigenvalues that may 299 have positive or negative real parts; 300  Non-PFT systems, in which one or the other of the competing zooplankton goes extinct 301 irrespective of the initial values used, that is the same zooplankton always goes extinct 302 for each parameter set. These systems do not have an interior critical point.
We use the term bona fide quite deliberately to describe models for which the computed simulation 304 results are bona fide solutions of the model described by the equations; pseudo-and non-PFT 305 systems have computed solutions that are solutions of models with one fewer PFTs than the model 306 described by the equations. To ensure the best available computed solutions we used an adaptive 307 step-size 4-5 th order Runge-Kutta integration scheme with absolute and relative tolerances set to 308 machine epsilon (10 -14 ) in all our integrations. Bona fide does not therefore equate to realistic, and 309 in fact we will consider both realistic and unrealistic bona fide models in this work and discuss the 310 distinction between them. 311
312

RESULTS
313
314
We initially present the results of the analysis of the generic Kolmogorov system: (equation (1)) 315 where we define u 1 to be an autotroph and u 
335
336 critical point in each of the predator-prey subsystems. In this case with one autotroph, the sole 349 point, which is involved in both predator-prey subsystems, is defined by u 1
and is located where the f 1  0 isocline intersects the u 1 axis. The eigenvalues of this point are 351
given by: 352 Every sub-system that complies with Kolmogorov's criteria will have a predator-prey critical point. 368
In the system defined by equation (1) respectively. The eigenvalues of these critical points are given by: 372
373
374 for B, and by: 375
376 will be complex numbers, with 378 positive or negative real parts, indicating that trajectories will either spiral into or away from the 379 critical point. The exceptions to this general case occur if parameter values are varied so that the 380 predator-prey critical point approaches the critical points at the extremes of the prey axis, the originand the prey-only critical points. These points are both saddles, and as the predator-prey point 382 closes on them, just prior to colliding with them and undergoing a transcritical bifurcation it must 383 lose its complex eigenvalues and acquire real eigenvalues of opposite sign, so that at the point of 384 collision the eigenvalues of both points are identical. not assured by Kolmogorov's criteria as it is a predator-predator-prey system rather than a predator-405 prey system. However, systems that have critical points at B and C will for some parameter sets 406 have a predator-predator-prey critical point D that lies in the interior of the state space. 407
408
The eigenvalues of the critical point D are generally intricate in analytic form, and difficult to 409 interpret, as they involve the roots of a cubic equation derived from the community matrix, and 410 hence it is usually more efficacious to obtain them numerically. Generally, the spiral dynamics 411 enforced on the ( u 1 , u 2 ) and ( u 1 , u 3 ) planes by the Kolmogorov criteria are observed throughout the interior of the state space. We therefore expect that the critical point D will have one pair of 413 complex conjugate eigenvalues that control its spiral behaviour in the (
where  1 and  2 are constants defining a ray on the ( Z 1 , Z 2 ) face. The third eigenvalue must be a 415 real number, and its sign will control the outcome of the competition between the two grazers. The 416 real eigenvalue will therefore either repel trajectories away from D toward the predator-prey critical 417 points on the faces (if positive) or attract them away from the faces toward the interior predator-418 predator-prey critical point D (if negative). This eigenvalue is therefore analogous to the long-term 419 low-density growth rate for each competing species that is a central tenet of invasion theory in 420 terrestrial plant communities. 421
422
The global dynamics of the state space must be consistent with the above local information. 
Ubiquity of valid parameter sets 443
The results of the parameter searches for each of the functional forms are summarised in Table 3  444 and reveal several interesting properties of the NPZ 1 Z 2 system. The first is that including quadratic forms for mortality for both zooplankton and phytoplankton generally increases the number of valid 446 parameter sets found. The NPZ 1 Z 2 system with quadratic mortality for both zooplankton and the 447 phytoplankton functional types had 83% of randomly selected parameter sets that were valid, 448 (Fig 2) with the 498 asymmetry being determined by which of the zPFT has nonlinear mortality. The zPFT with 499 nonlinear mortality has the competition eigenvalue of its predator-prey critical point negative, 500
indicating that it will send the competing zPFT extinct. Therefore, in the approximately 80% of 501 these valid parameter sets that produce non-PFT systems, the zPFT with nonlinear mortality will 502 dominate and the zPFT with linear mortality will become extinct. However, approximately 20% of 503 these parameter sets will produce bona fide PFT systems, in which the other attributes of the zPFT 504 with linear mortality compensate for the competitive advantage endowed upon the competing zPFT 505 by nonlinear mortality and allow both PFTs to coexist. 506
507
The attributes of the competing zooplankton that allow coexistence in common bona fide PFT 508 (Fig 3) with the asymmetry being dominated by the omnivore. These 522 systems have the most potential behaviours, with Table 3 revealing that 7-10% of valid parameter 523 sets produce bona fide PFT systems, 1-6% produce pseudo-PFT systems and 85-90% produce non-524 PFT systems. Of the non-PFT systems, Fig 3 reveals (Fig 4) with the system either supporting both zPFTs (less than 5% of valid 548 parameter sets) or in 95% of cases Z 2 drives Z 1 to extinction. No parameter sets were found such 549 that these systems exhibited pseudo-PFT dynamics where the initial conditions determined which 550 zPFT went extinct. 551
552
The distributions of the parameters of these systems (Fig 7) reveal similar heuristics to those of 553 common bona fide PFT systems, with very similar distributions of grazing pressures competition between functional types is determined by the initial conditions. CN09 found that about 585 7% of valid parameter sets resulted in pseudo-PFT dynamics, whereas this analysis found many 586 systems for which these dynamics appear not possible. Of the 16 model formulations examined, 587 pseudo-PFT dynamics were only found in four systems; of these systems, less than 6% of valid 588 parameter sets produced pseudo-PFT systems. These systems all included omnivory where the 589 omnivorous zPFT had linear mortality. 590
591
The additional insights that analysis of the NPZ The analysis of the NPZ 1 Z 2 model in this paper has noted similarities with the analysis of the 602
However, the models differ quite fundamentally in their 603 symmetry properties. The NP 1 P 2 Z model analysed in CN09 had a symmetric trophic topology, and 604 the frequency distributions of the competition eigenvalues (Fig 7 in CN09) and the competition 605 parameters of the bona fide parameter sets (Fig 9 in CN09) were also symmetric. While rare, the 606 bona fide parameters were distributed ubiquitously throughout the parameter space, with no regions 607 of the space having zero density of bona fide parameters. have omnivory, the asymmetry is driven by the form of the zPFT mortality terms, whereas in 616 systems that include omnivory the asymmetry is driven by the direction of the omnivory, but its 617 effects may be modified by the form of the zPFT mortality terms. Further, in contrast to the 618 competition parameter distributions of the NP 1 P 2 Z model reported in CN09 there are substantial 619 regions of the competition parameter space where the density of bona fide parameter sets falls to 620 zero. This is particularly evident for the mortality parameters (  1 and  2 ) and the assimilation 621 efficiency parameters (  1 and  2 ) in systems without omnivory (Fig 5) and in the systems with 622 omnivory in which the top predator has nonlinear mortality (Fig 7) . The distributions are less 623 strongly asymmetric in systems that have omnivory in which the prey zPFT has nonlinear mortality 624 and the predator zPFT has linear mortality (Fig 6) . The parameter distributions of these systems 625 reveal optimal parameter combinations driven by trade-offs between the competitive advantages 626 provided to the prey zPFT by nonlinear mortality and those provided to the predator zPFT by 627 omnivory. 628 629
Omnivory and mortality 630
While once Gause's (1934) 'competitive exclusion principle' was considered to be the norm, recent 632 workers have suggested that attributes such as density-dependent mortality can prevent competitive 633 exclusion (Ruan et al. 2007 ). The form that such density-dependent mortality should take is, 634 however, a matter of debate (Edwards and for which the internal predator-predator-prey critical point existed, and determined conditions for its 641 stability. In the parlance of this paper, they examined the influence of nonlinear mortality on the 642 stability of the interior critical point and concluded that systems with nonlinear mortality could not 643 have pseudo-PFT parameter sets. Our analysis (of models with quite different functional forms) 644 agrees with their conclusion; when one or other zPFT in our NPZ space that produce high-interaction strength models, and the significant computational demands 678 associated with parameterising even quite modestly complex PFT models, suggest that such 'best-679 fit' approaches will be biased toward systems with low interaction strengths. While these regions of 680 parameter space may produce bona fide PFT systems that do a reasonable job of reproducing 681 observed data, there is some reason to question whether these regions are representative of the 682 ecosystems that exist in nature. 683 684 Unfortunately, unlike modellers of physical systems, ecosystem modellers as yet have little 685 overarching theory to guide them in parameterising models (Hood et al. 2007 ). The consideration of 686 theories that shape ecosystem adaptation was perhaps initiated in the contemporary era by Lotka 687 (1922), who suggested that natural selection would operate, within the constraints of the 688 environment and the potential of the organisms, to maximise the energy flux through an ecosystem. 689
Odum (1983) elaborated this concept into the 'maximum power principle' and similarly suggested 690 that ecosystems would maximise the flow of useful energy, while Schneider (1988) proposed a 691 theory of maximum entropy production. Recently, Kleidon (2004 Kleidon ( , 2009 ) has extended the concept 692 of maximum entropy production to the Earth system. 693
694
Cropp and Gabric (2002) synthesised these, and related concepts of maximum exergy (Jorgensen 695 1992) and maximum ascendency (Ulanowicz 1980) , with ecological considerations such as 696 maximum production per unit biomass (Lotka 1922, Odum and Pinkerton 1955) and resilience 697 (DeAngelis 1992) into ecologically-defined 'thermodynamic imperatives' and simulated the effect24 of these imperatives on the evolution of the biotic constituents of a simple ecosystem model. They 699 discovered that the outcomes produced by these imperatives were consistent, and that the parameter 700 set that maximised the resilience of the system also optimised the other imperatives. Most 701 importantly in the context of this paper, these parameter sets also maximised the interaction 702 strengths. Laws (2003) has since demonstrated the efficacy of using this maximum resilience 703 approach for fitting ecosystem models to data, suggesting that real ecosystems may have parameter 704 sets that result in resilient systems with large interaction strengths. We also note that whereas the consideration of competition in terrestrial plant communities has 750 resulted in an emphasis on the role of spatial and temporal variation in ensuring coexistence, our 751 analysis shows that coexistence in competitive plankton communities is possible in constant, 752 homogeneous environments. 753
754
It would appear from a comment made by a reviewer of CN09 that the initial response of PFT 755 modellers to the difficulties of parameterising PFT models, that we have explicated in CN09 and 756 again in this paper, has been to include computational 'fixes' in their code that prevent PFTs from 757 going extinct in simulations. This increases the probability of finding useful parameter sets, making 758 such models much easier to parameterise. However, we suggest that such fixes inevitably lead to 759 flawed models, that in particular are unable to predict changes in community structure and species 760 extinctions in the plankton that may already be happening (Montes-Hugo et al.
2009). 761
We hope that the heuristics we have presented here, in conjunction with those presented in CN09, 763 will prove useful in the construction and parameterisation of particularly those plankton 764 biogeochemical models currently being developed to model the contribution of ocean biota to 765 climate, and alleviate the temptation of such 'fixes'. In particular, we note that the use of eigenvalue 766
properties to search a model's parameter space can provide significant benefits in terms of 767 computational load, and reductions of CPU time of six orders of magnitude are not unrealistic. 768 769 Finally, we observe that while the heuristics presented in this paper may be combined to guide the 770 development of higher-dimension PFT models to ensure bona fide dynamics, more behaviours are 771 possible in the higher-dimension models. Our analyses therefore need to be extended to incorporate 772 these additional potential behaviours, and we hope to present these analyses in forthcoming work. 
998
999
Note that when   0 and   0 ,  O  2  0 and  O3  0 . This indicates that higher-order terms of 1000 the system must be considered to elucidate these eigenvalues. However, consideration of these 1001 
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and we obtain the solution for the critical point with quadratic zooplankton mortality numerically. 
