Abstract-In this paper, a joint content-event model for indexing multimedia data is proposed. The event part of the model follows a number of formal principles to represent several aspects of real-life events, whereas the content part is used to describe the decomposition of any type of multimedia data to content segments. In contrast to other event models for multimedia indexing, the proposed model treats events as first class entities and provides a referencing mechanism to link real-life event elements with content segments at multiple granularity levels. This referencing mechanism has been defined with the objective to facilitate the automatic enrichment of event elements with information extracted by automatic analysis of content segments, enabling event-centric multimedia indexing in large-scale multimedia collections.
I. INTRODUCTION
In our days, a vast amount of multimedia data is daily produced and consumed within the framework of networked media, e.g., social web, web search engines, news organizations, and other. However, the quality of service of multimedia indexing tools, which are necessary for navigating within these data, is still far from reaching the required level. This is mainly due to the so-called semantic gap between the semantic descriptions of multimedia data provided by automatic analysis tools and the interpretations of the same multimedia data by humans [1] . Indeed, most machine algorithms decompose multimedia data to content segments, e.g., shots, scenes, etc., and index them using lowlevel feature vectors or limited higher-level metadata (e.g. visual concepts), while humans remember real life using past experience structured in events [2] . The necessity of formal event models for the description of real life events has been recently acknowledged, and a number of such models have been developed [3]- [12] . These however either lack or offer little support for describing and indexing multimedia content, or treat events as second class entities, i.e., the existence of events depends on the content they describe.
In this paper, we propose a joint content-event model, to address the limitations of the current event models and promote automatic event-centric multimedia indexing. The event part of the model allows representing real life events and their elements, i.e., where the event occurred, participants of the event and so on, while the content part is used to describe the decomposition of the multimedia data to content segments. The main contributions of the model are summarized below:
• In contrast to other event models for multimedia indexing, it treats events as first class entities.
• A referencing mechanism is provided for the automatic enrichment of event elements with information extracted by automatic analysis of multimedia content.
In section II a review of the state of the art in multimedia indexing is provided, while in section III a set of event model requirements identified by studying the state of the art is summarized. In section IV the proposed joint contentevent model is described in detail. A brief example of the usage of the proposed model is shown in section V. Finally, concluding remarks are given in section VI.
II. STATE OF THE ART IN MULTIMEDIA INDEXING
In order to put our model in context, we review related multimedia indexing methods, metadata standards and models with emphasis on semantics and event-based indexing. For a general review of multimedia indexing strategies the interested reader may refer to [1] , [13] .
In general, a piece of multimedia data may consist of multiple sources of information, such as text, images, audio, video. Moreover, access to it at different granularity levels may be required, e.g., to search or retrieve the entire video or just a specific video shot or scene. To address these issues, a large number of content-based indexing techniques have been proposed; these can be categorized as follows.
1) Indexing using perceptual information:
A large fraction of content-based indexing approaches use media segmentation algorithms together with objective measurements at the perceptual level, i.e., derive features by processing the low-level visual or audio information within each content segment. These features are then used for indexing the data, e.g., MPEG-7 color and texture features or SIFT points for images [14] . Such approaches, although they are a necessary part of any multimedia indexing scheme, when used in isolation present several limitations, the most important being that they fail to capture the conceptual and contextual information conveyed by the multimedia content.
2) Concept-based indexing:
Many works have appeared on combining the aforementioned low-level features with machine learning algorithms in order to achieve the association of content with concepts such as "person", "outdoors", etc., or different actions [15] , [16] . The content segments can then be retrieved with the use of the detected concepts [13] . These methods represent a significant improvement over the methods of the previous category. However, they still do not fully capture the meaning that the content has to a human observer, who typically "sees" in it more than just a few depicted objects or elementary actions. For this to happen, the automatically detected concepts need to be seen in combination and be used for deriving higher-level interpretations of the content.
3) Semantics-based indexing: A large number of multimedia indexing techniques based on technologies related to the vision of the Semantic Web [17] have recently emerged in various application domains [18] - [20] to support the higher-level interpretation of the content. These include attempts to develop an MPEG-7 multimedia ontology using RDF or OWL. However, in these latter attempts, MPEG-7 related problems often arise [21] - [23] . In [22] , the core ontology for multimedia (COMM) is proposed, which builds upon the descriptive ontology for linguistic and cognitive engineering (DOLCE) [24] . However, COMM may yield very complex and large RDF graphs in order to describe large pieces of multimedia data, e.g. videos [25] . Another important drawback of COMM (and similarly of all other MPEG-7 ontologies) is that the resulting multimedia annotations are not centered around events, in contrast to the fact that human memory organizes experiences in events.
4) Event-based indexing:
During the last years there is a growing interest on event-centric multimedia systems [26] .
In [11] , a semantic-syntactic video model (SsVM) is proposed, which provides mechanisms for video decomposition and semantic description of video segments at different granularity levels. In [12] , the video event representation language (VERL) and the video event markup language (VEML) are presented for the description and annotation of events in videos, respectively. In both models, events are not treated as first class entities.
In [3] , the IPTC G2 family of news exchange standards are provided, including EventML, a standard for describing events in a journalistic fashion. In [4] , the conceptual reference model (CRM) ISO standard of the International Committee for Documentation (CIDOC) is described, aiming to provide formal semantics for the integration of multimedia data in cultural heritage domain applications. Both standards treat events as first class entities; however, they only provide limited support for multimedia content description.
In [27] , the Event Ontology (EO) [5] is implemented in OWL and is used to describe music events in several granularity levels. In [6] , [7] , the event model E for echronicle applications is provided and the authors compile the general requirements that a common event model should satisfy. In [8] , this model is further extended and specialized in order to support the description of events in multimedia data, similar to the way that COMM provides description of semantic entities in multimedia data. In [28] , the event model F is proposed, which, in contrast to event model E, is based on the DOLCE foundational ontology to provide formal semantics and representation of context. In [9] , the linked data event model (LODE) is designed in order to link descriptions of the ABC, CIDOC, DOLCE, and EO models. In [29] , [30] , two event models based on the generic models E and F, as well as novel sets of event composition operators are presented. In [10] , the use of event-based ontologies is proposed to close the so-called "glocal" gap between experience captured locally in personal multimedia collections, and common knowledge formalized globally. The models reviewed in this paragraph provide little or no support for capturing the structure of multimedia content.
III. EVENT MODEL REQUIREMENTS
From the above literature review and inspired mostly by [7] , we list a number of aspects that should be covered by an event model for multimedia indexing.
1) Formality aspect:
It is important that the relationships, properties and domain concepts of the event model are formally defined, e.g., by enforcing the use of foundational ontologies. Formally defined models can significantly facilitate the subsequent development of event-processing tools for querying and retrieving relevant multimedia data.
2) Informational aspect: This aspect refers to the information regarding the event itself, i.e., the name and type of the event, and may further include information regarding the participation of agentive and non-agentive entities, e.g., an amount of money or a human face.
3) Experiential aspect: Multimedia data comprise the experiential dimension of an event. Events may need to address a specific content segment of multimedia data, e.g., a scene or a shot. In addition, events should form first class entities, i.e., it should be possible to define them independently of multimedia data. For the above two reasons media decomposition and media independence should be considered when addressing the experiential aspect of an event model. Media decomposition can be accomplished by either designing a suitable content decomposition model or by providing instructions on how to use an existing one. On the other hand, media independence can be achieved by an appropriate mechanism for referencing content segments.
4) Temporal aspect: Event elements are closely related to the notion of time. Temporal information can be expressed using either absolute or relative times. There is a number of standards developed for this purpose, e.g., the OWL-Time [31] , the W3C Datetime Formats [32] , and other.
5) Spatial aspect:
Similar to temporal information, the spatial properties of an event element should be able to capture its absolute or relative location information, e.g., using the Basic Geo (WGS84 lat/long) Vocabulary [33] or the Region Connection Calculus (RCC) [34] .
6) Compositional aspect:
This aspect refers to the compositional structure of events, i.e., the existence of composite events that are made of other events. This type of relationship should be explicitly defined.
7) Causal aspect:
The creation of an event may alter the state of one or more events, e.g., a robbery event may result in the creation of several gunshot events. This cause-effect relationship is inherent in events and should be represented.
8) Interpretation aspect:
The way humans perceive an event depends on their past experience and the given situation. This means that a single event may have different meaning for different people. Therefore, an event model should offer a mechanism for indicating that two or more different event descriptions refer to the same event.
9) Uncertainty aspect: The automatic instantiation of events and their annotation with multimedia involves the use of a number of algorithms to analyze and associate content segments with concepts and event elements. Such algorithms, however, hardly ever produce results with a 100% confidence; instead, they typically provide multiple contradictory results, each accompanied by a different confidence score. Consequently, an event model should allow for this uncertainty to be appropriately represented.
10) Complexity:
The model used for the description and indexing of multimedia content plays an essential role in the whole architecture of multimedia management applications. For this reason, it should produce descriptions of low complexity that can be efficiently processed by the respective tools.
In Table I , we summarize the properties of the event models presented in section II with respect to the event aspects identified above, extending the similar table of [28] . A cell of the table may be filled with Yes, No or Limited (Lim.), to show that an event model supports, does not support, or offers limited support regarding an aspect. We also use the values High, Low and Avg. (Average) to characterize the complexity of the model. Finally, a dash (-) denotes that this aspect is not applicable to the respective model.
IV. PROPOSED CONTENT-EVENT MODEL
The joint content-event model proposed in this work has been designed to satisfy the requirements described in the previous section, and at the same time to facilitate automatic event-centric multimedia indexing. It is made of a content part and an event part, which are appropriately linked to each other.
The content part of the model has a hierarchical graph structure consisting of nodes and edges, e.g., as shown on the left side of Fig. 1 . Content nodes are structurally alike, i.e., they all consist of the same set of properties, and one content node is used to convey information for exactly one content segment. Edges are used to connect two nodes at the same or different granularity levels, denoting a temporal or a compositional relationship, respectively.
The event part of the model has a more general graph structure, as shown on the right side of Fig. 1 . Similarly to the content part of the model, an event node corresponds to one real-life event element, e.g, the event itself, a subevent, etc., and all event nodes have the same structure. On the other hand, edges between nodes indicate a variety of relationships, e.g., spatiotemporal, causal, and other.
The properties of the event and content nodes are depicted in Fig. 2 . We observe that there is a number of properties that are common in both the content and the event node. There is also a number of event node properties that their values can be inferred from the values of the respective content node properties. This set of properties constitutes the referencing mechanism of the proposed model: the values of these properties can be used to associate one or more content nodes with an event node, and, in the case of association, initialize several properties of the event node (Fig. 1) .
A. Event node properties
The event node properties can be categorized with regard to the event model requirements drawn in Section III.
1) Formality aspect:
An event in our model is formally defined as a graph where each node represents an element of the event, and an edge between two nodes indicates the existence of one or more relationships between these nodes. In addition, each node has a number of properties which are defined using formal classes from foundational ontologies.
2) Informational aspect: Four properties are used to cover this aspect: hasID, hasName, hasType and hasRole. The hasID property receives a URI to represent the event node in a global scope. The event element type is carried by the hasType property. Three classes from the ultra light version of DOLCE (DUL) are adopted for modelling the type of an event element, i.e., Event, Agent and Place [24] . The hasName property holds the name of the event element after its instantiation, e.g. Gunshot, Paris. The hasRole property, Table I Characteristics of existing event models: SsVM [11] , VERL [12] , EventML [3] , CRM [4] , EO [5] , E [6] , F [28] , LODE [9] , graph-based [29] , [30] . [11] [ adopted from DUL as well, is used to classify the event element in a given situation, e.g., it can classify a person as a policeman during a robbery event, or as the victim of a gunshot event.
3) Experiential aspect: The experiential aspect of an event is captured using six node properties: hasContentID, hasCreatorName, hasTextAnnotation, hasContentType, hasTechnicalDetails, hasContentLocation. These properties are automatically filled with information extracted from one or more content segments that may be associated with an event node, as shown in Fig. 2 . This referencing mechanism requires that the multimedia data have been first decomposed and represented using the content part of the model, as described in section IV-B, and an association between the content and event node(s) has been established with the use of appropriate multimedia analysis tools. The hasTextAnnotation property is filled in with any textual annotation of the multimedia data, while the hasCreatorName property holds the name of the creator, extracted from the administrative information of the multimedia data. The hasTechnicalDetails property holds the technical details of the multimedia data, e.g. encoding and frame rate in case of video data. The hasContentID property is filled with the identification URI of the content node and the hasContentLocation property provides information concerning the actual position of the content segment, recorded in the mediaSpatialLocation and mediaTemporalLocation properties of the content part of the model (Section IV-B). We should note that the hasTechnicalDetails and the hasContentLocation properties capture all the necessary information to locate and use the content segment itself, avoiding the overhead for accessing the content description part of the model again.
4) Temporal aspect:
We use the W3C Datetime Format profile of ISO 8601 standard [32] in order to fill the hasAbsoluteTime property and express absolute time regarding an event element. Relative time is expressed with respect to another temporal entity and captured using the temporal relations provided in Allen's Time Calculus [35] .
5) Spatial aspect:
We use the hasAbsoluteLocation property to capture absolute spatial location of an event element in latitude, longitude form as defined in the Basic Geo (WGS84 lat/long) Vocabulary [33] . We also use the nearTo and farFrom properties of DUL to denote relative distance between event elements, and the properties of RCC [34] to denote more complex spatial relations between two event elements.
6) Compositional aspect:
We capture compositional information using the properties of hasParent and hasChild. These properties receive as values the IDs of the immediate super-events and sub-events related with the event in question, respectively. 7) Causal aspect: Causal information is captured using the properties causedBy and causes. The causes property is filled with the IDs of the events that are caused by the specific event, and the isCausedBy property is filled with the IDs of the events that cause the current event.
8) Interpretation aspect: For this aspect we define the properties isInstantiatedBy and hasInstantiationTime to capture the creator and the creation time of an event node, and the sameAs property to link two or more event nodes in the case that they correspond to the description of the same event by different people. The sameAs property can be also used to connect event elements representing the same entity in different context.
9) Uncertainty aspect:
The properties hasID, isInstantiatedBy, hasInstantiationTime, hasTextAnnotation, hasCreatorName, hasRemoteInfo, hasContentType, hasAbsoluteTime and hasAbsoluteLocation, are filled with "crisp" values or text created during the instantiation of the multimedia content or the event element. For all other properties, each value can be accompanied by a confidence score in the range [0, 1].
10) Complexity:
The event part of the model uses a referencing mechanism to index only the multimedia content that is relevant to the event, ignoring the rest of the content. Consequently, the description of the entire content is not included in the event description, and, the event part description alone can be used to search and retrieve the relevant multimedia content without the use of the content part description. This is an important advantage of the proposed model against models designed primarily for annotating multimedia data, e.g., [12] , which incorporate content description in the event description, thus, considerably increasing the complexity of the event representation.
B. Content node properties
The content node properties are used to encapsulate information about the corresponding content segment, starting with the ID property, which is filled with a URI to index content nodes in a uniform manner. A type taxonomy similar to the Segment Description Scheme (DS) of MPEG-7 Multimedia DS (MDS) is deployed to characterize the type of content segments, e.g., audio segment, video segment, or further specializations such as scene, shot, etc. Type information is recorded in the contentType property of content nodes. Relative position of content nodes in the content graph is captured with the properties hasParent, isChild, precedes and follows. The two former receive a URI to express compositional information between two nodes, e.g., to indicate that a shot belongs to a scene or that a face is a part of a human body. In a similar fashion, the properties precedes and follows receive a URI to express relative temporal information between content nodes, e.g., to indicate that one shot appears before another. The actual spatiotemporal position of a content segment is recorded in the mediaSpatialLocation and mediaTemporalLocation properties. The mediaSpatialLocation property is used to describe a region of an image or frame. The mediaTemporalLocation property records information regarding the temporal position of a content segment, e.g., the start and the end frame of a shot. A set of properties is filled with information extracted from the metadata accompanying the content segment. The creatorName property holds the name of the creator, extracted from the administrative metadata, while the textAnnotation property is filled with the textual annotation of the multimedia data, if any. The absoluteLocation property is used to hold geographical identification information extracted from the geospatial metadata. Similarly, the absoluteTime property is used to host time-related information extracted from the timestamp metadata of the content segment. Concepts extracted from the content segments, e.g. using a concept detection algorithm, are described in the conceptIDs property.
V. EXAMPLE OF EVENT-BASED MULTIMEDIA INDEXING
In this section we provide an example of using the proposed model to describe a real-life event. In textual form this event may be described as "During the robbery of bank X, the robber, named V. P., shoots a policeman, named R. J., who guarded the bank". For simplicity of illustration we describe only the gunshot of the robbery. The description of the gunshot event using the event model is shown on the right side of Fig. 3 . Such a description can be generated either manually or automatically, e.g., using linguistic analysis tools. The node j 1 of type Event is used to represent the Gunshot event and the nodes j 2 and j 3 of type Person (subclass of DOLCE class Agent) are used to represent the Shooter and Victim of the Gunshot respectively. Given a video that is possibly related to the event, automatic analysis techniques are initially applied to it for performing spatiotemporal decomposition to scenes, shots, etc., and trained concept detectors are used for associating content segments with concepts, e.g., "policeman", "gun", etc. The video is then represented with the use of the proposed content model. A part of the video content representation is shown on the left side of Fig. 3 . Exploiting the common properties of content nodes and event nodes, and particularly the presence of common concepts ("gunshot", "shooter", "victim", "R. J.", "V. P.") as values of properties hasName, hasRole and conceptIDs in the event and content nodes, the hasContentID and hasContentLocation properties of the event nodes are filled with the corresponding data of the relevant content node, i.e., automatic event-centric indexing of the video content is achieved. The result of this process is shown in Fig. 3 , where content node j A is associated with event node j 1 and content node j B is associated with the event nodes j 2 and j 3 .
VI. CONCLUSIONS
We have presented a joint content-event model for indexing multimedia content. The proposed model addresses a set of requirements extracted after an extensive review of the relevant state of the art. The main advantages of the model are that it treats events as first class entities and it facilitates automatic analysis by providing a set of common properties of event elements and content segments.
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