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Summary
Dielectrophoresis (DEP), the induced motion of ceils in a non-uniform electric field, has 
increasingly been used for ceil analysis since its discovery in 1951 by Herbert Pohl. By 
studying the motion of cells when exposed to electric fields of different frequencies, the 
electrical properties of ceils can be derived. It is a non-invasive and marker-free 
method, using low cost and mass-producible technology to rapidly determine drug-ceii 
interactions. Despite its many advantages, uptake from industry has been low and it 
has largely remained in mostly in academic laboratories.
This thesis sets out to describe a new method of performing DEP experiments based 
on laminate manufacturing methods. These use a 3D “well” structure, similar in size 
and pitch to conventional microtiter well plates, but offer electrodes along the inner 
surface to allow easy measurement of ceil properties across the whole population. The 
dielectrophoretic force can then be monitored using a microscope, but the technology 
used could potentially be integrated into a conventional well-plate reader setup.
in this thesis, these electrodes are benchmarked against standard DEP assays using a 
variety of different ceil types, ranging in size and form from oblate red blood cells to 
spherical yeast, Jurkat and K562 ceils. Both impedance measurements and light 
intensity change are measured to obtain dielectrophoretic spectra. The effects of ion 
channel blockers on the electrophysicai properties of Jurkat cells are determined, in 
later experiments, changes in the conductivity and permittivity of the membrane and 
cytoplasm of red blood ceils are detected after the treatment with membrane-altering 
drugs such as vaiinomycin and saponin.
Following on from those experiments, the dielectrophoretic spectra of multiple 
populations within one well are measured simultaneously. When mixing known 
concentrations of viable and non-viabie yeast cells experiments show that there are 
characteristic changes in the DEP spectra which indicate the ratio of the mixture and 
the dielectric properties of both populations. Using the same mathematical analysis, 
changes in the dielectric properties of K562 cells are examined after incubation with the 
cytotoxic drug doxorubicin. Those results are compared to viability tests using trypan
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blue and flow cytometry. Dielectrophoresis was found to enable a much more rapid 
identification of cytotoxicity.
Finally, well electrodes are used to examine the dielectric properties of Jurkat cells 
after incubation with anti-Fas antibody and staurosporine. Again, DEP allowed the 
much more rapid identification of the induction of cell death by apoptosis as compared 
with flow cytometry.
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Figure 1 The major features of eukaryotic ceiis 8
Figure 2
Ceii membrane with intégrai and peripheral proteins, integral 
proteins (as shown in a, b and c) interact with hydrocarbon region 
of the bilayer. Peripheral membrane proteins (as shown in d and e) 
bind to the structures of integral proteins
9
Figure 3
A cross-sectionai view of a typical nucleus. The nuclear envelop 
consists of two membranes, the outer one being continuous with 
the endoplasmatic reticulum membrane. The space inside the ER 
is coloured yellow; it is continuous with the space between the two 
nuclear membranes. He lipid bilayers of the inner and outer 
nuclear membranes are connected at each nuclear pore. Two 
networks of intermediate filaments (green) provide mechanical 
support for the nuclear envelope; the intermediate filaments inside 
the nucleus form a special supporting structure called the nuclear 
lamina.
10
Figure 4
Diagram of the relationship between ER and Golgi. The lumen of 
the rough ER is continuous with the perinuclear space and with the 
lumen of smooth ER, whereas the Goigi forms a separate 
membrane system. Communication between ER and Golgi is 
mediated by small vesicles of ER which break off, move through 
the cytosol and fuse with Golgi membrane. The vesicles derived 
from rough ER are coated with a specific protein which targets 
them for fusion with the Golgi. image taken from Stevens and 
Lowe, Human Histology, 3rd Edition.
12
Figure 5 The shape of red blood cells. 15
Figure 6 Particles suspended in a uniform field a) a particle that Is more polarizable than the surrounding medium and b) a particle that is 
less polarizable than the surrounding medium.
21
Figure 7 Particle suspended in a non-uniform field 22
Figure 8
Positive and negative dieiectrophoresis a) Positive 
dieiectrophoresis: particle is attracted to the electrodes. It moves 
toward the highest electric field region, b) Negative 
dieiectrophoresis: particle is repelled by the electrodes. It moves 
towards the lowest electric field region.
23
Figure 9 A cell can be represented as an electric circuit with capacitors and resistors. 26
Figure 10
A ceil comprises of the cytoplasm, membrane and possibly cell 
wall. Each compartment has got its own permittivity. We can find 
the total permittivity of the cell by combining the two innermost 
layers to find the effective combined permittivity.
27
Figure 11
Different physical properties result in changes in characteristic 
regions of the spectra. Gradient and position of the green line are 
determined by the dielectric properties of the cell wall; the gradient 
and position of the blue line is determined by the dielectric 
properties of the membrane and the gradient and height of the red 
line are determined by the dielectric properties of the cytoplasm.
29
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Figure 12 Example for the influence of the radius on the dielectrophoretic collection rate; red line: radius = 4 pm, blue line: radius = 5pm 29
Figure 13 Example for the influence of the membrane permittivity on the dielectrophoretic collection rate; red line: membrane permittivity = 
5; blue line: membrane permittivity =10
30
Figure 14
Example for the influence of the effective cytoplasmic conductivity 
on the dielectrophoretic collection rate; Red line: effective 
cytoplasmic conductivity = 0.2 S m'^; blue line: effective 
cytoplasmic conductivity = 0.1 S m‘^
30
Figure 15 A schematic diagram of an ellipsoid particle, showing axes x and y, along with the particle extends by distances a and b. The particle 
extends along the z axis by a length of c.
32
Figure 16
The blue curve represents the collection rate of viable cells, whilst 
the green curve shows the collection rate of non-viable cells. The 
red curve is the resulting dielectrophoretic response of a mixture of 
the two populations.
34
Figure 17 Experimental setup for impedance measurements 40
Figure 18
Schematics of pin, plate and needle electrodes: (A top) Pin-Piate 
electrodes and (A bottom) Pin-Pin electrode have been used in 
some of the earliest work on dieiectrophoresis, (B) Needle 
electrodes mounted in a Petri dish.
44
Figure 19 Schematic of castellated interdigitated electrodes: This type of electrodes has successfully been used to characterize cells as well 
as separate cells out of cell mixtures using dieiectrophoresis.
46
Figure 20
Schematic of quadrupole electrodes: This type of electrodes is 
commonly used to record rotational spectra. The four electrodes 
are addressed with four sinusoidal voltages, each separated by a 
90° phase angle.
47
Figure 21 Schematic of electrode designs used for levitation experiments: (A) cone-plate electrodes and (B) ring-disc electrodes 48
Figure 22 Schematic of isomotive electrodes which can be used for cell characterisation and ceil separation. 49
Figure 23 Dot electrodes: The cell suspension in injected onto the 2D electrode array and the light intensity is measured in order to 
record the dielectrophoretic spectrum.
50
Figure 24
(A) Schematic of well electrodes: every other layer of electrodes is 
connected to ground, the others are connected to phase. Each 
electrode layer is separated from the next electrode by an 
insulator. (B) Picture of fabricated well electrodes.
51
Figure 25
Experimental Setup: Signal generator, oscilloscope and camera 
are ail controlled by a computer. A signal is applied to the 
electrodes by the signal generator and the camera records images 
of the well electrodes every 5 s, which are then analyzed using the 
computer.
55
Figure 26
Experimental Setup: The needle electrodes were energized using 
a signal generator. The voltage was controlled using an 
oscilloscope. The cells were observed using a camera that was 
connected to an inverted microscope.
58
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Figure 27 Setup for impedance measurements of the dielectrophoretic spectrum 60
Figure 28
images of cells experiencing positive DEP (A) shows the weii 
before application of the electric field; (B) shows the well 20 s after 
the electric field was applied. The ceils are being pulled towards 
the electrodes, leaving a large zone of depletion along the 
electrode edge.
63
Figure 29
Images of cells experiencing negative DEP (A) shows the well 
before application of the electric field; (B) shows the well 20 s after 
the electric field was applied. The cells are being pushed away 
from the electrodes, leaving a zone of depletion along the 
electrode edge and a zone of high cell concentration behind the 
fist zone.
63
Figure 30 A schematic of how the well was divided into ten concentric bands 64
Figure 31
Example for a positive DEP spectrum. Plot of change in light 
intensity (in greyscale values) versus time and region distance 
from the well centre for yeast ceils. The x-axis represents the 
radius of the well, where 0 is the centre of the well and 10 is the 
edge, the y-axis represents the time in seconds. The colour 
scheme represents the light intensity; red highlights a strong 
positive response, while blue stands for a strong negative 
response.
66
Figure 32
Example for a negative DEP spectrum. Plot of change in light 
intensity (in greyscale values) versus time and region distance 
from the weii centre for yeast ceiis. The x-axis represents the 
radius of the weii, where 0 is the centre of the weii and 10 is the 
edge, the y-axis represents the time in seconds. The colour 
scheme represents the light intensity; red highlights a strong 
positive response, while blue stands for a strong negative 
response.
66
Figure 33
Histogram of well before and after the electric field was applied. It 
shows the number of pixels at a certain light intensity. The blue 
histogram represents the initial light intensity of the well, and the 
black histogram shows the frequency of light intensities of the well 
after the ceils experienced (A) strong positive DEP and (B) strong 
negative DEP.
67
Figure 34 Light intensity measurements when standing in front of the microscope, walking around in the lab and standing about 2 m 
away from the microscope.
69
Figure 35 Average light intensity change with standard deviation when standing in front of the microscope, walking in the lab and standing 
about 2 m away from the microscope.
69
Figure 36 Ambient light intensity in the laboratory as measured using lux metre. 70
Figure 37 Measured voltages over the course at different frequencies: The voltage remains constant up to 16 MHz, where it drops to 8Vpk-pk 
and 20MHz where is drops to 6Vpk-pk
71
Figure 38 The figure shows the light intensity change over time at 1 kHz for a range of voltages. Measurements were conducted using yeast 73
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cells suspended In a conductivity medium of mannitoi at a 
conductivity of 3 mS m-1 at a ceil concentration of 107 cells ml-1. 
In order to insure that changes in the light intensity change were 
solely due to the influence of different voltages, the ceiis were 
carefully mixed, the same about of cell suspension was injected 
into the well before each experiment and the same ceii solution 
was kept for ail experiments. To ensure that the changes in light 
intensity were not due to changes within the cells, the experiments 
were conducted in a random order. The error bars show the 
standard error, n = 3
Figure 39
The influence of the voltage was determined for positive and 
negative DEP. in order to observe positive dielectrophoretic 
response yeast cells were suspended in a 3 mS m-1 conductivity 
medium and the spectrum was recorded at 1 MHz for a range of 
voltages, it can be seen that the response changes little even at 
lower voltages, in order to observe negative DEP the cells were 
suspended in a conductivity medium of 20 mS m-1 and the light 
intensity change was recorded at 25 kHz. it can be seen that the 
response changes little even at lower voltages. The error bars 
show the standard error, n = 3.
74
Figure 40 Impedance change over 180 seconds after the electric field has been applied to the electrodes at a frequency of 3 kHz. 77
Figure 41
This figure shows the impedance change over 180 seconds after 
the electric field has been applied to the electrodes at a frequency 
of 500 kHz.
78
Figure 42
Dielectrophoretic spectrum of viable yeast cells (at a concentration 
of 107 ceiis mi-1), recorded using well electrodes, o represent the 
average light intensity change of bands 7-10 of 5 experiments 
using weii electrodes, with the error bars giving the standard error 
between the experiments. -  represents the multi-shell model used 
to analyse the spectrum.
79
Figure 43
Dielectrophoretic spectrum of viable yeast ceiis, recorded using 
needle electrodes, o represent the average ceil count of at 10 
experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. The ceii count was 
normalised against a factor of 15 in order to make the results 
easier comparable to measurements using well electrodes. -  
represents the multi-sheii model used to analyse the spectrum.
81
Figure 44
Dielectrophoretic spectrum of non-viabie yeast cells, recorded 
using weii electrodes, o represent the average light intensity 
change of bands 7-10 of 5 experiments using well electrodes, with 
the error bars giving the standard error between the experiments. 
-  represents the muiti-sheli model used to analyse the spectrum.
82
Figure 45
Dielectrophoretic spectrum of red blood cells, recorded using well 
electrodes, o represent the average light intensity change of bands 
7-10 of 5 experiments using well electrodes, with the error bars 
giving the standard error between the experiments. -  represents 
the multi-shell model used to analyse the spectrum.
84
Figure 46 Dielectrophoretic spectrum of K562, recorded using well 85
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electrodes, o represent the average light intensity change of bands 
7-10 of 5 experiments using weii electrodes, with the error bars 
giving the standard error between the experiments, -  represents 
the multi-shell model used to analyse the spectrum.
Figure 47
Dielectrophoretic spectrum of K562, recorded using needle 
electrodes, o represent the cell count of 10 experiments using well 
electrodes, with the error bars giving the standard error between 
the experiments. -  represents the multi-shell model used to 
analyse the spectrum.
86
Figure 48
Dielectrophoretic spectrum of Jurkat ceiis, recorded using weii 
electrodes, o represent the average light intensity change of bands 
7-10 of 5 experiments using weii electrodes, with the error bars 
giving the standard error between the experiments. -  represents 
the muiti-sheii model used to analyse the spectrum.
87
Figure 49
Dielectrophoretic spectrum of Jurkat ceiis, recorded using weii 
electrodes, o represent the average light intensity change of bands 
7-10 of 5 experiments using weii electrodes, with the error bars 
giving the standard error between the experiments. -  represents 
the multi-shell model used to analyse the spectrum. A Jurkat 
control; B Jurkat treated with quinine; C Jurkat treated with 
verapamil; D Jurkat treated with NPPB.
90
A Dielectrophoretic spectrum of untreated red blood cells, 
recorded after 120 s. The line represents the best fit of the 
mathematical model, whilst the point show the recorded data
Figure 50 points; B Dielectrophoretic spectrum of red blood ceils that were treated with vaiinomycin. The dielectrophoretic experiments were 
conducted under the same conditions as the untreated ceiis; C 
Dielectrophoretic spectrum of red blood ceils that were treated with 
saponin.
94
Figure 51
The univalent reduction of Adriamycin to a semiquinone radical. 
The radical is able to auto-oxidize in the presence of oxygen to 
generate superoxide anions, reverting to the parent compound. 
Figure taken from Berthiaume and Wallace (2007)
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Figure 52
Model of mixed populations: By adding the dielectrophoretic 
spectra of viable and non-viable cells, the dielectrophoretic 
response of different ratios of the two populations within one 
sample can be determined. Note the shift in the cross-over 
frequency at low frequencies and the altered appearance at high 
frequencies. Having two plateaus at high frequencies is a 
characteristic feature of multiple populations.
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Figure 53 Light Absorption of different mixtures of viable and non-viabie yeast cells. 119
Figure 54
Dielectrophoretic spectrum of a mixture of 10% viable yeast cells 
and 90% non-viable yeast ceils, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field, it shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti- 
sheli model used to analyse the spectrum.
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Figure 55
Dieiectrophoretic spectrum of a mixture of 25% viable yeast cells 
and 75% non-viable yeast cells, recorded using weii electrodes, o 
represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field. It shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi- 
shell model used to analyse the spectrum.
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Figure 56
Dieiectrophoretic spectrum of a mixture of 50% viable yeast ceiis 
and 50% non-viabie yeast ceiis, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field. It shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti- 
sheii model used to analyse the spectrum.
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Figure 57
Dielectrophoretic spectrum of a mixture of 75% viable yeast ceiis 
and 25% non-viabie yeast ceiis, recorded using well electrodes, o 
represent the average light Intensity change of bands 7-10 after 
120 s after application of the electric field, it shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi- 
shell model used to analyse the spectrum.
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Figure 58
Dielectrophoretic spectrum of a mixture of 90% viable yeast ceiis 
and 10% non-viabie yeast cells, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field. It shows the average of 
5 experiments using well electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti- 
sheli model used to analyse the spectrum.
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Figure 59
Dieiectrophoretic spectrum of K562, recorded using well 
electrodes, o represent the average light intensity change of bands 
7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars 
giving the standard error between the experiments. -  represents 
the multi-shell model used to analyse the spectrum.
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Dielectrophoretic spectrum of K562 cells that were incubated for 
4h with 3 pM doxorubicin, recorded using weii electrodes, o
Figure 60 represent the average light intensity change of bands 7-10 after 120 s after application of the electric field, it shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi- 
shell model used to analyse the spectrum.
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Dieiectrophoretic spectrum of K562 cells that were incubated for 
4h with 6 pM doxorubicin, recorded using well electrodes, o
Figure 61 represent the average light Intensity change of bands 7-10 after 120 s after application of the electric field, it shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi- 
sheii model used to analyse the spectrum.
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Figure 62 Dielectrophoretic spectrum of K562 ceiis that were incubated for 4h with 12 pM doxorubicin, recorded using well electrodes, o 129
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represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field. It shows the average of 
5 experiments using weii electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti- 
sheii model used to analyse the spectrum.
Figure 63
Dieiectrophoretic spectrum of K562 ceils that were incubated for 
4h with 30 pM doxorubicin, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 after 
120 s after application of the electric field. It shows the average of 
5 experiments using well electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti- 
sheii model used to analyse the spectrum.
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Figure 64
Summary of Flow Cytometry Experiments: K562 cells were 
incubated for 4 h at different concentrations of doxorubicin. Cells 133were then stained using Annexin V kit to monitor the progress of 
apoptosis within the ceiis.
Figure 65
Summary of Flow Cytometry Experiments: K562 cells were 
incubated for 72 h at different concentrations of doxorubicin. Ceiis 
were then stained using Annexin V kit to monitor the progress of 
apoptosis within the cells.
134
Figure 66 Theoretical model for different mixtures of viable and apoptotic K562 ceils. 137
Suggested mechanisms for cytochrome c release from 
mitochondria through the formation of a pore. (A)
Heterodimerization between pro- and anti-apoptotic family 
members. Dimerization is achieved when the BH3 domain of one 
molecule binds into a hydrophobic pocket formed by the BH1, BH2 
and BH3 domains of another family member. Because of structural 
constraints, both homodimers and heterodimers are asymmetric 
molecules. (B) Direct regulation of caspases via adaptor 
Figure 67 rnoiecules, as has been described in C. elegans. Although the -j-jg 
CED-4 homologue Apaf-1 is probably not a Bcl-2 family target, 
other adaptor proteins, such as BAR, the endoplasmic reticuium- 
iocalized protein Bap31 and Aven, have been described in 
mammals. (C) interaction with other mitochondrial proteins, such 
as VDAC and the adenosine nucleotide transporter (ANT), either 
to generate a pore for cytochrome c exit, or to modulate 
mitochondrial homeostasis (for example, opening of the FTP). (D) 
Oligomerization to form a weakly selective ion channel. Image 
taken from Fiengartner (2000)
Figure 68 Annexin V cytograms showing the stages of apoptosis at different incubation periods with anti-Fas antibody: (A) control, (B) 30 min, 
(C) 1h, (D) 2h, (E) 3h incubation time.
146
Figure 69 Flowcytometric plots showing the FiTC Log fluorescence of Jurkat ceils after different incubation periods with anti-Fas antibody. (A) 
control, (B) 30 min, (C) 1h, (D) 2h, (E) 3h incubation period.
147
Figure 70 Annexin V cytograms showing the stages of apoptosis at different incubation periods with staurosporine (A) control, (B) 30 min, (C) 
1h, (D) 2h, (E) 3h incubation time.
148
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Flowcytometric piots showing the FiTC Log fluorescence of Jurkat 
Figure 71 cells after different incubation periods with staurosporine. (A)
__________ control, (B) 30 min, (C) 1h, (D) 2h, (E) 3h incubation period.____________
Dieiectrophoretic spectrum of Jurkat ceiis that were treated with 
anti-Fas antibody at different incubation times, recorded using well 
electrodes, o represent the average light intensity change of bands 
7-10 after 120 s after application of the electric field. It shows the 
Figure 72 average of 5 experiments using weii electrodes, with the error bars
giving the standard error between the experiments. -  represents 
the muiti-sheli model used to analyse the spectrum. (A) control; (B)
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Chapter 1 :
Introduction
Advances in medicine and pharmaceutical research lead to the development of new 
drugs as well as new formulations of already widely used drugs. To discover and to 
bring a new drug to market can typically cost pharmaceutical companies around $800 
million and takes on average 10 to 12 years (Rawlins, 2004). The Boston Consulting 
Group (2001) estimated that 70% of those costs occur in the preciinical trials of drug 
development. The rising cost of drug development means that companies are more 
likely to focus their work on areas which are expected to yield high sales and the 
outlook for research in to the cure of rare diseases is bleak. It is therefore important to 
pursue a reduction in the cost of drug development.
High throughput screening of compound libraries against pharmaceutical targets, which 
are cellular and genetic factors that cause a specific disease, lies at the heart of 
modern drug discovery. Once a target is known, chemicals can be identified that 
interact with it. Those chemicals that interact with the targets and have the potential to 
cure a disease are called leads. The ideal lead should be active against the chosen 
target, but not affect similar targets. Cross-screens are performed to ensure that the 
drug candidate is highly selective. Few drug candidates with only limited activity tend to 
emerge from initial screens. Chemical scientists then design pharmacophores based 
on structural similarities of those candidates that have been found in the initial screens 
in order to improve the activity and selectivity of the molecule. Pharmacophores are 
molecular structures that carry the essential features responsible for a drug’s 
pharmaceutical activity. All those properties are again tested and confirmed using high 
throughput screening, in order to establish a risk assessment profile, a number of in 
vitro cytotoxicity assays are available in addition to in silico prediction of reactive 
intermediates and mutagenic potential. Although cytotoxicity tests are primarily 
intended to predict drug-induced toxicities in humans, they also play a pivotal role in 
identifying selective cytotoxic activities for the treatment of diseases such as cancer.
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The process of high throughput screening tends to be entirely automated, driven by 
robots and liquid handling devices as weii as high resolution microscopes or sensitive 
detectors, which perform numerous tests in parallel within a short period of time. For 
cell-based high throughput screening, a model organism is placed in ail wells, while a 
different drug candidate is added to each single well. By means of a marker, such as 
pH indicators or fluorescence markers, it is established if a candidate interacts with the 
model organism in the desired way. In order to further increase the throughput, as well 
as to minimise the volume of reagents used for such screens, the number of weiis has 
been increased on each plate, whilst the volume of individual wells was decreased. A 
plate typically contains 6, 24, 96, 383 or 1536 individual wells, with a volume of only a 
few millilitres for 6-well plates down to few micro litres of sample in each well for others. 
Plates currently in use have over 2000 weiis with a volume of only a few micro litres 
each, while plates with over 4000 weiis and even smaller sample volumes has made 
the evaluation more and more challenging. One problem is to find suitable assay 
markers that do not interact with model organism and are easy to evaluate in a small 
sample volume.
Historically, colorimetric or fluorescent markers or pH indicators have been used to 
monitor reactions within the well which can be easily done using automated plate 
reading equipment. When using volumes in the range of a few micro litres, colorimetric 
methods soon reach their limitations. Using markers leads to further disadvantages of 
the finding the right marker that does not interfere with the model organism or the drug 
candidate, as weii as the added expenditure for such markers that tend to be 
expensive. Those obstacles can be overcome when using dieiectrophoresis as a non- 
invasive diagnostic tool.
Reducing the cost for each test and reducing the time needed for those screens play a 
vital role in making research into the rare diseases more economically viable. To do 
this, new technologies have to be developed, tested and incorporated into industry 
standard procedures.
Techniques such as electronics and microfabrication have long been employed in the 
fields of microbiology, biomedicine and pharmacology. Electric measurements are now 
commonly used to examine molecular and cellular parameters and continue to provide
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unique knowledge in the biophysical and physiological sciences. For example, 
electrophoresis, the induced motion or orientation of charged particles in direct current 
(DC) fields, is used to separate DNA fragments according to their charges. In fact 
terms such as genetic fingerprinting have long entered popular vocabulary. However, 
the use of alternating current (AC) electric fields to study particles still remains mostly 
in the small-scale lab environment.
One such AC kinetic technique is ôieiectrophoresis (DEP), which uses non-uniform 
electric fields to induce motion in particles (Pohl, 1978a). The term dieiectrophoresis 
was first coined by Herbert Pohl in 1951. This motion is governed by the ratio of 
poiarizabiiity between cells and the surrounding medium, it can either force ceiis to 
collect at the electrode edges when the particle is more polarizable than the 
surrounding medium (positive dieiectrophoresis), or cause ceiis to collect away from 
the electrodes towards the region of lowest field strength when the medium is more 
polarizable than the cells (negative dieiectrophoresis). Poiarizabiiity depends partially 
on the reactance of the particle and medium and is therefore frequency dependent.
Previous work has demonstrated that dieiectrophoresis can be used to examine the 
effects of drugs on cells (Hughes et ai., 2002), to detect apoptosis (Wang et ai., 2002) 
and to separate viable from non-viable cells (Markx et a!., 1994). Particles studied 
using dieiectrophoresis include cancer cells (Labeed et ai., 2003), bacteria (Betts, 
1995), virions (Schneiie et ai., 1996; Morgan and Green, 1997), algae (Hübner et ai., 
2003) Jurkat ceils (Pethig & Talary, 2007) and red blood ceiis (Cruz and Garcia-Diego, 
1998). Dieiectrophoresis can therefore be used both as a rapid drug screening assay 
and to determine the manner in which drugs interact with a variety of bio-particles.
To date, dieiectrophoresis has been used most commonly to determine the particle 
properties by analyzing the collection rate of particles at electrode edges (Pohl, 1978a, 
Wang et ai., 2002; Labeed et ai., 2003). These studies monitored the movement of 
ceils on microelectrode arrays or on syringe needles under microscopes, which was 
both labour intensive and time consuming. To address this problem, different methods 
for automated analysis using dieiectrophoresis and eiectrorotation have been 
developed. Optical systems have been built by Taiary and Pethig (1994) to measure 
the dielectrophoretic behaviour of ceils using a dual beam optical spectrometer.
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However, the uptake for this technique has been very low, possibly due to the 
extended apparatus that is required for this method. Other groups have exploited 
electrorotation (De Gasperis et al., 1998) and motion tracking (Prasad et a!., 2005; 
Pethig, et a!., 2007) for automated experiments. However, the experiments analyzed 
only single cells or were time consuming, and most systems that have been developed 
cannot easily be integrated into industry-standard procedures.
This thesis sets out to describe a new method of performing DEP analysis based on 
laminate manufacturing methods. These use a 3D “well” structure, similar in size and 
pitch to conventional microtiter well plates, but offer electrodes along the inner surface 
to allow easy measurement of cell properties through the whole population. The 
movement of cells within the well is monitored using light intensity measurements and 
impedance measurements. When cells experience positive DEP, they are forced 
towards the electrodes, evacuating the centre of the well. That means that the centre of 
the well should become lighter and the impedance measured across the electrodes 
should drop. Cells that experience negative DEP will move away from the electrode 
etches into the centre of the well which should decrease the light intensity measured in 
this area. The impedance of the electrodes should increase. The nature of the device 
means that many electrodes, each containing a separate sample, can be tested in 
parallel, while the mode of observation means that analysis can be combined with 
simultaneous measurement of conventional fluorimetric well-based assays.
1.1 Outline of the thesis
This thesis begins with a literature review which is followed by three research chapters 
and a conclusion chapter. The references used can be found at the back of the thesis.
The literature review is divided into four parts. It begins with a description of the cell 
and its components as well as the structure and function of ion channels. The next 
section describes the physical principles of dielectrophoresis and other AC-kinetic 
techniques. Subsequent sections describe how dielectrophoresis has previously been 
used to characterise cells and examine attempts of automating DEP and 
electrorotation. The chapter concludes with a discussion of the presented material.
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highlighting the shortcomings and virtues of dielectrophoresis and electrorotation and 
their application in biotechnology.
The first research chapter is entitled Investigation o f well electrodes. It opens with a 
review of different electrode types which have been employed for AC electrokinetic 
experiments. This section is followed by a materials and methods section where the 
design of the well electrodes and experimental setup is described. The same setup has 
been used throughout the thesis and has not been described in the same level of detail 
in later chapters. Results, discussion and conclusion of this chapter show how sources 
of error have been reduced and describe how the well electrodes work.
In the Cytotoxicity test using DEP chapter, different ways to perform cytotoxicity tests 
are summarised in the introduction as well as the different mechanisms that lead to 
apoptosis are described. The methodology part of the chapter focuses on the cell 
culture and described the setup and cell preparation for the experiments using the flow 
cytometer. The results and discussion detail how multiple populations can be 
measured within one sample to explore the limitations of this technique.
In the Comparison of extrinsic and intrinsic pathway of apoptosis using DEP chapter 
Anti-Fas antibody and staurosporine are used as two examples of apoptosis-lnducing 
agents and their effect on the dielectric properties of Jurkat cells are measured in a 
time-trial after 30 min, 1 h, 2 h and 3 h incubation times.
The chapter Conclusion and future work then draws the results of all three research 
chapters together and future work will be suggested. References from all chapters 
within this thesis can be found at the end of this thesis.
1.2 Aims and objectives
This thesis aims to investigate the potential of three-dimensional well electrodes for 
dielectrophoretic measurements in drug discovery and biotechnology. In the 
Investigation of weii eiectrodes chapter, well electrodes are studied, and resultant 
spectra are compared to both literature values and needle electrodes. The well 
electrodes are tested for repeatability of the results and the analysis is optimised for the
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characterisation of cells. The influence of the insulator thickness and voltage were 
tested.
Since the dielectric force changes with particle volume, a number of different particle 
sizes are characterised using well electrodes, ranging from red blood cells, over yeast 
and Jurkat cells to K562 cells. In order to find the ideal method for automating 
experiments, both change of light intensity and the change of impedance over the 
course of the experiments are measured. Finally, Jurkat cell are treated with different 
ion channel blockers and red blood cells were treated with saponin and valinomycin to 
evaluate if well electrodes can detect subtle differences in the DEP spectra resulting 
from changes in the DEP properties of cells due to those substances.
In the Cytotoxicity test using DEP chapter, dielectrophoresis is examined as a tool for 
cytotoxicity measurements. Preliminary experiments are performed using samples of 
viable and non-viable yeast that are mixed at known ratios in order to investigate 
whether It is possible to not only measure multiple populations within one sample but 
also their ratios. Once it is established that dielectrophoresis can be used to measure 
the ratio between two populations, the influence of different concentrations of 
doxorubicin on K562 cells are investigated and compared to control experiments using 
a flow cytometer and trypan blue staining.
Standard assays for cell viability include trypan blue or propidium iodide exclusion, 
lactate dehydrogenase release, and ATP loss. These tests are comparatively cost- 
efficient and give good indication of the cytotoxic potency of drug candidates before 
they are tested in vivo, but many require extensive incubation times before cytotoxicity 
becomes manifest. This is particularly true for drugs that induce delayed cytotoxicity, 
such as apoptosis or in the case of highly resistant cell lines. Therefore, there is an 
important need for a rapid and sensitive assay for cytotoxicity that can be adapted to 
high throughput assays. In this chapter it is tested if DEP can be used for 
measurements of early signs of changes in the cell morphology.
The last research chapter. Comparison of extrinsic and intrinsic pathway o f apoptosis 
using DEP, sets out to use well electrodes to study the effects of staurosporine and 
anti-Fas antibody on Jurkat cells.
- 6 -
Yvonne Hübner Chapter 2: Literature review
Chapter 2:
Literature review
All living things are made of cells. Cells are membrane bound compartments composed 
of smaller elements, which provide the framework for cellular activities. An individual 
cell Is the smallest self-reproducing unit and is the vehicle for transmission of the 
genetic information. Every cell stores its genetic information in the same chemical form: 
the double-stranded DNA.
Prokaryotes, which are cells without a distinct nucleus are biochemically the most 
diverse organisms and include species that can obtain all their energy and nutrients 
from inorganic chemical source. Prokaryotes can be divided into bacteria and archaea.
Together with eukaryotes which are cells with a membrane-bound nucleus, they make
up the three major life forms. |
I
Eukaryotes keep their DNA in a separate membrane-bound compartment: the nucleus.
IThey can be part of a complex structure which allows the construction of multi-cellular I
organisms. Many eukaryotes are however unicellular. Amongst them is yeast which ,
often servers as a simple model organism for eukaryotic cells and reveals the ;
molecular basis of fundamental processes. |
2.1 Biological Structure of Eukaryotic Ceils
Eukaryotic cells are enclosed by a plasma membrane, which builds a boundary ,
between the inner cellular structures within the cytosol and the extra cellular ■
environment. The space within the plasma membrane is subdivided into several 
functionally distinct and membrane-enclosed compartments: the organelles. All 
organelles have their own set of enzymes and transport mechanisms in order to I
communicate with other compartments. Figure 1 shows a typical eukaryotic cell with its I
major features.
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Figure 1
This figure shows the major features of eukaryotic celis 
Image taken from http://www.ebi.ac.uk/microarray/biology_intro_flles/cell.Jpe
The Piasma membrane is built of lipid molecules, of which the most abundant are 
phospholipids, cholesterol and glycolipids. Lipid molecules consist of a hydrophilic or 
polar head group and a hydrophobic or non-polar hydrocarbon end constructed of two 
fatty acids. Differences in length and saturation (number of cis-double bonds) have 
implications on how tightly the lipids can be packed within the bilayer.
Membranes are highly impermeable to ions and most polar molecules, with the 
exception of water molecules that transverse through the membrane because they are 
both small in size and lack a complete charge. In contrast, proteins readily dissolve 
within the membrane. Proteins are grouped into peripherai, which are associated with 
one of the two monolayers, or intégrai proteins, which stretch across the entire 
membrane as shown in Figure 2. The composition of the inner and the outer monolayer 
is different and depends strongly on the function of the two layers. Some of the proteins 
are able to move laterally along the membrane, others are fixed to the cell membrane.
Plasma proteins are usually coated with a layer of carbohydrates. These carbohydrates 
are covalently bound to the membrane proteins and lipids in form of oligosaccharide 
chains. This carbohydrate layer is likely to act as a protective layer that prevents cells 
from mechanical and chemical damage. It is also likely to play a role in keeping other 
cells at a sufficient distance to prevent undesirable protein-protein interactions.
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Figure 2
Cell membrane with integral and peripherai proteins. Integral proteins (as shown in a, b 
and c) interact with hydrocarbon region of the bilayer. Peripheral membrane proteins 
(as shown in d and e) bind to the structures o f integral proteins. Image taken from 
Alberts et al. Molecular biology of the cell, 4^  ^edition, Garland Science
The plasma membrane around the cell has several functions. It gives cells their 
structure and creates a boundary between the cell interior and the exterior 
environment. Proteins that reach through the membrane can act as pores and 
channels establishing an ion gradient across the membrane.
Nucleus: The nucleus is a membrane-bound compartment in the cell, generally 
measuring 5-10 pm in diameter and contains the deoxyribonucleic acid (DNA). The 
nuclear envelope is a double membrane which separates the nucleus from the 
cytoplasm. The outer membrane is continuous with the lumen of the endoplasmatic 
reticulum, and often has ribosomes on its outside. The inner membrane contains 
proteins which act as binding sites for chromatin and the nuclear lamins that provide 
structural support to maintain the spherical shape of the nucleus. Numerous nuclear 
pores perforate the nuclear envelope to control the transport of substances between 
the nucleus and the cytoplasm. Within the centre of the nucleus are one or more 
spherical bodies, the nucleoli which are clusters of proteins, DNA and ribosomal 
ribonucleic acid (RNA). Their main function is the transcription of RNA assembly of 
ribosome subunits, which in turn are the sites of protein synthesis. The nucleus also 
contains the cells' genes which contain the hereditary units that determine the cell 
structure and most of its cellular activities. It consists of DNA that is wound around a 
core of eight proteins called histones to form nucieosomes. The nucleosomes are then
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wound into filaments to form chromatin. Chromatin can then be further condensed into 
chromosomes during cell replication.
DNA and associated
proteins (chromatin)
endoplasmic
reticulum
nucleolus
centrosome
microtubule
intermediate
filaments nuclear lamina
nuclear pore
I outer nuclear membrane 
inner nuclear membrane
nuclear envelope1 pm
Figure 3
A cross-sectional view of a typical nucleus. The nuclear envelope consists of two 
membranes, the outer one being continuous with the endoplasmatic reticulum 
membrane. The space inside the ER is coloured yellow; it is continuous with the space 
between the two nuclear membranes. The lipid bilayers of the inner and outer nuclear 
membranes are connected at each nuclear pore. Two networks of intermediate 
filaments (green) provide mechanical support for the nuclear envelope; the 
intermediate filaments inside the nucleus form a special supporting structure called the 
nuclear lamina. Figure taken from Alberts et al. Molecular Biology o f the Cell, 4""
edition
Cytoplasm: The cytoplasm is the content of cells within the limits of the cell membrane 
excluding the nucleus. It can be divided into two components: the cytosol and the 
organelles.
Cytosol: The cytosol is the dense fluid enclosed within the cell membrane and contains 
75 -  90% water, dissolved ions, small molecules such as glucose, amino acids, fatty 
acids, ATP and large water-soluble molecules such as proteins, lipids and waste 
products. In the cytoplasm are numerous enzymes that are responsible for protein 
synthesis, protein degradation and carbohydrate metabolism. It also contains
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metabolism products such as glycogen granules and free lipid droplets that act as 
storage compartments. As a result of the activities within the cytosol, energy is 
produced and used to drive cellular processes and provide building blocks for 
maintenance, structure, function and growth of cells.
Organelles are membrane enclosed compartments within the cytoplasm which have a 
characteristic structure and function within the cell. Each organelle has therefore its 
own set of enzymes that carry out different types of reactions. As all chemical reactions 
occur in different organelles, multiple chemical reactions can happen at the same time 
with little interference.
Ribosomes are small electron-dense particles that are composed of ribosomal RNA 
and ribosomal proteins that form a small subunit which binds to RNA and a large 
subunit that catalyses the formation of peptide bonds. Free ribosomes are not attached 
to any organelle within the cytosol, while others can be attached to the endoplasmatic 
reticulum or the nuclear membrane. Their main function is the synthesis of proteins.
Mitochondria are membrane-bound cylindrical organelles. Like the nucleus, they 
consist of two membranes, which divide mitochondria into the inter-membranous space 
and the fluid-filled matrix space. Whilst the outer membrane is smooth, the inner 
membrane is arranged in numerous folds, the so-called cristae. The elaborate folds of 
the cristae are the location for the cellular respiration which is responsible for energy 
generation within the cell. The inner membrane is highly Impermeable to small ions. 
This causes an electrochemical gradient to develop across the membrane during the 
production of high-energy cell metabolites throughout respiration. The outer membrane 
contains specialized transport proteins and pores that allow the transport of proteins 
into the cytosol. The matrix contains metabolic substrates, ATP that was generated 
within the mitochondria and Ions that were pumped into the matrix space during the 
oxidative phosphorylation as well as mitochondrial DNA and enzymes responsible for 
the oxidation of fatty acids and DNA subscription. Mitochondria play a special role 
during apoptosis.
Endoplasmatic Reticulum: The endoplasmatic reticulum (ER) is a network of 
membranes and consists of large numbers of cisterns (which comprise of flattened
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membrane disks). Rough ER, covered with ribosomes on its outer surface, is 
connected to the nuclear envelope and extends into the smooth ER, which does not 
have ribosomes on its outer surface. Rough ER synthesises proteins for secretion, 
phospholipids and form new membranes for other cellular structures. Smooth ER 
synthesises phospholipids, fats and steroids such as estrogen and testosterone.
extracellular space
o
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, (fronsface)
Golgi stacks •  
entry face _ 
of Golgi 
(cK face)
Golgi 
transport O  Q vesicle
Golgi
ER 
transport 
vesicle
smooth
ER
ribosomes
perinuclear
rough ER
Figure 4
Diagram of the relationship between ER and Golgi. The lumen of the rough ER is 
continuous with the perinuclear space and with the lumen of smooth ER, whereas the 
Golgi forms a separate membrane system. Communication between ER and Golgi is 
mediated by small vesicles of ER which break off, move through the cytosol and fuse 
with Golgi membrane. The vesicles derived from rough ER are coated with a specific 
protein which targets them for fusion with the Golgi. Image taken from Stevens and
Lowe, Human Histology, 3^ Edition.
The Golgi Complex consists, similar to the rough ER, of three to 20 flattened 
membrane cisterns with bulging edges. The cisterns change throughout the Golgi 
complex in size, shape and enzyme composition. The side that is closest to the ER is 
called entry or cis face and fuses with protein filled vesicles that are synthesised by 
ribosomes of the ER. It is here where proteins are phosphorylated. Behind the cis face 
is the medial Golgi where sugar residues are added to lipids and peptides to form
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oligosaccarides. The cisterns that face away from the ER are called exit or trans Golgi. 
At this stage peptides are activated and different macromolecules are organised into 
membrane-bound vesicles. Secretory vesicles are responsible for the delivery of 
proteins that are discharged by exocytosis into the extracellular fluid. Other proteins are 
incorporated into the plasma membrane or are stored for further use in lysosomes.
Lysosomes are spherical vesicles with a lipid-bilayer membrane. Their diameters vary 
between 25 nm and 1 pm, and they usually contain digestive enzymes in their core that 
work at an acidic pH. They digest old organelles by engulfing them first. Then enzymes 
break up their structures and the components of the organelles are returned into the 
cytosol for reuse. This process is called autophagy.
Peroxysomes are spherical, membrane-bound structures with a diameter of 0.5 -  1 pm. 
They contain several enzymes that oxidise substrates such as fatty acids and amino 
acids and toxic substances such as alcohol.
Cytoskeleton: The cytoskeleton is a network of protein filaments that extend throughout 
the cytosol and provide the cell with structural framework which determines the cell’s 
shape. It is composed of microfilaments, intermediate filaments and microtubules. It is 
responsible for the maintenance of the cellular structure, facilitating transport of internal 
organelles and some chemicals and dividing the cytosol into functionally separate 
areas.
Microfilaments are 5 nm in diameter and are composed of the protein actin. Their 
function is to provide movement and mechanical support to the cell.
Microtubules are present in all cells except for red blood cells. They are constructed 
Into 25 nm diameter tubes of 13 protofilaments, which are built of alternating a  and p 
tubulin subunits. They play a major role in the intracellular transport of organelles such 
as secretory vesicles and the migration of chromosomes during cell division.
Intermediate Filaments are composed of several different proteins and are found in 
parts of the cell that are subjected to high mechanical stress.
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Centrosome: The centrosome is located near the nucleus and consists of the 
pericentriolar area and centrioles. The perocemtriolar area is composed of a dense 
network of small protein fibers, which organises the mitotic spindle during cell division. 
Within this area are the centrioles which are cylindrical structures that are composed of 
clusters of three microtubules.
2.2 Red Blood Cells
The four major elements of blood are red blood cells (erythrocytes), white blood cells 
(leukocytes), platelets (thrombocytes) and plasma. Red blood cells are responsible for 
oxygen transport. They are 6.5 -  8.5 pm in diameter and have a biconcave shape 
which maximises the surface area per volume ratio for best possible oxygen transport. 
The plasma membrane is strong, but flexible, allowing red blood cells to squeeze 
through narrow capillaries. On the outer surface are antigens that determine the blood 
group and rhesus factor of the cell. It is braced by the cytoskeleton which is built by the 
proteins actin and spectrin. The main constituent of the cytoplasm is the protein 
complex haemoglobin which is also responsible for the red colour of erythrocytes. Red 
blood cells do not have a nucleus and lack mitochondria. Despite the lack of 
mitochondria, red blood cells can generate energy through anaerobic metabolism of 
glucose and through ATP generation by the hexose monophosphate shunt.
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2.0 pm
Side view
— 7.5 pm
Top view
Copyright 02001 Bohtamin Cunmlngs. an ImprinI ol Addaon Waitay Longman, inc.
Figure 5
This figure shows the shape of red blood cells. Picture taken from 
http://www. octc. kctcs. edu/GCaplan/anat2/notes/lmage329. gif
2.3 Membrane Transport of ions and small molecules
Virtually every molecule will diffuse across a protein-free lipid bilayer down its 
concentration gradient if given enough time. The rate at which it will move depends 
strongly on the size of the molecule and how hydrophobic or nonpolar it is. However, it 
is crucial for the functioning of a cell to maintain its concentration of ions in its cytosol 
as they are different from those in the extracellular fluid. The cell membrane acts as a 
barrier to most polar molecules. In order to transport vital molecules across the 
membrane, cells have evolved sophisticated transport mechanisms. The transport of 
inorganic ions and water-soluble organic molecules is achieved through specialized 
transmembrane proteins, which can be divided into two classes: the carrier proteins 
and the channel proteins. All channel proteins and many carrier proteins allow solutes 
to cross the membrane only along the concentration gradient, by a process called 
passive transport or facilitated diffusion.
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lonophores are small hydrophobic molecules that are dissolved in the lipid bilayer and 
increase the permeability to specific inorganic ions by shielding the charge of the ions 
they transport. This type of transport is an example for a passive transport mechanism 
as it is not coupled to an energy source and allows transport only down the 
concentration gradient of these ions. There are two classes of lonophores: the mobile 
ion carriers and channel formers. Valinomycin is an example for a mobile ion carrier. It 
transports potassium down Its electrochemical gradient by picking up K'" on one side 
of the lipid bilayer, diffusing it across the membrane and releasing it on the other side.
Carrier proteins bind to specific solute and undergo a series of conformational changes 
to transfer the bound solute across the membrane. Some carrier proteins transport a 
single solute down its concentration gradient (called uniporters) whereas others 
function as coupled carriers where the transport on one solute depends on the 
transport of a second one. If both solutes are transported in the same direction, these 
proteins are called symporters, whilst if they are transported in opposite directions, they 
are called antiporters. Other carrier proteins can pump solutes against the 
concentration gradient using energy provided by ATP hydrolysis.
Most animal cells have one or more Na^-drlven carrier proteins in their plasma 
membrane which help to maintain the cytosolic pH. Several pumps are known that 
regulate the pH.
• Na^-H^ exchanger: This antiporter couples an influx of Na^ to an efflux of H .^
• Na^-driven CI'-HCGs' exchanger: couples an influx of Na^ and HCO3" to an 
efflux of H^ and Cl'.
® CI'-HCGs' exchanger: This antiporter couples an Influx of Cl" with an efflux of 
HCGa"
• Na^-K"" pump: pumps Na’^  out of the cell in exchange for under hydrolyses of 
ATP.
® Na^-Ca^^ pump: Eukaryotic cells maintain a low cytoplasmic Ca^^ concentration. 
Gne exchanger replaces Ca^^ with three N a \
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2.4 Electrokinetics
The electric charge is an intrinsic property of protons and electrons. The magnitude e 
of both, protons and electrons is exactly equal and is measured in coulomb.
e = 1.60 10“^ ® C (1)
The charge of an electron or proton is the smallest amount of free charge in nature. 
Larger charges are built up by integer multiples of this charge; charge therefore Is said 
to be quantized. Atoms, found in nature, usually carry no net charge, meaning that they 
have an equal number of electrons and protons. This state is referred to as being 
electrically neutral. Electric charges can be monopolar, dipolar or have higher orders of 
poles and each pole can either have positive or negative polarity.
The electrical properties of physical materials are usually characterised by their 
conductance and capacitance. In any process that involves transfer of charges, 
electrons are displaced, leaving a positively charged proton behind. Ho\A/ever, the net 
electric charge of an Isolated system remains constant and is therefore conserved. If a 
material is connected to a source of electrons, the gaps that are left behind by vacating 
electrons are continuously filled with succeeding electrons to the point that a 
continuous flow is achieved. This process is called electrical conduction. The rate at 
which these gaps are filled depends on the conductivity a  of the material. In other 
words, it describes the ease at which electrons move through the material. If a material 
conducts electric charge easily, it is referred to as an electrical conductor, whereas 
substances that conduct electric charge poorly are called electrical insulators.
The inverse of conductivity is resistivity. Whilst conductivity is a measure of a material’s 
ability to conduct electrical current, conductance C is the characteristic ability of a 
material to carry a current flow and can be derived from Ohms law:
- 7 (2)
C = -  R
where C is the conductance, I is the electric current and V is the voltage. For two 
parallel metal plates with the area A and a distance d apart and K is the dielectric 
constant, the conductance is given by;
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d (3)
Capacitance is the amount of electric charge a capacitor can hold per unit potential
difference across its plates. It is related to the charge accumulated on the capacitor’s
outer surface Q and the applied potential V:
v  = -Sc (4)
The potential across a capacitor depends on the ability of charge on one side of the 
capacitor to cause a counter charge to appear on the opposing plate. The process of 
charge redistributing in an electric field so that positive and negative charges are in 
different places is called polarization. This process takes a finite time to occur. It also 
takes a finite time for charges to return to their equilibrium positions when the potential 
is removed. This time is called relaxation time.
The electric field between the two plates can be shown as:
So (5)
where A is the cross-sectional area of the plates with a material of the permittivity So. 
The permittivity gives a measure of the ability of a material to store charge. The electric 
field E can also be described as
E = ^
d (6)
where V is the applied voltage and d Is the distance between the applied potentials. 
The capacitance can therefore be described as
(7)
For a capacitor which contains an insulating material, the capacitance becomes
d (8)
where Er is the relative permittivity. Most capacitors however have both a capacitance 
and a conductance. The capacitance is therefore often expressed using complex 
permittivity £*:
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The £ is defined as
C =  e‘ —
d (9)
* . aG -S oSr “ J“œ (10)
where is the j is the square root of -1 , and w is the angular frequency of the applied 
electric field. This means that at high frequencies, the imaginary part of the equations 
tends towards 0 and e‘ is dominated by the permittivity. At low frequencies, the 
conductivity becomes very large and dominates over the permittivity.
The electrostatic force that stationary charged objects exert on each other depends on 
the magnitude of the charge and the distance between the two objects. The greater the 
charge and the closer the objects, the greater is the force. This is described in 
Coulomb’s law:
F = ^ r4ji£„d (11)
where Qi and Q2 are the two charges, d the distance between them, r is the unit vector 
directed from Qi to Q2 and 8 is the permittivity of the space between the charges. The 
electrostatic force is directed along a line joining the two charges and is attractive if the 
charges have unlike signs and repulsive if they have the same signs.
When there are more than two charges, then each charge influences all the other 
charges in proportion to the magnitude of those charges. Qi therefore produces a force 
field that can be plotted across space In the absence of any other charge and it is the 
interaction with that force field that produces the electrostatic force. The electric field 
can be described as:
E = Q,4%6()d'
F = Q2E
(12)
(13)
-  19
Yvonne Hübner Chapter 2: Literature review
2.5 AC Electrokinetics
Alternating current (AC) electrokinetic techniques employ AC electric fields to induce 
motion in cells and particles. Movement can be generated by polarisation effects within 
particles due to non-uniform, rotating or travelling AC electric fields. Phenomena such 
as dielectrophoresis, electrorotation and travelling wave dielectrophoresis are 
collectively referred to as AC electrokinetics (Hughes, 2003).
Dielectrophoresis is the motion of suspended particles caused by polarization effects In 
a non-uniform electric field. The term was first coined by Pohl, who derived 
dielectrophoresis from the word dielectric, which is used to describe liquid and solid 
materials having a capacitance, and phoresis, meaning force (Pohl, 1951).
Travelling wave dielectrophoresis is a phenomenon related to dielectrophoresis and 
occurs when a travelling electric field induces a linear motion of a particle along an 
electrode array structure. It was first described by Batchelder in the early 1980s 
(Batchelder, 1983), but was first applied by Masuda etal. (1988).
Electrorotation was first described by Arnold and Zimmermann in 1982(a, b) as a 
method to induce a controlled rotation in cells when a dipole is induced in a particle by 
a rotating electric field. When a particle is suspended in a rotating field, it takes a finite 
time for a dipole to form in which time the electric field has rotated lightly and the dipole 
moment of the particle will not be aligned with the electric field vector. The particle is 
then forced to re-align itself, giving rise to a torque on the particle. Since the field Is 
rotating, the dipole will be attempting to continuously align itself and the particle will 
experience a continuous rotation (Jones, 1995).
2.6 Principle of Dielectrophoresis
In order to understand what is happening when a particle is suspended in a non- 
uniform electric field, it is helpful to first consider the influence of a uniform electric field 
on an electrically charged particle. If a particle is suspended in an electric field, as 
shown in Figure 6, it polarizes and acquires a dipole. If the particle is more electrically 
polarizable than the surrounding medium, the electric field lines are perpendicular to
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the surface of the particle where the lines connect to its surface and pass through it. In 
this case the particle acts as a conductor. If the particle is less polarizable than the 
surrounding medium, the electric field lines are parallel to the particle surface and are 
then directed around the particle; therefore the particle acts as an insulator. The 
electric current chooses the path of least resistance (Pethig, 1996).
(a)
(b)
Figure 6
Particles suspended in a uniform field a) a particle that is more polarizable than the 
surrounding medium and b) a particle that is less polarizable than the surrounding
medium
In a uniform electric field, the interactions between the particle charges and the electric 
field are opposite and equal. Unless the particle has net charge and the field is direct 
current (DC), the particle does not move in the field (Goater and Pethig, 1998).
-21
Yvonne Hübner Chapter 2: Literature review
If the particle is suspended in a non-uniform electric field as shown in Figure 7, the 
dipole charges interact with the electric field and generate a force. However, since the 
electric field is non-uniform, it is greater on one side than the other. Therefore the 
Coulomb force that is generated on that side of the particle is greater than the force on 
the opposite side. As a result the particle experiences a net movement. This is also 
true when an AC field is applied to the electrodes. The particle orientation is governed 
by the field gradient rather than the field orientation (Pohl, 1978a).
Figure 7
Particle suspended in a non-uniform field
The direction of movement is determined by the particle polarizability relative to the 
polarizability of the medium. If the particle is more polarizable than the surrounding 
medium as shown in Figure 8a, the particle moves in direction of the highest electric 
field gradient and is attracted to the electrode edges. This motion is called positive 
dielectrophoresis. If the surrounding medium is more polarizable than the particle as 
shown in Figure 8b, the medium will distort around the particle. The dipole orientates in 
the opposite direction to the medium and therefore the particle is forced away from the 
region of highest electric field towards low electric field regions. This movement is 
referred to as negative dielectrophoresis. Since the polarizability is dependent on the 
frequency of the electric field, a particle can experience either positive or negative 
dielectrophoresis (Pohl, 1978; Morgan and Green, 2003).
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B
Figure 8
Positive and negative dielectrophoresis a) Positive dielectrophoresis: particle is 
attracted to the electrodes. It moves toward the highest electric field region, b) Negative 
dielectrophoresis: particle is repelled by the electrodes. It moves towards the lowest
electric field region.
2.6.1 The Dielectrophoretic Force
Dielectrophoresis is commonly used to characterise cells (Pohl and Hawk, 1966, 
Gimsa et al., 1991, Huang et al., 1992, Markx et al., 1994) and to determine the 
cytoplasmic and membrane properties following environmental stresses (Ziervogel et 
al., 1986, Zhou et al., 1996, Hübner et al., 2003). To do that, the dielectric parameters 
of cells are derived through measurements of the frequency dependent cell motion that 
is induced by dielectrophoresis, indicating the time-dependent polarizability of the 
particle. By analysing this movement using theoretical dielectric models, the dielectric
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parameters of cytoplasm and membrane can be derived (Irimajiri et al., 1979, Huang et 
al., 1992).
The dielectrophoretic force Foep, acting on a spherical body is given by (Pohl, 1978a):
Fdep= 2 7C r^  8m Re[K((o)] VE^ (14)
where r is the particle radius, 8m is the permittivity of the suspending medium, VE^ is 
the gradient of the strength of the applied electric field squared and Re[K(m)] is the real 
part of the Clausius-Mossotti factor given by
K ico )=  J :  (15)
where and8* are the complex permittivities of the medium and the particle,
respectively. 8* is defined as
£ * = £ - —  (16) CO
where 8 is the permittivity, j is the square root of -1 , a is the conductivity and cù is the 
angular frequency of the applied electric field (Pethig, 1979). The Clausius-Mossotti 
factor Is dependent on the frequency and can take either positive or negative values. If 
Re[K(co)] is positive, the particle experiences positive dielectrophoresis. The force, and 
hence the number of collected particles in a given time period is proportional to the 
magnitude of K(co). If Re[K(co)] is negative, the particle experiences negative 
dielectrophoresis and is therefore repelled by the electrodes (Pohl, 1978a). These 
equations represent the case of an ideal homogeneous spheroid particle.
2.6.2 The behaviour of cell in an electric field
One of the most important factors affecting the frequency-dependent behaviour of cells 
in a non-uniform electric field is related to the so-called Maxwell-Wagner interfacial 
polarization (as reviewed by Pethig, 2006). Figure 9 shows that a cell can be treated as
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an electric circuit, where a resistor and a capacitor are arranged in parallel. The 
induced charge has a characteristic relaxation time t;
0 -,+ 20 -„ (17)
where eo is the permittivity of free space, a and s refer to conductivity and permittivity 
respectively and p and m refer to the particle and medium respectively. According to the 
models by Maxwell and Wagner, the interfacial polarizability p(mw) of a spherical 
particle is given by:
p(mw) = So8, 00^1“ \Gp+2E, + (18)
where co is the radian frequency (27i:f) of the applied field. For low frequency values 
(cox«1), the interfacial polarizability can be reduced to:
p(mw) -  f
/  \  
V<7p+2o-, (19)
and for high frequencies ( c o t» 1 )  the equation can be reduced to:
p(mw)«8o8, Sp-e. ,  ^
(20)
As a result, at low frequencies the membrane, acting like a resistor, shields the cell 
interior from the electric field. The current flows around the cell. At higher frequencies, 
the membrane acts like a capacitor and the membrane impedance becomes 
vanishingly small. Electric current flows through the particle. Therefore, with increasing 
frequency, the effective permittivity (which reflects the ability to store electric charge) of
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the cell suspension becomes smaller whereas the effective conductivity (which reflects 
the ability to carry electric charges) rises (Pethig and Kell, 1987).
After a cell dies, the membrane becomes permeable and there is a constant exchange 
between the cell and the medium. As a result the conductivity increases by a factor of 
about 10". This change in the dielectric properties, and hence the polarizability of the 
cell, can be detected by dielectrophoresis. The dielectric characteristics of a cell are 
determined by the distribution of surface charges, cell size and morphology, as well as 
conductivity and permittivity of their membranes, cell walls and internal structure 
(Pethig and Kell, 1987).
Cell Wall 
Cell Membrane
_____________________________    ' Cytoplasm
Conductivity^
Medium
Figure 9
A cell can be represented as an electric circuit with capacitors and resistors.
2.6.3 Multi-shell model
When taking into account that cells are made of complex structures, the equations 
above have to be adjusted. Cells consist of adjacent structures of materials that have 
different electrical properties. These different electrical properties lead to interfacial 
polarizations at the boundaries between the structures. The cell membrane consists of 
a lipid bilayer that contains proteins. It is very thin and insulating; the conductivity is 
around 10  ^S m'  ^ whereas the conductivity of the inside of the cell can be as high as 1 
S m '\
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A number of research groups have worked on different mathematical models. One of 
the most commonly used models Is the smeared-out sphere model (Irimajiri et aL, 
1979, Huang et al., 1992). Each compartment within the cell Is surrounded by a 
membrane. For example, the nucleus Is surrounded by the nuclear membrane which is 
suspended In the cytoplasm of the cell which In turn Is surrounded by the cell 
membrane. As shown In Figure 10, a cell can be represented as several layers of 
concentric spherical shells. Each of these shells has Its own characteristic permittivity 
and conductivity.
el_eff e2_eff
Figure 10
A cell comprises the cytoplasm, membrane and possibly cell wall. Each compartment 
has Its own permittivity. We can find the total permittivity of the cell by combining the 
two innermost layers to find the effective combined permittivity.
The innermost core Is represented as an effective sphere of complex permittivity Si*_eff 
given by
y
^ c^yt m^cm 
cyt ^  mom
cyt Gey, -G ,
G cyt T  ^G (21)
where subscripts cyt correspond to the core of a particle or the cytoplasm of a cell and 
the first shell or the cell membrane (subscript mem), and ri Is the radius from the centre
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of the sphere to the inside of the membrane and r2 is the radius to the outside of the 
membrane. This (N-l)-shell particle can then be replaced by a (N-2)-shell particle by 
replacing the first shell and second shell by an effective sphere of complex permittivity
'2  eff
+  2 - 1 cfF - 8 .
'1 off + 2s
G I off G 
'I off +2s, (22)
where subscript w corresponds to the cell wall of a cell and rs Is the radius of the 
outside of the cell wall. Therefore the Clausius-Mossotti factor can be described as
'2  off + 2s (23)
This model can be used to determine the properties of yeast cells. In order to Interpret 
the dielectrophoretic spectra of most mammalian or human cells, a single-shell model 
can be used.
From the dielectrophoretic spectrum one can see the influence of the permittivity and 
conductivity of cytoplasm, membrane and cell wall. Each dielectrophoretic spectrum 
has two characteristic regions: the cross-over frequencies from negative to positive 
DEP and from positive to negative DEP. Figure 11 to Figure 14 show how changes in 
these parameters have an effect on the dielectrophoretic response of model particles at 
different frequencies.
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O)
cross-over0.5 frequency 1 cross-over 
frequency 2
-0.5
Frequency (Hz)
Figure 11
Different physical properties result in changes in characteristic regions of the spectra. 
Gradient and position of the green line are determined by the dielectric properties of 
the cell wall; the gradient and position of the blue line is determined by the dielectric 
properties of the membrane and the gradient and height of the red line are determined 
by the dielectric properties of the cytoplasm.
03
0.5
.5)
-0.5
Frequency (Hz)
Figure 12
Example for the influence of the radius on the dielectrophoretic collection rate; red line:
radius = 4 jum, blue line: radius = 5jum
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O)
0.5
.o)
-0.5
Frequency (Hz)
Figure 13
Example for the influence of the membrane relative permittivity on the dielectrophoretic 
collection rate; red line: membrane permittivity = 5; blue line: membrane relative
permittivity - 1 0
D)
0.5
.5)
-0.5
Frequency (Hz)
Figure 14
Example for the influence of the effective effective cytoplasmic conductivity on the 
dielectrophoretic collection rate; Red line: effective effective cytoplasmic conductivity 
0.2 S m-3; blue line: effective effective cytoplasmic conductivity = 0.1 S m-3
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Another factor that is commonly referred to is the cross-over frequency fxo where p(mw) 
is zero and no net movement of the cells occurs.
2)te„ -y  (s , „ - e J ( s p + 2 8 „ )  ^24)
Or, if one considers that a cell has a membrane:
(25)
where A is the ratio between the cell radius and the thickness of the membrane:
A = —^  (26)7:, -  r,
and the subscript mem refers to the cell membrane.
Broche et al. (2005) estimated the cross-over frequency at the higher end of the 
frequency spectrum to be:
where the subscript cyt stands for cytoplasm. This calculation is only valid under the 
assumption that the membrane is much smaller than the radius of the cell and that the 
value for
( 28 )
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2.6.4 Modelling Ellipsoidal Objects
Figure 15
A schematic diagram o f an eiiipsoid particie, showing axes x and y, aiong with the 
particie extends by distances a and b. The particle extends aiong the z axis by a iength
ofc.
Since the dielectrophoretic force is dependent on the effective induced dipole moment 
of particles, the model has to be adjusted when analysing ellipsoidal cells such as red 
blood cells. The polarizability is different for the half length of each of the three axes as 
shown in Figure 15.
K{œ) =
3 ( A ( <  - 0 + 4 )
where A„ is the depolarisation factor for the different axis is given by
(29)
A.. =  — abc\ 0 i
ds
2 0 (5 +  o f  yj{s + a^) + {s + b^)+ [s  + c^)
A, = — abc{
ds
+  b f  ^ J{s + a^)+ (s + b^)+ [s  + c^)
ds
2 Q{s +  cŸ^(s + a^) + {s + b^) + (s + c^)
(30)
(31)
(32)
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where s is the variable of integration. As with spherical particles, multi-shell ellipsoidal 
models exist. The effective complex permittivity of the innermost shell along the a=x,y 
axes is given by
*£, +
i_e# -  ‘ 1 r - r ;  r r  ' r
1^ (33)
V, = (34)
where the subscript 0 refers to the permittivity of shell and subscript 1 refers to the 
permittivity of the core of the cell. For further layers, the same approach as with 
spherical particles is taken. The single-shell model can be used to interpret 
dielectrophoretic spectra taken of erythrocytes.
2.6.5 Modelling Muitipie Populations
Broche et al. (2005) discovered that multiple populations with different cytoplasmic 
conductivities within one sample give rise to distinct plateaus within the high-frequency 
end of the dielectrophoretic spectrum as shown in Figure 16. The first population has a 
cross-over frequency close to the first drop in the collection spectrum. The second 
population has its cross-over frequency at the second drop In the collection. This 
spectrum results from the addition of the two populations as shown in Equation 35.
Re[K(o))]eff ~ ARe[K(toL ]+ BRe[lt(m)g ] (35)
where A and B relate to particle concentration.
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2.5
0)O)cm.cOZ'(/>I 0.5
-0.5
Frequency (Hz)
Figure 16
The red curve represents the collection rate of viable cells, whilst the green curve 
shows the collection rate of non-viable cells. The blue curve Is the resulting 
dielectrophoretic response of a mixture of the two populations.
The actual crossover frequency can often not be measured directly because it is 
beyond the range of conventional function generators. However, the frequency at 
which the real part of the Clausius-Mossotti factor begin to decline also depends on the 
effective effective cytoplasmic conductivity. Broche et al. (2005) therefore 
demonstrated that if the experimental data are accurate, the crossover frequency can 
be estimated.
2.7 Applications of Dielectrophoresis and Electrorotation
AC-kinetic techniques have three major applications: the characterisation of cells 
(Huang et al., 1992; Hughes et al., 2002; Labeed et al., 2003), separation of cell 
mixtures (Becker et al., 1994; Talary et al., 1995; Markx et al., 1995) and concentration 
of cells in certain areas of electrode arrays (Hoettges et al., 2003). The focus of this 
chapter is on the characterisation of cells using dielectrophoresis and electrorotation.
Historically, non-uniform electric fields were first used to separate inanimate matter. 
Lowden for example patented a procedure to remove metal particles from lubricating
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oils in 1891. The principle of dielectrophoresis however, was first explored by Pohl over 
a series of papers on non-biological particles. First experiments on living cells were 
described by Pohl and Hawk (1966) who used dielectrophoresis to separate viable 
from non-viable yeast cells. Following their initial work on viable and heat-treated yeast,
Pohl and his co-workers studied further biological effects on yeast cell. They ;
discovered that colony age influenced the effective effective cytoplasmic conductivity j
(Pohl and Crane, 1971). They later described the Influence of UV radiation (Pohl, 1978) j
and treatment with herbicides (Pohl, 1978) on cells. i
Rotation of particles in electric fields were first observed in 1896, a process called 
Quicke rotation (Jones, 1984). However, this rotation was first used to study cells in 
1982 by Arnold and ZImmermann and Mischel et aL (1982). Typically four electrodes 
with a 90° phase difference between adjacent electrodes to induce rotation in cells. The 
speed and direction of the rotation at different frequencies can be Interpreted in regards 
of the cells’ dielectric properties.
Using dielectrophoresis and electrorotation as characterisation tools has several 
advantages over conventional cell assay techniques. Both methods are rapid means to 
study the dielectric properties of a wide range of ceils as shown in Table 1. The major 
advantage however Is that it is non-invasive and ceils can therefore be used for 
subsequent procedures. It also means that there is no need for costly markers or dyes 
that interfere with the organism. Both DEP and ROT can be used to distinguish 
between cell types or to study ceils in varying environmental conditions. Furthermore, 
dieiectrophoresis can not only be used to characterise celis, but also to move cells to 
defined locations on a microarray (Arnold, 2001, Asbury et aL, 2002, Prasad et al., 
2003, Kadaksham et al., 2006) and to separate cells from cells form a cell mixture 
(Pohl and Hawk, 1966, Markx and Pethig, 1995, Yang etaL, 1999a, Wang et a i, 2000). 
Thus dieiectrophoresis has the potential to be employed for chip-based analysis 
systems. Electrorotation can be used to measure the dielectric spectrum of single cells. 
However, this means that it is prone to error due to biological variations within a cell 
population unless a substantial set of spectra are taken. As it is time consuming to take 
ROT measurements it is also difficult to run enough experiments to gain statistically 
meaningful results. Dieiectrophoresis on the other hand produces average spectra of
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entire cell populations which can make the spectra more scattered and large cell 
concentrations are needed to run the experiments.
Cell Type Reference
VIRUS
Capsids of Herpes Simplex 
Virus, type 1 Hughes at a/., 1998, Hughes at a/., 2001
Tobacco Mosaic Virus Morgan and Green, 1997
Influenza Virus Gimsa, 1999
BACTERIA
Escherichia coll Hodgson and Pethig, 1998, Alisopp at al., 1999, Suehiro at ai, 2003, Casteilarnau at al., 2006
EUKARYOTES
yeast Taiary and Pethig, 1994, Asami and Yonezawa, 1996, Zhou at al., 1996, Kriegmaier at al., 2001
oocyst Archer eta/., 1993, Dalton at al., 1999
Neurospora slime and 
Myeloma Tib9 Gimsa ata i, 1991
Algae selenastrum 
capricornutum Hübner at al., 2003
mouse erythrocytes Gascoyne ata i, 1992
K562 Labeed at ai, 2006
MCF-7 Coiey ata i, 2007
Erythrocytes and ghosts Cheung at ai, 2005
Friend murine 
erythroleukaemia ceiis Gascoyne at ai, 1994, Wang atai, 1999
Erythrocytes
Eppmann at ai, 1996, De Gasperis at al., 1998, Budde at ai, 
1999, Huang and Yu, 2003a, Huang ata i, 2003b, Sudsiri at 
ai, 2007
maiaria infected erythrocytes Gascoyne ata i, 1997
axoiotl embryos (Ambystoma 
mexicanum) Abou-Ali at ai, 2002
T-lymphoma cells Reichie at ai, 2000
H357 and HPV-16 Broche at ai, 2007
Daudi and NCI-H929 Cen at ai, 2004
B- and T-lymphocytes, 
monocytes, and 
granulocytes
Yang at al., 1999b
Table 1
This table shows the number o f different cell types that have been studied using either
dieiectrophoresis or electrorotation
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2.8 Review of Procedures Used for AC Eiectrokinetic 
Experiments
From equation 14 it is apparent that the dielectrophoretic force depends on the volume 
of the particle, the polarizability of the particle in relation to the polarizability of the 
medium and the square of the applied electric field (Pethig, 2006b). in order to induce 
dieiectrophoresis, cells are placed into a low-conductivlty medium to reduce heat 
production. To quantify the dielectrophoretic force, indirect measurements have to be 
taken of parameters that stand in relation to the dielectrophoretic force. Examples for 
such measurements are the cell collection rate, levitation height, rotational speed and 
the determination of the cross-over frequency.
Cell collection rate measurements are based on the assumption that the number of 
cells collecting at the electrodes over a given time interval is proportional to the 
dielectrophoretic force. As the dielectrophoretic force is frequency dependent (due to 
the Clausius-Mossotti factor), the cell collection varies over a range of frequencies and 
can even change from negative to positive dieiectrophoresis and vice versa. It is 
however, only a relative indicator of the dielectrophoretic force as other parameters 
such as the initial cell concentration changes the number of collected cells significantly. 
Using the cell collection rate in order to determine the dielectrophoretic force on 
particles dates back to the 1960s when It was first used by Pohl (1978). The technique 
has been successfully used to characterize on a number of types of cells such as yeast 
(Huang et al., 1992), cancer cells (Labeed et a i, 2006), bacteria (Hodgson and Pethig, 
1998, Alisopp et al., 1999) and algae (Hübner et al., 2003). This technique however 
has the disadvantages that it is both labour-intensive and does not allow the 
quantification of negative dieiectrophoresis. It is also very difficult to count particles in 
the nanometre range.
To overcome this difficulty, Hughes et al. (1998) stained herpes simplex virus type 1 
with a fluorescent dye and obtained the rate of collection by measuring the light 
intensity. This However, negative DEP could still not be quantified as viruses were 
being pushed into the bulk solution and out of focus of the microscope when 
experiencing negative DEP. One further disadvantage of this method is that
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background light can alter the results as well, as the fact that fluorescent dyes have the 
tendency to bleach when exposed to light.
Crossover frequency measurements: Another way to determine the dielectrophoretic 
response for particles and cells in the nanometre range is finding the crossover 
frequency, as demonstrated by Hughes et al. (2002). A frequency is chosen at which 
virions are attracted to the electrodes using positive dieiectrophoresis and the 
frequency is slowly changed until the cells are repelled from the electrodes. This 
procedure Is repeated in different conductivity media to increase accuracy of the 
results. However, cells may adhere to the electrodes and only very strong negative 
dielectrophoretic force can repel those cells, giving rise to error. Pethig et al. (2002) 
developed a profiling system that automatically applied a sequence of AC voltages to 
microelectrodes, images were captured at 30 frames per second and the iocation of 
each ceil was tracked and its velocity was derived from the images.
Velocity Measurements: The speed at which cells move in the electric field can be 
observed and used as a measure for the dielectrophoretic response. Usually, an array 
of polynomial electrodes with an interelectrode gap of 25 -  50 pm is used for these 
experiments (Hughes, 2003; Kadaksham et al., 2005, Sanchis et al., 2005). On 
application of the electric field, cells are either attracted to or repelled by the electrodes. 
Experiments are recorded using a video camera setup that is connected to the 
microscope and subsequent pictures are analyzed in regards to the veiocity at which 
individuai cells move. This can be done either manually or using a motion tracking 
system. Again, this procedure is very time consuming, but the biggest disadvantage is 
that oniy single cells can be measured. Measuring individual cells rather than a cell 
population, makes the results prone to error due to natural variations such as different 
stages of age, cell cycle phase state of division or differentiation.
Levitation Height Measurement: In order to quantify negative DEP, the levitation height 
of particies can be measured. When experiencing negative DEP a particie is pushed 
away from the eiectrodes, ieading to a levitational force that Is balanced against the 
negative buoyancy of the particle as it sinks towards the electrodes. By either 
measuring the particle height for a range of frequencies (Jones and Biiss, 1977, Bahaj 
and Bailey, 1979, Kallio and Jones, 1980) or a range of voltages required to ensure
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levitation at constant levitation height (Kaler and Pohi, 1983) the dielectrophoretic 
spectrum can be determined, in order to improve precision in the positioning of 
particles and dielectric measurements, Jones and Kraybill (1986) developed an active 
feedback-controlled levitation system. A sensor is used to detect the position of 
particles between two electrodes and a negative-feedback signal is applied to return 
the particle into the right position. One of the drawbacks of this technique is that once 
again it oniy measures Individual particles rather than entire particie populations.
Rotation Speed: As explained before, electrorotation is the continuous rotation of 
particles when a dipole is induced by a rotating electric field. Both, direction of the 
rotation and the speed of the rotating particle depend on the dielectric properties of the 
cells and the applied frequency, in order to be able to get accurate measurements of 
the rotational speed, experiments are often recorded using a camera and video 
recorder so that the speed can be measured multiple times using a stop watch. As with 
the cell velocity technique, It means that oniy the properties of individual cells are 
measured rather than entire ceil populations (Archer etal., 1999).
Impedance Measurements: Mureau et al. (2006) demonstrated that the changes in the 
impedance change across the electrodes after application of a non-uniform electric 
field depend on the collection rate of nanotubes. The impedance change was 
measured at different frequencies for 5 min at an interval of 1 s. As shown in Figure 17, 
a resistor was connected in series to the electrodes. The voltage was measured across 
the reference resistor as well as the total voltage across the resistor and the eiectrodes 
using a digital oscilloscope. By doing so, the impedance across the interelectrode gap 
could be calculated. Changes over time were due to the movement of nanotubes 
experiencing dieiectrophoresis. One of the drawbacks of this technique is that it 
requires highly sophisticated and sensitive equipment. The technique has great scope 
for automation. However, the two dimensional (2D) electrode design makes it difficult to 
perform these experiments In parallel. Other groups used Impedance measurements in 
order to monitor growth rates of cells In well plates (Suehiro et al., 1999, Suehiro et al., 
2001, Mohanty et al., 2003). However, this technique has not yet been developed 
further to give information about the dielectric properties of celis.
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Reference Resistor
Figure 17
Experimental setup for Impedance measurements
Automated Dieiectrophoresis and Electrorotation: Price et al. (1988) and Burt et al. 
(1989) developed an automated, optical method to measure the dielectrophoretic 
response of cells. At the core of this setup was a dieiectrophoresis chamber consisting 
of two microelectrode arrays of interdigitated electrodes. The cell solution was placed 
in the gap between those two electrode arrays and a dual beam optical spectrometer 
was used to measure the light intensity of a light beam that passes through the gap 
between the two electrode arrays. When experiencing positive DEP, cells were pulled 
out of the bulk solution towards the electrodes, increasing the optical density between 
the electrode arrays. When experiencing negative DEP, the cells were pushed away 
from the electrodes into the gap between the electrodes. As a result, the optical density 
measured by the spectrometer increased. This system bears a great advantage over 
other dielectrophoretic measuring techniques as it is possible to quantify negative DEP 
with it.
Interdigitated electrodes were used by Gascoyne et al. (1992) to study the dielectric 
properties of mouse erythrocytes by employing computer-aided image analysis to 
quantify the direction and rate of dielectrophoretic cell collection. This system could 
again be used to quantify positive and negative DEP.
Several attempts have been made to automate characterization of cells using 
electrorotation. Computer-aided image analysis has been used to automate the 
measurement of rotational velocity of Individual particles (De Gasperis et al., 1998) or
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up to 256 cells at once (Zhou et al., 1998). Laser tweezers are usually employed to 
position single cells in the centre of the electrode gap (De Gasperis et al., 1998, 
Reichie et al., 2000, Cristofanilli et al., 2002). Frame-to-frame calculations distinctive 
cell features were used to track the ROT direction and velocity allowing the rapid 
measurement of ROT spectra within few minutes. .
Similarly, Hôlzel (1998) reported the use of an automated ROT system that allowed the 
measurement of the rotational velocity of cells In real-time. A transputer based moment 
generator was used to calculate the centre of gravity and Inertial axis cells from the 
binary image moment. Using this technique, a spectrum was recorded within 3 min. To 
overcome limitations due to single cell analysis, Gascoyne et al. (1992) used a 
computerized Image processing technique to study and quantify dielectrophoretlcally 
induced motion in cells. Up to 300 cells were observed simultaneously allowing 
meaningful statistical analysis. The drawback of this technique however is again the 
restriction to particles that allow microscopic observation.
In order to overcome this problem, Prüger et al. (1998) combined dynamic light 
scattering with electrorotation and recorded one entire ROT spectrum within 6 min. A 
laser beam was passed through the dilute cell suspension that was placed inside a 
micro-ROT chamber. On application of the electric field the phase angle of the beam 
was changed due to the rotation of particles. The phase shift was measured as a 
function of frequency to allow the recording of a ROT spectrum. From this information 
the rotation velocity could be determined, offering the possibility for computerized 
measurements of dielectric properties of cells.
Adamson and Kaler (1988) described an automated system based on computer 
controlled feedback levitation. They used isomotive electrodes through which the cell 
suspension was injected. On application of the electric field the displacement of cells 
was detected using a computer controlled photodiode array and laser light source. The 
dielectric properties are derived from the voltages needed to levitate the cells at a 
constant height. One problem with levitation height experiments is that only single cells 
can be analyzed, in order to overcome this problem, Prasad et al. (2005) developed a 
planar ring levitator that was built of 156 individual planar ring electrodes. Six sections 
of 25-31 rings were powered by an individual voltage source.
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Reichie et al. (1999) developed a 3D micro electrode octopole structure that focused 
and rotated cells without the need of optical tweezers. Furthermore they used a micro 
optical single particle dynamic (MOSPAD) method to measure the rotational spectrum 
automatically. Using 2D electrode arrays has got the disadvantage that cells can 
adhere to the electrodes. By using 3D electrode structures, cells can levitate between 
the electrodes in solution, which makes the numerical calculation of the electrically 
induced forces more accurate. The same MOSPAD analysis technique was also used 
by Reichie et al. (2000) and Mietchen et al. (2002) who used a planar electrode array 
with a micro-channel to determine the electrorotation spectrum of T-lymphocytes and 
green algae respectively.
2.9 Summary and Discussion
The first part of this chapter focussed on the components of cells and the functions of 
different parts of cells. It is important to understand the structure and function of cells 
when analysing results from dielectrophoretic measurements. Dieiectrophoresis is the 
force induced in poiarizable particles (such as cells) when suspended in a non-uniform 
electric fields. Over the past four decades it has been widely used to arrange, trap, 
separate and characterise particles and cells such as yeast, latex beads, bacteria, 
algae, viruses, cancer cells and blood cells. This has lead to possible applications in 
areas like pharmacoiogy, microbiology, oncology and environmental analysis. 
Dieiectrophoresis offers advantages over many flow cytometric methods, because the 
measurement does not rely on the detection of secondary indicator reactions, and does 
not require the use of fluorescent labels or other chemicals. However, despite this clear 
advantages offered by dieiectrophoresis analysis, uptake has been low, remaining 
largely in the academic arena because of its labour-intensive and time consuming 
nature. Aithough there have been attempts to automate dielectrophoretic 
measurements in the past, these systems were hard to incorporate in existing industry 
based standard procedures and required expensive hardware.
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Chapter 3:
Investigation of weii eiectrodes
This chapter will review AC eiectrokinetic techniques avaliable for celi characterisation, 
as well as the different electrode designs that have been developed for 
dieiectrophoresis and electrorotation. Advantages and disadvantages of different 
electrode types are discussed and novel three-dimensional well electrodes are 
presented. Results using those weli eiectrodes are compared to published data and 
results obtained using needle electrodes for a range of cell types and sizes. Further 
results will be presented using impedance measurements to determine the collection 
rate. Finaliy, the effects of Ion channel blockers on Jurkat T-lymphocytes are 
determined and the effects of saponin and valinomycin on red blood cells are studied.
Dielectrophoretic measurements have long been established as a useful tool in cell 
characterisation and cell analysis. By anaiysing DEP-frequency spectra, the dielectric 
properties (such as the permittivity and conductivity of cytoplasm and cell membrane) 
of the cells can be determined (Pohl, 1978a). Permittivity is the extent to which 
localised charge distributions can be distorted by polarisation through an external 
electric field. Conductivity is a measure of the ease with which delocalized electric 
charge can migrate through the material under the influence of an electric field (Pethig, 
1979). This makes dieiectrophoresis a powerful tool to determine if, and in which 
manner, drugs interact with cells.
3.1 Review of Electrode Types
A non-uniform electric field will be produced by any electrode design other than parallel 
plates (as used in electrophoresis). However, depending on the experimental design, 
certain electrode configurations offer advantages over others. Experiments using 
dieiectrophoresis as a characterisation tool require different electrodes than those 
employing electrorotation. The ability to incorporate eiectrodes Into “lab-on-a-chip”
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devices has become increasingly important for the electrode design in recent years 
(Pethig and Markx, 1997).
Needles, Pins and Plates: Among the first electrode designs for dieiectrophoresis were 
macro-electrodes of cylindrical or spherical configurations that were easy to construct. 
Examples for this type of electrodes are pin-plate electrodes used by Pohl and Hawk 
(1966) and pin-pin (or needle electrodes) by Crane and Pohl (1971), as shown in 
Figure 18A. Both types of electrodes were made of platinum wires and platinum plates 
and the interelectrode gaps were in the millimetre range. Experiments were conducted 
at 30 V and more. Since then, a variety of electrode geometries have emerged. Crane 
and Pohl (1971) used pin-pin electrodes which were manufactured from 22-gauge, 
0.51 mm diameter platinum wire with an inter-electrode gap of 2.75 mm. A similar 
electrode configuration was used by Labeed et al. (2006) who used two syringe 
needles that were mounted into a Petri dish with an inter electrode gap of 100pm as 
shown in Figure 18B. MacDonald et al. (1992) used a ring electrode design to align 
cells using DEP for subsequent experiments with electrofusion. The inter-electrode gap 
was 1.5 mm.
B
Figure 18
Schematics of pin, plate and needle electrodes: (A top) Pin-Plate electrodes and (A 
bottom) Pin-Pin electrode have been used in some of the earliest work on 
dieiectrophoresis, (B) Needle electrodes mounted in a Petri dish.
All those electrode structures were considerably larger than the cells being analysed. If 
the gap between electrodes is too large it might be necessary to use high voltages to 
induce dieiectrophoresis. This in turn leads to Joule heating and consequently heat 
convection around the electrodes which interferes with dielectrophoretic measurements 
(Crane and Pohl, 1971).
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Pethig and Markx (1997) demonstrated that the dielectrophoretic force is proportional 
to the factor VE^ _ which has the units V^m'^. An n-fold change in the electrode scale 
therefore results In an operating voltage change of n '^  ^ to produce the same 
dielectrophoretic force (Pethig and Markx, 1997). As shown in Equation 36, reducing 
the scale of the electrode size means that lower voltages can be used to operate 
electrodes to give a desired dielectrophoretic force. This realisation lead to the advent 
of microelectrodes.
y|g|2 _
' ' "  (36)
Reducing the scale also leads to other advantages such as the consequent reduction 
of electrical heating effects and electrochemical effects as the electrode surface area in 
contact with the fluid Is reduced (Aoki, 1993).
A disadvantage of needle electrodes is that negative dieiectrophoresis cannot be 
quantified as cells disperse into the bulk solution when being repelled by the 
electrodes.
Microelectrodes: With the advent of micro fabrication techniques and photolithography, 
the electrode design for dieiectrophoresis has evolved far from the bare wire plate or 
pin electrodes that were used for early experiments. Bahaj and Bailey (1979) used 
micro ring-disc electrodes with a diameter of the ring electrode of 80 pm and an inter 
electrode gap ranging between 300 and 410 pm.
Price et al. (1988) fabricated castellated Interdigitated electrodes as shown in Figure 
19. An advantage of this type of electrodes is that cells experiencing negative 
dieiectrophoresis collect in a defined place in the interelectrode gap. Using this type of 
electrodes enabled researchers to quantify negative DEP by measuring the velocity of 
the cell movement (Sanchis et al., 2005).
4 5 -
Yvonne Hübner Chapter 3: Investigation of well electrodes
Figure 19
Schematic of castellated interdigitated electrodes: This type of electrodes has 
successfully been used to characterize cells as well as separate cells out of cell 
mixtures using dieiectrophoresis.
Polynomal and Quadrupole Electrodes: Huang and Pethig (1991) designed electrodes 
of polynomial design in order to collect cells in a defined, enclosed region when 
experiencing negative dieiectrophoresis. This electrode structure was later 
predominantly used for electrorotation experiments. Early electrorotation setups 
consisted of four needles (Arnold and Zimmerman 1982b, Gimsa et al. 1991).
Similar structures were used by Reichele et al. (1999) and Prüger et al. (1998) who 
constructed octupole electrodes by building electrorotation chambers with quadrupole 
electrode array at the top and one at the bottom of the chamber. This allows cells being 
focused in the centre of the electrodes by one set up quadrupole electrodes and the 
other set of quadrupole electrodes to rotate the cells.
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Figure 20
Schematic of quadrupole electrodes: This type of electrodes is commonly used to 
record rotational spectra. The four electrodes are addressed with four sinusoidal 
voltages, each separated by a 90° phase angle.
Electrodes for levitation: A different set of electrodes has been designed for levitation 
experiments (Benguigui and Lin, 1978, Jones and Kraybill, 1986). The first electrodes 
used for levitation experiments were of a cone-plate design as shown in 
Figure 21 A. Cells levitate below the tip of the cone and above the plate. The levitation 
height gives a measure of the dielectrophoretic force and can be used to record a 
dielectrophoretic spectrum at different frequencies. A similar electrode design is the 
ring-disc design as shown in Figure 21B (Bahaj and Bailey, 1979). Similar to the 
electrorotation experiments, the major disadvantage of this kind of characterisation is 
that experiments are designed for small numbers of cells. Usually, using ROT, cells are 
videotaped at different frequencies, allowing the user to measure the rotation speeds of 
all cells at a given applied frequency. There is a limit however on how many cells can 
be recorded at the same time, as cells have to be clearly visible, which often means 
that a high magnification is used, which in term limits the number of cells that can be 
seen in each frame. In order to overcome this problem, Qian et al. (2002) developed 
multi ring-disc electrodes that allow the measurement of several particles at once. This
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however, makes the electrodes more difficult to manufacture and the analysis more 
complex.
Figure 21
Schematic of electrode designs used for levitation experiments: (A) cone-plate 
electrodes and (B) ring-disc electrodes
Another electrode type used for levitation experiments are isomotive electrodes as 
shown in Figure 22. This electrode design has also been suggested for the use in cell 
separation by Pohl and Pollock (1978b), but found little application since. The 
advantage of this type of electrodes is that a particle experiences the same 
dielectrophoretic force independent from its position within the electrodes. In order to 
separate different cell types from each other, a mixture of cells Is injected onto the 
electrodes and cells start to descend along the electrodes due to gravity. This way, 
cells separate into distinct bands according to their dielectric properties.
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Figure 22
Schematic of isomotive electrodes which can be used for cell characterisation and cell
separation.
Dots: Fatoyinbo et al. (2006) developed a dot electrode design as shown in Figure 23. 
When experiencing positive DEP, cells are being attracted to the electrode edge and 
thereby evacuate the dot centre. When experiencing negative DEP cells are pushed 
into the middle of the dot centre and thereby increase the optic density in the centre of 
the dot. The same principle of measurement of the dielectrophoretic response of cells 
has been applied when using the well electrodes. The advantage of this electrode type 
is that positive and negative DEP can be easily quantified as cells move into distinct 
regions. Changes in light intensity are proportional to the DEP force.
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Figure 23
Dot electrodes: The cell suspension in injected onto the 20 electrode array and the 
light intensity is measured in order to record the dielectrophoretic spectrum.
Microtitre Plates: One major drawback that all planar electrode structures have in 
common is the limited capacity for parallel experiments. When applying the cell solution 
on those planar electrodes it spreads across the entire array making it difficult to 
perform large numbers of different experiments simultaneously on one electrode array. 
In order to overcome this problem, Burt et al. (2007) designed microtitre plates that 
have ITO electrodes of a quadrupole design at the bottom that allow electrorotation 
experiments as well as dielectrophoretic experiments. By placing electrodes at the 
bottom of industry-standard well plates it is possible to multiple experiments. One 
drawback of this technique however is that sophisticated optical equipment is needed 
to monitor the movement within the wells.
Well Electrodes have first been designed to separate cells (Fatoyinbo et al., 2005) or to 
focus cells into the middle of a flow cytometry stream (Yu et al., 2005). As shown in 
Figure 24A they consist of alternating layers of conducting and non-conducting 
materials. Every second conductive layer is connected to ground; the remaining 
conductive layers are connected to the phase of the signal. A channel is drilled through 
these sheets of electrodes to allow the cell solution to be pumped through this whole.
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The purpose of this study is to show that these electrodes also have the potential to be 
used for cell characterisation by using the same analysis techniques as described by 
Fatoyinbo et al. (2006) for the dot electrodes.
Figure 24
(A) Schematic of well electrodes: every other layer of electrodes is connected to 
ground, the others are connected to phase. Each electrode layer is separated from the 
next electrode by an insulator. (B) Picture of fabricated well electrodes.
Electrodes for separation, concentration and transporting cells: The main research 
focus over the last decade has been on the application of dieiectrophoresis and 
electrorotation for concentration, separation and positioning of cells and particles. A 
vast number of different electrode designs have been developed to achieve this goal. 
Geometries range from isolating post electrodes (Lapizco-Encinas et al., 2004), micro­
well electrodes (Rosenthal and Voldman, 2005), ring electrodes (Taff and Voldman,
2005), dot electrodes (Gray et al., 2004, Fatoyinbo et al., 2006) and zipper electrodes 
(Hoettges et al., 2003) to separate and concentrated cells. Abidin et al. (2007) used 
perspex slabs and wire cloth electrodes which were sandwiched together to form a 
DEP separation chamber. Electrodes of addressable grid geometry (Suehiro and 
Pethig, 1998), 3-dimensional cages (Müller et al., 1999, Medoro et al., 2003) and 
channel electrodes (Fatoyinbo et al., 2005) have been used to move cells along micro 
channels. However, useful as those electrode geometries are for those purposes, they 
are less useful for the characterization of cells.
In this chapter, the ability for cell characterisation with well electrode will be explored.
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3.2 Material and Methods
3.2.1 Cell Culture and Preparation
Yeast cells Saccharomyces cerevlsae (S. cerevisae) were cultured at 37 °C in yeast 
extract peptone glucose (YPD) broth medium (Sigma Aldrich, Gillingham, UK) 
containing 20 g L'  ^ bacteriological peptone, 10 g 1'^  yeast extract and 20 g 1'^  glucose. 
Cells were harvested after 12 h. Before experiments were conducted, cells were 
centrifuged at 1000 g for 3 min (PK121R centrifuge by Thermo Electron Corporation, 
ALC International) and the pellets were washed and resuspended in a low-conductivity 
medium. The medium was prepared fresh by adding small amounts of phosphate- 
buffered saline (Sigma Aldrich, Gillingham, UK) to 280 mM mannitol until a final 
conductivity of 3 mS m'  ^ was reached, as described by Huang et al. (1996a). The final 
cell concentration was counted using an haemocytometer (Neubauer, Superior, 
Marlenfeld, Germany) and was adjusted to 10^ cell m \'\
Yeast cells that underwent heat-treatment for inducing cell death were grown in YPD 
broth medium for two days prior to the treatment. This cell suspension was then diluted 
10® fold using deionised water and heated for 5 min at 75 *0 in a water bath. 
Afterwards the cell solution was diluted another 100 times with water at 20 "C. 
Afterwards the conductivity was adjusted using PBS to 5 - 10'® S m'  ^ (Huang et al., 
1996a).
Human chronic myelogenous leukaemia (K562) and human T-cell leukaemia cells 
(Jurkat, E6.1 clone) were maintained in continuous suspension culture using RPMI 
1640 medium (Gibco, Paisley, UK), supplemented with 10% foetal bovine serum 
(GIbco, Paisley, UK), 2 mM L-glutamine (Sigma Aldrich, Gillingham, UK), and 100 units 
ml"'' penicillin- streptomycin (Sigma Aldrich, Gillingham, UK) in a humidified incubator at 
37 °C under an atmosphere of 5% CO2 in air. For dielectrophoretic experiments, cells 
were centrifuged for 3 min at 200 g (PK121R centrifuge by Thermo Electron 
Corporation, ALC International). The pellets were washed and resuspended in a low- 
conductivity medium (Labeed et al., 2006) consisting of 8.5% (w/v) sucrose (Sigma 
Aldrich, Gillingham, UK) and 0.3% (w/v) glucose (Sigma Aldrich, Gillingham, UK). The
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conductivity was adjusted to 2.5 mS m'  ^ using phosphate-buffered saline (Sigma 
Aldrich, Gillingham, UK) for K562 cells and to 5 mS m‘  ^for Jurkat cells.
Red blood cells of the type A1 (Lome Laboratories, Reading, UK) were stored in 
modified Alsever’s solution, containing 0.103 g 1'^  neomycin sulphate, 0.349 g 1'^  
cloramphenicol. The cells were centrifuged at 740 g for 4 min (PK121R centrifuge by 
Thermo Electron Corporation, ALC International) and the pellets were washed and 
resuspended in medium consisting of 280 mM mannitol (Sigma Aldrich, Gillingham, 
UK) and was adjusted to a conductivity of 3 mS m"^  by adding small amounts of 
phosphate-buffered saline (Sigma Aldrich, Gillingham, UK) and was raised further to a 
final conductivity of 5 mS m"^  by adding 1 molar CaCla-solution (Sigma Aldrich, 
Gillingham, UK).
3.2.2 Trypan Blue Test
Before and after experiments, the cell viability was measured using trypan blue 
staining. Twenty pi trypan blue (0.4% w/v) (Sigma Aldrich, Gillingham, UK) were added 
to 20 pi cell suspension, mixed well and viewed under the microscope. A minimum of 
100 cells were counted and the number of cells that were stained blue was noted.
3.2.3 Fabrication of Three-Dimensional Weii Eiectrodes
In order to verify the concept of well electrodes, prototypes were constructed, using a 
laminate of alternating layers of 35 pm thick copper tape, 1 5 x 6  mm wide, separated 
by an Insulating polyimide layer and adhesive layers of the tapes, leaving a net inter­
electrode spacing of 118 pm. The laminate was made by placing the polyimide tape on 
top of the copper tape so that it masked about two thirds of the copper. In a second 
step, copper-polyimide strips were placed on top of each other so that the polyimide 
tape was in the centre and the two copper ends faced in opposite directions. The final 
laminate consisted of 12 alternating copper layers. Holes were then drilled through the 
laminate with a 0.7 mm diameter drill bit, so that the walls of the holes had electrodes 
of alternating potential separated by insulating layers. The bottom layer of copper tape 
was placed on a microscope slide to provide a base for the electrode array, thus
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producing multiple enclosed electrode-bearing wells. To prevent the wells from leaking, 
the edges were sealed with epoxy resin.
To test the influence of insulator thickness, the same electrodes were built by 
alternating two layers of polyimide tape and one layer copper tape as well as a set of 
electrodes with alternating three layers polyimide tape and one layer copper tape.
At a later stage, these electrodes were manufactured by Tru-ion Printed Circuits Ltd., 
Royston. The laminate was constructed of twelve layers of 17 pm-thick copper plates 
interleaved with 75 pm-thick polyimide, through which holes were drilled with a 0.7 pm 
diameter bit. The well base consisted of a 1mm polycarbonate layer bonded to the 
structure using high-temperature curing resin. All exposed copper surfaces were gold- 
plated to ensure biocompatibility.
3.2.4 Experimental Setup for Well Electrodes
As shown in Figure 25, the dielectrophoretic setup used for experiments consisted of 
well electrodes, signal generator, oscilloscope, microscope, camera and a computer. 
The computer was used to control the signal generator and camera and was also used 
to store ail recorded data.
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Camera
Computer and Monitor
Signal Generator
Oscilloscope
Well Electrodes
Microscope
Figure 25
Experimental Setup: Signal generator, oscilloscope and camera are all controlled by a 
computer. A signal is applied to the electrodes by the signal generator and the camera 
records images of the well electrodes every 5 s, which are then analyzed using the
computer.
Function generator. FG 100 function generator (Grundig electronics/Digimess, Fürth, 
Germany) was used to generate the signal and had a frequency range of 0.5 Hz to 20 
MHz. Output voltages ranged between 10 mVpk.pk to 10Vpk.pk/50^. All functions were 
set remotely via a serial interface RS-232C for communication with a PC. The signal 
was provided by the function generator and was monitored using a Digital Storage 
Oscilloscope IDS-710 (RS Components Ltd., Corby, UK). Using the RS-232 interface, 
the output voltages were recorded for each experiment.
Microscope: Nikon Microscope Eclipse 50i (Nikon Instrumentations Europe,
Bodhievedorp, The Netherlands) was lit with a 6V-30W halogen lamp (Philips 5761) 
and was used to view the cells within the well electrodes. Images were recorded with a 
AVT Dolphin 145B camera (National Instruments, USA), which was a black and white 
IEEE 1394 SXGA camera equipped with a 1392 x 1040 pixel progressive 2/3" CCD. 
The camera was controlled using a MATLAB script (Matlab version R20006b, 
Cambridge, UK). The camera had an 8bit analogue to digital converter (ADC), dividing 
the light intensity into 256 steps (from 0 to 255). The light intensity was changed by
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adjusting the brightness control knob of the microscope. A 4x magnification objective 
was used to view the well.
Software: Most functions were controlled using a MATLAB script (Matlab, Version 
2006b) that controlled the camera, signal generator and oscilloscope. It also was used 
to analyse the light intensity change over time and to plot the dielectrophoretic spectra. 
The camera brightness, gain and exposure as well as the time period for the 
experiment and the time interval between two pictures were all controlled by the 
graphic user interface (GUI). It also allowed showing a live preview of the image to 
enabling the user to move the well into the centre of the frame. The image resolution 
could be set to different sizes, but was kept for the experiments in this study to 
600x800 pixels. The signal generator was controlled by this programme. Parameters 
that were changed were the frequency, voltage and offset voltage as well as the wave 
form used. Once the experiment was started, the first frame was taken without the 
electric field being applied to the electrodes. Then the field was switched on and further 
pictures were taken automatically at a given time interval for a given time period.
The programme was also used to analyse the recorded data. The analysis method 
used was based on absorption measurements (Burt et al., 1989, Fatoyinbo et al.,
2006). Due to the dielectrophoretic force, particles experience either positive or 
negative DEP. In the case of positive DEP, the particles are pulled to the electrodes, 
evacuating the centre of the well and reducing the absorption in this region. When the 
particles experience negative DEP, they are pushed away from the electrodes towards 
the centre of the well, and thereby increasing the absorption in that region. By 
analysing the light intensity change across the well over time, both the magnitude and 
direction of the dielectrophoretic force on the particles can be determined.
Before the light intensity change within the well could be analysed, the well had to be 
identified in the picture. To do that, the picture was converted into a binary mask, 
setting all points above a certain brightness threshold to 1 and all points below this 
threshold to 0. Then a morphological algorithm filtered out objects that had a radius 
smaller than 20 pixels diameter. Afterwards the programme checked that there was 
only one object left to be analysed. Once the well was found, the centre of the 
remaining object was found using a “centre of gravity” algorithm. Then the well was
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split Into 10 concentric circles that were each analysed separately. This was only done 
for the first frame, and assumed that the electrodes did not move during the 
experiment. In order to determine the light intensity change over time In the different 
areas of the well, the light intensity average across each circle was calculated from the 
initial picture. This was repeated for every picture. This produced a contour plot of the 
light intensity change over time across the well for each frequency. From this plot the 
light intensity at 120 s of band 7 to 10 are normalised by multiplying them with 1/(root 
mean square) and averaging those results.
For dielectrophoretic experiments, the cell solution was Inserted into the well electrodes 
using a 1 ml syringe. The electrodes were energized with a 10Vpk-pk signal over a 
range of frequencies from 10kHz to 20MHz at 5 points per decade, and for two minutes 
per frequency. A picture was taken every 5 s.
Before each set of experiments, a blank was run without connecting the signal 
generator to the electrodes in order to insure that the cell solution did not leak from the 
electrodes and to confirm that there were no external factors interfering with the 
measurements. To do that, the electrodes were filled with the cell solution and the DEP 
spectrum was recorded. Only when the blank did not show any significant changes 
over 3 min, were the experiments performed.
3.2.5 Experimental Setup for Needle Electrodes
As shown in Figure 26, the dielectrophoretic setup used for experiments consisted of 
the dielectrophoresis chamber, signal generator, microscope, camera and a monitor, 
used to view the cells and the electrodes. The electrodes were built using two syringe 
needles, which were glued to a glass Petri dish with a gap of 100 um between the two 
needle tips. The needles were placed with the flat side facing downwards, touching the 
bottom of the Petri dish to ensure that the cell collection was in the focus plane of the 
microscope (Labeed et al., 2006). The electrodes were energized by a FG 100 function 
generator (Grundig Electronics/Digimess, Fürth, Germany) generator providing a 
sinusoidal signal and monitored using an ISO-TECH IDS710 digital oscilloscope. Cells 
within the dielectrophoretic chamber were viewed using a Nikon Eclipse TS100
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inverted microscope (Nikon Instrumentations Europe, Bodhievedorp, The Netherlands) 
with a 10x magnification and a Dolphin 1458 camera (National Instruments, USA).
Camera
Computer and Monitor
Signal Generator
Oscilloscope
Needle Electrodes
Microscope
Figure 26
Experimental Setup: The needle electrodes were energized using a signal generator. 
The voltage was controlled using an oscilloscope. The cells were observed using a 
camera that was connected to an inverted microscope.
For the dielectrophoretic experiments, 4 ml of the cell solution at a cell concentration of 
5 -10® cells ml'^ were pipetted in to the dielectrophoresis chamber using a micropipette 
(Accurette, Jencons Scinetific Ltd., East Grinstead, UK). Recordings were taken for 1 
minute during which time the cells that were pulled to the electrodes were counted 
using a handheld tally counter. After each measurement, the signal generator was 
switched off and the collected cells were resuspended Into suspension using a pipette. 
A 10 Vpk-pk signal was applied to the electrodes and a frequency range of 10 kHz to 20 
MHz was recorded with 5 points per decade.
3.2.6 Influence of ambient lighting on experimental results
The light passing through the well electrodes was used to determine the 
dielectrophoretic spectrum. It was assumed that changes in light intensity were due to 
cell movement induced by dielectrophoresis. In order to exclude any interference by
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light contaminations from the surroundings, experiments have been performed 
measuring the light Intensity change across an empty well for 5 min. Experiments were 
repeated with a person sitting in front of the microscope, with a person walking up and 
down in the proximity of the microscope and with a person standing about 2 m away 
from the microscope.
3.2.7 Influence of voltage on the dielectrophoretic 
measurements
It has been observed that the voltage drops at frequencies above 10 MHz. In order to 
be able to quantify the difference in the dielectrophoretic force, experiments have been 
performed using yeast cells at 16 kHz and 1 MHz with a signal of 6 Vpk-pk. 8 Vpk-pk and 
10 Vpk-pk. The two frequencies were chosen In order to induce positive and negative 
DEP. Experiments were repeated three times and special care was taken in the mixing 
of the cells to ensure that changes In the spectra were not due to changes In the cell 
concentration.
3.2.8 Impedance measurements
In order to be able to determine if dielectrophoretic spectra can be recorded using 
impedance measurements, experiments were performed measuring the change in 
impedance simultaneously with the change In light intensity across the well at 
frequencies ranging from 10 kHz to 20 MHz. The change In light Intensity was 
measured as described in the chapters before. For the impedance measurements, a 
second computer was used to measure the change in impedance every 0.1 s for 2 min 
automatically. As shown in Figure 27, a resistor was connected In series to the 
electrodes. The voltage was measured across the reference resistor as well as the total 
voltage across the resistor and the electrodes using a digital oscilloscope. By doing so, 
the Impedance across the interelectrode gap could be calculated using Equation 37, 
where Vt Is the total voltage across the whole setup, Vr Is the voltage across the 
reference resistor and Ve is the voltage across the well electrodes.
Vt=Vr + Ve (37)
- 5 9 -
Yvonne Hübner Chapter 3: Investigation of well electrodes
During the impedance measurements the voltage measured across the reference 
resistor was adjusted to be between 1/10 to 1/100 of the voltage measured across the 
entire circuit.
HZZl—
Electrodes
AC
 WV------
Reference Resistor
Figure 27
Setup for impedance measurements o f the dielectrophoretic spectrum
In order to insure that the cell concentration was high enough for cells to span across 
the interelectrode gap when collecting, preliminary experiments were performed using 
planar ITO electrodes with the same electrode spacing as the well electrodes used.
3.2.9 Membrane transport of ions and small molecules
One of the standard eiectrophysloioglcal standard tests is to measure the effects of 
substances such as ion channel blockers. In order to test whether well electrodes can 
be used to detect changes in the electrical properties of cells after treatment with ion 
channel blockers, Jurkat leukemic lymphoblasts were treated with three ion channel 
blockers: quinine, verapamil and NPPB (5-nltro-2-(phenylpropylamlno)-benzoate) 
which block potassium, calcium and chloride channels, respectively.
For the ion channel blocker treatment, the cell concentration was adjusted to 10® cells 
mM. Aliquots were Incubated for 2 h with either 0.1 mM quinine, 20 pM verapamil, or 
10 pM NPPB. Afterwards the cells suspensions were centrifuged at 500g for 3 min, 
washed, and resuspended in a conductivity medium consisting of 8.5% (w/v) sucrose 
plus 0.3% (w/v) glucose. A conductivity of 3 mS m'  ^ was achieved by adding small
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amounts of phosphate-buffered saline (composition as before). Solvent controls were 
performed.
3.2.10 Measurement of Drug Actions on Erythrocytes
Red blood cells of the type A1 (Diagnostics Scotland, Edinburgh) were pelleted by 
centrifugation at 740 g for 4 min. The pellets were resuspended in an isoosmotic 280 
mM mannitol medium that was adjusted using a conductivity meter to a final 
conductivity of 5 mS m"^  and a pH of 7.4 by adding small amounts of 100 mM 
phosphate buffer and CaCl2 . Cells were treated with valinomycin by adding 10 pg ml'  ^
final concentration of the drug (dissolved in ethanol at a stock concentration of 10 mg 
ml'^). After incubation for 30 min at room temperature, the cells were pelleted from the 
conductivity medium by centrifugation at 740 g for 4 min and resuspended in fresh 
conductivity medium. Saponin treatment was performed by adding 40 pg mM saponin 
to the sample, followed by incubation at 0 "C for 1 0 min. The cells were pelleted again 
at 740 g and resuspended in fresh conductivity medium to give a final cell density of 
10® cells mM. Experiments were performed at 10 Vpk-pk with a frequency range between 
1 kHz and 20 MHz. Solvent controls of all experiments were performed.
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3.3 Results and Discussion
3.3.1 Determination of DEP Spectra measuring light intensity 
change
The dielectrophoretic effects were quantified by measuring the light intensity change 
over time. The cell suspension was injected into the well electrodes. On application of 
the electric field, the cells experienced either positive or negative dielectrophoresis. 
Figure 28 shows cells before and after undergoing positive DEP. When the cells 
experienced positive dielectrophoresis, those in the immediate proximity of the 
electrodes were attracted to the electrodes within the first 10 seconds of application of 
the electric field, emptying a 10 pm-ring around the rim of the electrodes. Cells that 
were closer to the centre of the well were also being attracted to the electrodes, but at 
a much slower pace. Since the cells were being collected at the electrode edges, fewer 
cells remained within the well and the light absorbance decreased over time. This 
observation is consistent with finite element modelling (FEM) by Broche et al. (2009) as 
well as results from optical dielectrophoresis spectrometer measurements (Burt et al., 
1989, Talary and Pethig, 1994). The dielectrophoretic force weakens with distance into 
the well and is strongest close to the well wall. The cells therefore experience a 
stronger force as they approach the electrodes.
Figure 29 shows cells within the well before and after undergoing negative DEP. When 
experiencing negative dielectrophoresis, the cells within the distance of about 20 pm of 
the electrodes were pushed into the middle of the well, clearing the zone along the 
edge of the well. At the inner border of this empty zone, cells are closer to each other 
and therefore absorb more light in this area. With time, this ring expands slowly as the 
dielectrophoretic force decreases with distance, pushing the cells into an ever smaller 
area and thereby increasing the light absorbance. Already after 10 seconds, changes 
in the light intensity can be measured.
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Figure 28
Images of cells experiencing positive DEP (A) stiows the well before application of the 
electric field; (B) shows the well 20 s after the electric field was applied. The cells are 
being pulled towards the electrodes, leaving a large zone of depletion along the 
electrode edge. Magnification, .40x
Figure 29
Images of cells experiencing negative DEP (A) shows the well before application of the 
electric field; (B) shows the well 20 s after the electric field was applied. The cells are 
being pushed away from the electrodes, leaving a zone of depletion along the 
electrode edge and a zone of high cell concentration behind the fist zone.
Magnification, 40x
-  63 -
Yvonne Hübner Chapter 3: Investigation of weii eiectrodes
Those changes in light Intensity are then plotted as a contour plot of the light intensity 
change across the well In relation to the time. Figure 31 shows an example for a 
positive DEP response. The contour plot shows the light intensity change over time in 
seconds (y-axis) for the different regions of the well (x-axis) for one frequency. The 
area of the well was divided into 10 concentric circles and numbered as shown in 
Figure 30. Circle 1 represents the centre of the well, while circle 10 is the edge of the 
well. The colours range from blue (to indicate areas in the well that get darker) to red 
(to indicate those areas in the well that get lighter). The response is strongest closest to 
the edge of the well and weakens with distance from the electrodes, until there is 
hardly any change in the centre of the wqll, which fits well to the observations made 
when monitoring how cells were affected by the dielectrophoretic force.
1Û
Figure 30
A schematic of how the well was divided into ten concentric bands.
Figure 32 is an example for a negative DEP spectrum. Again it can be seen that the 
strongest response is close to the electrode edge. Note, that closest to the electrode 
edge, there is a zone where cells were pushed away from the electrodes, leaving an
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area of decreased light intensity. For the interpretation of the dielectrophoretic spectra 
only the outer bands 7-10 are analysed as the dielectrophoretic force is strongest at the 
electrode edge and does not penetrate into the centre of the well. Changes at the 
centre of the well are most likely a result of diffusion of cells within the well. Empirical 
tests showed that analysing those bands gave the best results compared to 
experiments performed using needle electrodes and to literature values. As described 
above, for negative DEP, the outer band Is depleted of cells which are pushed away 
from the electrodes. This local increase In light intensity means that values for negative 
DEP tend to be underestimated using this technique.
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Figure 31
Example for a positive DEP spectrum. Plot o f change in light intensity (in greyscale 
values) versus time and region distance from the well centre for yeast cells. The x-axis 
represents the radius of the well, where 0 is the centre of the well and 10 is the edge, 
the y-axis represents the time in seconds. The colour scheme represents the light 
intensity; red highlights a strong positive response, while blue stands for a strong
negative response.
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Figure 32
Example for a negative DEP spectrum. Plot o f change in light intensity (in greyscale 
values) versus time and region distance from the well centre for yeast cells. The x-axis 
represents the radius of the well, where 0 is the centre of the well and 10 is the edge, 
the y-axis represents the time in seconds. The colour scheme represents the light 
intensity; red highlights a strong positive response, while blue stands for a strong
negative response.
In order to measure the light intensity change, one needs to be careful that the 
experiments are performed within the limits of the camera. It had to be ensured that the 
final light intensity was still above the threshold for the well (for negative DEP) and
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below the maximum light intensity (for positive DEP). This was done by adjusting the 
initial light intensity to a middle value of the camera range, but was also checked by 
analysing the histogram of the pictures after the experiment was finished. Figure 33 
shows the histogram for both cases, positive and negative DEP and how the light 
intensity of the well changes. The blue histogram represents the light intensity of the 
initial picture, whereas the black histogram shows the histogram of the final picture. It 
can be seen, that the well could get a lot brighter, with a maximum light intensity of 
255.
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Figure 33
Histogram of well before and after the electric field was applied. It shows the number of 
pixels at a certain light intensity. The blue histogram represents the initial light intensity 
of the weii, and the black histogram shows the frequency of light intensities o f the weii 
after the cells experienced (A) strong positive DEP and (B) strong negative DEP. Each 
image shows the light intensity range of the camera in 255 steps on the x-axis and the 
number of pixels for each light intensity on the y-axis.
3.3.2 Fabrication and Optimisation of 3D Well Electrodes
Initial proof-of-concept experiments were performed using the handmade electrodes. 
Spectra of viable yeast were determined and compared to those of literature values. It 
was found that results matched the literature values as shown later, in section 3.7 of 
this thesis. From the equation for the DEP force it can be seen that is depends on the 
electric field gradient. This can be influenced by changing the width of the
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Interelectrode gap, or in case of the well electrodes, the number of insulator layers. It 
was found that depending on the cell size, the results were less scattered for either two 
layers of insulator for yeast or three layers of insulator for K562 cells.
However, it was found that handmade well electrodes had the disadvantage that they 
varied in structure. The height of insulating layers depended on the amount of pressure 
applied when individual layers of tape are mounted on top of each other. The well 
cannot be drilled to the exact width or accuracy, leaving each well to be different from 
another. Therefore, all subsequent experiments presented in this thesis were obtained 
using manufactured well electrodes.
3.3.3 Influence of ambient lighting on experimental results
As described in the literature, the cell movement is monitored similar to the analysis 
used for dot electrodes. By measuring changes of light intensity across the well upon 
application of the electric field to the electrodes, the cell movement was estimated and 
the dielectrophoretic force derived. Early experiments showed that ambient lighting can 
interfere with these measurements. Figure 34 and Figure 35 show some examples of 
how different activities in the lab can influence the measured light intensity. When 
standing next to microscope, light Is blocked and the overall light intensity is lower than 
when standing away from the microscope. When walking in the lab, the light intensity 
across the well changed and got darker the closer the person got to the microscope. 
From the results it can be seen that standing away from the microscope interferes the 
least with the measurements with a standard deviation of 4.3% against 10.7% when 
walking in the lab and 45.5% when standing in front of the microscope. All experiments 
have therefore been performed standing away from the microscope.
-  68 -
Yvonne Hübner Chapter 3: Investigation of well electrodes
0 .0 0 9  Standing in front Walkina in the lab Standina awav
0.008
0.007
& 0.006
0.005
Si 0.004
.5» 0.003
0.002
0.001
of the microscope from the microscope
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217 229 241
time (s)
Figure 34
Light intensity measurements when standing in front of the microscope, walking around 
in the lab and standing about 2 m away from the microscope.
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Figure 35
Average light intensity change with standard deviation when standing in front of the 
microscope, walking in the iab and standing about 2 m away from the microscope. The
-6 9
Yvonne Hübner Chapter 3: Investigation of well electrodes
error bars show the standard error. Averages were taken for the light intensity change 
over a period of at least 50 s when standing in front of the microscope, walking in front 
of the microscope and standing away from the microscope. n=1
In an additional experiment the light intensity of ambient lighting in the lab was 
measured. It was found that within the first 40 min the light intensity changed from 370 
lux to 363 lux (highlighted with a red circle in Figure 36). After that the light intensity 
remained between 362 and 264 lux constant.
Ambient Lighting in Laboratory
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Figure 36
Ambient light intensity in the laboratory as measured using lux metre. N=3
Finally an experiment was performed measuring the light intensity for 3 min across 
empty well electrodes. During these measurements it was found that some equipment 
in the lab with flashing indicator lights interfered with the measurements. Once this 
source of light pollution was removed, the light intensity change across the well 
remained between -0.02 and 0.02 lux.
In order to minimise the interference through external light sources, several precautions 
were observed when running experiments:
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• Experiments were performed in a room without windows or existing windows 
were closed with shutters;
• Experiments were performed standing at least 1 m away from the experimental 
setup and generally, no other people were admitted to the lab;
• Experiments were performed in artificial light only;
• Any equipment with intermitted light (like ovens, etc) were switched off
• Artificial light sources were switched on for at least 30 min before experiments 
were started.
3.3.4 Influence of voltage on the DEP measurements
When measuring the voltage across the well electrodes, it was found that the 
manufactured wells also had the advantage over the handmade wells of having a lower 
capacitance. At frequencies above 10 MHz the voltage drops as shown in Figure 37.
Measured Voltage
Û .
<uI
§
Frequency (Hz)
Figure 37
Measured voltages over the course at different frequencies: The voltage remains 
constant up to 16 MHz, where it drops to 8Vpk.pk and 20MHz where is drops to 6Vpk.pk. 
The error bars show the standard error. N= 3
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From equation 14 is apparent that the voltage influences the dielectrophoretic force. A 
drop in voltage at high frequencies will therefore alter the dielectrophoretic spectrum 
and lead to false interpretations of the dielectric properties of cells. It is therefore 
common to compensate for a voltage drop at high frequencies by dividing the 
dielectrophoretic force by the voltage (Huang et al., 1992).
From it is apparent that the voltage Influences the dielectrophoretic force. A drop in 
voltage at high frequencies will therefore alter the dielectrophoretic spectrum and lead 
to false interpretations of the dielectric properties of cells. It Is therefore common to 
compensate for a voltage drop at high frequencies by dividing the dielectrophoretic 
force by the voltage Huang et al (Huang et al., 1992b) In order to determine a valid 
compensation for the voltage for the well electrodes, experiments were performed 
measuring the light intensity change of viable yeast cells over a range of voltages at 1 
MHz. Each experiment was repeated 5 times and great care was given to keeping the 
cell concentration constant throughout the experiments. As shown in Figure 38, it was 
found that cells move rapidly towards the electrodes for the first 40 s of the application 
of the electric field. After that initial period most cells are evacuated from the close 
proximity of the electrode edge and further collection slows down until it reaches a 
plateau and little more cells are collected. At 10 V this plateau is reached as early as 
50 s after the start of the measurement, whilst cells move slower when a 8V and 6V 
signal was applied to the electrodes. However after 100 s a plateau for all rested 
voltages and the overall light intensity change is the same for all voltages. For this 
reason all experiments were conducted for 2 min and no voltage compensation was 
used for the interpretation of the dieiectrophoretic spectra.
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Figure 38
The figure shows the light intensity change over time at 1 kHz for a range of voltages. 
Measurements were conducted using yeast cells suspended in a conductivity medium 
of mannitol at a conductivity of 3 mS m'^ at a cell concentration of 10  ^cells m f \  In 
order to insure that changes in the light intensity change were solely due to the 
influence of different voltages, the cells were carefully mixed, the same about of cell 
suspension was injected into the well before each experiment and the same cell 
solution was kept for all experiments. To ensure that the changes in light intensity were 
not due to changes within the cells, the experiments were conducted in a random 
order. The error bars show the standard error, n = 3
As shown in Figure 39 after 120 s the light intensity change was constant not only for 
positive DEP but also for negative DEP. In order to measure the light intensity change 
for negative DEP, the conductivity of the cell solution was raised to 20 mS m'  ^ and 
experiments were conducted at 25 kHz. It can be seen that for negative DEP the 
standard error is larger than for measurements positive DEP. This can be due to 
electrohydrodynamic flow competing with dielectrophoretic force at low frequencies, 
causing the cells to move around the electrodes (Green et al., 2000).
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Influence of Voltage on Positive and Negative DEP
o) -0.5
Voltage (V pk-pk)
Figure 39
The influence of the voltage was determined for positive and negative DEP. In order to 
observe positive dielectrophoretic response yeast cells were suspended in a 3 mS m'^ 
conductivity medium and the spectrum was recorded at 1 MHz for a range of voltages.
It can be seen that the response changes little even at lower voltages. In order to 
observe negative DEP the cells were suspended in a conductivity medium of 20 mS m' 
’ and the light intensity change was recorded at 25 kHz. It can be seen that the 
response changes little even at lower voltages. The error bars show the standard error,
n = 3.
3.3.5 Cell viability tests
Over the course of the experiment, cells have to be suspended in a low-conductivity 
medium. In order to determine if this treatment has an effect on the cells, the cell 
viability was tested using trypan blue staining before and after the experiment. It was 
found that the cell viability did not change within this time. This is in agreement with 
work conducted by Forster and Emeis (1985) and Goater and Pethig (1998).
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3.3.6 Determination of DEP spectra using impedance 
measurements
It has been reported that Impedance measurements could be used to measure the 
DEP spectrum of nanotubes (Mureau et al., 2006). Figure 40 and Figure 41 show 
spectra of impedance measurements at 3 kHz and 500 kHz respectively. The 
impedance increases when the electric field is applied at 3 kHz, while the impedance 
decreases when the electric field is applied with a frequency of 500 kHz.
Mureau et al. (2006) hypothesized that the time it takes for the impedance to change is 
inversely proportional to the force acting on the nanotubes. They therefore plotted a 
dielectrophoretic spectrum based on the reciprocal of the time constant. The same 
approach was taken for well electrodes. However, the results were scattered and no 
clear pattern emerged. Results from the impedance measurements were not 
comparable to the results obtained using light intensity measurements despite trialling 
different cell concentrations and different voltages. Even the cross-over frequencies 
were not comparable. For the remaining part of this thesis, experiments were 
performed using only light intensity measurements.
There are several reasons why impedance measurements might not give comparable 
results for cell characterisation.
Electrohydrodynamic (EHD) flow: At low frequencies, the electrohydrodynamic flow is 
particularly strong for well electrodes. Particles are moved in a circular flow across the 
electrodes, which means they cannot build bridges across the electrode gaps. Even a 
small occurrence of EHD flow would have significant impact on the results when 
measuring changes in the impedance. Mureau et al. (2006) used micro electrodes, 
which reduced any interference with EHD flow.
Particles settle towards the bottom of the well over the course of the measurements. 
This means that the impedance of the electrodes at the top of the well will change over 
time. The impedance change was distorted since an average of the impedance across 
all electrodes was measured. It is difficult to run a blank to compensate for this 
phenomenon since the number of cells which move towards the bottom of the well will 
be time dependent. If it takes longer for the impedance to change, then more cells will
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have time to move to the bottom of the well. Another reason might be that nanotubes 
are more conductive and therefore are more easily detected by impedance methods.
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Figure 40
This figure shows the impedance change over 180 seconds after the electric field has 
been applied to the electrodes at a frequency o f 3 kHz.
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Figure 41
This figure shows the impedance change over 180 seconds after the electric field has 
been applied to the electrodes at a frequency of 500 kHz.
3.3.7 Comparison of Well Electrodes to other Electrode Types
For a number of years, spectra of yeast cell have been used as a de facto standard cell 
type for DEP characterisation (Huang et al., 1992, Budde et al., 1999, Halaka, 2003, 
Prasad et al., 2005, Li et al., 2005, Burt et al., 2007). In order to benchmark the DEP- 
well system, the well plates were used to characterise a suspension of yeast cells (S. 
cerevisae). Figure 42 shows a typical dielectrophoretic spectrum of viable yeast 
obtained using well electrodes. The average light intensity change of 5 experiments 
was taken and plotted versus frequency. The error bars show the standard error. The 
light intensity change was monitored for 2 min after the signal was applied to the
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electrodes at each frequency at 5 points per decade, ranging from 10 kHz to 20 MHz. 
The magnitude of collection is based on the change in light intensity of the bands 7 to 
10. From Figure 42 can be seen that at low frequencies (up to 50 kHz) cells are 
experiencing negative DEP. From 50 kHz the light intensity increased, meaning that 
the cells collected at the electrodes due to positive DEP. The collection reached a 
plateau between 160 kHz and 10 MHz after which it started to decrease again.
Viable Yeast
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Figure 42
Dielectrophoretic spectrum of viable yeast cells (at a concentration of 10  ^cells mf^), 
recorded using well electrodes, o represent the average light intensity change of bands 
7-10 of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
Dielectric properties such as the conductivity and permittivity of cytoplasm and cell 
membrane were estimated using a smeared out multi-shell model (Huang et al., 1992). 
In this model the cell is represented as 3 concentric spheres surrounded by 
conductivity medium. The inner sphere represents the cytoplasm, the second sphere 
represents the membrane and the third sphere corresponds to the cell wall, surrounded 
by aqueous dielectric medium. By fitting the theoretically calculated model to the
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experimentally derived data, the dielectric properties of the cells were determined. This 
was done by scaling the dielectrophoretic response by an arbitrary factor to match the 
model, and then altering the input values (such as the conductivity and permittivity of 
cytoplasm and membrane) until a minimum (the coefficient of correlation) is found. 
In Table 2 the dielectric parameters are shown in comparison to the literature values 
(Huang et al., 1992). It can be seen that the values are in good agreement except for 
the effective effective cytoplasmic conductivity. This however, can be due to cellular 
differences.
In order to confirm that the differences between the experimental data were due to 
cellular differences rather than due to the design of the well electrodes, experiments 
were performed using needle electrodes. Figure 43 shows the results compared to the 
results obtained using well electrodes. It can be seen that the derived dielectric 
parameters are in good agreement of each other, meaning that the differences were 
due to cellular differences.
Literature
Values
Well Electrodes Needle Electrodes
Effective effective 0.2 S m'^ 0.18 S m'^ 0.18 S m "
cytoplasmic conductivity (0 .16-0.2 ) (0.16-0.2)
Cytoplasmic Permittivity 50 50* 50*
(10-90 *) (30 -70*)
Membrane Conductivity 2.5 X 1Q-'S m’'' 2.5 X 10'^  S m ''* 2.5x lO 'S  m'T
(0.5 X 10'^-4.5 X 10' )^ (0 5x10^-4  5x10^)
Membrane Permittivity 6 6 6
(5.5-6.5) (5-7)
Cell Wall Conductivity 1.4x10'^Sm''' 1.4x10'^Sm'' 1.4x10'2Sm'
( 08 x 1 0 2 - 2 x 1 0 ^ (1.0 x10'2-1.8 X 10*2)
Cell Wall Permittivity 60 60* 60*
(40 - 80 *) (50 -  70*)
Table 2
Comparison between dielectric parameters of viable yeast cells obtained using weii 
electrodes, needle electrodes and literature values(Huang et al., 1992)
* = these parameters are too variable to give conclusive results
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Viable Yeast Spectrum Recorded with Needle Electrodes
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Figure 43
Dielectrophoretic spectrum of viable yeast cells, recorded using needle electrodes, o 
represent the average cell count of 10 independent experiments using well electrodes, 
with the error bars giving the standard error between the experiments. The cell count 
was normalised against a factor of 15 In order to make the results easier comparable to 
measurements using well electrodes. -  represents the multi-shell model used to
analyse the spectrum. N = 10
Figure 44 shows a spectrum of non-viable yeast cells recorded using well electrodes. 
The cells were killed by heat treatment and their viability was tested using trypan blue. 
It can be seen that the non-viable cells exhibit positive DEP at frequencies up to 4MHz, 
where they start to experience negative DEP. The spectrum was again analyzed using 
a smeared out multi-shell model (Huang et al., 1992). As shown in Table 3 the 
properties of non-viable yeast matches the literature values given by Huang et al. 
(1992).
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Non-Viable Yeast
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Figure 44
Dielectrophoretic spectrum of non-viable yeast cells, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 o f 5 experiments using well 
electrodes, with the error bars giving the standard error between the experiments. -  
represents the multi-shell model used to analyse the spectrum. N = 5
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Literature Values Well Electrodes
Effective effective 7 x 1 0 '^ S m ' 7 x 1 Œ 'S n T
cytoplasmic conductivity (6 8 x 1 0 ^ -7 2 x 1 0 ^ )
Cytoplasmic Permittivity 50 50*
(30 - 70*)
Membrane Conductivity I.ex IQ -^S m -'' 1 .6x10"*S m '’
I.O x 10"*-±2.2x10"*
Membrane Permittivity 6 6
( 5 - 7 )
Cell Wall Conductivity 1.4x10'^Sm "' 1.4x10'^Sm "'
( 1 0 x 1 0 ^ - 1 8 x 1 0 ^ )
Cell Wall Permittivity 60 40 - 80*
Table 3
Comparison between dielectric parameters of non-viable yeast cells obtained using 
well electrodes and literature values (Huang et a!., 1992)
* = these parameters are too variable to give conclusive results
Figure 45 shows the collection spectrum of human erythrocytes of the light intensity 
change after 120 s of application of the electric field, using a frequency range between 
10 kHz and 20 MHz at 5 points per decade. The spectra of 3 experiments were 
averaged. The cells exhibited negative dielectrophoresis at low frequencies and 
positive dielectrophoresis at high frequencies with a cross-over frequency of 1 MHz. 
The spectra were then scaled to a best-fit polarisation model based on an elliptical 
single-shell model of a blood cell (Cruz et al., 1998). The effective effective cytoplasmic 
conductivity is determined by the gradient of the second dispersion. In order to be able 
to measure the effective effective cytoplasmic conductivity for red blood cells the light 
intensity change at frequencies beyond 20 MHz needs to be measured. This however 
is limited by the signal generator which does not exceed 20 MHz signals. From the 
measured data points it emerges that the effective effective cytoplasmic conductivity is 
larger than 0.35 mS m '\ It is however not possible to give an accurate measure. 
Results can be found in Table 4 in comparison to the literature values. Again, it can be 
seen that results obtained by using the novel well electrodes are within a 10% error 
margin of published values.
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Red Blood Cells
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Figure 45
Dielectrophoretic spectrum of red blood cells, recorded using well electrodes, o 
represent the average light intensity change of bands 7-10 of 5 experiments using well 
electrodes, with the error bars giving the standard error between the experiments. -  
represents the multi-shell model used to analyse the spectrum. N = 5
Literature Values Well Electrodes
Effective effective 0.4 S m"" >0.35 S m'^
cytoplasmic conductivity
Membrane Capacitance 0.997 X 10  ^F m'^ 1.03 X 10*  ^F m'2
(1.01 X 10'^- 1.05X 10’ )^
Membrane Conductance 480 S m'^ 478 S m'^ *
(458 -  498)
Length of short semi axis 0.5 pm 0.5 pm
Length of long semi axis 3.2 pm 3.2 pm
Table 4
Comparison between dielectric parameters of red blood cells obtained using well 
electrodes and literature values (Cruz and Garcia-Diego, 1998)
* = these parameters are too variable to give conclusive results
-  84 -
Yvonne Hübner Chapter 3: Investigation of well electrodes
Figure 46 and Figure 47 show the collection spectra of K562 cells using well electrodes 
and needle electrodes. It can be seen that K562 cells experience negative 
dielectrophoresis at low frequencies up to 16 kHz. The collection rate reaches a 
plateau between 100 kHz and 10 MHz before the collection rate starts to decrease. 
The conductivity was kept at 2.5 mS m'  ^ (Labeed et al., 2003) to be able to compare 
results to published data. When modelling the spectra using a smeared out single shell 
dielectric model. It can be seen that the dielectric properties for K562 cells differ from 
those published by Labeed et al. (2003). However, when experiments were performed 
using needle electrodes it was confirmed that those differences were due to natural 
differences in the strains.
K562
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Figure 46
Dielectrophoretic spectrum of K562, recorded using well electrodes, o represent the 
average light intensity change of bands 7-10 of 5 experiments using weii electrodes, 
with the error bars giving the standard error between the experiments. -  represents the 
muiti-sheii model used to analyse the spectrum. N = 5
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Literature Values Well Electrodes Needle
Electrodes
Effective cytoplasmic 
conductivity
Cytoplasmic Permittivity 
Membrane Conductance 
Membrane Capacitance
0.28 S m ' 
40-80 
8 pS 
9.8 mP m'^
0.35 S m"" 
0 .33 -0 .37  
60*
(40 -  80*) 
8 pS 
(7 .8 -8 .2 ) 
9.8 mP m'^ 
(8 .3 -9 .3 )
0.35 S m ' 
60 
8pS 
8.8 mP m ^
Table 5
Comparison between dielectric parameters of K562 cells obtained using well 
electrodes, needle electrodes and literature values (Labeed et a!., 2003)
* = these parameters are too variable to give conclusive results
K562 cells (needle electrodes)
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Figure 47
Dielectrophoretic spectrum of K562, recorded using needle electrodes, o represent the 
cell count of 10 experiments using well electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi-shell model used to
analyse the spectrum. N = 10
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Figure 48 shows the collection spectra of Jurkat cells. The cells experience negative 
dielectrophoresis at low frequencies up to about 40 kHz. The collection rate reaches at 
plateau from 100 kHz. The conductivity was kept at 5 mS (Sukhorukov et al., 2001) 
to be able to compare results to published data. When modelling the spectra using a 
smeared out single shell dielectric model (Huang at a!., 1996a). It can be seen that the 
derived dielectric parameters are In good agreement of each other.
Jurkat
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Figure 48
Dielectrophoretic spectrum of Jurkat cells, recorded using well electrodes, o represent 
the average light intensity change of bands 7-10 of 5 experiments using well 
electrodes, with the error bars giving the standard error between the experiments. -  
represents the muiti-sheii model used to analyse the spectrum. N = 5
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Literature Values Well Electrodes
Effective effective 0.7 S m-i 0.7 S m-i
cytoplasmic conductivity (0 .6 -0 .8 )
Membrane Conductivity 5 x 1 0 ^ S r n ' 5 x 1 0 ' ^ S m ' ’
(4.9 X 10'^-5 .1  X lO 'i)
Membrane Capacitance 13.24 mF m'^ 11.4 mF m'2
(11 .3 -11 .5 )
Cell radius 5.2 pm 5 pm
Table 6
Comparison between dieiectric parameters of Jurkat ceiis obtained using weii 
electrodes and literature values (Pethig, and Taiary, 2007)
3.3.8 Membrane transport of ions and small molecules
Figure 49 A-D shows the collection spectra of Jurkat cells before and after 2h treatment 
with either 0.1 mM quinine, 20 pM verapamil, or 10 pM NPPB. It can be seen that the 
collection rate at high frequencies changed after incubation with ion channel blockers 
compared to the control. When modelling the spectra using a smeared out single shell 
dielectric model (Huang et ai., 1996a). Incubation with verapamil and NPPB decreased 
the effective effective cytoplasmic conductivity from 0.7 S m^ for control to 0.45 S m'  ^
and 0.4 S m"^  respectively. Quinine on the other hand leads to an increase in the 
conductivity to 1.1 S m '\ Those results are similar to the findings of Duncan et ai. 
(2008) who determined the dielectrophoretic properties of K562 cells after incubation 
with verapamil, quinine and NPPB. They found a drop in effective effective cytoplasmic 
conductivity from 0.28 S m"^  for the control cells to 0.22 S m"^  after incubation with 
verapamil and 0.25 S m'  ^ after incubation with NPPB. However, contrary to the findings 
in this thesis they also found a drop in effective effective cytoplasmic conductivity to 
0.27 S m^ after incubation with quinine. This might be due to the differences in cell 
lines.
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Figure 49
Dielectrophoretic spectrum of Jurkat cells, recorded using well electrodes, o represent 
the average light intensity change of bands 7-10 of 5 experiments using well 
electrodes, with the error bars giving the standard error between the experiments. -
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represents the multi-shell model used to analyse the spectrum. A Jurkat control; B 
Jurkat treated with quinine; C Jurkat treated with verapamil; D Jurkat treated with
NPPB. N =5
Ion transport can be either passive due to diffusion through ion channels along the 
concentration gradient or active through ion pumps against the concentration gradient 
under the consumption of energy. Verapamil blocks voltage-gated calcium channels 
and prevents calcium from moving across those channels from the outside into the 
cytosol of the cell leading to a reduction in the effective effective cytoplasmic 
conductivity.
In a healthy cell, the intracellular concentration of is 140 mM, while the extracellular 
concentration is 5 mM, leading to diffusing out of the cell through the ion channels. 
The intracellular concentration of Cl' is 30 mM, while the extracellular concentration is 
140 mM. Once the K"" and Cl' ion channels are blocked by quinine, ions cannot 
diffuse out of the cell anymore and the Cl' ions cannot diffuse into the cell. As a result, 
the ion concentration increases. This increase in effective effective cytoplasmic 
conductivity can be seen in the dielectrophoretic spectrum.
NPPB blocks Cr channels and prevents calcium from moving across those channels 
from the outside into the cytosol of the cell leading to a reduction in the effective 
effective cytoplasmic conductivity.
Conductivity of cytoplasm [S m'^]
Jurkat control 0.7
Jurkat + verapamil 0.45
Jurkat + NPPB 0.4
Jurkat + quinine 1.1
Table 7
Comparison of effective effective cytoplasmic conductivity before and after the 
experiments using verapamil, NPPB and quinine
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3.3.9 Measurement of drug actions on erythrocytes
In further experiments the effects of saponin and valinomycin on erythrocytes were 
measured using well electrodes. The change in light intensity was determined after 120 
s for each experimental frequency. The resulting intensity-frequency plot was then 
scaled to a best-fit polarisation model based on an elliptical single-shell model of a 
blood cell (Cruz et al., 1998). These plots are shown In Figure 50 A-C for the untreated, 
valinomycin-treated and saponin-treated cells, respectively. From these plots it can be 
seen that during the experiments, cells experienced both positive and negative 
dielectrophoresis, depending on the applied frequency. The control cells exhibited 
negative dielectrophoresis at low frequencies (Figure 50A) and showed a positive 
response at high frequencies (between 1 MHz and 16 MHz). When cells were treated 
with valinomycin, the dielectrophoretic response changed significantly (Figure 50B); the 
crossover frequency from negative to positive dielectrophoresis dropped to 63 kHz, and 
the spectrum reverts to negative dielectrophoresis above 6.3 MHz. After treatment with 
saponin (Figure 50C), the cells mostly exhibited negative dielectrophoresis, with a 
small rise into positive dielectrophoresis at about 1.0 -  1.6 MHz. Control cells that were 
subjected to the same conditions as cells that were treated with saponin and 
valinomycin showed the same dielectrophoretic response as shown in Figure 50A for 
untreated cells. The different handling of the cells therefore did not have any effect on 
the cells and the changes in the dielectrophoretic spectra are solely due to the effect of 
the antibiotics.
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Red Blood Cells + Saponin
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Figure 50
A Dielectrophoretic spectrum of untreated red blood cells, recorded after 120 s. The 
line represents the best fit o f the mathematical model, whilst the point show the 
recorded data points; B Dielectrophoretic spectrum of red blood cells that were treated 
with valinomycin. The dielectrophoretic experiments were conducted under the same 
conditions as the untreated cells; C Dielectrophoretic spectrum of red blood cells that
were treated with saponin. N = 3
The results in Figure 50A-C show that both valinomycin and saponin have had a 
significant effect of the dielectric properties of the cell. Saponin permeates the 
membrane by binding cholesterol in plasma membranes and forming micropores 
through the aggregation of cholesterol (Hughes et al., 2002). Those micropores allow 
internal ions to diffuse out into the surrounding medium, while valinomycin is a mobile 
ion carrier that dissolves in lipid bilayers and increases the permeability of the 
membrane to K"" ions (Harold and Baarda, 1967).
When a predictive model of the dielectrophoretic collection spectra of cells was fitted 
to the data (Broche et al., 2005), adapted to account for the behaviour of ellipsoids 
(Cruz and Garcia-Diego 1998), the derived properties are as shown in Table 8. Except
-  94 -
Yvonne Hübner Chapter 3: Investigation of weii electrodes
where otherwise indicated, the error in the determination of the properties was within 
10% when evaluated using the method outlined by Hughes et al. (2002).
Ocyt[S m Gspec [kS m'^] Cspec [mF m'^]
Red Blood Cells 
+ Valinomycin 
+ Saponin
>0.35
0.006
(0.0055-0.0065)
0.001
(0.009-0.011)
4.2
(2 .5 -5 .9 ) 
2.5
(1 .5 -3 .5 ) 
1.9
(1 .3 -2 .5 )
2 • 10'^
8.9 ■ 10'3
(7.1 • 10 '^-9.3 ■ 10^)
1.9 ■ 10'^
(1.8 • 1 0 ^ -2  • 10'^)
Table 8
Dielectric properties of red blood cells before and after treatment with saponin and
valinomycin.
Dielectrophoretic parameters, determined by fitting the data for untreated cells and 
those treated with valinomycin and saponin shown in Figure 50 using an ellipsoidal 
multi-shell model. Ocyt is the effective effective cytoplasmic conductivity, Gspec is the 
specific membrane conductivity, which represents the conductance per unit area (and 
is determined by dividing the membrane conductivity by the radius of the cell) and 
Cspec is the specific membrane capacitance which represents the capacitance per unit 
area (and is determined by dividing the membrane permittivity by the cell radius).
The results from these experiments indicate a conductivity greater than 0.35 S/m for 
the conductivity of the cytoplasm in untreated cells; the model was unable to 
discriminate between values above this threshold due to limitations in the signal 
generation equipment, but the result is in agreement with the work of Cruz and Garcia- 
Diego (1998) who found a value of 0.4-0.5 S m \  In order to determine the effective 
effective cytoplasmic conductivity more accurately, the dielectrophoretic response 
would need to be measured above 20 MHz. After treatment, the cytoplasm conductivity 
was found to drop to 6 mS m'  ^ for cells that were treated with valinomycin; only 
marginally above that of the suspending medium. The intracellular concentration in 
a typical mammalian cell is 140 mM, while the extracellular concentration is as low as 5 
mM. Valinomycin is a mobile ion carrier. It transports potassium down its
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electrochemical gradient by picking up K* on one side of the lipid bilayer, diffusing it 
across the membrane and releasing it on the other side. It will do so until the 
concentration on the outside of the cell is about the concentration of the inside of the 
cell, which explains the significant drop in the cytoplasmic concentration. In addition to 
those findings a drop in the membrane conductivity was found after treatment with 
valinomycin. The difference is relatively small given the uncertainties, but nevertheless 
may indicate an existent physiological process; it is anticipated that these agents would 
both act to raise the trans-membrane conductance, rather than lower it. One possible 
explanation may be that the lack of a membrane potential has affected the ordinary ion 
transport processes across the membrane, though this is speculation and would 
warrant further Investigation via the use of ion channel blockers. Finally, the membrane 
capacitance of the valinomycin-treated cells increased to approximately four times that 
of the control case. A very similar increase was observed in the membranes of herpes 
virions when exposed to the same treatment (Hughes et al., 2002). Herpes viruses do 
not metabolise and their membranes are attached to a well-structured protein matrix, 
so they are unlikely to significantly change conformation following valinomycin 
treatment. It is possibie that the change in capacitance may be due to the effects of the 
presence of a large, freely-moving molecule in the membrane, altering the capacitance 
of the bilayer itself.
Saponins have been shown to have a lytic action on erythrocyte by binding to plasma 
membrane cholesterol and to create pores of 4-5 nm diameter (Seeman et a i, 1973). It 
is therefore no surprise that saponin was found to reduce the effective effective 
cytoplasmic conductivity to lOmS m '\ Once saponin has punctuated the cell 
membrane. Ions will leak out of the cell until the ionic concentration inside the cell 
equals that outside the cell. Saponin-treated cells also showed drop in membrane 
conductivity to about half that of the untreated cells. The difference is relativeiy small 
given the uncertainties. One possible explanation may be that the lack of a membrane 
potential has affected the ordinary ion transport processes across the membrane, 
though this is speculation and would warrant further investigation via the use of ion 
channel blockers.
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3.4 Conclusion
In this chapter it was shown how well electrodes were manufactured and experiments 
were performed using well electrodes. When cells experience positive DEP, they are 
attracted to the electrode edges along the wall of the well. This leads to an Increase In 
light intensity. Conversely, when cell experience negative DEP, they are pushed .away 
from the electrodes into the centre of the well and decrease the light Intensity. It was 
demonstrated that the light intensity change measured was proportional to the DEP 
force acting on the cells.
Well electrodes were used to obtain the dielectric properties of viable yeast cells. The 
results compared well to literature values. The effective effective cytoplasmic 
conductivity was found to be 0.18 S m'  ^ when measured using needle electrodes and 
well electrodes (compared to 0.2 S m'  ^ in the literature). The cytoplasmic permittivity, 
membrane conductivity, membrane permittivity, cell wall conductivity and cell wall 
permittivity matched exactly the literature values. The same was true for experiments 
performed on non-viable yeast cells. All values matched exactly the literature values.
Results of red blood cells, chosen for their intense colouring, also matched literature 
values well. Due to experimental limitations, it was however not possible to accurately 
measure the effective effective cytoplasmic conductivity. Cytoplasmic permittivity and 
membrane conductance matched literature values exactly. The membrane capacitance 
was 8.8 mF m'^ when measured using well electrodes and needle electrodes. The 
literature stated 9.8 mF m'^. This difference was therefore not because of experimental 
flaws, but due to natural changes in the cells, which might have been a result of a 
difference in the cell age.
Results obtained from K562 cells matched results from needle experiments. However, 
when compared to literature values there were large differences between the effective 
effective cytoplasmic conductivity (0.28 S m"^  literature value and 0.35 S m'  ^
experimental value for well electrodes and needle electrodes) and membrane 
capacitance (9.8 mF m'^ literature value and 8.8 mF m"  ^ experimental value with well 
electrodes and needle electrodes). This could be explained by differences in cell 
culture and cell clone.
- 9 7 -
Yvonne Hübner Chapter 3: Investigation of weii electrodes
Finally, experiments using Jurkat cells gave comparable results to those described in 
the literature.
It was demonstrated that novel well electrodes give reliable results that compare well 
with the literature for a range of cell sizes and cell types. Cell size ranged from a 
diameter of 3 jj.m for red blood cells, 5|im for yeast and Jurkat cells to 8 |im for K562 
cancer cells. Results showed that the cell size had an influence on the collection 
speed, but also on the accuracy of the data. Large cells absorbed less light than small 
cells and a higher cell density is needed to generate results with little scatter.
In order to measure more subtle differences in DEP spectra, experiments were 
performed to measure the impact of verapamil, NPPB and quinine on Jurkat cells. All 
three ion channel blockers were found to change the effective effective cytoplasmic 
conductivity. Verapamil and NPPB reduced the conductivity from 0.7 S m"^  (control) to 
0.45 S m'  ^ and 0.4 S m"^  respectively. Quinine increased the effective effective 
cytoplasmic conductivity to 1.1 S m '\ Those changes in the effective effective 
cytoplasmic conductivity were measured using well electrodes, confirming that well 
electrodes can be used to measure the influence of ion channel blockers on cells.
In a final set of experiments well electrodes were used to measure the cellular changes 
in erythrocytes after treatment with valinomycin and saponin. It was found that both 
valinomycin and saponin reduced the effective effective cytoplasmic conductivity and 
Gspec. Valinomycin also increased the Cspec significantly. Those results confirmed 
that both agents act on the membrane of erythrocytes.
The dielectrophoretic spectra of all cells analysed compared very well to literature 
values and to those spectra obtained using needle electrodes. One great advantage of 
the well electrodes allowed the analysis of a large number of cells at the same time and 
in the future it might be possible to automate those experiments using well plate 
readers. Well electrodes have therefore been used in the remaining part of this thesis 
to develop cytotoxicity tests and studying apoptosis.
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Chapter 4:
Cytotoxicity Test Using DEP
Labeed et al. (2006) have previously described experiments suggesting that DEP can 
be used to measure the dielectric properties of multiple populations within one sample. 
To test this hypothesis, experiments have been designed using known mixtures of 
viable and non-viable yeast cells. To further characterise the system, a second set of 
experiments were devised to test the effects of different concentrations of doxorubicin 
on K562 cells are measured using 3-dimensional well electrodes. In each experiment, 
the ratio of multiple populations was compared to that estimated using Annexin-V 
staining and trypan blue staining.
4.1.1 Cytotoxicity Testing
In the early stages of drug discovery, a multitude of tests are performed. Once potential 
anti-cancer drug candidates are identified, the cytotoxic potency of a drug is assessed. 
The potency varies depending on the type of cells used and the toxicity of the drug, it is 
important therefore to measure potency of a drug or the sensitivity of a particular cell 
type to it. Several cytotoxicity tests are In common use.
Light microscopy: The most easily available method to test the cytotoxicity of drugs is 
the direct cell count on a haemocytometer using trypan blue. Viable cells exclude the 
dye as their membranes are intact and appear bright and transparent, while dead cells 
take up the dye through porous cell membranes and appear dark blue under the 
microscope. Cells are placed onto a haemocytometer and the number of stained cells 
In comparison to the number of transparent cells is counted. This way the viability of 
the cells within one sample is estimated. The cell count can be inaccurate due to its 
subjective judgement of the researcher, and dead cells that start to disintegrate can be 
over- or under-estimated depending on the shape of the debris that has formed. It is 
also labour-intensive and time consuming.
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Fluorescent microscopy: More information can be gained by use fluorescent dyes that 
are able to visualize apoptotic and necrotic cells. Ethidium bromide for example stains 
the DNA and RNA of non-viable cells red under a rhodamine filter of a fluorescent 
microscope as the dye enters the cell through the porous cell membrane. This method 
is more complex and the chemicals required more expensive than using trypan blue 
tests. However, combined with other dyes such as Acridine orange it can be used to 
not only distinguish between viable and non-viable cells, but also between early and 
late apoptotic cells.
Coulter counter: A more rapid method is the using of an electric Coulter counter which 
measures the impedance between two electrodes that are located within the inside and 
outside of an aperture within the Coulter counter probe. This probe is placed into a 
beaker containing cells that are suspended in a low concentration electrolyte. Cells are 
less conductive than the electrolyte. The impedance across the two electrodes 
therefore changes when a particle passes through the aperture which can be 
measured as a voltage or current pulse. As the amount of displaced electrolyte is 
proportional to the volume of the cell, those pulses are then proportional to the volume 
of the particle that passes through the electrodes. This method is good for large cell 
numbers, but has the disadvantage that it requires expensive equipment and it is more 
difficult to distinguish between viabie and non-viable cells.
MTT assay: One of the best known viability assays is the 3-(4,5-dlmethylthiazol-2yl)- 
2,5-dlphenyltetrazolium bromide (MTT) assay. MTT, a yellow water soluble salt is 
cleaved by the enzyme succinate dehydrogenase in the enzyme of living cells. The 
cleavage products are dark-blue formazan crystals which are soluble In isopropanol. 
The quantification of viable and non-vlable cells is done by absorbance measurements 
using a spectrophotometer. The absorbance is directly proportionai to the 
concentration of formazan crystals which are proportional to the number of viable cells. 
Prior to experiments however, a standard for a given cell type has to be established by 
measuring known numbers of ceiis. The test is therefore only valid as long as the cells 
are counted accurately. This assay Is well suited for analysis using ELISA plate 
readers, which makes it a rapid high throughput screening test.
-100  -
Yvonne Hübner Chapter 5; Comparison of extrinsic and intrinsic pathway of apoptosis using DEP
Flow cytometry: Another rapid method to distinguish between viable and non-viable 
cells in large samples Is using a flow cytometer. Propidium iodide and similar dyes are 
used to stain the DNA of non-viable cells. Propidium iodide for example carries two 
positive charges which prevent it from entering through the membrane of viable cells. 
Non-vlable cells have porous membranes and allow the molecule to enter the cell. In 
addition to that non-viable cells typically show a reduction in size. Cells are then 
introduced into the flow cytometer. They are separated into individual cells that then 
flow through a laser beam. Photomultipliers detect light that scatters of the cell which 
gives information about the cell size (forward scatter) and granularity (sideway scatter). 
As well as photomultipliers, most flow cytometers are equipped with different filters that 
allow the detection of the fluorescence of cells, e.g. through the use of fluorescent dyes 
that are used to stain the ceils prior to the experiment. Flow cytometry is a versatile and 
sensitive method to determine viability of cells. Depending on the dye used for 
experiments, further information about the cell cycle or early and late stages of 
apoptosis can be gained. It does however require expensive equipment as well as a 
skilled researcher to operate it.
4.1.2 Applications of AC electrokinetics for Ceii 
Characterisation
As described in earlier chapters already, dielectrophoresis and electrorotation can be 
used to characterise cells according to their dielectric properties. Both dielectrophoresis 
and electrorotation have been used to distinguish between viable and non-viable cells 
and to determine the effect of chemicals and drugs on various cell types.
Over the years a number of experiments have been conducted using dielectrophoresis 
and electrorotation to distinguish between viable and non-viable cells as well as the 
effects of different agents on cells. Pohl and Hawk (1966) used differences in the 
dielectrophoretic collection rate of viable and non-viable yeast cells to separate these 
cells. Later viable and non-viable yeast cells were characterised using 
dielectrophoresis and electrorotation (Crane and Pohl, 1967, Huang et a/., 1992b). 
Kriegmaler et al. (2001) used electrorotation and electroorientation measurements to 
analyse the effects of heat treatment on yeast S. pombe.
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In the 1990’s researchers started to use dielectrophoresis and electrorotation to 
characterise different cell types as well as the influence of chemically and physically 
induced stress factors on ceiis. Arnold et al. (1988) studied the effects of phenols on 
yeast cells using ROT. Burt et al. (1990) used dielectrophoresis to study the effects of 
hexamethylene bisacetamide (HMBA) on different cell lines. They found that HMBA 
reduces the cell surface charge. They also found that HMBA induced DS19 and DR10 
to differentiate causing an increase in the effective effective cytoplasmic conductivity. 
Huang et al. (1995) and Quinn et al. (1996) used dielectrophoresis to study the 
influence of various dosages of ozonation on parvum oocysts. They found that the 
effective effective cytoplasmic conductivity of the oocysts decreased, which they 
attributed to a change in the in vitro excystation. Huang et al. (1996b) used both 
dielectrophoresis and electrorotation to study the properties of a clone of rat kidney 
cells that exhibits two different phenotypes depending on its growth temperature. They 
demonstrated that cells grown at an elevated temperature had a lower membrane 
conductance and mean specific cell membrane capacitance than cells grown at 33 °C. 
Scanning electron microscopy confirmed that those changes in the membrane were 
due to observed morphological changes in the membrane surface. Pruger et al. (1997) 
used combined dynamic light scattering and electrophoresis to automatically measure 
changes In the dielectric properties of human red blood cells induced by the ionophore 
nystatin. They found that cells that were treated with nystatin showed a reduction in the 
effective effective cytoplasmic conductivity. Gascoyne et al. (1997) found that they 
could differentiate between normal erythrocytes and red blood cells that have been 
infected with a malarian parasite plasmodium falciparum. Huang et al. (1999) studied 
changes in T-lymphocytes after stimulation with phytohemagglutinin and interleukin-2 
which induce the ceil division cycle. They found that after an Initial dip in the membrane 
specific capacitance at 24h after the induction of cell division, the membrane specific 
capacitance increased. Those findings were confirmed using scanning electron 
microscopy which confirmed an increased complexity in the ceil membrane 
morphology. Hodgson and Pethig (1998) and Suehiro et al. (2003) measured viability 
of E. coll cells. Hodgson and Pethig (1998) used electrorotation to study differences in 
the rotational response of Escherichia coli (E. coll) cells after treatment with virkon 
disinfectant. Suehiro et al. (2003) used dielectrophoretic impedance measurement to 
distinguish between viable E. coli cells and cells that were heat-treated or subjects to 
UV light. Dalton et al. (2001) used electrorotation to distinguish between viable and
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non-viable Gardia intestinalis cysts. They also found that they could measure the 
viability of cyclospora oocysts. Johari et al. (2003) measured the effects of 
streptomycin on antibiotic-sensitive and antibiotic-resistant strains of Staphylococcus 
epidermidls using DEP. Castellarnau et al. (2006) demonstrated that DEP could be 
used to identify changes in four Escherichia coli Isogenic strains that differed 
exclusively in one mutant allele. Oblak et al. (2007) used DEP to distinguish between 
cells that had been electroporated through high voltage pulses. Patel et al. (2008) used 
dielectric spectroscopy and dielectrophoresis to study the effects of cycioheximide, 
glutaraidehyde, heat, iso-octanol and giutaraidehyde on yeast cells. They found that 
DEP could be used to study non-vlable cells and the changes in their dielectric 
behaviour after treatment with different agents. Hoettges et al. (2007) measured the 
effects of polymyxin B on E. coli using DEP. Pethig and Taiary (2007) used DEP to 
study the effects etoposlde on Jurkat T-cells. They found significant changes in the 
membrane capacitance as cells underwent apoptosis.
These findings demonstrate that dielectrophoresis and electrorotation are capable of 
differentiating between viable and non-viable cells. Furthermore few experiments have 
demonstrated that dielectrophoretic and electrorotational spectra can be linked to the 
dosage of toxicants (Quinn et al., 1996, Hübner et al., 2003). Zhou et al. (1996) 
measured the effect of different concentrations of Cosmocil (polyhexanide) on yeast 
using electrorotation. They found that Cosmocil lead to a gradual increase in the 
cytoplasmic membrane conductivity with increasing Cosmocil concentration. 
Ratanachoo et al. (2002) measured time and dose responses of the human cultured 
leukaemia (HL-60) line for paraquat, styrene oxide, N-nitroso-N-methylurea and 
puromycin using DEP. They found that the DEP responses corresponded to alterations 
in cell surface morphology that were observed using a scanning electron microscopy. 
However, they pointed out that DEP was more sensitive to agents that had a direct 
action on the membrane than to agents which targeted the cell Interior, in 2005 Broche 
et al. have demonstrated that multiple populations can be detected and analysed using 
dielectrophoresis. They found that by adding the spectra of two populations of different 
physical properties, a spectrum emerged that had distinct features by which two 
populations could be recognised within a recorded dielectrophoretic spectrum, it was 
found that the upper dispersion rather than declining at high frequencies, showed two 
plateaus. This was then applied by Labeed et al. (2006) who used dielectrophoresis to
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investigate the influence of staurosporine (an apoptosis inducing agent) on chronic 
myelogeneous leukemic cells (K562). They found that after 24 and 48 h Incubation 
multiple populations could be detected within one sample that had different cytoplasmic 
conductivities. This corresponded to results obtained by flow cytometry, which 
monitored the progress In apoptosis. The analysis technique was used in this study to 
monitor the effect of different concentrations of doxorubicin on K562 cells.
4.2 Apopotosis
No matter which living organisms one studies, cells are generated through the 
continued growth and cell division of already existing cells. This is true for unicellular 
bacteria to complex multi-cellular mammalian organisms. Each reproduction is a series 
of carefully choreographed mechanisms, collectively called the cell cycle with the 
duplication of cell content and cell division. However, where there is life, there needs to 
be death. Unwanted cells are disposed of by programmed cell death or apoptosis. 
Apoptosis plays a major role in the elimination of damaged and infected cells, In 
embryogenesis and metamorphosis as well as natural tissue turnover and Is therefore 
an integral part of life itself. Cells that are no longer needed within an organism or are a 
threat to the immune system are removed from the body by apoptosis. Cell division and 
cell death are therefore the main factors that determine the number of cells in a given 
organism. Any deviation of amount of apoptotic cells In an organism will be reflected in 
conditions such as neurodegenerative diseases (i.e. Alzheimer’s disease and 
Parkinson's disease); autoimmune disorders (i.e. diabetes, rheumatoid arthritis and 
Crohn disease) and many types of cancer (Beutler and Bazzoni, 1998).
Apoptosis was first observed by Ian Flemming in 1895 who called the process of 
spontaneous cell death chromatolysis (as reviewed by Clarke, 2000). In his paper he 
described how regressing ovarian follicles In mammals contained a large number of 
cells that were breaking up and contained pyknotic chromatin as well as loose 
apoptotic bodies. However, the first systematic characterisation began with Kerr in the 
1970’s. In his review paper entitled History o f the events leading to the formulation of 
the apoptosis concept, Kerr (2002) describes the events leading up to the discovery of 
apoptosis. In 1965, Kerr observed small round bodies of cytoplasm that were filled with 
condensated nuclear chromatin after he had Interrupted the blood supply to rat liver
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cells. Similar structures were subsequently detected by Kerr and Searle (1972) In basal 
cell carcinomas and Currie and Wyllie in the adrenal cortices of rats after treated with 
prednisolone. As the phenomenon was different to necrosis, but related to cell death, 
the term initially used was “shrinkage-necrosis". In the now famous paper Kerr, Wyllle 
and Currie then renamed shrinkage-necrosis apoptosis. The term apoptosis (from the 
Greek word "falling off”, as leaves and petals from trees) was first used by the group in 
order to signify that apoptosis Is usually triggered in single cells or small cell clusters as 
opposed to cell death on a large scale as It happens in an infarct.
Apoptosis Is characterised by morphological as well as biochemical processes and 
counteracts the process on mitosis. Already in early studies of apoptosis, Kerr et al. 
described how cells shrink leading to a densely packed cytoplasm. The nucleus starts 
blobbing with its chromatin condensation and margination into smooth masses that 
aggregate under the nuclear membrane. Through extensive plasma membrane 
blobbing, apoptotic bodies can be formed containing discrete nuclear fragments, which 
can be phargocytized by macrophages or neighbouring cells without Inflammatory 
response. In Jurkat T-lymphocytes, these apoptotic bodies remain within the cell 
structure, leading to the typical "popcorn" shape of apoptotic cells. Inflammatory 
reactions are suppressed through the efficient removal of apoptotic bodies through 
macrophages and no cellular contents are released into the surrounding tissue. Other 
organelles and mitochondria show little or no swelling.
Biochemicaly, protein cleavage, protein cross-linking, DNA breakdown and phagocytic 
recognition result in several pathways of apoptosis. Most morphological changes are 
due to the activation of caspases. Caspases are cysteine proteases which posses an 
active site cysteine and cleave their substrates after aspartic acid residues. Like other 
proteases, caspases are synthesized as inactive pro-enzymes, which need to be 
proteolytically cleaved to transform into an active caspase. It has been proposed that 
different caspases are involved in the signalling pathway where they act upstream of 
the effector caspases, as mediators of the effector phase of apoptosis and can act as 
mediators of the inflammatory response. This shows that activation of one caspase 
does not lead to the degradation of all cellular proteins. Instead they are highly 
substrate specific.
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Apoptosis Necrosis
cell shrinkage
plasma membrane blebbing 
chromatin condensation or marginates 
nuclear membrane breakdown 
formation of vesicles 
organelles do not swell 
no inflammation
degradation of DNA by 3’ cleavage to 
nucleosome-sized fragments 
exteriorization of phosphatidylserine 
activation of caspases such as 
caspase 3
bursting of cells
loss of ATP or membrane pumps 
osmotic swelling of cell membrane and 
organelles with extraction of contents 
and precipitation of proteins 
inflammatory response in the 
surrounding tissue
DNA remains mainly intact or becomes 
disrupted into fragments of different 
lengths
Table 9
Comparison between apoptosis and necrosis
There are two main pathways by which apoptosis can occur -  the intrinsic and the 
extrinsic pathway. Even though these two pathways follow different mechanisms, 
overlap does occur and as described above, caspases lie at the centre of both.
4.2.1 Extrinsic Pathway
The extrinsic pathway is activated by ligands that bind to transmembrane death 
receptors (Mellier et al., 2010). Some prominent examples for death receptors are the 
tumour necrosis factor (TNF), TNF-related apoptosis inducing ligand (TRAIL) and FAS 
(also called CD95) (Mahmood and Shukla, 2010). Death receptors have cytoplasmic 
death domain (DD) which contain an intracellular global protein interaction domain of 
about 80 amino acids. When the trimeric ligand binds to the death receptor, 
cytoplasmic adaptor proteins such as Fas associated death domain (FADD) are 
recruited (Medema et.al., 1997). FADD consists of two domains -  the death domain 
(DD) and a death effector domain (DED). FADD interacts through its DD with the Fas- 
receptor and through the DED with pro-caspase-8 to form a death inducing signalling 
complex (DISC) (Wajant, 2002). Recruitment of pro-caspase-8 through FADD leads to
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its auto-cleavage and subsequent activation to caspase-8 (Kischkel et al., 2000). This 
is then followed by a cascade of activation of caspase-3, caspase-7 and caspase-6. 
Caspase-8 can also cleave BID (BCI-2 Interacting domain) which can then in its 
truncated form cause mitochondria to release cytochrome c and activate the 
mitochondrial cascade and thus leading to intrinsic pathway.
The death-receptor-medlated caspase cascade Is Inhibited by inhibitor of apoptosis 
(lAP) proteins which bind to the active enzymes (Ekert et al., 2001; Bratton et al., 
2001). These are antagonized by the protein second mitochondrla-derived activator of 
caspases (SMAC)/direct lAP binding protein with low pi (DIABOLO) which need to be 
released from the mitochondria to ensure the progression of apoptosis.
4.2.2 Intrinsic Pathway
The intrinsic pathway Is triggered through Internal stimuli such as DNA damage and 
oxidative stress caused by cytotoxic drugs such as staurosporine. Apoptosis is induced 
through the Bcl-2 family of proteins that cause cytochrome c to move from the 
intermembrane space of mitochondria to the cytoplasm (Bogner et al., 2010). How 
cytochrome c crosses the mitochondrial outer membrane is not yet known, but the Bcl- 
2 proteins are thought to either act by forming channels or blocking channels in the 
outer mitochondrial membrane. While Bcl-2 is closely attached to intracellular 
membranes, Bax (Gardai et al., 2004), Bad (Danial, 2008), Bim (Pinon etal., 2008) and 
Bid (Billen, 2008) can move between the cytosol and other organelles. Pro-apoptotic 
signals redirect these proteins to the mitochondria where they undergo conformational 
changes and insert into the outer mitochondrial membrane (Ghibelll and Diedrlch, 
2010). Their Insertion Increases the permeability of the outer mitochondrial membrane 
by forming or regulating membrane channels and allows the release of cytochrome c, 
which binds to apaf-1 and procaspase-9 to form the apoptosome (Walczak et al., 
2000). Upon activation, caspase-9 activates caspase-3, where the extrinsic and 
intrinsic pathways converge. The cascade ultimately results in the cleavage of target 
proteins which facilitate the ordered breakdown and removal of the cell. Activated 
nuclear lamins are responsible for nuclear shrinkage, cytoskeletal proteins such as 
actin and Intermediate filaments rearrange the cell structure and caspase-activated
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DNase cleaves chromatin by cutting DNA between nucleosomes and creating a DNA 
ladder.
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It Is not clear yet how the Bcl-2 family members regulate the cytochrome c release from 
mitochondria. Several mechanisms have been suggested as summarised In Figure 51.
ATP.ADPProcaspase
Adaptor
Cytoplasm
Bd-2 
fwna> mamtMf
Figure 51
Suggested mechanisms for cytochrome c release from mitochondria through the 
formation of a pore. (A) Heterodimerization between pro- and anti-apoptotic family 
members. Dimerization is achieved when the BH3 domain of one molecule binds into a 
hydrophobic pocket formed by the BH1, BH2 and BH3 domains of another family 
member. Because of structural constraints, both homodimers and heterodimers are 
asymmetric molecules. (B) Direct regulation o f caspases via adaptor molecules, as 
has been described in C. elegans. Although the CED-4 homologue Apaf-1 is probably 
not a Bcl-2 family target, other adaptor proteins, such as BAR, the endoplasmic 
reticulum-localized protein Bap31 and Aven, have been described in mammals. (C) 
Interaction with other mitochondrial proteins, such as VDAC and the adenosine 
nucleotide transporter (ANT), either to generate a pore for cytochrome c exit, or to 
modulate mitochondrial homeostasis (for example, opening of the PIP).
(D)Oligomerization to form a weakly selective ion channel. Image taken from
Hengartner (2000)
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4.2.3 Doxorubicin
Doxorubicin (also known as Adrlamycin or 14-Hydroxyldaunomycin) Is an anti-tumour 
drug that Is primarily used to treat lymphomas, breast cancer and sarcomas (Hande, 
1998). It was originally Isolated from Streptomyces peucetlus cultures and belongs to 
the chemical group of a nth racy cl In es (Jung and Reszka, 2001).
Several mechanisms have been proposed for the action of doxorubicin (Gewlrtz, 1999, 
Jung and Reszka, 2001) and both the extrinsic pathway (Dunkern et al., 2003) and the 
Intrinsic pathway (MIzutanI et al., 2005) have been described. It is believed that 
doxorubicin damages the DNA through topolsomerase II Inhibition and free radical 
generation by redox-reactions (MIzutanI et al., 2005).
MIzutanI et al. (2005) propose that doxorubicin Induces apoptosis though the loss of 
mitochondrial membrane Integrity caused by reactive oxygen species (ROS). 
Doxorubicin Is positively charged amphlpathic molecule and has been proposed to 
cross the cell membrane by a ‘flip-flop’ mechanism (Regev et al., 2005). The 
hydrophobic region of the drug binds to the head-groups of the membrane 
phospholipids followed by a flip-flop across the llpid core. In cells that lack drug pumps, 
drug concentration In the cytoplasm will reach levels similar to that outside the cell. It 
then generates H2O2 which damages the DNA of cells. The biocatalytic generation of 
reactive oxygen species could Involve several mechanisms. Bachur et al. (1982) found 
that oxidoreductases either through NAD(P)H-dependent cytochrome P450 reductases 
In the endoplasmatic reticulum or the nuclear envelope convert doxorubicin to a 
semlqulnone radical via an univalent reduction. This reaction Is followed by 
regeneration of the quinone function moiety by using molecular oxygen. This 
doxorubicln-02 redox-cycling process Increases the ROS generation without 
doxorubicin consumption as shown in Figure 52. In addition, doxorubicin has been 
observed to generate ROS species through redox cycling at complex I of the electron 
transport chain results within mitochondria. Those ROS then damage the mitochondrial 
genome (mtDNA), proteins, lipids and other biomolecules leading to apoptosis 
(Palmeira et al., 1997). Insertion of doxorubicin Into membranes would modify the llpid 
environment, which In turn could modify the membrane permeability. A sudden 
Increase In mitochondrial membrane permeability, so-called mitochondrial permeability
111 -
Yvonne Hübner Chapter 4: Cytotoxicity test using DEP
transition (MPT), is a central coordination event in the apoptotic process and leads to 
the release of cytochrome c from mitochondria; cytochrome c then activates effector 
caspases to induce DNA ladder formation (Das et al., 2000).
0OH 0 “ OH
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HXO OH C 
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Figure 52
The univalent reduction ofAdriamycin to a semiqulnone radical. The radical is able to 
auto-oxidize in the presence of oxygen to generate superoxide anions, reverting to the 
parent compound. Figure taken from Berthiaume and Wallace (2007)
Doxorubicin is also implicated to act upon topoisomerase II (Hande, 1998). 
Topoisomerases are enzymes which catalyse the breakage and resealing of strands of 
the DNA helix (Ferguson and Baguley, 1994). Doxorubicin act on topoisomerase II by 
stabilization of the topoisomerase ll-DNA complex resulting in cytotoxic lesion in the 
DNA helix (Araujo et al., 1998). These cytotoxic lesions are known to disrupt the 
breakage-reunion cycles of topoisomerases and produce single- and double-strand 
breaks (Snapka, 1987).
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4.3 Materials and Methods
4.3.1 Preparation of Yeast Celi Mixtures
Yeast cells (S. cerevisae) were cultured at 37 °C in YPD broth. Cells were harvested 
after 12 h. Cells that underwent heat treatment were first grown In YPD broth medium 
for two days. The cells were suspended in deionised water and heated for 5 min at 75 
13 In a water bath.
Before experiments were conducted, cells were centrifuged at 1000 g for 3 min and the 
pellets were washed and resuspended in a medium prepared fresh by adding small 
amounts of phosphate-buffered saline to 280 mM mannitol until a final conductivity of 3 
mS m'  ^ was reached. The final cell concentration was counted using a 
haemocytometer and was adjusted to 10^ cell m l'\ The mixtures of 10% viable cells 
and 90% non-viable cells, 25% viable cells and 75% non-vlable cells, 50% viable cells 
and 50% non-viable cells, 75% viable cells and 25% non-viable cells, 90% viable cells 
and 10% non-viable cells were adjusted. The ratio between viable and non-viable cells 
was controlled using trypan blue.
4.3.2 Cell Culture and Induction of Apoptosis
K562 cells were maintained in continuous suspension culture using RPMI 1640 
medium, supplemented with 10% foetal bovine serum, 2 mM L-glutamine, and 100 
units mM penicillin- streptomycin in a humidified Incubator at 37 °C under an 
atmosphere of 5% CO2 in air. For dielectrophoretic experiments, cells were centrifuged 
for 3 min at 200 g (PK121R centrifuge by Thermo Electron Corporation, ALC 
International). The cells were a kind gift from John E. Eriksson (Department of Biology, 
University of Turku, FIN-20014 Turku, Finland).
The cell concentration was adjusted to 10® cells ml'”' and incubated in doxorubicin, 
dissolved in H2O at concentrations ranging between 3 pM and 30 pM for 4h. Control 
samples were run with added H2O for 4 h incubation time.
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For dielectrophoretic experiments, cells were washed and resuspended in a 
conductivity medium consisting of 8.5% (w/v) sucrose (Sigma Aldrich, Gillingham, UK) 
and 0.3% (w/v) glucose (Sigma Aldrich, Gillingham, UK). The conductivity was adjusted 
to 2.5 mS m"^  using phosphate-buffered saline (Sigma Aldrich, Gillingham, UK). 
Experiments were conducted following the procedure in chapter 3.
4.3.3 Flow Cytometry Experiments
Annexin V FITC Apoptosis detection kit (Calbiochem) was used to detect apoptosis 
using flow cytometry. The cell concentration was adjusted to 10® cells mM. 10 pi media 
binding agent and 1.25 pi Annexin V-FITC were added to 500 pi cell suspension and 
incubated for 15 min at room temperature in the dark. Afterwards the cells were 
centrifuged for 5 min at 500 g and the medium removed. The pellets were resuspended 
in 500 pi cold binding buffer and 10 pi propidium iodide were added. The sample was 
analysed using a Beckman Coulter Epics XC flow cytometer emitting an excitation light 
at 488 nm from a laser. It was used to quantify Annexin V-FITC and propidium iodide 
(PI) signals. To detect cells that were stained only with FITC, FL1 was set to 518 nm. 
FL3 was set to 620 nm to detect cells that were stained with PI. The log of Annexin V- 
FITC fluorescence was displayed on the X axis and the log of PI fluorescence was 
displayed on the Y axis.
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4.4 Results and Discussion
4.4.1 DEP Experiments with Ceil-Mixtures
As described in the introduction, Broche et al. (2005) have developed a mathematical 
method to analyse multiple sub-populations within one sample by adding two the model 
of one population to the values for each frequency to the model values of the second 
population. Beyond the work of Labeed et al. (2006) this theoretical approximation has 
not been systematically validated using known concentrations of different populations.
Table 10 shows the dielectric properties of viable and non-viable yeast cells estimated 
using DEP modelling, as determined in the previous chapter. It can be seen that 
effective effective cytoplasmic conductivity, membrane conductivity and cell wall 
conductivity as well as the cell size differ significantly. When cells die the membrane 
and cell wall lose their integrity and the ionic content leaks out of the cell Interior 
through the porous cell membrane and wall Into the surrounding medium. This process 
is governed by diffusion. The effective effective cytoplasmic conductivity of viable yeast 
cells is 0.18 S m'  ^ while the conductivity medium has a conductivity of 3 mS m '\ 
Diffusion is a passive form of transportation and is governed by a concentration 
gradient. Chemical substances strive to reach a concentration equilibrium by moving 
from regions of high concentration along the concentration gradient towards regions of 
low concentration until an equal distribution of the substance is achieved. When yeast 
cells experience a heat shock the membrane and cell wall lose their integrity. Once the 
membrane opens and the ions diffuse out of the cell, the effective effective cytoplasmic 
conductivity drops significantly from 180 mS m'  ^ to 7 mS m '\ The change in the 
effective effective cytoplasmic conductivity then results in a change in polarisability of 
the cells and leads to a change in the dielectrophoretic collection rate.
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Viable Yeast Cells Non-Viable Yeast 
Cells
Effective effective 0.18 S m'^ 7x  10'®Sm'^
cytoplasmic conductivity (0.16-0.2) (6.8 X  10'®-7.2 X  10'®)
Cytoplasmic Permittivity 50* 50*
1 0 -9 0 * 30 -  70*
Membrane Conductivity 2.5x 10’"S  m'’ * 1.6 X  10"* S m'^
(2 .5 - 10 ®- 2 .5 -  10 ®) (1.0 X  10"*-2.2 X  10"* )
Membrane Permittivity 6 6
(5.5 -  6.5) (5-7)
Cell Wall Conductivity 1.4x 10'^S m’’ 1.5x 10'®S m*
( 0 . 8  X  1 0 ' ^ - 2  X  1 0 ’^) (1.1 X  10 ®- 1.9 X  10'®)
Cell Wall Permittivity 60* 60*
(40 -  80) * (40 -  80)*
Table 10
Dielectrophoretic parameters of viable and non-viable yeast cells determined using
dielectrophoresis.
* those ranges are too wide to give any statistical significance
Dielectrophoresis does not distinguish between single cells within one sample, but 
measure the average dielectrophoretic response. However, if two populations of cells 
are mixed with sufficiently different dielectric properties, both populations will contribute 
to the dielectrophoretic spectrum. Therefore a mixture of viable and non-viable yeast 
cells will result in a different collection spectrum than single population spectra of viable 
or non-viable yeast cells. As demonstrated In Figure 53, in the case of viable and non- 
viable yeast cells a clear shift in the low end and high-end frequencies should be 
expected and the cross-over frequency should be altered when different ratios of the 
two populations are mixed.
By adding the two spectra of viable and non-viable yeast cells at different ratios, 
predictions can be made about the collection behaviour of the mixtures at different 
frequencies. As demonstrated in Figure 53 mixtures with a majority of dead cells are 
expected to exhibit positive dielectrophoresis at frequencies below 25 kHz, while
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mixture with a majority of viable yeast cells exhibit negative dielectrophoresis. It Is 
however difficult to rely only on those frequencies for judgement of the quantity of the 
two populations as to electro hydrodynamic flow often interferes with those 
measurements.
The phenomenon of electro hydrodynamic flow was originally thought to be abnormal 
dielectrophoretic behaviour when described by Pethig et al. (1992) but was later shown 
by Ramos et al. (1999) to be caused by fluid movement. This motion is caused by the 
migration of ions in the electrical double layer under the influence of the 
inhomogeneous electric field. Since electrodes supply charge to the surface they 
acquire a double layer. Although the electric field lines are perpendicular at the 
electrode surface, they acquire a tangential component by the top of the double layer. 
Therefore the Interactions between field lines and charges move charges not only to 
the surface but also along the charged surface. This effect is frequency dependent and 
is strongest at low frequencies, where the double layer has enough time to form during 
every cycle of the electric field. The movement of fluid is along the electrode surface, 
perpendicular to the electrode edge, driving fluid onto the electrodes. This forms a 
vortex of liquid over the electrode edge, which pulls particles out of the bulk liquid in a 
downdraft above the electrode edge and inwards along the electrode surface. Since 
the updraft further Inwards is weaker the particles collect on top of the electrode but 
away from the edge. The effect causes a bulk flow in the liquid. Using the well 
electrodes, the dielectrophoretic response is determined by measuring the light 
intensity change across the well. The cells are forced to move along the electrode edge 
though EHD which leads to an increase in the light intensity along the electrode edges. 
This is then falsely interpreted as positive dielectrophoresis. In other words, the 
detection system is not sensitive to detect the difference in the cell movement when 
experiencing positive dielectrophoresis or EHD. Experiments have shown however, 
that this is only significant for frequencies below 10 kHz.
The second dependency between the cell collection and the amount of viable and non- 
viable cells can be seen at frequencies above 1 MHz. Therefore the higher the ratio of 
non-viable cells in the sample is, the earlier the sample reaches the cross-over 
frequency. DEP collection spectra show a third characteristic property that depends on 
the ratio of the mixtures as well. It can best be seen at ratios between 25% to 75%
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viability. For those mixtures there is an inflection or a “dent” in the collection rate, which 
leads to a second minor plateau in the collection rate. This dent is the most 
predominant feature in the collection rate of mixed populations, making it easy to spot 
them in random samples. This dent also makes it easy to distinguish between those 
different mixtures. It needs to be pointed out however, that it is difficult to make 
predictions about the mixture ratios when only low concentrations of either viable or 
non-viable cells are present.
Theoretical Spectra of Mixtures of Viable and Non-Viable Yeast Cells
100
100% dead
90%dead
75% dead
50% dead
25% dead
10% dead
0% deadCL 50
10 10 Frequency (Hz)
Figure 53
Model o f mixed populations: By adding the dielectrophoretic spectra o f viable and non- 
viable ceils, the dielectrophoretic response of different ratios o f the two populations 
within one sample can be determined. Note the shift in the cross-over frequency at low 
frequencies and the altered appearance at high frequencies. Having two plateaus at 
high frequencies is a characteristic feature of multiple populations.
When using the well electrodes, the analysis depends on the light intensity change 
across the well. According to the Beer-Lambert law, the absorption is proportional to 
the distance that the light travels through the sample and the concentration of the 
absorbing species in the material. The equation is shown below where a  is the 
absorption coefficient which is an intrinsic property of each material, / the distance the 
light travels through the sample and c is the concentration of the absorbing material.
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A = a  I c (38)
A difference in the absorption coefficient of the two populations will therefore change 
the dielectrophoretic response in favour of the population with a higher absorption 
coefficient. The light absorption of the different cell mixtures was therefore determined 
using a spectrophotometer. Mixtures of viable and non-viable cells were made up and 
cells were suspended in conductivity medium. The over-all cell concentration was 
adjusted to 5 x 10® cells ml'^ ± 10%. The ratio between viable and non-viable was 
confirmed using trypan blue. The light absorption was measured using a 
spectrophotometer. As shown in Figure 54 the light absorption of the different samples 
was within the same range for all mixtures. That means that both viable and non-viable 
yeast absorb the same amount of light. Therefore the dielectrophoretic response and 
the ratio that was determined from those spectra for the two populations were 
proportional to the ratio of the mixtures. For a mixture of 50% viable cells and 50% non- 
viable cells, both populations therefore contribute and equal amount of light intensity 
change to the spectrum.
Light Absorption of Different Mixtures Of Viable and Non-Viable Yeast
II< 0.6
0.4
0.2
100% live 90% live 25% live 10% live75% live 50% live dead
Mixture
Figure 54
Light Absorption of different mixtures of viable and non-viable yeast cells. The error 
bars show the standard error, n = 3.
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Figure 55 to Figure 59 show the dielectrophoretic spectra of the different 
concentrations of viable and non-viable yeast cells, recorded using well electrodes. The 
results of at least 5 experiments were averaged and compared to the theoretically 
obtained models for multiple populations. The spectra were fitted using a multi-shell 
model. Once the best fit was determined, the ratio between the two populations was 
calculated and compared to the theoretical value.
2.5
0.5
-0.5
Frequency (Hz)
Figure 55
Dielectrophoretic spectrum of a mixture of 10% viable yeast cells and 90% non-viable 
yeast cells, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N= 5
Figure 55 shows the dielectrophoretic spectrum of a mixture of 10% viable and 90% 
non-viable cells. As predicted, the spectrum remains positive at frequencies below 10 
kHz and the characteristic dent in decline of the cell collection can be observed 
between 1.6 and 2.5 MHz. The dielectric properties of the two populations match the 
dielectric properties of the 100% viable sample and the 100% non-viable sample.
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Figure 56
Dielectrophoretic spectrum of a mixture of 25% viable yeast cells and 75% non-viable 
yeast cells, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N= 5
Figure 56 shows the dielectrophoretic spectrum of a mixture of 25% viable and 75% 
non-viable cells. As predicted, the spectrum remains positive at frequencies below 10 
kHz but lower as for the mixture of 10% viable and 90% non-viable cells as shown in 
Figure 55. The characteristic dent in decline of the cell collection can be observed 
between slightly higher between 2.5 and 4 MHz. The dielectric properties of the two 
populations match the dielectric properties of the 100% viable sample and the 100% 
non-viable sample.
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Figure 57
Dielectrophoretic spectrum of a mixture o f 50% viable yeast cells and 50% non-viable 
yeast cells, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N= 5
Figure 57 shows the dielectrophoretic spectrum of a mixture of 50% viable and 50% 
non-viable cells. As predicted, the spectrum cells exhibit negative dielectrophoresis at 
frequencies below 10 kHz. The characteristic dent in decline of the cell collection can 
be observed between has also moved up to about 6 . 3 - 1 0  MHz. The dielectric 
properties of the two populations match the dielectric properties of the 100% viable 
sample and the 100% non-viable sample.
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Figure 58
Dielectrophoretic spectrum of a mixture o f 75% viable yeast cells and 25% non-viable 
yeast cells, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
Figure 58 shows the dielectrophoretic spectrum of a mixture of 75% viable and 25% 
non-viable cells. As predicted, the spectrum remains positive at frequencies below 10 
kHz but lower as for the mixture of 50% viable and 50% non-viable cells as shown in 
Figure 57. The dielectric properties of the two populations match the dielectric 
properties of the 100% viable sample and the 100% non-viable sample.
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Figure 59
Dielectrophoretic spectrum of a mixture o f 90% viable yeast cells and 10% non-viable 
yeast cells, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
Figure 59 shows the dielectrophoretic spectrum of a mixture of 90% viable and 10% 
non-viable cells. As predicted, the spectrum remains positive at frequencies below 10 
kHz but lower as for the mixture of 75% viable and 25% non-viable cells as shown in 
Figure 58. However, for the measurement of this sample, it was found that the effective 
effective cytoplasmic conductivity of the viable yeast population was significantly 
reduced to 0.11 S m^ according to the model.
Table 11 shows the ratios of viable and non-viable yeast cells as determined using 
DEP modelling compared to the actual mixtures. Differences can come from a number 
of sources. As discussed in the literature review, cell counts using a haemocytometer 
can be subjective and can lead to error. Dead cells also might disintegrate into small 
fragments and thereby increasing the number of non-viable particles within the sample, 
while viable cells might reproduce and thereby increase the number of viable cells 
within the sample. At low concentrations of one population it is more difficult to
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determine the concentration as the transition between the two populations is less 
significant.
Mixture viable cells : non-viable cells Ratio determined using DEP
90:10 81:19
75:25 76:24
50:50 53:47
25:75 18:82
10:90 13:87
Table 11
Comparison of the percentage of viable and non-viable cells using trypan blue staining
and dielectrophoretic measurements.
The table shows that the DEP results are more accurate in the range of 25% - 75% of 
population size, but only give a rough estimate of the true results. It is important that 
the two populations have distinct and different dielectric properties in order to be able 
to distinguish between them. This however might be the cause of some of the error 
sources. When part of the cells undergo positive DEP and part of the cells undergo 
negative DEP, cells might move against each other and therefore slow down the time 
needed to reach equilibrium. This might lead to an over- or under-representation of one 
sample.
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4.4.2 Cytotoxicity Test after Treatment of K562 Ceiis Using 
Doxorubicin
Figure 60 to Figure 64 show dielectrophoretic spectra after 4 h incubation of K562 cells 
at different concentrations of doxorubicin. It can be seen that the spectra change with 
concentration of doxorubicin.
K562
0D)cTO.CO
>>w5 0.5 c  0 c
.cD)
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Figure 60
Dielectrophoretic spectrum of K562, recorded using well electrodes, o represent the 
average light intensity change of bands 7-10 after 120 s after application of the electric 
field. It shows the average of 5 experiments using well electrodes, with the error bars 
giving the standard error between the experiments. -  represents the multi-shell model
used to analyse the spectrum. N=5
Figure 60 shows the dielectrophoretic spectrum of viable K562 cells. This spectrum has 
been taken as the reference spectrum. It was found that the addition of water did not 
affect the cells. Therefore, the changes in the dielectrophoretic spectra after incubation 
with doxorubicin were due to the influence of doxorubicin alone.
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Figure 61 shows the dielectrophoretic spectrum of K562 cells a 4 h incubation of 3 pM 
doxorubicin. From the characteristic bend in the collection rate at high frequencies it is 
clear that there are two populations with different cytoplasmic conductivities are 
present in the sample. Modelling of the dielectric parameters of the two populations 
reveals that one population has the same properties of viable K562 cells, whereas the 
other population has a lower effective effective cytoplasmic conductivity. A drop in the 
effective effective cytoplasmic conductivity is commonly associated with cells that are 
either stressed or dying (Pethig, 1979; Jones, 1995). The ratio between the collection 
rates of the two populations indicates that 78% of cells exhibited a DEP spectrum 
which correspondes to that of viable K562 cells.
3 pM Dox
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Figure 61
Dielectrophoretic spectrum of K562 cells that were incubated for 4h with 3 juM 
doxorubicin, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after appiication of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
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Figure 61 shows the dielectrophoretic spectrum after incubation of K562 cells with 6 
|iM doxorubicin. It can be seen that, similar to the yeast spectra, there is a bent in the 
collection rate at 6.3 MHz, which is an indication that two populations are present in the 
sample. This also reveals that the effective effective cytoplasmic conductivity of the 
second populations is lower than that of viable cells. The ratio between the collection 
rates of the two populations indicates that 64% of cells exhibited a DEP spectrum 
which correspondes to that of viable K562 cells.
6 pM Dox
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Figure 62
Dielectrophoretic spectrum of K562 ceiis that were incubated for 4h with 6 //M 
doxorubicin, recorded using weil electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the muiti-shell model used to analyse the
spectrum. N=5
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Figure 63 shows the dielectrophoretic spectrum after Incubation of K562 cells with 12 
pM doxorubicin. Compared to the spectra at lower concentrations, the bend in the 
spectrum has moved towards lower frequencies. It can be seen at 2.5 MHz, which is an 
indication that the percentage of stressed cells increases with higher concentrations of 
doxorubicin. The ratio between the collection rates of the two populations indicates that 
56% of cells exhibited a DEP spectrum which correspondes to that of viable K562 cells.
12 pM Dox
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Figure 63
Dielectrophoretic spectrum of K562 cells that were incubated for 4h with 12 juM 
doxorubicin, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application of the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
Figure 64 shows the dielectrophoretic spectrum after incubation of K562 cells with 30 
pM doxorubicin. Compared to the spectra at lower concentrations, the bend in the 
spectrum has moved towards lower frequencies. It can be seen at 2.5 MHz, which is an
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indication that the percentage of stressed cells increases with higher concentrations of 
doxorubicin. The ratio between the collection rates of the two populations indicates that 
48% of cells exhibited a DEP spectrum which correspondes to that of viable K562 cells.
30 pM Dox
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Figure 64
Dielectrophoretic spectrum of K562 cells that were incubated for 4h with 30 juM 
doxorubicin, recorded using well electrodes, o represent the average light intensity 
change of bands 7-10 after 120 s after application o f the electric field. It shows the 
average of 5 experiments using well electrodes, with the error bars giving the standard 
error between the experiments. -  represents the multi-shell model used to analyse the
spectrum. N=5
In order to test the accuracy of the dielectrophoretic measurements, control 
experiments were performed under the same conditions using trypan blue staining as 
well as experiments using Annexin V staining for flow cytometry measurements.
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A summary of the trypan blue results can be seen in Table 12. After 4h there was no 
significant change in the cell viability. However, after 72 h the number of viable cells 
decreased with an increase of doxorubicin.
Concentration
Trypan blue 
test 
(after 4 h)
SD Trypan blue 
Test 
(after 72 h)
SD
1.1 1.1
Control 96 93
3 fiM Dox 95 1.2 82 4.5
6 pM Dox 94 1.6 68 5.8
12 pM Dox 95 1.4 64 3.9
30 pM Dox 95 3.5 55 9.8
Table 12
Percentage of viable cells after treatment with doxorubicin for 72h.
When performing the flow cytometry experiments, it became apparent that the bright 
orange colour of doxorubicin interfered with the measurements. A right shift in PI signal 
measured in FL-3 could be seen in the spectra which was proportional to the 
concentration of doxorubicin in the sample. Results were therefore analysed only 
relying on Annexin V staining. Changes in the plasma membrane are amongst the 
earliest features of apoptosis. In viable cells the phosphatidylserine (PS) molecules are 
located on the surface of the cell membrane. In apoptotic cells, rapid alterations in the 
organisation of phospholipids occurs leading to PS exposure on the cell surface. In 
vivo, phagocytes recognise PS and remove the cell. Using Annexin-V, PS can be 
detected in vitro. In the presence of Ca^ "", Annexin-V binds to PS rapidly. PS 
translocation to the cell surface precedes breakdown, DMA fragmentation and the 
appearance of most apoptosis-associated molecules, making Annexin-V a marker for 
early apoptosis. In the assay used a fluorescing isothiocyanate (FITC) conjugate of 
Annexin-V is used which can be detected using a flow cytometer.
Figure 64 shows a summary of the shift in Annexin V staining after a 4 h incubation of 
K562 cells with doxorubicin. It can be seen that there is no change in PS exposure, am
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early plasma membrane change preceding cell death by apoptosis. This Is also 
important for dielectrophoretic experiments. It shows that the two populations 
measured by DEP after incubation with doxorubicin are not due to early apoptotic 
changes in the plasma membrane
However, it also means that there Is no measurable effect of doxorubicin after 4 h 
incubation time when measured using flow cytometry. A time trial was then been 
performed with incubation times of 4h, 6h, 12h, 24h, 48h and 72h. Results of those 
experiments showed that doxorubicin had an effect on PS exposure, indicating early 
apoptotic changes.
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Figure 65
Summary of Flow Cytometry Experiments: K562 cells were incubated for 4 h at 
different concentrations o f doxorubicin. Cells were then stained using Annexin V kit to 
monitor the progress of apoptosis within the cells..
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Figure 66
Summary of Flow Cytometry Experiments: K562 cells were incubated for 72 h at 
different concentrations o f doxorubicin. Ceils were then stained using Annexin V kit to 
monitor the progress of apoptosis within the ceils.
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Concentration
Trypan Blue Test 
(after 72 h)
Flow Cytometry 
(after 72 h)
Dieiectrophoresis 
(after 4 h)
Control 93 94.8 100
3 pM Dox 82 59.3 78
6 pM Dox 68 62.8 64
12 pM Dox 64 62.9 56
30 pM Dox 55 54.0 48
Table 13
This tabie shows a comparison of the number o f viable ceils within one sample using 
trypan blue staining, Flow cytometry measurements and dieiectrophoresis for different
concentrations of doxorubicin.
Trypan blue measurements can be very subjective and a systematic over- or 
undercount is possible. With both flow cytometry and the trypan blue test, it takes 72 h 
to be able to measure the effect of doxorubicin. This gives the unaffected cells time to 
grow and reproduce. This means that there will be more unaffected cells than would be 
if the cells had been measured earlier. The ratio is therefore affected.
K562 
Population 1
K562 
Population 2
Effective cytoplasmic 0.5 S m'^ 0.01 S m-'
conductivity (0.48 -  0.52) (0 .009-0.011)
Cytoplasmic Permittivity 60* 60*
(40 -  80)* (40 -  80)
Membrane Conductance 9.2 pS 15.6 pS
(9.0 -9.4) (15 .1 -16 .1 )
Membrane Capacitance 10.1 mF m'2 10.1 mF m‘^
(9 .6 -10 .6 ) (9 .6 -10 .6 )
Table 14
Comparison of the dielectric properties of the two populations as found after a 4h 
incubation with different concentrations of doxorubicin
- 135 -
Yvonne Hübner Chapter 4; Cytotoxicity test using DEP
Each experiment results in a dielectrophoretic spectrum. The dieiectrophoretic 
properties of vlabie K562 cells are known. By subtracting the spectrum for viable cells 
from the spectrum of mixed populations, the dielectrophoretic properties of affected 
cells can be determined. For this analysis it is assumed that the affected cells all have 
the same dielectrophoretic properties in ail mixtures and experiments. This way an 
estimate can be made for their properties. Table 14 shows the dielectric properties of 
the two popuiations after incubation with doxorubicin as determined from the mixed 
spectra, it can be seen that the effective effective cytoplasmic conductivity is reduced 
from 0.5 S m'  ^ to 0.01 S m'  ^ and the membrane conductance has increased from 9.2 
pS to 15.6 pS. The higher membrane conductivity could be a result of the flip-flop 
mechanism (Regev et al., 2005) by which doxorubicin is proposed to cross the 
membrane. Doxorubicin itself is a positively charged amphipathic molecule. This 
charge might be responsible for the Increase in the membrane conductivity. The 
hydrophobic region of the drug binds to the head-groups of the membrane 
phospholipids followed by a flip-flop across the lipid core. The change In membrane 
conductivity shouid therefore be a measure of the drug being present within the celi 
rather than its activity. One would however expect a corresponding increase in effective 
effective cytoplasmic conductivity due to the presence of the drug and the first 
generation of reactive oxygen species as suggested by Bachur et al. (1982). The fact 
that the effective effective cytoplasmic conductivity decreases might mean doxorubicin 
also Interacts with some ion channeis. The fact that these ceils do not stain with trypan 
blue means that at this point the membrane is still intact and as there are no changes 
to the membrane capacitance, there are no signs of membrane changes typical of early 
apoptosis. This was confirmed by flow cytometry measurements.
Once those properties are estabiished, a model can be made for the changes in the 
dielectrophoretic spectrum depending on different mixtures of the two populations as 
shown in Figure 67.
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100% viable K562 
90% viable K562 
75% viable K562 
50% viable K562 
25% viable K562 
10% viable K562 
0% viable K562
10 10 Frequency (Hz)
Figure 67
Theoretical model for different mixtures of viable and apoptotic K562 cells.
Figure 67 shows different mixtures of the two populations (control K562 cells and cells 
that have been affected by treatment with doxorubicin). There is a significant shift at 
the high frequency spectrum depending on the size of the affected cell population. This 
made it possible to distinguish between the two populations when recording the 
dielectrophoretic spectra.
Differences between the two populations can be seen after only 4 h incubation time 
using DEP. This makes DEP much more sensitive to changes in the cells than trypan 
blue staining and flow cytometry measurements. The DEP results could therefore be 
taken as a very good indication or preliminary test before other tests are performed.
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4.5 Conclusion
It was demonstrated in this chapter that dieiectrophoresis can be used for rapid 
cytotoxicity tests. In the first section of this chapter, known concentrations of viable and 
non-viable yeast cells have been mixed and measured using DEP. DEP spectra 
revealed a characteristic plateau in the collection at high frequencies which could be 
used to identify multiple populations in one sample. It was further demonstrated that 
the ratio between the two populations could be determined by analysing the collection 
intensity between the two populations. A comparison between the DEP data and trypan 
blue tests revealed that whilst DEP predictions were not completely accurate, they 
gave a good indication of the ratio between. Moreover, it was also possible to 
determine the dielectric properties of the two popuiations which corresponded with the 
dielectric properties from samples of non-vlable and viable yeast cells. This showed 
that DEP could be used to do cytotoxicity tests.
In the second part of this chapter it has been demonstrated how dieiectrophoresis can 
be used to determine the influence of different concentrations of doxorubicin on K562 
ceils. Results were compared to experiments performed with trypan blue and flow 
cytometry. It was found using DEP that after only 4 h incubation time the effective 
cytoplasmic conductivity of part of the ceils dropped and the membrane conductivity 
increased. The size of the population corresponded with the number of dead cells after 
72 h. There was a slight variation between the data obtained using trypan blue staining, 
flow cytometry and DEP.
Dieiectrophoresis has several advantages over other techniques:
• It is able to detect changes leading to ceil death well before any other 
techniques.
• It is not reliant on markers or dyes and makes it therefore cheap to use.
• It does not interfere with the organism and therefore allows further experiments 
with the ceils.
• No interference caused by colourful agents.
• it can not only distinguish between viable and dead ceils, but also detect ceils 
that are stressed.
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• It can give clues about the physical properties of cells and therefore be used to 
elude the mechanism by which chemicals interact with cells.
• it can heip reduce incubation time for cytotoxicity tests.
There are however several disadvantages to the use of dieiectrophoresis to determine 
the cytotoxicity of a drug:
• it is difficult to measure small populations; the most comparable results are 
achieved when the smaller population is at least 25% of the sample
® the dielectric properties of mixtures do not always match the dielectric
properties of single populations
e large cell concentrations are needed to run the experiments
• using light intensity change measurements could over- or underestimate cell 
concentrations if one population of cells becomes more granulated than the 
other and therefore Increases in light intensity.
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Chapter 5:
Comparison of extrinsic and 
intrinsic pathway of apoptosis 
using DEP
This chapter reviews the mechanisms for Fas-mediated and staurosporine-mediated 
apoptosis in Jurkat ceils. Experiments wiil be described which compare the dielectric 
properties of Jurkat cells after incubation with staurosporine and anti-Fas antibody.
5.1 Fas-mediated apoptosis
The Fas receptor, also called APO-1 antigen (CD95), has been identified as an 
important mediator of apoptosis (Trauth et al., 1989; Weis et al., 1995, Nag ata, 1997). 
It is a 48 kDa, membrane-spanning glycoprotein which belongs to the tumour necrosis 
factor (TNF)/nerve growth factor receptor family (Oehm et al., 1992). It consists of 335 
amino acids and has an Intraceliular region of 80 amino acids termed the death 
domain. The Fas antigen is wideiy expressed in cells including activated T-, B-, and 
NK ceils (Trauth et al., 1989; itho and Nagata, 1993).
The Fas ligand (Fas-L, APO-1 L or CD95-L) is a 150 amino acid-containing cytokine of 
the TNF family. The gene for Fas-L is encoded in five exons which are located on 
human and mouse chromosome 1. The proteolysis of membrane-bound Fas-L into the 
soluble form has been shown in human Fas-L. Soluble Fas-L has been found in the 
serum of human patients suffering from large granular leukaemia of the T- or NK-type 
as well as NK-lymphoma. The Fas-L is expressed in cytotoxic T-lymphocytes.
Fas has been reported to induce apoptosis via the mitochondrial pathway In Jurkat 
cells, which is reguiated by the BcI-2 famiiy (Scaffidi et al., 1998). Upon Fas activation 
through its death domain, the receptor recruits DISC, which is composed of Fas
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associated DD (FADD) and pro-caspade-8 or -10 (Thorburn, 2004). FADD Caspase-8 
cleaves Bid which translocates to the mitochondria and induces Cytochrome c release 
to the cytosol (Li et al., 1998, Luo et al., 1998). Cytochome c then binds to the 
apoptotic protease activating factor-1 (Apaf-1) to form a multiprotein-containing 
aptosome compiex which activates Caspase-9 (Li et al., 1997). Caspase-9 then 
activates downstream effector Caspases-3, -6 and -7. Those activate Caspase- 
activated DNase (CAD) which induces DNA fragmentation (Sakahira etal., 1998).
In contrast to many other systems, Fas-mediated apoptosis does not require the 
presence of extracellular Ca^^ or Mg^^ (Weis et al., 1995).
5.2 Staurosporine-mediated apoptosis
Staurosporine is a protein kinase inhibitor which has been extensively used to induce 
apoptosis In a wide variety of cell types (Bertrand et al., 1994; Jacobson et al., 1996). 
Following the treatment with staurosporine, Jurkat cells undergo an initial priming 
phase where the mitochondrial membrane potential increases (Scarlett et al., 2000). 
Adenine nucleotide transiocator (ANT), VDAC, cyclophilim D and other proteins are 
recruited to form the permeability transition pore that ailows soiutes of up to 1500 Da to 
move across the inner mitochondrial membrane (IMM). Ca^^, oxidised pyridine 
nucleotides, high pH and prooxidants induce the pore to open whilst ADP, Mg^^, 
antioxidants and cyclosporine A (CsA) suppress the opening of the pore. The depletion 
of functional ANT and/or voltage-dependent anion channel (VDAC) decreases the ATP 
transport and thus increases the membrane potential. After about 40 minute sufficient 
permeability transition pores have formed to decrease the membrane potential and 
initiate mitochondrial swelling, outer membrane rupture, which lead to the release of 
pro-apoptotic proteins such as cytochrome c and apoptosis inducing factors (AIF) 
(Kass, 2006). Cytochrome c then Interacts with pro-caspase-9 and apaf-1 to activate 
caspase-9, which activates caspase-3. AIF goes directly to the nucleus where it 
induces nuclear condensation.
Jurkat cells that were treated with staurosporine have been reported to show chromatin 
cleavage into high molecular weight (HMW) DNA fragments (Johnson et al., 2000)
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which was independent of pre-apoptotic nuciear morphological changes and cell 
shrinkage during early stages of apoptosis.
5.3 Materials and Methods
5.3.1 Cell Culture and Induction of Apoptosis
Human T-cell leukaemia cells (Jurkat, E6.1 clone) were maintained in continuous 
suspension culture using RPMI 1640 medium, supplemented with 10% foetal bovine 
serum, 2 mM L-glutamine, and 100 units ml'  ^ penicillin- streptomycin in a humidified 
incubator at 37 °C under an atmosphere of 5% COg in air. For dielectrophoretic 
experiments, cells were centrifuged for 3 min at 200 g (PK121R centrifuge by Thermo 
Electron Corporation, ALC International).
The cell concentration was adjusted to 10^ cells m!'  ^ and incubated using 250 ng mi'^ 
anti-Fas antibody (Sigma-Aldrich, Gillingham, UK) for either 30 min, 1h, 2h, or 3h. For 
treatment with staurosporine, the cell concentration was adjusted to 10® cells ml'  ^ and 1 
pM staurosporine were added for 30 min, 1h, 2h, or 3h incubation times.
For dielectrophoretic experiments, ceils were washed and resuspended in a 
conductivity medium consisting of 8.5% (w/v) sucrose (Sigma Aldrich, Gillingham, UK) 
and 0.3% (w/v) glucose (Sigma Aldrich, Gillingham, UK). The conductivity was adjusted 
to 5 mS m'"' using phosphate-buffered saline (Sigma Aldrich, Gillingham, UK). 
Experiments were conducted following the procedure in chapter 3.
5.3.2 Flow Cytometry Experiments
Annexin V FITC Apoptosis detection kit (Calbiochem) was used to detect apoptosis 
using flow cytometry. The cell concentration was adjusted to 10® cells m l'\ 10 pi media 
binding agent and 1.25 pi Annexin V-FITC were added to 500 pi cell suspension and 
incubated for 15 min at room temperature in the dark. Afterwards the cells were 
centrifuged for 5 min at 500 x g and the medium removed. The pellets were 
resuspended in 500 pi cold binding buffer and 10 pi propidium iodide were added. The 
sample was analysed using a Beckman Coulter Epic XC flow cytometer emitting an
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excitation light at 488 nm from a laser was used to quantify Annexin V-FITC and 
propidium Iodide (PI) signals. To detect cells that were stained only with FITC, FL1 was 
set to 518 nm. FL2 was set to 620 nm to detect cells that were stained with PI. The log 
of Annexin V-FiTC fluorescence was displayed on the X axis and the log of Pi 
fluorescence was displayed on the Y axis.
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5.4 Results and Discussion
5.4.1 Flow cytometry
Figure 68 to Figure 71 show the Annexin-V data for Jurkat ceils at different incubation 
periods with anti-Fas antibody and staurosporine. Each experiment was repeated four 
times and the averages of the resuits are summarised in Table 15 and Table 16. 
Changes in the plasma membrane are amongst the earliest features of apoptosis. In 
viable cells the phosphatidylserine (PS) molecules are hidden within the cell 
membrane. In apoptotic cells, rapid alterations in the organisation of phospholipids 
occurs leading to PS exposure on the cell surface. In vivo, phagocytes recognise PS 
and remove the cell. Using Annexin-V, PS can be detected in vitro. In the presence of 
Ca "^", AnnexIn-V binds to PS rapidly. PS translocatlon to the cell surface precedes 
breakdown, DNA fragmentation and the appearance of most apoptosis-associated 
molecules, making Annexin-V a marker for early apoptosis. In the assay used a 
fluorescin isothiocyanate (FITC) conjugate of Annexin-V is used which can be detected 
using a flow cytometer.
Membrane permeabilization is also observed in necrotic cells, which will also bind to 
Annexin-V. PI on the other hand is used to distinguish between viable, early apoptotic, 
and late apoptotic cells. Necrotic cells will bind Annexin-V and stain with PI while PI will 
be excluded from viable and early apoptotic cells.
The control untreated cells for anti-Fas antibody experiments show a reasonable 
number of viable cells with a dense population in the viabie quadrant of the Annexin V 
cytograms with 84.6% viabie cells. This hardly changes after 30min incubation, where 
85.6% of cells are viable (with 4.8% and 9.8% for early and late apoptotic populations), 
but first changes can be detected after 1h (with 4.5% and 9.7% for early and late 
apoptotic populations). There is a slight drop in viable cells to 82.6% and 7.9% of cells 
showing signs of eariy apoptosis, whilst the necrotic population remains constant at 
9.2%. After a 2h incubation period the first ceils start to undergo late apoptosis. The 
viable population makes up 67.1% of the sample, 21.2% undergo early apoptosis and 
11.3% of cells are shown to be late apoptotic. After a 3h Incubation time, 57.2% of cells
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remain viable, whilst 28.5% and 13.4% of cells show signs of early or late apoptosis, 
respectively.
A similar picture emerges when Jurkat ceils were treated with staurosporine. The 
control untreated cells for those experiments show a reasonable number of viable cells 
with a dense population in the viable quadrant of the Annexin V cytograms with 90.4% 
viable ceils. They hardly changes after 30mln Incubation, where 89.7% of cells are 
viable (with 2.7% and 6.6% for eariy and late apoptotic populations) or 1h where 89.4% 
of cells are viable (with 2.9% and 6.9% for early and late apoptotic populations). After a 
2h incubation period, first changes can be detected with a slight drop in viable cells to 
85.1% and 7.1% of cells showing signs of early apoptosis, whilst the necrotic 
population remains constant at 7.0%. After a 3h incubation time, 76.0% of ceils remain 
viable, whilst 13.2% and 8.0% of cells show signs of eariy or late apoptosis, 
respectively.
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Figure 68
Annexin V cytograms showing the stages of apoptosis at different incubation periods 
with anti-Fas antibody: control, 30 min, 1h, 2h, 3h incubation time.
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Figure 69
Flowcytometric plots showing the FITC Log fluorescence of Jurkat cells after different 
Incubation periods with anti-Fas antibody, control, 30 min, 1h, 2h, 3h Incubation period.
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Figure 70
Annexin V cytograms showing the stages of apoptosis at different incubation periods 
with staurosporine: Control, 30 min, 1h, 2h, 3h incubation time.
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Figure 71
Flowcytometric plots showing the FITC Log fluorescence of Jurkat cells after different 
incubation periods with staurosporine. control, 30 min, 1h, 2h, 3h incubation period.
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Viable Early apoptotic Late apoptotic
average SD average SD average SD
Control 84.6 4.4 4.8 2.3 9.8 4.2
30 min 85.6 3.4 4.5 0.7 9.7 3.7
1 h 82.6 4.5 7.9 1.6 9.2 3.8
2 h 67.1 7.0 21.2 5.4 11.3 4.3
3 h 57.2 11.6 28.5 7.2 13.4 5.8
Table 15
Summary of flow cytometry results of Jurkat cells after different incubation periods with
anti-Fas antibody.
Viable Early apoptotic Late apoptotic
average SD average SD average SD
Control 90.4 1.9 2.6 0.7 7.0 0.7
30 min 89.7 0.8 2.7 0.6 6.6 0.8
1 h 89.4 0.6 2.9 0.2 6.9 0.5
2 h 85.1 3.4 7.1 3.4 7.0 0.8
3h 76.0 7.4 13.2 7.2 8.0 1.0
Table 16
Summary of flow cytometry results of Jurkat cells after different incubation periods with
staurosporine.
5.4.2 Dielectrophoretic experiments
Figure 72 and Figure 73 show the dielectrophoretic spectra of Jurkat cells before and 
after different incubation periods with anti-Fas antibody and staurosporine respectively. 
The data points are averages of at least 3 experiments. For each experiment the light
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intensity change across the bands 7-10 were measured for 120 s after the electric field 
was applied, using a range of frequencies between 10 kHz and 20 MHz at 5 
frequencies per decade. When treated for treated with anti-Fas antibody for 30 min, the 
light Intensity change rises until about 160 kHz, where the collection rate reached a 
plateau before slowly decreasing at about 2.5 MHz. After incubation for 1 h a slightly 
different collection pattern emerges. The light intensity change increases rapidly 
between 16 kHz and 160 kHz, before it reaches a plateau. There is a slight increase 
again between 250 kHz and 1.6 MHz where collection rate reaches a second plateau 
before decreasing again after 16 MHz. After 2 h and 3 h incubation with anti-Fas 
antibody the collection pattern changes again. The light Intensity change rises between 
16 kHz and 160 kHz before the collection rate reaches a plateau. The collection rate 
drops slightly between 1 MHz and 2.5 MHz where it reaches a second plateau.
When incubating the cells with staurosporine for 30 min, the collection rate increases 
rapidly between 16 kHz and 250 kHz before it reaches a plateau. The collection rate 
slightly drops between 1.6 MHz and 2.5 MHz where it reaches a second plateau before 
dropping off at 16 MHz. When incubated for 1 MHz the light intensity change rises 
slowly until about 1 MHz before it slowly drops off. When cells were incubated for 2 h 
with staurosporine, the collection rate first increases rapidly between 16 kHz and 100 
kHz. After 100 kHz it still increases, but the gradient is lower before it reaches a 
plateau at 1 MHz. The collection rate finally drops after 10 MHz. When incubated for 3 
h, again, a different collection pattern emerges. The collection rate increases between 
25 kHz and 1 MHz before it drops slightly between 1.6 MHz and 2.5 MHz. It then 
reaches a plateau where it remains before dropping off after 16 MHz.
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Jurkat + CH11 after 2h incubation
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Figure 72
Dielectrophoretic spectrum of Jurkat cells that were treated with anti-Fas antibody at 
different incubation times, recorded using well electrodes, o represent the average light 
intensity change of bands 7-10 after 120 s after application of the electric field. It shows 
the average of 5 experiments using well electrodes, with the error bars giving the 
standard error between the experiments. -  represents the multi-shell model used to 
analyse the spectrum. (A) control; (B) 30 min incubation time; (C) 1 h incubation time; 
(D) 2 h incubation time; (E) 3 h incubation time
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Staurosporine - 30min incubation
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Jurkat + staurosporine at 2h
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Figure 73
Dielectrophoretic spectrum of Jurkat cells that were treated with staurosporine at 
different incubation times, recorded using well electrodes, o represent the average light 
intensity change of bands 7-10 after 120 s after application of the electric field, it shows 
the average of 5 experiments using well electrodes, with the error bars giving the 
standard error between the experiments. -  represents the muiti-sheii model used to 
analyse the spectrum. (A) control; (B) 30 min incubation time; (C) 1 h incubation time; 
(D) 2 h incubation time; (E) 3 h incubation time
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Parameters such as the conductivity and permittivity of the cytoplasm and membrane 
were obtained using the Clausius-Mossotti equation, where the dielectric parameters 
were estimated using a smeared out singie sheil dielectric model (Labeed et al., 2003).
Table 17 and Table 18 summarise the biophysicai properties of Jurkat celis before and 
after treatment with anti-Fas antibody and staurosporine. They show the changes in 
effective cytoplasmic conductivity, membrane conductivity and membrane capacitance 
after incubation periods ranging from 30 min to 3 h.
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The best fit was achieved when two populations were modelled. When treating Jurkat 
cells with anti-Fas antibody, the first population showed little changes in its biophysicai 
properties compared to the control sample. The effective cytoplasmic conductivity 
drops from 0.7 mS m‘  ^ (control) to 0.4 mS m"^  at 30 min incubation time, remains at 0.4 
mS m'  ^ at1 h incubation time, rises to 0.5 mS m'  ^ at 2 h incubation time and 0.6 mS m'  ^
at3 h incubation time, but this could be an artefact of modelling two populations. In the 
previous chapter it was observed that the effective cytoplasmic conductivity dropped 
when modelling two populations even though the same ceils were used in all the 
cases. It can therefore be assumed that this population represents viable cells. The 
Annexin-V data suggest however that there are three populations present in the 
sample. This means that both populations might be a mixture of those three 
populations, making the discussion of the results more difficult.
The second population exhibited a significant drop in effective cytoplasmic conductivity. 
After 30 min, the effective cytoplasmic conductivity dropped to 0.04 mS m '\ which is 
most likely to be a reflection of the necrotic cells in the sample (9.8% of cells were 
necrotic at this point as detected using the flow cytometer). When cells undergo 
necrosis, they usually show a loss of ATP or membrane pumps, which leads to an 
imbalance of ions, causing them to imbibe water and lyse. Their proteins often 
precipitate as result of an abnormal pH or the presence of Ca^* (Lockshin and Zakeri, 
2004). The drop in effective cytoplasmic conductivity occurred most likely through an 
opening of the membrane ion channels. Since DEP experiments were conducted in a 
low conductivity medium, ions contained in the cytoplasm may have drained out of the 
ceil until an equilibrium was established between the ionic strength of the cell interior 
and the medium surrounding the cell.
After 1 h incubation time however, the effective cytoplasmic conductivity rises to 0.3 
mS m '\ At this point, the flow cytometry data showed that 7.9% of cells underwent 
early apoptosis and 9.2% of cells underwent late apoptosis or were necrotic. The 
second population could therefore be a reflection of a mixture of those two populations. 
Assuming that necrotic ceils remain a low effective cytoplasmic conductivity, this could 
mean that the effective cytoplasmic conductivity of the second population of early 
apoptotic cells is much higher. Interestingly, the rapid increase in conductivity after 1 h 
treatment with anti-Fas antibody coincides with reports by Weis et al. (1995) of
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maximum apoptotic nuclei promoting activity (ANPA). Modelling revealed a dramatic 
reduction in the size of Jurkat cells that underwent apoptosis. As the ionic strength is 
proportional to the ionic concentration and inversely proportional to the cytoplasmic 
volume, this decrease in size will lead to a higher ionic strength.
It was also found that after one hour a large number of blebs occurred on the cell 
membrane, leading to popcorn-shaped ceils. The model does not account for this type 
of shape and it was found that the best match was achieved when increasing the size 
of the membrane to 12 nm in the model, which leads to a low membrane capacitance 
of 3.0 mF m'^. The thickness of the membrane however mimics the way the membrane 
folds itself around the core of the ceil, which has shrunk to about 2 pm according to the 
predictions of the model.
After 2 h the cells have increased in size to 6 pm and the conductivity of the cytoplasm 
has decreased to 0.01 mS m'  ^ and the membrane capacitance has increased to 19.0 
mF m'^. The rise in the membrane capacitance indicates that an increase in membrane 
morphology which could be taken as the result of more blebbing taking place on the 
membrane of those cells. Again the findings correspond to findings by other 
researchers. Weis et al. (1995) reported a progressive rounding of the cells with fewer 
blebs on the plasma membrane after a 2 h incubation time with anti-Fas antibody. 
21.2% of cells showed signs of early apoptosis and 11.3% of ceils showed late 
apoptosis/necrosis.
The effective cytoplasmic conductivity remains at 0.01 mS m'  ^ after 3 h incubation the 
cells have shrunk again to 3 pm and the membrane conductance has dropped to 8.9 
mF m'^. Suggesting that the ceil surface has become smother again. At this point 
28.5% of celis were detected to undergo early apoptosis whilst 13.4% cells within the 
sample underwent late apoptosis/necrosis.
Lang et al. (2000) demonstrated that anti-Fas antibody inhibits the NaVH* exchanger 
and thereby leads to the cytosol acidification, DMA fragmentation and cell shrinkage. 
Szabo et al. (1996) found anti-Fas antibody lead to the inhibition of the voltage- 
dependent n-type K+ channels in Jurkat cells. Those channels are involved in the 
regulatory volume decrease and their activation leads to cell shrinkage (Grinstein and
- 1 6 0 -
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Smith, 1990, Deutsch and Chen, 1993). Leppie-Wienhues et al. (1999) demonstrated 
that Fas activation lead to a Ca "^" influx through store-operated calcium release- 
activated calcium channels (CRAG) in Jurkat cells.
When cells were treated with staurosporine, again the best fit was achieved when two 
populations were modelled. However, the AnnexIn-V data show that there are three 
different populations in the sample. This might indicate that the dielectric properties of 
two of the populations are not different enough to show up in the dielectrophoretic 
spectra as two distinct populations. This makes interpretation of those data more 
difficult. The first population showed little changes in its biophysical properties 
compared to the control sample. The effective cytoplasmic conductivity drops from 0.7 
mS m'  ^ (control) to 0.6 mS m"^  (30 min incubation time), 0.4 mS m‘  ^ (1 incubation time), 
0.35 mS m'  ^ (2 h incubation time) and 0.6 mS m'  ^ (3 h incubation time), but this could 
be an artefact of modelling two populations as described earlier. It could however also 
mean that is represents a mixture of early apoptotic cells and viable cells. There might 
be an influx of water into the celis after 1 h incubation time, explaining the slight 
increase in cell size. The membrane capacitance has also dropped from 11.4 mF m"  ^to 
8.9 mF m'^, which suggests that the membrane becomes smoother. Those findings are 
however surprising. This influx of water cannot be explained through apoptosis. A large 
body of studies suggest that staurosporine induces cell shrinkage (Numata et al., 2008; 
Porcelli et al., 2003; Yue et al., 1998). It might therefore be that the cells are swelling 
as a result of the low conductivity medium. The increase in cell capacitance after a 3 h 
incubation time however suggests that celis have shrunk and the membrane has 
become blebbed. Cells exhibit the popcorn shape, typical for apoptotic ceils.
The second population exhibited a significant drop in effective cytoplasmic conductivity. 
After 30 min, the effective cytoplasmic conductivity dropped to 0.017 mS m '\ which is 
most likely to be a reflection of the necrotic cells in the sample (6.6% of cells were 
necrotic as shown by the flow cytometry data). The drop in effective cytoplasmic 
conductivity occurred most likely through an opening of the membrane ion channels. 
Since DEP experiments were conducted in a low conductivity medium, ions contained 
in the cytoplasm drained out of the cell until equilibrium was established between the 
ionic strength of the cell interior and the medium surrounding the cell. The increase in 
membrane capacitance again points towards increases in membrane morphology.
-161  -
Yvonne Hübner Chapter 5: Comparison of extrinsic and intrinsic pathway of apoptosis using DEP
After 1 h incubation time with staurosporine the cell radius dropped to 3 pm. The size of 
particles indicates that rather than being cells, this population might be representative 
of vesicles that have broken off apoptotic cells. The same should be true for the results 
of a 3h incubation time. The size of the cells decreases further the 1 pm radius and the 
effective cytoplasmic conductivity has dropped down to 0.014 S m '\ This could indicate 
that the celis are disintegrating. This population is likely to be necrotic cells that are 
collapsing.
The second population after 2 h incubation with staurosporine, shows a rise in effective 
cytoplasmic conductivity to 0.3 S m '\ From the Annexin-V data it is clear that there Is a 
mixture of viable cells, early apoptotic ceils and late apoptotic cell in the sample. The 
effective cytoplasmic conductivity indicates that the cells are undergoing early 
apoptosis. Since the size of the necrotic population has remained nearly constant 
between measurements after (6.9%) 1h and 2h (7.0%) Incubation time with 
staurosporine, changes in the effective cytoplasmic conductivity of the second 
population can be assumed to be attributed to early apoptotic cells. The effective 
cytoplasmic conductivity has changed to 0.3 mS m '\ which is lower compared to the 
control. It coincides with reports of mitochondria swelling and cytochrome c release 
(Scarlett et a!., 2000; O’Connell et a i, 2006).
A number of studies have reported a dramatic decrease in intraceiiuiar ion 
concentration during apoptosis. Particularly loss of K"" and Na’" have been associated 
with early apoptosis. Bortner et a i (1997) and Gomez-Angelats et a i (2000) described 
a ioss of Na"" in apoptotic lymphoma cells and Jurkat cells respectively. Barbiero et al. 
(1995) reported a drop In from 150 mM to 50 mM in a fibroblast cell line and Hughes 
Jr. and Cidlowski (1999) reported concentrations as low as 35 mM in shrunken 
apoptotic thymocytes. Montague et a i (1999) reported that lymphocytes that were 
treated with giucocorticoid were depleted of K*. A loss of Cl' has been associated with 
a cell volume decrease (Yu and Choi, 2000), which according to Porcelii et a i (2003) is 
accompanied with an efflux if K .^ Fujita et a i (1997) also found that Cl' efflux from cells 
may play an important roie in signal transduction, such as activation of Ced-3/ICE 
proteases in staurosporine-induced apoptosis. Similarly, Vereninov et a i (2008) found 
that concluded that a 18-23% apoptotic celi shrinkage may be associated with both an
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increase in K+ channei permeability and inhibition of the pump whereas more 
remarkable shrinkage occurs presumably due to inhibition of the pump.
The efflux of those ions then permits water to move out of the cell resulting in a 
decrease in cell volume. Maeno et al. (2000) reported a 30% loss in cell volume in 
HeLa and U937 ceils after a 4 h incubation with staurosporine. This cell shrinkage has 
been associated with a decrease in cytosoiic and Na'  ^ (McCarthy and Cotter, 1997) 
and Dallaporta et al. (1998) described that the K* efflux and cell volume reduction 
precede the production of ROS.
A strong depolarisation of cells with an extremely low effective cytoplasmic conductivity 
is a sign for late apoptosis or necrotic celis which have ruptured. Once the membrane 
of a cell has ruptured ions from within the cell will diffuse out of the cell until an 
equilibrium has formed between the conductivity medium and the cytoplasm.
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Time point Morphological and biochemical changes within Jurkat cells
30 min 
45 min
60 min
120 min
180 min
Apoptotic nuclei promoting activity (ANPA) was abolished (Chow et al., 
1995)
Chromatin abutting towards the nuclear membrane (Chow et al., 1995) 
Appearance of blebs on the plasma membrane (Weis et al., 1995) 
Beginning of chromatin condensation and nuclear shrinkage (Weis et 
al., 1995)
HMW DNA fragments occur (Weis et al., 1995)
Fragmentation into DNA-containing vesicles (Chow et al., 1995) 
Maximum activity of AN PA (Chow et al., 1995)
The blebs on the plasma membrane becomes larger and some cells 
show distorted shapes (Weis et al., 1995)
Chromatin was highly condensed and some nuclei had disintegrated 
into several DNA containing vesicles within the blebs (Weis et al., 1995) 
Mitochondria appear unaffected (Weis et al., 1995)
Gradual increase in the amount of fragmented DNA of lower sizes (Weis 
et a i, 1995)
A progressive rounding of cells with fewer blebs on the plasma 
membrane occurred (Weis et a i, 1995)
Considerable shrinkage of the nuclei, chromatin condensation, and 
fragmentation of the nuclei into apoptotic bodies (Weis et a i, 1995)
DNA is fragmented into fragments <50 kilo base pairs (kbp) (Weis et a i, 
1995)
Table 19
Events leading up to apoptosis in Jurkat cells after treatment with anti-Fas antibody.
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Time point Morphological and biochemical changes in cells
20 min
40 min 
60 min
120 min
180 min
Mitochondrial membrane potential begins to fall after having increased 
for the first 20 min (Scarlett et al., 2000)
ATP/ADP ration starts to deciine (Scarlett et al., 2000)
Nuclear condensation begins (Johnson et al., 2000)
increases in amounts of cytochrome c were detected in the cytoplasm
(Scarlett et al., 2000)
Increase in caspase-3 activity (Scarlett et al., 2000)
Mitochondria started to sweli (Scarlett et al., 2000)
Early release of cytochrome c (O’Connel et al., 2006)
Highest release of cytochrome c into the cytopiasm 
Oligonucleosomal DNA laddering (O’Connel et a i, 2006)
Mitochondria swelling peaks (Scarlett et al., 2000)
DNA laddering (Scarlett et al., 2000)
Peak in caspase-3 activity (Scarlett et al., 2000)
Table 20
Events leading up to apoptosis in Jurkat cells after treatment with staurosporine
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5.5 Conclusion
DEP can be used as a rapid, non-invasive technique to detect changes in the 
physiology of celis due to apoptosis. Results have shown that after only 30 min 
incubation time with either anti-Fas antibody or staurosporine, two different populations 
could be derived from DEP spectra, both with reduced effective cytoplasmic 
conductivity compared to the controi sample. Annexin-V data showed that at each time 
point there were three populations in the sample -  viable celis, early apoptotic cells and 
late apoptotic/necrotic cells. It was therefore concluded that the two populations 
measured by DEP were a mixture of the three actual populations. This means that DEP 
is not sensitive enough to distinguish between populations which have similar dielectric 
properties, but is sensitive enough to detect changes in cell morphology due to 
apoptosis.
The first populations of Jurkat cells exhibited a slight reduction in effective cytoplasmic 
conductivity after incubation with anti-Fas antibody. This drop in effective cytoplasmic 
conductivity appeared after only 30 min incubation time and was thought to be the 
result of the inhibition of several ion channels. Previous work has shown that Fas 
activity inhibits the NaVH* exchanger, channels and CRAC channels. All those 
changes act on the effective cytoplasmic conductivity. Ceils were also found to bleb 
(shown through an increase in membrane permittivity) and then shrink.
The second population showed a significant drop in ceil size and effective cytoplasmic 
conductivity and was thought to be representative for necrotic ceils and cell fragments 
which had fallen off the cells after excessive blebbing.
When Jurkat cells were incubated with staurosporine, again only two populations could 
be distinguished using DEP, while Annexin-V data showed that three populations were 
present in the sample. The first population again showed a drop in conductivity, which 
could be the result of a loss in Na^ and Cl" during early apoptosis. It was also found 
that the cell size increased with 1 and 2 h incubation times, contrary to reports of cell 
shrinkage.
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The second population was shown to significantly decrease in size and a drop in 
effective cytoplasmic conductivity was found. Again it was concluded that the cell 
membrane had ruptured in these cells and even only cell fragments.
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Chapter 6:
Conclusion and future work
This thesis has demonstrated that three dimensional well electrodes can be used to 
characterise a range of different cell types. When cells experience positive DEP, they 
are attracted to the electrode edges along the wall of the well. This leads to an increase 
in light intensity. Conversely, when cell experience negative DEP, they are pushed 
away from the electrodes into the centre of the well and decrease the light intensity. It 
was demonstrated that the light intensity change measured was proportional to the 
DEP force acting on the ceils.
Well electrodes were used to obtain the dielectric properties of viable yeast cells, red 
blood celis, K562 and Jurkat celis. The results compared well to literature values. 
Where there were significant differences between the well electrodes and literature 
values, further experiments were performed using needle electrodes. Those results 
showed that differences were the result of differences in the cell lines or differences in 
the culture conditions rather than artefacts of the system itself.
Further studies were performed measuring the impact of verapamil, NPPB and quinine 
on Jurkat cells. All three ion channel blockers were found to change the effective 
cytoplasmic conductivity, indicating that those substances did indeed affect ion 
channels within the cells.
Well electrodes were also used to measure the cellular changes in erythrocytes after 
treatment with valinomycin and saponin. It was found that both valinomycin and 
saponin reduced the effective cytoplasmic conductivity and Gspec. Valinomycin also 
increased the Cspec significantly. Those results confirmed that both agents act on the 
membrane of erythrocytes.
In the 4^*^  chapter it was demonstrated that dieiectrophoresis can be used for rapid 
cytotoxicity tests. In the first section of this chapter, known concentrations of viable and 
non-viable yeast cells have been mixed and measured using DEP. DEP spectra
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revealed a characteristic plateau in the collection at high frequencies which couid be 
used to identify multiple populations in one sample. It was further demonstrated that 
the ratio between the two populations could be determined by analysing the coliection 
intensity between the two populations. A comparison between the DEP data and trypan 
blue tests revealed that whilst DEP predictions were not completely accurate, they 
gave a good Indication of the ratio between the two populations. Moreover, it was also 
possible to determine the dielectric properties of the two populations which 
corresponded with the dielectric properties from samples of non-viable and viable yeast 
cells. This showed that DEP couid be used to perform cytotoxicity tests.
Furthermore, dieiectrophoresis can be used to determine the influence of different 
concentrations of doxorubicin on K562 cells. Results were compared to experiments 
performed with trypan blue and flow cytometry. It was found using DEP that after only 4 
h incubation time the effective cytoplasmic conductivity of part of the ceils dropped and 
the membrane conductivity increased. The size of the population corresponded with 
the number of dead celis after 72 h. There was a slight variation between the data 
obtained using trypan blue staining, flow cytometry and DEP. While DEP gave a good 
indication for the proportion of viable and non-viable cells within the sample, results did 
not match exactly other tests. It would therefore be advisable to use DEP as an early 
test cytotoxicity, whilst relying on traditional methods to fine-tune the results.
The last chapter demonstrated how DEP can be used to follow the impact of anti-Fas 
antibody and staurosporine on Jurkat cells over the course of the first three hours of 
incubation time. It was demonstrated that there are two different populations of cells 
which have distinct biophysical features. Using DEP, the first changes in cell properties 
could be detected after 30 min incubation time, while flow cytometry results only 
showed the first apoptotic celis after 1 h for anti-Fas antibody and 2 h for staurosporine. 
Those results give rise to the idea that there might be some changes in the cell 
physiology even before the effects of apoptosis can be measured using Annexin V 
assays.
Dieiectrophoresis has several advantages over other techniques which are used to 
determine changes in cell physiology. It does not rely on markers or dyes. This makes 
DEP a cheap technology, but also reduces the likelihood of false-positive and false-
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negative results, it is also resilient to interferences through coloured agents. Flow 
cytometry experiments in the presence of Doxorubicin, a brightly orange coloured drug, 
interfered with flow cytometry measurements. It did however not affect DEP 
measurements.
DEP can also be used to not only distinguish between viable and non-viable cells, but 
also to give an insight into the mechanism by which cells have died. Furthermore it was 
found that DEP is much more sensitive to changes in the properties of cells than other 
methods and therefore reduced the time needed for cytotoxicity tests significantly.
One major advantage of well electrodes over two-dimensional electrodes is that the cell 
solution is contained within each well and does not spread across a planar electrode 
surface. This makes it possible to run several experiments in parallel within a small 
footprint area. In addition to this, the well electrodes are similar to the industry standard 
well plates, making it possible to incorporate DEP technology into high throughput 
screening processes used by the pharmaceutical industry.
Advantages of the well electrodes over two dimensional electrode types are that well 
electrodes can be constructed in parallel and the procedure can be automated and 
integrated into industry standard well plates. Another advantage is that the volume of 
cell suspension that is affected by the dielectrophoretic force in the well electrodes is 
larger than that of conventional two dimensional electrodes. This leads to data 
recordings that are less scattered.
The three-dimensional well electrode design was similar to 1536-well plate dimensions. 
Furthermore, as the analysis method for DEP effects uses absorption measurement 
similar to those found in many conventional well-plate readers, this technique has got 
great potential to be used for industry standard screening applications in drug 
discovery. This novel technique can be used as a rapid and label free drug screening 
assay that allows the simultaneous analysis of various cell populations in parallel. 
Spectra do not change much after 20 s after application of the electric field, so this 
method has the potential to record an entire DEP spectrum simultaneously over 
several wells in only 20s.
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Therefore, this novel technique allows the automation of DEP to use as a high- 
throughput screening tool for rapid assay applications, using a iow-cost and mass- 
producible technology and thus finally enabling DEP to be used for the extraction of 
vital biophysical data for drug discovery and analysis for applications throughout the 
biotechnological sector.
Further experiments are needed to optimise the electrode size and insulator size. It has 
become apparent that there are strong interferences due to END at low frequencies. 
This might be reduced if the electrode width is decreased and the insulator width is 
increased. Furthermore, experiments with handmade electrodes have shown that an 
increase in electrode size gives results that are less scattered for larger cells.
It should be possible to incorporate well electrodes into a standard industry well reader. 
Experiments are however needed to test this hypothesis.
In order to demonstrate the potential for DEP in cytotoxicity tests it would be necessary 
to determine the smallest possible increment in the ratio between the two populations. 
Finally, the smallest possible size in population should be determined which can still be 
measured using DEP.
Future work would also be required to determine the mechanisms by which early 
changes in effective cytoplasmic conductivity are affected. This should involve 
measuring the activity of several ion channels.
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6.1 Publications arising from this thesis
• Y. Hübner, K.F. Hoettges, S.L. Ogin, G.E N. Kass, M.P. Hughes; Very rapid 
cytotoxicity measurement in suspension cells by dieiectrophoresis -  in 
preparation.
• K.F. Hoettges, Y. Hübner, L.M. Broche, S.L. Ogin, G.E.N. Kass, M.P. Hughes 
(2008) Dielectrophoresis-activated multiwell plate for label-free high-throughput 
drug assessment; Analytical Chemistry 80 (6): 2063-2068.
• Y. Hübner, K.F. Hoettges, S.L. Ogin, M.P. Hughes, G.E.N. Kass (2007) Early 
detection of apoptosis in human T leukaemia cells using dieiectrophoresis; 15'*^  
ECDO Euroconference on Apoptosis, Portoroz, Slovenia.
• Y. Hübner, H. Mulhall, K.F. Hoettges, G.E.N. Kass, S.L. Ogin, M.P. Hughes 
(2006) Applications of dieiectrophoresis to measure the effects of concentration 
and incubation time on the biophysical properties of cancer cells, Institute of 
Physics Dielectrics Group, Annual Conference, Leicester, UK.
• K.F. Hoettges, Y. Hübner, G.E.N. Kass, S.L. Ogin, M.P. Hughes (2006) DEP- 
well technology, dielectrophoretic well plate technology for high-throughput 
assays Institute of Physics Dielectrics Group, Annual Conference, Leicester, 
UK.
• K.F. Hoettges, Y. Hübner, G.E.N. Kass, S.L. Ogin, M.P.Hughes (2005) 
Dieiectrophoresis as a Screening tool - label-free electrophysiology assays; 
Screening -  Trends in Drug Discovery 3: 28-20.
• Y. Hübner, K.F. Hoettges, G.E.N. Kass, S.L. Ogin, M.P.Hughes (2004) Parallel 
measurements of drug actions on Erythrocytes by dieiectrophoresis, using a 
three-dimensional electrode design; lEE Proceedings In Nanobiotechnology 4: 
150-154.
- 172 -
Yvonne Hübner Chapter 7: References
Chapter 7:
References
ABOU-ALI, G., KALER, K., PAUL. R., BJORKLUND, N.K. & GORDON, R. (2002) 
Electrorotation of axolotl embryos. Bioelectromagnetics, 23: 214-223.
ABIDIN, Z.Z., DOWNES, L. &MARKX, G.H. (2007) Novel electrode structures for large 
scale dielectrophoretic separations based on textile technology. Journal of 
Biotechnology, 130: 183-187.
ADAMSON, R.J. & KALER, K. (1988) An automated stream-centred dielectrophoretic 
system, IEEE Transactions on Industry Applications, 24: 93-98.
ALBERTS, B., JOHNSON, A., LEWIS, J., RAFF, M., ROBERTS, K. & WALTER, P.
(2002) Molecular Biology of the Cell, 4th edition. New York, Garland Science.
ALLSOPP, D.W.E., MILNER, K.R., BROWN, A.P. & BETTS, W.B. (1999) Impedance 
technique for measuring dielectrophoretic collection of microbiological particles. Journal 
o f Physics D-Applied Physics, 32: 1066-1074.
AOKI, K. (1993) Theory of ultramicroelectrodes, Electroanalysis, 5: 627-639.
ARAUJO, M.C.P., DA LUZ DIAS, F., CECCHI, A.O., ANTUNES, LM.G. & 
TAKAHASHI, C.S. (1998) Chromosome damage induced by DNA topoisomerase II 
inhibitors combined with y-radiation in vitro, Genetics and Molecular Biology, 21(3): 
1415-4757.
ARCHER, G.P., BETTS, W.B. & HAIGH, T. (1993) Rapid differentiation of untreated, 
autoclaved and ozone-treated cryptosporidium-parvum oocysts using 
dieiectrophoresis. Microbios, 73:165-172.
- 173 -
Yvonne Hübner Chapter?: References
ARCHER, S., MORGAN, H. & RIXON, F.J. (1999) Electrorotation Studies of Baby 
Hamster Kidney Fibroblasts Infected with Herpes Simplex Virus Type 1, Biophysical 
Journal, Volume, 76(5): 2833-2842.
ARNOLD, W.M. & ZIMMERMAN, U. (1982a) Rotating-field-induced rotation and 
measurement of the membrane capacitance of singie mesophyil ceiis of avana sativa, 
Zeitschrift Für Naturforschung, 37c: 908-915.
ARNOLD, W.M. & ZIMMERMAN, U. (1982b) Rotation of an isolated cell in a rotating 
electrical field, Naturwlssenschaften, 69: 297.
ARNOLD, W.M., ZIMMERMANN, U., PAULI, W., BENZING, M., NIEHNS, C. & 
AHLERS, J. (1988) The comparative influence of substituted phenols (especially 
chlorophenois) on yeast cells assayed by electro-rotation and other methods, 
Biochimica Et Biophysica Acta, 942: 83-95.
ARNOLD, W.M. (2001) Positioning and levitation media for the separation of biological 
cells, IEEE Transactions on Industry Applications, 37: 1468-1475.
AS AM I, K. & YONEZAWA, T. (1996) Dielectric behaviour of wild-type yeast and 
vacuole-deficient mutant over a frequency range of 10 kHz to 10 GHz, Biophysical 
Journal, 71: 2192-2200.
ASBURY, C.L., DIERCKS, A.H. & VAN DEN ENGH, G. (2002) Trapping of DNA by 
dieiectrophoresis. Electrophoresis, 23: 2658-2666.
BACHUR, N.R., GEE, M.V. & FRIEDMAN, R.D. (1982) Nuclear catalyzed antibiotic 
free radical formation. Cancer Research, 42: 1078-81.
BAHAJ, A.S. & BAILEY. A.G. (1979) Dieiectrophoresis of microscopic particles. Journal 
of Physics D-Applied Physics, 12: L109-L112.
174
Yvonne Hübner Chapter 7: References
BARBIERO, G., DURANTI, F., BONELLI, G., AMENTA, J.S. & BACCINO. F.M. (1995) 
Intracellular ionic variations in the apoptotic death of L cells by inhibitors of cell cycle 
progression, Experimental Cell Research, 217(2):410-418.
BATCHELDER, J.S. (1983) Dielectrophoretic manipulator. Review o f Scientific 
Instruments, 54: 300-302.
BECKER, F.-F., WANG, X.B., HUANG, Y., PETHIG, R., VYKOUKAL, J., & 
GASCOYNE, P.R. (1994) The removal of human leukaemia-cells from blood using 
interdigItated microelectrodes. Journal of Physics D -  Applied Physics, 27: 2659-2662.
BENGUIGUI, L. & LIN, I.J. (1978) Experimental analysis of dielectrophoretic forces, 
Journal o f Applied Physics, 49: 2536-2539.
BERTRAND, R., SOLE, E., O'CONNOR, P., KOHN, K.W. & POMMIER, Y. (1994) 
Induction of a common pathway of apoptosis by staurosporine. Experimental Cell 
Research, 211: 314-321.
BERTHIAUME, J.M. & WALLACE, K.B. (2007) Adriamycin-induced oxidative 
mitochondrial cardiotoxicity. Cell Biological Toxicology, 23:15-25.
BETTS, W.B. (1995) The potential of dieiectrophoresis for the real-time detection of 
microorganisms in food. Trends in Food Science and Technology, 6: 51-58.
BEUTLER, B. & BAZZONI, F. (1998) TNF, apoptosis and autoimmunity: a common 
thread?. Blood Cells, Molecules and Diseases, 24: 216-230.
BILLIEN, L.P., SHAMAS-DIN, A., ANDREWS, D.W. (2008) Bid: a Bax-like BH3 protein. 
Oncogene 27: S93-S104.
BOGNER, C., LEBER, B. & ANDREWS, D.W. (2010) Apoptosis: embedded In 
membranes. Current Opinion in Cell S/o/ogy 22:1-7.
- 175 -
Yvonne Hübner Chapter?: References
BORTNER, C.D., HUGHES, F.M. JR & CIDLOWSKI, J.A. (1997) A primary role for K+ 
and Na+ efflux in the activation of apoptosis. Journal o f Biological Chemistry, 272(51): 
32436-32442.
BOSTON CONSULTING GROUP (2001) A revolution in R&D: how genomics and 
genetics are transforming the biopharmaceutical industry, Boston Consulting Group, 
Boston, Massachusetts.
BRATTON, S.B., WALKER, G., SRiNIVASULA, S.M., SUN, X.-M., BUTTERWORTH, 
M., ALNEMRI, E.S. & COHEN, G.M. (2001) Recruitment, activation and retention of 
caspases-9 and -3 by Apaf-1 apoptosome and associated XIAP complexes, European 
Molecular Biology Organisation (EMBO) Journal, 20: 998-1009.
BROCHE, L.M., LABEED, F.H. & HUGHES, M.P. (2005) Extraction of dielectric 
properties of multiple populations from dielectrophoretic collection spectrum data. 
Physics in Medicine and Biology, 50: 2267-2274.
BROCHE, L.M., BHADAL, N., LEWIS, M.P., PORTER, S., HUGHES, M.P. & LABEED, 
F.H. (2007) Early detection of oral cancer - Is dieiectrophoresis the answer? Oral 
Oncology, 43: 199-203.
BROCHE, L.M. (2009) PhD Thesis, submitted to University of Surrey.
BUDDE, A., GRUMMER, G. & KNIPPEL, E. (1999) Electrorotation of cells and 
particles: an automated instrumentation. Instrumentation Science & Technology, 27: 
59-66.
BURT, J.P.H., ALAMEEN, T.A.K. & PETHIG, R. (1989) An optical dieiectrophoresis 
spectrometer for low-frequency measurements on colloidal suspensions. Journal o f 
Physics E-Scientific Instruments, 22: 952-957.
BURT, J.P.H., PETHIG, R., GASCOYNE, P.R.C. & BECKER, F.F. (1990) 
Dielectrophoretic characterization of friend murine erythroleukaemic cells as a measure 
of induced-differentlation, Biochimica Et Biophysica Acta, 1034: 93-101.
176 -
Yvonne Hübner Chapter 7; References
BURT. J.P.H., GOATER, A.D., MENACHERY, A., PETHIG, R. & RIZVI, N.H. (2007) 
Development of microtitre plates for electrokinetic assays. Journal o f Micromechanics 
and Microengineering, 17: 250-257.
CASTELLARNAU, M., ERRACHID, A., MADRID, C., JUAREZ. A. & SAMITIER, J. 
(2006) Dieiectrophoresis as a tool to characterize and differentiate isogenic mutants of 
Escherichia coli, Biophysical Journal, 91: 3937-3945.
CEN, E.G., DALTON, C., LI, Y .L , ADAMIA, S., PILARSKI, L.M. & KALER, K. (2004) A 
combined dieiectrophoresis, traveling wave dieiectrophoresis and eiectrorotation 
microchip for the manipulation and characterization of human malignant ceils, Journal 
of Microbiological Methods, 58: 387-401.
CHEUNG, K., GAWAD, S. & RENAUD, P. (2005) Impedance spectroscopy flow 
cytometry: On-chip label-free cell differentiation. Cytometry Part A, 65A: 124-132.
CHOW, S.C., WEIS, M., KASS, G.E.N., HOLMSTRÔM, T.H., ERIKSSON, J.E. & 
ORRENIUS, S. (1995) Involvement of multiple proteases during Fas-mediated 
apoptosis in T lymphocytes, FEBS Letters, 364(2): 134-138.
CLARKE, P.G.H. (2000) A Critical Review of Apoptosis in Historical Perspective, The 
American Journal o f Dermatopathology, 22(3): 288-290.
COLEY, H.M., LABEED, F.H., THOMAS, H. & HUGHES, M.P. (2007) Biophysical 
characterization of MDR breast cancer cell lines reveals the cytoplasm is critical in 
determining drug sensitivity, Biochimica Et Biophysica Acta-General Subjects, 1770: 
601-608.
CRANE, J.S. & POHL, H.A. (1967) Study of living and dead cells by dieiectrophoresis, 
Journal o f the Electrochemical Society, 114: C210-C211.
CRANE, J.S. & POHL, H.A. (1971) Theoretical models of cellular dieiectrophoresis. 
Journal o f Theoretical Biology, 37: 15-16.
-177
Yvonne Hübner Chapter 7: References
CRISTOFANILLI, M., DE GASPERIS, G., ZHANG, L.S., HUNG, M.C., GASCOYNE, 
P.R.C. & HORTOBAGYI, G.N. (2002) Automated eiectrorotation to reveal dielectric 
variations related to HER-2/neu overexpression in MCF-7 subiines. Clinical Cancer 
Research, 8: 615-619.
CRUZ, J.M. & GARCIA-DIEGO, F.J. (1998) Dielectrophoretic motion of oblate 
spheroidal particles: measurements of motion of red blood cells using the Stokes 
method. Journal of Physics D-Applied Physics, 31: 1745-1751.
DALTON, C., PETHIG, R., PATON, C.A. & SMITH, H.V. (1999) Eiectrorotation of 
oocysts of Cyciospora cayetanensis. Institute o f Physics Conference Series, 163: 85 - 
88.
DALTON, C., GOATER, A.D., PETHIG, R. & SMITH, H.V. (2001) Viability of Giardia 
intestinalis cysts and viability and sporulation state of Cyciospora cayetanensis oocysts 
determined by eiectrorotation. Applied and Environmental Microbiology, 67: 586-590.
DALLAPORTA, B., HIRSCH, T., SUSIN, S.A., ZAMZAMI, N., LAROCHETTE, N., 
BRENNER, C., MARZO, I. & KROEMER, G. (1998) Potassium leakage during the 
apoptotic degradation phase. Journal o f Immunology, 160(11): 5605-5615.
DANIAL, N.N. (2008) BAD: undertaker by night, candyman by day. Oncogene 27: S53- 
S70.
DAS, T.K. & MAZUMDAR, S. (2000) Effect of adriamycin on the boundary lipid 
structure of cytochrome c oxidase: pico-second time-resoived fluorescence
depolarization studies. Journal of Biophysical Chemistry 86:15-28.
DE GASPERIS, G., WANG, X.B., YANG, J., BECKER, F.F. & GASCOYNE, P.R.C.
(1998) Automated eiectrorotation: dielectric characterization of living cells by real-time 
motion estimation. Measurement Science & Technology, 9: 518-529.
-178
Yvonne Hübner Chapter 7: References
DEUTSCH, C. & CHEN, L.Q. (1993) Heterologous expression of specific K+ channels 
In T lymphocytes: functional consequences for volume regulation, Proceedings of the 
National Academy of Sciences o f the United States o f America, 90(21): 10036-10040.
DUNCAN, L , SHELMERDiNE, H., HUGHES, M.P., COLEY, H.M., HÜBNER, Y. & 
LABEEDF.H. (2008) Dielectrophoretic analysis of changes in cytoplasmic ion levels 
due to Ion channel blocker action reveals underlying differences between drug- 
sensitive and multidrug-resistan leukaemic cells, Physics in Medicince and Biology 53: 
N1-N7.
DUNKERN, T.R., WEDEMEYER, I., BAUMGÂRTNER, M., FRITZ, G. & KAINA, B.
(2003) Resistance of p53 knockout cells to doxorubicin is related to reduced formation 
of DNA strand breaks rather than impaired apoptotic signalling, DNA Repair 2{2) 49-60.
EKERT, P.G., SiLKE, J., HAWKINS, C.J., VERHAGEN, A.M. & VAUX, D.L. (2001) 
DIABLO promotes apoptosis by removing MIHA/XIAP from processed caspase 9, 
Journal of Cell Biology, 152: 483-490.
EPPMANN, P., GIMSA, J., PRUGER, B. & DONATH, E. (1996) Dynamic light 
scattering from oriented, rotating particles: A theoretical study and comparison to 
electrorotation data. Journal De Physique III, 6: 421-432.
FATOYINBO, H.O., KAMCHIS, D., WHATTINGHAM, R., OGIN, S.L. & HUGHES, M.P.
(2005) A high-throughput 3-D composite dielectrophoretic separator, IEEE 
Transactions on Biomedical Engineering, 52: 1347-1349.
FATOYINBO, H.O. (2006) New AC electro-kinetic tools for laboratories-on-a-chip. 
Centre for Biomedical Engineering, PhD thesis. School of Engineering. Guildford, 
University of Surrey.
FERGUSON, L.R. & BAGULEY, B.C. (1994), Topoisomerase 11 enzymes and 
mutagenicity. Environmental and Molecular Mutagenesis, 24: 245-261.
- 179 -
Yvonne Hübner Chapter 7: References
FORSTER, E. & EMEIS, C.C. (1985) Quantitative Studies on the viability of yeast 
protoplasts following dielectrophoresis, FEMS Microbiology Letters, 26: 65-69.
FUJITA, H., YANAGISAWA, A. & ISHIKAWA, K. (1997) Suppressive effect of a 
chloride bicarbonate exchanger inhibitor on staurosporine-induced apoptosis of 
endothelial cells. Heart Vessels, Supp! 12:84-8.
GARDAI, S.J., HILDEMAN, D.A., FRANKEL, S.K., WHITLOCK, B.B., FRASCH, S.C., 
BORREGAARD, N., MARRACK, P., BRATTON, D.L. & HENSON, P.M. (2004) 
Phosphorylation of Bax Ser 184 by Akt regulates its activity and apoptosis in 
neutrophilis. Journal of Biological Chemistry 279: 21085-21095.
GASCOYNE, P.R.C., HUANG, Y., PETHIG, R., VYKOUKAL, J. & BECKER, F.F. 
(1992) Dielectrophoretic separation of mammalian-cells studied by computerized 
image-analysis, Measurement Science & Technology, 3: 439-445.
GASCOYNE, P.R.C., NOSHARI, J., BECKER, F.F. & PETHIG, R. (1994) Use of 
dielectrophoretic coliection spectra for characterizing differences between normal and 
cancerous cells, IEEE Transactions on Industry Applications, 30: 829-834.
GASCOYNE, P., PETHIG, R., SATAYAVIVAD, J., BECKER, F.F. & RUCHIRAWAT, M. 
(1997) Dielectrophoretic detection of changes in erythrocyte membranes following 
malarial infection, Biochimica Et Biophysica Acta - Biomembranes, 1323: 240-252.
GEWIRTZ, D.A. (1999) A critical evaluation of the mechanisms of action proposed for 
the antitumor effects of the anthracycline antibiotics adriamycin and daunorubicin, 
Biochemical Pharmacology, 57: 727.
GHIBELLI, L. & DIEDERICH (2010) Multistep and multitask Bax activation, 
Mitochondrion 10: 604-613.
GIMSA, J., MARSZALEK, P., LOEWE, U. & TSONG, T.Y. (1991) Dielectrophoresis 
and electrorotation of neurospora slime and murine myeloma cells. Biophysical 
Journal, 60: 749-760.
180 -
Yvonne Hübner Chapter 7: References
GIMSA, J. (1999) New light-scattering and field-trapping methods access the Internal 
electric structure of submicron particles, like influenza viruses. Annals o f the New York 
Academy of Sciences, 873: 287-298
GOATER, A.D. & PETHIG, R. (1998) Electrorotation and dielectrophoresis. 
Parasitology, 117: SI 77-SI 89.
GÔMEZ-ANGELATS, M., BORTNER, G.D. & CIDLOWSKI, J.A. (2000) protein kinase c 
(PKC) inhibits Fas receptor-induced apoptosis through modulation of the loss of K+ 
and cell shrinkage. A role for PKC upstream of caspases. Journal of Biological 
Chemistry 275(26): 19609-19619.
GRAY, D.S., TAN, J.L., VOLDMAN, J. & CHEN, C.S. (2004) Dielectrophoretic 
registration of living cells to a microelectrode array, Biosensors & Bioelectronics, 19: 
1765-1774.
GREEN, N.G., RAMOS, A., GONZALEZ, A., MORGAN, H. & CASTELLANOS, A. 
(2000) Fluid flow induced by nonuniform ac electric fields in electrolytes on 
microelectrodes. Physical Review E -  Experimental measurements, 61: 4011-4018.
GRINSTEIN, S. & SMITH, J.D. (1990) Calcium-independent cell volume regulation in 
human lymphocytes. Inhibition by charybdotoxin. Journal o f General Physiology, 95(1): 
97-120.
HALAKA, F.G. (2003) Dielectrophoretic dynamic light-scattering (DDLS) spectroscopy, 
Proceedings o f the National Academy of Sciences of the United States o f America, 
100: 10164-10169.
HANDE, K.R. (1998) Clinical applications of anticancer drugs targeted to 
topoisomerase II, Biochimica Et Biophysica Acta - Gene Structure And Expression, 
1400: 173-184.
- 1 8 1  -
Yvonne Hübner Chapter 7: References
F. M. Harold and J. R. Baarda (1967) Gramicidin, Valinomycin, and Cation Permeability 
of Streptococcus faecalis, Journal o f Bacteriology, 94: 53-60.
HENGARTNER, M.O. (2000) The biochemistry of apoptosis, Nature 407: 770-776.
HODGSON, C.E. & PETHIG, R. (1998) Determination of the viability of Escherichia coli 
at the single organism level by electrorotation, Clinical Chemistry, 44: 2049-2051.
HOETTGES, K.F., HUGHES, M.P., COTTON, A., HOPKINS, N.A.E. & MCDONNELL, 
M.B. (2003) Optimizing particle collection for enhanced surface-based biosensors, 
IEEE Engineering in Medicine and Biology Magazine, 22: 68-74.
HÔLZEL, R. (1998) Nystatin-induced changes in yeast monitored by time-resolved 
automated single cell electrorotation, Biochimica Et Biophysica Acta - General 
Subjects, 1425: 311-318.
HUANG, Y. & PETHIG, R. (1991) Electrode Design for Negative Dielectrophoresis, 
Measurement Science & Technology, 2: 1142-1146.
HUANG, Y., HOLZEL, R., PETHIG, R. & WANG, X.-B. (1992) Differences in the AC 
electrodynamics of viable and non-vlable yeast cells determined through combined 
dielectrophoresis and electrorotation studies. Physics in Medicine and Biology, 37: 
1499-1517.
HUANG, Y., WANG, X.B., HOLZEL, R., BECKER, F.F. & GASCOYNE, P.R.C. (1995) 
Electrorotationai studies of the cytoplasmic dielectric properties of Friend murine 
erythroleukemia cells. Physics in Medicine and Biology, 40:1789-1806.
HUANG. Y., GASCOYNE, P.R.C., BECKER, F.F. & WANG, X.B. (1996a) Application of 
AC electrokinetics for cell characterization and manipulation. Biophysical Journal, 70: 
TU413-TU413.
HUANG, Y., WANG, X.B., BECKER, F.F. & GASCOYNE, P.R.C. (1996b) Membrane 
changes associated with the temperature-sensitive P85(gag-mos)-dependent
182 -
Yvonne Hübner Chapter 7: References
transformation of rat kidney cells as determined by dielectrophoresis and 
electrorotation, Biochimica Et Biophysica Acta-Biomembranes, 1282: 76-84.
HUANG, Y., WANG, X.B., GASCOYNE, P.R.C. & BECKER, F.F. (1999) Membrane 
dielectric responses of human T-lymphocytes following mitogenic stimulation, 
Biochimica Et Biophysica Acta-Biomembranes, 1417: 51-62.
HUANG, J.P. & YU, K.W. (2003) Dielectric behaviour of oblate spheroidal particles: 
application to erythrocytes suspensions. Communications in Theoretical Physics, 39: 
506-512.
HUANG, J.P., YU, K.W. & CU, G.Q. (2003b) Electrorotation of colloidal suspensions, 
internationaiJoLirnal of Modern Physics 6 , 17: 221-225.
HÜBNER, Y., HOETTGES, K.F. & HUGHES, M.P. (2003) Water quality test based on 
dielectrophoretic measurements of fresh water algae Selenastrum caprlcornutum. 
Journal o f Environmental Monitoring, 5: 861-864.
HUGHES, P.M. JR & CIDLOWSKI, J.A. (1999) Potassium is a critical regulator of 
apoptotic enzymes in vitro and in vivo, Advances in Enzyme Regulation, 39:157-71.
HUGHES, M.P., WANG, X.B., BECKER, F.F., GASCOYNE, P.R.C. & PETHIG, R. 
(1994) Computer-aided analyses of electric-fields used in electrorotation studies. 
Journal o f Physics D - Applied Physics, 27; 1564-1570.
HUGHES, M.P., MORGAN, H., RIXON, F.J., BURT, J.P.H. & PETHIG, R. (1998) 
Manipulation of herpes simplex virus type 1 by dielectrophoresis, Biochimica Et 
Biophysica Acta - General Subjects, 1425: 119-126.
HUGHES, M.P., MORGAN, H. & RIXON, F.J. (2001) Dielectrophoretic manipulation 
and characterization of herpes simplex virus-1 capsids, European Biophysics Journal 
with Biophysics Letters, 30: 268-272.
183 -
Yvonne Hübner Chapter?: References
HUGHES, M.P., MORGAN, H. & RIXON, F.J. (2002) Measuring the dielectric 
properties of herpes simplex virus type 1 virions with dielectrophoresis, Biochimica et 
Biophysica Acta 1571: 1-8.
HUGHES, M.P. (2003) Nanoelectromechanics in Engineering and Biology, Boca 
Raton, CRO Press.
ITOH, N. & NAGATA, S. (1993) A novel protein domain required for apoptosis. 
Mutational analysis of human Fas antigen, Journal o f Biological Chemistry, 268: 10932- 
10937.
IRIMAJIRI, A., HANAI, T. & INOUE, V.A. (1979) Dielectric theory of "multi-stratified 
shell" model with its application to lymphoma cells. Journal o f Theoretical Biology, 78: 
251-269.
JACOBSON, M.M, WEIL, M. & RAFF, M.C. (1996) Role of Ced-3/ICE family proteases 
in staurosporine-induced programmed cell death. Journal of Ceil Biology, 133: 1041- 
1051.
JOHARI, J., HÜBNER, Y., HULL, J.C., DALE, J.W. & HUGHES. M.P. (2003) 
Dielectrophoretic assay of bacterial resistance to antibiotics. Physics in Medicine and 
Biology, 48:N193-198.
JOHNSON, V.L., KO, S.C.W., HOLMSTROM, T.H., ERIKSSON, J.E. & CHOW, S.C. 
(2000) Effector caspases are dispensable for early nuclear morphological changes 
furing chemical-induced apoptosis. Journal of Cell Science, 113: 2941-2953.
JONES, T. B. & BLISS, G. W. (1977) Bubble Dielectrophoresis, Journal of Applied 
Physics, 48: 1412-1417.
JONES, T.B. (1984) Quincke rotation of spheres, IEEE Transactions on industry 
Applications, 20: 845-849.
- 184 -
Yvonne Hübner Chapter 7; References
JONES, T.B. & KRAYBILL, J.P. (1986) Active Feedback-Controlied Dielectrophoretic 
Levitation, Journal o f Applied Physics, 60: 1247-1252.
JONES, T.B. (1995) Eiectromechanics o f Particles, Cambridge, Cambridge University 
Press.
JUNG, K. & RESZKA, R. (2001) Mitochondria as subceilular targets for clinically useful 
anthracyclines, Advanced Drug Delivery Reviews, 49: 87- 105.
KADAKSHAM, J., SINGH, P. & AUBRY, N. (2005) Dielectrophoresis induced clustering 
regimes of viable yeast cells. Electrophoresis, 26: 3738-3744.
KADAKSHAM, J., SINGH, P. & AUBRY, N. (2006) Manipulation of particles using 
dielectrophoresis. Mechanics Research Communications, 33:108-122.
KALER, K. & POHL, H.A. (1983) Dynamic dielectrophoretic levitation of living individual 
cells, IEEE Transactions on Industry Applications, 19:1089-1093.
KALLIO, G .A. & JONES, T.B. (1980) Dielectric-constant measurements using 
dielectrophoretic levitation, IEEE Transactions on industry Applications, 16: 69-75.
KASS, G.E.N (2006) Mitochondrial involvement in drug-induced hepatitic injury, 
Chemico-Bioiogicai interactions, 163: 145-159.
KERR, J.F.R. (1965) A histochemical study of hypertrophy and ischaemic injury of rat 
iiver with special reference to changes in lysosomes. Journal o f Pathology & 
Bacteriology, 90: 419-435.
KERR, J.F.R. & SEARLE, J. (1972) A suggested explanation for the paradoxically slow 
growth rate of basal-cell carcinomas that contain numerous mitotic figures, Journal of 
Pathology, 107: 41-44.
- 185 -
Yvonne Hübner Chapter 7: References
KERR, J.F.R., WYLLIE, A.H. & CURRIE, A.R. (1972) Apoptosis: a basic biological 
phenomenon with wide-ranging implications in tissue kinetics, British Journal o f 
Cancer, 26: 239-257.
KERR, J.F.R. (2002) History of the events leading to the formulation of the apoptosis 
concept, Tox/co/ogy 181-182: 471-474.
KISCHKEL, F.C., LAWRENCE, D.A., CHUNTHARAPAI, A., SCHOW, P., KIM, K.J., 
ASHKENAZI, A. (2000) Apo2L/TRAIL-dependent recruitment of endogenous FADD 
and caspase-8 to death receptors 4 and 5, Immunitiy 12: 611-620.
KRIEGMAIER, M., ZIMMERMANN, M., WOLF, K., ZIMMERMANN, U. & 
SUKHORUKOV, V.L. (2001) Dielectric spectroscopy of Schizosaccharomyces pombe 
using electrorotation and etectroorientation, Biochimica Et Biophysica Acta-General 
Subjects, 1568: 135-146.
LABEED, F.H., COLEY, H.M., THOMAS, H. & HUGHES, M.P. (2003) Assessment of 
multidrug resistance reversal using dielectrophoresis and flow cytometry. Biophysical 
Journal, 85: 2028-2034.
LABEED, F.H., COLEY, H.M. & HUGHES, M.P. (2006) Differences in the biophysical 
properties of membrane and cytoplasm of apoptotic cells revealed using 
dielectrophoresis, Biochimica Et Biophysica Acta-Generai Subjects, 1760: 922-929.
LANG, F., MADLUNG, J., BOCK, J., LÜKEWILLE, U., KALTENBACH, S., LANG, K.S., 
BELKA, C., WAGNER, C.A., LANG, H.J., GULBINS, E. & LEPPLE-WIENHUES, A. 
(2000) Inhibition of Jurkat-T-lymphocyte Na+/H+-exchanger by CD95(Fas/Apo-1)- 
receptor stimulation, Pflügers Archiv European Journal o f Physiology, 44Q(6):902-7.
LAPiZCO-ENCiNAS, B.H., SIMMONS, B.A., CUMMINGS, E.B. & FINTSCHENKO, Y.
(2004) Dielectrophoretic concentration and separation of live and dead bacteria in an 
array of Insulators, Analytical Chemistry, 76: 1571-1579.
- 1 8 6 -
Yvonne Hübner C h ap ter/: References
LEPPLE-WIENHUES, A., BELKA, C., LAUN, T., JEKLE, A., WALTER, B., WIELAND, 
U., WELZ, M., HEIL, L , KUN, J., BUSCH, G., WELLER, M., BAMBERG, M., GULBINS, 
E. & LAN G F. (1999) Stimulation of CD95 (Fas) blocks T lymphocyte calcium channels 
through sphingomyelinase and sphingolipids. Proceedings o f the National Academy of 
Sciences of the United States o f America, 96(24): 13795-13800.
LI, H.B., ZHENG, Y.N., AKIN, D. & BASHIR, R. (2005) Characterization and modelling 
of a microfluidic dielectrophoresis filter for biological species. Journal of 
Microeiectromechanicai Systems, 14: 103-112.
LI, H., ZHU, H., XU, C.J. AND YUAN, J. (1998) Cleavage of BID by caspase 8 
mediates the mitochondrial damage in the Fas pathway of apoptosis. Cell 94: 491-451.
LI, P., NIJHAWAN, D., BUDIHARDJO, I., SRINIVASULA, S.M., AHMAD, M., 
ALNEMRl, E.S. & WANG, X. (1997) Cytochrome c and dATP-dependent formation of 
Apaf-1/caspase-9 complex initiates an apoptotic protease cascade. Cell, 91: 479-489.
LOCKSHIN, R.A. & ZAHERI, Z. (2004) Apoptosis, autophargy, and more. The 
International Journal of Biochemistry & Cell Biology, 36: 2405-2419.
LOWDEN, J.J. (1891) Process of and apparatus for purification of oil, U.S. Patent No. 
465822.
LUO, X., BUDIHARDJO, I., ZOU, H., SLAUGHTER, C. & WANG, X. (1998) Bid, a Bcl2 
interacting protein, mediates cytochrome c release from mitochondria in response to 
activation of cell surface death receptors. Ceil, 94: 481-490.
MACDONALD, S.J., BODGER, P.S. & ELDER, P.A. (1992) Biological cell alignment for 
electrofusion, lEE Proceedings A - Science Measurement and Technology, 139: 112- 
116.
MAENO, E., ISHIZAKI, Y., KANASEKI, T., HAZAMA, A. & OKADA, Y. (2000) 
Normotonic cell shrinkage because of disordered volume regulation is an early
-187
Yvonne Hübner Chapter 7; References
prerequisite to apoptosis, Proceedings o f the National Academy o f Sciences o f the 
United States of America, 97(17): 9487-9492.
MAHMOOD, Z. & SHUKLA, Y. (2010) Death receptors: Targets for cancer therapy. 
Experimental Ceil Research 316: 887-899.
MARKX, G.H., HUANG, Y.. ZHOU. X.F. & PETHIG, R. (1994) Dielectrophoretic 
characterization and separation of microorganisms. Microbiology, 140: 585-591.
MARKX, G.H. & PETHIG, R. (1995) Dielectrophoretic separation of cells - continuous 
separation. Biotechnology and Bioengineering, 45: 337-343.
MASUDA, S., WASHIZU, M. & KAWABATA, I. (1988) Movement of blood-cells in liquid 
by nonuniform traveling field, IEEE Transactions on Industry Applications, 24: 217-222.
MCCARTHY, J.V. & COTTER, T.G. (1997) Cell shrinkage and apoptosis: a role for 
potassium and sodium ion efflux. Ceil Death and Differentiation, 4(8): 756-770.
MEDEMA, J.P., SCAFFIDI, C., KISCHKEL, F.C., SHEVCHENKO, A., MANN, M., 
KRAMMER, P.H., PETER, M.E. (1997) FLICE os activated by association with CD95 
death-inducing signalling complex (DSIC) European Molecular Biology Organisation 
(EMBO) Journal 16(10): 2794-2804.
MEDORO, G., MANARESI, N., LEONARDI, A., ALTOMARE, L , TARTAGNI, M. & 
GUERRIERI, R. (2003) A lab-on-a-chip for cell detection and manipulation, IEEE 
Sensors Journal, 3: 317-325.
MELLIER, G., HUANG, S., SHENOY, K. & PERVAIZ, S. (2010) TRAILing death in 
cancer. Molecular Aspects of Medicine 31: 93-112.
MIETCHEN. D., SCHNELLE, T., MÜLLER. T., HAGEDORN, R. & FUHR, G. (2002) 
Automated dielectric single cell spectroscopy - temperature dependence of 
electrorotation. Journal o f Physics D - Applied Physics, 35:1258-1270.
- 1 8 8
Yvonne Hübner Chapter?: References
MISCHEL, M., VOSS, A. & POHL, H. A. (1982) Cellular spin resonance in rotating 
electric fields, Journal o f Biological Physics, 10: 223-226.
MOHANTY, S.K., RAVULA, S.K., ENGISCH, K.L. & FRAZIER, A.B. (2003) A micro 
system using dielectrophosis and electrical impedance spectroscopy for cell 
manipulation and analysis. Transducers 2003, The 12^  ^ International Conference of 
Solid State Sensors, Actuators and Microsystems, Boston, 1055-1058.
MONTAGUE, J.W., BORTNER, C.D., HUGHES, F.M. JR. & CIDLOWSKI, J.A. (1999) 
A necessary role for reduced intracellular potassium during the DNA degradation 
phase of apoptosis. Steroids, 64(9): 563-569.
MORGAN, H. & GREEN, N.G. (1997) Dielectrophoretic manipulation of rod-shaped 
viral particles, Journal o f Electrostatics, 42: 279-293.
MORGAN, H. & GREEN, N.G. (2003) AC Eiectrokinetic: Colloids and Nanoparticles, 
Research Studies Press, Hertfordshire, UK.
MÜLLER, T., GRADL, G., HOWITZ, S., SHIRLEY, S., SCHNELLE, T. & FUHR, G.
(1999) A 3-D microelectrode system for handling and caging singie cells and particles. 
Biosensors & Bioelectronics, 14: 247-256.
MUREAU, N., MENDOZA, E., SILVA, S.R.P., HOETTGES, K.F. & HUGHES, M.P.
(2006) In situ and real time determination of metallic and semiconducting single-walled 
carbon nanotubes in suspension via dielectrophoresis. Applied Physics Letters, 88: 
243109.
MUZITANI, H., TADA-OIKAWA, S., HIRAKU, Y., KOJIMA, M. & KAWANISHI, S. (2005) 
Mechanism of apoptosis induced by doxorubicin through the generation of hydrogen 
peroxide. Life science, 76: 1439-1453.
NAGATA, S. (1997) Apoptosis by death factor. Ceil, 88: 355-365.
-189  -
Yvonne Hübner Chapter 7: References
NUMATA, T., SATO, K., OKADA,Y. & WEHNER, F. (2008) Hypertonicity-induced 
cation channels rescue cells from staurosporine-elicited apoptosis, Apoptosis, 13(7): 
895-903.
OBLAK, J., KR1ÉAJ, D„ AMON, S., MACEK-LEBAR, A. & MIKLAVCIC, D. (2007) 
Feasibility study for cell electroporation detection and separation by means of 
dielectrophoresis. Bioelectrochemistry, 71(2): 164-171.
O’CONNELL, A.R., LEE, B.W. & STENSON-COX C. (2006) Caspase-dependant 
activation of chymotrypsin-like proteases mediates nuclear events during Jurkat T cell 
apoptosis. Biochemical and Biophysical Research Communications, 345: 608-616.
OEHM, A., BEHRMANN, I., FALK, W., PAWLITA, M., MAIER, G., KLAUS. C., Ll- 
WEBER, M., RICHARD, S., DHEIN, J., TRAUTH, B.C., PONSTING, H. & KRAMMER, 
P.H. (1992) Purification and molecular cloning of the APO-1 cell surface antigen, a 
member of the tumour necrosis factor/nerve growth factor receptor superfamily. 
Sequence identity with the Fas antigen. Journal o f Biological Chemistry, 267: 10709- 
10715.
PALMEIRA, C.M., SERRANO, J., KUEHL, D.W. & WALLACE, K.B. (1997) Preferential 
oxidation of cardiac mitochondrial DNA following acute intoxication with doxorubicin, 
Biochemica et Biophysica Acta, 1321, 101-106.
PATEL, P.M., BHAT, A., & MARKX, G.H. (2008) A comparative study of cell death 
using electrical capacitance measurements and dielectrophoresis. Enzyme and 
Microbial Technology, 43(7): 523-530.
PETHIG, R. (1979) Dielectric and electric properties of biological materials, Chichester, 
John Wiley & Sons.
PETHIG, R. & KELL, D. B. (1987) The passive electrical properties of biological 
systems: their significance in physiology, biophysics and biotechnology. Physics in 
Medicine and Biology, 32: 933-970.
-190
Yvonne Hübner Chapter 7: References
PETHIG, R., HUANG, Y., WANG, X.B. & BURT, J.P.H. (1992) Positive and negative 
dielectrophoretic collection of colloidal particles using interdigitated castellated 
microelectrodes, Journal o f Physics D -Applied Physics, 25: 881-888.
PETHIG, R. (1996) Dielectrophoresis: using inhomogeneous AC electrical fields to 
separate and manipulate cells, Critical Reviews in Biotechnology, 16: 331-348.
PETHIG, R. & MARKX, G.H. (1997) Applications of dielectrophoresis in biotechnology, 
Trends in Biotechnology, 15: 426-432.
PETHIG, P., BRESSLER, V., CARSWELL-CRUMPTON, C., CHEN, Y „ FOSTER- 
HAJE, L , GARCiA-OJEDA, M.E., LEE, R.S., LOCK, G.M., TALARY, M.S., & TATE 
K.M. (2002) Dielectrophoretic studies of the activation of human T lymphocytes using a 
newly developed cell profiling system. Electrophoresis 23(13): 2057-2063.
PETHIG, R. (2006) Cell physlometry tools based on dielectrophoresis. IN FERRARI, 
M., OZKAN, M. & HELLER, M.J. (Eds.) BioMEMS and Biomedical Nanotechnology. 
New York, Springer.
PETHIG, R. & TALARY, M.S. (2007) Dielectrophoretic detection of membrane 
morphology changes In Jurkat T-cells undergoing etoposide-induced apoptosis. 
Nanobiotechnology, 1: 2-9.
PIUNON, J.D., LABI, V., EAGLE. A. & VILLUNGER, A. (2008) Bmf and Bmf in tissue 
homeostasis and malignant disease. Oncogene 27: S41-S52.
POHL, H.A. (1951) The motion and precipitation of suspensoids in divergent eiectric 
fields. Journal o f Applied Physics, 22: 869-871.
POHL, H.A. & HAWK, I. (1966) Separation of living and dead cells by 
dielectrophoresis. Science, 152: 647-648.
POHL, H.A. & CRANE, J.S. (1971) Dielectrophoresis of cells. Biophysical Journal, 11, 
711-712.
191 -
Yvonne Hübner Chapter?; References
POHL, H.A. (1978a) Dielectrophoresis The behaviour of neutral matter in nonuniform 
electric fields, Cambridge, Cambridge University Press.
POHL, H.A. & POLLOCK, K. (1978b) Electrode geometries for various 
dielectrophoretic force laws. Journal o f Electrostatics, 5: 337-342.
PORCELLI, A.M., GHELLI, A., ZANNA, C., VALENTE, P., FERRONI, S. & RUGOLO, 
M. (2003) Staurosporine induces apoptotic volume decrease (AVD) in ECV304 cells, 
Annals o f the New York Academy o f Sciences, 1010: 342-346.
PRASAD, S., YANG, M., ZHANG, X., OZKAN, C.S. & OZKAN, M. (2003) Electric field 
assisted patterning of neuronal networks for the study of brain functions, Biomedical 
Microdevices, 5: 125-137.
PRASAD, B., DU, S., BADAWY, W. & KALER, K. (2005) A real-time multiple-cell 
tracking platform for dielectrophoresis (DEP)-based cellular analysis. Measurement 
Science & Technology, 16: 909-924.
PRICE, J.A.R., BURT, J.P.H. & PETHIG, R. (1988) Applications of a new optical 
technique for measuring the dielectrophoretic behaviour of microorganisms, Biochimica 
Et Biophysica Acta, 964: 221-230.
PRUGER, B., EPPMANN, P., DONATH, E. & GIMSA, J. (1997) Measurement of 
inherent particle properties by dynamic light scattering: Introducing electrorotationai 
light scattering, Biophysical Journal, 72: 1414-1424.
PRUGER, B., EPPMANN, P. & GIMSA, J. (1998) Particle characterization by AC- 
electrokinetic phenomena - 3. New developments in electrorotationai light scattering 
(ERLS), Colloids and Surfaces A - Physicochemical and Engineering Aspects, 136: 
199-207.
QIAN, L., SCOTT, M., KALER, K. & PAUL, R. (2002) Integrated planar concentric ring 
dielectrophoretic (DEP) ievitator. Journal o f Electrostatics, 55, 65-79.
- 192 -
Yvonne Hübner Chapter?: References
QUINN, C.M., ARCHER, G.P., BETTS, W.B. & ONEILL, J.G. (1996) Dose-dependent 
dielectrophoretic response of Cryptosporidium oocysts treated with ozone. Letters in 
Applied Microbioiogy, 22: 224-228.
RAMOS, A.. MORGAN, H., GREEN, N.G. & CASTELLANOS, A. (1999) AC electric- 
field-induced fluid flow in microelectrodes, Journai o f Colioid and interface Science, 
217: 420-422.
RATANACHOO, K., GASCOYNE, P.R.C. & RUCHIRAWAT, M. (2002) Detection of 
ceilular responses to toxicants by dielectrophoresis, Biochimica et Biophysica Acta, 
1564: 449- 458.
RAWLINS, M.D. (2004) Cutting the cost of drug development?. Nature Reviews, 3, 
360-364.
REGEV, R., YEHESKELY-HAYON, D., KATZIR, H. & EYTAN, G.D. (2005) Transport 
of anthracyclines and mitoxantrone across membranes by a flip-flop mechanism. 
Biochemical Pharmacology, 70, 161-169.
REICHLE, C., MÜLLER, T., SCHNELLE, T. & FUHR, G. (1999) Electro-rotation in 
octopole micro cages, Journai o f Physics D - Applied Physics, 32: 2128-2135.
REICHLE, C., SCHNELLE, T., MÜLLER, T.. LEYA, T. & FUHR, G. (2000) A new 
microsystem for automated electrorotation measurements using laser tweezers, 
Biochimica Et Biophysica Acta - Bioenergetics, 1459: 218-229.
ROSENTHAL, A. & VOLDMAN, J. (2005) Dielectrophoretic traps for single-particle 
patterning. Biophysical Journai, 88: 2193-2205.
SAKAHIRA, H., ENARI, M. & NAGATA, S. (1998) Cleavage of CAD Inhibitor in CAD 
activation and DNA degradation during apoptosis. Nature, 391: 96-99.
193
Yvonne Hübner Chapter?: References
SANCHIS, A., SANCHO, M. & PETHIG, R. (2005) Dielectrophoresis and theoretical 
studies of dipolar chaining effects in cells, IEEE Engineering in Medicine and Bioiogy 
27th Annual Conference, Shanghai, China, IEEE.
SCAFFIDI, C., FULDA, S., SRINIVASAN, A., FRIESEN, C., LI, F., TOMASELLI, K.J., 
DEBATIN, K.M., KRAMMER, P.H. & PETER, M.E. (1998) Two CD95 (APO-1/Fas) 
signalling pathways, European Molecular Biology Organisation (EMBO) Journal, 17: 
1675-1687.
SCARLETT, J.S., SHEARD, P.W., HUGHES, G., LEDGERWOOD, E.C., KU, H.-H., 
MURPHEY, M.P. (2000) Changes in mitochondrial membrane potential during 
staurosporine-induced apoptosis in Jurkat cells, FEBS Letters, 475: 267-272.
SCHNELLE, T., MÜLLER, T., FIEDLER, S., SHIRLEY, S.G., LUDWIG, K., HERMANN, 
A., FUHR, G., WAGNER, B. & ZIMMERMANN, U. (1996), Trapping of Viruses in High- 
Frequency Electric Field Cages, Natun/vissenschaften, 83: 172-176.
SEEMAN P, CHENG D & ILES GH (1973) Structure of membrane holes in osmotic and 
saponin hemolysis, Journai o f Ceil Bioiogy 56: 519-527.
SNAPKA, R.M. (1987) Topoisomerase inhibitors can selectively interfere with different 
stages of Simian virus 40 DNA replication, Journai o f the National Cancer Institute 
Monographs, 4: 55-60.
Stevens, A. & Lowe, J.S. (2004) Human Histology, 3^  ^Edition, Mosby.
SUDSIRI, J., WACHNER, D. & GIMSA, J. (2007) On the temperature dependence of 
the dielectric membrane properties of human red blood cells, Bioeiectrochemistry, 70: 
134-140.
SUEHIRO, J. & PETHIG, R. (1998) The dielectrophoretic movement and positioning of 
a biological cell using a three-dimensional grid electrode system, Journai o f Physics D - 
Applied Physics, 31, 3298-3305.
- 194 -
Yvonne Hübner Chapter 7: References
SUEHIRO, J., YATSUNAMI, R., HAMADA, R. & HARA, M. (1999) Quantitative 
estimation of biological cell concentration suspended in aqueous medium by using 
dielectrophoretic impedance measurement method, Journal o f Physics D -  Applied 
Physics, 32: 2814-2820.
SUEHIRO, J., NOUTOMI, D., HAMADA, R. & HARA, M. (2001) Selective detection of 
bacteria using dielectrophoretic impedance measurement method combined with 
antigen-antibody reaction. Industry Applications Conference Record, 3:1950 -  1955.
SUEHIRO, J., HAMADA, R., NOUTOMI, D., SHUTOU, M. & HARA, M. (2003) 
Selective detection of viable bacteria using dielectrophoretic impedance measurement 
method, Journai o f Electrostatics, 57: 157-168.
SUKHORUKOV, V.L., KÜRSCHNER, M., DILSKY, S., LISEC, T., WAGNER, B., 
SCHENK, W.D., BENZ, R. & ZIMMERMANN, U. (2001) Phloretin-lnduced Changes of 
Lipophilic Ion Transport across the Plasma Membrane of Mammalian Cells, Biophysical 
Journai, 81: 1006-1013.
SZABÔ, I., GULBINS, E., APFEL, H., ZHANG, X., BARTH, P., BUSCH, A.E., 
SCHLOTTMANN, K., PONGS, O. & LANG F. (1996) Tyrosine phosphorylation- 
dependent suppression of a voltage-gated K+ channel In T lymphocytes upon Fas 
stimulation. Journal of Biological Chemistry, 271(34): 20465-20469.
TAFF, B. M. & VOLDMAN, J. (2005) A scalable addressable positive-dielectrophoretic 
cell-sorting array. Analytical Chemistry, 77: 7976-7983.
TALARY, M.S.. MILLS, K.I., HOY, T., BUTNETT, A.K. & PETHIG, R. (1995) 
Dielectrophoretic separation and enrichment of CD34+ cell subpopulation from bone- 
marrow and peripheral stem-cells. Medical and Biological Engineering and Computing, 
33: 235-237.
TALARY, M. S. & PETHIG, R. (1994) Optical technique for measuring the positive and 
negative dielectrophoretic behaviour of cells and colloidal suspensions, lEE 
Proceedings-Science Measurement and Technology, 141: 395-399.
- 195 -
Yvonne Hübner Chapter 7; References
THORBURN, A. (2004) Death receptor-induced cell killing, Cellular Signalling, 16: 139- 
144.
TRAUTH. B.C., KLAS, C., PETERS, A.M., MATZKU, S., MÔLLER, P., FALK, W., 
DEBATIM, K.-M. & KRAMMER, P.H. (1989) Monoclonal antibody-mediated tumour 
regression by induction of apoptosis. Science, 245: 301-305.
VERENINOV, A.A., RUBASHKIN, A.A., GORYACHAYA, T.S., MOSHKOV, A.V., 
ROZANOV, Y.M., SHIROKOVA, A.V., STRELKOVA. E.G., LANG, F. & YURINSKAYA, 
V.E. (2008) Pump and Channel K+ (Rb+) Fluxes in Apoptosis of Human Lymphoid Cell 
Line U937, Cellular Physiology and Biochemistry, 22: 187-194.
WAJANT, H. (2002) The Fas signalling pathway: more than a paradigm. Science 296: 
1635-1636.
WALCZEK, H. & KRAMER, P.H. (2000) The CD95 (APO-1/Fas) and the TRAIL (APO- 
2L) apoptosis system. Experimental Cell Research 256: 58-66.
WANG, X.J., YANG, J. & GASCOYNE, P.R.C. (1999) Role of peroxide in AC electrical 
field exposure effects on Friend murine erythroleukaemia cells during dielectrophoretic 
manipulations, Biochimica Et Biophysica Acta - General Subjects, 1426: 53-68.
WANG, X. B., YANG, J., HUANG, Y., VYKOUKAL, J., BECKER, F.F. & GASCOYNE, 
P.R.C. (2000) Cell separation by dielectrophoretic field-flow-fractionation. Analytical 
Chemistry, 72: 832-839.
WANG, X.J., BECKER, F.F. & GASCOYNE, P.R.C. (2002) Membrane dielectric 
changes indicate induced apoptosis in HL-60 cells more sensitively than surface 
phosphatidylserine expression or DNA fragmentation, Biochimica et Biophysica Acta, 
1564,412- 420.
WEIS. M., SCHLEGEL, J., KASS, G.E.N., HOLMSTRÔM, T.H., PETERS, I., 
ERIKSSON, J., ORRENIUS, S. & CHOW, S.C. (1995) Cellular events in Fas/APO-1-
- 196 -
Yvonne Hübner Chapter 7: References
mediated apoptosis in Jurkat T Lymphocytes, Experimental Ceil Research, 219: 699- 
708.
YANG, J., HUANG, Y., WANG, X.B., BECKER. F.F. & GASCOYNE, P.R.C. (1999a) 
Cell separation on microfabricated electrodes using dielectrophoretic/gravitational field 
flow fractionation. Analytical Chemistry, 71: 911-918.
YANG, J., HUANG, Y., WANG, X.J., WANG, X.B., BECKER, F.F. & GASCOYNE, 
P.R.C. (1999b) Dielectric properties of human leukocyte subpopulations determined by 
electro rotation as a cell separation criterion, BiophysicalJournai, 76: 3307-3314.
YU, C.H., VYKOUKAL, J., VYKOUKAL, D.M., SCHWARTZ, J.A., SHI, L. & 
GASCOYNE, P.R. C. (2005) A three-dimensional dielectrophoretic particle focusing 
channel for microcytometry applications, Journai o f Microeiectromechanicai Systems, 
14: 480-487.
YU, S.P. & CHOI, D.W. (2000) Ions, cell volume, and apoptosis. Proceedings o f the 
National Academy o f Sciences o f the United States o f America, 97(17): 9360-9362.
YUE, T.-L., WANG, C., ROMANIC, A.M., KIKLY, K., KELLER, P., DEWOLF JR, W.E., 
HART, T.K., THOMAS, H.C., STORER, B., GUA, J.-L, WANG, X. & FEUERSTEIN, 
G.Z. (1998) Staurosporine-induced Apoptosis in Cardiomyocytes: A Potential Role of 
Caspase-3, Journal o f Molecular and Cellular Cardiology, 30(3): 495-507
ZHOU, X.F., MARKX, G.H. & PETHIG, R. (1996) Effect of biocide concentration on 
electrorotation spectra of yeast cells, Biochimica Et Biophysica Acta-Biomembranes, 
1281: 60-64.
ZHOU, X. F., BURT, J. P. H. & PETHIG, R. (1998) Automatic cell electrorotation 
measurements: studies of the biological effects of low-frequency magnetic fields and of 
heat shock. Physics in Medicine and Bioiogy, 43: 1075-1090.
- 197 -
Yvonne Hübner Chapter?; References
ZIERVOGEL, H., GLASER, R., SCHADOW, D. & HEYMANN, S. (1986) Electrorotation 
of Lymphocytes - the Influence of Membrane Events and Nucleus, Bioscience Reports, 
6: 973-982.
- 198-
Yvonne Hübner Appendix
7.1 Appendix 1: DEP_Well_centre
%GUI to run DEP-Well experiments
function varargout = DEP__well_centre(varargin)
% DEP_WELL_CENTRE M-file for DEP_well_centre.fig
% DEP_WELL_CENTRE, by itself, creates a new DEP_WELL_CENTRE or raises the existing
% singleton*.
%
% H = DEP_WELL_CENTRE returns the handle to a new DEP_WELL_CENTRE or the handle to
% the existing singleton*.
%
% DEP_WELL_CENTRE('CALLBACK’,hObject,eventData,handles,...) calls the local
% function named CALLBACK in DEP_WELL_CENTRE.M with the given input arguments.
%
% DEP_WELL_CENTRE('P r o p e r t y V a l u e ',...) creates a new DEP_WELL_CENTRE or raises
the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before DEP_well_centre OpeningFunction gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to DEP_well_centre_OpeningPcn via varargin.
%
% *See GUI Options on GUIDE'S Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help DEP w e l l c entre 
% Last Modified by GUIDE v2.5 16-Dec-2005 12:01:36 
% Begin initialization code - DO NOT EDIT 
guiSingleton = 1;
gui_State = struct('gui_Name', mfilename, ...
'guiSingleton', gui_Singleton, ...
'gui_OpeningFcn', @DEP_well_centre_OpeningFcn, ...
'gui_OutputPcn', @DEP_well_centre_OutputPcn, ...
'gui LayoutPcn', [] , ...
'guiCallback', []);
if nargin && ischar(varargin{1})
guiState.guiCallback = str2func(varargin{1});
end
if nargout
[varargout{1 :nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
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% --  Executes just before DEP_well_centre is made visible.
function DEP_well_centre_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to DEP_well_centre (see VARARGIN)
% Choose default command line output for DEP_well_centre 
handles.output = hObject;
% Update handles structure 
guidata(hObject, handles);
% UIWAIT makes DEP_well_centre wait for user response (see UIRESUME)
% uiwait(handles.figurel);
%   Outputs from this function are returned to the command line.
function varargout = DEP_well_centre_OutputFcn(hObject, eventdata, handles) 
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure 
varargout{1} = handles.output ;
function edit2_Callback(hObject, eventdata, handles)
% hObject handle to edit2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit2 as text 
% str2double(get(hObject,'String')) returns contents of edit2 as a double
%para.bgh = str2num(get(handles.edit2, 'string'))
%   Executes during object creation, after setting all properties.
function edit2_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
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function edit8_Callback(hObject, eventdata, handles)
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text
% str2double(get(hObject,'String')) returns contents of edits as a double
% --  Executes during object creation, after setting all properties.
function editS CreateFcn(hObj ect, eventdata, handles)
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc &5t isequal (get (hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function edit9_Callback(hObject, eventdata, handles)
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text 
% str2double(get(hObject,'String')) returns contents of edits as a double
%para.cga = str2num(get(handles.edits, 'string'))
%   Executes during object creation, after setting all properties.
function editS_CreateFcn(hObject, eventdata, handles)
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white'};
end
function editlO_Callback(hObject, eventdata, handles) 
% hObject handle to editlO (see GCBO)
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% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editlO as text
% str2double(get(hObject,'String')) returns contents of editlO as a double
%para.exp = str2num(get(handles.editlO, 'string'))
%   Executes during object creation, after setting all properties.
function editlO_CreatePcn(hObject, eventdata, handles)
% hObject handle to editlO (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint : edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white ' ) ;
end
function editll_Callback(hObject, eventdata, handles)
% hObject handle to editll (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints : get(hObject,'String') returns contents of editll as text 
% str2double(get(hObject,'String')) returns contents of editll as a double
%para.exbasename = get(handels.editll, 'string')
% --- Executes during object creation, after setting all properties.
function editll_CreateFcn(hObject, eventdata, handles)
% hObject handle to editll (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function editl3 Callback(hObject, eventdata, handles)
% hObject handle to editl3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints; get(hObject,'String') returns contents of editl3 as text
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% str2double(get(hObjectstring')) returns contents of editl3 as a double
%para.runtime = str2num(get(handles.editl3, 'string'))
% --- Executes during object creation, after setting all properties.
function editl3_CreateFcn(hObject, eventdata, handles)
% hObject handle to editl3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function editl4_Callback(hObject, eventdata, handles)
% hObject handle to editl4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editl4 as text 
% str2double(get(hObject,'String')) returns contents of editl4 as a double
%para.interval = str2num(get(handles.editl4, 'string'))
%   Executes during object creation, after setting all properties.
function editl4_CreateFcn(hObject, eventdata, handles)
% hObject handle to editl4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
% --  Executes on button press in togglebutton2.
function togglebutton2_Callback(hObject, eventdata, handles)
% hObject handle to togglebutton2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint : get(hObject,'Value') returns toggle state of togglebutton2
% --  Executes on button press in togglebuttonl.
function togglebuttonl_Callback(hObject, eventdata, handles); %preview
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global vid; 
go = get{handles.togglebuttonl,'value'); 
if go == 1;
set(handles.togglebuttonl,'string', 'Stop Preview');
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Set values 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
vid = videoinput('winvideo', 1, para.camres); %Call Webcam set to rgb resolution 480 * 
640
src = getselectedsource(vid); %define cameraproperties 
set(src, 'Brightness', para.bgh); %default 72, range 0 - 127
set(src, 'Gain', para.cga) ; %default 24, range 0 - 3 1
set(src, 'Exposure', para.exp); 
preview(vid); 
else
set (handles. togglebuttonl, 'string' , 'Preview') ,- 
closepreview(vid);
end
% hObject handle to togglebuttonl (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint; get(hObject,'Value') returns toggle state of togglebuttonl
% --  Executes on button press in pbsnap.
function pbsnap Callback(hObject, eventdata, handles)
% hObject handle to pbsnap (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% --- Executes on button press in pushbutton2.
function pushbutton2 Callback(hObject, eventdata, handles) %autorange 
% hObject handle to pushbutton2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui 
stoplimit = 30; %limit of iterative loops
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
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%Set values 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
vid = videoinput('winvideo', 1, para.camres); %Call Webcam set to rgb resolution 480 * 
640
src = getselectedsource(vid); %define cameraproperties
set(src, 'Brightness', para.bgh); %default 72, range 0 - 127
set(src, 'Gain', para.cga) ; %default 24, range 0 - 3 1
set(src, 'Exposure', para.exp);
triggerconfig(vid, 'manual'); %set trigger to manual
set(vid, 'TriggerRepeat', inf); %keep running after trigger 
set(vid, 'framespertrigger', 1); %Number of frames per trigger 
%get(vid)
step = 1.1; % 10% step change per adjustment
limiter=l; 
imok = 0;
while imok ~= 1; %Adusmet loop
src = getselectedsource(vid); %define cameraproperties
set(src, 'Brightness', para.bgh); %default 72, range 0 - 127
set(src, 'Gain', para.cga) ; %default 24, range 0 - 3 1
set(src, 'Exposure', para.exp);
triggerconfig(vid, 'manual'); %set trigger to manual
set(vid, 'TriggerRepeat', inf); %keep running after trigger 
%get(vid) %Display settings
data = getsnapshot(vid); %capture image 
figure(1)
imshow(data,'InitialMagnification', 'fit'); %display image
title(t'iteration: ', num2str(limiter)])
figure(2) 
clear figure(2)
ih = imhist(data); %image histogram 
bar(ih, 0.2); %plot histogram 
mi = mean2(data); %find mean iamge intesity 
si = std2(data); %find find standard devaiotn 
hold on
sti = [mi-si si+mi]; %range of Standaard deviation
X = [1 1] ;
plot(sti, X, '*r'); %plot mean intesity 
plot(mi, 1, '*g'); %plot erroe bar 
hold off
top = sum(ih(250 : 256))*100/(prod(size(data))); % pixels in top 6 intesity levels
top2 = sum(ih(216:256))*100/(prod(size(data))); %pixels in top 40 intesity levels 
if top <= 0.5; %checking top 6 levels of histogram less the 5% 
imokt = 1;
else
imokt = 0 ;
para.exp = floor(para.exp/(step)); % if to bright reduce intesity
end
if top2 >= 0.5; %cheking top 40 levels of histogram more teh 5% 
imokb = 1;
else
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imokb = 0;
para.exp = ceil(para.exp*step); %if tco dark reduce intesity 
if para.exp >= 4094; %Top level exposures stop 
para.exp = 409 0;
para.cga = ceil(para.cga*step)+3 ; 
if para.cga >=819; %top gain stop 
para.cga = 818; 
imok = 1;
end
end
end
if imokt + imokb == 2; %confirm not to bright and to dark 
imok = 1;
end
limiter = limiter+1;
if limiter == stoplimit; %limit to stoplimtt iterations 
imok = 1;
end
end
set(handles.editsstring', para.cga); %write gain to GUI
set(handles.editlO,'string', para.exp); %write exposire to GUI
stop(vid) ; %Close and delete camera object
delete(vid);
clear('vid');
% --  Executes on button press in pushbuttons.
function pushbuttons Callback(hObject, eventdata, handles) %intesity line 
% hObject handle to pushbuttons (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA) 
global para;
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Set values
vid = videoinput('winvideo' , 1, para.camres);
640
src = getselectedsource(vid); 
set(src, 'Brightness', para.bgh) 
set(src, 'Gain', para.cga) ; 
set(src, 'Exposure', para.exp); 
triggerconfig(vid, 'manual'); 
set(vid, 'TriggerRepeat', inf); 
set(vid, 'framespertrigger', 1); 
data = getsnapshot(vid);
kCall Webcam set to rgb resolution 4 80 *
%define cameraproperties
%default 72, range 0 - 127 
%default 24, range 0 - 3 1
%set trigger to manual 
%keep running after trigger 
%Number of frames per trigger
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figure(2)
plot (data(floor(0.5*size(data, 1)),:)); 
hold on
plot (1 :(size(data, 2)), para.tresh, 'r');
title('Intensity along horizontal centre line');
axis([l size(data, 2) 0 255]);
ylabel('intensity');
legend( 'intensity', 'teshold');
hold off;
stop(vid) ; %Close and delete camera object 
delete(vid); 
clear('vid');
% --- Executes on button press in togglebutton3.
function togglebutton3_Callback(hObject, eventdata, handles) %save to disk 
% hObject handle to togglebutton3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of togglebuttonS 
%para.s2d = get(handles.togglebutton3, 'value') 
s2d = get(handles.togglebuttonS,'value'); 
if s2d == 1;
set(handles.togglebutton3,'string', 'Save images on'); 
elseif s2d == 0;
set (handles. togglebutton3,'string ', 'Save images off);
end
function editl5_Callback(hObject, eventdata, handles) %Freguency [kHz]
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editlB as text 
% str2double(get(hObject,'String')) returns contents of editlS as a double
%para.sigfreg = 1000*str2num(get(handles.editlS, 'string'))
%   Executes during object creation, after setting all properties.
function editl5_CreateFcn(hObject, eventdata, handles)
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObj ect, 'BackgroundColor', 'white');
end
207 -
Yvonne Hübner Appendix
function editl6_Callback(hObject, eventdata, handles) %Voltage pp 
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editlS as text 
% str2double(get(hObject,'String')) returns contents of editlS as a double
%para.sigvpp = str2num(get(handles.editlS, 'string'))
%   Executes during object creation, after setting all properties.
function editl6_CreateFcn(hObject, eventdata, handles)
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function editl7_Callback(hObject, eventdata, handles) %Offset voltage 
% hObject handle to editl7 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editl7 as text 
% str2double(get(hObject,'String')) returns contents of editl7 as a double
%para.sigvoff = str2num(get(handles.editl7, 'string'))
%   Executes during object creation, after setting all properties.
function editl7_CreateFcn(hObject, eventdata, handles)
% hObject handle to editl7 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor') )
set(hObject,'BackgroundColor','white');
end
Executes on button press in pushbutton4,
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%Start experimentfunction pushbutton4_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
clear para;
global para;
global vid;
global tl;
global sg;
global so ;
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Read values form Gui 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %  
%Set video values 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
vid = videoinput('winvideo', 1, 
640
src = getselectedsource(vid); 
set(src, 'Brightness', para.bgh) 
set(src, 'Gain', para.cga) ; 
set(src, 'Exposure', para.exp); 
triggerconfig(vid, 'manual'); 
set(vid, 'TriggerRepeat', inf); 
set(vid, 'framespertrigger', 1); 
%get(vid)
para.camres); %Call Webcam set to rgb resolution 480
%define cameraproperties 
f %default 72, range 0 - 127
%default 24, range 0 - 3 1
%set trigger to manual 
%keep running after trigger 
%Number of frames per trigger 
%Display settings
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Setup timer object for image capture 'tl' 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
tl = timer;
set(tl, 'Period', para.interval); 
set(tl, 'timerfcn', 'AVT_grabimage02');
^define timer
%Period between events [sec] 
%Punction to execute
set(tl, 'TasksToExecute', (para.repeat+1)); %Number of repetitions
set(tl, ' ExecutionMode ' , ' FixedRate ' ) ,- %execute in fixed time spacers
%get(tl) %Display timer settings
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Setup Signal generator 
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
sg = serial('COM3'); %define port
set(sg,'BaudRate',9600); %set port speed
fopen(sg); %Open port
a = char(009);
fprintf(sg, a);%send comand - read scale channel 1
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sigout = [';freg ',num2str(para.sigfreq), ' ;level
num2str(para.sigvpp/2),para.sigshape, ' /OFFSET num2str(para.sigvoff),' ; out_on'];
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Setup Oscilloscope
if para.Runimpeadance ==1; % check if impeadance analysis in 'on'
so = serial('COMl'); %set port 
set(so,'B a u d R a t e 9600); %set speed 
set(so,'InputBufferSize',1014); %Set buffer size 
fopen(so); %open port
%fprintf(so, ': trig :sourl'); %set trigger to CHI
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data capture and saving 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
para.startok = 0;
start(vid); %Initialise vidostream
AVT_grabimage02; %Grab image 'O' 
while para.startok~=l; 
end
fprintf(sg, sigout);%Start signal generator 
pause(para.interval); %wait first interval 
start(tl); %start capture timer
while sum(get(tl, 'running'))==221; %wait while timer is running 
end
t = 0 :para.interval :(para.repeat*para.interval); %Create time axis
if para.Runimpeadance == 1; %caclulate impedance module 
[para.CHI] = oscwavelive(1, so); %total waveform
[para.scaleCHl] = oscvallive('CHANl:SCAL?', so); %Scale channels 1 
[para.sealeCH2] = oscvallive('CHAN2:SCAL?', so); %scale Channle 2 
fclose(so); %cleanup oscillocope 
delete(so); 
clear so;
para.RMSl = sqrt (mean(para.CHI."^ 2) ) *para. scaleCHl/25,- %RMS CHl & scale 
para.RMS2 = para.RMS2*para.scaleCH2/25; %Scale CH2
para.impedance = (para.Rref.*(para.RMSl-para.RMS2))./para.RMS2; %caculate impedance 
figure;
t = (0:para.repeat)*para.interval; %Create time axis 
plot(t, para.impedance); % Plot results
title(['Impedance plot Experiment: ' para.exbasename]); 
xlabelCTime [sec.]'); 
ylabel('impedance [Ohm]');
end
[para.oscVpp, para.oscvppstr] = oscvaloffl(':meas: sour 1;:Meas:VPP?'); %confirm Vpp 
set(handles.text26, 'string', para.oscvppstr); %plot real voltage oto GUI
fprintf(sg, '/out off'); %switch odd Signal gnerator
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% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Cleanup Interfaces 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fclose(sg); %close port
delete(sg); %Delete variable
clear sg;
stop(vid); %Close and delete camera object 
delete(vid); 
clear('vid');
stop(tl); %Close and delete timer object
delete(tl); 
clear('tl');
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Plot and save 
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
if para.LiveAnalysis == 1 ; %Plot optical resuts 
f igure ;
r = double(1 : para.bands).*para.SpacialCalFact.*para.magnification; 
if para.chiptype == 2
contourf(r, t, para.wellchange, 50); 
colorbar; 
shading flat;
title(['Change against radius ' num2str(para.sigfreq) , 'Hz']);
ylabel('time'); 
xlabel('radius'); 
elseif para.chiptype == 3 | para.chiptype == 4 
for i = 1 :para.wellnumber
subplot dipara.wellnumber,i)
contourf(r, t, para.wellchange(;,((1:10)+para.bands*(i-1))) , 50)
colorbar;
shading flat;
title(['Change against radius ' num2str(para.sigfreq) , 'Hz']);
ylabel('time'); 
xlabel('radius');
end
elseif para.chiptype == 5 | para.chiptype == 6 
for i = 1 : sum(sum(para.wellarray))
subplot(sum(para.wellarray(1,:)),sum(para.wellarray(:,l)),i) 
contourf(r, t, para.wellchange(:,((1î10)+para.bands*(i-1))), 50) 
colorbar; 
shading flat;
title(['Change against radius ' num2str(para.sigfreq) , 'Hz']);
ylabel('time'); 
xlabel('radius');
end
-211  -
Yvonne Hübner Appendix
end
end
xfilename = [para.exbasename 'parameters.mat']; %save parameters 
save(xfilename, 'para');
para
% --  Executes on button press in togglebutton4.
function togglebutton4_Callback(hObject, eventdata, handles) %run signal; gnerator 
% hObject handle to togglebutton4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of togglebutton4 
global para; 
global sg;
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui 
para.sigrun = get(handles.togglebutton4, 'value');
if para.sigrun ==1;
set(handles.togglebutton4,'string', 'Stop SigGen');
sg = serial('COM3'); %define port
set(sg,'BaudRate',9600); %set port speed
fopen(sg); %Open port
a = char(009);
fprintf(sg, a);%send comand - read scale channel 1
sigout = [';freq ',num2str(para.sigfreq), ' ;level
',num2str(para.sigvpp/2),para.sigshape, ' ;OFFSET ',num2str(para.sigvoff),' ; out on']; 
fprintf(sg, sigout);%send comand - read scale channel 1 
fclose(sg); %close port
delete(sg); %Delete variable
clear sg;
end
if para.sigrun ==0;
set(handles.togglebutton4,'string', 'Run SigGen');
sg = serial('COM3'); %define port
set(sg,'BaudRate',9600); %set port speed
fopen(sg); %Open port
a = char(009);
fprintf(sg, a);%send comand - read scale channel 1 
fprintf(sg, ';out_off');%send comand - read scale channel 1 
fclose(sg); %close port
delete(sg); %Delete variable
clear sg;
end
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% --  Executes on button press in pushbuttons.
function pushbutton6_Callback(hObject, eventdata, handles) %Snap images 
% hObject handle to pushbuttons (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA) 
global para; 
global vid; 
global tl;
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Read values form Gui 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
para = paraRead(hObject, eventdata, handles); %Read parameters form Gui
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
%Set values 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
vid = videoinput('winvideo’, 1, para.camres);
640
src = getselectedsource(vid); %define cameraproperties
set(src, 'Brightness', para.bgh); %default 72, range 0 - 127
Call Webcam set to rgb resolution 4 80 *
set(src, 'Gain', para.cga) ; 
set(src, 'Exposure', para.exp); 
triggerconf ig(vid, 'manual');
set(vid, 'TriggerRepeat', inf); 
set(vid, 'framespertrigger', 1); 
%get(vid)
%default 24, range 0 - 3 1
%set trigger to manual 
%keep running after trigger 
%Number of frames per trigger 
%Display settings
%Setup timer object for image capture 'tl' 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
tl = timer;
set(tl, 'Period', para.interval); 
set(tl, 'timerfcn', 'AVT_grabimage02'); 
set(tl, 'TasksToExecute', para.repeat); 
set(tl, 'ExecutionMode', 'FixedRate'); 
%get(tl)
%define timer
%Period between events [sec] 
%Function to execute
%Number of repetitions 
%execute in fixed time spacers 
%Display timer settings
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
% Data capture and saving 
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
start(vid); %Initialise vidostream
start(tl); %start capture timer
while sum(get(tl, 'running'))==221; 
end
fnr = para.repeat;
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xfilename = [para.exbasename 'para.mat']; %save number of captured frames
('f n r ')
save(xfilename, 'para'); 
clear para
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
^Cleanup Interfaces
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
stop(vid) ; %Close and delete camera object
delete(vid);
clear('vid');
stop(tl); %Close and delete timer object
delete(tl); 
clear('tl');
% --  Executes on selection change in popupmenu2.
function popupmenu2 Callback(hObject, eventdata, handles) %Chip type 
% hObject handle to popupmenu2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns popupmenu2 contents as cell array 
% contents{get(hobject,'Value')} returns selected item from popupmenu2
%   Executes during object creation, after setting all properties.
function popupraenu2_CreateFcn(hobject, eventdata, handles)
% hObject handle to popupmenu2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
%   Executes on button press in togglebuttonB.
function togglebutton5_Callback(hObject, eventdata, handles) %live image analysis 
% hObject handle to togglebuttonS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of togglebuttonS
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%para.LiveAnalysis = get(handles.togglebuttonS, 'value') 
iman = get(handles,togglebuttonS,'value ' ) ;  
if iman == 1;
set(handles.togglebuttonS,'string', 'live analysis on'); 
elseif iman == 0;
set(handles.togglebuttonS,'string', 'live analysis off');
end
% --  Executes on selection change in popupmenu4.
function popupmenu4_Callback(hObject, eventdata, handles) %image analysis algorythm 
% hObject handle to popupmenu4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns popupmenu4 contents as cell array 
% contents{get(hObject,'Value')} returns selected item from popupmenu4
%   Executes during object creation, after setting all properties.
function popupmenu4_CreateFcn(hObject, eventdata, handles)
% hObject handle to popupmenu4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
% Hint : popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function editl8_Callback(hObject, eventdata, handles)
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editl8 as text
% str2double(get(hObject,'String')) returns contents of editl8 as a double
%para.bands = str2num(get(handles.editlS, 'string'))
%   Executes during object creation, after setting all properties.
function editl8_CreateFcn(hObject, eventdata, handles)
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
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if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function editl9_Callback(hObject, eventdata, handles)
% hObject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editl9 as text 
% str2double(get(hObject,'String')) returns contents of editl9 as a double
%para.tresh = str2num(get(handles.editl9, 'string'))
%   Executes during object creation, after setting all properties.
function editl9_CreateFcn(hObject, eventdata, handles)
% hObject handle to editl9 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function edit20_Callback(hObject, eventdata, handles)
% hObject handle to edit20 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit20 as text 
% str2double(get(hObject,'String')) returns contents of edit20 as a double
%para.ChipID = (get(handles.edit20, 'string'))
% --- Executes during object creation, after setting all properties.
function edit20_CreatePcn(hObject, eventdata, handles)
% hObject handle to edit20 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
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end
function edit21_Callback{hObject, eventdata, handles)
% hObject handle to edit21 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit21 as text 
% str2double(get(hObject,'String')) returns contents of edit21 as a double
%para,WellsUsed = (get(handles.edit21, 'string'))
%   Executes during object creation, after setting all properties.
function edit21_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit21 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function edit22 Callback(hObject, eventdata, handles)
% hObject handle to edit22 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit22 as text 
% str2double(get(hObject,'String')) returns contents of edit22 as a double
para.magnification = (get(handles.edit22, 'string'))
%   Executes during object creation, after setting all properties.
function edit22_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit22 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
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function edit23_Callback(hObject, eventdata, handles)
% hObject handle to edit23 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit23 as text 
% str2double(get(hObject,'String')) returns contents of edit23 as a double
para.WellDiameter = (get(handles.edit23, 'string'))
%   Executes during object creation, after setting all properties.
function edit23_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit23 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
% --  Executes on selection change in popupmenu3.
function popupmenu3 Callback(hObject, eventdata, handles)
% hObject handle to popupmenu3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns popupmenu3 contents as cell array 
% contents{get(hObject,'Value')} returns selected item from popupmenu3
% --- Executes during object creation, after setting all properties.
function popupmenu3_CreatePcn(hObject, eventdata, handles)
% hObject handle to popupraenuS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
% Hint: popupmenu controls usually have a white background on windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function edit31 Callback(hObject, eventdata, handles)
% hObject handle to edit31 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
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% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit31 as text 
% str2double(get(hObject,'String')) returns contents of edit31 as a double
%para.minrad = str2num(get(handles.edit31, 'string'))
% --- Executes during object creation, after setting all properties.
function edit3l_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit31 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function edit24_Callback(hObject, eventdata, handles)
% hObject handle to edit24 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit24 as text 
% str2double(get(hObject,'String')) returns contents of edit24 as a double
%para.CellLine = (get(handles.edit24, 'string'))
%   Executes during object creation, after setting all properties.
function edit24_CreatePcn(hObject, eventdata, handles)
% hObject handle to edit24 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function edit25_Callback(hObject, eventdata, handles)
% hObject handle to edit25 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit25 as text
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% str2double(get(hObjectstring')) returns contents of edit25 as a double
%para.CellConc = str2num(get(handles.edit25, 'string'))
%   Executes during object creation, after setting all properties.
function edit25_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit25 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc Sc& isequal (get (hObject, ' BackgroundColor ' )
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor', 'white');
end
function edit26_Callback(hObject, eventdata, handles)
% hObject handle to edit26 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit26 as text 
% str2double(get(hObject,'String')) returns contents of edit26 as a double
%para.ConductivityMedium = (get(handles.edit26, 'string'))
%   Executes during object creation, after setting all properties.
function edit26_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit26 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor' ;
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor','white');
end
function edit28_Callback(hobject, eventdata, handles)
% hObject handle to edit28 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit28 as text 
% str2double(get(hObject,'String')) returns contents of edit2S as a double
%para.GrowthCondition = str2num(get(handles.edit28, 'string'))
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%   Executes during object creation, after setting all properties.
function edit2 8_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit28 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hobj ect,'BackgroundColor', 'white');
end
function edit29_Callback(hObject, eventdata, handles)
% hObject handle to edit29 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints; get(hObject,'String') returns contents of edit29 as text 
% str2double(get(hObject,'String')) returns contents of edit29 as a double
%para.CellTreatment = str2num(get(handles.edit29, 'string'))
%   Executes during object creation, after setting all properties.
function edit29_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit29 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function edit30 Callback(hObject, eventdata, handles)
% hObject handle to edit30 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit30 as text 
% str2double(get(hObject,'String')) returns contents of editSO as a double
%para.SampleRemarks = (get(handles.edit30, 'string'))
% --  Executes during object creation, after setting all properties.
function edit30_CreateFcn(hObject, eventdata, handles)
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% hObject handle to editSO (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObjectBackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --  Executes on button press in togglebuttonS.
function togglebuttonS Callback(hObject, eventdata, handles) % Impedance measurments 
% hObject handle to togglebuttonS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of togglebuttonS 
%para.Runimpeadance = (get(handles.togglebuttonS, 'value')) 
impan = get(handles.togglebuttonS,'value'); 
if impan == 1;
set(handles.togglebuttonS,'string', 'live Impedance evaluation on') 
elseif impan == 0;
set(handles.togglebuttonS,'string', 'live Impedance evaluation off)
end
function edit32_Callback(hObject, eventdata, handles)
% hObject handle to edit32 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit32 as text 
% str2double(get(hObject,'String')) returns contents of edit3 2 as a double
%para.Rref = str2num(get(handles.edit32, 'string'))
%   Executes during object creation, after setting all properties.
function edit32_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit32 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor' , 'white' ) ,-
end
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function edit3 3_Callback{hObject, eventdata, handles)
% hObject handle to edit33 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit33 as text 
% str2double(get(hObject,'String')) returns contents of edit33 as a double
%para.Operator = (get(handles.edit33, 'string'))
% --- Executes during object creation, after setting all properties.
function edit33_CreateFcn(hObject, eventdata, handles)
% hObject handle to edit33 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function para = paraRead(hObject, eventdata, handles) %read all parameters for GUI 
%Readout all parameter values :
%para = paraRead(hObject, eventdata, handles);
%Camera settings
para.bgh = str2num(get(handles.edit2,'string')); %brighness 
para.cga = str2num(get(handles.edit9,'string')); %gain 
para.exp = str2num(get(handles.editlO,'String')); %exposure 
if get(handles.radiobutton2,'Value')== 1; %camera resolution 
para.camres = 'Y800_800x600';
end
if get(handles.radiobutton3,'Value')== 1; 
para.camres = ' Y800_1024x768 ' ,■
end
if get(handles.radiobutton4,'Value')== 1; 
para.camres = 'Y800_1280x960';
end
if get(handles.radiobuttonS,'Value')== 1; 
para.camres = 'Y800_1392xl040';
end
%Timer settings
para.interval = str2num(get(handles.editl4,'string')); %interval 
para.runtime = str2num(get(handles.editl3, 'string')); %runtirae 
para.repeat = round((para.runtime)/para.interval); %number of frames
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%display and save settings
para.s2d = get (handles.togglebuttonS,'Value') ,■ %save to Disk
para.dinew = get(handles.radiobuttonS,'Value'); %display image in new window
para.dicur = get(handles.radiobutton?,'Value'); %display image in current window
%signal generator settings
para.sigvpp = str2num(get(handles.editl6,'string')); %brighness 
para.sigfreq = 1000*str2num(get(handles.editlB,'string')); %brighness 
para.sigvoff = str2num(get(handles.editl7,'string')); %brighness 
if get(handles.radiobuttonS, 'Value'); %signal shape 
para.sigshape = ';W_SINE ';
end
if get(handles.radiobuttonlO, 'Value'); 
para.sigshape = ';W_TRIANGLE ';
end
if get(handles.radiobuttonll, 'Value'); 
para.sigshape = ';W_SQUARE ';
end
%General settings
para.exbasename = [get(handles.editll,'string')
'_',get(handles.editlS,'string'),'kHz']; %filename 
para.starttime = clock; %time tag
para.equipment = 'Nikon TSIOO, ISD719, FGIOO, AVT dolfin 145'; %setup tag
para.ChipID = (get(handles.edit20, 'string')); %CHIP ID
para.WellsUsed = (get(handles.edit21, 'string')); % Well ID
para.magnification = num2str(get(handles.edit22, 'string'));
para.SpacialCalFact = 0.1127 %um = SpacialCalFact* magnifcation * pixels
para .WellDiameter = (get (handles . edit23, 'string')),-
para.CellLine = (get(handles.edit24, 'string'));
para.CellConc = (get(handles.edit25, 'string'));
para.ConductivityMedium = (get(handles.edit26, 'string'));
para.GrowthCondition = (get(handles.edit28, 'string'));
para.CellTreatment = (get(handles,edit29, 'string'));
para.SampleRemarks = (get(handles.edits 0, 'string'));
para.Operator = (get(handles.edit33, 'string'));
%Data Analysis parameters
para.LiveAnalysis = get(handles.togglebuttonS, 'value'); %live analysis on 
para.bands = str2num(get (handles.editia, ' string')) ,-%analysis bands per well 
para.tresh = str2num(get(handles.editlS, 'string')); %treshold for well 
para.minrad = str2num(get(handles.edits1, 'string')); %minmura radius for well 
para.chiptype = get(handles.popupmenu2, 'value'); %Chiplayot 
para. imageAnalAlg = get (handles.popupmenu4, 'value'),- %anaysis algorythm
% Parameters impedance analysis
para.Runimpeadance = (get(handles.togglebuttonS, 'value')); %impedance anaysis on 
para.Rref = str2num(get(handles.edits2, 'string')); %Referece resistor 
para.CHI = [] ;
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7.2 Appendix 2: DEP_well_plotter
function varargout = DEPwell plotter(varargin)
% DEP_WELL_PLOTTER M-file for DEP well plotter.fig
% DEP_WELL_PLOTTER, by itself, creates a new DEP_WELL_PLOTTER or raises the
existing
% singleton*.
%
% H = DEP_WELL_PLOTTER returns the handle to a new DEP_WELL_PLOTTER or the handle
to
% the existing singleton*.
%
% DEP_WELL_PLOTTER('CALLBACK',hObject,eventData,handles,...) calls the local
% function named CALLBACK in DEP_WELL_PLOTTER.M with the given input arguments.
%
% DEPMELL PLOTTER('Property','Value',...) creates a new DEP_WELL_PLOTTER or raises
the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before DEP_well_plotter OpeningPunction gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to DEPwell plotter_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE'S Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GÜIHANDLES
% Edit the above text to modify the response to help DEP_well_plotter
% Last Modified by GUIDE v2.5 13-Oct-200S 16:36:48
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1;
gui State = struct('gui_Name', mfilename, ...
'gui_Singleton', gui_Singleton, ...
'gui_OpeningFcn', ®DEP_well_plotter_OpeningFcn, ...
'gui OutputPcn', ®DEP_well_plotter_OutputFcn, ...
'gui_LayoutFcn', [] , ...
'gui_Callback', []);
if nargin && ischar(varargin{l})
gui State.gui Callback = str2func(varargin{1});
end
if nargout
[varargout{1 :nargout}] = gui_mainfcn(gui State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --  Executes just before DEP well plotter is made visible.
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function DEP_well_plotter_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to DEP_well_plotter (see VARARGIN)
% Choose default command line output for DEPwell plotter 
handles.output = hObj ect;
% Update handles structure 
guidata(hObject, handles);
% u rW A IT  makes DEP_well_plotter wait for user response (see UIRESUME)
% uiwait(handles.figurel);
%   Outputs from this function are returned to the command line.
function varargout = DEP_well_plotter_OutputFcn(hObject, eventdata, handles) 
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure 
varargout{1 } = handles.output;
% --  Executes on button press in pushbuttonl.
function pushbuttonl Callback(hObject, eventdata, handles) % Read data 
% hObject handle to pushbuttonl (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA) 
global paraser;
if get(handles.checkboxlO, 'value')==0; 
paraser = [] ;
end
paraser = paraRead(paraser,hObject, eventdata, handles); %Read parameters form Gui 
paraser.ReportMode = 0; 
paraser = DEP_well_loadserdat;
if paraser.plotsub ==1; % plot substraction change 
paraser = DEPwellChangeplottersub(paraser);
end
if paraser.plotdiv ==1; %plot division change
paraser = DEP_well_Changeplotterdiv (paraser) ,-
end
% -- Executes on button press in pushbutton2.
function pushbutton2_Callback(hobject, eventdata, handles) %Plot Spectrum
% hObject handle to pushbutton2 (see GCBO)
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% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
global paraser;
paraser = paraRead(paraser,hObject, eventdata, handles); %Read parameters form Gui 
paraser = DEP well specplotter(paraser); %plot spectrum 
if paraser.plotmodel == 1;
gspectxt = ['gspec = ’,num2str(paraser.gspec)];
Gspectxt = ['cspec = num2str(paraser,cspec)];
set(handles.textl, 'string', gspectxt); 
set(handles.text2, 'string', cspectxt);
end
if paraser.plotspecdiv == 1;
set(handles.edit2, 'string', num2str(paraser.scalefactordiv)); 
end
if paraser.plotspecsub ==1;
set(handles.editlS, 'string', num2str(paraser.scalefactorsub)); 
end
if paraser.plotmodel ==1;
set(handles.edit21, 'string', num2str(paraser.modelspecscaleg)); 
end
if paraser.plotchangefitter ==1;
set(handles.edit22, 'string', num2str(paraser.specchangescaleg)); 
end
if paraser.plottimescaler ==1;
set(handles.edit23, 'string', num2str(paraser.interpolspecscaleg));
end
% --  Executes on button press in checkboxl.
function checkboxl_Callback(hObject, eventdata, handles)%autoscale 
% hObject handle to checkboxl (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint; get(hObject,'Value') returns toggle state of checkboxl
% --  Executes on button press in checkbox2.
function checkbox2 Callback(hObject, eventdata, handles)%plot division change 
% hObject handle to checkbox2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of checkbox2
% -- Executes on button press in checkbox3.
function checkbox3_Callback(hObject, eventdata, handles)%plot substruction change
% hObject handle to checkbox3 (see GCBO)
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% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint; get(hObject,'Value') returns toggle state of checkbox3
function editl_Callback(hobject, eventdata, handles)%scale factor division 
% hObject handle to editl (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints; get(hObject,'String') returns contents of editl as text 
% str2double(get(hObject,'String')) returns contents of editl as a double
%   Executes during object creation, after setting all properties.
function editl_CreatePcn(hObject, eventdata, handles)
% hObject handle to editl (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function edit2 Callback(hObject, eventdata, handles)% Scale factor substraction 
% hObject handle to edit2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit2 as text 
% str2double(get(hObject,'String')) returns contents of edit2 as a double
%   Executes during object creation, after setting all properties.
function edit2_CreatePcn(hObject, eventdata, handles)
% hObject handle to edit2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
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function edit3_Callback(hObject, eventdata, handles)%time to extract spectrum 
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text 
% strSdouble(get(hObject,'String')) returns contents of edits as a double
%   Executes during object creation, after setting all properties.
function editS_CreatePcn(hobject, eventdata, handles)
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows,
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObj ect,'BackgroundColor', 'white');
end
function edit4_Callback(hobject, eventdata, handles)%cellradius 
% hobject handle to edit4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of edit4 as text 
% strZdouble(get(hObject,'String')) returns contents of edit4 as a double
% --- Executes during object creation, after setting all properties.
function edit4_CreatePcn(hObject, eventdata, handles)
% hobject handle to edit4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor','white');
end
function edits Callback(hObject, eventdata, handles)%cytoplasm conductivity 
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
- 2 29 -
Yvonne Hübner Appendix
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObjectString') returns contents of edits as text 
% str2double(get(hobject,'String')) returns contents of edits as a double
%   Executes during object creation, after setting all properties.
function editS_CreateFcn(hObject, eventdata, handles)
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hobject,'BackgroundColor','white');
end
function edit6_Callback(h0bject, eventdata, handles)%cytoplasm permitivity 
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text 
% str2double(get(hobject,'String')) returns contents of edits as a double
%   Executes during object creation, after setting all properties.
function editS_CreateFcn(hObject, eventdata, handles)
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint; edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
function edit? Callback(hobject, eventdata, handles)%membrane thickness 
% hobject handle to edit? (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of edit? as text 
% str2double(get(hobject,'String')) returns contents of edit? as a double
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%   Executes during object creation, after setting all properties.
function edit7_CreateFcn(hObject, eventdata, handles)
% hobject handle to edit? (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc ScSc isequal (get (hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor','white');
end
function edit8_Callback(hobject, eventdata, handles)%membrane conductivity 
% hObject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text 
% str2double(get(hobject,'String')) returns contents of edits as a double
% --- Executes during object creation, after setting all properties.
function editS_CreateFcn(hObject, eventdata, handles)
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
function edit9_Callback(hObject, eventdata, handles)%membrane permitivity 
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edits as text 
% str2double(get(hobject,'String')) returns contents of edits as a double
% --  Executes during object creation, after setting all properties.
function editS_CreateFcn(hobject, eventdata, handles)
% hobject handle to edits (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
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% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal{get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
function editlO_Callback(hobject, eventdata, handles) %medium condctivity 
% hobject handle to editlO (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editlO as text 
% strZdouble(get(hobject,'String')) returns contents of editlO as a double
%   Executes during object creation, after setting all properties.
function editlO_CreateFcn(hobject, eventdata, handles)
% hObject handle to editlO (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
function editll_Callback(hObject, eventdata, handles)%medium permitivity 
% hobject handle to editll (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editll as text 
% str2double(get(hobject,'String')) returns contents of editll as a double
%   Executes during object creation, after setting all properties.
function editll_CreateFcn(hObject, eventdata, handles)
% hobject handle to editll (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
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if ispc && isequal(get(hobject,'BackgroundColor,
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
function editl3_Callback(hObject, eventdata, handles) %filename 
% hobject handle to editl3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editl3 as text 
% str2double(get(hobject,'String')) returns contents of editl3 as a double
%   Executes during object creation, after setting all properties.
function editl3_CreatePcn(h0bject, eventdata, handles)
% hobject handle to editl3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor', 'white');
end
function paraser = paraRead(paraser, hObject, eventdata, handles); %read all parameters 
for GUI
%Cell parameters
paraser.condcy = str2double(get(handles.edits, 'string')); %cytoplasm conductivity [S/m] 
paraser.percy = str2double(get(handles.edits, 'string')); %permitivity of Cytoplasm [] 
paraser.cellrad = str2double(get(handles.edit4, 'string'))*le-6; %radius of cell [um] 
paraser.memthick = str2double(get(handles.edit?, 'string'))*le-9; %Membrane thickness
[um]
paraser.condmem = str2double(get(handles.edits, 'string')); %Membrane conductivity 
paraser .permem = str2double (get (handles.edits, 'string')),- %permitivity of the membrane 
paraser.Gondmed = str2double(get(handles.editlO, 'string'));
%conductivity of medium 
paraser.peremed = str2double(get(handles,editll, 'string')); ^permittivity of
medium
paraser.wallthick = str2double(get(handles.editlS, 'string'))*le-6; %radius outside of 
cellwall
paraser.condwall = str2double(get(handles.editl9, 'string'));
%conductivity of cell wall
paraser.permwall = str2double(get(handles.edit20, 'string')); 
paraser. whatmodel = get (handles.popupmenul, 'value'),- 
%plotting parameters
paraser.serbasename = (get(handles.editl3, 'string')); %Name for series 
paraser.autoscale = get(handles.checkbox!, 'value');% autoscale on
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%scale factor for
>scale factor for
paraser.scalefactorsub = str2double(get(handles.editlB, 'string')); 
sunstraction plot
paraser.scalefactordiv = str2double(get(handles.edit2, 'string')); 
division plot
paraser.modelspecscaleg = str2double(get(handles.edit21, 'string'));
paraser.specchangescaleg = str2double(get(handles.edit22, 'string'));
paraser.interpolspecscaleg = str2double(get(handles.edit23, 'string'));
paraser.plotdiv = get(handles.checkboxS, 'value'); %plot division change
paraser.plotsub = (get(handles.checkboxS, 'value')); % plot substruction change
paraser.weightarea = 0;% removed kfh27/06/06(get(handles.checkbox?, 'value')); % plot
substraction change
paraser.plotmodel = (get(handles.checkbox9, 'value')); % plot substraction change 
paraser.plotchangefitter = (get(handles.checkboxl4, 'value'));%plot cahge agaist time
fited spectrum
paraser.plottimescaler = (get(handles.checkboxlS, 'value'));%plot oiterpoleted spectrum
over differnt time points
paraser.plottimeline = (get(handles.checkboxl3, 'value'));%plot spectrum with timeline
paraser.spectime = str2double(get(handles.edit3, 'string')); %time to extract spectrum 
paraser.timestamp = clock;%timestamp 
parser.go2 =1;
paraser.plotbands = str2double(get(handles.editl?,
'string')):str2double(get(handles.editl6, 'string')); %scale factor for division plot
paraser.plotTimeRange
'string')),str2double(get(handles.edit25, 'string'))] 
paraser.plotterversion = 'VI.2.1, KFH 2?/06/06';
paraser.plotspecdiv = get(handles.checkbox!!, 'value');% autoscale on 
paraser.plotspecsub = get(handles.checkboxl2, 'value');% autoscale on 
paraser.readmore = get(handles.checkboxlO, 'value');% autoscale on
[str2double(get(handles.edit24, 
%scale factor for division plot
% --  Executes on button press in checkbox4.
function checkbox4_Callback(hObject, eventdata, handles)
% hObject handle to checkbox4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkbox4
% --  Executes on button press in checkboxS.
function checkbox5_Callback(hobject, eventdata, handles)
% hobject handle to checkboxS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkboxS
% -- Executes on button press in checkboxS.
function checkbox6_Callback(hobject, eventdata, handles)
% hObject handle to checkboxS (see GCBO)
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eventdata reserved - to be defined in a future version of MATLAB 
handles structure with handles and user data (see GUIDATA)
Hint: get(hObject,'Value') returns toggle state of checkboxS
% --  Executes on button press in checkbox?.
function checkbox?_Callback(hobject, eventdata, handles)
% hobject handle to checkbox? (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint; get(hobject,'Value') returns toggle state of checkbox?
function editl5_Callback(hobject, eventdata, handles)
% hobject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editlS as text 
% str2double(get(hobject,'String')) returns contents of editlS as a double
%   Executes during object creation, after setting all properties.
function editlS_CreateFcn(hObject, eventdata, handles)
% hobject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white');
end
% --  Executes on button press in checkboxB.
function checkbox9_Callback(hObject, eventdata, handles)
% hobject handle to checkbox9 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkbox9
% --  Executes on button press in pushbuttons.
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function pushbutton3_Callback(hObject, eventdata, handles)
% hobject handle to pushbuttons (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA) 
global paraser
xfilename = [paraser.serbasename, '_WellSpec.mat']; %save parameters 
save (xf ilename, 'paraser'),-
xfilename = [paraser.serbasename, ' MellSpec.fig']; %save parameters 
hgsave(paraser.curfig, xfilename);
function editl6_Callback(hObject, eventdata, handles)
% hobject handle to editlG (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editlG as text 
% str2double(get(hobject,'String')) returns contents of editlG as a double
%   Executes during object creation, after setting all properties.
function editlG_CreatePcn(hObject, eventdata, handles)
% hobject handle to editlG (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set (hobject, 'BackgroundColor' , 'white') ,-
end
function editl7_Callback(hobject, eventdata, handles)
% hobject handle to editl? (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editl? as text 
% str2double(get(hobject,'String')) returns contents of editl? as a double
% --  Executes during object creation, after setting all properties.
function editl?_CreateFcn(hobject, eventdata, handles)
% hobject handle to editl? (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
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% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor')) 
set(hObj ect,'BackgroundColor','white');
end
% --  Executes on button press in checkboxlO.
function checkboxlO Callback(hObject, eventdata, handles)
% hobject handle to checkboxlO (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint; get(hObject,'Value') returns toggle state of checkboxlO
% --  Executes on button press in checkboxll.
function checkboxll Callback(hObject, eventdata, handles)
% hobject handle to checkboxll (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkboxll
% --  Executes on button press in checkboxl2.
function checkboxl2 Callback(hObjeot, eventdata, handles)
% hobject handle to checkboxl2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkboxl2
function editl8_Callback(hobject, eventdata, handles)
% hobject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editlS as text 
% str2double(get(hobject,'String')) returns contents of editlB as a double
% --  Executes during object creation, after setting all properties.
function editl8_CreatePcn(hobject, eventdata, handles)
% hobject handle to editlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
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% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hobject,'BackgroundColor','white');
end
function editl9_Callback(hObject, eventdata, handles)
% hobject handle to editl9 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of editl9 as text
% str2double(get(hobject,'String')) returns contents of editl9 as a double
% --- Executes during object creation, after setting all properties.
function editl9_CreatePcn(hobject, eventdata, handles)
% hobject handle to editl9 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'}) 
set(hObj ect, 'BackgroundColor', 'white');
end
function edit20_Callback(hObject, eventdata, handles)
% hobject handle to edit20 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit20 as text 
% str2double(get(hobject,'String')) returns contents of edit20 as a double
%   Executes during object creation, after setting all properties.
function edit2 0_CreateFcn(hObject, eventdata, handles)
% hobject handle to edit20 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint : edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
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set(hobject,'BackgroundColor','white');
end
% --  Executes on selection change in popupmenul.
function popupmenul Callback(hObject, eventdata, handles)
% hobject handle to popupmenul (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns popupmenul contents as cell array 
% contents{get(hobject,'Value')} returns selected item from popupmenul
%   Executes during object creation, after setting all properties.
function popupmenul_CreateFcn(hObject, eventdata, handles)
% hObject handle to popupmenul (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles empty - handles not created until after all CreateFcns called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor'
get(0,'defaultUicontrolBackgroundColor'))
set(hobject,'BackgroundColor', 'white');
end
%   Executes on button press in checkboxl3.
function checkboxl3_Callback(hobject, eventdata, handles)
% hobject handle to checkboxl3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hobject,'Value') returns toggle state of checkboxl3
% --  Executes on button press in checkboxl4.
function checkboxl4_Callback(h0bject, eventdata, handles)
% hObject handle to checkboxl4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of checkboxl4
% --  Executes on button press in checkboxlS.
function checkboxl5_Callback(hObject, eventdata, handles)
% hobject handle to checkboxlS (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of checkboxlS
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function edit21 Callback(hObject, eventdata, handles)
% hObject handle to edit21 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit21 as text
% str2double(get(hobject,'String')) returns contents of edit21 as a double
%   Executes during object creation, after setting all properties.
function edit21_CreateFcn(hObject, eventdata, handles)
% hobject handle to edit21 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hobject,'BackgroundColor','white');
end
function edit22_Callback(hObject, eventdata, handles)
% hobject handle to edit22 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of edit22 as text 
% str2double(get(hobject,'String')) returns contents of edit22 as a double
%   Executes during object creation, after setting all properties.
function edit22_CreateFcn(hObject, eventdata, handles)
% hobject handle to edit22 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor'))
set(hObj ect,'BackgroundColor','white');
end
function edit23 Callback(hObject, eventdata, handles) 
% hobject handle to edit23 (see GCBO)
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% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints; get(hObject,'String') returns contents of edit23 as text 
% str2double(get(hobject,'String')) returns contents of edit23 as a double
%   Executes during object creation, after setting all properties.
function edit23_CreateFcn(hObject, eventdata, handles)
% hobject handle to edit23 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
% --- Executes on button press in pushbutton4.
function pushbutton4_Callback(hObject, eventdata, handles)
% hobject handle to pushbutton4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA) 
global paraser;
paraser = paraRead(paraser,hObject, eventdata, handles); %Read parameters form Gui
options doc nocode = [] ;
options_doc_nocode. formats ' html ' ,-
options_doc_nocode.showCode=false;
options doc nocode.newname='test';
options_doc_nocode.imageFormat='jpeg'; %'-djpeg'
options doc_nocode.newname=paraser.serbasename;
outputdir = [pwd, '\report' ] ;
options doc_nocode.outputDir=outputdir;
warning('off','MATLAB:Axes:NegativeDataInLogAxis');
publish('C:\Documents and Settings\meslkh\My
Documents\matlab\DEP\DEP_well_reporter.m',options_doc_nocode);
function edit24_Callback(hObject, eventdata, handles)
% hobject handle to edit24 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of edit24 as text 
% str2double(get(hobject,'String')) returns contents of edit24 as a double
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%   Executes during object creation, after setting all properties.
function edit24_CreateFcn{hObject, eventdata, handles)
% hobject handle to edit24 {see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
function edit25_Callback(hobject, eventdata, handles)
% hobject handle to edit25 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB 
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hobject,'String') returns contents of edit25 as text 
% str2double(get(hobject,'String')) returns contents of edit25 as a double
%   Executes during object creation, after setting all properties.
function edit25CreateFcn(hobject, eventdata, handles)
% hobject handle to edit25 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hobject,'BackgroundColor')
get(0,'defaultUicontrolBackgroundColor')) 
set(hobject,'BackgroundColor','white');
end
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7.3 Appendix 3: Script for modeiing muitipie popuiations
clf ;
%PART 1 : using shell model for cells 
e0 = 8.854e-12 ; 
j=sqrt(-l);
ql=0.6; %conductivity of cytoplasm
el=10*e0; %permittivity of cytoplasm
rl=7e-6; %radius of inside of membrane
r2=rl+(7e-9); %radius of outside of membrane
q2=(0.2e-7)+(2*.02e-9/r2); %conductivity of membrane
e2=5*e0; %permittivity of membrane
q3=9e-3; ^conductivity of medium
e3=78*e0; %permittivity of medium
factorial.2
cspecl=e2/(r2-rl) 
gspecl=q2/(r2-rl)
a= (r2/rl) ''3 ;
fl=[l 1.2 1.44 1.2^3 1.2*4 1.2*5 1.2*6 1.2*7 1.2*8 1.2*9 1.2*10 1.2*11 1.2*12]; 
w=2*pi*[leO*fl lel*fl le2*fl le3*fl le4*fl le5*f1 le6*fl le7*fl le8*fl le9*fl]; 
fO=w ./(2*pi);
ecl=el-j*ql ./w 
ec2=e2-j*q2 ./w 
ec3=e3-j*q3 ./w
ecl2=(ecl-ec2) ./(ecl+2*ec2); 
ef2=ec2 .*(a+2*ecl2) ./(a-ecl2)
cmf1=(ef2-ec3) ./(ef2+2*ec3);
rel=factorl*real(cmf1);
ql=0 .0 2 ; %conductivity of cytoplasm
el=6 0*e0; %permittivity of cytoplasm
rl=5e-6; %radius of inside of membrane
r2=rl+(7e-9); %radius of outside of membrane
q2=(0.2e-7)+(2*.03e-9/r2); %conductivity of membrane
e2=4*e0; %permittivity of membrane
q3=9e-3; %conductivity of medium
e3=78*e0; %permittivity of medium
factor=0.8 ;
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cspec2=e2/(r2-rl) 
gspec2=g2/(r2-rl)
a=(r2/rl)*3;
fl=[l 1.2 1.44 1.2*3 1.2*4 1.2*5 1.2*6 1.2*7 1.2*8 1.2*9 1.2*10 1.2*11 1.2*12] 
w=2*pi*[leO*fl lel*fl le2*fl le3*fl le4*fl leS*fl le6*fl le7*fl le8*fl le9*fl] 
fO=w ./(2*pi);
ecl=el-j*ql ./w; 
ec2=e2-j*q2 ./w; 
ec3=e3-j*q3 ./w;
ecl2=(ecl-ec2) ./(ecl+2*ec2); 
ef2=ec2 .*(a+2*ecl2) ./(a-ecl2);
cmfl=(ef2-ec3) ./(ef2+2*ec3);
re2=factor*real(cmf1};
data= [16000 -0 .2972725 0.220670376
25000 -0.157366025 0.09071962
40000 -0.1744325 0.231097708
63000 0.438795 0.115254007
100000 0.959455 0.154542196
160000 0.94705 0.097199781
250000 1.0806 0.103501167
400000 1.261145 0.154411283
630000 1.18035 0.116962141
1000000 1.281633333 0.051816728
1600000 1.35215 0.066058831
2500000 1.232533333 0.123926292
4000000 1.4352 0.051635017
6300000 1.0341 0.062926452
10000000 1.00963 0.135319025
16000000 1.0237525 0.059904138
20000000 0.9674775 0.13350323
] ;
%for dave=l; 13 0 
% if rel(dave)<0 
% rel(dave)=0;
% end
%if re2(dave)<0 
% re2(dave)=0;
% end 
%end
figure(1);
semilogx(f0,rel+re2
axis([1000 2e8 -1 01.5]);grid off;
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hold on
%semilogx(data(:,1),(data(;,2)),'ro')
%semilogx(data(:,1) ,data(: , 3)/factor, 'r*')
title('3umol Dox‘)
xlabel('Frequency (Hz)')
ylabel('Light Intensity Change')
errorbar(data(:,1),data{:,2),data(:,3) , 'bo')
errorbarlogx
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