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A slanting magnetic field is usually used to realize a slight hybridization between the spin and
orbital degrees of freedom in a semiconductor quantum dot, such that the spin is manipulable by
an external oscillating electric field. Here we show that, the longitudinal slanting field mediates
a longitudinal driving term in the electric-dipole spin resonance, such that the spin population
inversion exhibits a modulated Rabi oscillation. Fortunately, we can reduce this modulation by
increasing the static magnetic field. The longitudinal slanting field also mediates a spin-1/f-charge
noise interaction, which causes the pure dephasing of the spin qubit. Choosing proper spectrum
function strength, we find the spin dephasing time is about T ∗2 = 20 µs and the spin echo time
is about T echo2 = 100 µs in a Si quantum dot. We also propose several strategies to alleviate the
spin dephasing, such as lowering the experimental temperature, reducing the quantum dot size,
engineering the slanting field, or using the dynamical decoupling scheme.
I. INTRODUCTION
Electron spin confined in a semiconductor quantum dot
is a promising qubit candidate because of both the long
dephasing time and the relative convenience for scalabil-
ity [1, 2]. The spin dephasing time can be as long as a
millisecond in isotopically purified Si quantum dot [3, 4].
While in III-V semiconductor quantum dots, such as
GaAs, the spin dephasing time is in the microsecond re-
gion [5], limited mainly by the hyperfine interaction be-
tween the electron and lattice nuclear spins [6, 7]. Single
qubit manipulation in the quantum dot can be achieved
via either the electron spin resonance [8] or the electric-
dipole spin resonance (EDSR) [9–13]. Two qubit manip-
ulation can be naturally achieved by using the exchange
interaction in a double quantum dot [14, 15].
The manipulation time TRabi and the dephasing time
T ∗2 are two important time scales for the qubit [16]. The
values of these two quantities determine whether a qubit
candidate is suitable for quantum computing. An ideal
quantum computer requires that enough number (about
1000) of single qubit manipulations should be completed
in the qubit dephasing time [17]. Dephasing is a leading
obstacle limiting all potential applications of the qubit.
In order to alleviate the qubit suffering from dephasing
caused by environmental noises, we should first under-
stand various possible dephasing mechanisms [18].
There are both no internal spin-orbit coupling and neg-
ligible lattice nuclear spins in isotopically purified 28Si,
such that Si quantum dot is expected to be one of the
most feasible platforms for quantum computing [3, 4].
The spin qubit in Si quantum dot is so separate from the
external environment that single qubit manipulation be-
comes relatively inconvenient. Electron spin resonance
in a quantum dot is proved to be technically challeng-
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ing [8]. A feasible way is to integrate the quantum dot
with a slanting magnetic field [19–24], such that single
spin manipulation can be achieved via EDSR. However,
as observed in experiments, the slanting field also brought
the 1/f charge noise to the spin qubit [25, 26]. 1/f charge
noise commonly exists in many nano-structures [27–29],
and it has also been regarded as the main noise source
that causes the dephasing of the qubit, such as Joseph-
son qubit [30–32], quantum dot charge qubit [33, 34], spin
qubit [18, 35], singlet-triplet qubit [36–38], etc.
In this paper, we study the slanting field mediated spin
manipulation and spin dephasing in a Si quantum dot.
In the spin manipulation via EDSR, the transverse slant-
ing field mediates a transverse driving term which con-
tributes to the periodic oscillation of the spin population
inversion, while the longitudinal slanting field mediates
a longitudinal driving term which gives a modulation to
the spin population inversion. Fortunately, the effect of
the modulation can be reduced by applying a large Zee-
man field to the quantum dot. The pure dephasing is
caused by the longitudinal spin-1/f-charge noise interac-
tion, which is also mediated by the longitudinal slanting
field. We propose prolonging the spin dephasing time by
reducing the quantum dot size, lowering the experimental
temperature, reducing the longitudinal slanting field, or
using a dynamical decoupling scheme [39]. Under eight
pulse sequences, the spin dephasing time T2 can be pro-
longed to the sub-millisecond region. Finally, because the
upper bound of the 1/f charge noise spectrum is usually
less than the qubit level spacing in the quantum dot, the
1/f charge noise cannot contribute to the spin relaxation.
II. THE MODEL
We consider a realistic quantum dot model which is
intimately related to the experimental situations demon-
strated recently [26, 40]. The quantum dot has a two-
2TABLE I. The parameters of the Si quantum dot used in our
calculations. The values are taken from Ref. 26
m/m0
a g B0 (T) ω0 (THz)
b bt
c bl
d T (mK)
0.2 2 0.5 1.447 1.0 0.2 100
a m0 is the free electron mass
b r0 =
√
~/(mω0) = 20 nm
c in unit of (mT/nm), z0 = gµBbt/(2mω
2
0) = 2.431× 10
−2nm
d in unit of (mT/nm), y0 = gµBbl/(2mω
2
0 ) = 0.4862 × 10
−2nm
dimensional harmonic confining potential on the yz plane
and is exposed to both static and slanting magnetic fields.
The slanting field, which is used to assist the spin manip-
ulation via an external electric-field, is created by cover-
ing a Co micromagnet on the quantum dot [26, 40–42].
The model under consideration reads
H =
p2y + p
2
z
2m
+
1
2
mω20(y
2+z2)+
gµB(B0 +Bm) · σ
2
, (1)
wherem is the effective electron mass, ω0 is the frequency
of the harmonic confining potential [the quantum dot
characteristic length r0 =
√
~/(mω0)], B0 = (0, 0, B0)
is an in-plane static field applied long the z direction,
and Bm = (B
x
m, B
y
m, B
z
m) is the stray field induced by
the Co micromagnet. One can expand the stray field up
to the linear terms using Taylor’s formula
Bxm(z) = B
x
m(0) + btz,
Bym(z) = B
y
m(0) + blz,
Bzm(x, y) = B
z
m(0) + bly + btx, (2)
where bt and bl are the slopes of the transverse and lon-
gitudinal fields [26, 40], respectively. One can check that
the above stray field does not violate Maxwell’s equations
∇·Bm = 0 and∇×Bm = 0 for a static system. The small
x, y-components Bx,ym (0) of the stray field are neglected
from consideration and the z-component Bzm(0) can be
absorbed to the static Zeeman field B0. After the above
linear approximation, the quantum dot Hamiltonian can
be written as
H =
p2y + p
2
z
2m
+
mω20
2
(y2 + z2 + 2y0yσ
z) + ∆σz
+mω20z
√
z20 + y
2
0(σ
x cos θ0 + σ
y sin θ0), (3)
where y0 = gµBbl/(2mω
2
0) and z0 = gµBbt/(2mω
2
0) char-
acterize the length scale of the longitudinal and trans-
verse gradient fields, respectively, θ0 = arctan(y0/z0)
and ∆ = gµBB0/2 is half of the Zeeman splitting. It
should be noted that the vector potential A = B0 × r/2
is perpendicular to the yz plane, such that there are no
vector potential components in the Hamiltonian (3), i.e.,
py = −i~∂y and pz = −i~∂z. Also, we have assumed the
quantum dot lies on the x = 0 plane.
In line with the experimental investigation [26], here
we choose Si as our quantum dot material. In our follow-
ing calculations, unless otherwise stated, the parameters
chosen are listed in table I.
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FIG. 1. EDSR described by the driving Hamiltonian (4) under
the resonant condition ~ω = 2∆. The qubit population inver-
sion is defined as |c⇑(t)|
2 − |c⇓(t)|
2 for state: |ϕ(t)〉 = c⇑(t)|⇑
〉 + c⇓(t)|⇓〉. The qubit is initially in state |ϕ(0)〉 = |⇑〉 and
the driving strength is chosen as Ey = Ez = 4000 V/m. The
results at the external fields of B0 = 0.005 T (a), B0 = 0.02
T (b), and B0 = 0.5 T (c).
III. SLANTING FIELD MEDIATED
ELECTRIC-DIPOLE SPIN RESONANCE
The manipulation of the quantum-dot spin qubit is
usually achieved via EDSR. Quantum-dot EDSR can be
mediated by internal spin-orbit coupling [9–13, 43–45],
electron-nuclear hyperfine interaction [46–48], and exter-
nal slanting magnetic field [49, 50]. In the earlier semi-
nal work of Tokura and co-workers [49], only a transverse
slanting field is proposed to mediate the EDSR. However,
under realistic experimental circumstance, the micro-
magnet brings no only the transverse but also the longi-
tudinal slanting fields to the quantum dot [19, 20, 26, 40]
[see Eq. (3)]. Here we examine the impacts of the longi-
tudinal slanting field on the spin manipulation.
Under the external electric-field driving, an additional
electric-dipole interaction term eE · r cosω t should be
added to Hamiltonian (3). When we focus only on the
qubit Hilbert space spanned by |⇑〉 ≡ |Ψ0,0,↑〉 and |⇓〉 ≡
|Ψ0,0,↓〉, the electric-driving Hamiltonian can be reduced
to the form of a two-level atom interacting with a classical
field [51] (for details see Appendix A)
Hdr = ∆τ
z − eEyy0τz cosω t
−eEz
√
z20 + y
2
0(τ
x cos θ0 + τ
y sin θ0) cosω t,(4)
where τz = | ⇑〉〈⇑ | − | ⇓〉〈⇓ |, τx = | ⇑〉〈⇓ | + | ⇓〉〈⇑ |,
τy = −i|⇑〉〈⇓|+ i|⇓〉〈⇑|, Ey and Ez are the y and z com-
ponents of the driving-field, respectively, and ω is the fre-
quency of the driving-field. This Hamiltonian is slightly
different from the standard Rabi oscillation Hamiltonian
in quantum optics [51] because of the presence of the sec-
ond term, which is induced by the longitudinal slanting
field given in Eq. (3).
Let us examine the influence of the longitudinal driving
term [the second term in Eq. (4)] on the spin manipula-
tion. Similar to the standard Rabi oscillation, the qubit
3is initially prepared in state |ϕ(0)〉 = |⇑〉. When the fre-
quency of the driving field matches the qubit level spac-
ing ~ω = 2∆, the spin population inversion is obtained
by numerically solving the time-dependent Schro¨dinger
equation governed by Hamiltonian (4). We find that,
at small external magnetic field such as B0 = 0.005 T,
there is an apparent modulation on the spin population
inversion [see Fig. 1(a)]. When the magnetic field is in-
creased to B0 = 0.02 T, the modulation becomes rela-
tive small[see Fig. 1(b)]. When the external magnetic
field is large enough, such as B0 = 0.5 T, the modula-
tion becomes negligible (almost invisible) [see Fig. 1(c)].
Anyway, one can reduce the modulation via increasing
the external magnetic field B0. This is very reason-
able, the longitudinal driving term can be regarded as
a time-dependent Zeeman field applied to the spin qubit
(∆ − eEyy0 cosω t)τz . The larger the static magnetic
field, the smaller the relative ratio eEyy0/∆, hence the
smaller the effect of the longitudinal driving term.
Next, let us analyze the strength of the Rabi fre-
quency, which characterizes the qubit manipulation time.
Note that the qubit is encoded to the lowest two en-
ergy levels of the quantum dot. Although the qubit
Hilbert space is well separated from the other higher or-
bital levels in the quantum dot, i.e., the Zeeman split-
ting 2∆B0=0.5 T (0.058 meV) is much smaller than the
orbital splitting ~ω0 (0.95 meV), there still exist leak-
ages from the qubit Hilbert space to the higher orbital
states under the strong field driving. The spin dynam-
ics in this case are totally nontrivial, and one has to
consider the multi-level effects in the EDSR [43]. In
order to avoid the electron being excited to higher or-
bital states, here the electric field strength is constrained
to |E| ≪ (~ω0)/(er0) = 4.769 × 104 V/m. This result
gives an upper bound on the Rabi frequency in our model
ΩR ≪ eEmax
√
z20 + y
2
0/h = 286 MHz, and agrees quali-
tatively well with the experimental observations [26, 52].
IV. CHARGE NOISE INDUCED
PURE-DEPHASING
1/f charge noise has been observed in many quantum
nano-structures [27–29], and it has also been regarded as
the main noise limiting the dephasing time of many qubit
candidates [30–38, 53]. The physical origin of the charge
fluctuation spectrum with 1/f distribution is still unclear,
and many theoretical models have been proposed [29].
Here we just assume that the charge field has a spectrum
function A2/ω, and the value of A is chosen to fit well
with the experimental observation.
We assume the fluctuating charge field has a similar
form as that of the vacuum electromagnetic field [51]
E(r) =
∑
k
Ξk~ek(ake
i~k·~r + a†ke
−i~k·~r), (5)
where Ξk is the charge field in the wavevector space, ~ek
is a unit vector, and ~k is the wavevector. The transverse
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FIG. 2. The pure dephasing of the spin qubit due to the 1/f
charge noise. We have chosen the noise spectrum strength
Ar0=20 nm,T=100 mK = 35 MHz in order to fit well with the
experimental observation [26].
character of the electromagnetic field gives rise to ~ek ·~k =
0 [51]. In order to simplify the complexity of the problem,
we further assume the wave is propagating along the x
direction: ~k = k~ex ⊥ yz plane, such that ~ek is an in-
plane unit vector, hence E(r) =
∑
k Ξk~ek(ak + a
†
k) (the
quantum dot is confined on the x = 0 plane). Replacing
the classical field in Eq. (4) with the above quantized
electric-field, we obtain the total Hamiltonian describing
the interaction between the spin qubit and the charge
noise
Htot = ∆τ
z −
∑
k
eΞky0τ
z(ak + a
†
k) cosΘ +
∑
k
~ωka
†
kak
−
∑
k
eΞk(z0τ
x + y0τ
y)(ak + a
†
k) sinΘ, (6)
where Θ is the azimuth of the charge field on the yz
plane. The exact value of Θ is unknown, such that it
is reasonable to average over all possible angle Θ for
the obtained physical quantities, e.g., Γ(t) ≡ 〈Γ(t)〉Θ =∫ 2π
0 Γ(t)dΘ/2π.
The pure-depasing of the qubit is caused by the lon-
gitudinal coupling between the qubit and the charge
noise as illustrated by the second term in Eq. (6). This
term can been traced back to the longitudinal slanting
term in Eq. (3). If we model the qubit dephasing as
exp [−Γph(t)], the decaying factor be written as [54]
Γph(t) = 2
y20
r20
∫ ωmax
ωmin
dω S(ω)
sin2(ω t/2)
(ω/2)2
, (7)
where ωmin(max) is the lower (upper) bound of the noise
frequency, and the spectrum function is defined as
S(ω) =
∑
k
e2r20Ξ
2(ω)[2n(ω) + 1]
2~2
δ(ω − ωk)
≈
∑
k
e2r20Ξ
2(ω)kBT
~3ω
δ(ω − ωk) ≡
A2r0,T
ω
, (8)
4with Ar0,T being a parameter characterizing the strength
of the charge noise. The lower bound of the noise spec-
trum is about ωmin ≈ 10−2 Hz [26], and the upper bound
of the noise spectrum is about ωmax ≈ 5 × 105 Hz [26].
We have also included the temperature effect in deriv-
ing Eq. (8) by writing the Bose occupation number as
n(ω) = 1/ [exp(~ω/kBT )− 1] ≈ kBT/(~ω) ≫ 1, under
the realistic temperature [26] (T = 100 mK) for all the
low frequency noise modes (ωmax ∼ 0.004 mK). Note
that Ar0,T has the dimension of the frequency, in order
to fit well with the experimental observed dephasing time
T ∗2 ≈ 20µs [26], we have chosenAr0=20 nm,T=100 mK = 35
MHz (see Fig. 2). It is instructive to see for the time scale
t < 1/ωmax = 2µs, we can write the dephasing factor as
the following simple form (a similar version of Ref. 55)
Γph(t) = 2A
2
r0,T t
2 y
2
0
r20
ln
ωmax
ωmin
. (9)
Thus, the qubit dephasing at short time must be a Gauss
decay. Actually, for time scale larger than t > 1/ωmax
in our model, we find that the difference between the
Gauss decay (9) and the exact decay (7) is very small
(see Fig. 2).
Let us discuss on the spectrum function defined in
Eq. (8). Although our derivation of the spectrum func-
tion with 1/ω distribution has been made plausible, the
difficulty lies in choosing reasonable Ξk such that the sec-
ond expression can be written as the third expression in
the last line of Eq. (8). Actually, the physical mechanism
of the charge spectrum with 1/ω distribution is still un-
clear [29]. Here, we give a simple argument to realize the
1/f spectrum function. Note that the wavevector ~k is per-
pendicular to the yz plane, and for the electromagnetic
wave we have the dispersion relation ωk = ck, where c is
the speed of light. We make the following replacement
in Eq. (8)
∑
k →
∫
dωkL/(π c), where L is the length of
the space in the x dimension (V = L3). It is suggested
that the charge field of wavevector Ξk should be a con-
stant Ξk ≡ Ξ, which is in stark contrast with that of the
vacuum electromagnetic field [51]. Hence the spectrum
function can be written as
S(ω) =
e2r20Ξ
2LkBT
π c~3ω
, (10)
which is indeed of the 1/ω form. Note that the lin-
ear temperature dependence of the spectrum function
is consistent with both theoretical [27, 36] and experi-
mental [56] investigations. Although we only study the
low-frequency 1/f charge noise, it is still of interest to dis-
cuss the spectrum function in the high-frequency region
under this argument. Note that the first line of Eq. (8) is
valid in all frequency range. For the high-frequency noise
modes ~ω ≫ kBT , n(ω) = 1/ [exp(~ω/kBT )− 1] ≈ 0.
Hence, the spectrum function in the high-frequency re-
gion should be
S(ω) =
e2r20Ξ
2L
2π c~2
. (11)
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FIG. 3. The spin manipulation time (a) and the spin de-
phasing time (b) as a function of the quantum dot char-
acteristic length r0. The manipulation time is defined as
TRabi = h/(2eEz
√
z20 + y
2
0), where Ez = 4000 V/m, and the
dephasing time T ∗2 is solved from Γph(T
∗
2 ) = 1.
This spectrum function is irrelevant to the frequency ω.
In the noise theory, noise with this kind of spectrum is
called white noise [29].
V. PROLONG THE DEPHASING TIME
The dephasing time T ∗2 is an important time scale for
the qubit [16]. A long dephasing time is always appre-
ciated for almost all qubit candidates. Based on the
spin dephasing theory built in the above section, here
we study how to prolong the spin dephasing time in a Si
quantum dot.
The first intuitional approach is to reduce the quan-
tum dot characteristic length r0 [57]. The characteristic
length is related to the electric dipole moment of the
quantum dot, such that reducing r0 obviously reduces
the effective coupling between the spin and the charge
noise in Eq. (6). However, the coupling between the
spin and the classical field, i.e., the Rabi frequency in
Eq. (4), is reduced simultaneously. Therefore, reducing
r0 not only increases the dephasing time T
∗
2 [see Fig. 3(b)]
but also increases the Rabi manipulation time TRabi [see
Fig. 3(a)]. The r0 dependence of the dephasing can be
roughly written as T∗2 ∝ r−40 . From this viewpoint, re-
ducing r0 may not be an effective way to prolong the
dephasing time. Note that the spin dephasing time T ∗2 is
obtained by solving Γph(T
∗
2 ) = 1 in Eq. (7).
The second approach is to lower the environmental
temperature T [36]. Lower the temperature can re-
markably reduce the average occupation number n(ω) ≈
kBT/(~ω) in the low frequency noise mode. The typical
temperature in experiment is about 100 mK [26]. The ef-
fects of lowering the temperature are shown in Fig. 4(a).
The temperature dependence of the dephasing can be
roughly written as T ∗2 ∝ 1/
√
T . A substantial improve-
ment in the dephasing time is achievable if the experi-
mental temperature can be lowered to the micro-Kelvin
region.
The third approach is to engineer the slanting
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FIG. 4. (a) The spin dephasing time as a function of the
environment temperature T . (b) The spin dephasing time as
a function of the longitudinal field gradient bl.
fields [41, 58, 59]. As can be seen from Eqs. (4) and (6),
the longitudinal field gradient bl is detrimental to both
the spin manipulation and the spin dephasing. While the
transverse field gradient bt contributes to the Rabi fre-
quency in EDSR. Thus, it is desirable to design a proper
micromagnet structure, that can give rise to both an in-
creased transverse slanting field (shorter TRabi) and de-
creased longitudinal slanting field (longer T ∗2 ). The de-
pendence of the dephasing T ∗2 on the longitudinal field
slope bl is shown in Fig. 4(b). This dependence can be
roughly written as T ∗2 ∝ 1/bl.
Of great interest is designing a proper micromagnet-
quantum-dot structure such that the longitudinal field
gradient is reduced. Let us consider a cuboid micromag-
net, the dimensions of which along x, y, and z are W ,
D, and L, respectively (see Fig. 5). The external mag-
netic field is applied along the z direction, and we as-
sume the micromagnet is fully polarized. The origin of
the coordinate system is located at the geometric cen-
ter of the micromagnet. We give two possible structures
with one micromagnet involved [see Fig. 5(a)] and two
micromagnets involved [see Fig. 5(b)]. The y-dimension
of the micromagnet D should be large enough such that
there is no y-component of the field (Bym = 0) near the
quantum dot, only x and z-components of the field are
retained (Bxm 6= 0 and Bzm 6= 0). From Eq. (2), these
ideal structures give bl = 0.
The Co micromagnet has a Curie temperature TC ≈
1400 K and a saturation magnetizationMs = 1.467×106
A/m [41]. Assuming full polarization and neglecting
the edge fluctuations of the micromagnet, one can ob-
tain the field distribution using the analytical method
given in Ref. 58. Because the quantum dot is placed
on the symmetrical line of the proposed micromagnet
structure, from symmetry analysis, the stray field at
(−d, 0, 0) in Fig. 6(a) or (−d, 0, (L + s)/2) in Fig. 6(b)
must parallel with zˆ, i.e., Bm//zˆ, and its strength de-
pends on d. Hence, there is a transverse field gradient
bt = ∂ B
z
m/∂ x = ∂ B
x
m/∂ z. While the longitudinal field
gradient bl = ∂ B
y
m/∂ z = ∂ B
z
m/∂ y = 0 is guaranteed
by the large dimension D of the micromagnet. In the
x
y
z
L
W
L
W
L
W
(a) (b)
O (0,0,0)
QD (-d,0,0)
O (0,0,0)
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QD (-d,0,(L+s)/2)
d
d
// B0
FIG. 5. Possible micromagnet-quantum-dot structures giving
rise to reduced longitudinal field gradient (d > W/2). (a) The
quantum dot is placed below the micromagnetic [58]. (b) The
quantum dot is placed below two identical micromagnets [26].
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FIG. 6. The stray field and its gradient near the quantum
dot. The structure parameters are L = 3 µm, W = 0.3 µm,
D = 3.76 µm and s = 0.2 µm. (a) The results for single
micromagnet design given in Fig. 5(a). (b) The results for
two micromagnets design given in Fig. 5(b).
single micromagnet design, the maximal transverse field
gradient is about 0.6 mT/nm (see Fig. 6(a)). Of course,
a larger field gradient is achievable by reducing L. In the
two micromagnets design, the transverse field gradient
can be as large as 10 ∼ 20 mT/nm (see Fig. 6(b)). The
structure with two micromagnets more easily produces a
larger transverse slanting field.
The forth promising way is to use the dynamical de-
coupling scheme [39, 60–62] as has also been used in
experiments. The spirit of dynamical decoupling is to
frequently flip the spin using pulse sequences, such that
the effective spin-noise interaction is eliminated as be-
ing of high-order small. Certainly, the performance of
dynamical decoupling depends on how many pulses are
applied [63]. Consider n pulses applied to the qubit at
a serious instant time 0 < δ1t < δ2t < . . . < δnt < t,
i.e., at each instant time the spin qubit is flipped by the
pulse, we want to determine the qubit phase coherence at
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FIG. 7. The phase coherence of the spin qubit under dynam-
ical decoupling. The noise spectrum strength is chosen as
Ar0=20 nm,T=100 mK = 35 MHz. (a) CPMG-pulse sequences.
(b) Uhrig-pulse sequences.
the time t. Note that here we only consider ideal pulses,
i.e., each pulse has a delta-function shape, so that the
spin flip is accomplished at the instant time of the pulse
applied [39].
Under n-pulse sequences, the dephasing of the spin
qubit due to 1/f charge noise reads as [39]
Γdph(t) =
y20
2r20
∫ ωmax
ωmin
dω S(ω)
|yn(ω t)|2
(ω/2)2
, (12)
where
yn(ω t) = 1 + (−1)n+1eiω t + 2
n∑
l=1
(−1)leiδlω t. (13)
For Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence,
the n pulses are applied at the following serious instant
time δl = (l − 1/2)/n [64, 65], while for Uhrig pulse se-
quence δl = sin
2( π l2n+2 ) [39] (l = 1, · · · n). In principle,
dynamical decoupling can prolong the qubit dephasing
time to any desired time scale as long as enough number
of pulses are applied [63]. The practical performance of
dynamical decoupling is often limited by the fact that re-
alistic pulses are impossible in delta-function shape, i.e.,
the flip of the spin must cost a finite time. The phase co-
herence of the spin qubit under dynamical decoupling is
shown in Fig. 7. As can be seen from the figure, the phase
coherence time under spin echo is about T echo2 ≈ 100 µs.
Under eight-pulse sequences, the spin dephasing time can
be prolonged to T2 ≈ 260 µs. We also find that the
CPMG-pulse sequences [see Fig. 7(a)] perform a little
better than the Uhrig-pulse sequences [see Fig. 7(b)] in
our model.
VI. RELAXATION OF THE SPIN QUBIT
The relaxation time T1, i.e., the lifetime, is also an
important characteristic time of the qubit [66]. Even if
there is no pure-dephasing for the qubit, the phase coher-
ence time T2 can still be limited by the qubit relaxation
T2 = 2T1 [67]. Here we examine whether the 1/f charge
noise will give rise to spin relaxation [68] in our model.
The possible relaxation mechanism comes from the third
term in Hamiltonian (6). There is no exact method in
calculating the relaxation rate, instead, the Fermi golden
rule is usually used to calculate this quantity [66]
Γrelax =
π
~2
∫ ωmax
ωmin
dωρ(ω)e2Ξ2(z20 + y
2
0)δ
(
ω − 2∆
~
)
,
(14)
where ρ(ω) is density of state of the charge noise mode.
It should be noted that the qubit level spacing is about 80
GHz and the maximal charge noise frequency is about 0.5
MHz [26], such that there is no charge noise frequency can
match the level spacing of the spin qubit. Here arises the
problem of whether the upper bound of the charge noise
spectrum is indeed in the MHz range [18, 25, 32, 69]?
Our simple argument in Sec. IV suggests ωmax ≪ kBT/~
(∼ 13 GHz for T = 100 mK). An upper bound of 20 KHz
in a SiMOS quantum dot is reported in Ref. 18. Even if
the qubit level spacing lies in the range of the charge noise
spectrum, i.e., ωmin < 2∆/~ < ωmax, our following calcu-
lation shows that the spin relaxation time is actually very
long. By making the replacement
∑
k →
∫
dωkρ(ωk) in
Eq. (8), we have ρ(ω)e2r20Ξ
2 ≡ ~3A2r0,T /(kBT ). Hence,
the relaxation rate can be written as
Γrelax =
π~A2r0,T
kBT
× z
2
0 + y
2
0
r20
. (15)
For a Si quantum dot with the parameters given in Ta-
ble I, we have Γrelax = 0.4519 Hz, hence T1 = 2.2 s,
indeed is a very long relaxation time. Thus, based on
the above analysis, we suggest that 1/f charge noise does
not limit the spin relaxation time in a Si quantum dot
integrated with a slanting field.
VII. SUMMARY
In summary, we have studied in detail the spin ma-
nipulation and the spin dephasing in a Si quantum dot
integrated with a slanting magnetic field. The longitudi-
nal slanting field not only gives rise to a modulated Rabi
oscillation in the spin manipulation, but also mediates a
longitudinal spin-charge interaction which leads to spin
dephasing. Several practical strategies are also proposed
to alleviate the spin dephasing. Also, 1/f charge noise
does not limit the spin relaxation time due to the mis-
matching between the qubit level spacing and the charge
noise frequency. Our study can help clarify the spin de-
phasing mechanism in Si quantum dot.
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Appendix A: The basis states of the spin qubit
Hilbert space
In this appendix, the quantum states which span the
qubit Hilbert space will be studied using perturbation
theory. The quantum dot Hamiltonian can be divided
into two parts:
H = H0 +H
′,
H0 =
p2y + p
2
z
2m
+
mω20
2
(y2 + z2 + 2y0yσ
z) + ∆σz,
H ′ = mω20z
√
z20 + y
2
0(σ
x cos θ0 + σ
y sin θ0), (A1)
where H0 is quasi-diagonalized due to the factor that
operator σz is conserved, and H ′ will be regarded as a
perturbation in our following calculation. The lowest two
energy levels in the quantum dot are used to encode a
qubit, such that we only need to calculate the eigenvalues
and the corresponding eigenfunctions for the lowest two
energy levels. The zeroth-order eigenvalues read
E
(0)
ny ,nz,↑
= (ny + nz + 1)~ω0 +∆− mω
2
0
2
y20 ,
E
(0)
ny ,nz,↓
= (ny + nz + 1)~ω0 −∆− mω
2
0
2
y20 . (A2)
The corresponding zeroth-order eigenfunctions read
|Ψ(0)ny,nz,↑〉 = D(−y0)|ny, nz, ↑〉,
|Ψ(0)ny,nz,↓〉 = D(y0)|ny, nz, ↓〉, (A3)
where D(y0) = exp(−iy0py/~) is the displacement opera-
tor in the y dimension, and |ny, nz, σ〉 is the eigenfunction
of the bare harmonic oscillator
(
p2y + p
2
z
2m
+
mω20
2
(y2 + z2) + ∆σz
)
|ny, nz, σ〉 =
[
(ny + nz + 1)~ω0 + σ∆
]|ny, nz, σ〉. (A4)
By using the first-order non-degenerate perturbation for-
mula [70], we obtain the eigenfunctions
|Ψ0,0,↑〉 = |Ψ(0)0,0,↑〉 −mω20
√
z20 + y
2
0e
iθ0e−y
2
0
/r2
0 ×
∞∑
ny=0
(−1)ny2ny−12 yny0√
ny!r
ny−1
0
[
(ny + 1)~ω0 − 2∆
] |Ψ(0)ny,1,↓〉,
|Ψ0,0,↓〉 = |Ψ(0)0,0,↓〉 −mω20
√
z20 + y
2
0e
−iθ0e−y
2
0
/r2
0 ×
∞∑
ny=0
2
ny−1
2 y
ny
0√
ny!r
ny−1
0
[
(ny + 1)~ω0 + 2∆
] |Ψ(0)ny,1,↑〉.
(A5)
The corresponding first-order perturbation eigen-energies
read
E0,0,↑ = E
(0)
0,0,↑, E0,0,↓ = E
(0)
0,0,↓. (A6)
Thus, the first-order perturbation gives no corrections to
the energies.
When an in-plane oscillating electric-field is applied to
the quantum dot, there is an electric-dipole interaction
eE · r cos(ω t) between the electron and the driving field.
In the qubit Hilbert space, we can calculate the matrix
elements for the coordinate operator y:
〈Ψ0,0,↑|y|Ψ0,0,↑〉 = −y0, 〈Ψ0,0,↓|y|Ψ0,0,↓〉 = y0,
〈Ψ0,0,↑|y|Ψ0,0,↓〉 = 0. (A7)
Hence the operator y can be written as
y = −y0τz . (A8)
We also can calculate the matrix elements for the coor-
dinate operator z:
〈Ψ0,0,↑|z|Ψ0,0,↑〉 = 0, 〈Ψ0,0,↓|z|Ψ0,0,↓〉 = 0,
〈Ψ0,0,↑|z|Ψ0,0,↓〉 = −
√
z20 + y
2
0e
−iθ0e−y
2
0
/r2
0
~
2ω20
~2ω20 − 4∆2
.(A9)
Under the realistic parameter condition (see Table. I),
y0 ≪ r0 and 2∆≪ ~ω0, such that the operator z can be
written as
z = −
√
z20 + y
2
0(τ
x cos θ0 + τ
y sin θ0). (A10)
Therefore, under electric-field driving, the quantum dot
Hamiltonian can be written as the form given by Eq. (4).
Note that 〈Ψ0,0,↑|z|Ψ0,0,↓〉, which contributes to the Rabi
frequency in the EDSR, is almost independent of the Zee-
man field B0 [71].
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