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Abstract 
 
For more than 99% of human history, stone tools have been used by both humans and our 
hominin ancestors, and they represent the longest surviving and most abundant record of our 
past. Therefore, archaeologists study stone tools to attempt to explain the behaviour and actions 
of people in the past. This is made difficult however by the inherent morphological variability 
apparent in stone tools. At present, researchers have had little success in determining what 
parameters people can control during flintknapping to produce the different recognisable 
morphological traits in stone tools. This report however details a new approach to the study of 
stone tool production, entailing the use of peridynamics, a new mathematical theory capable of 
numerically simulating crack initiation and propagation. The simulation software LS-DYNA is used 
in conjunction with peridynamics to successfully simulate conchoidal fracture. This new method 
of studying flake production allows for precise control over input parameters, such as the external 
platform angle (EPA) and platform depth and has the ability to model crack growth in complex 
geometries. Although only preliminary results have thus far been obtained, it is evident this new 
analytical tool has the potential to both critically evaluate the results of past archaeological 
experiments, as well as improve the understanding of conchoidal fracture across multiple 
disciplines.  
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1. Introduction  
 
At present, Homo sapiens are believed to have emerged within Africa from 300,000 years ago 
(Hublin et al. 2017), and throughout this period of time up until recently (19th century), humans 
have made and used stone tools. Comparatively, it is not until well into the Holocene (geological 
epoch starting from 10,000 years ago) does the earliest evidence of metallurgy emerge (Garfinkel 
et al. 2014). Indeed, looking further back in time, the earliest known stone tools date from 3.3 
million years ago from East Africa (Harmand et al. 2015). Given the durability and typically high 
number of stone artefacts which are preserved in the archaeological record – far greater than any 
other artefactual remains that can be studied – stone artefacts represent an important and one 
of the longest records of our past human and hominin ancestor’s activities.  
Within archaeology, the analysis of stone artefacts is linked to broader interpretations, including 
the place of technology in culture, mechanisms that give rise to technological innovation, 
cognitive and selective underpinnings of technological evolution, the symbolism associated with 
stone artefacts, and trade and exchange (Clarkson and O'Connor 2014). 
 
One area of analysis is that which aims to understand the behavioural and physical factors 
associated with stone tools. Having an understanding of these factors would help explain the 
variability observed in stone artefacts, and allow researchers to better understand the 
behavioural strategies of prehistoric people in relation to issues such as mobility, raw material 
availability or their response to environmental conditions (Lin et al. 2013; Muller and Clarkson 
2014). In this regard, researchers study stone tools with the intent of understanding both why 
and how someone in the past made particular stone tool forms. By understanding which input 
parameters influence the different morphological features of a stone tool (the output), 
archaeologists can better understand how a prehistoric flintknapper (a person who knaps, or 
shapes stone by chipping away at a nodule of raw material) manufactured their tool. Knowing 
this allows us to develop a number of new questions theorizing past behaviour – was the 
flintknapper producing an optimal tool form, if not why? Can links between types of stone tools 
and the cognitive ability of the flintknapper be made? Was a flintknapper capable of abstract 
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thinking, and did they use this skill to create an object based off a pre-meditated image of a 
desired end product (a potential step in evolution)? Or can it tell us about the circumstances of 
the flintknapper – were they under environmental stress? More simply, if we know which features 
of a core (the nodule of raw material from which flakes are chipped off) control particular 
attributes of a stone tool, then we can evaluate whether past people recognised, understood and 
could control conchoidal fracture. A simple example of such behaviour is demonstrated early in 
human evolution, where the makers of Oldowan stone tools (found from approximately 2.5 
million to 1.5 million years ago) could recognise that striking a core near its edge would produce 
a flake, as opposed to striking a core at its centre. Additionally, it has been theorised that different 
methods of flake production existed between different groups of Oldowan tool-producing 
hominins (for example with regards to economizing raw material (Reti 2016)). This may represent 
nonsynchronous evolution amongst early hominins (Nonaka et al. 2010), which in turn could have 
implications for the development of language (used to convey information and teach other 
hominins). Therefore, it is of interest to identify those parameters that lead to flake production, 
as understanding how such parameters were controlled would allow archaeologists to better 
understand the variability in stone tool assemblages.  
Current approaches in archaeology to investigate stone tool variability include two approaches: 
stone tool replication and what this report defines as ‘controlled experiments’. Stone tool 
replication generally involves an expert human knapper reproducing (by hand) tools found in the 
past, whilst controlled experiments employ machines to mechanically strike cores to produce a 
flake (and which provide greater control over the flaking event). The ability to control and 
manipulate the input parameters in controlled experiments gives this method high internal 
validity. This has permitted researchers such as Dibble and Pelcin (1995), Dibble and Rezek (2009) 
and Lin et al. (2013) amongst others to identify two particular variables which are believed to be 
essential in determining flake morphology – the exterior platform angle (EPA) and platform depth 
(Rezek et al. 2016) (see Figure 4 in Section 5.1).  
However, it is unclear whether by isolating and controlling particular parameters, such as the EPA 
and platform depth, complex interactions that occur during conchoidal fracture (a particular type 
of fracture initiation in flake production, which involves the formation of a partial Hertzian cone) 
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are removed or distorted. As such, the applicability of the results obtained from controlled 
experiments to the archaeological record has been called into question (Eren, et al. 2016:106). To 
add to this, controlled experiments are typically laborious to conduct, are costly, produce variable 
results (which is compounded by the variable mechanical properties of the glass used), typically 
do not attempt to understand fracture theoretically, and cannot be repeated. They cannot be 
repeated in the sense that once a material has experienced brittle fracture, it cannot be re-used.  
As such, despite the potential of controlled experiments to assist archaeologists, they have had 
limited impact. This leaves an enduring fundamental question of stone tool production – one that 
neither stone tool replication nor controlled experiments have been able to answer - being: what 
are the variables which influence the production of flakes, and how do they interact with one 
another (Dibble and Pelcin 1995; Magnani, et al. 2014; Rezek, et al. 2011). 
This thesis hopes to bridge the gap between stone tool replication and controlled experiments by 
numerically simulating conchoidal fracture, with the aim of improving our understanding of what 
parameters influence flake production. Within archaeology, the physical process of fracture is 
often ignored, or only understood at a basic level. Understanding how flakes are produced has 
important implications; for example, it enables an assessment of the cognitive abilities and 
development of our hominin ancestors. The control over conchoidal fracture allows people to 
intentionally shape stone and to provide further opportunities to flake the same core so as to 
produce a desired form, and is linked towards a significant technological adaptation (Geribàs et 
al. 2010; Nonaka et al. 2010).  
By modelling lithic reduction numerically, it will be possible to accurately apply controlled loads 
at specified angles to a core, thereby creating a setting where a much larger range of experiments 
could be performed, saving time and money. This would then permit an analysis of the effect of 
particular variables, such as the EPA or angle of blow (the focus of research for authors such as 
Dibble and Rezek (2009)) have upon the morphology of a flake (such as length, width, or 
thickness). This would also benefit studies investigating flake size and mass (which can serve as 
markers of particular behaviour), and how (if at all) the morphology of a flake can change when 
knapping different lithic raw materials. Simulating conchoidal fracture would potentially allow for 
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the complex interactions between parameters – not well understood through past controlled 
experiments – to be better investigated, and additional issues such as hammer hardness, and the 
support of the core during flaking to be investigated.   
As will also be shown is that simulating conchoidal fracture (responsible for the creation of flakes) 
could be of interest elsewhere, including the mining, minerals processing, and dental industries. 
Additionally, the research conducted in this project has discovered a second field of study, known 
as ‘edge chipping’. This is an ongoing and developing research field within engineering, 
particularly for those with an interest in fracture mechanics. Despite their similarities, 
archaeological lithic analysis and edge chipping have for the most part developed separately and 
seemingly unaware of one another. This report then intends to serve as multi-disciplinary study 
that not only combines engineering with archaeology, but also serves to promote the awareness 
of the field of edge chipping to archaeologists. This is in part to be achieved through developing 
a numerical simulation capable of modelling conchoidal fracture on the edges of a material. This 
type of fracture causes the elegant crack pictured in Figure 1 to form.  The development of a 
numerical simulation model that can accurately model flake production has (to the author’s 
knowledge) never been developed within archaeology before. As such, this project may well be 
the first of its kind. The simulation method developed in this project also represents (again, to the 
author’s knowledge) the first application of the peridynamics numerical technique to edge 
chipping. Peridynamics is a recently formulated mathematical theory (circa 2000), that has great 
potential in simulating discontinuities such as cracks in numerical models.  
  
 
9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. An image of a Hertzian cone crack produced in a 2 in. x 2 in. x 1½ in. glass block from a 4 kN 
indentation force (Roesler 1956:981). 
 
1.1 Scope 
 
The scope of this research project is outlined in Table 1 below. During the course of this research 
the scope has been refined based on the successes and failures encountered, but these 
modifications were relatively minor. Given the preliminary nature of the project, and that it had 
no antecedents, it was necessary to apply some simplifications to the project, particularly with 
regards to the LS-DYNA peridynamic simulations.  
Table 1. Overview of the project scope. 
In scope Out of scope 
Conchoidal fracture initiation Simulating bending or wedging fracture initiation  
2D fracture model Using complex material models (such as lithics) 
Use of soda-lime glass as a material model Considering elastic/plastic deformation of 
hammer 
Crack propagation Considering friction at contact 
Contact mechanics between two bodies  
3D fracture model  
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1.2 Objective 
 
Three main objectives were defined for the project, and these correspond with the project aims 
of numerically simulating the first stage of the flint knapping process, as well as to improve the 
understanding of conchoidal fracture. These objectives are listed below: 
1. Obtain an understanding of crack initiation and subsequent crack propagation resulting 
from the contact of two bodies 
2. Develop a method of analysing lithic reduction which offers control over typical knapping 
inputs 
3. Test the ability of a new continuum mechanics theory – peridynamics – in a novel manner 
Expanding upon these three objectives, this project hoped to improve disciplinary knowledge of 
what effect the recognised flint knapping inputs have upon flake morphology. Approaching this 
problem numerically allows: more precise control over inputs; for experiments to be easily 
repeated; a reduction in the cost of performing archaeological controlled experiments; and, 
allows more complex geometries to be analysed. This new approach of simulating fracture is 
expected to not only be of benefit to archaeologists studying lithics, but also researchers in the 
dental, tool wear and minerals processing industries.  
 
1.3 Overview 
 
The following diagram in Figure 2 was created to provide an overview of the major phases of this 
research project, and how they are related to one another. Starting with a literature review, 
background to the problem of controlled experiments in archaeology were considered. 
Additionally, this review allowed for a simulation technique suitable to model flint knapping to be 
identified. Following this initial research, a working simulation was developed in LS-DYNA. This 
simulation allowed for initial tests to be conducted to investigate some of the hypotheses 
generated by earlier archaeological studies, as well as allowing for a critical analysis of the 
simulation results to be made.  
11 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Major project phases and how they are linked. 
 
With regards to this report, it can be broadly split into the following three topics. The pertinent 
chapters for each topic are highlighted in Figure 3. 
 
 
 
 
 
 
 
 
 
 
Figure 3. Higher-level breakdown of report contents. 
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2. Terminology 
 
The multi-disciplinary nature of this project dictates that a wide variety of language is used in this 
report. In particular given the context of this report, much of the archaeological vocabulary used 
will be unfamiliar to the reader. As such, some short definitions of key archaeological concepts 
are provided below. 
 
Knapping (or equivalently flintknapping): The physical act of causing a material to fracture into a 
desired form, typically imagined as a person using a hand-held rock to bash another piece of rock 
which is an example of hard-hammer percussion (other forms of knapping exist however) 
Core: A piece of raw material from which other tools or flakes can be produced from, through the 
process of knapping; having been transformed through knapping, a core is actually a lithic artefact 
Flake: Produced through brittle fracture (often conchoidal fracture), a flake is a piece of raw 
material that has been detached from an original nodule of raw material (i.e. the core). The 
removal of a flake leaves a scar on a core, often a flake and core will preserve particular 
morphological features on their surface which can be attributed to conchoidal fracture. 
Conchoidal fracture: Is a type of brittle fracture that principally involves the formation of a partial 
Hertzian cone crack. Only a partial Hertzian cone forms as fracture occurs near the edge of a core, 
and there is insufficient material to permit a full Hertzian cone to form.  
Hertzian cone: a truncated cone shaped crack that can form in brittle materials (such as glass or 
ceramics) (see Figure 1).  
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3. Hertzian fracture theory 
 
Heinrich Rudolf Hertz first investigated the phenomenon of cone-shaped fracture during the 
1880s, and this particular type of fracture now bears his name. Hertzian cone cracks can result 
from the indentation of spherical indenters into a brittle solid, including glass, ceramics, and some 
lithic materials. This theory is referred to later in this report and has relevance to conchoidal 
fracture in archaeology, so a short overview of the topic is presented to provide background 
knowledge. The following summary of the is based upon the in-depth account provided by Lawn 
(1998). 
At or just outside of the point of elastic contact between a spherical indenter and a body, a surface 
ring crack forms, initiating from flaws inherent in the surface of the body. As the load at contact 
exceeds a critical value, the ring crack will propagate downward into the body and subsequently 
expand outwards within a tensile field. The crack growth will then stabilise and a truncated cone 
shape will form. Cone fracture is the brittle fracture mode of Hertzian contact (an example of 
which can be seen in Figure 1). 
Analytical expressions for the basic Hertzian elastic solution (which assumes contact between the 
sphere and body is frictionless) have been developed. When considering the elastic stress fields 
(within which brittle fracture occurs), the key variables that influence the value of stress is the 
contact radius, 𝑎𝑎, and the mean pressure, 𝑝𝑝0. The contact radius is depicted in Figure 4, and is 
analytically defined as: 
𝑎𝑎3 =  4𝑘𝑘𝑘𝑘𝑘𝑘3𝐸𝐸  
Where, 𝑘𝑘 is the normal load, 𝑘𝑘 the sphere (indenter) radius and 𝐸𝐸 being Young’s Modulus of the 
flat continuum specimen. The variable 𝑘𝑘 is defined as: 
𝑘𝑘 =  � 916� �(1 − 𝑣𝑣2) + (1 − 𝑣𝑣′2) 𝐸𝐸𝐸𝐸′� 
In the above, 𝑣𝑣 is Poisson’s ratio, and the prime notation indicates the indenter material.  
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Based upon the general relation between pressure, force and area, the mean contact pressure is 
thus defined as: 
𝑝𝑝0 =  𝑘𝑘𝜋𝜋𝑎𝑎2 
Using the expression for the contact radius (𝑎𝑎), 𝑝𝑝0 can also be calculated using the following 
expression: 
𝑝𝑝0 =  �3𝐸𝐸4𝑘𝑘�2/3 � 𝑘𝑘𝜋𝜋𝑘𝑘2�1/3 
 
The stresses resulting from the indentation of the sphere in the flat specimen can then be defined 
in cylindrical coordinates (𝑅𝑅,𝜃𝜃, 𝑧𝑧), with the 𝑧𝑧-coordinate being aligned with the axis of symmetry 
of the indenter. Expressions for the stress in each of these cylindrical coordinates are presented 
below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Diagram of a spherical indenter causing the formation of a Hertzian cone crack in a brittle solid. 
Figure adapted from Lawn (1998:1978). 
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Additionally, defining the R-z plane shear stress: 
𝜏𝜏𝑅𝑅𝑧𝑧 =  32 � 𝑅𝑅𝑧𝑧2𝑢𝑢2 + 𝑎𝑎2𝑧𝑧2� � 𝑎𝑎2𝑢𝑢12(𝑎𝑎2 + 𝑢𝑢)� 
 
Where the variable 𝑢𝑢 is equivalent to: 
𝑢𝑢 =  12 �(𝑅𝑅2 + 𝑧𝑧2 − 𝑎𝑎2) + [(𝑅𝑅2 + 𝑧𝑧2 − 𝑎𝑎2)2 + 4𝑎𝑎2𝑧𝑧2]1/2� 
 
Following convention, principal stresses are defined as 𝜎𝜎1  ≥  𝜎𝜎2  ≥  𝜎𝜎3 throughout the majority 
of the Hertzian field. The principal tensile stress is therefore 𝜎𝜎1 (and the minimum principal stress 
is the third principal stress), and the maximum principal shear stress is defined as being 𝜏𝜏13. 
Expressions for the principal normal stresses and maximum principal shear stress are as follow: 
𝜎𝜎1 =  12 (𝜎𝜎𝑅𝑅 + 𝜎𝜎𝑧𝑧) + ��12 (𝜎𝜎𝑅𝑅 + 𝜎𝜎𝑧𝑧)�2 + 𝜏𝜏𝑅𝑅𝑧𝑧2 � 
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𝜎𝜎2 =  𝜎𝜎𝜃𝜃 
𝜎𝜎3 =  12 (𝜎𝜎𝑅𝑅 + 𝜎𝜎𝑧𝑧) − ��12 (𝜎𝜎𝑅𝑅 + 𝜎𝜎𝑧𝑧)�2 + 𝜏𝜏𝑅𝑅𝑧𝑧2 � 
𝜏𝜏13 =  12 (𝜎𝜎1 − 𝜎𝜎3) 
The second principle normal stress (𝜎𝜎2) in this formulation is equal to the hoop stress. 
Having defined the Hertzian stress field, it is useful to then view what happens following the 
indentation of a sphere into a semi-infinite volume. Referring to Figure 5, a cross-section through 
a Hertzian contact field for a brittle body is shown. Non-dimensional scalars for each stress 
trajectory are depicted, which highlight how each principal stress with increasing radial distance 
(𝑅𝑅) and increasing depth (𝑧𝑧) varies. Multiplying these scalars by the mean contact pressure 𝑝𝑝0 
gives the theoretical principal stresses. 
Figure 5a) shows the 𝜎𝜎1 stresses beneath the sphere, the maximum (0.28) occurring at the edge 
of the contact circle. The dashed lines in Figure 5a) are the 𝜎𝜎3 stress trajectories, and the 
propagating crack will closely follow these trajectories. Figure 5b) shows the 𝜎𝜎3 stress field, 
demonstrating that these stresses are compressive throughout the field. Figure 5c) then plots the 
distribution of 𝜏𝜏13, which reaches a maximum slightly below the contact area, with the maximum 
shear stress (0.48) occurring along the contact axis. 
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Figure 5. An illustration of the idealised Hertzian contact field produced after contact between a sphere 
and flat continuum specimen is made. Figure 5a) depicts the 𝜎𝜎1 principal normal stress field, 5b) shows 
the 𝜎𝜎3 principal normal stress field, and 5c) shows the maximum principal shear stress (𝜏𝜏13) beneath the 
contact area. The dashed curves in 5a) are the stress trajectories for the 𝜎𝜎3 stress. Units are in Pascals, 
and the results are plotted for a material with Poisson’s ratio = 0.22. Adapted from Lawn (1998:1980). 
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A fully developed truncated cone crack indicates a stable fracture, but such a crack is not observed 
in stone artefacts. This is because in the process of knapping contact occurs near the edge of a 
body, and the presence of a free surface restricts the available volume in which a cone can form. 
Instead, a partial Hertzian cone crack forms, which is a distinguishing feature in stone artefact 
manufacture and analysis. Within archaeology, the formation of a partial Hertzian cone crack and 
its associated features are deemed the result of conchoidal fracture. This phenomenon is 
illustrated in Figure 6. 
 
 
  
 
 
 
 
 
Figure 6. An illustration of a full and partial Hertzian cone crack in a body. Figure adapted from Clarkson 
and O’Connor (2013:156). 
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4. Literature Review 
 
The following literature review provides context to the research project, investigating the study 
of conchoidal fracture in archaeology and the equivalent field of ‘edge chipping’ in engineering. 
Following a comparison of the two fields of research, the different numerical simulation 
techniques considered for this project are discussed. An investigation was then conducted to 
determine whether a method of simulating conchoidal fracture would be of relevance to other 
industries. The review is then concluded with a short consideration of the fracture of glass, 
which is of relevance to the simulation method developed. 
 
4.1 Archaeology 
 
Stone artefact analysis has a long history and has developed progressively over the past 120 years, 
in coordination with the paradigm shifts archaeology has experienced. Despite this long history, 
the goals of early lithic analysts – attributing stone tools to particular chronological sequences, 
developing insights into the evolution of stone tool form and function, and increasing our 
understanding of stone tool production and use – are still relevant to modern lithic analysis 
(Andrefsky 2005). 
Within modern lithic analysis, two streams of analysis are that of stone tool replication and what 
this thesis identifies as ‘controlled experiments’. In the former, non-artefactual stone tools are 
created by an expert human flintknapper by hand, whilst in the latter mechanical apparatus are 
used to also create non-artefactual flakes. This method of mechanically producing flakes allows 
greater control over input knapping parameters than stone tool replication. Although neither 
method is free from criticism (see Eren et al. (2016) and Magnani et al. (2014)), both are 
analytically valid and seek to investigate archaeological hypotheses, questions and methods (Eren 
et al. 2016). Stone tool replication is a powerful method of analysis and can be beneficial in 
instances where no ethnographic records of stone tool production are available. This is because 
replicative experiments can help to test how stone tools may have been made and therefore 
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improve our overall understanding of a stone tool assemblage (Clarkson et al. 2015). Replication 
studies also allow the assumptions regarding stone tool production to be tested, such as 
assumptions regarding variability due to raw material (Eren et al. 2014). Alternately, replication 
can also aid analyses using methodological frameworks such as the Chaîne Opératoire – a 
framework that considers all of the sequences and decisions involved in each stage of a stone 
tools life, enabling the intended end product and its preceding technological sequence to be 
identified (Banning (2000); Mahaney (2014); Rezek et al. (2011)).  
However, replicative experiments are an indirect method of analysing and proposing inferences 
about the past (Eren et al. 2016) as it is based upon analogical reasoning (Clarkson et al. 2015). 
Analogies which are based upon the archaeological record however will always be biased, as the 
archaeological record is an incomplete record of the past. A second issue is that of equifinality, 
where different processes may result in the same finished product (Clarkson et al. (2015); 
Magnani et al. (2014)). This has the potential to cause the behaviour of prehistoric people to be 
misinterpreted. 
Whereas stone tool replication has been a method of analysis for modern archaeologists since 
the 19th century, conducting controlled experiments is a more recent area of research which 
developed during the early days of processual archaeology in the 1960s and 1970s. During this 
time archaeology as a discipline experienced a paradigm shift, with the instigators of the shift 
intending for archaeology to become more aligned with the physical sciences. Emphasis was 
placed upon applying scientific methods and testing hypotheses and developing explanations of 
the past based upon primary cause and effect relationships. This paradigm shift likely spurned 
researchers to more carefully investigate the mechanics of flaking through controlled 
experiments. One of the main aims of controlled experiments is to explain technological 
variability in lithic assemblages, by understanding how select input parameters influence the 
morphology of flakes. With this knowledge, how a stone tool was made can be ‘reverse 
engineered’. This is in the sense that generally only the final product (a stone tool) can be 
recovered from the archaeological record, but the information regarding how it was created is 
missing. But, by understanding what causes particular morphological traits to appear on a stone 
tool, archaeologists would be able to reconstruct how a stone tool was made. As such, there is a 
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desire to understand the physical processes which influence conchoidal fracture in stone (Rezek 
et al. 2016; 2011). 
Stone tool replication is criticised as being subjective and incapable of isolating and quantifying 
the effects of single parameters upon the production and morphology of individual flakes (Dibble 
and Rezek 2009). This has resulted in the controlled experiments performed by Dibble and 
Whittaker (1981), Dibble and Pelcin (1995), Rezek et al. (2011), Lin et al. (2013) and others, which 
attempt to hold particular variables constant whilst adjusting others. Using a range of 
experimental apparatus to simulate flaking (such as dropping a ball bearing from a known height 
onto an angled core, or using a pneumatic cylinder), researchers have investigated parameters 
such as the angle of blow, impact force, exterior platform angle (EPA), platform area, platform 
thickness (or depth), impact velocity (or hammer speed), hammer hardness, core surface 
morphology, the application of force and the location of the hammer strike (Dibble and Pelcin 
1995; Dibble and Whittaker 1981; Magnani et al. 2014; Pelcin 1997a, 1997b, 1997c; Rezek et al. 
2011) (see Figure 4 and 5 for illustrations of these parameters). Table 6 summarises the main 
conclusions of eight select controlled experimental studies. A more detailed table which identifies 
the parameters studied and the results of the conducted analyses with regards to specific 
parameters (e.g. flake length, thickness, and mass) is included in Appendix 11.1.  
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Figure 4. Key attributes measured on a detached flake (adapted from Dibble and Pelcin (1995:430)) 
 
With these investigations researchers hope to better understand which of the parameters either 
control or influence flake production. A common goal of lithic analysis is to explain the variability 
in flakes within the archaeological record (Dibble 1997; Dibble and Pelcin 1995; Lin et al. 2013; 
Magnani et al. 2014; Rezek et al. 2016). This is a very broad goal, but understanding the effect 
select parameters have upon the morphology of a flake allows for explanations of a stone tool 
form. One such goal is identifying a method of estimating the original mass of a flake. This allows 
for a reconstruction of a flake’s original shape to be made, thereby allowing more accurate 
estimates of how much raw material was removed from a flake by resharpening its edges (known 
as ‘retouching’ its edges). This enables inferences regarding raw material stress within and 
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between different archaeological sites to be made (Clarkson and Hiscock 2011; Pelcin 1997a). 
Controlling the size of a flake was also of concern to prehistoric knappers, and in many cases this 
resulted in attempting to make flakes as large as possible. By understanding which parameters 
control flake length, width or thickness, archaeologists can examine the strategies used by 
prehistoric knappers to control flake size (Dibble and Rezek 2009). This enables further inferences 
regarding the behaviour or technical competence of prehistoric people to be made. As an 
example, using a higher EPA when producing a flake makes controlling the platform depth more 
difficult (potentially causing any flakes made to be too thick to be useful as tools, or consuming 
too much raw material from a core in a time when desirable raw material was not readily 
available). This may explain why, in time, some knappers utilised a punch as part of an indirect 
percussion technique, which helps improve the accuracy of the blow (Dibble and Rezek 
2009:1952-3). 
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Figure 5. Other parameters of interest identified in flake production (adapted from Dibble and Whittaker 
(1981:285)) 
 Table 6. Summary of the main conclusions from a select number of controlled experiments. 
Article Authors Apparatus used Main conclusions 
1 
Dibble and 
Whittaker (1981) 
 
Ball bearing  
(see Figure 6) 
• Uncertainty regarding importance angle of blow 
• Interior Platform Angle (IPA) appears to have little significance for parameters considered  
• Exterior Platform Angle (EPA) (also known as External Platform Angle) appears to have the 
greatest effect of all parameters considered 
• Increasing ball size (i.e. mass) can increase flake size, but flake size is thought to be dependent 
primarily upon the EPA and platform depth (PD) 
• Flake length is affected by relationship of EPA and PD 
 
2 Dibble and Pelcin (1995) Ball bearing 
• Hammer momentum was found to only be important in determining whether a flake is produced 
or not; after a flake is produced momentum (and its components) have no major influence over 
flake mass 
• To produce a flake, a threshold momentum must be overcome 
• Effect of ball bearing size (mass or diameter) on flake size increases with EPA, but in total it only 
has a small effect 
• Flake mass is found to be largely determined only by EPA and platform thickness (i.e. platform 
characteristics), and momentum has little influence on flake size 
• A flake with an intact platform should allow for an estimate of the original flake mass to be 
calculated 
3 Pelcin (1997c) Ball bearing 
• EPA was found to affect the type of termination that could be produced, whilst platform 
thickness determined the termination of a specific flake 
• EPA and platform thickness both influence flake initiation 
• Suggested that neither the force or hardness (e.g. soft versus hard hammer) of the indenter 
control flake initiation, rather it is the platform thickness and EPA 
4 Pelcin (1997b) Hinged bar 
• Suggested that flake mass is not dependent upon the characteristics of the indenter, and instead 
is influenced by platform thickness and EPA 
• Indenter type influences the distribution of mass, thereby influencing the flake dimensions and 
shape, but the flake mass is independent of indenter type 
• The presence of lipping and the absence of a ring crack are commonly used to differentiate soft 
and hard indenters, but as these were not produced during the experiment, then other 
variable(s) (potentially angle of blow and platform preparation) which covary with indenter type 
are responsible for the differences between flakes produced by soft or hard hammers 
• Knapping technique likely causes some of the variability that is not explainable by indenter type 
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5 Pelcin (1997a) Ball bearing 
• Flake mass is controlled by the EPA and platform thickness, rather than by core surface 
morphology; suggesting flake mass is independent of core surface morphology 
• Core surface morphology (rather than platform thickness) influences flake dimensions (e.g. 
length and thickness) and how flake mass is distributed 
• Differences in core surface morphology are responsible for the presence or absence of bulbs of 
percussion, as all other variables which influence flake production were held constant 
6 Dibble and Rezek (2009) 
Pneumatic 
cylinder 
(see Figure 7) 
• Produced experimental flakes that closely resemble flakes produced with normal flintknapping 
• Despite holding core surface morphology constant, EPA and platform depth significantly 
influence flake morphology 
• Flake weight is found to be determined only by the interaction of the EPA, platform depth and 
angle of blow; force is a function of these three independent parameters 
• Results suggest flake size does not depend on how hard a core is struck 
7 Rezek et al. (2011) Pneumatic cylinder 
• Core surface morphology has less influence on flake morphology than traditionally believed; EPA 
and platform depth are more responsible for specific flake attributes including size and shape 
• Experiment found that flakes produced from different cores could be identical, and intra-core 
variability can vary substantially 
• By controlling EPA and platform depth, it is possible to produce flakes with similar attributes from 
different core surface morphologies 
• That core surface morphology was a weak predictor of flake size and shape was also extended to 
an archaeological assemblage, indicating the results are not a product of the experimental 
approach used 
8 Magnani et al. (2014) 
Pneumatic 
cylinder 
• Confirmed that platform lipping does occur due to soft hammers, which has been found through 
replicative experiments, but it can also occur with hard hammers, and therefore platform lipping 
is not a suitable proxy for determining the type of hammer used 
• Attempts to infer what force application technique was used based on particular flake attributes 
is very difficult, as the interaction between various independent variables and the strength of the 
relationships between independent and dependent variables varies, confounding any possible 
interpretations 
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Figure 6. Illustration of experimental apparatus as used by (Dibble and Pelcin 1995); Dibble and 
Whittaker (1981) and Pelcin (1997a, 1997c) where a ball bearing is dropped from an electromagnet to 
strike a core made from rectangular plate glass. A gun sight was used to align the ball bearing with the 
core (adapted from Dibble and Whittaker (1981:285)). 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Illustration of experimental apparatus as used by Dibble and Rezek (2009); Rezek et al. (2011) 
and Magnani et al. (2014). A steel hammer was attached to the pneumatic cylinder and used to strike a 
moulded glass core (one side being convex to more closely imitate a core surface). Force applied was 
measured with a load cell (adapted from Dibble and Rezek (2009:1947)). 
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4.1.1 Findings of controlled experiments 
 
From the list of parameters investigated the researchers noted above and others have identified 
two parameters which they strongly believe influence flake size and shape, being the exterior 
platform angle and platform depth.  
Generally, variables such as the hammer momentum or angle of blow (referred to in Table 6, but 
see Table 16 in Appendix 11.1 for a full summary) have been found to not have a significant impact 
upon determining flake size and shape. However the influence other parameters, such as core 
surface morphology, or angle of blow, have upon flake size or shape is still uncertain (Rezek et al. 
2016). Currently, it is through a gradual process of elimination that the parameters found to 
influence flake morphology are determined. Since 1997 however, only two recognised variables 
– the EPA and platform depth of a flake – have consistently been found to strongly influence flake 
morphology. Given the variability evident in flake morphology, this conclusion seems superficial. 
This raises the question whether this insubstantial result is an artificial construct born out of 
controlled experiments.  
The researchers involved in designing and performing the controlled experiments cited above 
have recognised that the approach they follow in conducting flake removal is of questionable 
validity. Dibble (1997) recognised that the flakes produced during these controlled experiments 
are artificial, and that they typically have poor resemblance with flakes found in the 
archaeological record. This fact has undermined the general acceptance of the results obtained 
from controlled experiments. Despite adjustments to experimental methods over time causing 
the appearance of machine-made flakes to more closely resemble archaeological flakes (Dibble 
and Rezek 2009), controlled experiments are still hindered by some limitations. The issue of 
equifinality, resulting from the design of controlled experiment methods, has also never been 
addressed by its researchers. Eren et al. (2016) note that the design of the apparatus used in 
controlled experiments may introduce new variables which could distort the flaking process 
(relative to what is observed archaeologically), and that by enforcing control over select 
parameters, how variables interact with one another during a fracture event may either be 
distorted or removed, raising uncertainty in the results of the controlled experiments.  
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Early proponents of this stream of research sought to address the theory underlying rock fracture 
(e.g. (Bonnischen 1974; Faulkner 1972; Speth 1972), typically within doctoral theses. But it was 
through the collaboration of Brian Cotterell (of the Department of Mechanical Engineering, 
University of Sydney) and Johan Kamminga (of the Department of Prehistory, Australian National 
University), that seminal, multi-disciplinary research incorporating fracture mechanics and 
archaeology was undertaken in order to provide an understanding of the mechanics involved in 
flake formation. However, there has been little to no further application nor testing of the 
theories of fracture mechanics as proposed by Cotterell and Kamminga (1987) to archaeological 
lithic assemblages and research. This is despite researchers in archaeology expressing a desire to 
quantify the mechanics associated with flake production (Magnani et al. 2014:-48; Rezek et al. 
2016:307). Such an understanding would help explain the variability observed in archaeological 
flakes and stone tools. This knowledge would allow for inferences to be made (but not limited 
to): past hominin and human technological behaviour in response to their environment; social 
norms; mobility; and, cognitive ability. It is believed that a general aversion to mathematics in 
archaeology (Surovell 2009:-4) and lack of understanding of fracture mechanics is to blame for 
the neglect of the application of this area of analysis to stone tool production. Indeed, many texts 
on lithic analysis published for archaeologists and students of archaeology offer only qualitative 
descriptions of conchoidal fracture (Andrefsky 2005; Banning 2000; Clarkson and O'Connor 2014). 
This is also likely a reflection that fracture mechanics is an engineering speciality, and therefore 
not well understood by archaeologists. 
With a better understanding of the mechanics involved in flake production and fracture, it may 
be easier to identify which of the archaeologically visible parameters on flakes and cores are 
related to crack initiation and propagation. Whilst valuable as methods of analysis, controlled 
experiments focus only on a limited number of parameters involved in flaking. As such, analyses 
are generally conducted only through brute force, by successively testing different parameters. 
Furthermore, the design and method of controlled experiments has not been validated; results 
are typically verified by comparing the shape of mechanically struck flakes with actual 
archaeological flakes  (Dibble 1997; Lin et al. 2013). As such, it is not known whether the 
experimental methods used do introduce artificial or distorted results. It is possible that, as in 
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stone tool replication, the results of controlled experiments suffer from equifinality. Both 
Clarkson and Hiscock (2011:1067) and Muller and Clarkson (2016:12) found that the external 
platform angle had less of an effect on flake morphology than has been previously emphasized. 
As both of the aforementioned studies utilised free-hand knapping (rather than the experimental 
‘machine flaking’ approach of Dibble and others), this suggests that the results of controlled 
experiments may be an artefact of the experimental method. 
 
4.2 Advancing lithic analysis  
 
To investigate the mechanics involved in flake production and fracture, and as a method of 
assessing the experimental approaches undertaken so far in archaeology, it is the aim of this 
research to perform a numerical simulation of conchoidal fracture. To the author’s knowledge, 
there has only been a single attempt at reproducing a flaking event in a finite element analysis 
(FEA) from the basis of an archaeological lithic analysis. This was conducted through personal 
research by Baker (1999). Using an early version of the FEA software ALGOR, a finite element 
model was produced, but this was rudimentary. To simulate crack propagation, Baker (1999) 
would manually modify the 2D drawing by inserting a new crack after solving the model and 
identifying the direction of crack propagation based upon the maximum principal stress at the 
surrounding nodes. This model is unsatisfactory, and the methods used and theories regarding 
flake creation are questionable. Given the rapid improvement of numerical simulation techniques 
over the past 20 years, producing an accurate model of conchoidal fracture is now highly feasible. 
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4.3 Edge chipping 
 
During the past 20 years, there has also been a growing concern over the phenomenon of edge 
chipping in engineering. Research into edge chipping has, for example, resulted in a proposed 
method of measuring the fracture resistance of brittle materials, and directly measuring fracture 
toughness KC of a material (Chai and Lawn 2007). Edge chipping can be viewed as a development 
from the research surrounding the indentation of elastic solids, as initially conducted by Hertz in 
the 1880s. Rather than considering the formation of a complete crack in a body, edge chipping 
studies what happens when this crack intersects with a free surface. Such fracture occurs when 
one body contacts another at a relatively small distance from a free surface (the edge of a 
sample). In this regard, edge chipping research in engineering is highly relevant to archaeological 
flintknapping. This cross-over has been noted by some authors (e.g. Chai (2017); Chai and 
Ravichandran (2007); Mohajerani and Spelt (2011) who all reference the work of Cotterell and 
Kamminga (1987) and other archaeological studies) – yet it appears this important research in 
engineering has not been disseminated amongst archaeologists. There are two possible reasons 
for this: archaeologists are unaware of the research of edge chipping in engineering (indeed 
personal communication has shown that archaeologists are unfamiliar with the term ‘edge 
chipping’), or the results obtained from engineering studies may not be directly applicable to 
archaeology. This latter point will be disproven below. 
 
4.3.1 Sharp Indenters 
 
Typically research of edge chipping involves using sharp indenters, which conflicts with the blunt 
indenters typically used in archaeology. However, the results obtained from sharp indenter 
analyses should still be informative for archaeologists. Blunt indentation has been specifically 
considered by Chai (2011) and (Mohajerani and Spelt 2010, 2011)), and will be discussed in 
Section 4.3.2. Generally, the sharp indenters employed in previous edge chipping studies are 
pyramid Vickers indenters – contact between such sharp indenters and a specimen surface 
typically involves the formation of penny-shaped median-radial cracks (from the corners of the 
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pyramid indenter) (Chai 2011; Mohajerani and Spelt 2011). From the centre of a plastically 
deformed indentation zone, a median crack will initiate and initially grow stably in the direction 
of applied load. At a critical length, the crack growth becomes unstable and experiences a sudden 
deviation towards the free surface of the specimen, forming a chip once it has intersected the 
edge of the specimen (Mohajerani and Spelt 2011). Illustrations of such crack initiation and 
growth are shown in Figures 8 and 9 (reproduced from Chai and Lawn (2007:2557)). 
Figure 10 presents a comparative image of the parameters measured in both edge chipping and 
lithic analysis. From Figure 10 it is apparent that certain parameters between the two fields are 
similar, which should then allow for a more accurate comparison of the results obtained in either 
discipline. It appears parallels exist between indentation distance (h) and platform depth, 
dimensions such as width and length, and the angle of blow and φ. Figure 11 illustrates the 
relationship between the external platform angle and θ, as θ = 90° - EPA. The two angles φ and θ 
are defined by Chai (2017:2) as the ‘orientation of loading line relative to indented surface’ and 
the ‘inclination of outer surface relative to indented surface’. 
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Figure 8. Figure caption as per Chai and Lawn (2007:2557):  
“Chip on top surface of soda-lime glass formed by Vickers indenter at distance h = 1.05 mm from front 
surface (indicated by arrows), subsurface views, at loads: (a) P = 62 N, (b) P = 120 N, (c) = 176 N, (d) P = 
190 N, (e) P = 191 N (post-mortem view). Chip forms from crack arms initially parallel to front surface. 
Crack arms perpendicular to front surface are relatively unaffected”. 
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Figure 9. Figure caption as per Chai and Lawn (2007:2557):  
“Video sequence showing evolution of Vickers crack at distance h = 1.05 mm from front surface (indicated 
by arrows), side-on views, at loads: (a) P = 100 N, (b) P = 160 N, (c) P = 200 N, (d) P = 204 N, (e) P = 205 N. 
Primary median crack seen as dark shadows, smaller secondary (orthogonal) median crack as faint fringe 
pattern”.  
Referring to Figure 8, the same two crack branches that grow outwards between images (a) and (d) 
correspond to the growth of the dark shadow in Figure 9, images (a) to (d), as it progressively moves to 
the left of the image (the free surface). The growth of the dark shadow in Figure 9 illustrates the crack 
growth in Figure 8 both curving around in a hemispherical form and growing down into the glass sample. 
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Figure 10. Comparison of morphological parameters, where image (a) is as per Chai (2017), and image (b) 
highlights the archaeologically-defined parameters (as per Figures 4 & 5). From this comparison it is 
intended to highlight the similarity in the defined variables, particularly the angle of blow and φ, and the 
indentation distance ‘h’ and the platform depth. 
 
 
 
 
 
 
 
Figure 11. Relation between the exterior platform angle (EPA) and θ (as defined by Chai (2017)) in 2D. 
This more clearly shows that θ = 90° - EPA. 
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4.3.2 Blunt Indenters 
 
As opposed to the pyramid Vickers indenter and others, blunt indentation typically involves 
spherical indenters. This form of edge chipping is then in appearance more similar to 
archaeological knapping. Indeed, the penny-shaped median crack that forms due to sharp 
indentation (as per Figure 8) differs from earlier archaeologically-based explanations of crack 
growth offered by Cotterell et al. (1985:220). This serves as a reminder that some caution needs 
to be applied when attempting to apply the results obtained from sharp indenter experiments to 
archaeology. In conchoidal flaking, it is suggested that crack initiation and subsequent 
propagation is, in part, dictated by the partial Hertzian cone crack produced at contact (Cotterell 
and Kamminga 1987). Subsequent edge chipping experiments utilizing blunt indenters (in the 
form of steel and ceramic balls) by Mohajerani and Spelt (2010) have found that as opposed to 
sharp indentation, a crack initiates from an asymmetric Hertzian cone crack. In particular, this 
crack develops at the margin of the contact patch (see Figure 12 and 13 reproduced from 
Mohajerani and Spelt (2010) and Chai (2011) below). This contrasts with the penny-shaped 
median cracks produced by sharp indenters, which initiate from the centre of the contact patch 
(Mohajerani and Spelt 2010). It is evident then that chipping by blunt indentation is a different 
phenomenon to chipping by sharp indentation. Two other important features reinforce this 
difference, being the horizontal displacement of an indenter at contact, and the required chipping 
force as a function of indentation distance. During experimentation, Mohajerani and Spelt (2010) 
found that spherical indenters tend to displace laterally during contact (particularly at relatively 
shorter indentation distances), potentially due to an eccentric contact pressure distribution. This 
has the effect of reducing the indentation force required to produce a chip. A possible explanation 
for this effect is that the horizontal displacement of the indenter creates a larger bending moment 
at the crack tip opening, encouraging crack growth (Mohajerani and Spelt 2011:680-681). Sharp 
indenters however do not experience any horizontal displacement at loading. The results of 
Mohajerani and Spelt (2010) also indicate that contrary to sharp indentation, as the indentation 
distance of a blunt indenter tends to zero (i.e. approaches the side wall free surface), chipping 
force does not vanish, therefore suggesting that to produce a chip with a blunt indenter a 
minimum indentation force must be overcome (Mohajerani and Spelt 2010:1078).  
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Figure 12. Figure caption as per Mohajerani and Spelt (2010:1074): 
“The propagation of Hertzian and side cracks by the indentation of the ceramic ball (d = 0.6 mm)”. 
 
Although a direct comparison with Figure 8 cannot be made as Figure 12 does not contain any subsurface 
views of the Hertzian cone, the side view of the asymmetric cone crack in the above images does 
highlight the different crack growth mechanism, when comparing this to the side view images of crack 
propagation in Figure 9. The value ‘d’ (d = 0.6 mm) in the original caption refers to the indentation 
distance. 
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Figure 13. Adapted from Chai (2011:89), the original figure caption is reproduced below: 
“Select frames from [two] separate video sequences for glass plates indented by 8.7 mm radius W/C 
[Tungsten Carbide] ball; (a) side view, (b) upward view. h is the indent distance, PF is the chipping load”. 
 
The above images highlight the variability involved in the fracture mechanism, as the asymmetric 
Hertzian cone crack in (a) appears quite different to that photographed by Mohajerani and Spelt (2010) in 
Figure 12. Image sequence (b) highlights the different crack growth phenomena that occur with blunt (or 
spherical) indenters, from a sub-surface viewpoint (for comparison see Figure 8 which illustrates the 
formation of a crack due to a sharp indenter). 
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4.3.3 Edge chipping and lithic analysis 
 
The finding of Mohajerani and Spelt (2010) that chipping force does not vanish as indentation 
distance decreases is of note, as a similar relationship had been determined by Dibble and Pelcin 
(1995), who predicted that a threshold momentum needed to be overcome in order to produce 
a flake. In this regard, it is then of interest to compare the results found in archaeology compared 
to those found in engineering, to not only identify whether similar correlations have been 
discovered, but whether there is disagreement between the two fields of research. Table 7 
highlights the similarities and dissimilarities of controlled experiments and edge chipping using 
blunt indenters, whilst Table 8 shows the same but for sharp indenters. Reference is made in 
relation to the numbering scheme used in Table 6 of Section 4.1 in order to identify particular 
archaeological studies. 
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Table 7. Similarities and dissimilarities between the results of controlled experiments and edge chipping 
analyses conducted with a blunt indenter. 
Type of 
indenter Author Parameter Result or relationship from edge chipping 
Archaeological 
equivalent? 
B 
 l 
 u
  n
  t
 
Mohajerani 
and Spelt 
(2011) Indenter 
Indenter material (steel vs ceramic balls) 
had no noticeable effect on chipping load 
for impact loading (the opposite was found 
for quasi-static loading) 
Similar 
conclusion 
found in [3] 
Chai (2011) Chip dimensions virtually independent of ball (indenter) radius 
Disagree with 
[1], agree with 
[4] 
Chai (2011) 
Indentation 
distance 
Chip dimensions (width and length) vary 
linearly with indentation distance 
In agreement 
with [1], [5], 
[7] 
Mohajerani 
and Spelt 
(2010) 
Edge chipping sensitive to indentation 
distance 
No equivalent 
analysis 
Chai (2011) 
‘Small’ and 
‘large’ 
indentation 
distance 
regimes 
For both regimes, chipping load is thought 
to be dependent upon the: indentation 
distance, fracture toughness of material, 
and the material properties of the indenter 
and substrate (e.g. Young’s modulus, 
Poisson’s ratio, hardness, toughness, 
dimensions of internal flaws or microstructure) 
 
The small indentation distance regime 
requires a lower load to initiate median 
cracks (relative to large regime) 
No equivalent 
analysis 
Mohajerani 
and Spelt 
(2010) 
Chipping 
force 
For a spherical indenter, a chip will only be 
produced if a minimum indentation force is 
overcome (found whilst using quasi-static 
loading) 
Similar 
conclusion to 
[2] 
Mohajerani 
and Spelt 
(2011) 
Impact loading removed chips at 
significantly lower loads than quasi-static 
loading for a given indentation distance; 
attributable to horizontal displacement of 
indenter 
No equivalent 
analysis 
Mohajerani 
and Spelt 
(2010) 
Failure of 
edges 
Dependent upon the ability of the indenter 
to displace horizontally at contact, the 
indenter material and the indentation 
distance 
No equivalent 
analysis 
Chai (2011) Chip dimensions 
Independent of indenter material or 
bluntness (geometry) 
In agreement 
with [4] 
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Table 8. Similarities and dissimilarities between the results of controlled experiments and edge chipping 
analyses conducted with a sharp indenter. 
Type of 
indenter Author Parameter Result or relationship from edge chipping 
Archaeological 
equivalent? 
S 
 h
  a
  r
  p
 
Chai (2017) 
Chip 
morphology 
The chip aspect ratio (width divided by 
length) depends on the wedge angle (angle 
between two free outer wall surfaces of a 
specimen) 
Small wedge angle and negative θ (where 
θ is equal to 90° - EPA) and φ (effectively 
angle of blow) lead to thin, slender flakes 
No equivalent 
study of 
wedge angle, 
but does have 
implications 
for core 
surface 
morphology. 
With regards 
to θ (i.e. EPA), 
this agrees 
with [1], [2], 
[5], [6], [7] 
Chai and 
Lawn (2007) 
Suggest chip morphology displays a 
geometrical similarity, independent of 
sample material (using a Vickers pyramid 
indenter) 
Basic predictive equations for chip 
dimensions:  
Length: C ≈ 5h  
Width: D ≈ 8h  
Chip volume V ≈ πCDh/6 ≈ 21h3 
No 
equivalency, 
as only glass 
has been used 
in  
archaeological 
experiments 
Chai and 
Ravichandran 
(2007) 
Strongly affected by two angles (φ and θ), 
where φ is effectively the angle of blow 
and θ is effectively equal to (90° - EPA) 
[This is using a line-wedge, simulating 
plane-strain chipping] 
In agreement 
with [6], [7] 
Chai (2017) Crack propagation 
For larger indentation distances, chip 
morphology and force obtained with a 
blunt indenter (see Chai 2011) tend to 
converge to the results obtained with a 
sharp indenter, where median cracks 
dominate 
No equivalent 
analysis 
Chai and 
Ravichandran 
(2007) 
Chipping 
load 
Based on a FEA analysis: 
Found to be relatively insensitive to the 
loading direction (i.e. the angle of blow), 
but varying |θ| beyond approximately 30° 
causes the chipping force to increase 
dramatically (i.e. making the EPA an acute 
angle) 
Agree with [6] 
with regards 
to chipping 
load being 
unaffected by 
angle of blow 
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The analysis offered in Tables 7 & 8 suggest that despite existing separately, controlled 
experiments and edge chipping experiments have tended to identify similar relationships with 
regards to the production of flakes. 
Complications arise in directly comparing results, as often the objective of the analyses is different 
(e.g. the investigations of flake mass and flake termination is not of concern in edge chipping 
analysis, nor are parameters such as bulb volume or thickness recorded) and bar the work of Chai 
(2017), the products of edge chipping experiments typically have little resemblance to 
archaeological flakes. Additionally, researchers studying edge chipping generally do not analyse 
the chips (the equivalent of flakes) that are produced from chipping, rather they only study the 
scar remaining on the original substrate specimen.  
Whilst this need not be a significant issue as the parameters responsible for the variation of flake 
morphology can still be investigated, the results of edge chipping and archaeological controlled 
are not identical. This may indicate that an unknown product of certain parameters is potentially 
varying the observed crack propagation and termination mechanisms between each analysis 
method. For example, from the available results in edge chipping studies it appears that chips 
produced by Chai (2011; 2017) and Mohajerani and Spelt (2011) are typically no greater in length 
than 10 mm, whilst the results of Dibble and Rezek (2009) and Rezek et al. (2011) indicate the 
experimental flakes produced are typically of lengths around 10 cm or greater. It is not fully 
understood what causes this difference to exist, although one notable difference identified was 
the force required to produce a chip (the chipping load). Of the three known controlled 
experiments that have employed a loading machine that uses a pneumatic cylinder with a load 
cell, only one (Dibble and Rezek (2009)) reported any values regarding the force applied to 
produce a flake. These values of force were reported with units of lbs (pounds), as opposed to lbf 
(pound-force). Assuming this was merely a typographical error, it is odd that Dibble and Rezek 
(2009) found the peak load required to detach a flake was 451.2 ‘lbs’ (or, if we assume units of 
lbf, 2007 N). This is 3 times greater than the largest load reported by Mohajerani and Spelt (2010) 
(where the chipping load varied between approximately 100 and 650 N at an indentation distance 
between approximately -0.1 mm to 0.63 mm (Mohajerani and Spelt (2010:1079))). This is despite 
each study applying a quasi-static load, and also using an indenter made of steel. Dibble and Rezek 
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(2009) and later authors using the same pneumatic cylinder loading device (i.e. Magnani et al. 
2014 and Rezek et al. 2011) do not specify the details of machine (such as brand, model etc.) they 
use to produce flakes, so whether this difference is due to experimental apparatus cannot be 
confirmed. To add further confusion, the spherical indentation experiments of Chai (2011:89) also 
resulted in chipping loads greater than 4000 N for indentation distances greater than 3 mm, as 
well as chipping loads at less than 3000 N at an indentation distance of 2 mm. These values of 
force greatly exceed those reported by Mohajerani and Spelt (2010). However, it is suspected 
that the main reason for this difference is the different indentation distance used in each 
experiment. Chipping load tends to increase with indentation distance (Chai 2011; Mohajerani 
and Spelt 2010). Finally, the discrepancy in length observed between edge chipping ‘chips’ and 
controlled experiment ‘flakes’ may also be explained if the different experiments used different 
sized glass cores (it is assumed that archaeological controlled experiments use larger cores given 
the larger flake length). 
Considering the analysis of edge chipping with regard to producing flakes, another important 
variable is that of loading. Some authors have used quasi-static loading in edge chipping 
experiments, which is assumed to be a reasonable substitute for low velocity impacts (e.g. Chai 
2011). Indeed, the loading rate used in such experiments (such as with a crosshead speed of 0.05 
mm/min by Chai (2011), to produce chipping within 2 to 3 minutes) is not found to affect the 
mode of initiation of a flake (Cotterell and Kamminga 1987; Mohajerani and Spelt 2011). 
However, Mohajerani and Spelt (2011) have shown that different chipping behaviour occurs 
under free impact as compared to quasi-static loading. This includes the horizontal displacement 
of a spherical ball (leading to a lower force required to produce chipping) and the existence of a 
minimum chipping force to produce a chip. Given recent controlled experiments (i.e. Rezek et al. 
(2011)) also mechanically produce flakes through quasi-static loading, their results will also not 
display the effect of horizontal loading. This issue of loading also extends to how force is applied 
to the specimen – the angle of blow. The lack of analysis with regards to variation of this angle 
has been noted by Chai (2011; 2017), but there has not been any thorough investigation of how 
varying the angle of blow affects chipping or chip morphology in relation to blunt indentation 
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(although Chai and Ravichandran (2007) using a FEM model investigated how crack profiles vary 
when the indentation angle of a line wedge is varied).  
Given the focus on replicating percussive flaking, it is desirable to model the impact that occurs 
during such a flaking event. Part of the reason why edge chipping experiments have not studied 
impact loading in detail is due to the fact that blunt indentation studies as a whole are limited. To 
address this lack of knowledge regarding the mechanics of fracture and flake production with 
regards to blunt indentation, it is proposed to use numerical simulation. Numerical simulation 
avoids the need for complex fracture mechanics analyses, and if extended to three-dimensional 
models it would allow for an investigation of varied and complex geometries, such as stone cores, 
animal (including human) teeth or cutting tools. From archaeology, it is of interest to improve our 
understanding of why flake morphology is so variable. Numerical simulations would permit this 
variability to be studied in greater detail,  as they would allow a diverse range of experiments to 
be conducted (particularly with regards to varying both indenter and core geometries). Such a 
simulation would also be of benefit to engineering studies of edge chipping. However, numerically 
simulating this problem however is not simple, and is hampered by the fact that simulating crack 
initiation and propagation is still an ongoing field of research.  
 
4.4 Numerical simulation 
 
Developing a closed form analytical solution that describes the stress and strains within a body 
experiencing blunt indentation would improve our understanding of chipping due to blunt 
indentation. Chai (2011) has determined approximate relations based on experimental data, but 
these relations may breakdown when considering more complex geometries. Therefore, 
numerical simulations offer a way of estimating such brittle fracture, and the associated stresses 
and strains, and also enable complex geometries to be studied. This reemphasizes the focus of 
this research, to develop a simulation capable of modelling both crack initiation and propagation, 
so as to replicate the production of a flake. This is difficult as cracks represent discontinuities in 
the traditional simulation technique, the finite element method (FEM). Traditional finite element 
analysis requires smooth solutions of polynomials (shape functions) to achieve convergence. But, 
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because cracks are discontinuities, a smooth polynomial cannot describe them. A number of 
methods have been developed that overcome this issue and other issues inherent to FEM (such 
as the requirement to re-mesh the area in front of a crack tip in order to enable crack motion), 
which are considered below.  
A large range of techniques can be used to more efficiently model discontinuities such as cracks, 
and this includes the extended finite element method (XFEM), the Phantom Node Method (PNM) 
– which can be combined with cohesive zone modelling (CZM), meshfree (also known as 
meshless) methods such as Smoothed Particle Hydrodynamics (SPH), non-continuum based 
methods such as the discrete element method (DEM), and the more recent non-local continuum 
technique of Peridynamics (PD). The application of such techniques in this study however is 
complicated, as these techniques are not widely available in commercial software packages. As 
such, choice of simulation technique needed to address its availability, user friendliness, and the 
model requirements. Therefore the choice of simulation techniques was limited to what was 
available within the ANSYS software package (including LS-DYNA), which is licensed by the 
University of Queensland. Another important requirement of the chosen technique was its ability 
to model a Hertzian cone crack (HCC), an important feature of a conchoidal flake. Based upon 
these criteria, an evaluation of the available methods is presented in Table 9. 
Although Smoothed Particle Hydrodynamics (SPH) has been used to study fracture (e.g. Douillet-
Grellier et al. 2016; Mandell and Wingate 1996; Sticko 2013), often in association with rock 
fracture, evidence for its ability to simulate Hertzian cone cracks has not been found. Therefore, 
greater consideration was given to XFEM, DEM and PD. Expanding upon the initial description in 
Table 9, a basic comparison of the different requirements required to use these three simulation 
techniques is given in Table 10. A thorough discussion of the method and methodological issues 
of each technique was beyond the scope of this project.  
Whilst the steps in Table 10 are not exhaustive, they do indicate the complexity of techniques 
such as the XFEM and DEM, particularly relative to the requirements of peridynamics. What is 
also evident from Table 10 is that neither the DEM or PD methods require a pre-crack, as opposed 
to XFEM. This is of interest in the problem of simulating flake production, as knapping does not 
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involve implementing a pre-crack in a core. Cracks instead initiate from flaws on the surface of a 
core, either pre-existing within the material (micron-scale) or introduced by the indenter (Lawn 
and Wilshaw 1975). The pre-cracks used with material specimens to analyse fracture toughness 
by tests such as three-point bending are unrealistic in the scenario of knapping. This lack of a pre-
crack implies that traditional methods of assessing cracks using linear elastic fracture mechanics 
and stress intensity factors are not appropriate in this context. 
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Table 9. Comparison of numerical simulation methods available through the ANSYS product suite. 
Technique Availability Brief description of method Model HCC? 
XFEM 
ANSYS 
and 
LS-DYNA 
By enriching the approximation surface (i.e. enriching the shape 
functions) of traditional FEM, it is possible to account for 
discontinuities (e.g. cracks, or features that have non-smooth 
solution properties) independently of the mesh (Fries and 
Belytschko 2010::259). With this method, the issue of re-
meshing (updating and modifying the mesh as the crack grows) 
is avoided, and the crack grows if propagation criteria are met 
(Khoei 2014::285-286). 
Yes 
SPH LS-DYNA 
Rather than use a grid based mesh, the state of a system is 
described by a set of particles, which have defined material 
properties and are free to interact with all of the particles 
surrounding them within the range of a weight function. SPH is 
a Lagrangian particle method, and can simulate moving 
boundaries, so can handle large deformations easily whilst 
conserving mass, and most often is used to model fluid flow (Liu 
and Liu 2010::26-27). 
Unknown 
DEM LS-DYNA 
As opposed to continuum methods, DEM treats material as an 
assemblage of distinct particles which are able to interact with 
each other, whilst their motion is dictated by Newton’s second 
law, contact laws and other fundamental laws (Hedjazi et al. 
2012; Soni et al. 2012). It can be used to model dense materials 
(though is usually used to simulate granular volumes) by 
applying bonding between particles, which allows particles to 
represent a set of micro-properties (rather than being distinct 
physical entities) (Hedjazi et al. 2012), and can model crack 
propagation and branching by applying microscopic failure 
criterion for the bonds between particles (André et al. 2013). 
Yes 
PD LS-DYNA 
PD is an alternate formulation of continuum mechanics, 
developed to model discontinuities. Rather than solve spatial 
derivatives of the displacement field, it relies on the integration 
of forces acting on a material, and such integrals remain valid 
despite the presence of discontinuities (Silling and Askari 2004). 
Material points interact with all other particles over a finite, 
defined distance (a ‘horizon’), and damage is introduced into a 
model if the bonds between particles within the horizon exceed 
a critical elongation (Ha and Bobaru 2010::232). Fracture 
phenomena (initiation, growth, arrest) occur autonomously as a 
natural outgrowth of the equation of motion, meaning 
additional kinetic relations to control such phenomena are not 
required (Silling and Askari 2004:4).  
Yes 
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Table 10. Generalised outline of requirements needed for XFEM, DEM and PD simulations. 
Technique Model requirements and inputs 
XFEM 
- Create model, define elements used 
- Define enrichment region associated with crack propagation and material behaviour 
around initial crack 
- Input an initial crack 
- Define crack growth criterion and direction of crack propagation 
- Define how material is treated once deformation has become critical 
- Evaluate crack growth criterion (a damage criterion) to determine distance at which 
stress ahead of crack tip is evaluated and when a crack should branch 
DEM 
- Define number of discrete elements 
- Define time scheme and appropriate step size 
- Define the behaviour of the discrete particles, and how the particles are bonded with 
one another 
- Define the microscopic parameters of the bonds (geometrical parameters, and, if 
modelling an elastic material, properties such as Young’s modulus and Poisson’s ratio) 
- Ensure discrete domain satisfies general mechanical laws (when pairing DEM with 
continuous models, where the continuous model simulates the structure where no 
cracking occurs) 
- Define a (microscopic) fracture criterion, that specifies bond failure 
- Calibration of parameters 
PD 
- Define the density, Poisson’s ratio, Young’s modulus (or bulk modulus in some 
instances) and the fracture energy (which is held constant for some problems (Ha and 
Bobaru 2010) of the material model 
- Define the horizon 
- Define the grid spacing for the particles 
- Define the critical stretch for bond failure  
 
Given the comparatively simpler requirements of peridynamics, and that it is designed to model 
discontinuities such as cracks (and autonomously generates fracture phenomena including 
initiation, growth (including branching) and arrest (Silling and Askari 2004:4)), this method was 
particularly appealing. Agwai et al. (2011) performed an evaluation of the capability of 
peridynamics relative to XFEM and CZM simulations by using each technique to model three 
experiments from the literature: (i) crack growth in a pre-notched glass sheet, (ii) fast crack 
growth in PMMA, and (iii) dynamic crack growth past a stiff inclusion. For both (i) and (ii), 
peridynamics was able to capture crack branching behaviour that XFEM (including a more recent 
XFEM-cracking node theory) and CZM failed to predict, and in (iii) peridynamics was also able to 
simulate two different matrix-glass interfacial strengths with different crack growth behaviours, 
reflecting experimental observations. The predicted crack speeds of all methods were in general 
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agreement, although all of the predicted speeds differed from the experimentally measured crack 
speed (although this may be as the load was applied differently in the experiment compared to 
the simulations) (Agwai et al. 2011). Given the ability of peridynamics, it was then fortunate that 
during 2017 peridynamics was implemented into LS-DYNA, a software package available as part 
of the ANSYS software suite. This prompted the decision to simulate knapping with peridynamics 
in LS-DYNA. 
The ability of the peridynamic theory (initially proposed by Silling (2000)) to model fracture is still 
being evaluated and the theory is still being developed. But, within the past seven years 
peridynamics has been successfully used to simulate material fracture in high-velocity impact 
(Littlewood 2010); dynamic brittle fracture (including crack branching, crack-path instability, 
crack path asymmetries, successive branching and secondary cracking perpendicular to existing 
crack surfaces) (Ha and Bobaru 2011); the fracture of nuclear fuel pellets (Mella and Wenman 
2015); intergranular material strength degradation in stress-corrosion cracking of a AISI 4340 
steel plate (De Meo et al. 2016); and, failure in composite laminates subject to explosive loading 
(Diyaroglu et al. 2016). The number of studies using peridynamics is continuing to increase, 
showing the popularity and ability of the method.   However, peridynamics is computationally 
expensive when compared to the more efficient FEM (Dias et al. 2017:164), but through coupling 
peridynamics with FEM it is possible to improve the computational cost of a simulation (Dias et 
al. 2017:166). In this regard, the version of peridynamics implemented into LS-DYNA has been 
coupled with the Discontinuous Galerkin (DG) finite element approach (Ren et al. 2016). 
Previous studies that have attempted to numerically simulate edge chipping (e.g. Batanova et al. 
(2014); Mostafavi et al. (2010)) or general surface indentation (e.g. Jebahi et al. 2013) have 
typically used sharp indenters (such as conical tipped indenters, or Vickers indenters). Some 
studies have simulated blunt indentation, but these studies employed the discrete element 
method (DEM), and were not focusing on edge chipping. For example, Zhang et al. (2011) 
analysed spherical indentation in a simulated granite material using the commercial code PFC3D, 
André et al. (2013) simulated the indentation of silica glass, and Gao and Zang (2014) simulated 
the impact of a laminated glass beam. That said, the author is unaware of any studies that have 
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attempted to simulate edge chipping due to blunt indentation, nor of any attempt at using 
peridynamics to model this phenomenon. 
 
4.5 Verification  
 
It is important to verify the results of a numerical simulation in order to demonstrate the results 
obtained accurately portray actual behaviour. As such, for the simulations conducted in this 
project comparisons were made between the simulation results, images of flakes produced by 
controlled experiments, and with photographs of hand knapped flakes. Images of flakes produced 
in controlled experiments have been published by Pelcin (1997b); (1997c) Dibble and Rezek 
(2009) and Rezek, et al. (2011). The images published by these authors typically portray the dorsal 
and ventral surfaces of the experimental flakes. The dorsal surface of a flake comprises the 
original exterior surface of a core, whilst the ventral surface is the inwards-facing surface of the 
flake. A view of a flake ventral surface is shown below in Figure 14 and is also defined in Figure 5. 
It was more useful however to verify the simulation results by considering the side profile of the 
simulated flakes (as per Figures 4 and 5 in Section 4.1, and image (c) of Figure 14 below). This is 
because this view contains features unique to conchoidal fracture, such as the bulb of percussion 
(equivalent to a partial Hertzian cone crack). Therefore, photographs were taken by the author of 
experimentally hand-knapped flakes that are part of the University of Queensland Archaeology 
department’s teaching collection. A selection of these photographs is shown in Figure 14.  
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Figure 14. Three images of experimentally knapped flakes. Image (a) is a side view of an obsidian flake 
with a very diffuse bulb of percussion and an overshot termination. Image (b) is of the ventral surface of a 
flint flake, with a feather termination; compression waves are observable near the bottom of the flake, 
and an erraillure scar (a type of spall that is sometimes observed in knapping, and removes part of the 
bulb of percussion) is observable near the platform. Image (c) is also a side view of a flint flake with a 
pronounced bulb of percussion and a feather termination. All images present the flake platform at the 
top of the image, and the distal end of the flake at the bottom of the image. 
 
4.6 Relevance in other fields of research 
 
It was of interest to investigate whether a numerical simulation of conchoidal fracture would have 
applicability outside of the fields of edge chipping and flintknapping. A brief survey of the 
literature has shown that the concept of edge chipping in brittle materials, where applying a load 
through an indenter near a free surface to cause fracture, has been studied elsewhere. This 
includes: tooth chipping in hominin teeth, which allows estimates of biting force and therefore 
inferences regarding diet to be made (Constantino et al. 2010); the wear of the edges of mining 
tools (such as drill-bit inserts) that operate in rock drilling (where tool wear is dominated by brittle 
fracture processes (i.e. micro-scale edge chipping), which can lead to larger meso-scale chips 
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forming) (Scieszka 2001); the use of hybrid machining techniques such as rotary ultrasonic 
machining, which can cause an output edge of a drilled hole to experience brittle edge chipping, 
leading to unacceptable damage to the workpiece (Nad et al. 2016); and, studying whether the 
fracture resistance of ceramics (FR) can be determined through edge chipping (as this enables 
values of the critical stress intensity factor (i.e., fracture toughness, or KIC) to be determined as FR 
and KIC are linearly related (Gogotsi 2014)).  
Of the aforementioned industries (dentistry, tool wear, manufacture, and determining material 
properties), the use of a peridynamics model to simulate edge chipping appears most relevant to 
dentistry. Quinn (2015) for example, has identified that the existing analysis methods in assessing 
dental material properties are flawed. As such, Quinn (2015) attempts to promote the edge 
chipping test as a valuable analysis method. This is of interest, as clinical longevity studies have 
identified chipping as the leading cause of restoration failure, and a chipped tooth often needs to 
be wholly replaced (Quinn 2015:2). The use of a numerical simulation of edge chipping in this field 
would allow for different materials, such as normal tooth enamel, or restorative materials such 
as zirconia or veneers to be tested under applied loads. It would also allow for complex 
geometries (i.e. tooth geometries, such as shown in Figure 15) to be more easily modelled, which 
would help to assess the chipping that occurs in teeth, in vivo. Simulating the chipping process 
would avoid the costs associated with purchasing commercial edge chipping machines, and the 
cost and time required to prepare and test samples, plus allow for an assessment of the effect of 
different indenters (e.g. sharp versus blunt).  
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Figure 15. Reproduced from Quinn (2015:21), the image illustrates the use of actual replica teeth (with no 
flats however) to conduct a more realistic edge chipping test. The indenter pictured is a 5 mm alumina 
ball indenter. It is hypothesised that such a test could be accomplished using a numerical simulation, 
where a single impact event could be simulated, and computer models of teeth could be implemented so 
as to produce realistic results. 
 
Numerically simulating the brittle fracture of material edges is believed to also be of interest to 
the mining and mineral processing industries. Despite continued developments to produce 
materials with greater hardness and other suitable properties, materials used in pulverizing mills, 
ceramic liner chutes, and ball mills still suffer from processes of wear. This wear can be promoted 
through different mechanisms, such as abrasion, corrosion, or impact. Gates et al. (2017) have 
been developing a new laboratory test named the ‘ball mill edge chipping test’ (or BMECT) at the 
University of Queensland to study the relative fracture resistance in wear-resistant alloys. This 
test gathers quantitative data regarding meso-scale brittle fracture of specimen edges due to 
repeated impact (see Figure 16). A numerical model capable of simulating the effect of repeated 
impact was not within the scope of this project, and as such the simulation developed in this 
project may not greatly assist current BMECT or other analyses. However, the peridynamic 
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method is capable of calculating cumulative damage, and would therefore potentially offer a 
method of simulating cumulative damage resulting from repeated loading. This would overcome 
the drawback of current laboratory tests which typically only model single-impact events (Sare et 
al. 1993).  
 
 
 
 
 
 
 
 
 
Figure 16. Reproduced from Gates, et al. (2017:8). The image is of a block specimen after it has been 
subjected to the ball mill edge chipping test. It is evident the formally sharp edges of the block have been 
damaged due to impact near their edge. Rounding of edges is implemented in order to attempt to avoid 
such behaviour, but brittle fracture of rounded edges can still occur, and once it does it leads to the 
formation of new sharp edges which are more susceptible to chipping (Gates, et al. 2017). 
 
4.7 Glass as a material model 
 
As introduced in the scope of this project, simulations of flintknapping were intended to involve 
modelling soda-lime glass cores. This reflects the use of glass in past controlled experiments as 
core specimens and also serves as a method of simplifying the simulation, as modelling lithic 
materials numerically is not straightforward. The decision to model glass is discussed below.  
 
4.7.1 Glass and obsidian 
 
As introduced in Section 4.4.1, previous controlled experiments conducted by archaeologists have 
made use of soda-lime glass to create cores for flaking experiments. The use of glass in these 
experiments (as well as in edge chipping experiments) can be explained by three reasons: plate 
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glass is relatively inexpensive to obtain; its transparency allows fracture features (such as partial 
Hertzian cone cracks) to be observed; and it is assumed to be similar to obsidian, a raw material 
utilised by prehistoric knappers. This third point is a common assumption in archaeology, 
although it is supported by only a small number of studies of the mechanical properties of 
obsidian. From these studies, it is apparent that whilst similar, distinctions do exist between the 
mechanical properties (such as density, hardness and fracture toughness) of obsidian with 
artificial glasses (Ericson et al. 1975; Husien 2010). However, as widely-available and simple 
material models for obsidian (nor cryptocrystalline materials such as flint) have been developed, 
for this project it is deemed appropriate to model fracture using soda-lime glass. The benefit of 
this approach is that the material properties of soda-lime glass have been published widely. 
 
4.7.2 Glass fracture 
 
Fracture mechanics guides the analysis of brittle fracture, identifying that the strength of a 
material depends on the presence of cracks. Indeed, the small, pre-existing flaws that reside on 
the surface of glass act as stress concentrators and the size and location of such flaws in relation 
to an applied load will determine where crack initiation occurs. Whilst possible to analyse the 
fracture of glass using the concept of linear elastic fracture mechanics (LEFM), this requires 
knowledge of the shape and size of a crack. The surface of glass specimens contains numerous 
cracks, and different cracking mechanisms can combine following initiation and varying load-
cycles, hence making the use of LEFM difficult (Sun and Khaleel 2004). Numerical simulations offer 
another way of studying glass fracture, as is the case for this project. A shortcoming of this project 
is that the surface flaws inherent to glass are not modelled, and it is assumed that the mechanical 
properties of soda-lime glass are constant. This is despite the fact that the mechanical response 
of even a single glass specimen is variable and not repeatable (Wereszczak et al. 2014)). By 
simplifying the response of glass under indentation means the cases considered below are ‘ideal’ 
in the sense that such behaviour may not be reproduceable in real life. These simulations do 
however assist in identifying general relationships between input variables and measurable 
quantities such as flake length and platform depth. 
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Another aspect of glass fracture of relevance to both the study of indentation cracking and this 
project is related to the type of crack that forms upon indentation. Hertzian cone cracks and 
median cracks have been mentioned previously, but there are at least five common crack 
morphologies, as per Figure 17. It has been shown that cone and median cracks are of particular 
interest for flint knapping applications. However, whether due to a poor overall crack resolution 
(discussed in Section 7.1.3) or the inadvertent result of a particular combination of simulation 
parameters, some features of the below crack morphologies (such as those belonging to radial or 
half-penny cracks) were occasionally observed in the peridynamics simulations (see Section 9). 
How these crack morphologies form and combine is believed to still be unknown (although 
generally they tend to result from different hammer shapes), but it may be of interest for future 
research to investigate whether additional crack morphologies are observable in archaeological 
flakes. 
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Figure 17. Five idealized major crack types resulting from indentation contact with a brittle material 
(adapted from Cook and Pharr 1990). 
Figure caption as per Cook and Pharr 1990: 
“Isometric sections of idealized crack morphologies observed at indentation contacts: (A) cone crack and 
associated nucleating ring crack, (B) radial cracks and associated contact impression and plastic 
deformation zone (Vickers indentor), (C) median cracks (The full circle indicates the extent just after 
initiation, and the truncated circle the possible extent on continued loading.), (D) half-penny cracks, and 
(E) lateral crack.” 
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5. Simulation technique 
 
To provide a theoretical background for the following discussion of both the simulation settings 
and results, a short overview of the peridynamic theory is presented below. This overview 
describes the bond-based version of peridynamics, which has been implemented into LS-DYNA. 
 
5.1 Peridynamic theory 
 
One of the key work packages that was to be achieved this semester was the selection of an 
appropriate numerical simulation technique. As discussed in Section 4.4, peridynamics was 
viewed as being the most suitable numerical technique to model flake production, as it requires 
the fewest inputs and can generate crack phenomena including initiation autonomously. To 
provide further information on the theory underlying this numerical method, a summary based 
off of Silling and Askari (2004) is presented below.  
 
Peridynamics is based upon classical continuum mechanics, in which the equation of motion is 
presented as: 
𝜌𝜌𝐚𝐚 =  ∇ ∙ 𝐓𝐓 +  ρ𝐁𝐁 
Where, 𝜌𝜌 is the mass density, 𝐚𝐚 is the parcel (very small part of a material) acceleration, ∇ is the 
vector of partial derivatives (the gradient), and 𝐁𝐁 is the body force per unit mass (notation used 
as per Raymond (1999). The peridynamics equation of motion has a similar form, but is instead: 
𝜌𝜌?̈?𝐮 =  𝑳𝑳𝑢𝑢 + 𝐛𝐛 
Where, 𝜌𝜌 is the mass density, ?̈?𝐮 is the displacement vector field, 𝐛𝐛 is the body force density, and 
𝑳𝑳𝑢𝑢 is a functional of displacement (notation as per Silling and Askari 2004). Disregarding the 
change to Newton derivative notation, it is evident then that the above two equations are very 
similar, however one focuses on stresses and the other on displacements. Silling and Askari (2004) 
note that there are many different ways of defining 𝑳𝑳𝑢𝑢, and one example they give is: 
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𝑳𝑳𝑢𝑢(𝒙𝒙, 𝑎𝑎) =  �𝒇𝒇(𝒖𝒖(𝒙𝒙′, 𝑎𝑎) − 𝒖𝒖(𝑥𝑥, 𝑎𝑎),𝒙𝒙′ − 𝒙𝒙)𝑑𝑑𝑉𝑉𝒙𝒙′ 
𝑅𝑅
 
In this expression, 𝒇𝒇 is a vector-valued function, whilst 𝒙𝒙 is the point where acceleration is 
evaluated whilst 𝒙𝒙′ is a dummy variable of integration. There is a physical interaction between 𝒙𝒙 
and 𝒙𝒙′, which is termed a ‘bond’. To this relationship, it is then assumed that material particles 
which are greater than a set distance (termed δ) away from one another do not interact. This 
fixed distance δ is then defined as being the ‘horizon’ for the material. The above can be 
illustrated using Figure 18, which shows the region in 2D within which material points interact 
with each other. The function 𝒇𝒇 contains information about the material under question, and 
symbolises the interaction between 𝒙𝒙′ and 𝒙𝒙, where 𝒙𝒙′ exerts a force (per unit volume squared) 
upon 𝒙𝒙 due to the bond between the two points. The horizon distance can be correlated to a 
material-specific microstructure, or the horizon can be defined by the user for convenience if it is 
not possible to identify an effective length-scale for the specified material due to the specific 
loading and boundary conditions. 
Considering a scenario involving impact damage, for an isotropic material with a linear bond force 
model that permits large displacements, we have: 
𝒇𝒇(𝜼𝜼, 𝝃𝝃) = 𝑎𝑎𝑐𝑐𝒎𝒎,       |𝝃𝝃| ≤ 𝛿𝛿 
Where 𝜼𝜼 =  𝒖𝒖′ − 𝒖𝒖 represents the relative displacement and 𝝃𝝃 =  𝒙𝒙′ − 𝒙𝒙 represents the relative 
position in the reference configuration, 𝑎𝑎 is a constant (and can be shown to be a function of the 
material’s bulk modulus and horizon distance), 𝒎𝒎 is the current (deformed) direction of the bond, 
and 𝑐𝑐 is the current bond stretch. Both 𝒎𝒎 and 𝑐𝑐 can be represented in terms of 𝜼𝜼 and 𝝃𝝃.  
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Figure 18. Figure caption as per (Silling and Askari 2004::2): 
“Acceleration at 𝒙𝒙 is determined by summing the forces exerted on it by each point 𝒙𝒙′ within the horizon 
δ.” 
It is then possible to modify Equation (4) to introduce material failure into the theory. Material 
failure stems from the bonds between particles and is an irreversible damage (meaning that if a 
bond fails, it cannot recover, hence making the model history dependent). To Equation (4) a 
parameter 𝜇𝜇 is added, and it adopts a value of 1 if the bond between particles is intact. But if a 
bond becomes broken, the value of 𝜇𝜇 changes to 0. What determines the value of 𝜇𝜇 is the critical 
stretch for bond failure. This is represented below: 
𝒇𝒇(𝜼𝜼, 𝝃𝝃, 𝜇𝜇) = 𝑎𝑎𝜇𝜇𝑐𝑐𝒎𝒎,       |𝝃𝝃| ≤ 𝛿𝛿 
 
And the piecewise function: 
𝜇𝜇(𝑎𝑎, 𝜉𝜉) =  �10      𝑖𝑖𝑖𝑖 𝑐𝑐(𝑎𝑎′, 𝜉𝜉) ≤ 𝑐𝑐0  𝑖𝑖𝑓𝑓𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎′ ≤ 𝑎𝑎𝑓𝑓𝑎𝑎ℎ𝑒𝑒𝑘𝑘𝑒𝑒𝑖𝑖𝑐𝑐𝑒𝑒  
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From Equation (5) it is evident that the relative displacement and position of the particles is 
influenced by the bond between nearby particles, and if the bond between two particles breaks, 
then the two particles will no longer interact. The critical stretch for bond failure is represented 
by 𝑐𝑐0, and this constant value can be determined by calculating the sum of the work per unit 
surface area that is needed to separate a large body into two halves over a fracture plane. 
𝑐𝑐0 =  �5𝐺𝐺𝑘𝑘𝛿𝛿  
Equation (7) then shows that material failure (due to the elongation of bonds between particles 
exceeding a set limit) is dependent upon 𝐺𝐺, the fracture energy in a brittle solid (which is 
equivalent to the energy release rate as used in fracture mechanics (and which can be determined 
experimentally)), 𝑘𝑘 which is the bulk modulus of the material, and as before, 𝛿𝛿 which is the 
‘horizon’ distance, or the region over which a particle can interact with other particles (as 
opposed to interacting only with the adjacent neighbouring particle). Using this model to 
introduce damage at the bond level means that whether or not a crack is present, damage can be 
treated consistently throughout the material, and it naturally allows for features such as damage 
growth to develop. 
Additional modification to the theory can be implemented, such as using a non-constant critical 
stretch for bond failure, or enhancements of the description of material models to allow for non-
linear behaviour. For a more in-depth presentation and discussion of the theory, refer to Silling 
(2000), and Silling and Askari (2004, 2005). Ha and Bobaru (2010) also present a good background 
to the theory.   
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6. Software 
 
This section provides a brief introduction to LS-DYNA, the simulation program used in this 
research project. Some comments are made regarding how peridynamics has been 
implemented into LS-DYNA, and some of these points are discussed in more detail in Section 7. 
 
6.1 LS-DYNA 
 
As outlined in Section 4.4, after a review of the current numerical techniques for simulating brittle 
fracture it was apparent that peridynamics seemed suitable for this task. In order to utilise the 
peridynamic technique it was necessary to then find a suitable simulation software. Three 
different software packages that had already been imbedded with peridynamics were found: 
Peridigm, Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS), and LS-DYNA. 
Both Peridigm and LAMMPS are open source codes written in C++. Given the lack of experience 
in using C++ and that the installation of Peridigm and LAMMPS is not straightforward, using LS-
DYNA was appealing. That LS-DYNA is often included with the ANSYS product suite also meant 
the software would be accessible through the University of Queensland computer system (and a 
license to use the software would already be accessible).  
As such, this research project utilised LS-DYNA, a general purpose finite element program. The 
software was originally developed for nonlinear, transient dynamic finite element analysis, but 
also supports other numerical techniques such as smoothed particle hydrodynamics (SPH) and 
the discrete element method (DEM). LS-DYNA is often used to model automotive crashes and 
airbag inflation, but is also used to model explosions, manufacturing processes, fluid flow, and 
fire effects upon structures.  
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6.1.1 Peridynamics in LS-DYNA 
 
Researchers have implemented peridynamic theory into LS-DYNA since at least 2015 (see 
Kahraman et al. (2015) who studied crack propagation in composite lamina), but the theory was 
only made available in the commercial version of LS-DYNA since 2017. Currently, the bond-based 
version of the peridynamics theory has been made available in LS-DYNA (the more advanced 
state-based version of the theory having is not yet available), and it takes advantage of the ability 
of the FEM method to handle boundary condition enforcement, contact and non-uniform meshes 
by being coupled with the Discontinuous Galerkin finite element approach (Ren and Wu 2017; 
Ren et al. 2016). The Discontinuous Galerkin method is based upon FEM shape functions, but 
utilises a piecewise continuous field (as opposed to a continuous approximation field) (Ren et al. 
2016). This allows boundary conditions to be applied as per the standard FEM. 
 
6.1.2. Limitations of peridynamics in LS-DYNA 
 
The implementation of peridynamics in LS-DYNA is still in its infancy. Therefore, although some 
issues were encountered in its use and not all features have been made available, these are 
expected to be resolved in the future. Based upon the simulations discussed below, two major 
limitations in the implementation of peridynamics into LS-DYNA have been identified and are as 
below. 
- Quadrilateral elements 
o ‘Crack resolution’ 
- Computational cost 
These issues are the subject of more in-depth discussion in Section 7.1.1.  
 
 
 
 
64 
 
 
7. Methodology 
 
To provide context to the simulations discussed in Section 8 & 9, the method involved in creating 
the peridynamic simulations in LS-DYNA is discussed below. This discussion also highlights the 
aspects of peridynamics which differ from the more traditional Finite Element Method (FEM). 
Some justification regarding the choice of particular inputs and settings is also discussed below. 
The section is concluded with a discussion regarding the attempt to verify the results of the 
peridynamic simulation. 
 
7.1 Building the LS-DYNA model 
 
To simulate the first stage of the flintknapping process, a number of inputs and settings needed 
to be controlled in order to result in the simulation running correctly. To begin with, the design 
of the model was made by considering the experimental methods used by earlier researchers in 
controlled experiments (as per Table 6 in Section 4.1). Four of these studies (Dibble and Whittaker 
(1981), Dibble and Pelcin (1995), and Pelcin (1997a, 1997c)) used an experimental set-up that 
involved dropping a ball bearing onto the edge of a piece of plate glass (see Figure 6 in Section 
4.1 for an illustration of this method). Given the simplicity of this experimental method, it was 
adapted into the LS-DYNA model.  
This resulted in the model configuration illustrated in Figure 19, which gives an example of the 
solid rectangular prism (representative of a glass block) and a solid sphere (representative of a 
ball bearing) as used in the simulations.  
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Figure 19. Screenshot of the typical model setup used in LS-DYNA to replicate a ball bearing striking the 
edge of a piece of plate glass. 
When discussing the results of the simulations, different plane views of the core (and flake) will 
be used, as they separately contain information regarding aspects such as flake length, platform 
size and the behaviour of the crack. These views are defined in Figure 20 below and will be used 
consistently for the rest of this report. 
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Figure 20. The three common views used when presenting the results of the simulations. 
 
7.1.1 Method 
 
Developing a numerical model that was similar to the experimental set-up utilised by Dibble and 
Whittaker (1981) and others offered two main advantages. Firstly, the experiment design (a ball-
bearing dropped onto plate glass) involved only two, geometrically simple bodies. This meant 
recreating the glass plate and indenter in LS-PrePost (the graphical user interface (GUI) that 
enables the pre- and post-processing of LS-DYNA simulations) was straightforward. Secondly, 
modelling the dynamic impact of a sphere with a plate is a relatively common explicit dynamics 
problem, so reference could be made to existing simulation files available online to guide the 
appropriate choice of simulation keywords. The main difference between these earlier impact 
problems and this flint knapping model however was that this project was not attempting to 
simulate the penetration of layers of glass by a high velocity object. Instead, contact between the 
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indenter and plate occurred near the edge of the plate with the intention of creating a partial 
Hertzian cone crack (a product of conchoidal fracture). 
An overview of the simulation model parameters is given below. 
7.1.1.1 LS-DYNA Keywords 
 
To create models in LS-DYNA, it is necessary to select and edit a number of ‘keywords’, through 
which aspects such as geometry material, motion, or constraints are assigned. The complete list 
of keywords utilised in producing the initial flint knapping simulation are listed in Appendix 11.2, 
whilst the main keywords used are briefly described below. 
*CONTACT 
 _AUTOMATIC_SURFACE_TO_SURFACE 
 
By defining which parts are to be involved in contact (and the location of the contact), LS-DYNA 
will then proceed to test for penetration of a slave node through a master segment at each time 
step. Generally contact in LS-DYNA is treated as penalty-based (an alternative being constraint-
based contact), which causes a resistive force (proportional to penetration depth) to be applied 
to resist and eliminate the penetration. The _AUTOMATIC_SURFACE_TO_SURFACE keyword is a 
two-way treatment of contact, where the penetration of both slave and master nodes are 
checked. As penetration is checked for twice, this is a costlier option (than a one-way treatment 
of contact), but this increased cost was not noticeable in the peridynamics simulations. Being 
automatic means contact is non-oriented, and so penetration can be detected from multiple sides 
(LSTC 2018). 
*SECTION 
 _SOLID_PERI 
 
The SECTION keyword allows the user to specify the type of element used in the model 
geometries, as well as control settings such as the integration rule. The SECTION_SOLID_PERI 
keyword is one of two new keywords added to LS-DYNA accompanying the implementation of 
the bond-based peridynamics into the software. The element formulation accompanying the 
peridynamics section is restricted only to a quadrilateral element. The most control a user has 
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over the peridynamic section currently is to specify the size of the peridynamic horizon (the radial 
distance between adjacent material particles, as per Section 5.1). This is presented as a ratio of 
the horizon over the characteristic length of the element.  
*MAT 
 _000-ELASTIC_PERI 
 _020-RIGID 
 
Two material models are used in the flint knapping model – one being for the soda-lime glass, 
and the other for the spherical indenter (in this simulation typically defined to be steel). The 000-
ELASTIC_PERI material model is the second new keyword accompanying the implementation of 
peridynamics into LS-DYNA. This keyword requires the user to define the material density, elastic 
modulus and fracture energy release rate. These inputs are used to generate the micro-modulus 
of each bond between particles (based upon the material elastic modulus and size of horizon), as 
well as the critical bond stretch (based upon the energy release rate and size of the horizon). The 
rigid material model (020-RIGID) is used for the spherical indenter and allows the spherical 
indenter to be defined as a rigid body (which is computationally efficient). The main inputs 
required are a material’s elastic modulus, density and Poisson’s ratio. Although in reality some 
deformation of a hammer would be expected during knapping, this type of contact is outside the 
scope of this project.  
 
7.1.1.2. Inputs 
 
The main inputs used to simulate this impact can be grouped into two groups, geometry and 
contact. Tables 11 and 12 present the inputs used for the simulation geometry and contact, 
respectively.  
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Table 11. Inputs used in simulation geometry. 
Parameter Value 
Material 
Soda-lime glass  
(000-ELASTIC_PERI) 
ρ = 2440 kg/m3 
E = 72 GPa 
Steel 
(020-RIGID) 
ρ = 8000 kg/m3 
E = 200 GPa 
v = 0.30 
Part 
geometry 
Glass plate (Solid 
Box) Dimensions 
x: 0.15 m 
y: 0.08 m 
z: 0.05 m 
Steel sphere 
(Solid Sphere) Radius 0.012 m 
 
Table 12. Inputs used in simulation contact. 
Parameter Value Notes 
Control 
Contact NSBCS = 2 SWRADF = 1.0 
Based upon recommended values used by 
example peridynamics simulations supplied by 
Livermore Software Technology Corp. (LSTC). 
NSBCS controls the number of cycles between 
contact searching 
SWRADF is the spot weld radius scale factor 
Termination 
Between 0.00015 
and 0.008 
seconds 
 
Timestep TSSFAC = 0.33 
Based upon recommended values used by 
example peridynamics simulations supplied by 
Livermore Software Technology Corp. (LSTC). 
TSSFAC is a scale factor for the computed 
timestep 
Velocity 4 m/s 
Approximate maximum impact speed based 
upon experiments conducted by Hoshino et al. 
(2014) when motion-capturing flint knapping. 
 
As introduced above, the implementation of peridynamics in LS-DYNA requires two additional 
keywords to be defined and each of these keywords requires additional inputs. These inputs 
primarily assist in defining the material model, and include the fracture energy (equivalent to the 
energy release rate, or strain energy release rate), Gt, and the peridynamic horizon, Dr. The values 
used for these parameters are listed below in Table 13. 
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Table 13. Input parameters for peridynamics-specific settings. 
Parameter Value Notes 
Fracture energy, Gt 8.0 
This value is specific to soda-lime glass, and is 
chosen based upon the example peridynamic 
simulations presented by Ren et al. (2016). 
Horizon distance, Dr 1.01 
Dr = 1.01 is the default setting for the 
peridynamic horizon distance. LS-DYNA 
recommends values between 0.8 - 1.2. A short 
discussion of the effect of this value upon the 
simulation results is presented in Section 7.1.3. 
 
7.1.2 Boundary conditions 
 
To define the boundary conditions of the simulation, the following keyword was utilised: 
*BOUNDARY 
 _SPC_SET 
 
The BOUNDARY_SPC_SET keyword allows for the degrees of freedom of (in this case) a set of 
nodes to be defined. Realistically simulating the boundary conditions of actual flint knapping is 
made difficult by the fact that a core or flake is typically held in the hand of the knapper, whilst 
supported by his/her leg. As impact occurs at varying angles, the grip and therefore constraint of 
the workpiece is never constant. Extending this to the idea of variable load cases, it is evident that 
no one consistent set of constraints can reflect the knapping process. To ensure this simulation 
could be performed, it was therefore necessary to simplify the boundary conditions. Initially, the 
base and vertical faces (bar the face where crack growth was expected to occur) of the glass plate 
model were fully constrained (no x, y, z translation nor Rx, Ry, Rz rotation allowed). This was then 
superseded by only constraining the vertical faces of the plate (again, bar the face where crack 
growth was expected). Reflecting upon the experimental method of Dibble and Whittaker (1981) 
(see Figure 6 in Section 4.1) where a vice was used to hold two of the side vertical faces the glass 
plate, it was thought that by copying this form of constraint more accurate comparisons between 
results could be made. Therefore, the knapping simulations utilised a simple boundary condition, 
where the side vertical faces of the glass were fully constrained. However, whilst keeping all other 
parameters constant and varying the boundary conditions, little to no qualitative effect upon 
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crack behaviour was observed. This is illustrated by Figure 21, where the simulations produced 
under the different boundary conditions are compared.  
The only difference noted between each boundary condition was the value and location of the 
maximum peridynamic damage predicted by LS-DYNA at the specified end time (1.5e-4 seconds). 
The peridynamic damage represents the ratio of damaged bond volume to the total bond volume 
(bonds referring to the physical interaction between the points which make up a material (as per 
Section 5.1)). This parameter will be discussed in more detail in Section 7.1.3 below. The 
maximum damage predicted for the three boundary conditions tested ranged between 0.888 and 
0.895 (meaning there was only a 0.8% difference in the maximum damage predicted across the 
three models). For images a) and b) of Figure 21 below, the maximum peridynamic damage occurs 
in the same location (approximately 7 mm below the centre of the sphere, 5 mm in from the free 
surface, and 7.5 mm to the right of the sphere centre). For image c) (where all three vertical faces 
and the bottom of the rectangular prism have been fully constrained), the maximum damage 
occurs at the same coordinates, but mirrored over the sphere’s axis of symmetry (as such, the 
maximum damage occurs below and to the left of the sphere). This is summarised in Table 14. 
 
Figure 21. Comparison of the effect of different boundary conditions upon crack growth (material 
properties and contact held constant). Image a) illustrates the effects of fully constraining (no translation 
nor rotation) only the two end vertical side faces of the glass volume (thereby simulating the grip of vice); 
image b) illustrates the effects of fully constraining three of the vertical side faces of the glass volume; 
image c) illustrates the effect of fully constraining (no translation nor rotation) the base and three sides of 
the glass volume. The damage resulting from the sphere impacting the block is shown (this will be 
discussed below). 
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Table 14. Predicted maximum peridynamic damage for each boundary condition. 
Boundary condition Maximum peridynamic damage Variance 
Location of max. plastic 
strain 
Two end vertical faces  
(Image a) of Figure 21) 0.888 - 
7 mm below the 
sphere, 5 mm from the 
free surface, 7.5 mm to 
the right of the sphere 
Three vertical faces  
(Image b) of Figure 21) 0.891 + 0.3% Same as above 
Three vertical faces and 
base 
(Image c) of Figure 21) 
0.895 + 0.8% 
7 mm below the 
sphere, 5 mm from the 
free surface, 7.5 mm to 
the left of the sphere 
  
Despite the difference in location of the maximum effective plastic strain (below, and either to 
the right or left of the sphere), the results in Table 14 suggest that for a normal loading scenario 
(hammer speed of 4 m/s) and with all other parameters kept constant (material properties, 
element size, indentation distance, location of impact), simple, fully constrained boundaries have 
little influence upon the simulation results. This is at least valid for the three cases tested above, 
but is predicted to also hold for other combinations of boundary conditions. 
 
7.1.3 Discussion of peridynamics model 
 
The following discussion explores in more detail some of the features and restrictions of the 
simulation in general, as well as those associated with the implementation of peridynamics in LS-
DYNA. Figure 22 below shows how the peridynamics simulation results are interpreted using 
typical archaeological terminology. The peridynamics damage represents the failure (breakage) 
of bonds between points, and the distribution of this damage is used to infer where cracks 
develop and their path of propagation.  
Shown in Figure 22 is the damage predicted in a glass core, as a result from a hammer impact. 
Here, and for all the following images of simulation results, damage is expressed on a scale of 
zero damage being represented by the colour blue, to red representing the highest level of 
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damage. Hence, the severity of damage within the peridynamic simulation models is graded on a 
scale from blue (zero damage), green, yellow, orange to red (highest damage).  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 22. Overview of the terminology used herein to describe the morphological features of simulated 
flakes. Annotations added to a simulated glass core that has experienced a hammer impact and is 
presenting signs of damage. 
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7.1.3.1 General  
 
Considering LS-DYNA more generally, two points involving the peridynamic simulations are 
identified which warrant discussion. These are the effect of element size upon the simulation 
result, and how contact is treated in LS-DYNA. These two concepts have implications for the 
understanding of simulation results, and the choice in element size for the simulation model has 
a particularly strong effect upon the accuracy of the results. 
 
7.1.3.1.1 Element size 
 
For the Finite Element Method (FEM) as well as the version of peridynamics implemented into LS-
DYNA, bodies are simplified into a number of smaller ‘bricks’ called elements. This enables 
numerical computations to be performed at each of these smaller elements, and the response at 
each of these smaller elements is combined to represent how the body as a whole may respond 
to (for example) an impact. If the number of elements in a body were continually increased 
towards infinity (which has the effect of decreasing the size of elements) eventually a near-perfect 
representation of a body would be obtained. By increasing the number of elements in a model, 
the accuracy of the simulated response will typically increase until it is comparable to what is 
observed in real life. However, an increased number of elements will mean more numerical 
computations must be completed, which will take longer for a computer to complete. Therefore 
a balance between simulation accuracy and computational cost should be found. 
To determine what number of elements would allow for an accurate representation of damage, 
whilst avoiding large simulation run times, six different peridynamic simulations were conducted. 
When building the core and hammer geometries, it is possible to specify the number of elements 
in each dimension (x, y and z). But, for simplicity the number of elements in each dimension for 
this test were kept constant. The results of this study are shown in Figure 23. For this batch of 
simulations, all input parameters were held constant. 
In general, it is evident that the resolution of the crack path increases with an associated increase 
in the number of elements. However, an anomalous result (as per image d) of Figure 23) was 
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encountered. Despite conducting this simulation a further two times, the same damage was 
predicted. Instead of predicting the expected partial Hertzian cone crack and median crack, the 
specified number of elements resulted in something similar to a lateral crack (as per Figure 17 of 
Section 4.7.2). Why this result occurred is not yet known, but it serves as a cautionary reminder 
for future simulations, in that the geometry mesh needs to be carefully constructed.   
It is evident from images e) and f) of Figure 23 that by specifying 47 or more elements in each 
dimension, a relatively accurate representation of the crack behaviour can be achieved. With this 
number of elements, features of the conchoidal fracture responsible for the creation of a flake 
become well defined. This includes a partial Hertzian cone crack (or equivalently, bulb of 
percussion), evident in both section and overhead views, as well as damage that resembles the 
ventral surface of a flake (for comparison, see image c) of Figure 14). However, achieving this 
increased crack resolution is computationally expensive. As per the plot in Figure 24 (which omits 
the simulation time for the anomalous result pictured in image d) of Figure 23), when specifying 
more than 30 elements in all dimensions the time required to complete the simulation increases 
exponentially. To avoid simulations that were too time consuming, the number of elements had 
to be varied, both in total and with regards to the different dimensions (x, y and z). For example, 
specifying a higher number of elements in the y-direction (as opposed to the x- and z-directions) 
allowed clearer representations of the internal conchoidal fracture to be observed at the expense 
of other detail. 
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Figure 23. Comparison of the effect of increasing the mesh density of the core upon resolution of crack 
behaviour (inferred from peridynamic damage). The images show the cross-section of the core, as well as 
half of the flake platform and dorsal surface. The variables Vx, Vy and Vz represent the user-specified 
number of elements within the core in the x, y and z directions. This means that for the simulation 
pictured in image c), the length (x = 13 cm), width (z = 5 cm) and height (y = 8 cm) of the core are each 
divided into 27 elements (although it is not required to specify an equal number of elements in all 
directions). 
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Figure 24. Plot showing the effect increasing the number of elements used to model the core (thereby 
increasing the mesh density) has upon the simulation time and predicted maximum peridynamic damage. 
Evidently, the computational cost of increasing the number of elements increases sharply after the 
number of elements (in this case, Vx = Vy = Vz) is greater than 30. However, by increasing the number of 
elements it appears that the peridynamic solution (in this case the predicted peridynamic damage) 
asymptotes to a value just above 0.9. The result evident in image d) of Figure 23 is omitted from the 
above plot. 
7.1.3.1.2 Contact stiffness 
 
A second discussion point relates to how LS-DYNA treats problems where two bodies are in 
contact with one another. In LS-DYNA, contact treatment is represented essentially by internal 
springs which link slave nodes with the nearest master segments. The force applied to the related 
slave and master nodes will be determined by the stiffness of these springs. The default LS-DYNA 
contact stiffness option (specified with the setting ‘SOFT = 0’) is a penalty-based approach. This 
means the internal spring stiffness is calculated using the contact segment size and the material 
properties of the contacting bodies. It is not recommended to use this setting when the two 
materials in contact are dissimilar (i.e., the material stiffness of the two bodies differs by an order 
of magnitude). This default contact stiffness is calculated with the following expression for 
segments on solid elements (LSTC 2018). 
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𝑘𝑘 =  𝑖𝑖𝑐𝑐 × 𝐴𝐴𝑘𝑘𝑒𝑒𝑎𝑎2  × 𝐾𝐾
𝑉𝑉𝑓𝑓𝑎𝑎𝑢𝑢𝑉𝑉𝑒𝑒
 
Where 𝑘𝑘 is the contact stiffness, 𝑖𝑖𝑐𝑐 is the product of a penalty scale factor and a slave/master 
penalty stiffness scale factor, 𝐴𝐴𝑘𝑘𝑒𝑒𝑎𝑎 refers to the area of the contact segment between two bodies, 
𝐾𝐾 is the bulk modulus of the contacted element, and 𝑉𝑉𝑓𝑓𝑎𝑎𝑢𝑢𝑉𝑉𝑒𝑒 refers to the element volume. 
An alternate, constraint-based approach can also be specified (by using the setting ‘SOFT = 1’). 
This method calculates the stiffness of the internal springs between two bodies using the nodal 
masses of the two contacting bodies and the global time step size. The internal springs between 
two contacting bodies do then not take into consideration the material properties. The SOFT = 1 
setting is recommended when modelling the contact of two dissimilar materials (LSTC 2018). 
Generally, the default contact setting was used for the simulations discussed below as the 
stiffness of glass (the core material, with elastic modulus of ≈72 GPa) and the hammer (copper or 
steel, with elastic moduli of ≈111 GPa and ≈200 GPa, respectively) were not considered 
significantly different. Nonetheless, a test of the two contact options (SOFT = 0 or 1) was 
conducted to ensure neither method resulted in significantly different results. The results of this 
are shown in Figure 25, where it is evident that whilst the predicted peridynamic damage using 
each contact stiffness setting varies, it is not significant.  
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Figure 25. Comparison of the effect of different contact stiffness options upon the peridynamic 
simulation. Both the maximum peridynamic damage and the distribution of this damage differs only 
slightly (by approximately 2% for the maximum damage) when considering the different methods of 
modelling the contact stiffness. 
 
7.1.3.2 Peridynamics 
 
Three topics pertinent to the peridynamic theory and of relevance in the simulations developed 
in this project are discussed below. This includes how peridynamics represents damage, the effect 
of the simulation horizon distance on modelling conchoidal fracture, and the value of fracture 
energy specified for the glass core.  
 
7.1.3.2.1 Damage 
 
As introduced above, damage in peridynamics considers the interaction of forces between 
material points, and the effect such forces have upon the physical bonds between neighbouring 
points. Whether the bonds between points break (failure being defined by whether the bonds 
exceed a critical length) is based upon the properties of the material being modelled. The 
peridynamic theory however, does not consider the stress in a material. This differs from the 
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traditional Finite Element Method (FEM), which considers the displacement of nodes in a model 
to subsequently calculate stress and strain within a model. Therefore, whilst it is possible to view 
stress and strain information in the LS-DYNA peridynamics implementation, these values are only 
an averaged, estimated value. Therefore, the main output of peridynamic simulations in LS-DYNA 
is the ratio of the damaged bond volume to the total bond volume. As this implementation of 
peridynamics in LS-DYNA is still in its infancy, this damage information is recorded to the 
‘Maximum Effective Plastic Strain’ output available in post-processing.  
In the following discussions of the conducted simulations, the distribution of the peridynamic 
damage is used to infer conchoidal fracture. Specifically, the damage is used to infer the shape 
and size of a crack. This is deemed appropriate, as the damage shown reflects the severity of 
damage in that element (with regards to the total number of damaged bonds). The peridynamic 
damage tracks where bonds have irreversibly failed; this process is comparable to the case of a 
body experiencing failure, where new crack surfaces are created due to continual loading. In such 
a problem fracture eventually occurs after the culmination of a number of new crack surfaces 
permit a crack to propagate. In the same vein, fracture in the peridynamics theory results from 
an accumulation of failed bonds. As such, tracking the failed bonds in a peridynamics simulation 
reveals where a crack would develop and propagate. 
As the current implementation of peridynamics in LS-DYNA only allows for a solid element to be 
used in peridynamic material models, this can cause some inaccuracies. This is because the 
damage experienced by a solid element is reported at its centre (as is the more traditional stress 
output). This causes what is evident in Figure 23 above, where elements are shaded a single 
uniform colour. When the number of elements used to model a glass core is relatively low, this 
then results in what is described as poor ‘crack resolution’. Referring back to Figure 23 again, it is 
evident that only by increasing the number of elements does the shape of the damage predicted 
by peridynamics more accurately reflect features such as the partial Hertzian cone crack. 
However, although increasing the number of elements can improve the crack resolution, because 
damage is represented uniformly over the volume of an element, accurately defining where a 
crack propagates is not possible. Because it is not possible to accurately trace a crack path, it is 
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also not possible to specify exactly where fracture occurs. This complicates any attempts at 
defining flake morphological attributes, such as flake length or platform width. 
 
7.1.3.2.2 Horizon distance 
 
An important aspect of the peridynamic theory is that of the horizon distance. This distance 
specifies the volume around a material point within which it will interact with its neighbouring 
material points. What effect the value of the peridynamic horizon distance (represented by δ in 
the discussion of the peridynamic theory, but expressed as Dr in LS-DYNA) had upon crack 
behaviour was investigated whilst building the LS-DYNA model. Currently, LS-DYNA recommends 
specifying the horizon distance between 0.8 and 1.2 (the default value being equal to 1.01). Three 
simulations were conducted using different horizon distances (0.8, 1.01 and 1.2), and the effect 
this setting had upon crack growth is shown in Figure 27. Images a), b) and c) in Figure 27 illustrate 
a section view through the core and hammer. 
 
 
 
 
 
 
 
 
Figure 26. Demonstrating the section view used consistently throughout this report when viewing the 
conchoidal fracture in the cross-section of the core. This section view enables observation of the flake 
ventral surface, and features such as the partial Hertzian cone crack. 
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Figure 27. Comparison of the crack behaviour in side-profile when varying the peridynamic horizon 
distance. All other parameters were kept constant. The section view is taken through the middle of the 
core and sphere, as per Figure 26 above. 
 
Evident from the cross sectional views presented in Figure 27, varying the horizon distance has 
several effects upon the flake morphology. A smaller horizon distance causes features such as the 
bulb of percussion to be accentuated (image a)) and a greater uniform area of high damage is 
evident. It may then be expected that by increasing the horizon distance the opposite effect 
would be observed, and morphological features would reduce in size. However such a simple 
linear relationship doesn’t appear to hold. Although the bulb of percussion and flake length is 
reduced in size when comparing image c) with image b), a higher rate of damage is predicted by 
the peridynamics simulation. This is illustrated by the greater area of high damage (orange to red 
elements) in image c) compared to image b); the higher level of surface damage to the flake 
platform between images c) and b); and, the fact that the maximum damage level of image c) was 
greater than predicted in image b) (the maximum peridynamic damage predicted being 0.924 and 
0.885 for image c) and image b), respectively).  
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It can be seen then that by increasing the horizon distance of the peridynamics material model 
(in this instance soda-lime glass), the damage that occurs within the core is contained within a 
smaller volume. Features such as the bulb of percussion (equivalently, the partial Hertzian cone 
crack) or the flake length are reduced in size. However, increasing the horizon distance does not 
cause the level of damage experienced in the core to reduce (shown by the fact that with a 
horizon distance of 1.01 (image b) of Figure 27) less damage is predicted relative to the other two 
tested horizon distances). 
This phenomenon has implications when attempting to simulate archaeological flakes. Although 
general morphological features can be reproduced by the peridynamics simulation, the accuracy 
of such simulations could be impacted by the choice of horizon distance. Increasing the horizon 
distance is equivalent to increasing the radius of the sphere of interaction between a given point 
and its neighbouring point. This suggests a greater horizon distance would result in more 
interaction (the exertion of short-range force upon the bonds between points) between adjacent 
points. Again, theoretically this could cause more bonds between points to break. Yet, as per 
Figure 27, damage appears to become more restricted when increasing the horizon distance. Why 
this is the case is not yet fully understood, but an interpretation of this result is as follows. It may 
be that because in a peridynamics simulation a crack path will be determined by the damage to 
bonds, where the failure of one bond can cause neighbouring bonds to elongate, making them 
more likely to subsequently break (Silling and Askari 2014) (which in essence resembles the 
creation of a new crack surface). With a higher density of bonds, any force exerted on particles 
could be distributed and shared by a greater number of bonds, thereby causing fewer bonds to 
elongate to a critical length and break. Adding to this fact is that bond forces are determined 
independently of one another in the bond-based formulation of peridynamics (as implemented 
in LS-DYNA). This means the collective deformation within a horizon is not currently being 
considered by LS-DYNA (although this phenomenon has been addressed in the peridynamic 
theory, with the introduction of the state-based peridynamics formulation (Silling and Lehoucq 
2010)). Combining these points then, although a larger horizon distance may allow more bonds 
to interact and potentially elongate, as the exerted force is distributed over more bonds fewer 
bonds may break. This could then explain the phenomenon observed in Figure 27 where after 
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increasing the horizon distance damage is contained within a smaller volume. Conversely, if the 
horizon distance is reduced force will be transmitted over a fewer number of bonds, increasing 
the likelihood of bond elongation and breakage. This seems to be evident in image a) of Figure 
27. 
 
7.1.3.2.3 Fracture energy 
 
The effect the value of fracture energy (represented as Gt in LS-DYNA) for soda-lime glass had 
upon crack behaviour was also investigated, as a previous survey of the literature found these 
values varied greatly. For example, Pelfrene et al. (2016) (quoting the results of four other studies 
of soda-lime glass fracture) listed the fracture energy of soda-lime glass to be between 6.6-8.2 
J/m2 (for stationary cracks) and between 30-40 J/m2 (for a dynamic crack). Ha and Bobaru (2010) 
however cited a value of 135 J/m2 for a dynamic crack. In comparison the LSTC-produced example 
peridynamic simulations that modelled soda-lime glass used a value of Gt = 8 J/m2. To ensure 
relative simulation accuracy, the effect different values of fracture energy for soda-lime glass had 
upon the peridynamics simulation was investigated. Keeping all other inputs constant (e.g. 
hammer velocity, hammer mass, indentation distance) the effect the chosen value of fracture 
energy for soda-lime glass had upon the predicted core damage is shown in Figure 28. It is 
immediately evident that values of the fracture energy of soda-lime glass greater than 8 J/m2 
significantly reduce the damage observed in interior and surface of the core. Therefore, based 
upon the recommendations of LSTC, the values of fracture energy quoted by Pelfrene et al. 
(2016), and the relative damage observed in Figure IIV, a constant value of Gt = 8 J/m2 was used 
for all subsequent simulations.  
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Figure 28. Comparison of the effect of varying the fracture energy of the soda-lime glass block, 
showing the cross-section of the core (the section view as per that defined in Figure 26) and half 
of the core surface. 
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7.2 Verification of the simulation 
 
To verify the results of the peridynamic simulations, a new LS-DYNA model was created. The 
intent behind this model was to recreate the problem of a sphere being indented into a ceramic 
body. Analytical descriptions for the contact stress field generated in a flat, continuum specimen 
after a sphere has made frictionless contact with its surface are given by Lawn (1998) (see Section 
3). This model would then permit a comparison between the theoretical Hertzian stress field, and 
the simulated stress field. Recreating this loading scenario in LS-DYNA was however, not 
straightforward.  
The difficulty inherent in reproducing this theoretical loading in LS-DYNA primarily resulted from 
four factors: simulating a specific rate of loading; a lack of damping to dissipate generated stress 
within the simulation model; the time dependency of stress generation; and, a lack of knowledge 
and experience performing finite element analyses and using LS-DYNA. The first three factors are 
a product of dynamic analyses, where mass (and hence inertia and its associated forces) are 
introduced into a simulation. This posed a problem, as the theoretical case of a sphere being 
impressed into a ceramic assumes static loading (although modifiers for time-dependent loading 
are available, which transforms the problem into a quasi-static loading scenario). Typically a static 
or quasi-static loading problem would be solved using an implicit solver, to avoid mass and 
damping effects. But, as peridynamics has only recently been implemented into LS-DYNA, it is not 
yet possible to use an implicit solver in association with the peridynamics material model. As such, 
peridynamics can only be used with an explicit solver, which due to how it calculates simulation 
results causes mass effects to be introduced into a simulation. Because this theoretical spherical 
indentation problem had to be modelled with an explicit solver, the results obtained were marred 
by variability. This meant the peridynamics simulation could not be fully verified. 
 
7.2.1 Method 
 
A large solid block was firstly created, in an attempt to model a semi-infinite plate. At its centre a 
solid sphere was placed. The semi-infinite plate was modelled using the peridynamic material 
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model, whilst the spherical sphere was modelled as a solid, rigid body. The sphere was then given 
an initial velocity to cause it to come into contact with the semi-infinite plate. This general model 
is shown in Figure 29. 
 
 
 
 
 
 
 
 
 
 
 
Figure 29. The general model used for the verification simulation. 
 
7.2.1.1 LS-DYNA Keywords 
 
The main keywords used for the verification simulation follow what was described above in 
Section 7.1.1.1, being: 
*CONTACT 
 _AUTOMATIC_SURFACE_TO_SURFACE 
 
*SECTION 
 _SOLID_PERI 
*MAT 
 _000-ELASTIC_PERI 
 _020-RIGID 
 
The complete list of keywords used for the verification simulation emulate what is recorded in 
Appendix 11.2. 
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7.2.1.2 Inputs 
 
In an effort to decrease some of the effects of the dynamic analysis, the global density of the 
materials was increased. This led to two alternative materials to be used to model the semi-
infinite plate and indenter: zirconia and tungsten carbide, respectively. Common values for the 
density, Poisson’s ration and Young’s modulus were used for tungsten carbide, as shown in Table 
15 below. The properties of zirconia used, including its fracture energy, were based upon 
Mecholsky Jr. et al. (1976), who reported the properties of ‘Zircar’, a commercial zirconia material 
manufactured by Alfred-Union Carbide. The other key inputs used in this simulation are given 
below in Table 15. 
Table 15. Overview of verification simulation inputs. 
Parameter Value 
Material 
Zirconia  
(000-ELASTIC_PERI) 
ρ = 6000 kg/m3 
E = 280 GPa 
Gt = 70 J/m2 
Tungsten carbide (W/C) 
(020-RIGID) 
ρ = 15630 kg/m3 
E = 700 GPa 
v = 0.31 
Part 
geometry 
Ceramic plate 
(Solid Box) Dimensions 
x: 0.2 m 
y: 0.1 m 
z: 0.2 m 
W/C sphere 
(Solid Sphere) Radius 0.025 m 
Control 
Contact 
NSBCS = 10 
SWRADF = 1.0 
SOFT = 1 
Termination 1E-04 sec 
Timestep TSSFAC = 0.5 
Initial Velocity 0.3 m/s 
Section SOLID_PERI Dr = 1.01 
 
 
7.2.2 Results and Discussion 
 
Given the difficultly in recreating the theoretical spherical indentation case, the values of the 
principal stresses obtained from LS-DYNA do not correlate well those calculated theoretically. 
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However, the general behaviour of the Hertzian stress fields expected theoretically (as per Figure 
30 below) are reproduced by the peridynamic simulation. Four issues have been identified which 
may explain why the simulated stress values do not match the theoretical stresses: 
1. Only the resultant contact force, not the applied load, can be identified in the simulation 
2. The contact radius of the sphere in the theoretical and simulated cases are not equal 
3. The dynamic analysis causes predicted stress values to fluctuate with time 
4. As the simulation is conducted in 3D, the volume beneath the indenter where the Hertzian 
stress field forms can be considered in four different planes (i.e., X-Y, Y-X, Y-Z, Z-Y) adding 
further variability 
Both the theoretical Hertzian stress and the indenter contact radius depend upon knowing the 
applied load (as per Section 3). Therefore, without knowing this applied load, nor being able to 
specify the contact radius of the sphere in the simulation, a quantitative comparison of the 
theoretical and simulated stresses is unproductive. However, the qualitative behaviour of the 
theoretical and simulated stress fields can be compared, as they share some similarities.  
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Figure 30. Adapted from Lawn (1998), images a), b) and c) show the idealised Hertzian contact field 
resulting from the indentation of a ceramic with a sphere. Image a) depicts the 𝜎𝜎1 principal normal stress 
field, image b) shows the 𝜎𝜎3 principal normal stress field, and image c) shows the maximum principal 
shear stress (𝜏𝜏13) beneath the contact area. The dashed curves in image a) are the stress trajectories for 
the 𝜎𝜎3 stress. The stresses are in units of the applied load, but the relative scale of stress is used here. 
 
The relative distribution of stress in Figure 30 follows a set pattern. For example, the first principal 
stress is at its largest at the contact surface (and also negative, or compressive). With increasing 
depth into the semi-infinite plate the compressive stress tends towards a depth where it is equal 
to zero, beyond which it then becomes positive (rather, the stress becomes a tensile stress). 
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Although it was not possible to clearly identify the principal normal stress (𝜎𝜎1) field in the 
verification simulation results, the third principal stress and principal shear stress fields (i.e. 
images b) and c) of Figure 30) could be distinguished. From the simulation results, the distribution 
of stress beneath the spherical indenter was recorded (specifically for the Y-Z plane) at three 
different times (0.02E-03, 0.04E-03 and 0.06E-03 seconds). The area over which these stresses 
were measured is shown in Figure 31, which highlights the elements from which stress values 
were measured (with regards to a cylindrical coordinate system, with R being the radial distance 
and z the depth into the semi-infinite plate along the axis of symmetry). From LS-DYNA the 
minimum principal stress and the Tresca (maximum shear) stress values were recorded 
(corresponding to the third principal stress, and the maximum principal shear stress, 
respectively). The results obtained are plotted in Figures 32 and 34 below.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 31. The values of stress predicted by the peridynamics simulation which together form the Hertzian 
stress field were measured from the highlighted elements. 
Firstly, considering image b) in Figure 30, it is evident that everywhere beneath the indenter the 
third principal stress (or equivalently, minimum principal stress) is negative. The maximum stress 
also occurs closest to the contact surface, and with increasing depth (i.e., increasing z) this stress 
decreases in magnitude. A similar behaviour is observed in the verification simulation and is 
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shown in Figure 32. However, because of the variability introduced by the dynamic analysis this 
theoretical stress field is not perfectly reproduced. 
 
 
 
 
 
 
 
 
 
 
 
Figure 32. Plot showing the distribution of the minimum principal stress beneath the spherical indenter in 
the verification simulation. The variable simulation results means this simulated stress field does not fully 
replicate the theoretical Hertzian stress field. 
 
With reference to image b) of Figure 30, we should expect to see the highest magnitude of stress 
closest to the contact surface (where z = 0 mm). An approximation of this behaviour is evident in 
Figure 32 and can be seen more clearly in Figure 33, where second order polynomials are used to 
approximate the curves. From the plot in Figure 33, at the smallest depth (z = 2.8 mm) the highest 
simulated third principal stress occurs, and the magnitude of the simulated stress subsequently 
decreases with increasing depth (i.e., z = 5.6, 8.4 and 11.2 mm). However, the variability in the 
predicted stress values means the magnitude of the third principal stress does not decrease in 
logical order (the stress at z = 8.4 mm being greater in magnitude than at z = 5.6 mm, which is the 
opposite of what is theorised). 
The distribution of the simulated Tresca shear stress beneath the spherical indenter was also 
mapped. This is shown in Figure 34 below. Based upon image c) of Figure 30, a description of this 
theoretical stress field is as follows: near the contact surface the shear stress is of relatively low 
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magnitude but moving along the z-coordinate down into the plate the stress begins to increase 
in magnitude until it reaches a maximum. At a certain depth the magnitude of the shear stress 
then begins to decrease and continues to do so with increasing depth. This same stress field can 
be observed in Figure 34. At a low depth (z = 2.8 mm) the magnitude of the shear stress is low. 
With increasing depth this stress increases in magnitude (as per the z = 5.6 mm curve), until 
reaching a maximum (as per the z = 8.4 mm curve). Moving beyond this depth of z = 8.4 mm 
results in the shear stress decreasing in magnitude, which is demonstrated by the z = 11.2 mm 
curve which reduces in magnitude. So, although not a perfect recreation of the theoretical stress 
fields depicted in Figure 30, it is evident that generally the peridynamics simulation is predicting 
this same stress field. This result is encouraging as it suggests the peridynamics simulation is 
reproducing realistic behaviour.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 33. Reproduction of the plot in Figure 32, but the data is approximated by second order 
polynomials. This causes the decrease in the magnitude of stress with increasing depth into the semi-
infinite plate to be accentuated, so behaviour more akin to that predicted theoretically in Figure 30 is 
observed. 
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Figure 34. Plot showing the distribution of the principal shear stress beneath the spherical indenter in the 
verification simulation. This simulated stress field more closely emulates the theorised Hertzian stress 
field for the maximum principal shear stress, as depicted in Figure 30. 
 
To help prove the accuracy of the peridynamic theory implemented into LS-DYNA (particularly in 
relation to spherical indentation), this verification needs to be revisited in future work. Whilst the 
theoretical principal shear stress field can be predicted by the peridynamics simulation (and to a 
lesser degree the third principal stress field), this is only qualitative. Only by demonstrating that 
the quantitative theoretical and simulated stress values are similar in precision can this simulation 
be shown to produce realistic results. As the output stress values in the peridynamics simulation 
are only averaged, estimated values (as discussed in Section 7.1.3), achieving the desired accuracy 
between the theoretical and simulated stress may be problematic. Future updates of the LS-DYNA 
implementation of peridynamics (for example, enabling the use of the peridynamic material 
model with the implicit solver) should however resolve this issue, and allow the results to be 
properly verified.  
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8. Investigating knapping parameters 
 
Based upon the results in the preceding methodology section, it has been shown that 
peridynamics is capable of modelling conchoidal fracture. Given the objectives of this project, 
applying the peridynamics simulation to investigate the effects particular input parameters have 
upon flake morphology during knapping was the next logical step. This would not only allow for 
an evaluation of existing hypotheses born out of previous archaeological studies, but also permit 
a secondary, qualitative verification of the simulation results. This was made possible by the 
comparison of simulation results with photographs of mechanically struck flakes produced in 
controlled experiments. Additionally, by running more complex simulations a better appreciation 
of the ability of the peridynamics method could be established. As such, the effect of five input 
knapping parameters upon flake morphology were studied in a series of preliminary experiments. 
These parameters – hammer mass, platform depth (or indentation distance), hammer velocity, 
external platform angle (EPA) and core surface morphology - have either been previously studied 
by archaeological controlled experiments, or continue to remain a focus of such studies.  
 
8.1 Hammer mass 
 
One parameter involved in flint knapping is the mass of the hammer. The effect this parameter 
had upon flake morphology was studied by early controlled experiments (e.g. Dibble and 
Whittaker (1981) and Dibble and Pelcin (1995)), although has received little attention in 
subsequent studies. This may reflect that the fact that the two aforementioned studies found the 
mass of the ball bearings used in their experiments did not have a strong effect upon the 
morphology of the produced flakes. The more recent trend in utilising pneumatic cylinders to 
mechanically flake artificial cores also prevents the hammer mass being varied, as this method 
involves controlling the hammer displacement (rather than modelling an impact).  
As an initial test of the peridynamics simulation, and to consider the suggestions regarding 
hammer mass made by Dibble and Whittaker (1981) and Dibble and Pelcin (1995), a series of 
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simulations were run. Using a soda-lime glass core (taking the shape of a rectangular prism with 
an external platform angle of 90°), an indentation distance (the distance between the free surface 
of the core to the centre of the spherical hammer) of 1 cm, and all other constant properties (e.g., 
hammer velocity of 4 m/s, constant hammer radius of 0.012 m). The hammer was modelled as 
being steel (with Young’s Modulus of 200 GPa and a Poisson’s ratio of 0.30) although the density 
was varied so as to control the hammer mass. Refer to Appendix 11.3.1 for a table detailing all 
inputs used in the simulation. 
Hammer mass was varied between 0.05 kg to 2 kg. This test is simplistic in that it doesn’t account 
for the fact that in real life hammer velocity would typically decrease with increasing hammer 
weight, but does provide an opportunity to observe the damage predicted by the peridynamics 
simulation. 
The results of this test are evident in Figures 35, 37 and 39 below. The orientation of the below 
figures is as previously defined in Figure 20 (in Section 7.1). 
Figure 35 shows the damage predicted to the dorsal surface of the flake at the end of the 
simulation run-time. All simulations were terminated after 0.00015 seconds (initial hammer 
impact occurring at approximately 0.000025 seconds, followed by penetration of the core by the 
hammer and typically an elastic rebound response), as they typically did not show any further 
significant damage after this time. It is evident that by increasing the hammer mass, the damage 
predicted to the front of the core (equivalent to the dorsal surface of a flake) does vary. For 
hammer masses ≥ 0.25 kg, a relatively uniform damage distribution due to the hammer impact is 
evident (i.e., from image f) of Figure 35 onwards). At and above this hammer mass of 0.25 kg, the 
predicted damage on the flake dorsal surface also tends to a common value of damage intensity. 
With greater hammer masses (e.g., ≥ 1 kg) some lateral and longitudinal ‘branching’ behaviour is 
also predicted.  
The large concentration of damage predicted in image b) of Figure 35 (for a hammer of mass 
0.075 kg) is somewhat of an anomaly – the maximum damage predicted for this case exceeds the 
damage predicted for all of the other simulations (despite the expectation that a heavier hammer 
would cause more damage). It is speculated the result in image b) (and also evident in image b) 
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of Figures 37 and 39) may be the result of exciting a resonant frequency in the glass (perhaps 
causing greater damage in the core). Otherwise, it may be the result of an unknown specific 
combination of parameters, or an anomaly in the peridynamics calculation. However, given the 
testing peridynamics has been subject to this latter suggestion was considered unlikely. 
 
Figure 35. Damage predicted by the peridynamics simulation on the surface of the core as a result of 
increasing hammer mass. The orientation of images a) to j) is the ‘frontal’ view defined in Figure 20. 
 
The shape of the damage is somewhat similar to the flakes produced by Pelcin (1997a), although 
with higher hammer mass the damaged area begins to resemble the flakes produced by Speth 
(1975) – which are described as having ‘lateral wings’ (see Figure 36 for examples of these results). 
The flake scar photographed by Pelcin in image b) of Figure 36 has a maximum length of 
approximately 6.5 cm and a maximum width of approximately 8.1 cm. Comparatively, the 
dimensions of the flake dorsal surface damage (treated as being approximately equivalent to a 
flake scar) shown in Figure 35 have a maximum length of approximately 5 cm, whilst the width of 
the main damage area (identified as being those elements with yellow, orange and red elements 
whose shape somewhat resembles a capital ‘D’ on its side) is approximately 7.5 cm (for reference, 
a single rectangular element within the above images is 0.5 cm wide and approximately 0.4 cm 
tall). 
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Figure 36. Images of short, wide flakes produced from previous experimental studies. Reproduced from 
Speth (1975), image a) is a photograph of a fracture surface, where the central Hertzian cone underneath 
the point of percussion is bordered by ‘lateral wings’. The second photograph shown in image b) is 
reproduced from Pelcin (1997a) and shows the flake scar left on a core surface resulting from impacting a 
glass core with an EPA of 75°. The scale is in centimetres. 
At this stage however, the damage predicted by the peridynamics simulation on the surface of 
the core is poorly understood. With this early implementation of peridynamics it is difficult to 
visualize fracture (and although it is possible to erode elements in response to particular fracture 
criteria, suitable criteria for soda-lime glass could not be found), and it is therefore not possible 
to exactly define the boundaries of fracture. This is also as the current implementation of 
peridynamics in LS-DYNA represents damage as a measure of the ratio of damaged bond volume 
to the total bond volume. What this quantity means relative to concepts of brittle fracture is not 
yet known, and simulation results will likely need to be calibrated with chipping experiments. For 
example, the maximum damage predicted in the core in image a) of Figure 35 is 0.878. This means 
that the element which has experienced this level of damage has had approximately 90% of its 
bonds break. But whether this corresponds to a crack having propagated through this element is 
not known. Finally, further work is required to better understand this phenomenon of damage on 
the core surface, which based upon the results of the following sections can become very 
extensive. 
 
The results from this same batch of simulations are also presented in Figure 37, which considers 
the platform of the flakes. Assuming an overhead view (as defined in Figure 20) and having hidden 
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the hammer, the damage produced on the top surface of the core directly beneath the hammer 
is evident. If we assume the damage predicted in the simulation can be interpreted as the 
platform of a flake, then generally the morphology of the platform remains relatively constant. 
This may be a result of the constant indentation distance (approximately 1 cm) and vertical impact 
of the hammer. Comparisons between the general shape of the platform predicted by the 
peridynamics simulation and those observed in both knapping and edge chipping can be made 
however, supporting the fact that peridynamics seems capable of modelling features such as 
partial Hertzian cone cracks. This is reinforced through comparing the prediction of damage upon 
the top surface of the core (i.e. the platform area) with the platform of an actual flake as shown 
in Figure 38 (also compare the images of Figure 37 with Figure 8 in Section 4.3.1 to observe similar 
crack behaviour). 
As above, the area of highest damage on the platform is remains relatively uniform despite 
increasing the hammer mass. Assuming the maximum depth of the platform can be estimated 
from the area of highest damage (those elements shaded in red), then with a hammer mass ≥ 
0.25 kg (up to at least 2 kg), the platform depth tends to a measurement of 1.9 cm. The width of 
the platform is more variable relative to the platform depth, although envisaging the area of 
highest damage to be the platform surface, the platform width (with hammer mass ≥ 0.25 kg) 
tends to a measurement of 6.5 cm. This is considered quite wide, especially relative to the flake 
scar shown in image b) of Figure 36 above, where the platform width measures approximately 
2.2 cm. The subjectivity of defining the actual extent of the flake platform again reiterates the 
need for a method of accurately defining the boundary of brittle fracture in the simulations. 
Without knowing where fracture has occurred in the material, parameters such as platform depth 
and width cannot be accurately measured. 
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Figure 37. The damage predicted by the peridynamics simulation when viewing the core from the 
‘overhead’ view (as per Figure 20) resulting from increasing the hammer mass. The hammer has been 
hidden so the platform characteristics are more easily observed. 
 
Finally, we can consider the effect of the varying hammer mass in relation to the internal crack 
behaviour. Figure 39 shows the results for the same batch of simulations discussed above, and 
shows the damage predicted within the glass core below the hammer. This cross-sectional view 
corresponds to that defined in Figure 26 in Section 7.1.3.2.2. The partial Hertzian cone crack is 
less pronounced in these simulations, although comparing the shape of the damage shown in 
images a) to i) of Figure 39 with the side profile of the flake shown in image a) of Figure 38 above, 
similar flake ventral surfaces are observed. With a hammer mass ≥ 1 kg, (images j) to l) of Figure 
39) additional damage is being predicted around the base of the flake. What this represents is not 
entirely clear, although the damage shown in image l) could be interpreted as an overshot 
termination (as shown in Figure 14 of Section 4.5). What is causing the light blue damage that 
emanates from the bottom left hand corner of the core in images g) onwards is not yet known at 
this stage. Given that no damping is incorporated into the model, this additional damage may be 
the result of stronger stress waves reflecting within the core and causing some bond breakage in 
the glass. Again, without being able to specify the boundaries of the brittle fracture, it is difficult 
to appreciate what effect this damage may have upon flake production. The light blue damage 
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that does emanate from the bottom left hand corner is not continuous along the width of the 
core – it is mainly contained within a vertical plane intersecting the middle of the hammer and 
core (i.e. generally only directly beneath the midpoint of the hammer). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 38. Photographs of an actual flint flake. Image a) shows the side profile of the flake, with its 
ventral surface facing left, and dorsal surface facing to the right. A partial Hertzian cone (or bulb of 
percussion) is visible at the top of the flake ventral surface. After forming the partial Hertzian cone, the 
crack propagates towards what would be the free surface, eventually intersecting the free surface to 
completely fracture the flake free from the core. This intersection of the crack with the free surface has 
resulted in a ‘feather’ termination. Image b) is a photograph of the same flake in image a), but from an 
overhead view. This shows the flake platform, and the upper facing surface is the ventral surface (the left 
hand side) of the flake in image a). The bulge in the approximate centre of the flake in image b) is the 
partial Hertzian cone crack. 
 
As before, the morphology of the flake tends to remain constant when modelling a hammer of 
mass 0.25 kg or greater. Despite increasing the hammer mass, the damage predicted by the 
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peridynamics simulation remains relatively consistent (bar the additional damage in the bottom 
left hand corner and surrounding the flake in image j)). 
 
Figure 39. The damage predicted by the peridynamics simulation within the core cross-section directly 
below the hammer as a result of increasing hammer mass. The view shown is the ‘section’ view (as per 
Figure 20) and as defined by Figure 26. 
 
8.1.1 Summary  
 
By interpreting the damage predicted by the peridynamics simulation as being equivalent to the 
path of a crack, it is possible to observe that the mass of the hammer has little influence over the 
flake morphology (such as flake length or platform depth). Although this result is in general 
agreement with the findings of Dibble and Whittaker (1981) and Dibble and Pelcin (1995), who 
found hammer mass has a relatively weak influence upon controlling flake morphology, it is still 
an unexpected result. Reiterating that the damage calculated by the peridynamics formulation is 
the ratio of damaged bond volume to the total bond volume (a dimensionless value), it is evident 
from Figure 40 that damage does not necessarily increase with hammer mass. The sharp spike in 
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the blue curve is due to the anomalous behaviour predicted by the simulation for a hammer with 
mass 0.075 kg – the unusual intensity of damage evident from image b) in Figure 35, 37 and 39.  
 
Figure 40. Plot showing the peridynamic damage predicted for increasing hammer mass. Also depicted 
for reference is the kinetic energy of the hammer. From the plot it is evident that the damage resulting 
from the hammer impacting with the core does not increase linearly with hammer mass. This contradicts 
an initial assumption that such a relationship would occur. 
 
A possible explanation for the varying predictions of damage involves considering the contact 
stiffness of the impact. In LS-DYNA, contact is represented essentially by internal springs which 
links slave nodes with the nearest master segments. The force applied to the related slave and 
master nodes will be determined by the stiffness of these springs. The default LS-DYNA contact 
stiffness option (as utilised in the hammer mass simulations) is a penalty-based approach which 
calculates internal spring stiffness based upon the contact segment size and the material 
properties of the contacting bodies. With increasing mass, the hammers are more likely to 
penetrate the core to a greater depth. This causes the area of contact to increase, which results 
in the contact stiffness increasing. This is thought to then influence the reaction force generated 
by LS-DYNA to attempt to push the penetrating hammer away from the core. With lighter 
hammers, this reaction force causes the hammer to rebound off the core, but the same behaviour 
is not observed with heavier hammers. As a lighter hammer rebounds, or ‘unloads’, the stresses 
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within the contact zone will increase (Johnson 1963). This unloading phenomenon appears to be 
occurring in the simulations where hammer mass is relatively small (e.g. between 0.05 – 0.45 kg). 
This hypothesis regarding the contact stiffness and peridynamic damage doesn’t however hold 
for the damage observed for a hammer with a mass of 1 kg. As such, it is likely there are other 
aspects of the simulation (either pre-existing in LS-DYNA or introduced with peridynamics) that 
result in this variability. It is interesting to note that despite increasing the kinetic energy of the 
hammer (and hence energy available to cause bonds to break and fracture to occur), more 
damage is not observed. This relationship should be studied in future work.  
8.2 Indentation distance 
 
One parameter involved in knapping and whose influence on flake morphology has been analysed 
by all eight of the controlled experiments identified in Table 6 (see Section 4.1) is the platform 
depth. The platform depth is defined as the distance along the flake platform surface between 
the exterior edge of the flake to its interior edge (commonly the point at which a hammer impacts 
a core, or the point of percussion), as per Figure 41. As already noted earlier (see Figure 10 of 
Section 4.3.1), the platform depth in this sense is equivalent to the indentation distance used by 
Chai (2011, 2017) and other authors researching edge chipping. This terminology is used 
interchangeably in the following discussion.  
Previous controlled experiments have consistently suggested that the external platform angle 
(EPA) and platform depth have the greatest effect upon flake morphology – including flake mass, 
length, termination, and shape. Because of the apparent influence platform depth has upon flake 
morphology, critically assessing its potential influence using a method other than controlled 
experiments is considered of importance. Therefore, the peridynamics simulation was used to 
test six indentation distances (0.25 cm, 0.5 cm, 0.75 cm, 1 cm, 1.25 cm, 1.5 cm) to broadly identify 
whether different flake morphologies would be predicted. The results of these simulations are 
shown in Figure 43. Bar the indentation distance, all other parameters were held constant 
including hammer material (steel), mass (0.058 kg) and velocity (4 m/s). All of the simulation 
inputs are detailed in Appendix 11.3.3. 
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Figure 41. Proximal end of a flake highlighting the platform depth, thickness and exterior platform angle 
(EPA). Given that the platform thickness is measured perpendicularly to the point of percussion, it is 
possible to calculate the platform thickness using basic trigonometry, where platform thickness = sin(EPA) 
x platform depth. 
 
 
The effect of increasing the indentation distance (as in, moving the centre of the hammer farther 
away from the free surface) upon the flake morphology is clearly evident in Figures 43 and 44. 
Firstly, comparing images e) and f) of both Figures 43 and 44, it is evident that for the given inputs 
(EPA = 90°, hammer mass of 0.058 kg, hammer velocity of 4 m/s, angle of blow = 90°) there is a 
transition indentation distance between 1.25 and 1.5 cm. Beyond this transition indentation 
distance a hammer blow (with the described characteristics) will not result in the production of a 
flake. Conversely, by reducing the indentation distance from 1.5 cm (hence, moving the centre of 
the hammer closer to the free surface of the core) the peridynamic damage is predicted to 
increase in intensity. This increase in damage however tends to a value of approximately 0.9 
rapidly, and remains unchanging despite varying the indentation distance (as per Figure 42). 
Although Chai (2011) and Mohajerani and Spelt (2010) both consider the effect of indentation 
distance upon blunt indentation, their results generally consider the chipping load required to 
produce a chip. As it was not possible to identify this chipping load from the peridynamics 
simulation, a comparison between this simulation and the results of edge chipping could not be 
made.  
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Figure 42. Plot describing the effect of increasing the hammer indentation distance upon both the 
damage experienced by the core, and the resultant contact force produced at different indentation 
distances. 
 
The sharp decrease in the predicted damage evident in the blue curve of Figure 42 is indicative of 
the aforementioned transition indentation distance, beyond which fracture is not expected. 
Without the growth of a crack (which results through the cumulative damage of peridynamic 
bonds) the maximum damage remains low.  
Also evident from the plot in Figure 42 is that the resultant contact force tends to increase when 
impact occurs farther from the free surface. One possible explanation of this result again relies 
upon the concept of the contact stiffness, which influences the stiffness of the theoretical springs 
linking the slave and master nodes during contact (in this case, the glass core containing the slave 
nodes and the sphere containing the master nodes). It is hypothesised that by increasing the 
indentation distance, the contact area between the hammer and core would increase, which in 
turn would cause the contact stiffness to increase. Assuming then the resultant contact force can 
be simply explained using the basic equation of force (this is likely a simplification of the actual 
calculation, although the specifics of this contact could not be found online): 
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𝐹𝐹 = 𝑘𝑘𝑑𝑑 
Where force is equal to stiffness multiplied by displacement. If 𝑘𝑘, the stiffness is increased then 
the force would also increase. This explanation assumes the contact area between the hammer 
and core increases with increasing indentation distance, but there is some uncertainty whether 
this is actually the case. If the contact area of the hammer is not increasing, then either the 
penalty scale factor or element bulk modulus is increasing with indentation distance (as per the 
expression for the contact stiffness in Section 7.1.3.1.2). The effect of these variables is not yet 
fully understood however.  
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Figure 43. Images of the damage predicted by the peridynamics simulation upon varying the indentation 
distance of the hammer. Each image shows a perspective view of the core and hammer, primarily 
showing the flake dorsal surface and the flake platform. 
 
Considering the damage on the vertical face of the core in images a) to d) of Figure 43, and again 
assuming this can be interpreted as the flake dorsal surface, the shape of this damage is similar 
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to the small, wide flakes shown in Figure 36 (see Section 8.1). Generally then, for the prescribed 
inputs used in this batch of simulation, the shape of the flake dorsal surfaces shows little variation.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 44. Images of the damage predicted by the peridynamics simulation upon varying the indentation 
distance of the hammer. Each image shows a cross-sectional view of the core (the section view as defined 
by Figure 26). 
 
The lack of significant partial Hertzian cones in the cross-sectional views of Figure 44 can be 
explained through the relatively coarse mesh used, although some curvature is observable in 
images c) to e). Interpreting the peridynamic damage as again representing the ventral surface of 
a flake it appears that generally the indentation distance (or platform depth) has little influence 
upon flake length.  
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8.2.1 Summary 
 
After varying the indentation distance of the hammer by steps of 0.25 cm, the peridynamics 
simulation predicts that beyond a certain indentation distance a crack will not initiate and 
propagate and cause a flake to be produced through brittle fracture. Although not an unexpected 
result (as it is common knowledge that hitting an object such as a dinner plate near its centre is 
not likely to cause the edge to chip or crack), this shows that the peridynamic formulation should 
be capable of investigating the minimum platform depth required to produce flakes.  
However, for the selected inputs (steel hammer of mass 0.058 kg and with a velocity of 4 m/s, 
angle of blow and EPA of 90°), varying the indentation distance does not appear to have greatly 
influenced parameters such as flake length. This contradicts the results of the eight select 
archaeological controlled experiments discussed above (and summarised in Table 6 of Section 
4.1), who emphasise that the platform depth (or equivalently the indentation distance) and 
external platform angle (EPA) have the greatest influence upon flake characteristics such as 
length. However, given the preliminary nature of this study, the relatively low crack resolution 
associated with the coarse meshes used, and that more extensive multi-variable tests (such as 
simultaneously controlling the indentation distance, angle of blow and EPA) haven’t been 
conducted, it is difficult to confidently dispute these prior findings. 
Of interest for future work would be to identifying the load at which chipping occurs for a given 
indentation distance. Not only could this then be used to better critically analyse the results 
presented by Dibble and Rezek (2009), Rezek et al. (2011) and Magnani et al. (2014) (whose 
experimental apparatus recorded the applied force with a load cell), it would also present another 
opportunity to verify the accuracy of the peridynamic simulation. This would be done by 
recreating the edge chipping experiments conducted by Chai (2011), whose results allowed him 
to form an expression describing the transition indentation distance (a transition between ‘small’ 
and ‘large’ indentation distance regimes, referenced in Table 7 in Section 4.3.3). Chai (2011) found 
that decreasing the indentation distance beyond a transition point (which, in the case of a glass 
specimen and a tungsten carbide indenter, was 2.2 mm) caused a dramatic increase in the load 
required to produce a chip. If the peridynamics simulation was capable of simulating this scenario 
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it would help prove its accuracy and usefulness in simulating both flint knapping in general, as 
well as other edge chipping problems, such as those encountered with the fracture of human 
dental enamel. 
8.3 Hammer velocity 
 
Another input parameter studied in prior archaeological controlled experiments is the velocity of 
the hammer. Dibble and Pelcin (1995) in their experiment investigated the effect of hammer 
momentum upon flake production and morphology, by varying the mass and drop height (hence 
velocity) of the ball bearings they used in lieu of hammers. Their results suggested that the 
hammer momentum has little influence on flake size, and that a minimum hammer momentum 
is required to produce a flake. The latter finding is reasonable, given that a certain amount of 
energy is required for cracks to initiate and grow from surface flaws (in the case of glass), but the 
fact that momentum has little influence over flake size – hence implying hammer mass or velocity 
have no influence on flake size – is still counter intuitive. To further test the peridynamics 
simulation a series of simulations were conducted where the hammer velocity was varied. All 
other parameters (e.g. core size, indentation distance (approximately 1 cm), hammer material 
(copper, with an approximate mass of 0.2 kg)) were kept constant. Refer to Appendix 11.3.3 for 
all of the simulation inputs. Based upon the study completed by Hoshino et al. (2014), which used 
motion capturing to measure the hammer velocity employed by actual flint knappers, it was 
known typical hammer velocities occurred within the range 0 < x ≤ 4.5 m/s. This range of hammer 
velocities was used as a basis for this test. 
Referring to Figure 45, the effect of varying the hammer velocity upon the peridynamic damage 
(and hence crack path) is evident. For this batch of simulations, hammer velocity was varied from 
0.5 m/s to 6 m/s, the upper velocities being simulated to examine crack behaviour under more 
extreme conditions (but within the range of low-velocity impacts). The results shown in images 
a) to d) suggest, as per Dibble and Pelcin (1995), that a minimum hammer momentum is required 
before a flake could be produced. Increasing the hammer velocity does have an influence upon 
the extent of damage experienced in the core. This is most noticeable when considering the dorsal 
surface of the flakes, but the flake platforms and cross section also display larger areas of high 
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damage (red elements) with increasing hammer velocity. At 5.5 m/s and above (images k) and l) 
of Figure 45) additional crack branching is visible, and this is interpreted as being a cone crack. 
Similar crack behaviour has been observed by Chai (2011), who observed the growth of a Hertzian 
cone crack off a median crack. It should be noted that the crack branching observable in images 
k) and l) of Figure 45 is only a cross section of this crack – in three dimensions fans over a greater 
area, and more closely resembles the cone crack shown in Figure 17 (in Section 4.7.2). 
When considering what effect hammer velocity has upon flake morphology, this batch of 
simulations shows that the depth of the peridynamic damage (here assumed to be equivalent to 
flake length) does vary with hammer velocity. Additionally, the area of high damage on the flake 
platform surface increases with increasing hammer velocity which may suggest platform width 
varies with hammer velocity. Without knowing precisely where a crack path forms (and hence 
where fracture occurs) in the core makes it difficult to accurately measure these flake attributes, 
but it does suggest the hammer velocity has some influence upon flake size. Although Dibble and 
Pelcin (1995) allude to this same result, they do not discuss the extent of variation in flake 
morphology due to hammer velocity. As such, it is not possible to compare the peridynamic 
simulation results with their findings. 
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Figure 45. Perspective images showing the effect of increasing the hammer velocity. Using the section 
view defined in Figure 26, the above images show the peridynamic damage predicted to occur on the 
flake dorsal surface (half of the dorsal surface is pictured), within the core directly below the hammer, 
and the flake platform. 
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Further analysis of the results of this batch of simulations also highlights aspects of the simulation 
which require more consideration in future work. Referring to the plot in Figure 46, it is evident 
that beyond a hammer velocity of 2.5 m/s, the maximum peridynamic damage asymptotes to a 
particular value (0.9213). Rather than suggesting that beyond a particular hammer velocity (and 
as such kinetic energy) no more damage is expected to occur in the core, this phenomenon is 
interpreted as being a product of the bond horizon distance. In an extreme case, if a horizon 
distance is large enough that there is a bond between elements on opposing vertical faces of the 
core, then as the opposing element does not experience any force from the hammer impact the 
bond will not be damaged. The result observed in Figure 46 regarding the maximum peridynamic 
damage then is likely due to a small number of such bonds. What (if any) impact this has upon 
the crack behaviour is not yet known.  
 
  
 
 
 
 
 
 
 
 
 
Figure 46. Plot showing the maximum damage predicted by the peridynamics simulation when increasing 
the velocity of the hammer. 
 
8.3.1 Summary 
 
By varying the hammer velocity, it is evident from Figure 45 that this has an effect upon the 
peridynamic damage predicted by the simulation. This effect is most noticeable upon the flake 
115 
 
 
dorsal surface, but some variation in what is considered the flake length and platform width is 
also evident.  However, in general the ventral surface of the flake (specified by the path of the 
peridynamic damage in the cross-section of the core) remains relatively uniform in size and shape. 
Referring to the cross-section of the cores in images e) to j) of Figure 45, it can be seen that the 
partial Hertzian cone cracks do not vary in shape or size significantly. This may have implications 
for archaeological knapping studies, particularly in relation to the range of hammer velocities 
achievable by humans (as per Hoshino et al. (2014)) and for the given simulation inputs (e.g. 
hammer size, mass, EPA, angle of blow, platform depth). It suggests that the median and Hertzian 
cone crack that causes a piece of a core to chip off (and thus form a flake) are not greatly 
influenced by the hammer velocity. Beyond the range of hammer velocities achievable by 
humans, more complex crack behaviour (such as additional branching) does however occur.  
This batch of simulations also highlights the need to be able to accurately identify where fracture 
occurs. Without this capability it is not yet possible to accurately measure aspects of the flake 
morphology. If such a feature is not introduced by LS-DYNA in future, the simulation results could 
potentially be calibrated with controlled experiments. Such experiments would also enable 
peridynamic properties such as the horizon distance to be refined. As such, without additional 
work it is not yet possible to corroborate or dispute the suggestion made by Dibble and Rezek 
(2009) that flake size is independent of how hard a core is struck. 
 
8.4 External Platform Angle  
 
Along with the platform depth, the external platform angle (EPA) is considered by the eight 
controlled experimental studies introduced in Table 6 (of Section 4.1) to be a key variable in 
determining flake morphology. The high emphasis these studies have placed upon the EPA in 
controlling the shape and size of a flake make it seem almost like a universal law. However, the 
importance of the EPA has been questioned by at least Clarkson and Hiscock (2011) and Muller 
and Clarkson (2016). As such, the importance of the EPA should be analysed, and using the 
peridynamics simulation – as per the results below – appears to provide a new and alternative 
method of evaluating this variable. Seven different geometries with varying EPAs were used to 
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provide an initial assessment of the performance of the peridynamics simulation in coping with 
more complex geometries. The range of EPAs considered was between 80° and 20°, and the EPA 
was varied in steps of 10°. Three of the geometries used are pictured in Figure 47, shown in two-
dimensions to demonstrate the different EPAs used. 
The hammer was modelled as being copper, with a mass of 0.065 kg and velocity of 3 m/s. The 
indentation distance for each model was approximately 1 cm. All the simulation inputs are 
presented in Appendix 11.3.4. Figures 48, 49, 50, 51, 52, 53 and 54 refer to the simulation results 
for geometries with an EPA of 80°, 70°,60°, 50°, 40°, 30° and 20°, respectively. Each figure shows 
a cross-sectional view through the core (directly below the middle of the hammer) as well as the 
flake dorsal surface. The discussion regarding all of the tested core geometries is presented 
together below in Section 8.4.1. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 47. An example of three of the core geometries used to test different external platform angles 
(EPA). The side profile of these cores is shown to highlight their differing EPAs. 
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Figure 48. Perspective view of the predicted peridynamics damage to a core with EPA = 80°. The 
peridynamic damage (ratio of damaged bond volume to total bond volume) fringe range is shown on the 
right. 
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Figure 49. Perspective view of the predicted peridynamics damage to a core with EPA = 70°. The 
peridynamic damage fringe range is shown on the right. The red shapes evident in the hammer cross-
section are elements of the core which have been broken off by the impact and have flown upwards. 
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Figure 50. Perspective view of the predicted peridynamics damage to a core with EPA = 60°. The 
peridynamic damage fringe range is shown on the right. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 51. Perspective view of the predicted peridynamics damage to a core with EPA = 50°. The 
peridynamic damage fringe range is shown on the right. 
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Figure 52. Perspective view of the predicted peridynamic damage to a core with EPA = 40°. The 
peridynamic damage fringe range is shown on the right. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 53. Perspective view of the predicted peridynamic damage to a core with EPA = 30°. The 
peridynamic damage fringe range is shown on the right. 
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Figure 54. Perspective view of the predicted peridynamic damage to a core with EPA = 20°. The 
peridynamic damage fringe range is shown on the right. 
 
8.4.1 Summary 
 
As an exercise assessing the capability of the peridynamics simulation, the above results suggest 
that peridynamics can model crack behaviour in more complex geometries. When the external 
platform angle (EPA) of a core varies, it is evident that the shape of the crack, and where such a 
crack is likely to intersect the core surface (and hence terminate, resulting in a flake) varies. 
However, given the coarse meshes used (particularly for models with EPAs between 20° and 50°) 
these results don’t provide great insight into the morphology of flakes. A requirement for any 
future work would therefore be to increase the number of elements within these models. The 
coarse mesh used allowed for relatively fast simulation times but did not permit features such as 
partial Hertzian cone cracks to be simulated. Additionally, future models should increase the size 
of the core. At present the peridynamic damage is constrained by the core geometry, meaning 
the damage representative of dimensions such as platform width extends to the core boundaries. 
Accurate measurements cannot then be made, as the dimensions of a flake are unknown.  
The results shown in Figure 49 for a core with an EPA = 70° are interesting because they differ 
from all other simulations in this batch. These results appear comparable to the anomalous 
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results seen previously in discussions of the effect of hammer mass upon flake morphology and 
element size (Sections 8.1 and 7.1.3, respectively). As per the results previously found when 
varying the hammer mass (image b) of Figures 35, 37 and 39) as well as the anomalous result 
encountered when varying the number of elements in the core (image d) of Figure 23), the result 
evident in Figure 49 predicts a large area of high damage on both the flake dorsal surface, and in 
the cross-section of the core. What is causing this variation, and whether these anomalous results 
are related is not yet understood. 
Because of the preliminary nature of these results it is not possible to attempt to quantify what 
effect the external platform angle has upon flake morphology. These results do however suggest 
that peridynamics will be a method capable of evaluating the findings of Dibble and Rezek (2009) 
and others. Indeed, the shape of cores that can be ‘numerically  flintknapped’ is only limited 
effectively by the limitations imposed by 3D Computer Assisted Drawing (CAD) software. As such, 
this method of conducting experiments could also serve to critically evaluate the methodology of 
experiments conducted by archaeological controlled experiment studies. This would potentially 
enable an assessment of whether the design of controlled experimental methods causes the 
importance of the platform depth and EPA upon flake morphology to be overemphasized.  
 
8.5 Core surface morphology 
 
A long held belief in archaeology is that the morphology of the core surface influences the size 
and shape of a flake. This parameter in flake production is of particular interest when considering 
aspects such as a knapper’s skill, or their cognitive ability to mentally plan how to produce an 
abstract shape following a number of steps. Core surface morphology and preparation are 
considered to be important steps of a tool’s technological sequence – or its Chaîne Opératoire – 
leading to the production of a desired form. One such example is that of preferential Levallois 
flake production, illustrated below in Figure 55. 
A knapper will intentionally create one side of a Levallois core to be steeper, which distributes 
the core volume unevenly (as evident in part b) of Figure 55). This is believed to restrict crack 
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propagation to the upper hemisphere of the core, and promote the removal of a very large flake. 
This act of manipulating the convexity and volume of a core (shaping the core surface in the 
process) to then produce a predetermined flake suggests that core surface morphology influences 
the final form of a flake. 
As such, the conclusions produced by the few archaeological controlled experiments which have 
mechanically flaked cores with different surface morphologies are unexpected. The experiments 
conducted by Pelcin (1997a) was an early attempt at varying the core surface morphology, 
although his cores were limited to flat faces. Dibble and Rezek (2009) later investigated a different 
core morphology (produced by casting glass into a mould), producing a semispherical core, and 
this study was progressed further by Rezek et al. (2011) who later investigated four additional 
core surface morphologies. These are depicted in Figure 56. 
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Figure 55. Depiction of Levallois core technology, which involves reducing a core into an ovoid-like shape, 
whilst distributing the core volume unevenly about its median plane (indicated with red dotted line). This 
is known as a ‘tortoise core’. By producing a convexity on the top half of the core it makes it possible to 
more easily detach the main Levallois flake (indicated in the top right of the image), which is typically 
desirable as it provides more cutting edge and can be easily adapted into other forms. Figure adapted 
from (Ambrose 2001:1751). 
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Figure 56. Adapted from Rezek et al. (2011). The above image illustrates the five different glass cores 
tested in the experiments of Rezek et al. (2011). The semispherical core is the same as initially created by 
Dibble and Rezek (2009). All dimensions are in inches. 
 
As per the summary of earlier archaeological controlled experimental results in Table 6, Dibble 
and Rezek (2009) and Rezek et al. (2011) found that the external platform angle (EPA) and 
platform depth have a greater influence upon the flake morphology (such as flake length, 
thickness or platform depth) than the core surface morphology. This is slightly contradicted by 
Pelcin (1997a), who suggested the core surface morphology influences the flake dimensions 
whilst the EPA and platform depth were responsible for controlling the mass of a flake. These 
conclusions reached by Dibble and Rezek (2009) and Rezek et al. (2011) are interesting, as it 
contradicts examples such as the preferential Levallois technique shown above, and as such 
warrants further investigation.  
The peridynamics simulation offers an excellent method of testing such results, as unlike the 
experiments conducted by Rezek et al. (2011) it is repeatable, avoids the cost of creating and 
casting glass cores (and the inherent variability in mechanical properties and surface flaws of 
glass), offers greater control over input parameters such as hammer velocity or indentation 
distance, and can allow comparatively much more complex core surface geometries to be tested. 
This last point is possible as complex core geometries can be created in Computer Assisted 
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Drawing (CAD) software packages and subsequently imported into LS-DYNA. This also means that 
in future studies actual cores could be 3D scanned and then imported into LS-DYNA. Using 
Autodesk Inventor, six core morphologies were created and subsequently imported into LS-DYNA 
and their behaviour under impact loading simulated. The results of these simulations are 
presented below.  
 
8.5.1 Core type #1 – Semispherical core 
 
Following the details provided by Magnani et al. (2014), the semispherical core first created by 
Dibble and Rezek (2009) was recreated. This same core type has subsequently been used in 
experiments performed by Rezek et al. (2011) and Magnani et al. (2014). As not all the radii of 
the core were specified (nor were they available in the supporting articles), a radius of 17 inches 
was applied to the curves extending the longitudinal length of the core. The semispherical core 
created is shown below in Figure 57.  
 
Figure 57. The reproduced semispherical core first created by Dibble and Rezek (2009) and studied using 
the peridynamics simulation. Dimensions in inches. The spherical surface also slopes from down half an 
inch from the proximal to the distal end. 
 
The rationale behind recreating the semispherical core used by Dibble and Rezek (2009) and 
others was that it would enable the results of controlled experiments to be compared with 
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peridynamic simulations. Due to time constraints however, only a single simulation was 
performed, so the effect different inputs such as the external platform angle (EPA) or angle of 
blow have upon flake morphology could not be investigated. In this simulation, a copper hammer 
of 0.125 kg, with a velocity of 3 m/s and indentation distance of 0.8 cm was used. The additional 
inputs used for the semispherical core simulation are presented in Appendix 11.3.6.1.  
The results of the simulation are shown in Figure 58. The peridynamic damage suggests for the 
given inputs and core morphology, a relatively short and ‘chubby’ flake would be created. It is of 
interest to note that the peridynamic damage does not extend the full 3 in. width of the curve 
and is instead more constrained to the core surface. The damage on the curved surface is however 
unsymmetrical and does extend to one edge of the core. This may in part be due to the irregular 
mesh pattern or that the hammer impact was not centred between the core width. An irregular 
mesh is a finite element mesh that is not symmetrical; instead the elements vary in shape and 
size. This irregular mesh pattern was commonly encountered when trying to approximate curves 
with quadrilateral elements. Based upon the results of this chapter, further investigation into the 
extent of influence the irregular mesh pattern has upon flake morphology is required.  
Based on image a) of Figure 58 it seems the curved surface may have some influence on crack 
branching (shown by the multiple, slightly symmetrical lines of higher damage), but this wouldn’t 
be expected to affect the flake morphology. The flake morphology would still primarily be 
controlled by the crack that develops within the core and eventually angles towards the free 
surface. This crack determines the ventral surface of the flake and is also responsible for 
determining the flake length. From image c), the internal peridynamic damage takes the form of 
a median crack – no obvious partial Hertzian cone is evident. 
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Figure 58. Result from simulating a hammer blow with a semispherical core. Image a) depicts the curved 
core surface, the peridynamic damage being akin to the flake dorsal surface. Image b) shows the cross-
section of the core (directly beneath the middle of the hammer) and half of the flake platform surface and 
dorsal surface. Image c) is a section view of the core cross section, showing the crack path within the core 
(assumed equivalent to the flake ventral surface). 
 
The peridynamics simulation can be compared with actual experimental flakes, produced by 
Dibble and Rezek (2009) and Rezek et al. (2011). Figure 59 is a photograph of a number of flakes 
produced from the same semispherical core modelled above. These flakes were mechanically 
struck using the pneumatic cylinder loading machine depicted in Figure 7 (of Section 4.1). 
Unfortunately, Rezek et al. (2011:1355) do not specify what input parameters were used to create 
these flakes, only stating that EPAs of 55 - 85°, platform depths of 3.8 - 10.3 mm and angles of 
blow between 5 - 20° were used. But, the result shown in Figure 58 does appear similar to the 
short and wide flakes shown in the top row of Figure 59.  
Additionally, if we interpret the peridynamic damage in image c) of Figure 58 as being equivalent 
to the flake length (giving an approximate length of 3.7 cm), this falls within the range of flake 
lengths shown in Figure 59. It is difficult to obtain accurate measurements of the flake platform 
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width and depth from the peridynamics simulation, as identifying these parameters is subjective. 
Hence, comparing this aspect of the peridynamics simulation with the mechanically struck flakes 
in Figure 59 is not yet possible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 59. Adapted from Rezek et al. (2011). Photographs of mechanically struck flakes are shown. These 
flakes were made using a pneumatic cylinder (as per Figure 7 of Section 4.1), and all resulted from a 
semispherical core. The variation in flake morphology evident is thought to be from varying a 
combination of the EPA, platform depth and angle of blow. The flake platforms (i.e. flake proximal end) 
point to the bottom of the figure. 
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8.5.2 Core type #2 – Centre ridge core 
 
To further test the peridynamics simulation, the ‘Center Ridge’ core (as created by Rezek et al. 
(2011) and evident in Figure 56) was recreated in Autodesk Inventor. Recreating this core 
geometry and subjecting it to the peridynamics simulation would allow another opportunity to 
compare the simulation results with those obtained from controlled experiments. No dimensions 
for the ‘Center Ridge’ core used by Rezek et al. (2011) could be found, so the recreated centre 
ridge core used here will not be exactly the same in size. Based upon the available images, this 
particular version of the centre ridge core appears to be larger in size, featuring a more 
pronounced ridge and deeper platform. The general dimensions of the core are shown below in 
Figure 60. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 60. The centre ridge core studied using the peridynamics simulation. Dimensions in metres. 
As before, the hammer was modelled as being copper, with a mass of 0.125 kg and velocity of 3 
m/s. This simulation used an approximate hammer indentation distance of 0.9 cm. The complete 
list of inputs can be found in Appendix 11.3.6.2 The results of the peridynamic simulation are 
shown below in Figure 61. 
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Considering Figure 61, it is immediately evident that as opposed to the simulated semispherical 
core (Figure 58) the peridynamic damage is not constrained by the core surface, and freely 
extends the full 5 cm width of the core. This may suggest that a crack predicted by peridynamics 
will be more constrained by a curved surface as opposed to a flat surface, but this theory requires 
further testing before it can be substantiated. The difference in the width of the peridynamic 
damage may instead just be a result of the core width – the semispherical core is approximately 
7.6 cm wide, whilst the centre ridge core is only 5 cm wide. 
Figure 61. Result from simulating a hammer blow with a centre ridge core. As above, image a) depicts the 
core surface (and the flake dorsal surface). Image b) shows a cross-section through the core, directly 
beneath the hammer, as well as half of the flake platform and dorsal surface. Image c) shows a section 
view of the core. Although there is not a pronounced partial Hertzian cone crack, the ventral surface does 
appear to be more ‘flake-like’. 
 
Figure 62 contains photographs of flakes mechanically struck from centre ridge cores by Rezek et 
al. (2011). Comparing the simulation results result with these mechanically struck flakes, 
similarities can be observed between the shorter flakes in the top row of Figure 62, and the shape 
of the peridynamic damage in Figure 61. Interpreting the length of the peridynamics damage in 
image c) of Figure 61 to be equivalent to the flake length, then this simulated flake has a 
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comparable length (approximately 3.9 cm) to those produced by Rezek et al. (2011). The smaller 
flakes in Figure 62 were produced from centre ridge cores with external platform angles (EPA) of 
75°. Given there are no side profile photographs of the mechanically struck flakes, it is not possible 
to compare the ventral surface of these flakes with that seen in the simulation results above. 
Being unable to compare this aspect of the flake morphology means it is difficult to state whether 
the lack of a pronounced partial Hertzian cone (or equivalently bulb of percussion) (as per image 
c) of Figure 61) is to be expected. Further testing with greater variation of inputs (such as EPA and 
angle of blow) would reveal whether the lack of a bulb of percussion in this simulation is to be 
expected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 62. Adapted from Rezek et al. (2011). Photographs of mechanically struck flakes are shown, with 
the two smaller flakes having been produced from a centre-ridge core with EPA = 75°, whilst the bottom 
row of flakes were produced with an EPA = 55°. 
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8.5.3 Core type #3 – Multi-ridged surface  
 
To again compare the results of archaeological controlled experiments with the peridynamics 
simulation, the ‘Parallel’ core used by Rezek et al. (2011) (as per Figure 56) was recreated. As with 
the centre ridge core discussed above, as no dimensions for this core type were specified by Rezek 
et al. (2011), this recreated parallel core will inevitably differ in size. Based upon the view of the 
core platform in Figure 56, this version of the parallel core features more accentuated ridges. The 
general dimensions of the multi-ridged core are shown below in Figure 63. As before, a copper 
hammer was modelled, with mass 0.125 kg and velocity of 3 m/s. The hammer indentation 
distance was approximately 0.9 cm. The complete list of inputs can be found in Appendix 11.3.6.3 
The results of the peridynamic simulation are shown below in Figure 64. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 63. The multi-ridged core studied using the peridynamics simulation. Dimensions in metres. 
 
The lack of symmetry with regards to the peridynamic damage is immediately evident in image a) 
of Figure 64. This again is thought to be caused by a more irregular mesh pattern and that the 
hammer was not centred correctly over the middle of the core. This again highlights the need for 
134 
 
 
further simulations to be conducted, featuring cores with wider platforms (i.e. greater than 5 cm). 
Otherwise, it is difficult to comment on whether the core surface is influencing the flake 
morphology.  
Considering the second row of photographs of the mechanically struck flakes in Figure 65, at least 
in terms of flake length (again being interpreted as the maximum depth of the peridynamic 
damage in image c) of Figure 64) the peridynamic simulation result is similar. Both the 
mechanically struck and simulated flaked have lengths of approximately 4 cm. This is slightly 
unusual, as the second row of flakes pictured in Figure 65 were produced from parallel cores with 
an external platform (EPA) angle of 65°, which differs significantly from the EPA of 90° used in this 
simulation.  
Given that it is not yet possible to define the exact crack path in the simulated cores, at best only 
subjective comparisons between simulation and controlled experimental results can be made. 
However, the similarity between the shape of the peridynamic damage on the parallel core 
surface (as per image a) of Figure 64) and the first mechanically struck flake in the top row of 
Figure 65 is interesting. Here, if the peridynamic damage is interpreted as representing the flake 
dorsal surface, then the shape of the simulated flake dorsal surface is similar to the controlled 
experimental flake. The simulated flake dorsal surface does not exhibit the same length as the 
mechanically struck flake in question, but the flake width appears similar. Both the simulated 
flake and experimental flake also have a dorsal surface which encompasses the three ridges 
present on the core surface. This is interesting, as despite having different EPAs (the mechanically 
struck flake having been produced from a core with an EPA = 75°, whilst the simulated core from 
a core with an EPA = 90°) some similarity in morphology is evident. Multiple hypotheses could 
explain this similarity (for example, that core surface morphology does influence flake shape or 
conversely as Rezek et al. (2011) suggest, by controlling the EPA and platform depth specific flake 
morphologies can be produced), but without additional testing of the peridynamics simulation 
these arguments cannot be substantiated.  
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Figure 64. Result from simulating a hammer blow with a parallel core. As above, image a) depicts the 
core surface (and hence the flake dorsal surface). Image b) shows a cross-section through the core, as 
well as part of the flake platform and dorsal surface. Image c) shows a section view of the core. The 
damage predicted within the core which is used to infer the flake ventral surface differs from that 
observed in the centre ridge core (Figure 61), in that the flake is thicker and has a less gradual 
termination. 
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Figure 65. Adapted from Rezek et al. (2011). Photographs of the dorsal surface of mechanically struck 
flakes produced from parallel cores are shown. The top row of flakes were produced from parallel cores 
with EPA = 75°, the second row produced from parallel cores with EPA = 65° and the third row produced 
from parallel cores with EPA = 55°. 
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8.5.4 Core type #4 – Sloped dorsal surface 
 
To further investigate the effect core surface morphology has upon crack behaviour, three new 
cores were also created, in part complementing the cores studied above. One such core is defined 
as the ‘sloped dorsal surface’ core. It is in part similar to the semispherical core created by Dibble 
and Rezek (2009), in that its surface is curved longitudinally, but does not feature the same 
latitudinal curve. The general dimensions of this core type are shown in Figure 66. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 66. The sloped dorsal surface core studied using the peridynamics simulation. Dimensions in 
metres. 
 
As before, the hammer was modelled as being copper, with a velocity of 3 m/s but with an 
approximate indentation distance of 0.8 cm. The complete list of inputs can be found in Appendix 
11.3.6.4 The results of the peridynamic simulation are shown below in Figure 67. 
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Figure 67. Result from simulating a hammer blow with a sloped dorsal surface core. As above, image a) 
depicts the core surface (and hence the flake dorsal surface). Image b) shows a cross-section through the 
core, as well as part of the flake platform and dorsal surface. Image c) shows a section view of the core. 
The flake ventral surface predicted in image c) again does not feature a distinct partial Hertzian cone 
crack, and whether this is due to the mesh size used, or due to the input parameters remains to be seen. 
 
Compared with the semispherical core results pictured in Figure 58, the width of the peridynamic 
damage across the core surface is much greater. This is perhaps also again a result of the smaller 
platform width (approximately 7.6 cm for the semispherical core versus 5 cm for the sloped dorsal 
surface core), but does suggest that the shape of the core surface does influence the distribution 
of the peridynamic damage. Referring to image c) of Figure 67, again no significant partial Hertzian 
cone crack is evident. To determine whether this is a reflection of the chosen input parameters 
or due to the relatively coarse mesh used (as per the discussion of the effect of element size upon 
crack resolution in Section 7.1.3.1) requires further testing. Generally, little can be said about 
general flake morphological traits such as length and width, as they are not particularly well 
defined.  
It is more useful to consider the results presented in Figure 67 with those obtained for the curved 
dorsal surface core type discussed below (see Figure 69). Despite using the same inputs (bar a 
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0.01 cm difference in indentation distance) for the sloped dorsal surface and the curved dorsal 
surface cores, the peridynamic damage is quite different. This provides some indication that the 
core surface morphology does affect the distribution of the peridynamic damage, which can be 
extended to considering the crack generated during conchoidal fracture. 
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8.5.5 Core type #5 – Curved dorsal surface 
 
The second core created to further investigate the effect of core surface morphology upon 
conchoidal fracture was a curved dorsal surface core. This core type is again similar to the 
semispherical core created by Dibble and Rezek (2009), but instead of the longitudinal curve as 
exhibited by the sloped dorsal surface (core type #4), it features a latitudinal curve. The general 
dimensions of this core are shown in Figure 68. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 68. The curved dorsal surface core studied using the peridynamics simulation. Dimensions in 
metres. 
As before, the hammer material was modelled as copper, with a mass of 0.125 kg, velocity of 3 
m/s and approximate indentation distance of 0.9 cm. The complete list of inputs can be found in 
Appendix 11.3.6.5 The results of the peridynamic simulation are shown below in Figure 69. 
As mentioned above, as opposed to analysing the simulation results for the sloped dorsal surface 
and curved dorsal surface cores independently, it is more informative to compare the two. Bar an 
approximate 0.1 cm difference in hammer indentation distance, the two simulations were 
performed with the same inputs. The only significant differences between the two were the mesh 
pattern (the curved dorsal surface having a more irregular mesh) and the shape of the core 
141 
 
 
surface. As discussed earlier, what effect an irregular mesh has upon the predicted crack path 
requires investigation. 
Comparing images c) of Figure 69 with Figure 67 above, clear differences in the flake ventral 
surface shape are evident. Although this may still be explained by differences in mesh pattern, 
both core types were specified to have the same element size, and indeed each have the same 
number of elements in the vertical plane of the core.  
This is an interesting result, and although preliminary in nature, it casts doubt upon the findings 
of Dibble and Rezek (2009) and Rezek et al. (2011) who suggest the core surface morphology has 
a weak influence upon flake morphology. Additionally, if the flake ventral surfaces predicted for 
the curved dorsal surface core (Figure 69) and the sloped dorsal surface core (Figure 67) were 
combined, their appearance would be dissimilar to the flake ventral surface predicted for the 
semispherical core (Figure 58). This is despite the sloped and curved dorsal surface cores sharing 
the same morphology as the semispherical core. Although this may be attributable to mesh size 
and pattern again, it may provide further evidence the core surface morphology can influence the 
morphology of a flake. 
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Figure 69. Result from simulating a hammer blow with a curved dorsal surface core. As above, image a) 
depicts the core surface (and hence the flake dorsal surface). Image b) shows a cross-section through the 
core, as well as part of the flake platform and dorsal surface. Image c) shows a section view of the core. 
The flake ventral surface here is more defined than that observed for the sloped dorsal surface core 
above in Figure 67. There is some uncertainty regarding what type of crack the peridynamics simulation is 
predicting in image c) above, as it is similar in appearance to a partial Hertzian cone crack but does not 
feature a pronounced bulb of percussion. It may instead be a median crack. 
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8.5.6 Core type #6 – ‘Ice cream cone’  
 
Lastly, to investigate the effect core surface morphology has upon crack behaviour, an unusual 
core design was created. The core consists of a tapered bulbous cone, creating half of a ‘bullet’ 
shape. Although dissimilar to the majority of archaeological cores, this core was used as an 
extreme example to test both the behaviour of a crack whilst an irregular core surface 
morphology is present and the ability of the peridynamics simulation to model crack growth in an 
irregular solid. The general dimensions of the ‘ice cream cone’ are shown below in Figure 70. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 70. The ‘ice cream cone’ studied using the peridynamics simulation. Dimensions in metres. 
 
Unfortunately, it was not possible to model conchoidal fracture in this core type. The results 
evident in Figure 72 suggest that – as speculated previously – the core mesh pattern influences 
the predicted crack path. Despite varying the element size and peridynamic horizon distance 
(where a lower horizon distance tends to cause damage to be distributed over a greater volume 
(as per Figure 27 in Section 7.1.3.2)), it was not possible to cause conchoidal fracture. A limited 
number of simulations were run due to time-constraints, as an appropriately sized mesh resulted 
in simulation times greater than 9 hours in total. Although failures, these simulations serve as 
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lessons for future work. They also highlight the need to be proficient in the use of LS-DYNA, so as 
to permit more advanced modelling techniques, such as mesh refinement, to be implemented 
into future simulations. 
Figure 72. Failed core surface morphology simulations. Images a) to c) represent the progression of the 
simulations, where after initial failure (image a)), modifications such as increasing the element size 
(thereby making the mesh less dense), and subsequently reducing the peridynamic horizon distance (to a 
value of Dr = 0.85 (from Dr = 1.01)). No great difference in the peridynamic damage was observed, 
although as evident in image a) the damage was contained within a small volume directly beneath the 
hammer. This may have been caused by the irregular elements on the flake platform. 
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8.5.7 Summary 
 
Based upon the preceding analysis, it appears that core surface morphology has some influence 
upon flake morphological attributes, such as length and ventral surface shape. The lack of 
simulation results however means it is not possible to confidently demonstrate that core surface 
morphology and flake shape are related. To reach such a conclusion, additional simulations that 
vary the input parameters for each core type discussed above would first need to be run. By 
tracking the distribution and shape of the peridynamic damage in each simulation, it would then 
be possible to infer whether core surface morphology does have an influence upon flake 
morphology.  
The above discussion also highlights some of the advantages of this numerical simulation 
approach: exact control over the recognised input parameters in flint knapping; circumvention of 
the issue of preparing and manufacturing glass cores (and the inherent variability in material 
properties of manufactured glass). This numerical simulation method also will also potentially 
allow more researchers to conduct such analyses of flint knapping. This last point is based upon 
the fact that computers are more easily accessible than the pneumatic cylinder loading 
instruments (believed to be similar to an Instron Universal Testing System) utilised by Rezek et al. 
(2011) and others. Being computer-based also means that core geometries can be made using 
CAD programs, removing many of the limitations faced when casting glass, such as mould 
manufacture. This numerical approach isn’t without its flaws, but peridynamics appears to offer 
an alternate method of analysing conchoidal fracture. As such, it has the potential to be a key tool 
for archaeologists to use to study conchoidal fracture and the production of flakes.  
To continue analysing the effects of core surface morphology upon flake shape, the above tests 
would need to be refined and their scope expanded. This would initially involve redeveloping CAD 
core geometries to increase the width of platforms, determining an appropriate balance between 
element size and computational cost, and improving the quality of the FEM meshes in the core 
geometries.   
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9. Conclusions and recommendations 
 
This report has discussed the development of a new approach to the study of stone tools in 
archaeology, which enables flintknapping to be numerically simulated. Following a review of the 
literature, it is apparent that existing methods of studying how stone tools are made are 
hampered by the fact they are time consuming, costly to perform, suffer from variable results and 
have had limited success over the past 20 years. Additionally, the design of these controlled 
experiments nor their results have been critically analysed. Developing a technique that would 
allow flintknapping to be numerically simulated would therefore not only allow the results of past 
controlled experiments to be critically evaluated, but also help improve the disciplinary 
knowledge of conchoidal fracture. By understanding what causes certain morphological traits to 
be present on stone tools, archaeologists will be able to understand how that tool was made. This 
has important implications for answering questions about human and hominin behaviour in the 
past, at the very least by understanding the cognitive ability necessary for past knappers to 
control conchoidal fracture and create desired tool forms. 
The three objectives of this research project – obtaining an understanding of crack initiation and 
crack propagation, developing a new method that would lend itself to the analysis of lithic 
reduction, and assessing the ability of peridynamics to simulate conchoidal fracture – have all 
been achieved. Although only preliminary results have been obtained with the peridynamics 
simulation developed in LS-DYNA, they have highlighted the usefulness of this numerical 
approach. Existing hypotheses born out of archaeological controlled experiments regarding the 
importance of parameters such as the platform depth have been questioned. Furthermore, the 
results of previous experimental studies that suggest core surface morphology has a weak 
influence upon flake morphology have been challenged.  
The results obtained also lend support to the idea that numerical simulations utilizing 
peridynamics would be of benefit to other industries. The examples of crack growth discussed in 
Section 8.5 shows complex geometries can be created with CAD software and imported into LS-
147 
 
 
DYNA. This seems particularly relevant to the study of tooth enamel chipping in the dental 
industry.  
 
Although this report has been successful, it is evident from this study that more work is required. 
This would not only be to improve the peridynamics simulation, but also generate more results 
relevant to archaeological lithic analyses. Therefore, a series of recommendations for future work 
are suggested below: 
 
1. To improve disciplinary knowledge of conchoidal fracture, a more detailed multivariate analysis 
needs to be conducted  
It is only through considering input parameters such as the external platform angle (EPA), 
platform depth, angle of blow and core surface morphology in greater detail that significant 
results can be obtained and subsequently used to improve discipline knowledge. More detailed 
results are also required in order to either corroborate or dispute the findings of experiments 
conducted by Dibble and Rezek (2009) and others. This study did not vary the angle of blow of 
hammer impact and conducted only a small investigation into the effect of the EPA. In addition 
to the main input parameters highlighted in this report, there is also the potential to investigate 
what influence hammer shape and material (particularly when considering the elastic-plastic 
deformation of a hammer at impact) has upon flake morphology. The effect friction has upon the 
production of flakes should also be addressed in future work. Mohajerani and Spelt (2010) have 
already recognised that lateral friction at contact causes the load required to produce a chip to 
reduce. Whether this behaviour influences flake production is not known, but as LS-DYNA is 
capable of modelling such contact the potential effects could be modelled in association with 
peridynamics. 
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2. The glass core models used in the peridynamic simulations need to be refined 
A recurring issue identified with the simulations conducted in this project was that the core 
geometries used constrained the peridynamic damage. This meant that assessing the dimensions 
of flakes, particularly the platform width was inconclusive. Future simulations should rectify this 
issue by creating larger cores that allow the peridynamic damage to freely spread.  
 
3. The peridynamics simulation results need to be improved  
Although this is in part due to the lack of proficiency in using LS-DYNA, the simulation results 
(particularly in those models considering different core surface morphologies) obtained need to 
be improved. It is apparent that the model mesh can impact the performance of the peridynamic 
simulation, and this could potentially be avoided through using mesh refinement techniques.  
A recurring issue identified during this report was the inability to precisely specify where brittle 
fracture had occurred. Although this issue may be rectified with future updates to the 
implementation of peridynamics in LS-DYNA, it also serves as a reminder that the simulation 
results require verification. One course of action that could potentially both serve to verify the 
simulation results and help improve the identification of exactly where brittle fracture has 
occurred is to conduct physical knapping experiments. Such an experiment would be similar to 
archaeological controlled experiments, but with the purpose of identifying at what hammer mass, 
velocity, size and angle of blow brittle fracture in glass occurs. The results of such an experiment 
could then be used to calibrate the peridynamic simulations, and provide context to the 
peridynamic damage values. This is important, as at present how these peridynamic damage 
values relate to fracture is not understood.  
 
4. Linking the simulation with theory 
One potential shortcoming of this project was that the theory underlying conchoidal fracture was 
not considered in any great detail. This is partly due to the fact that the peridynamics simulation 
does not yet lend itself to highly accurate inspections of crack initiation sites and subsequent 
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crack growth. But also because approaching this problem theoretically is very difficult. As 
acknowledged previously, a Linear Elastic Fracture Mechanics viewpoint is not particularly useful 
in this problem, as this relies upon the notion of a pre-existing crack in the material. A more 
suitable approach may be to incorporate Weibull statistics to analyse how and where glass 
fractures. Yet, authors such as Chai (2011) who have attempted to generate closed-form 
expressions describing conchoidal fracture due to spherical indentation from experimental data 
recognise that such expressions are highly complex. Given part of the appeal of numerical 
simulation is the ability to avoid highly complicated theoretical studies, it may be that attempting 
to develop a complex theoretical explanation of this phenomenon may be unreasonable.  
 
 
In conclusion, this report presents the development of a new, novel method of analysing 
conchoidal fracture. This is achieved by using the mathematical theory of peridynamics, which 
has been shown to be capable of producing qualitative (and to an extent quantitative) results in 
line with previous studies. To the author’s knowledge, this is the first study to have successfully 
and convincingly modelled conchoidal fracture in the context of archaeological flintknapping. It is 
also believed to be the first study to have applied peridynamics to study the phenomenon of edge 
chipping. The results obtained in this study suggest peridynamics will be an invaluable tool to 
researchers in the future attempting to simulate discontinuities such as cracks. This has 
implications for future research in the fields of archaeology, engineering and elsewhere.  
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11. Appendix 
 
 
 
11.1 Summary of select controlled experimental studies 
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Table 16. Description of select controlled experimental studies with regards to their experimental procedures and results. 
Article 
Independent 
controlled 
parameters 
Apparatus 
used Result of analysis Summary 
 
[1] 
 
Dibble and 
Whittaker 
(1981) 
Angle of blow 
 
Impact force 
(weight of ball 
bearing) 
 
Exterior platform 
angle (EPA) 
 
Platform 
thickness (PD) 
Ball bearing 
dropped 
onto plate 
glass (see 
Figure 6) 
Interior platform angle (IPA): Does not correlate with angle of blow as 
previously hypothesised; Only the EPA was thought to only correlate with 
the IPA (n = 178, r = -0.39) 
Termination: Lower EPA (average EPA 41.8 ± 9.8°) resulted in feather 
terminations (however this relationship may be due to the nature of the 
cores used); Middle to higher EPAs tend to cause hinge or overshot 
terminations (average EPA for hinge: 61.5 ± 14.0°, average EPA for 
overshot: 76.7 ± 9.4°)  
Length: Dependent upon ball size, found that length increased directly 
with platform thickness, and that length also increased with increasing 
EPA  
Thickness: Dependent upon ball size, found that thickness increased 
directly with platform thickness, and that thickness also increased with 
increasing EPA 
Width: held constant due to core design 
• Uncertainty regarding 
importance angle of blow 
• IPA is not of significance for 
parameters considered  
• EPA appears to have the 
greatest effect of all 
parameters considered 
• Increasing ball size (i.e. mass) 
can increase flake size, but is 
thought to be dependent upon 
EPA and PD 
• Flake length is affected by 
relationship of EPA and PD 
 
 
[2] 
 
Dibble and 
Pelcin 
(1995) 
Indenter mass 
(ball bearings of 
different weight 
(and thus 
diameter)) 
 
Velocity of blow 
 
Momentum 
(varying ball mass 
and velocity) 
Ball bearing 
dropped 
onto plate 
glass 
Flake weight: found to have a linear, positive relationship with platform 
thickness; suggests platform depth and EPA affect flake weight 
Length: not discussed, but estimated length (based on EPA and platform 
thickness) was found to positively correlate with actual flake length with 
different values of momentum used 
Thickness: discussed in conjunction with EPA to help describe how 
varying these platform characteristics, flake size could be increased; 
estimates of flake thickness (based on EPA and platform thickness) were 
positively correlated with actual flake thickness 
Platform depth: Discussed in association with platform thickness and its 
role in determining flake size 
• Momentum was found to only 
be important in determining 
whether a flake is produced or 
not; after a flake is produced 
momentum (and its 
components) have no major 
influence over flake mass 
• To produce a flake, a threshold 
momentum must be overcome 
• Effect of ball bearing size (mass 
or diameter) on flake size 
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Platform thickness: Calculated using platform depth and the EPA; 
increasing either platform thickness or EPA was found to generate larger 
and heavier flakes 
increases with EPA, but in total 
it only has a small effect 
• Flake mass is found to be 
largely determined only by EPA 
and platform thickness (i.e. 
platform characteristics), and 
momentum has little influence 
on flake size 
• A flake with an intact platform 
should allow for an estimate of 
the original flake mass to be 
calculated 
[3] 
 
Pelcin 
(1997c) 
Angle of blow 
 
Indenter 
(constant 
diameter, mass, 
velocity, and raw 
material) 
 
Exterior platform 
angle 
 
Platform 
thickness 
Ball bearing 
dropped 
onto plate 
glass 
Flake initiation: At a particular platform thickness, varying the EPA could 
alter the IPA and lead to different types of initiation (conchoidal versus 
bending); a transition from conchoidal to bending flake initiation under 
the same flaking conditions cannot be easily distinguished without 
considering platform thickness, EPA and all other variables that were 
controlled during the experiment 
Flake termination: Only feather, hinge, bending and finial terminations 
were obtained through experimentation, but were found to be 
influenced by platform thickness; varying the EPA also was found to 
affect termination; a relationship between EPA and platform thickness 
exists and determines  
Interior platform angle: Used to help distinguish between either bending 
or conchoidal initiation in experimental flakes; IPA increased with 
increasing platform thickness and conchoidal initiation was more 
common 
 
• EPA was found to affect the 
type of termination that could 
be produced, whilst platform 
thickness determined the 
termination of a specific flake 
• EPA and platform thickness 
both influence flake initiation 
• Suggested that neither the 
force or hardness (e.g. soft 
versus hard hammer) of the 
indenter control flake initiation, 
rather it is the platform 
thickness and EPA  
[4] 
 
Pelcin 
(1997b) 
Indenter type 
(soft (antler) 
versus hard 
(steel)) 
 
Hinged bar 
striking plate 
glass 
Flintknapping technique: Investigated to examine whether the flakes 
thought to be typical of soft hammer percussion are instead a result of 
changes in knapping technique 
Flake length: Found that using an antler indenter produced longer flakes 
for a given platform thickness 
Flake width: No clear difference resulting from using different indenters 
• Suggested that flake mass is 
not dependent upon the 
characteristics of the indenter, 
and instead is influenced by 
platform thickness and EPA 
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Flintknapping 
technique 
 
Exterior platform 
angle 
 
Platform 
thickness 
 
Hammer velocity 
(constant and 
therefore 
constant force) 
Flake thickness: The antler indenter was found to produce thinner flakes 
as opposed to the hard indenter (steel ball bearing) for a given platform 
thickness 
Platform width: Similar results obtained using the two indenter types, 
although with increasing platform thickness the antler indenter was more 
likely to increase platform width relative to that achieved by the hard 
indenter 
Bulb length: Less obvious difference between the two indenter types, but 
there appeared to be a positive linear relationship between increasing 
platform thickness and bulb length for the antler indenter  
Bulb thickness: Very little difference in bulb thickness between the two 
indenters  
Expansion angle: Smaller in flakes produced by the antler indenter than 
with the hard indenter, and the difference became more pronounced 
with increasing platform thickness 
Interior platform angle: Consistently smaller for the antler indenter 
relative to the hard indenter 
Ring crack: Indenters were of the same dimensions, but clear differences 
in ring crack diameter were found, suggesting something other than 
indenter diameter is responsible for producing the ring crack  
Platform lipping: Evident on all flakes produced 
Flake mass: No difference observed in flake mass between the two 
indenter types whilst increasing platform thickness 
• Indenter type influences the 
distribution of mass, thereby 
influencing the flake 
dimensions and shape, but the 
flake mass is independent of 
indenter type 
• The presence of lipping and the 
absence of a ring crack are 
commonly used to differentiate 
soft and hard indenters, but as 
these were not produced 
during the experiment, then 
other variable(s) (potentially 
angle of blow and platform 
preparation) which covary with 
indenter type are responsible 
for the differences between 
flakes produced by soft or hard 
hammers  
• Knapping technique likely 
causes some of the variability 
that is not explainable by 
indenter type 
[5] 
 
Pelcin 
(1997a) 
Core surface 
morphology 
 
Exterior platform 
angle 
 
Angle of blow 
(constant) 
 
Indenter (single 
ball bearing) 
Ball bearing 
dropped 
onto shaped 
pieces of 
plate glass 
Flake length: Length increased with increasing platform thickness for 
both core types and EPAs tested 
Flake thickness: Thickness increased with increasing platform thickness 
for both core types and EPAs tested 
Flake mass: Mass increased with increasing platform thickness for both 
core types and EPAs tested. Change in core surface morphology did not 
affect flake mass 
Core type: Two cores were considered, one being an edge core which is 
the same as that used in Dibble and Pelcin (1995). The other was a face 
core. Both the weight (hence volume) and two EPAs tested were similar. 
Edge cores produced longer flakes than those produced from face cores. 
• Flake mass is controlled by the 
EPA and platform thickness, 
rather than by core surface 
morphology; suggesting flake 
mass is independent of core 
surface morphology 
• Core surface morphology 
(rather than platform 
thickness) influences flake 
dimensions (e.g. length and 
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Drop height 
(constant) 
For a given EPA, flaking edge cores resulted in thicker flakes relative to 
those produced from face cores 
 
thickness) and how flake mass 
is distributed 
• Differences in core surface 
morphology are responsible for 
the presence or absence of 
bulbs of percussion, as all other 
variables which influence flake 
production were held constant 
[6] 
 
Dibble and 
Rezek 
(2009) 
Core surface 
morphology 
(single core 
morphology used) 
 
Exterior platform 
angle 
 
Platform depth 
 
Angle of blow 
Hammer material 
(steel) 
 
Contact surface 
area of hammer 
 
Hammer speed 
 
Striking force 
(constant) 
 
Core platform 
surface and width 
of surface 
Pneumatic 
cylinder with 
a load cell, 
striking 
moulded 
glass cores 
(see Figure 
7) 
Flake weight: Past findings with regards to relationship between EPA and 
platform depth on flake weight confirmed in this study. Increasing 
platform depth for each value of EPA tested (and constant angle of blow) 
resulted in heavier flakes. Found not to be a linear relationship however. 
Suggestion that for low values of EPA, flake weight increases relatively 
slowly with increasing platform depth. At higher values of EPA, flake 
weight increases more rapidly in conjunction with increasing platform 
depth. Low angle of blow (e.g. 10-20°, which are more direct strikes) 
most significantly affect flake weight.  
Flake dimensional attributes: Length, width and thickness all display a 
positive, linear relationship with platform depth, and the same 
relationships occur with EPA. The three dimensions do not change in the 
same way relative to one another, where the ratio of length to width 
varies with EPA.  
Force required: When standardized by flake weight, the force required to 
detach a flake does not change, regardless of any variation in the angle of 
blow. Found the peak load required for detaching a flake is 2007 N 
(published as 451.2 lbs). The force required to detach a flake appeared to 
be related only to flake size; therefore, it is suggested the force required 
to detach a flake is a function of EPA, platform depth and angle of blow. 
There is a threshold force, and flake mass will only be controlled by the 
variation of EPA, platform depth and angle of blow once this force is 
delivered. 
• Produced experimental flakes 
that closely resemble flakes 
produced with normal 
flintknapping 
• Despite holding core surface 
morphology constant, EPA and 
platform depth significantly 
influence flake morphology 
• Flake weight is found to be 
determined only by the 
interaction of the EPA, platform 
depth and angle of blow; force 
is a function of these three 
independent parameters 
• Results suggest flake size does 
not depend on how hard a core 
is struck 
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[7] 
 
Rezek et 
al. (2011) 
Core surface 
morphology (5 
different 
morphologies) 
 
Core platform 
surface and 
surface width 
 
Angle of blow 
 
Size and shape of 
hammer 
 
Exterior platform 
angle 
 
Platform depth 
Pneumatic 
cylinder with 
a load cell, 
striking 
moulded 
glass cores 
Flake length and width: EPA was found to significantly affect the ratio of 
length to width for 4 of the 5 core designs 
Flake surface area: Platform depth significantly affects flake surface area 
(standardized by EPA) for 4 of the 5 core designs 
 
Found that three independent variables are responsible for the variation 
in flake size and shape (exterior core surface morphology, platform depth 
and EPA), but there is likely more variables which are unknown at this 
stage.  
• Core surface morphology has 
less influence on flake 
morphology than traditionally 
believed; EPA and platform 
depth are more responsible for 
specific flake attributes 
including size and shape 
• Experiment found that flakes 
produced from different cores 
could be identical, and intra-
core variability can vary 
substantially 
• By controlling EPA and platform 
depth, it is possible to produce 
flakes with similar attributes 
from different core surface 
morphologies 
• That core surface morphology 
was a weak predictor of flake 
size and shape was also 
extended to an archaeological 
assemblage, indicating the 
results are not a product of the 
experimental approach used 
[8] 
 
Magnani 
et al. 
(2014) 
Applied force 
 
Material and 
shape of hammer 
(steel, copper, 
synthetic bone) 
 
Location of force 
application 
 
Pneumatic 
cylinder with 
a load cell, 
striking 
moulded 
glass cores 
Flake weight: No large differences in the ratio of weight to platform 
depth were observed between the three hammers used, for both the 
strikes either on the platform surface or on the edge of the core 
Flake dimensions: Considering flake length, width and thickness 
(standardized by another variable to produce ratios such as length/width, 
length/thickness, width/thickness, length/platform depth, 
width/platform depth, thickness/platform depth). Only the ratio of flake 
length to width expressed significant differences depending on the 
hammer type and location of impact, finding that softer hammers 
produced longer flakes relative to flake width.  
• Confirmed that platform lipping 
does occur due to soft 
hammers, which has been 
found through replicative 
experiments, but it can also 
occur with hard hammers, and 
therefore platform lipping is 
not a suitable proxy for 
determining the type of 
hammer used 
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Angle of blow 
 
Hammer speed 
 
Platform depth 
 
Exterior platform 
angle 
Flake edge length (perimeter of flake not including the platform): Found 
that by striking a platform edge with a hard hammer it is more likely that 
the flake cutting edge can be maximised (relative to the flake’s mass). A 
hard hammer is more likely to crush the platform edge, so it may be 
more secure to use a soft hammer in order to produce elongated flakes 
without crushing the platform (which can prevent further flake 
production)  
Flake surface area: Results suggest that a larger flake surface area can 
result by striking flakes from an exterior edge of a core, whilst maintain a 
constant platform area. This did not seem to be affected by hammer 
type.  
Platform area: The ratio of platform area to flake surface area was found 
to be a function of EPA (as the overall flake area is affected by EPA 
independent of the platform area) 
Bulb volume: Obvious differences in the ratio of bulb volume to weight 
through using different hammers, suggesting harder hammers are more 
likely to produce more pronounced bulbs of percussion 
• Attempts to infer what force 
application technique was used 
based on particular flake 
attributes is very difficult, as 
the interaction between 
various independent variables 
and the strength of the 
relationships between 
independent and dependent 
variables varies, confounding 
any possible interpretations 
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11.2 LS-DYNA Keyword cards 
 
 
*BOUNDARY 
 _SPC_SET 
*CONTACT 
 _AUTOMATIC_SURFACE_TO_SURFACE 
 _FORCE_TRANSDUCER 
*CONTROL 
 _CONTACT 
 _TERMINATION 
 _TIMESTEP 
 _UNITS 
*DATABASE 
 _ASCII_option 
 _BINARY_D3PLOT 
*ELEMENT 
 _SOLID 
*INITIAL 
 _VELOCITY_GENERATION 
*KEYWORD 
*MAT 
 _000-ELASTIC_PERI 
 _020-RIGID 
*NODE 
*PART 
*SECTION 
 _SOLID 
 _SOLID_PERI 
*SET 
 _NODE_LIST 
*TITLE 
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11.3 Inputs for tests  
 
11.3.1 Hammer mass 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
INITIAL VELOCITY_GENERATION VY -4 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO VARIED 
 E 2.0E+11 
 PR 0.3 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance 1 cm 
  Sphere radius 0.012 
  Sphere density  16 
  
Sphere position: 
x: 0.0725 
y: 0.0921 
z: 0.04 
  
Box coordinates 
x: 0, 0.15 
y: 0, 0.08 
z: 0, 0.05  
  
Box element density 
Vx: 30 
Vy: 21 
Vz: 21 
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11.3.2 Indentation distance 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
INITIAL VELOCITY_GENERATION VY -4 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 
(default) 
020-RIGID 
RO 
8.0E+03 
(Steel) 
16.63E+03 
(Tungsten 
carbide) 
 
E 
2.0E+11 
(Steel) 
7E+11 
(Tungsten 
carbide) 
 
PR 
0.3 (Steel) 
0.31 
(Tungsten 
carbide) 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance VARIED 
  
Sphere radius 
0.012 (Steel) 
0.00635 
(Tungsten 
carbide) 
  Sphere density  16 
  
Sphere position: 
x: 0.0725 
y: 0.0921 
z: VARIED 
  Box coordinates x: 0, 0.15 y: 0, 0.08 
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z: 0, 0.05  
  
Box element density 
Vx: 30 
Vy: 21 
Vz: 21 
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11.3.3 Hammer velocity 
 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
INITIAL VELOCITY_GENERATION VY VARIED 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.3E+11 
 PR 0.36 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈1 cm 
  Sphere radius 0.0175 
  Sphere density  16 
  
Sphere position 
x: 0.0055 
y: 0.09751 
z: 0.0101852 
  
Box coordinates 
x: 0, 0.11 
y: 0, 0.08 
z: 0, 0.05  
  
Box element density 
Vx: 27 
Vy: 27 
Vz: 27 
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11.3.4 Exterior Platform Angle (EPA) 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 
(default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈1 cm 
  Sphere radius 0.012 
  Sphere density  16 
  
Sphere position: 
x: 0.00100124 
y: 0.0121 
z: 0.0258957 
  Box coordinates VARIED  
  
Box element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
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11.3.6 Core surface morphology 
 
 
11.3.6.1 Semispherical model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
  SOFT  1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.867 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: 0.0375405 
y: 0.0295149 
z: 0.14202 
  
Core element density 
Element size = 
0.0018 when 
using the 
automatic 
Solid Mesher 
tool 
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11.3.6.2 Centre ridge model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
  SOFT  1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.9 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: -0.0249327 
y: 0.0951 
z: -0.0359912 
  
Core element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
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11.3.6.3 Multi-ridged surface model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
  SOFT 1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.9 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: -0.0269177 
y: 0.0951 
z: -0.0331357 
  
Core element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
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11.3.6.4 Sloped dorsal surface model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
  SOFT 1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.8 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: 0.00662 
y: 0.0951 
z: 0.025 
  
Core element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
 
 
 
 
 
 
172 
 
 
11.3.6.5 Curved dorsal model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
  SOFT 1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 Gs 1.0E+20 (default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.9 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: -0.0251132 
y: 0.0951 
z: 0.00207207 
  
Core element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
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11.3.6.6 Ice cream cone model inputs 
 
Keyword Parameter Value 
CONTROL 
CONTACT NSBCS 2 
 SWRADF 1 
TERMINATION ENDTIM 1.5E-04 
TIMESTEP TSSFAC 0.33 
 ERODE 1 
INITIAL VELOCITY_GENERATION VY -3 
MAT 
000-ELASTIC_PERI RO 2.44E+03 
 E 0.72E+11 
 Gt 8.0 
 
Gs 
1.0E+20 
(default) 
020-RIGID RO 8.96E+03 
 E 1.11E+11 
 PR 0.34 
SECTION 
SOLID ELFORM 1 
SOLD_PERI ELFORM 48 
 Dr 1.01 
  Indentation distance ≈0.9 cm 
  Sphere radius 0.015 
  Sphere density  16 
  
Sphere position: 
x: -0.0269177 
y: 0.0951 
z: -0.0331357 
  
Core element density 
Element size = 
0.002 when 
using the 
automatic 
Solid Mesher 
tool 
 
