Some numerical tools for local features of the computational domain are built up by minimizing their dispersion and dissipation properties in the Fourier space for low wavenumbers. First, matching schemes are designed. They allow acoustic waves to travel between a uniform ∆x-mesh and a 2∆x-mesh. Secondly, non-centered finite difference schemes and selective filters for wall boundary conditions are computed. Time integration is also investigated. An optimized fourth-order six-step Runge-Kutta scheme which remains fourth-order with nonlinear operators is developed. Problems of linear and nonlinear propagation and of wall reflection are finally resolved to illustrate accuracy of the numerical methods designed here.
I. Introduction
Since the earliest stages in computational aeroacoustics, the need for highly accurate schemes has been recognized. 1 Past decade works on numerical methods aimed at designing low dissipative, low dispersive and large spectral bandwidth schemes. [2] [3] [4] [5] Methods used in numerical algorithms for spatial and time discretization have thus been optimized by minimizing their dispersion and dissipation properties in the Fourier space for low wavenumbers. Recently, finite-difference schemes, selective filters and explicit Runge-Kutta algorithm 5 were developed in our group to ensure accuracy for waves down to four points per wavelength, allowing direct computation of aerodynamic noise using Large Eddy Simulation. 6, 7 However, some numerical tools built up in a similar way are still missing for local features of the computation domain.
First, in aeroacoustic problems the need to take account for both acoustic and aerodynamic length scales usually implies grid stretching. It may be a slow way which might generate numerical errors.
5
The problem is treated here by using a computation domain divided into sub-domains where mesh size is uniform. Tam 8 for instance, developed seven-point cell-centered finite differences and selective filters. In the present work, specific centered schemes which permit resolved waves to travel between a ∆x-grid domain and 2∆x-grid domain are designed. Sixth-order seven-point and tenth-order elevenpoint matching finite differences and selective filters are proposed.
Secondly, practical implementation of free-field boundary conditions as well as wall boundary conditions usually involves small-stencil schemes which locally lower accuracy. However, to avoid extra-damping and accuracy loss it may be recommended to use non-centered optimized schemes with high accuracy properties. Visbal developed implicit non-centered finite differences 9 and implicit selective filters 10 which enable acoustic and aerodynamic computations for complex geometries.
11,12
Tam 13 also, built up non-centered seven-point explicit optimized finite differences and selective filters to implement wall boundary conditions using a ghost point to set normal pressure gradient at the wall to zero. In the present work, non-centered seven-and eleven-point explicit optimized finite differences and selective filters are proposed. They are designed to accurately resolve waves with at least five points per wavelength. Finally, turbulent flow development and strong acoustic phenomena are driven by nonlinear mechanisms. Available Runge-Kutta algorithms designed for aeroacoustic purposes are usually optimized for integration of linear operators but low-order in nonlinear: for instance, Hu 2 and Bogey 5 proposed second-order six-stage algorithms optimized for linear operators. However one may need a low-storage 14 Runge-Kutta algorithm with higher order in nonlinear to better account for nonlinear phenomena. Stanescu and Habashi 15 gave two fourth-order low-storage Runge-Kutta algorithms. One has low stability properties and the other is a two-level scheme combining two fourth-order Runge-Kutta algorithms. Computational cost is thus significant. Six-stage low-storage Runge-Kutta algorithm of order four in nonlinear, optimized for linear operators and with a wide stability range is therefore proposed here.
In the present paper, matching schemes, boundary schemes and fourth-order six-stage low-storage Runge-Kutta algorithm are presented in Sections II-IV, respectively. At the end of each Section, test cases are resolved to highlight properties of algorithms. Concluding remarks are drawn in Section V.
II. Matching schemes A. Finite differences
A finite difference formulation appropriate for a non-uniform grid (x i ) is introduced. The local mesh size is defined as the smallest gap between x i and his first neighbors, i.e.
Actually, 2∆x i is the smallest wavelength that the scheme is able to resolve at the node x i . The spatial derivative of a function f at x i is approximated by
In the present work, coefficients a j are determined to cancel the terms of the Taylor series of (2) so that the maximum order of accuracy is reached. For i = j we have
where β ij = (x i+j − x i )/∆x i . Thus, according to (2) 
To obtain an order of accuracy 2N , the coefficients a j are solutions of the following system of equations 
In the present work sixth-order seven-point and tenth-order eleven-point finite difference schemes have been designed thanks to (5) for buffer region between uniform ∆x-mesh and uniform 2∆x-mesh as shown in Figure 1 . Coefficients are given in Table 6 and Table 7 . Scheme names are defined in Figure 2 : subscript is the number of points and exponent is the point number where the transition occurs. For brevity, seven-point schemes will not be described here as they have similar properties to the eleven-point schemes.
Dispersion and dissipation properties of the finite difference schemes are determined by applying spatial Fourier transform to equation (2) . The effective (complex) wavenumber k * of the scheme is then given by
To illustrate the scheme properties, consider the convective equation where approximated derivative δ/δx is processed with (2):
Dispersion relation is
Take a left-running harmonic wave u(x, t = 0) = e ikx as initial disturbance. The solution is
According to (8) it may be rewritten as
Thus, dispersion error is k * ∆x i − Re(k * ∆x i ), and amplitude of the wave is multiplied by e
for a left-running wave and by e −Im(k * ∆xi) for a right-running wave. The error between the effective and the exact wavenumber |Re(k * ∆x i ) − k∆x|/π is plotted for the eleven-point schemes in Figure 3 for the ∆x-schemes (∆x i = ∆x) and in Figure 4 for the 2∆x-schemes (∆x i = 2∆x) as a function of k∆x, in logarithmic scales. Centered standard tenth-order eleven-point scheme is also plotted for comparison. It is referred to as FD s 55 . Remark that the cut-off wavenumber of the 2∆x-schemes is k c ∆x = π/2. Indeed, grid-to-grid oscillations corresponding to a two-point-per-wavelength wave on a 2∆x-mesh correspond to a four-point-per-wavelength wave on a ∆x-mesh.
Note that the dispersion error remains lower than 5 × 10 −3 up to about k∆x < π/2 for all the ∆x-schemes and k∆x < π/4 for all the 2∆x-schemes. These limits in wavenumber respectively correspond to four and eight points per wavelength with respect to the ∆x-mesh. Grid-to-grid waves (k∆x = π on ∆x-mesh and k∆x = π/2 on 2∆x-mesh) are never resolved.
The amplification factor e ±Im(k * ∆xi) for the eleven-point schemes is also plotted in Figure 3 for the ∆x-schemes and in Figure 4 for the 2∆x-schemes as a function of k∆x, in logarithmic scales. For low wavenumbers, i.e. about k∆x < π/2 for ∆x-schemes and k∆x < π/4 for 2∆x-schemes, amplification factors remain close to 1. For higher wavenumbers, especially grid-to-grid oscillations, the amplification factor is such as e Im(k * ∆xi) > 1 and e −Im(k * ∆xi) < 1. Left-running waves are therefore amplified and right-running waves are damped. These non-resolved waves are to be removed by selective filters.
For quantitative comparisons, limits of accuracy in phase and amplitude are respectively assessed through the criteria |Re(k * ∆x i )−k∆x i |/π < 5×10 −3 and |1−e Im(k * ∆xi) | < 5×10 −3 which represent half a percent error. These quantities are reported in Table 1 . Remark that limit wavenumbers and limit wavelengths are given with respect to the ∆x-mesh. Limits of accuracy of the centered standard tenth-order eleven-point finite differences are also given on both grids. Limit of accuracy in phase of the centered scheme shows that it resolves accurately at least four-point-per-wavelength waves on the ∆x-mesh and waves with eight points per wavelength in the 2∆x-mesh. As for the centered scheme, limit of accuracy in phase of the ∆x-schemes is about four points per wavelength and about eight points per wavelength for the 2∆x-schemes. Dissipation limit is also about four points per wavelength for the ∆x-schemes and about eight points per wavelength for the 2∆x-schemes.
These limits of accuracy demonstrate that matching finite differences permit waves discretized by eight points per wavelength in the ∆x-mesh to travel inside the buffer region. Four points per wavelength waves in the 2∆x-mesh are then accurately resolved when they travel from a mesh region to another. Smaller wavelengths, i.e. waves with less than four points per wavelength in the 2∆x-mesh, are not well resolved by the 2∆x-schemes. Thus they must be removed by selective filtering.
B. Selective filters
To remove grid-to-grid oscillations, selective filtering of a function f is performed by the scheme
where f d is the filtered function, d j are the stencil coefficients and σ is a constant taken between 0 and 1 defining filtering strength. Consider the spatial Fourier transform of (11) to compute the frequency response function of the filter (12) with the ∆x i and β ij defined in Section A. To determine the coefficients d j , terms resulting from the Taylor series of (12) obtained as k∆x i → 0 are canceled. We may write
Enforcing also the two following criteria
gives a system of equations to determine the d j coefficients:
Sixth-order seven-point and tenth-order eleven-point matching selective filters between ∆x and 2∆x-meshes have been built up. Their coefficients are given in Table 8 and Table 9 . Stencil names are defined as in Section A. Note that coefficient d 5 of SF 0 11 has been optimized so that the filter remains stable with G(k∆x i ) < 1 for k∆x i in [0, π]. Setting one coefficient free is made possible by reducing filter order of accuracy to nine. Seven-point filters are not described here as they have similar properties to the eleven-point schemes.
In order to investigate filter properties in the Fourier space, the frequency response function is written as
where |G| is the module and φ(G) denotes the argument of G. Amount of dissipation 1 − |G(k∆x i )| and phase error |φ(G(k∆x i ))|/π are plotted for the eleven-point schemes in Figure 5 for the ∆x-filters (∆x i = ∆x) and in Figure 6 for the 2∆x-filters (∆x i = 2∆x) as functions of k∆x, in logarithmic scales. It is compared to the tenth-order eleven-point standard centered selective filter. Amount of dissipation of the ∆x-and 2∆x-filters is closed to the amount of dissipation of the centered filter. As expected, dissipation is small for low wavenumbers. It is lower than 5 × 10 −3 up to k∆x < π/2.5 for ∆x-filters and up to k∆x < π/5 for 2∆x-filters. These limits in wavenumber correspond to five-pointper-wavelength waves on the ∆x-mesh and to waves with ten points per wavelength on the 2∆x-mesh. As expected, dissipation is significant for grid-to-grid oscillations.
Phase error is lower than 5×10 −3 up to about k∆x < π/2.5 for ∆x-filters and up to k∆x < π/5 for 2∆x-filters, i.e. down to five and ten points per wavelength on the ∆x-and the 2∆x-mesh. For high wavenumbers, k∆x ∼ π for ∆x-filters and k∆x ∼ π/2 for 2∆x-filters, phase error becomes significant but these waves are filtered out.
To quantitatively compare the filter properties, limits in dissipation and phase error are estimated from the criteria based on half a percent error: 1 − |G(k∆x i )| < 5 × 10 −3 and |φ(G(k∆x i ))|/π < 5 × 10 −3 . Results are reported in Table 2 in wavenumbers and wavelengths with respect to the ∆x-mesh. Centered tenth-order eleven-point selective filter dissipation limit is also reported: dissipation limit is about five points per wavelength on the ∆x-mesh and ten points per wavelength on the 2∆x-mesh. Matching filters have a similar amount of dissipation. Indeed, dissipation limit is about five points per wavelength for ∆x-filters and ten points per wavelength for 2∆x-filters. Phase error limits are also about five points per wavelength for ∆x-filters and ten points per wavelength for 2∆x-filters.
The dissipation and phase errors show that matching filters remove waves with less than ten points per wavelength in the ∆x-mesh. As a result, five-point-per-wavelength waves and larger wavelengths are not filtered out when they pass through the buffer region. Smaller wavelengths, discretized by less than five points in the 2∆x-mesh, are removed by the filters.
C. Test problems
Properties of the matching schemes have been first illustrated by solving the convective wave equation
where ǫ = 1 for right-running waves and ǫ = −1 for left-running waves. The grid is non-uniform: at x = 0 the mesh size changes from ∆x to 2∆x as shown in Figure 7 . Initial disturbances at t = 0 are defined as
where a∆x is the dominant wavelength, b∆x is the half-width of the Gaussian function and x 0 is the starting point of the wave. The aim is to study waves with five points per wavelength in the coarse mesh. Parameters are thus set to:
1. right-running wave: ǫ = 1, a = 10, b = 12, x 0 = −30;
2. left-running wave: ǫ = −1, a = 10, b = 12, x 0 = 30.
Dominant wavelength corresponds to a ten-point-per-wavelength wave in the ∆x-mesh and to a fivepoint-per-wavelength wave in the 2∆x-mesh. Half-width of the Gaussian is chosen so that spectral content of the initial perturbation does not contain waves with less than four points per wavelength. The solution is computed up to t = 60. Optimized six-stage Runge-Kutta algorithm developed by Bogey 5 is used for time integration with a CFL = ∆t/∆x number equals to 0.8. Eleven-point optimized finite differences and selective filtering 5 are implemented to discretize the problem for the regions of uniform grid. These algorithms permit to resolve waves with at least four points per wavelength. Matching eleven-point finite differences and selective filters are applied to buffer regions between uniform mesh sub-domains. Initial perturbations and solutions computed at t = 60 are plotted in Figures 8 and 9 for respectively right-and left-running waves. No notable dissipation or dispersion is seen to be generated when the wave goes through the buffer region. Indeed, after the buffer region, wave shape perfectly fits the exact solution for both direction of propagation.
A second test case involves the two-dimensional Navier-Stokes equations. The local mesh size is given by
and ∆y i = ∆x. Number of points is 161 × 101. Optimized six-stage Runge-Kutta algorithm, elevenpoint optimized finite differences and selective filtering developed by Bogey 5 are used. CFL number is 2/3. The equations are solved in dimensional forms.
An acoustic source is considered at the center of the domain. The following source term is added to the right-hand side of the Navier-Stokes equations:
where A = 250 and ω = 2πc 0 / 20∆x. Acoustic wavelength is then discretized by 20 points in the ∆x-mesh region, and by 5 points in the 4∆x-mesh region. The computed pressure for x ≥ 0 with a schematic view of the different mesh regions is plotted in Figure 10 . Wave fronts are continuous, no significant dissipation or dispersion is observed at the buffer regions. Pressure distribution along the line y = 0 is plotted in Figure 11 . It is compared to the solution computed on a uniform ∆x-mesh: the two pressure distributions agree over the whole line. Buffer regions do not introduce any significant local errors at x = 15 or x = 75. The behavior of the matching schemes is now investigated for an aerodynamic problem. Consider the convection of a vortex in a uniform flow u = (0.3c 0 , 0). The mesh is non-uniform in the x-direction. The local mesh size ∆x i is defined as follow:
and ∆y i = ∆x. Problem is discretized using the algorithms of Bogey 5 as above. CFL number is 2/3. The vortex, initially at the position (x 0 , y 0 ) = (−115, 0), is defined by the velocity distribution:
where α = ln(2)/25∆x 2 and ǫ = 10. Pressure perturbations associated to the vortex are about 1000 Pa. The vortex comes from the left part of the computation domain and passes through the finer mesh area. The computed solution is plotted in Figure 12 for various time steps. Remark that residual pressure is generated when the vortex hits the two buffer regions. Amplitude is about 1 Pa, i.e. one per mille of the incident pressure perturbation. The reflection rate of aerodynamic pressure is thus low. For acoustic purposes however, a great care is to be taken to ensure that reflected waves do not overwhelm acoustic pressure, especially for flows at low Mach numbers.
III. Boundary schemes A. Finite differences
The spatial derivative of a function f can be approximated on a uniform grid (x i ) using a non-centered finite difference scheme by
where ∆x is the mesh size and a j are stencil coefficients. The approximation uses P points left to x i and Q points right to x i . Applying spatial Fourier transform to (23) yields the effective wavenumber k * of the scheme
In this work, following Tam and Webb 4 for instance, coefficients a j are determined to minimize dispersion and dissipation of the scheme. To ensure a minimum order of accuracy the terms of the Taylor series of (23) are canceled up to the fourth order. Coefficients a j are then determined to minimize the integral error defined by
where 0 < α < 0.5 according to the scheme. Bounds of the integral are chosen to put emphasis during the optimization on waves between 32 points per wavelength (k∆x = π/16) and 4 points per wavelength (k∆x = π/2). Fourth order seven-and eleven-point non-centered finite difference schemes have been designed by this way. Coefficients are given in Table 10 and Table 11 . Scheme names are defined as FD P Q as shown in Figure 13 . Seven-point schemes are not described here as they have similar properties to the eleven-point schemes.
Dispersion and dissipation properties of the eleven-point schemes are plotted in Figure 15 as functions of k∆x, in logarithmic scales. Eleven-point centered optimized finite difference scheme built in a similar way by Bogey 5 is also plotted. It is referred to as FD 55 . Dispersion error |k * ∆x − k∆x|/π remains closed to that of the centered scheme for all the non-centered schemes. Non-centered schemes dispersion error is lower than 5 × 10 −3 up to about k∆x = π/2.5, i.e. five points per wavelength. For wavenumbers lower than k∆x = π/2.5, amplification factor e ±Im(k * ∆x) nearly equals 1 and thus wave amplitude is not modified. To the contrary, grid-to-grid oscillations with k∆x = π are damped or amplified. Indeed, close to k∆x = π, e Im(k * ∆x) > 1 and e −Im(k * ∆x) < 1, i.e. left-running waves are amplified and right-running waves are damped.
Criteria of accuracy based on half a percent error are introduced to assess the schemes, |Re(k * ∆x)− k∆x|/π < 5×10 −3 and |1−e Im(k * ∆x) | < 5×10 −3 , for respectively dispersion and dissipation. Accuracy limits are given in Table 3 . Centered optimized finite difference scheme is added for comparison. Dispersion accuracy limit is about four points per wavelength for the centered scheme. Non-centered schemes FD 46 , FD 37 and FD 28 also have a dispersion limit close to four points per wavelength. Schemes FD 19 and FD 010 , which are more asymmetric, are more dispersive: their dispersion limits are about five points per wavelength. In addition, dissipation limits are about five points per wavelength for all the non-centered schemes.
The investigation of dispersion and dissipation accuracy limits demonstrates that non-centered finite differences accurately resolve waves with at least five points per wavelength. Non-resolved smaller wavelengths, which may lead to instabilities when they are amplified, must be removed by selective filtering.
B. Selective filters
Non-centered selective filtering of a function f is processed such as
where f d is the filtered function, ∆x is the mesh size, d j are the coefficients of the scheme, and σ is a constant taken between 0 and 1 defining filtering strength. Consider the spatial Fourier transform of (26) to compute the frequency response function of the filter:
The filter is second order, i.e. G(0) = 1 + O(k∆x 2 ) and G(π) = 1 − σ. Coefficients are then optimized in the spectral space by minimizing the integral error π/2 π/16
where 0 < α < 0.01 according to the filters and φ(G) is the argument of the frequency response function. Integral is made over the interval corresponding to the wavenumbers to be optimized, k∆x in [π/16, π/2], corresponding to waves with 32 points per wavelength to 4 points per wavelength.
In this work second-order seven-and eleven-point optimized non-centered selective filters have been designed. Coefficients are given in Table 12 and Table 13 The amount of dissipation 1 − |G(k∆x)| and phase error |φ(G(k∆x))| of the eleven-point filters are plotted in Figure 16 in logarithmic scales. Seven-point filter SF 15 is added but seven-point filter SF 24 is not described here since it has similar properties to the eleven-point filter SF 28 . For comparison, tenth-order eleven-point centered optimized selective filter of Bogey 5 is also plotted. As expected, low wavenumbers are not significantly damped. The amount of dissipation of non-centered filters is lower than 5 × 10 −3 up to about k∆x = π/2.5, for five points per wavelength. The seven-point filter SF 15 is more dissipative than the other non-centered filters, especially for wavenumbers between π/16 and π/4. Nevertheless, the amount of dissipation remains below 5 × 10 −3 for these wavenumbers. For all the filters, the amount of dissipation is significant for waves with k∆x ∼ π in order to remove grid-to-grid oscillations. Phase error is also plotted in Figure 16 . Error is lower than 5 × 10 −3 up to about k∆x < π/2.5, i.e. down to five points per wavelength. For high wavenumbers, k∆x ∼ π, phase error becomes significant but these waves are damped.
The results are quantitatively reported in Table 4 . Limits of dissipation and error in phase are estimated using the criteria |1 − G(k∆x)| < 5 × 10 −3 and |φ(G(k∆x))|/π < 5 × 10 −3 . Damping limits are about four points per wavelength for SF 46 and SF 15 . Filter SF 28 has a damping limit close to five points per wavelength, whereas SF 37 is slightly more dissipative with a dissipation limit of about six points per wavelength. Phase error limit is about five points per wavelength for filters SF 37 and SF 28 , six points per wavelength for SF 46 and seven points per wavelength for SF 15 .
The accuracy limits show that non-centered filters remove waves with less than five points per wavelength. Phase error investigation points out that small dispersion is added for waves between six and seven points per wavelength by the filters SF 46 and SF 15 . However, this dispersion error is introduced at only two mesh points. Overall accuracy limit may thus be set to five points per wavelength. This limit agrees with the limit of accuracy of the non-centered finite differences.
C. Test problems
A linear acoustic problem is considered in dimensionless form with:
Wall boundary conditions are enforced at the boundaries of the computation domain, i.e.
Numerically, ∂p/∂x is set to zero at the boundaries and ∂u/∂x is computed using the interior points. An initial disturbance is defined as
with a = 6 and b = 12. It is plotted with its power spectral density in Figure 17 . Initial perturbation is a wave packet centered on a wave discretized with six points per wavelength. Time integration is processed with an optimized six-stage Runge-Kutta algorithm 5 and the eleven-point optimized finite differences and selective filtering of Bogey 5 are used for centered spatial derivatives. CFL number is set to 0.8. Wall boundary conditions are enforced at x/∆x = ±50. Equations 29 have been solved up to t = 200, i.e. after two reflections of the initial wave. Two filtering strength, σ = 0.2 and σ = 0.8, applied to both centered and non-centered filters, and three stencil configurations have been tested for the boundaries treatment:
1. centered finite differences and centered selective filters; 2. non-centered optimized finite differences and centered selective filters; 3. non-centered optimized finite differences and non-centered optimized selective filters.
Centered finite differences and filters are standard schemes whose coefficients are computed by maximizing the order of accuracy. One may refer to Figure 14 for centered scheme stencils and to Tables 14  and 15 for coefficients and order of accuracy of the finite differences and selective filters. Solutions of the test case are reported in Figure 18 . Figures 18.1a and 18 .1b show that waves are nearly completely damped using centered finite differences and centered filters. In Figure 18 .2a, when centered finite differences are replaced by non-centered optimized finite differences, dissipation is less important and the shape of the disturbance is kept. However, as filtering strength is increased in Figure 18 .2b, the perturbation is significantly damped due to the large amount of dissipation of centered filters. For instance, at k∆x = π/3, the amount of dissipation of SF 11 is about 0.25, whereas it is about 0.0005 for the non-centered filter SF 19 . With the use of the non-centered optimized filters, filtering strength has thus little influence on resolved wavenumbers. It is illustrated by Figures 18.3a and 18 .3b: increasing filtering strength from σ = 0.2 to σ = 0.8 adds some dispersion due to phase errors but the overall amplitude is preserved.
IV. Low-storage 4th-order six-stage Runge-Kutta algorithm
A. Runge-Kutta algorithms
Consider the time integration using Runge-Kutta algorithms of the following differential equation:
where the operator F is a function of the unknown u and of time t. The general formulation of an explicit, p-th order of accuracy, s-stage Runge-Kutta (RK) method for computing the numerical approximation of u n = u(t) to u n+1 = u(t + ∆t) is
where ∆t is the time step, b i and a ij are the coefficients of the algorithm and c i = i−1 j=1 a ij for. To ensure an explicit scheme a ij = 0 for i ≥ j.
Several formulations of RK schemes have been built up to improve accuracy and to reduce storage requirements.
2,5,15 Williamson's 14 formulation, which only requires two storage locations per variable, is used here. The algorithm (33) becomes
where u 0 = u n , u n+1 = u s and t i = t n−1 + ∆tc i . α i and β i are the coefficients of the algorithm. To ensure an explicit scheme, α 1 is set to zero.
The present work focuses on an explicit fourth-order six-stage RK scheme referred to as RK46-Ber. The relationships between the usual and the low-storage RK coefficients are found to be 15 :
The aim is now to find a set of equations for the coefficients (α 2 , . . . , α 6 , β 1 , . . . , β 6 ) which leads to a fourth-order RK scheme, optimized for linear operators and remaining of fourth order for nonlinear operators.
B. Order of accuracy
To have the required order of accuracy, the coefficients must obey order conditions. These are obtained by equating coefficients of the Taylor series of (33). For a fourth-order RK these conditions are
where all subscripts extend from 1 to s. On the left of each equation is written the corresponding order of accuracy. Thanks to (35) these relationships may be written as functions of (α 2 , . . . , α 6 , β 1 , . . . , β 6 ). Eight equations are thus found for the eleven coefficients (α 2 , . . . , α 6 , β 1 , . . . , β 6 ).
C. Linear optimization
Now assume F is a linear operator which does not depend on the time variable t. The RK scheme (34) may be simplified as
where
and γ j are the algorithm coefficients. According to (32), we then have
For a six-stage RK, the coefficients γ j are given by
and are therefore functions of (α 2 , . . . , α 6 , β 1 , . . . , β 6 ).
Following the works of Bogey, 5 the algorithm (38) is constructed by optimizing its dispersion and dissipation properties. Applying temporal Fourier transform to (38) gives the amplification factor of the algorithm:
For comparison with the exact amplification factor e iω∆t , it is written as |G(ω∆t)|e iω * ∆t . At each time step for an angular frequency ω, the amount of dissipation is 1 − |G(ω∆t)| and the phase error ω∆t − ω * ∆t. A fourth-order six-stage algorithm has been built. To ensure fourth order we have
The two remaining coefficients γ 5 and γ 6 are computed by optimizing the dissipation and dispersion errors up to the angular frequency ω∆t = π/2. The following integral error is minimized:
with the conditions
for 0 ≤ ω∆t ≤ π, to ensure stability and to limit the variations of the amplification rate |G(ω∆t)|. Bounds of the integral are set to focus on the interval ω∆t ∈ [π/16, π/2], for waves between 32 and 4 time steps per period, T /∆t = 2π/ω∆t. Coefficients γ j are provided in Table 16 . The corresponding RK algorithm is referred to as RK46-Ber.
To check stability the amplification rate |G(ω∆t)| is plotted in Figure 19 for the classical fourthorder four-stage RK scheme (RK44), the fourth-order six-stage RK developed by Stanescu and Habashi 15 (RK46-Sta), the second-order six-stage RK of Bogey and Bailly 5 (RK26-Bog) and the RK46-Ber. As soon as |G(ω∆t)| is greater than 1, the algorithm amplifies waves and becomes unstable. RK46-Ber and RK26-Bog are thus much more stable than the RK44 and the RK46-Sta. Stability limits are reported in Table 5 . RK44 stability limit is about 2 time steps per period. RK26-Bog and RK46-Ber have a similar limit for about 1.6 time steps per period, which corresponds to ω∆t = 3.9. RK46-Sta stability limit is closed to ω∆t = 1.7, i.e. about 3.8 time steps per period. Limit of RK46-Ber is thus more than two times larger than this of the RK46-Sta.
The amount of dissipation 1 − |G(ω∆t)| and the phase error |ω∆t − ω * ∆t|/π are now represented in logarithmic scales in Figure 20 as a function of ω∆t. RK44 is the most dissipative scheme with at least two orders of magnitude of difference compared to the RK26-Bog and RK46-Ber for ω∆t < π/2. Dissipation improvement between RK46-Sta and RK26-Bog or RK46-Ber is about one order of magnitude for this range of pulsations. For higher pulsations, RK46-Sta is unstable. RK46-Ber and RK26-Bog have similar dissipation properties. The amount of dissipation is lower than 5 × 10 −4 up to ω∆t = π/2, i.e. for waves with four time steps per period.
Phase errors of the RK46-Sta, RK46-Ber and RK26-Bog remain similar for ω∆t < π/2 and remain smaller than 5 × 10 −4 . Compared to RK44 phase error improvement is for instance about one order of magnitude for ω∆t = π/3. For ω∆t > π/2, RK46-Sta has lower phase error than RK46-Ber and RK26-Bog, but for these pulsations the algorithm is unstable.
These results are quantitatively illustrated in Table 5 in terms of time steps per period. Two criteria of accuracy in amplitude and phase defined by Bogey 5 have been used: 1 − |G(ω∆t)| < 5 × 10 −4 and |ω * ∆t − ω∆t|/π < 5 × 10 −4 . RK44 dissipation limit is about ten time steps per period and phase error limit is about eight time steps per period. Dissipation limit of the RK46-Sta is about five time steps per period, and phase error around three time steps per period. RK26-Bog and RK46-Ber have dissipation limit of about three time steps per period and phase error limit close to four time steps per period. RK46-Ber is therefore able to accurately resolve at least four time-step-per-period waves.
Finally, in addition to the eight equations given by (36), linear optimization yields a new set of equations for the eleven coefficients (α 2 , . . . , α 6 , β 1 , . . . , β 6 ):
and,
However, equations (44) on γ 1 , γ 2 , γ 3 and γ 4 are respectively similar to equations (O1).
i, (O2).i, (O3).ii and (O4).iv of order conditions (36)
. Ten equations (eight order conditions and conditions on γ 5 and γ 6 given by linear optimization) are therefore found for the eleven coefficients (α 2 , . . . , α 6 , β 1 , . . . , β 6 ).
D. Nonlinear optimization
Since ten nonlinear equations are found for eleven unknowns, one parameter is free and must be imposed. Here to fix β 6 , test problems have been solved for 0.14 ≤ β 6 ≤ 0.30, this interval being the convergence interval of the Newton's iterations used to solve the set of nonlinear equations (36) and (45) which gives the α i and β i . The test cases are defined in appendix and the normalized errors are plotted in Figure 21 as functions of β 6 . Accuracy according to β 6 is observed to depend on the test problem. For instance maximum accuracy is obtained for β = 0.18 with the case A 3 and for β 6 = 0.30 with the test case A 1 . As a compromise, the value of β 6 = 0.27 is chosen. Coefficients of the Runge-Kutta scheme with β = 0.27, also referred to as RK46-Ber, are given in Table 17 .
E. Test problems
To illustrate scheme properties, two test problems are solved: the linear convection of a wave packet with the 1D convective wave equation and the nonlinear propagation of Gaussian pressure pulse with the one-dimensional Euler equations. Hence, the convective wave equation
is first solved, with a time step derived from the mesh spacing as ∆t = CFL · ∆x. Initial disturbances at t = 0 are defined as
where a∆x is the dominant wavelength and b∆x the half-width of the Gaussian function. The parameters a and b are respectively set to a = 6 and b = 12. The initial disturbance and its normalized spatial power spectral density are then plotted in Figure 22 . Spectral content is centered on a wave discretized with six points per wavelength, k∆x = π/3, and has a small width. Spatial derivation is computed with thirtieth-order thirty-one-point standard finite differences so that numerical errors due to derivative approximations are negligible compared to time integration errors.
The problem is solved for 0.1 < CFL < 1.5 up to t = 100 and the error rate is evaluated as
where u and u e are respectively the computed and the exact solution, and N is the number of mesh points. Computed solutions for a CFL number of 1 are plotted in Figure 22 for RK44, RK26-Bog and RK46-Ber algorithms. RK44 solution is significantly dissipated, amplitude is indeed about sixty percent smaller. No significant dissipation nor dispersion is visible on solutions computed with the algorithms RK26-Bog and RK46-Ber. The numerical error E num is plotted in Figure 24 as a function of the CFL number. For CFL numbers lower than 0.7, error slope is driven by the order of accuracy. Second-order RK26-Bog has the smallest slope and thus its error decreases slower than the fourth-order algorithm RK44 and RK46-Ber as the CFL number decreases. For CFL numbers lower than 0.2, RK44 thus becomes more accurate than RK26-Bog. Over the interval 0.1 < CFL < 0.7, RK46-Ber algorithm is the most accurate: improvement on accuracy is about one order of magnitude between RK46-Ber and RK44. Between RK46-Ber and RK26-Bog, error is similar at CFL = 0.7 whereas at CFL = 0.2 accuracy improvement is about one order of magnitude and is about two orders of magnitude at CFL = 0.1. For CFL numbers greater than 0.7, since the time step is large, Taylor series method failed to ensure accuracy and error is therefore given by the dissipation and dispersion properties of the scheme. RK44 error remains larger than those of RK46-Ber and RK26-Bog. RK26-Bog error decreases and becomes smaller than RK46-Ber error. RK26-Bog error reaches a minimum at CFL ∼ 1.2. However, RK26-Bog and RK46-Ber error remain closed to each other over the interval 0.7 < CFL < 1.5, difference is less than half an order of magnitude.
Actually, numerical errors of the test problem, where one frequency is dominant, change as the dispersion error of the RK algorithms. Indeed, consider Figure 20 , where phase errors are plotted as functions of ω∆t. As the numerical error, dispersion error of the RK46-Ber has a constant slope. In addition, according to the dispersion relation of the convective wave equation, ω = kc, and thanks to the CFL number definition, CFL = c∆t/∆x, we may write that
where k∆x = π/3 for the present test problem. RK26-Bog dispersion error reaches a minimum at about ω∆t = 1.3, i.e. around CFL = 1.2 as seen on the numerical error plot. Dissipation has also an influence on numerical errors. However, below ω∆t = π/2, i.e. for CFL numbers lower than 1.5, dissipation properties are mainly driven by the order of accuracy so that no relevant change in error slope may be seen. A nonlinear test problem is now considered, the one dimensional Euler equations:
The total energy is given by
Time integration is processed with the Runge-Kutta schemes. Spatial derivatives are computed with thirtieth-order thirty-one-point standard finite differences. Computation domain is taken large enough, 800 points, so that boundary conditions do not need to be implemented. No selective filtering is used. The equations are solved in dimensionless forms with ∆x = 1 and c = 1. The initial perturbation is a Gaussian pressure pulse at the center of the domain, with high amplitude to involve nonlinear propagation effects:
where γ = 1.4, α = 0.05 and ∆p = 0.035. It is propagated up to t = 150 for various CFL = c∆x/∆t numbers. The solution computed for CFL = 0.01 is taken as the reference solution. Initial disturbance and reference solution are plotted in Figure 25 . Wave front steepening due to nonlinear phenomena is clearly visible at t = 150. The error is computed as
where N is the number of mesh points and p e the reference solution.
The numerical error E num is plotted in Figure 26 as a function of the CFL number. As for the linear convection test case, the order of accuracy gives the slope of the error curve for CFL numbers lower than 0.7. RK44 error has thus a faster decrease than second-order RK26-Bog when the CFL number decreases. At CFL = 0.2 the two curves crossed each other and for lower CFL numbers RK44 is more accurate. RK46-Ber is the most precise for CFL numbers lower than 0.7. Precision difference is about two orders of magnitude at CFL = 0.1 between RK26-Bog and RK46-Ber, and one order of magnitude between RK44 and RK46-Ber.
When CFL number is higher than 0.7, error is no longer given by the order of accuracy. This part of the error curve is driven by dissipation and dispersion properties of the schemes: RK26-Bog becomes slightly more accurate than RK46-Ber. Contrary to the linear convection test problem, due to spectrum broadening by nonlinearities of the Euler equations, a large number of frequencies plays a role in generating numerical errors and no relevant minimum of the error is observed.
Finally, nonlinearities seem to have no significant influence on relative error between algorithms for the test case. Error is actually observed to be driven by the order of accuracy for low CFL numbers and by dissipation and dispersion properties for high CFL numbers. RK46-Ber is therefore accurate on both intervals thanks to its fourth order of accuracy and to linear optimization.
V. Conclusion
Explicit optimized algorithms have been proposed. First, high-order matching finite differences and selective filters permitting waves to travel from uniform ∆x-mesh and uniform 2∆x-mesh have been designed. Analysis of dispersion and dissipation properties and evaluation of accuracy limits demonstrate that these schemes resolve waves with at least five points per wavelength. They may be helpful for the computation of the acoustic far field generated by a turbulent flow. In addition, aerodynamic perturbations have been observed to generate low residual pressure as they pass through a mesh size change. Matching schemes could thus be used to elaborate a sponge zone. Non-centered schemes for boundary conditions have also been designed to resolve waves with at least five points per wavelength as shown by the investigation of dissipation and dispersion limits. A wall reflection test problem has highlighted the significant improvement of precision between centered and non-centered schemes. Finally, a fourth-order six-stage Runge-Kutta for time integration has been provided. The algorithm is stable at least for 1.6 time-step-per-period waves and resolves waves with at least four time steps per period. Linear and nonlinear propagation test cases have been solved to assess algorithm accuracy. It turns out that for low frequencies, precision of the time integration is ensured by accuracy of order four and for high frequencies, the algorithm is still accurate thanks to linear optimization.
Appendix -A i test problems definition
Test problem A1 -nonlinear non-autonomous system of equations:
with the initial conditions u(1) = 1 et v(1) = e −1 . The exact solution is ue(t) = 1/t and ve(t) = e −t 2 . The system is numerically solved for t ∈ [1, 1.4] with ∆t = 0.1. Error is defined as E = |u − ue| + |v − ve| at t = 1.4.
Test problem A2 -simple equation:
for t ∈ [0, 1] with u(0) = 1 and ∆t = 0.05. The exact solution is ue(t) = 1/ √ 1 + t. Error is defined as E = |u − ue| at t = 1.
for t ∈ [0, 1] with u(0) = 1 and ∆t = 0.05. The exact solution is ue(t) = exp(sin(t)). Error is defined E = |u − ue| at t = 1.
Test problem A4 -simple equation: --------------------------------- 
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