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Overflow occurrence rate to a macrocell. Channel occupancy time of new (handoff) calls from slow MSs in a microcell. Channel occupancy time of new (handoff) calls from fast MSs in a macrocell. Channel occupancy time of overflow calls from slow MSs in a macrocell. Blocking probability of new calls from slow (fast) MSs in a microcell (macrocell).
Handoff failure probability of handoff calls from slow (fast) MSs in a microcell (macrocell). Dropping probability of new (handoff) calls from slow MSs. Take-back failure probability from a macrocell to a microcell. Overflow failure probability from a microcell to a macrocell.
I. INTRODUCTION
A S ONE solution to the need to increase the capacity of cellular mobile networks, a network architecture with a hierarchical layer of cells has been considered [1] - [6] . In a hierarchical cellular network, cells of different sizes in a multilayered structure provide multiple routes for calls that may be otherwise dropped or rejected to seize traffic channels when a part of the network is congested. Hence, it can provide higher traffic capacity by maintaining alternate routing through overflow and, in consequence, may reduce the call-dropping probability. Another benefit of the layered network is to provide service coverage of mobile stations (MSs) of various mobility classes. Using a speed-sensitive cell-selection mechanism, cell selection is performed by directing MSs to an appropriate cell layer according to their speed [1] . For example, in a two-layer (e.g., microcell and macrocell) hierarchical system, slow MSs request traffic channels to target microcells, while macrocells can be the first candidate for fast MSs. In the case of a speed-insensitive selection mechanism, originating calls are assigned to a default cell layer, which is in most cases the lowest (e.g., microcell) layer [2] , [3] . Traffic channels of macrocells may be used for calls from slow MSs when there are not available channels in microcells to serve the calls. That is, a new or handoff call is overflowed from a speed-dependent preferred cell layer to an upper cell layer if it cannot be served by an idle traffic channel in the preferred layer [4] , [5] .
A number of publications related to the performance evaluation of hierarchical cellular systems assume that, for the sake of convenience and tractability, call time and/or cell residence time are exponentially distributed and that, in consequence, the channel occupancy time is exponentially distributed [1] - [6] . However, some results have been presented showing that this assumption, especially concerning the cell residence time, is not realistic. Zonoozi and Dassanayake [7] show that the cell residence time can be described by a generalized gamma distribution. Moreover, as pointed by Guerin [8] , for a very low rate of change of direction, the channel occupancy time distribution shows some disagreement with the exponential model. As related to the call time distribution, it is found by Bolotin [9] that channel throughput drops significantly more under an exponential call time distribution model than under the actual measured call time distribution. Some experiments with field data show that channel occupancy times for cellular mobile systems are not exponentially distributed [10] , [11] . Barcelo and Jordan [10] conclude that channel occupancy times and related time variables are not exponentially distributed from a series of tests for mobile radio cellular systems. They also show that a lognormal distribution or a mixture of Erlang distributions gives a better statistical fitting to the field data. Jedrzycki and Leung [11] also observe that a lognormal distribution is a better candidate for the channel occupancy time.
On the other hand, nonexponential models mainly focus on the approximation of the cell residence time distribution [12] , [13] . Orlik and Rappaport [12] model the cell residence time as the sum of hype exponential (SOHYP) random variables, which has the advantage of preservation of the Markovian property and thus facilitates construction of Markov chain. As pointed out in [13] , however, the SOHYP model contains too many parameters to be identified; hence the statistical fitting is very complicated. Fang and Chlamtac [13] give a mobility model where the cell residence time is characterized by a hyper-Erlang distribution. They obtain the channel occupancy time distribution assuming that the call time is still exponentially distributed. Moreover, nonhierarchical systems are considered in [12] and [13] . In hierarchical systems, overflow calls may be difficult to characterize in the nonexponential case of the call time and the cell residence time. Hence, a more complicated modeling approach should be needed in order to deal with the general case.
This paper proposes a new analytical model for the performance evaluation of a hierarchical cellular system exploiting speed-sensitive cell selection. Our model allows the call time and the cell residence time to be generally distributed. The call time is characterized by a hyper-Erlang distribution, which is thought to be a good approximate distribution for many nonnegative random variables of continuous type [13] , [14] . The Laplace transform of the channel occupancy time distribution for each type of call (i.e., new call, handoff call, and overflow call) is derived as a function of the Laplace transform of the cell residence time distribution. In particular, we model the channel occupancy time of overflow calls using a renewal process. Moreover, a call-admission scheme is proposed, which can effectively deal with heterogeneous and nonexponential channel occupancy time. A multidimensional birth-death process proposed by Orlik and Rappaport [12] may be applied to hierarchical systems, but it will require tremendous state space, particularly when the number of channels in each macrocell is large. Since our model gives the Laplace transform of the channel occupancy time distribution for each call type, this approach also would be useful in some other queueing models where new or handoff calls currently not served should wait in a buffer.
The rest of this paper is organized as follows. Section II provides the model description and gives the stationary probability of the number of calls in each cell layer. In Section III, we derive the Laplace transform of channel occupancy time distribution for each call type. In Section IV, the arrival rates of handoff calls, take-back calls, and overflow calls are obtained assuming that all the cells in each layer are statistically homogeneous. The quantities obtained in Sections III and IV will be the key input parameters in the stationary probability in Section II. Section V contains the performance measures such as the blocking probability and the handoff failure probability. Numerical results and conclusions are presented in Sections VI and VII, respectively.
II. MODEL DESCRIPTION
In this section, we describe the system model and present the stationary probability of the number of each ongoing call type in a microcell or in a macrocell.
Let us consider a two-layer hierarchical cellular network where each macrocell overlays contiguous microcells, as shown in Fig. 1 . These microcells constitute the lower layer of the two-layer hierarchy. Every microcells are overlaid by a macrocell, and these overlaying macrocells form the upper layer. We assume that a call from slow MSs is first directed to a microcell, while a macrocell is the initial target for a call from fast MSs. The speed estimation of MSs can be achieved using the method of [15] . We further assume that an MS does not change its speed during a call session. If a call from slow MSs is blocked in a target microcell, it will be overflowed to the macrocell overlaying the microcell when the macrocell can afford to serve the call-both new and handoff calls have the same opportunity for overflow. The overflow from macrocell to microcell is not allowed, because relatively frequent handoffs across microcells are expected, and in consequence, the load of signal processing may be significant. The successfully overflowed calls will try to take back to a microcell. Two policies may be possible [1] : 1) take-back as soon as one of traffic channels becomes available in the current microcell and 2) take-back when an ongoing call reaches a border of a microcell. While the first policy may be more desirable with respect to channel utilization, the second policy can reduce the load of signal processing of monitoring the state of channels and can simplify the modeling of channel occupancy time of overflow calls. Hence, we adopt the second policy.
We assume that combined traffic to a microcell arrives according to a Poisson process with rate and that incoming calls will be new calls, handoff calls, and take-back calls with rates , , and , respectively ( ). For a macrocell, we also assume a Poisson process with rate as the arrival traffic comprises new calls, handoff calls, and overflow calls with rates , , and , respectively ( ). Strictly speaking, the arrival processes may not be exactly Poisson processes because some functional dependencies exist among the call types. However, the Poisson assumption is often adopted in the analysis of queueing networks, and it is reported that the performance is little degraded under this assumption. The functional relations among the arrival rates of these calls will be given in Section IV.
The stochastic behavior of one cell (a microcell or a macrocell) can be described by a loss system (i.e., a system with no queue) with multiservers (channels). Since a sudden forced termination during a call session will be more upsetting than a failure to connect a new call, it is desirable to give priority to handoff calls. As one method, the maximum number of channels allowed for new calls or overflow calls can be limited to a certain capacity, giving handoff calls more of a chance to seize channels. Hence, our system model becomes a loss system with channel-capacity limitation with respect to the type of calls. Such a system is known to have an insensitivity property, i.e., the stationary probability depends on the service time (channel occupancy time) distribution only through its mean (see [14] and [16] ).
Assume that and channels are available in each microcell and macrocell, respectively. Let be the maximum number of channels allowed for new calls in a microcell ( ) and let and be the maximum number of channels allowed for new calls and overflow calls in a macrocell, respectively ( , ). Then, call-admission policies in each microcell and macrocell are as follows, respectively. Microcell 1) A new call is blocked when there are at least ongoing new calls or channels are busy. 2) A handoff request is denied when channels are busy. Macrocell 1) A new call is blocked when there are at least ongoing new calls or channels are busy.
2) An overflow request is denied when there are at least ongoing overflow calls or channels are busy. 3) A handoff request is denied when channels are busy. Now, let denote the joint stationary probability that the number of new calls is and the number of handoff calls (including take-back calls) is in a microcell. Since we consider the take-back at each border crossing of microcells the channel occupancy time of take-back calls has the same probabilistic characteristic as that of handoff calls. In this scheme, we can treat take-back calls as handoff calls. Hence, from the theory of loss system [14] , we have (1) where and is the normalization constant as
Similarly, let denote the joint stationary probability that the numbers of new calls, handoff calls, and overflow calls are , , and , respectively, in a macrocell. Then (2) where and is the normalization constant as Note that the above system model slightly differs from the generally agreed concept of guard channel scheme (see [17] ), in which one cell exclusively reserves a certain number of channels only for handoff calls. The difference lies in the call-admission policy (in particular, for new calls). For example, if we let be the number of guard channels out of a total of channels in a microcell, then in the guard channel scheme, blocking of a new call occurs if there are at least ongoing calls. In fact, the original motivation of this paper is not in the management of channels but in dealing with heterogeneous and nonexponential distributions in the model. Hence, if our scheme can be allowed by networks and implemented as a method of giving a priority to handoff calls, it has the following advantages in modeling aspect.
1) It gives a product-form solution concerning the joint stationary probability of the number of each call type. 2) It allows heterogeneous channel occupancy times to be nonexponentially distributed.
3) It may reduce the computational load-this is mainly due to the product-form solution. On the other hand, in the case of heterogeneous channel occupancy times, it is known that the guard channel scheme does not give a product-form solution and that multidimensional Markov chains (two-and three-dimensional Markov chains in each layer of microcells and macrocells, respectively) should be solved to compute the stationary probability, even provided that insensitivity property is assumed in relation to the channel occupancy time distribution. In hierarchical systems, heterogeneous channel occupancy times (for new calls, handoff calls, and overflow calls) should be managed, and moreover, the channel occupancy time of overflow calls does not follow an exponential distribution even when the call time and the microcell residence time are exponentially distributed.
Sections III and IV are mainly devoted to the modeling of channel occupancy times and arrival rates for various call types, which will be used as the input parameters in (1) and (2) . Also, based on (1) and (2), the performance measures are derived in Section V.
III. DISTRIBUTIONS OF CHANNEL OCCUPANCY TIMES
In this section, we obtain the Laplace transform of the channel occupancy time distribution for each type of calls: new, handoff, and overflow. The derived Laplace transform will be basically represented as a function of the Laplace transform of cell residence time distribution. As mentioned earlier, the generalization of the call time is based on the characterization by a hyper-Erlang distribution, which is represented as a mixture of Erlang distributions and thus is thought to be a relatively good approximate distribution for many nonnegative random variables of continuous type.
Suppose that the call time follows a hyper-Erlang distribution with pdf as (3) where and are positive integers and and are positive constants. The mean value of is easily calculated as (4) The hyper-Erlang distribution is also preferable from the computational point of view since its tail distribution has a simple form of summation as (5) On the other hand, we can model the residual (or remaining) call time of handoff calls at an arbitrary handoff epoch as the excess of the call time. Note from renewal theory [18] that at an arbitrary epoch, the remaining renewal time follows the excess of the interarrival time of renewals, whose distribution can be represented by the equilibrium distribution of the interarrival times. Hence, the remaining call time ( ) at the point that an MS during call session enters a target cell is thought to have the same probabilistic property of the excess of the call time. This observation makes it possible to model the distribution of by the equilibrium distribution of ( ). From the relation , where is the pdf of , we can easily obtain the tail distribution of as (6) The simple form of summation in and will facilitate the computation of complex integrals involved in the derivation of channel occupancy times.
The Laplace transform of an arbitrary distribution with pdf is represented as
In the rest of this paper, we will use an asterisk ( ) to represent the Laplace transform of the corresponding distribution.
A. Distributions of Channel Occupancy Times of New and Handoff Calls
Now, we derive the Laplace transform of channel occupancy time distribution for new and handoff calls. The method of Laplace transform provides a systemic approach to quantify the expected channel occupancy time.
As illustrated in Fig. 2 , for the new call, the channel occupancy time becomes either the call time (the bold solid arrow) if it is completed in the current cell where it is originated or the remaining cell residence time (the bold solid line) if it continues its call session to one of adjacent cells requesting a handoff. This case is due to the fact that at call origination, an MS has already consumed its part of potential cell residence time (the solid line for the new call). For the handoff call, the channel occupancy time becomes either the cell residence time (the bold solid line) if it continues its call session to one of adjacent cells requesting another handoff or the remaining call time (the bold solid arrow) if it is completed in the current cell because the handoff call has consumed some amount of its potential call time at the epoch of handoff (the solid line for the handoff call). Since a call from slow MSs is first assigned to a microcell, the channel occupancy times of new and handoff calls in microcell are represented as (8) (9) respectively. Similarly, since a call from fast MSs is initially directed to a macrocell, the channel occupancy times of new and handoff calls in macrocell are (10) (11) respectively. Note that and follow the equilibrium distributions of and with the following pdfs, respectively:
and (12) Since the pdf of is (13) then the Laplace transform is . Since
then the Laplace transform of the channel occupancy time distribution for new calls is obtained by (16) , shown at the bottom of the page, where where the last equation follows since the Laplace transform of is and is defined as the th derivative of the Laplace transform of with alternating sign term. In (16) , the interchange of integral and summation is justified since all terms are nonnegative (this property is satisfied in the rest of this paper). An easy computational formula for is given as (65) in Appendix A. Hence, by the Laplace transform, can be obtained as (17) From (17), we can see that consists of two terms. The first term is just according to (4) . Note that can be directly derived from . Hence, the second term will be , which corresponds to the conditional expectation of the excess of the call time. This quantity perfectly matches the time duration depicted by the dotted line in Fig. 2 .
Similarly, since the pdf of is , we have the Laplace transform as . Note that
Hence, the Laplace transform of the channel occupancy time distribution for handoff calls is obtained by (20) where Hence, can be obtained as
Using the same technique, we can derive and , from which and are derived, respectively. Let
Then, we obtain (24)
B. Distribution of Channel Occupancy Time of Overflow Calls
Since slow MSs may traverse a number of microcells during overflow call session, the channel occupancy time of overflow calls ( ) is closely related to the cell residence times in microcell ( ) and macrocell ( ) and the take-back failure probability ( ). Hence, the derivation of its Laplace transform ( ) needs a more complicated approach. Suppose that a new or handoff call is overflowed to a macrocell. The call may be completed in the current microcell; it may successfully take back after a certain number of take-back failures; or it completes its potential call time without a take-back success using only a channel of a macrocell until the end of its (residual) lifetime-in this case the call is only served by the macrocell to which it is overflowed. On the other hand, the overflow call may continue its call session to another adjacent macrocell not being served by a microcell overlaid by the current macrocell: it fails to take back during the remaining cell residence time in the current macrocell. The various types of overflow calls are illustrated in Fig. 1 .
First, let us consider a new call that has been overflowed to a macrocell. Suppose that the call will successfully take back to a microcell at th trial after ( 1) consecutive failures. Let ( ) be independent and identically distributed with . Now, let us define a random variable with pdf as follows:
. Then, means the duration from the overflow to the take-back success at th trial. The Laplace transform of the distribution of is obtained by
Based on renewal theory [19] , is formally interpreted as the th renewal time of a renewal process, where the first interarrival time follows and the next subsequent interarrival times follow . Particularly, this process is called a delayed renewal process.
Next, consider a handoff call that has failed in handoff and has been overflowed to a macrocell. Let us define a random variable with pdf as follows:
Then, is interpreted as the time period from the initiation of overflow to the time when the overflow handoff call will successfully take back to a microcell at th take-back trial after ( 1) consecutive failures. Now, the Laplace transform of the distribution of is given by
As illustrated in Fig. 1 , there exist six types of overflow calls (types 1-6 in the figure): types 1-3 correspond to new calls and types 4-6 handoff calls. Type 1 (or 4) is an overflow new (or handoff) call that will complete its call time in a current microcell. Type 2 (or 5) is an overflow new (or handoff) call that will end its call time in another microcell after a certain number of consecutive take-back failures. Type 3 (or 6) is an overflow new (or handoff) call that will successfully take back to a microcell at th take-back trial after ( ) consecutive failures. First, consider overflow new calls (i.e., types 1-3). Let us construct the following probability intensity functions:
The first function is related to the channel occupancy time of a type 1 call and is formally interpreted as . The second function is concerned with a type 2 call, representing the probability intensity that an overflow new call is eventually completed after a series of take-back failures. Note that the quantity is the probability that the call time is between and on condition that , i.e., . Finally, the third function is related to the channel occupancy time of a type 3 call and is obtained from , which means the probability intensity that an overflow new call will successfully take back to a microcell after an arbitrary number of consecutive take-back failures. Hence, if we denote by the channel occupancy time of overflow new calls, then the pdf of is represented by (32)
Note that , which satisfies the condition of the probability density function. Next, let be the channel occupancy time of overflow handoff calls (i.e., types [4] [5] [6] . Similarly as in (29) Also, it is satisfied that . Before we proceed further, let us define by the virtual channel occupancy time of overflow calls with pdf (37) where represents the fraction of new calls to all the calls requesting overflows and is given by (38)
The term "virtual" is used because is not truly . That is, the quantity includes no consideration of , the cell residence time of slow MSs in a macrocell. The quantity may be greater than . This is the case when a slow MS with an ongoing overflow call goes to an adjacent macrocell. However, note that is always less than . (40) where and are positive integers and and are positive constants. Then, from (9) and (20), we obtain the Laplace transform of the distribution of as (41) where (42) Hence (43) To be complete, the above equation requires the th derivative of [equivalently, in (42)], which is derived in Appendix A embedded with a tractable algorithm. Further, Appendix B describes how to obtain the parameters of the distribution of using method of moments. Finally, the expected values obtained in this section are used as input parameters of (1) and (2) in Section II.
IV. ARRIVAL TRAFFIC OF EACH TYPE OF CALLS
In this section, we derive the arrival rates of handoff, overflow, and take-back calls in each layer of cells. It is assumed that all the cells in each cell layer have statistically the same characteristic of mobility in steady state.
First, consider a microcell. The overall arrival rate into a microcell is represented as the sum of the arrival rates of new calls (which is given), handoff calls, and take-back calls ( ). Let us denote by the probability that a new call originated from slow MSs in a microcell will continue its call session to an adjacent microcell (i.e.,
) and by the probability that a handoff call from slow MSs will continue its call session to an adjacent microcell (i.e., ). Then, taking a hyper-Erlang distribution for the call time as in Section III gives (44) (45)
Consider an arbitrary microcell surrounded by a number of adjacent microcells. Note that handoff requests into the microcell are from one of the following three call types: 1) new calls not blocked in adjacent microcells, continuing their call sessions to the microcell, 2) handoff calls successfully handed off into adjacent microcells and continuing their call sessions to the microcell, and 3) take-back calls that have successfully taken back into adjacent microcells and continue their call sessions to the microcell. Hence, the following equation should be satisfied in steady state:
Similarly, take-back requests into the target microcell are originated from the following three overflow call types in adjacent microcells: 1) overflow new calls, 2) overflow handoff calls, and 3) take-back calls that have not successfully taken back into adjacent microcells at the previous trial. Hence, in steady state, we have (47) Equation (47) follows since the take-back request occurs when an overflow call reaches a border of a microcell. Solving the system of (46) and (47), we obtain (48) (49) where . In a macrocell, the overall arrival rate comprises the arrival rates of new calls ( ), handoff calls ( ), and overflow calls ( ). Note that and are from fast MSs, while is from slow MSs; and that the quantity is independent from and . First, the arrival rate of overflow calls is simply obtained by (50) where is the number of microcells in a macrocell. Next, in order to derive the expression of , let us denote by the probability that a new call originated in a macrocell will continue its call session to an adjacent macrocell (i.e.,
) and by the probability that a handoff call will continue its call session to an adjacent macrocell (i.e., ). That is
Then, with a similar context as in (46) and (47), the following recursive equations should be satisfied in steady state:
Solving (53), we obtain (54) Finally, the arrival rates obtained in this section will be used as input parameters of (1) and (2) in Section II.
V. PERFORMANCE MEASURES
The blocking of a new call from slow MSs in a microcell occurs when the number of channels occupied by new calls in the microcell is equal to or there is not an available channel in the microcell. Hence (55) A handoff call from slow MSs cannot be served if all channels are occupied in a target microcell. The handoff failure probability of a handoff call being served is formally defined as the fraction of handoff attempts that are denied due to lack of channels. Hence (56) A take-back failure occurs if all the channels in a target microcell assigned to take-back requests are occupied. The take-back failure probability is formally defined as the fraction of take-back attempts that are denied due to lack of channels. If we give the same priority to both handoff and take-back requests, then . An overflow request is denied when the number of channels occupied by overflow calls in a target macrocell is or there is not an available channel in the macrocell. Hence (57) Because we assume that the arrival process is Poisson, by the property Poisson arrivals see time average (PASTA), the dropping probability of a new call from slow MSs is (58) Similarly, the dropping probability of a handoff call from slow MSs is (59) On the other hand, the blocking of a new call from fast MSs occurs when the number of channels occupied by new calls in a macrocell is equal to or there is not an available channel in the macrocell. Hence, the blocking probability (or equivalently dropping probability) is (60) Similarly, for a handoff call from fast MSs, the handoff failure probability (or equivalently dropping probability) is (61) Note that the performance measures (or equivalently, the joint stationary probabilities) are related to the arrival rates, which have also functional relationships with the performance measures (as shown in Section IV). Note also that the formula of the channel occupancy time of overflow calls has a functional form of the take-back failure probability (as shown in Section III). Hence, we need a recursive method to compute the performance measures. Basically, we use the iterative method proposed by [19] . If the size of or increases, the computation of and may be difficult. When this is the case, the method given in [20] , which is devoted to the computation of asymptotic limiting distribution, may be used. All the numerical examples in this paper have convergent values of the performance measures.
VI. NUMERICAL RESULTS
In this section, we present numerical examples for a two-layer system with two populations of MSs with low and high mobilities. We assume that the total traffic of new calls follows a Poisson process with rate . Let be the fraction of new calls from slow MSs. Then and . Through the examples, we consider four identical microcells overlaid by a single macrocell ( ). The mean cell residence time of each type of MS is obtained as follows [21] :
and (62) where and are the radii of microcell and macrocell, respectively, and and are the average speeds of slow and fast MSs, respectively. We assume that m, m, km h, and km h. We consider the following configuration of channels: , , , , and . Basically, we chose to be 0.5, but other values are also considered to see the effect of the mobility ratio. The call time ( ) is assumed to have the following parameters: , , , with an exponential one, 2) the effect of the maximum number of channels allowed for overflows calls ( ), and 3) the effect of the mobility ratio ( ).
First, Fig. 3(a) -(e) shows the difference in various performance measures between our case and the exponential case having the same mean. To give a consistent comparison, the parameters of corresponding time variables (i.e., the call time and the cell residence time) are chosen to have the same mean level with each other. From these figures, we see that the performance may be affected by the distributions of the call and cell residence times, even when the same mean is assumed. This is because the quantities and have different values according to the corresponding distributions. That is, both quantities affect the expected channel occupancy times and the arrival rates, which are directly related to the performance measures. In all figures, the performance measures considered here ( , , , , and ) are higher for the exponential case than for the nonexponential case of hyper-Erlang call time and gamma cell residence time distributions. This phenomenon can be explained by the memoryless property of exponential distributions. Note that for new calls, . In the exponential case of , the residual cell residence time has the same probabilistic characteristic with . In other words, the exponential distribution has no information on the time period of the solid line for new calls in Fig. 2 . Hence, the exponential model gives . In general, however, has a probabilistically greater value than . Hence, the channel occupancy time has a tendency to increase in the exponential case. This fact gives rise to higher values of the performance measures. Handoff calls are also explained by the same reasoning. Therefore, the assumption of exponential distribution for both the call time and the cell residence time may underestimate the system performance as compared to the nonexponential case.
The maximum number of channels allowed for overflow calls may influence the performance in both microcell and macrocell. Fig. 4(a) -(e) shows that as increases, the performance in microcell becomes better, while in macrocell the dropping probabilities of new and handoff calls increase. This observation corresponds to our intuition. Using this analysis, we can determine the proper value of in order to balance the traffic load with the desired quality of service. Fig. 5(a) -(e) shows the plots of the performance measures in the cases of and respectively. This example seems to show that as the ratio of MSs with low mobility increases, the performance in the layer of microcells becomes worse, while a better performance results in that of macrocells. However, this may not be always the case. For a given level of , as increases (equivalently, increases), more frequent blocking and handoff failure are expected-this increases the portion of the channels of a macrocell occupied by the overflow calls from the layer of microcells, degrading the performance of the layer of macrocell. Hence, there exists a tradeoff point with respect to and .
VII. CONCLUSIONS
We developed an analytic model for the performance evaluation of a hierarchical cellular system introducing general distribution for call duration and cell residence time. By means of the characterization of the call time by hyper-Erlang distribution, the Laplace transform of the channel occupancy time for each call type is obtained as a function of the Laplace transform of cell residence time. This methodology gives more flexibility in describing the cell residence times, which may have various probabilistic characteristics depending upon different mobility environments. In particular, overflow calls are modeled by exploiting a well-defined renewal process, an approach that captures the inherent overflow from a lower layer of cells to an upper layer of cells and quantifies the channel occupancy time of overflow calls in a tractable manner. Not addressed in this paper, the overflow from a macrocell layer to microcell layer can be treated by the proposed methodology. The developed Laplace transforms are thought to be also useful in handoff call queueing models where higher moments may be needed. The computational load is thought to be relatively low, and only a simple iterative method is sufficient to obtain the performance measures.
Numerical results show that the distribution types of both the call time and the cell residence time have an obvious influence on the performance. This fact shows that the assumption of some specific distributions as the call and cell residence times may lead to over-or underestimation of the real performance. In particular, the exponential model has a worse performance than the nonexponential one.
Although we have considered a two-layer hierarchical system, the approach can be extended to a multilayer hierarchical system with some modification. Note that the quantities and converge to zero for a given as increases. Finally, (65) is used to compute in (16) .
APPENDIX

APPENDIX B CHARACTERIZATION OF THE DISTRIBUTION OF
If we define as the probability that a slow MS will traverse microcells overlaid by a macrocell ( ), then the pdf of can be represented as follows:
If we choose then represents a Poisson probability when truncating with mean , representing the mean number of microcells that a slow MS traverses in a macrocell. Generally, we see that the variance of have a tendency to increase according to its mean level. Hence, the Poisson distribution can be a candidate for the distribution of since the variance grows as the mean increases. Hence Since from (40) the first two moments are and For a fixed value of , nonlinear programming may be needed to determine the values , , and . For a better approximation, more equations may be needed. Consider an Erlang distribution with shape parameter and scale parameter . Then, we obtain where means the closest integer to . From [21] and where and denote the radii of a macrocell and a microcell, respectively. Hence, can be obtained from the following relation:
