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Abstract
Supervised learning aims to learn functional relationships between inputs and outputs.
Multitask learning tackles supervised learning tasks by performing them simultaneously
to exploit commonalities between them. In this thesis, we focus on the problem of elim-
inating negative transfer in order to achieve better performance in multitask learning.
We start by considering a general scenario in which the relationship between tasks is
unknown. We then narrow our analysis to the case where data are characterised by a
combination of underlying aspects, e.g., a dataset of images of faces, where each face is
determined by a person’s facial structure, the emotion being expressed, and the lighting
conditions. In machine learning there have been numerous efforts based on multilin-
ear models to decouple these aspects but these have primarily used techniques from the
field of unsupervised learning. In this thesis we take inspiration from these approaches
and hypothesize that supervised learning methods can also benefit from exploiting these
aspects. The contributions of this thesis are as follows:
1. A multitask learning and transfer learning method that avoids negative transfer
when there is no prescribed information about the relationships between tasks.
2. A multitask learning approach that takes advantage of a lack of overlapping fea-
tures between known groups of tasks associated with different aspects.
3. A framework which extends multitask learning using multilinear algebra, with the
aim of learning tasks associated with a combination of elements from different
aspects.
4. A novel convex relaxation approach that can be applied both to the suggested
framework and more generally to any tensor recovery problem.
Through theoretical validation and experiments on both synthetic and real-world datasets,
we show that the proposed approaches allow fast and reliable inferences. Furthermore,
when performing learning tasks on an aspect of interest, accounting for secondary as-
pects leads to significantly more accurate results than using traditional approaches.
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1. Introduction
Over the past decade the field of machine learning has undergone major developments,
gradually maturing into a prominent area of computer science. This growth has led
to more effective and efficient ways to automatically learn properties from data and to
tackle different kinds of scenarios where learning is needed.
One of the scenarios which has been well studied is that of learning a set of super-
vised learning tasks with the assumption that they are somehow related. A reasonable
approach is to learn these tasks at the same time so that the model can leverage the
commonalities between them. This strategy is the core of multitask learning (MTL)
[34, 33, 187, 19] and transfer learning (TL) [47, 110, 157, 164, 176]. MTL consists
of learning tasks simultaneously, taking advantage of their commonalities, so that the
accuracy of each task is increased, whereas in TL, knowledge is gained from a set of
source tasks to improve the accuracy of new tasks. These frameworks have successfully
been applied in many different scenarios, often providing improved performance over
single task learning. Furthermore, when the data available for each task is scarce, single
task learning may not be a valid alternative, as there are uniform lower bounds on the
performance of single task learning, e.g. see [129].
One significant problem within MTL and TL is negative transfer. In a survey carried
out on transfer learning [157], the authors pointed out both the importance of control-
ling negative transfer, and the little attention it has received. Negative transfer occurs
whenever these frameworks not only fail to improve performance, but actually reduce it.
An obvious example would be the naive application of multitask learning to a scenario
in which tasks are not related in any way. More generally, negative transfer arises when
the model used fails to reflect the specific kinds of relationships held among the tasks,
making strong, or simply wrong, assumptions. Thus, all available information about the
relationships between tasks should be used whenever possible.
In our research we follow an incremental approach regarding the information available
about how tasks are related. Our research starts by studying negative transfer in the
broad case where nothing is known about the relationships between tasks. In this sce-
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nario, there may be closely related groups of tasks, as well as tasks which are not related
at all. To avoid negative transfer, the model should not presume relations between tasks,
however it should be able to positively transfer knowledge between tasks that are re-
lated.
In a second stage of this research, we consider using extra information that may be use-
ful to uncover the relationships between tasks. Several approaches based on this key
principle have previously been proposed and studied. They target the cases where infor-
mation about relationships takes the form of clusters and hierarchies [58, 99, 201, 225].
Nevertheless, there are important real cases when these structures lack the necessary ex-
pressiveness to encode the relationships between tasks. One such instance arises when
data can be looked at from several different angles. In this case, it would be preferable
to learn representations of the data that are tailored to the learning tasks at hand, fil-
tering out or leveraging other viewpoints of the data. Hereafter, we will refer to those
viewpoints as aspects, and to the resultant datasets as multi-aspect datasets. In this the-
sis we focus on modelling relationships between tasks in multi-aspect data situations
because they appear naturally in many real learning problems, yet they have received
little attention.
1.1. Multi-aspect data
Multi-aspect datasets are those composed of instances that can be simultaneously cate-
gorized according to different category systems (aspects). Let us consider for example a
dataset composed of many images of faces, as in Fig.1.1. Each image is determined by
the person who appears in it (aspect 1), the emotion (aspect 2) and perhaps other char-
acteristics such as the viewpoint (aspect 3) and the illumination (aspect 4). Multi-aspect
datasets are very common, as they arise whenever there are different conditions involved
in the data gathering process. A representative example occurs when data are obtained
from multiple people, as is the case in many social and medical scientific experiments,
and in data gathered by companies about their clients.
In many supervised learning problems only one of those aspects is generally of interest,
for example learning the set of affective states conveyed in the facial expression. The
remaining aspects pose particular challenges in developing recognition models that fo-
cus on the specific aspect of interest. In such cases the biases caused by the secondary
aspects could be significant if they are ignored or not treated carefully.
Human perception systems are able to decouple different aspects in data to extract in-
18
1.1 Multi-aspect data
Figure 1.1.: Samples of a multi-aspect dataset, in which each instance (facial image) is
characterised by the identity of the person (P.A, P.B, and P.C), and the emotion being
expressed (Anger, Surprise, and Sadness). The images belong to the JAFFE dataset
[124].
formation about an aspect of interest. Continuing the example, humans are able to rec-
ognize affective states in other people’s faces regardless of the specific facial features of
a person as well as other ambient conditions such as light and viewpoint.
In the field of machine learning several approaches have been proposed to deal with
this kind of data, most of them based on multilinear algebra models. These use tensors,
multidimensional generalizations of vectors and matrices, to extend concepts from lin-
ear algebra. Even though those approaches are useful to analyze multi-aspect datasets
in an unsupervised learning setting, few multilinear approaches have been investigated
in the context of supervised learning. Furthermore, they impose strong assumptions on
the data [194]. The paucity of interest in this area may be due to the belief that the labels
available in supervised learning problems are sufficient to discriminate useful informa-
tion about the aspect of interest, hence the multi-aspect information can be discarded.
In this thesis, we hypothesize that explicitly accounting for all aspects of the data in
supervised learning problems leads to better performance.
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1.2. Problem statement and contributions
A main goal of this thesis is to investigate how to exploit commonalities in learning
tasks while avoiding negative transfer, placing a special emphasis on multi-aspect sce-
narios. We have taken an incremental approach, where we start by considering negative
transfer in the general MTL and TL cases, where there is no side information about
the relationships among tasks. A common case occurs when there are several unknown
groups of related tasks, and tasks belonging to different groups have no relationship
at all. We then focus on multi-aspect datasets and assume that the knowledge about
groups of tasks is given, and that each group of tasks is associated to a different aspect
of the data. Using the example of images of faces (Fig.1.1), one could consider two
groups of tasks, one for emotion recognition and another for identity recognition. We
then consider an even more informative scenario in which each task is associated with
a combination of elements of different aspects. In the example we would consider one
task for each combination of identity/emotion.
This approach has led to the following contributions:
• Sparse coding multitask learning
We present an extension of sparse coding to the problems of multitask and trans-
fer learning which avoids negative transfer by imposing weak bindings between
tasks. The central assumption of our learning method is that the task parameters
are well approximated by sparse linear combinations of the atoms of a dictionary
on a high or infinite dimensional space. This assumption, together with the large
quantity of available data in the multitask and transfer learning settings, allows a
principled choice of the dictionary. We provide bounds on the generalization error
of this approach for both settings. Numerical experiments on one synthetic and
two real datasets show the advantage of our method over the competing methods:
single task learning, a previous method based on orthogonal and dense represen-
tation of the tasks and a related method learning task grouping. This scenario will
be studied in Chapter 4, considering both MTL and TL settings.
• Decoupling of features
We study the problem of learning a group of tasks related to one aspect of in-
terest, using a group of auxiliary tasks related to a different aspect. In many
applications, joint learning of unrelated tasks which use the same input data can
be beneficial. The reason is that prior knowledge about which tasks are unrelated
can lead to more sparse and more informative representations for each task, es-
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sentially screening out idiosyncrasies of the data distribution. We propose a novel
method which builds on a prior multitask methodology by favoring a shared low
dimensional representation within each group of tasks. In addition, we impose a
penalty on tasks from different groups which encourages the two representations
to be orthogonal. We further discuss a condition which ensures convexity of the
optimization problem and show that it can be solved by alternate minimization.
We present experiments on synthetic and real data, which indicate that incorpo-
rating unrelated tasks can improve significantly over standard multitask learning
methods. This will be presented in Chapter 5.
• Multilinear Multitask Learning
We consider the scenario in which the information we have about how tasks are
related can be described by linking each task with a combination of elements of
aspects. We propose the use of multilinear algebra as a natural way to model such
a set of related tasks. This framework can incorporate several prediction patterns
(e.g. different emotions) and different data domains (e.g. different subjects, while
performing different activities). Furthermore, it can perform zero-shot transfer
learning, i.e. learning tasks even in cases where there are no training instances
available. We present two learning methods. The first one is an adapted convex
relaxation method used in the context of tensor completion. The second method
is based on the Tucker decomposition and on alternating minimization. Experi-
ments on synthetic and real data indicate that the multilinear approaches provide a
significant improvement over other multitask learning methods. Overall, our sec-
ond approach yields the best performance in all datasets. The resultant framework
and experiments will be described in Chapter 6.
• Novel Convex Approach for Tensor Recovery
The previous approach boils down to the challenging task of learning a low rank
tensor, which is characterized by having simultaneously several low-dimensional
structures. A prominent methodology for this problem is based on a generaliza-
tion of trace norm regularization, which has been used extensively for learning
low rank matrices, to the tensor setting. We highlight some limitations of this
approach and propose an alternative convex relaxation on the Frobenius ball. We
then describe a technique to solve the associated regularization problem, which
builds upon the alternating direction method of multipliers. Experiments on one
synthetic dataset and three real datasets indicate that the proposed method im-
proves significantly over tensor trace norm regularization in terms of estimation
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error, while remaining computationally tractable. This development will be pre-
sented in Chapter 7.
For each of these cases, we will describe practical situations where their application
arises naturally. We will provide optimization methods to obtain good solutions and,
whenever possible, we will establish links with previous approaches from the literature
and provide theoretical arguments to justify when the use of the method is appropriate.
1.3. Timeliness of research
From a theoretical point of view, there are two points that make this research timely.
Firstly, negative transfer has been identified as the primary general problem facing ma-
chine learning models that leverage some sort of knowledge transfer [157]. Secondly,
part of the research focusing on multi-aspect data builds on multilinear models, but
simultaneously tackles general problems within this field, particularly tensor recovery.
Tensors and multilinear models have gained a lot of popularity in the last years within
machine learning and related fields. For example several books [70, 104, 108] and
many tutorials and surveys [46, 68, 100, 122, 139] have recently been published on
the topic, and this trend is expected to continue for two reasons. Firstly, many data
problems involve the use of multi-aspect data. Some examples of this are context-
aware recommendation [2, 97, 180, 167], statistical relational analysis [15, 16, 90, 148,
147, 149, 189], disentangling different effects on images [140, 194, 209, 208], and other
applications in computer vision [117, 210], among others. Secondly, multilinear algebra
is increasingly being used in machine learning approaches in traditional (non multi-
aspect) learning problems, such as latent variable model estimation from higher order
moments [5].
One of the direct applications of this research is for personalization of machine learning
models, that is, tailoring or adapting a machine learning model to account for user speci-
ficity. This research topic has received much attention in recent years, being the central
topic of several workshops in top-tier machine learning conferences such as NIPS. One
important reason for this is its ubiquity in many application areas such as content (e.g.
web, media, advertisement, products) recommendation, therapy personalization, and
model calibration, among others. Companies are inclined to incorporate personalized
machine learning models to tailor their products and services to customers, as by doing
so they may gain a competitive advantage. This is also fostered by the cheap availability
of processing power and the large amount of data being collected.
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A specific area which can benefit from personalization is that of automatic affect recog-
nition, particularly emotion recognition in natural, uncontrolled, settings. Automatic
affect recognition from non-verbal behaviour (e.g. facial expressions or affective body
expressions) needs to take into account contextual aspects. The manifest expressions
are of course caused by the underlying affect, but a person’s idiosyncratic tendencies
are significant, as are environmental aspects. Hence, recognition performance could be
improved by personalizing the affect recognition models in an appropriate way. For this
reason, affect recognition datasets are often used to test the performance of the methods
in this thesis.
In summary, multi-aspect data arise in many real scenarios and give rise to very chal-
lenging questions. Thus, we believe that the research presented here is very timely from
both theoretical and practical viewpoints.
1.4. List of publications
The following publications were completed over the course of this thesis:
Conferences:
1. A. Maurer, M. Pontil, B. Romera-Paredes: An Inequality with Applications to
Structured Sparsity and Multitask Dictionary Learning. Conference on Learning
Theory, COLT 2014, Barcelona, Spain. [132].
2. B. Romera-Paredes, C. Zhang, Z. Zhang: Facial Expression Tracking from Head-
Mounted, Partially Observing Cameras. IEEE International Conference on Mul-
timedia & Expo, IEEE ICME 2014. Chengdu, China. [175].
3. B. Romera-Paredes, M. Pontil: A New Convex Relaxation for Tensor Completion.
Neural Information Processing Systems, NIPS 2013. Lake Tahoe, USA. [174].
4. H. J. Griffin, M. S. H. Aung, B. Romera-Paredes, C. McLoughlin, G. McK-
eowny, W. Currany, N. Bianchi-Berthouze: Laughter Type Recognition from
Whole Body Motion. Affective Computing and Intelligent Interaction, ACII 2013.
Geneva, Switzerland. Best paper award. [69].
5. A. Maurer, M. Pontil, B. Romera-Paredes: Sparse coding for multitask and trans-
fer learning. International Conference on Machine Learning, ICML 2013. At-
lanta, USA. Best paper runner-up. (Authors contributed equally). [131].
6. B. Romera-Paredes, H. Aung, N. Bianchi-Berthouze, M. Pontil: Multilinear Mul-
titask Learning. International Conference on Machine Learning, ICML 2013.
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Atlanta, USA. [171].
7. B. Romera-Paredes, H. Aung, N. Bianchi-Berthouze: A One-Vs-One Classifier
Ensemble with Majority Voting for Activity Recognition. European Symposium
on Artificial Neural Networks, Computational Intelligence and Machine Learn-
ing, ESANN 2013. Bruges, Belgium. [170].
8. B. Romera-Paredes, H. Aung, M. Pontil, N. Bianchi-Berthouze, A.C.D.C. Williams,
P. Watson: Transfer Learning to Account for Idiosyncrasy in Face and Body Ex-
pressions. Automatic Face and Gesture Recognition, IEEE FG 2013. Shangai,
China. [172].
9. B. Romera-Paredes, A. Argyriou, N. Bianchi-Berthouze, M. Pontil: Exploiting
Unrelated Tasks in Multi-Task Learning. Artificial Intelligence and Statistics,
AISTATS 2012. La Palma, Spain. [168].
Workshops:
1. M.S.H. Aung, B. Romera-Paredes, A. Singh, S. Lim, N. Kanakam, A.C.D.C.
Williams, N. Bianchi-Berthouze. Getting rid of pain-related behaviour to im-
prove social and self perception: A Technology-Based Perspective. 14th Inter-
national Workshop on Image and Audio Analysis for Multimedia Interactive Ser-
vices, WIAMIS 2013. Paris, France. [13].
2. B. Romera-Paredes, A. Argyriou, A.C.D.C. Williams, N. Berthouze, M. Pontil,
Automatic Recognition of Facial Expressions. 14th World Congress on Pain,
IASP 2012. Milan, Italy. [169].
3. B. Romera-Paredes, M. Pontil, N. Bianchi-Berthouze: Leveraging Different Trans-
fer Learning Assumptions: Shared Features, Hierarchical and Semi-Supervised.
Challenges in Learning Hierarchical Models, NIPS Workshop 2011. Granada,
Spain. [173].
4. H. Meng, B. Romera-Paredes, N. Bianchi-Berthouze: Emotion recognition by
two view SVM_2K classifier on dynamic facial expression features. Automatic
Face and Gesture Recognition, IEEE FG Workshop 2011. Santa Barbara, USA.
[136].
Furthermore, the following two journal publications are under review and the last one
is in preparation:
1. H. J. Griffin, M. S. H. Aung, B. Romera-Paredes, C. McLoughlin, G. McKeowny,
W. Currany, N. Bianchi-Berthouze: Perception and Automatic Recognition of
Laughter from Whole Body Motion: Continuous and Categorical Perspectives.
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2. M. S. H. Aung, S. Kaltwang, B. Romera-Paredes, B. Martinez, A. Singh, M.
Cella, M. Valstar, H. Meng, A. Kemp, A. Elkins, N. Tyler, P. Watson, A.C.D.C.
Williams, M. Pantic, N. Berthouze: Detecting Chronic Pain-Related Expressions
and Behaviours from Multimodal Naturalistic Data.
3. B. Romera-Paredes, M. S. H. Aung, M. Pontil, N. Bianchi-Berthouze: Multilinear
Multitask Learning for Affect Recognition Across Subjects
This work has led to several awards: Best Paper Award at ACII 2013, the Best Paper
Runner-up Prize at ICML 2013 and winner of a machine learning challenge on auto-
matic recognition of human activity at ESANN 2013.
1.5. Outline
Figure 1.2.: Structure of this thesis.
In this introduction we have highlighted the two key concepts of this thesis, namely neg-
ative transfer and multi-aspect data. In the two following chapters, we explore the state
of the art in those areas. In particular in Chapter 2, we review MTL approaches based
on optimization, and in Chapter 3, we review multilinear models, as the predominant
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models dealing with multi-aspect data. Following the literature reviews, we describe the
contributions of the thesis, introduced in Section 1.2. We address sparse coding mul-
titask learning in Chapter 4, decoupling of features in Chapter 5, multilinear multitask
learning in Chapter 6, and rounding off the contributions, we describe the novel convex
relaxation for tensor recovery in Chapter 7. Finally, we conclude the thesis with a sum-
mary of the achievements, and we propose research opportunities that arise from them.
Fig.1.2 summarizes the structure of this thesis.
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2. Multitask Learning Literature
Review
In this chapter we survey the multitask learning literature. This survey has two main
purposes. Firstly, we present the state of the art in this field, as this provides the starting
point of this thesis. In particular, we study models that vary the assumptions made on
the data, and examine how they avoid negative transfer. Secondly, we highlight the
absence of multitask learning approaches that can leverage multi-aspect datasets.
2.1. Introduction
Multitask learning (MTL) is a machine learning framework which considers several
learning tasks together so that by taking advantage of the commonalities between the
tasks, it can achieve a better performance than by solving them separately. Its appli-
cation is particularly appropriate whenever there are a large number of related tasks to
learn and/or when each task has only a small set of instances from which to learn. MTL
is inspired by the fact that human beings are able to improve the learning process of
a task if it is simultaneously addressed with other related tasks rather than assimilat-
ing it in isolation [21]. The literature in psychology [24, 1] show that, for example,
the knowledge acquired by human beings while learning physical tasks facilitates the
learning process of new motor skills.
Supervised learning problems are not usually isolated in real life, rather they are related
to others. As an example we can consider the task of learning the gastronomical pref-
erences of a customer, that is, given a description of a dish, we want to learn a function
whose output will determine whether our customer will like that dish or not. This is a
typical supervised learning task, however in a real situation we will have more than one
customer and we will want to build one function per customer to predict her preferences.
One reasonable assumption to make is that those functions share some commonalities,
such as for example, a set of deciding ingredients. Therefore, the main objective of
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MTL is to try to discover the commonalities between these functions in order to ob-
tain a more accurate model. Through the course of this review, other examples will be
introduced to illustrate different kinds of multitask relationships.
MTL was proposed in [19, 33, 34, 187] where neural networks, trees and other su-
pervised leaning approaches were adapted to deal with MTL scenarios. The empirical
results showed a clear improvement over the single task counterpart. Since then, a wide
variety of MTL strategies have been proposed and have found applications in many
different fields such as machine vision [162, 201, 223], natural language processing
[203, 53], biometrics [193] and traffic flow forecasting [93], to name a few.
MTL has strong connections with other established machine learning frameworks, so
that research and applications have benefited collectively in those fields. One of them
is transfer learning [157] (also known as learning to learn [110] or inductive transfer
[47, 164, 176]), whose aim is to extract knowledge from a set of source tasks to be
applied in the learning process of target tasks. Therefore, it can be seen as an asymmetric
modification of MTL where there is an explicit distinction between source and target
tasks. The similarities between MTL and TL are such that several MTL approaches can
directly be employed in a TL setting. A different framework is multivariate response
learning [14, 28], also known as multi-output learning, which can be seen as a particular
case of MTL when all tasks receive the same input data. This category also includes
multi-label classification. MTL can also be seen as an extension of matrix completion
(or collaborative filtering) [138, 190]. There, the objective is to predict entries in a
matrix where only a small subset of them is known. Matrix completion has received
increasing interest lately as a way of evaluating items through the ratings of other users.
It can be considered as an MTL problem by treating users as tasks where the input data
are indicators of the items and the labels are the actual values of the entries in the matrix
(conversely, one can consider items to be tasks and input data to be indicators of the
users).
In this literature review, we focus on MTL approaches based on regularization on the
task parameters to encode the relationships assumed among the tasks. There are three
important categories of MTL approaches which can be distinguished by the assumptions
encoded in the regularizer:
• Modelling the proximity of the parameters of all tasks by making use of quadratic
norms.
• Modelling structure sparsity by employing extensions of the Lasso.
• Modelling the assumption that all tasks share a common set of features by using
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spectral norms.
As we will see, many MTL approaches are based on one of these frameworks, or build
upon them introducing further constraints which incorporate more complex or more
rich relationships among all tasks. Nevertheless, there are other methods that do not fall
within any of those categories, they will also be briefly reviewed.
We introduce the notation which will allow us to formally define the three frameworks
and study them. We then review extensions of these frameworks which consider more
complex relations among tasks. Next, we address those approaches which fall outside
the previous categories. Finally we conclude with a discussion of the approaches.
2.2. Notation
In the following we focus on regression problems but the generalization to classification
problems is usually straightforward. In most cases we assume the following setting: the
model we want to build has to be able to learn a set of T linear tasks ft (x) = 〈wt, x〉,
x,wt ∈ Rd, ∀t ∈ [T ], where d is the dimensionality of the data, and [N ] denotes the set
of natural numbers from 1 to N . In order to learn these tasks, a set of labeled instances
is provided: {X t, yt}, X t ∈ Rd×mt , yt ∈ Rmt , where X t is the matrix composed
of all the mt instances provided for task t as columns and yt is the vector containing
the labels. With a slight abuse of notation, we denote X =
{
X1, X2, . . . , XT
}
and
Y =
{
y1, y2, . . . , yT
}
. Let W be the matrix composed of the T weight vectors wt as
columns, that is, W = [w1, . . . , wT ] . When making reference to the i-th element of wt
we use the notation wi,t.
The notation ‖·‖ makes reference to norms of vectors or matrices. In the case of ma-
trices we will consider the Frobenius norm, ‖·‖Fr, as well as other norms which will be
introduced as they are needed.
We will denote as 1 the column vector whose all elements are 1. Its dimensionality
should be clear from its context. The trace of a square matrix A is denoted as trace (A)
and its determinant as det (A). Given any matrix B ∈ Rd1×d2 , its singular values are
represented as σ (B) = (σ1 (B) , σ2 (B) , . . . , σK (B)), where K = min {d1, d2} and
σ1 (B) ≥ . . . ≥ σK (B) ≥ 0. We denote by |B| ∈ Rd1×d2 as the matrix composed of
the absolute values of the entries of B. Finally, vec (B) ∈ Rd1 d2 is obtained by stacking
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the columns of B, that is vec (B) =

B1
B2
...
Bd2
.
2.3. MTL Regularizers
In this section we will consider MTL approaches which share the following optimization
problem skeleton:
min
W
R (W ), R (W ) =
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γ Ω (W ) ,
where Ω : Rd×T → R+, called the regularizer, provides an intuitive mechanism to
incorporate similarities among tasks weight vectors; and γ > 0 is a hyperparameter
which needs to be tuned (for example by cross validation on the data) and regulates the
importance of the regularizer with respect to the empirical loss. As noted in the intro-
duction, we will consider three kinds of functions Ω, which implement three different
assumptions on the structure of the relationships between the tasks. These functions are:
• Quadratic norms
Ω (W ) = vec (W )>E vec (W ) , (2.1)
where E ∈ RdT×dT , E  0.
• Sparsity inducing norms
Ω (W ) = ω (|W |) , (2.2)
where ω : Rd×T+ → R+.
• Spectral functions:
Ω (W ) = ω (σ (W )) , (2.3)
where ω : RK+ → R+.
Note that the case of learning all tasks independently by employing a square norm as a
regularizer on the parameters is a particular instance of all three frameworks.
In the following we review the approaches using these functions.
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2.3.1. Quadratic norms
One way of defining relations among a set of tasks is by looking at similarities between
their parameters. For example, let us consider the problem of detecting different fruits
in pictures. We want to learn one task function per fruit, e.g. forange (x) will return 1
if there is an orange somewhere in the picture x, or −1 otherwise. It is reasonable to
accept that the process of detecting an orange in a picture is somewhat similar to the
process of detecting an apple, as they have similar shapes. Thus, one may then assume
that the parameters defining those functions are close to each other; therefore, one could
penalize the distances among them. In this section we focus on linear functions and the
use of regularizers of the form described in eq. (2.1), which are useful to model this
kind of relationship. In the general case, the objective function to be minimized can be
expressed as:
R (W ) :=
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γ vec (W )>E vec (W ) , (2.4)
where E is defined a priori so that it captures the relations between the tasks. Since E
is positive semidefinite, problem (2.4) is convex.
We study two alternative perspectives of problem (2.1): the feature space and the mul-
titask kernel point of view. After that we will review some instances of this framework
from the literature.
2.3.1.1. Feature space viewpoint
Let us start by assuming that all functions ft can be written in terms of the same feature
vector θ ∈ Rp, for some p ∈ N, p ≥ dT , that is:
ft (x) = θ>Btx, x ∈ Rd,∀t ∈ [T ], (2.5)
or equivalently wt = B>t θ, where Bt are prescribed p × d matrices which are task
specific, whereas the vector θ is common to all tasks. Then, we can consider the regu-
larization problem characterized by the following objective function:
S (θ) :=
T∑
t=1
∥∥∥X t>B>t θ − yt∥∥∥22 + γθ>θ (2.6)
As proved by [58], this problem is equivalent to problem (2.4). Let us consider the fea-
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ture matrix B ∈ Rp×dT formed by concatenating all Bt matrices: B := [Bt : ∀t ∈ [T ]].
The equivalence between these two problems relates matrix B to matrix E in eq. (2.4).
Specifically, [58, Prop. 1] establishes that:
If the feature matrix B is full rank and we define the matrix E in eq. (2.4)
to be E =
(
B>B
)−1
, then we have that
S (θ) = R
(
B>θ
)
, θ ∈ Rp. (2.7)
Conversely, if E is a symmetric and positive definite matrix, T is a squared
root of E and we set B = T>E−1, then eq. (2.7) holds true. Moreover, the
unique minimizers W ∗ of problem (2.4) and θ∗ of problem (2.6) are related
by the equation vec (W ∗) = B>θ∗.
The above proposition requires matrix E to be positive definite and the matrix B to be
full rank. Note that otherwise the functions ft are linearly related. We can see as a trivial
example the case that Bt = B0, ∀t ∈ [T ], for some prescribed matrix B0 ∈ Rp×d. In
that case all tasks are the same task, f1 = f2 = . . . = fT , so effectively we are solving
a single task learning problem on all the Tm data instances from the T tasks.
When the matrix B is not full rank, the equivalence in eq. (2.7) between functions
(2.4) and (2.6) still holds true provided that matrix E is given by the pseudoinverse of
matrix B>B and we minimize function (2.4) on the linear subspace S spanned by the
eigenvectors of E which have a positive eigenvalue. For example, in the above case
where Bt = B0, ∀t ∈ [T ], we have that S = {(wt : t ∈ [T ]) : w1 = w2 = · · · = wT}.
This observation would also extend to the circumstance where there are arbitrary linear
relations amongst the tasks.
2.3.1.2. Multitask kernel viewpoint
In this section we study another viewpoint of quadratic norms based on the use of a
kernel (see [179] for a review on kernel methods). Making use of the previous viewpoint
where eq. (2.4) can be expressed as a single task learning problem, we can consider a
kernel defined on a multitask setting. We can start by considering the functions f =
(ft : t ∈ [T ]) as the real-valued functions (x, t) 7→ θ>Btx on the input space Rd × [T ]
whose squared norm is θ>θ. The corresponding reproducing kernel is:
K ((x, t) , (z, s)) = x>B>t Bsz, x, z ∈ Rd, t, s ∈ [T ], (2.8)
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Since eq. (2.6) is like a single task regularization functional, by making use of the
representer theorem its minimizer can be expressed as:
θ∗ = ∑
i∈[m]
∑
t∈[T ]
citBtx
t
i.
Consequently, the optimal task functions can be expressed as:
f ∗q (x) =
∑
i∈[m]
∑
t∈[T ]
citK ((xti, t) , (x, q)) , x ∈ Rd, q ∈ [T ],
2.3.1.3. MTL models based on quadratic norms
Here we present two very common MTL approaches which exploit quadratic norms to
model the proximity between tasks. In the following examples, we consider a special
subset of quadratic regularizers of the form:
Ω (W ) =
∑
t,s∈[T ]
w>t wsGts, (2.9)
where G is a prescribed positive definite matrix. Matrices G in eq. (2.9) and E in eq.
(2.4) are related by the equality E = G ⊗ Id, where ⊗ denotes the Kronecker product
[119].
Penalizing task’s variance
Let us assume that all tasks weight vectors are close to a reference vector w0 which also
needs to be learned. This idea was proposed in [59], where the authors assumed that
wt = w0 + vt, ∀t ∈ [T ],
where vt is what makes task t different from the others and therefore it is assumed to
be small. This assumption is taken into account by adding regularization terms which
penalize the square distance between any wt and w0 (in other words, penalizing ‖vt‖22,
∀t ∈ [T ]). The resultant approach is based on the following regularizer:
Ω (W ) = min
w0
1
λT
T∑
t=1
‖wt − w0‖22 +
1
1− λ ‖w0‖
2
2 , (2.10)
where λ ∈ [0, 1] is a regularization parameter which needs to be tuned a priori. It
controls the prior information we have about both how close w0 is to 0, and how close
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all weight vectors wt are to w0. The first condition is encouraged for high values of λ
whereas the second condition becomes more important for values of λ close to 0.
This regularizer can be expressed directly in terms of W getting rid of w0 in the follow-
ing manner [58]:
Ω (W ) = 1
T
 T∑
t=1
‖wt‖22 +
1− λ
λ
T∑
t=1
∥∥∥∥∥wt − 1T
T∑
s=1
ws
∥∥∥∥∥
2
2
 . (2.11)
From this point, it can be worked out that G = 1
T
(
1
λ
IT − 1−λTλ 11>
)
. By applying the
results in eq. (2.7) we obtain that B is characterized in the following way:
Bt = [
√
1− λId, 0d, . . . , 0d︸ ︷︷ ︸
t−1
,
√
λTId, 0d, . . . , 0d︸ ︷︷ ︸
T−t
] (2.12)
where 0d ∈ Rd×d denotes the all zeros matrix. Finally we derive the multitask kernel
associated to regularizer in eq. (2.10). Applying eq. (2.8) we have that:
K ((x, t) , (z, s)) = (1− λ+ λTδts)x>z, x, z ∈ Rd, t, s ∈ [T ].
Note that this set of kernels defined in terms of λ ∈ [0, 1] is a convex hull of two
kernels. One of them (when λ = 0) treats all tasks as the same task whereas the other
(when λ = 1) tackles all tasks independently.
Hierarchical Regularization
Let us now assume that the tasks are organized according to a prescribed hierarchical
structure or tree which contains information about how tasks are related, in the sense
that each task weight vector is close to the task weights of their children. A motivating
example is object recognition on classes that are organized in a hierarchy. In this way,
the leaves represent elementary classes and are associated to superclasses (for example,
leaf nodes could correspond to classes such as “cars”, “vans”, “bikes” and could all be
children of the super-class “vehicles”). Following the idea of the previous method, we
assume that the tasks are close to each other according to the prescribed hierarchical
structure. Therefore, we want to set out the following regularizer [58, 201]:
Ω (W ) =
T∑
t=1
‖wt‖22 +
1− λ
λ
T∑
t=1
∥∥∥∥∥∥wt − 1|Ct|
∑
s∈Ct
ws
∥∥∥∥∥∥
2
, (2.13)
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where Ct represents the set of children of task t, and |Ct| is its cardinality. Let us
introduce the operator parent : [T ] → {[T ], 0}, which returns the parent of the input
according to the given tree. If the input task is the root, the output is 0. We consider the
symmetric matrices S, P ∈ RT×T where S indicates sibling relationships among tasks:
Sts =

1
|Cparent(t)|2 if parent (t) = parent (s)
0 otherwise
,
and P encodes parent-child relationships:
Pts =

1
|Ct| if t = parent (s)
1
|Cs| if s = parent (t)
0 otherwise
.
Then, the matrix G corresponding to the regularizer in eq. (2.13) can be expressed as:
G = 1
T
(
1
λ
IT + 1−λ2λ S − 1−λλ P
)
.
The characteristic matrix B and the induced kernel can be calculated from this form of
G.
2.3.1.4. Discussion
The MTL approaches that arise within this framework are based on the similarity be-
tween the weight vectors of the tasks. This intuitive assumption is useful to model the
relationship of tasks that are positively correlated. However, the simplicity of quadratic
norm methods makes them unable to capture more complex relationships. One simple
example when these approaches fail is when two tasks produce uncorrelated outputs
to the same inputs. Utilizing quadratic norms in such situations would lead to nega-
tive transfer. In the following sections we review approaches capable of leveraging this
and other more general relationships, and which can positively transfer the knowledge
between tasks.
2.3.2. Sparsity inducing functions
The approaches described in this section assume sparse structure in the task’s weight
vectors. This is very useful in situations where the dimensionality of the data is large.
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For example, let us think about the problem of discovering how different DNA microar-
rays, which are high dimensional entities, lead to a related set of cancers. One can model
this problem by considering one task per cancer type. An assumption made in address-
ing this problem is to postulate that these kinds of cancer are related because they are
caused by the same sets of genes in a microarray [98]. In other words, all tasks depend
only on a small subset of the attributes which describe the input data. Sparse solutions
are encouraged by the regularization functions explained in this subsection. These reg-
ularizers build up on the Lasso technique [196], which encourages sparsity on a weight
vector elements by penalizing its `1-norm. The method of `1-norm regularization has
proven to be superior to non-sparse methods such as `2-norm regularization whenever
there is a priori knowledge about the sparsity of the explanatory variables [145].
Sparse methods are also useful when the objective of the model is not only to be accurate
but also to be highly interpretable. Interpretable solutions are very important in many
fields such as medicine [98]. In this case, even with a lack of prior knowledge, one can
sacrifice some accuracy of the model in order to get a solution which is a function of a
small set of explanatory variables.
2.3.2.1. `p,1-norms
Some MTL approaches extend the Lasso by assuming that all tasks use the same sparse
set of attributes.
One of the first works that formulated this hypothesis and proposed a solution is [204].
Its authors propose to shrink the `1-norm of the maximum absolute value of each ex-
planatory variable weight across all tasks. In other words, they propose the use of the
`∞,1-norm,
‖W‖∞,1 =
d∑
i=1
Tmax
t=1
|wi,t|.
The authors justify this choice by arguing that the quantity Tmax
t=1
|wi,t| can be seen as
the “simultaneous explanatory power” of variable i among all tasks. Furthermore, this
regularizer is appealing since it keeps the objective function convex. In order to solve
the resultant problem, the authors employ an interior-point algorithm. This approach,
which is also known as Multitask Lasso [116], is theoretically studied in [143], where
the authors provide some results which establish conditions under which employing the
`∞,1-norm is advantageous over the use of the `1,1-norm, ‖W‖1,1 =
T∑
t=1
d∑
i=1
|wi,t|, that is
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the `1-norm of the matrix elements. Note that the latter regularizer does not provide any
shared sparsity between tasks.
Another approach is the adaptation of Group Lasso [222] to MTL. Group Lasso is a sin-
gle task supervised learning method which assumes that all attributes can be organized
in several disjoint groups so that some groups of attributes are important for the solution
whereas some others can be ignored. These groups of attributes are known a priori so
the problem consists in minimizing a loss function plus some regularizer which induces
sparsity over groups but not within groups.
This strategy can be directly applied to an MTL setting by assigning each of these groups
to the same attribute employed by the different tasks. This implies the use of the `2,1-
norm on W , which is defined as ‖W‖2,1 =
d∑
i=1
(
T∑
t=1
w2i,t
) 1
2
. This idea is proposed in [8,
150, 151] and is known as multitask joint covariate selection [151]. The corresponding
optimization problem is then
argmin
W
T∑
t=1
∥∥∥X>t wt − Yt∥∥∥22 + γ ‖W‖2,1 . (2.14)
Let us recall that matrixW contains the weight tasks vectors in columns so the `2,1-norm
encourages that matrix to have a few non-zero rows, or attributes weights.
As we can see, the last approaches are very similar and are all instances of the `p,1-norm,
defined as:
‖W‖p,1 =
d∑
i=1
(
T∑
t=1
∣∣∣wpi,t∣∣∣
) 1
p
.
As stated by [218], the `∞,1 regularizer encourages all non-zero parameters to have the
same absolute value across all tasks, whereas when employing the `2,1 regularizer, the
resultant non-zero values of the parameters across tasks have usually a higher variance.
Indeed we can make the generalization to any `p,1-norm for p > 1 (note that p = 1 leads
to the original Lasso technique implying that all tasks are assumed to be independent).
Further development based on the Group-Lasso approach has been done in several
works, and different optimization strategies have been suggested to solve problem (2.14).
In [117], the authors propose an optimization approach based on proximal methods
[144] whereas in [8] the authors develop an alternating algorithm which minimizes an
objective function whose regularizer is the square norm of the `2,1-norm of W . In
[150, 151] the authors also propose a method to efficiently compute the space of so-
lutions provided by the algorithm for all values of γ (regularization path). In [41], the
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authors consider the case when different attributes have different regularization param-
eters (values), develop a method to automatically tune them and provide some theoreti-
cal statistical guarantees on its performance. Finally, in [120] the authors provide some
learning bounds on this framework, which show that there are theoretical advantages of
this approach over performing the Lasso on all tasks independently.
2.3.2.2. Other sparsity inducing functions
Even though assuming that all tasks use the same subset of attributes is the most com-
mon conjecture among sparsity MTL methods, there are other scenarios where different
sparsity patterns could be useful.
Exclusive Lasso In [227], the authors propose a different scenario: they assume
that tasks tend to not share any attributes between them. This can be useful, for example,
in multi-category document classification, where different categories of documents are
characterized by different words (attributes). In order to model this, they propose the
following regularizer:
Ω (W ) =
d∑
i=1
(
T∑
t=1
|wi,t|
)2
.
Note that the inner sum is the `1-norm of the tasks values for the same attribute and thus
encourages sparsity (or heterogeneity) of attributes across the tasks. The outer sum,
which is the `2 norm of the previous values, combines the weights of all attributes.
Tree-Guided Group Lasso Let us now consider the scenario where the model
is provided with extra information about the tasks (as considered in Section 2.3.1.3),
where this is given as a hierarchy of tasks indicating relationships among them. In
[99] the authors consider this situation in the context of sparsity parameters. Their
key assumption is that any common ancestor of two leaves of the tree (tasks), contains
information about the attributes which are used simultaneously by both tasks. This is
induced by building a regularizer composed of a weighted sum of `2,1-norms on the tasks
weight vectors according to the hierarchy. Particularly, the authors place an `2,1-norm
regularizer on each node of the hierarchy. This term is multiplied by a weight which
is determined by parameters sv and gv, where sv + gv = 1. The vector gv represents
the joint selection of the attributes for tasks under node v, whereas sv represents the
importance given to the independent selection of the attributes for the same set of tasks.
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The authors prove that the total weight related to any task weight vector is 1, which
provides the framework with consistent estimators. Since knowing a priori the hierarchy
among tasks (as well as the values of sv and gv for all nodes in the tree) can be a strong
assumption in many real cases, the authors suggest the previous use of methods such as
hierarchical agglomerative clustering algorithm to estimate the underlying structure.
2.3.2.3. Discussion
In this section we have described a set of MTL methods based on imposing sparsity
patterns to the task’s weight vectors. Hence, the set of attributes of the data which are
meaningful for the tasks can be filtered from the remaining ones. These approaches
are useful whenever the dimensionality of the data is high and only a few attributes of
the data convey meaningful information. However in several situations this does not
hold. For example when the input data are images usually the majority of pixels provide
useful information. In that case it is reasonable to look for higher level features that
can be meaningful for all tasks. This more general approach is taken in the following
section. It is also worth remarking that the ideas used in Exclusive Lasso, which imposes
heterogeneity between the attributes used in tasks, could potentially be useful for multi-
aspect datasets, because different aspects of data may depend on different features.
2.3.3. Spectral functions
In this section, we consider a different kind of relation to link tasks together: all tasks
share a low dimensional representation of the data. In other words, we assume that the
task’s vectors wt are linear combinations of a few common basis vectors which need to
be estimated from the data. Another viewpoint can be explored by comparing this set
of approaches and the unsupervised approach of principal component analysis (PCA)
[160]. The latter procedure obtains a set of components (linear combinations of the
attributes) so that when projecting the original data onto them, the resultant projections
have the largest possible variance. In contrast, in MTL spectral function approaches,
the components are extracted so that they are as useful as possible for all tasks.
Let us imagine an automatic system whose purpose is to infer levels of different affective
states (such as anger, boredom and happiness) in images of faces. The MTL model
may consider one task per affective state. It seems reasonable to assume that there
exists a small set of components of faces which are enough to discriminate any kind
of information regarding affective states. Note that, unlike the previous strategy, the
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features used now do not necessarily correspond to a particular part of the face (e.g:
eyes, ears or noses), but to linear configurations of the whole face, which are learned in
the process.
One way to encourage the above assumption is by using certain spectral regularizers.
Let us recall that a spectral function of a matrix M ∈ Rd1×d2 , ω (M) is any function
that only uses the singular values of M , σ (M) ∈ RK , where K = min {d1, d2}. These
functions are especially useful since the singular values of a matrix convey determinant
information regarding its structure.
2.3.3.1. Rank
Let us continue with the previous affect recognition example from faces. In that scenario
we have a set of faces composed of d pixels (attributes) and the objective is to learn T
affective recognition tasks. The assumption that one may impose is that all tasks use
a common set of K linear features from the data, where K  d. Therefore, one can
model it by setting ft (x) = w>t x = a>t B>x, where B ∈ Rd×K is the matrix composed
of K learned linear projections common across the tasks, and at ∈ RK specifies the
way these projections are linearly combined to obtain the weight vector for task t, wt.
Then we would like to solve the following non-convex problem:
min
A,B
T∑
t=1
∥∥∥X t>Bat − yt∥∥∥22 , (2.15)
where matrix A = [a1, a2, . . . aT ]. Matrix B can be seen as the factor which limits the
input data information the tasks have access to. Therefore, by learning the K features
which compose B, the model may improve the performance on all tasks. Note that
solutions to problem (2.15) are not unique: if we consider any nonsingular matrix C ∈
RK×K , then W = BA = (BC) (C−1A). An equivalent problem can be obtained by
expressing the objective function directly in terms of the tasks weight vectors:
min
W
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 s.t : rank (W ) ≤ K or equivalently
min
W
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 +γ rank (W ) (2.16)
for some value of γ, making clear that the resultant problem is a spectral regularization
problem.
Unfortunately, both formulations of the problem are non-convex, leading to NP-hard
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optimization problems, where finding the optimal solution is intractable for the gen-
eral case. However, we can obtain this optimal solution if we consider a multivari-
ate response problem, that is, when all tasks share the same input data X1 = X2 =
· · · = XT = X . Let us assume that ΣXX ∈ Rd×d is the input covariance matrix and
ΣY X ∈ RT×d is the cross covariance matrix between the outputs and the inputs. Then
the optimal solution to problem (2.16) can be expressed as [14]:
W ∗ =
K∑
k=1
VkV
>
k ΣY XΣ−1XX ,
where Vk is the k-th singular vector of ΣY XΣ−1XXΣ>Y X .
In the general MTL setting, problem (2.16) is quite demanding since the regularizer is
neither convex nor differentiable, and in addition the resultant problem is NP-hard [11].
In the following we will cover some more feasible approximations.
2.3.3.2. Trace norm
Let us continue from eq. (2.16), where the rank ofW acts as the regularization function.
In order to make the problem tractable we can look for an approximation of the rank
function which keeps the whole problem convex. A good candidate function for that
is the trace norm, which is defined as the sum of the singular values of the matrix.
It has the interesting property to be the convex envelope of the rank in the spectral
ball [61]. The trace norm as a regularizer was first proposed in [61] and since then
it has been employed in many problems involving the rank of a matrix to be learned
[8, 166, 165, 32, 190, 191]. In our case, the resultant problem is
min
W
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γ ‖W‖Tr . (2.17)
In the following, we consider two alternative viewpoints of this objective function.
Square Frobenius norm viewpoint A way to interpret eq. (2.17) is by means
of the approach suggested by [4]. In this paper the authors propose a method which
explicitly learns a common representation of the input data which is used for all tasks.
Particularly, they propose to express each task weight vector as wt = Bat, in a similar
way as in eq. (2.15). In order to avoid overfitting, the authors add the square Frobenius
norm on A (the matrix composed of all at, ∀t ∈ [T ] as columns) and B. The resultant
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optimization problem is
min
A,B
T∑
t=1
∥∥∥X t>Bat − yt∥∥∥22 + γ2
(
‖A‖2Fr + ‖B‖2Fr
)
. (2.18)
This problem is not convex and the number K of factors, or linear projections, needs
to be defined a priori. In order to account for both issues, the authors use the following
equivalence [190]:
‖W‖Tr = minBA=W
1
2
(
‖A‖2Fr + ‖B‖2Fr
)
in eq. (2.18) leading again to eq. (2.17). It is important to remark that problem (2.18)
is equivalent to problem (2.17) only when K ≥ min (d, T ). Notice that if this is not
the case, we are adding a rank constraint on W to be less or equal than K, leading to a
non-convex problem.
`2,1-norm viewpoint Another interpretation can be found by considering the prob-
lem proposed in [8]:
min
U,A
{
T∑
t=1
∥∥∥X t>Uat − yt∥∥∥22 + γ ‖A‖22,1 : A ∈ Rd×T , U ∈ Rd×d, U>U = I
}
(2.19)
In this approach the matrix U is used to rotate the data, so that there are some projections
which can be useful for all tasks. Consequently, U is constrained to be an orthonormal
matrix. The matrix A contains, for each column t, the weights of task t for the compo-
nents learned in U . Since the original assumption was that all tasks use the same low
dimensional representation of the data, an `2,1-norm based regularization term is added
so that A is encouraged to have only a few non-zero rows. The product Uat makes the
problem (2.19) non convex, however the authors of [8] show that this is equivalent to
the convex problem:
min
W,D
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γ T∑t=1w>t D−1wt
s.t : W ∈ Rd×T , D ∈ Rd×d, D  0, tr (D) ≤ 1,
(2.20)
where W = UA. Finally, solving this problem with respect to D and plugging it
back into problem (2.20) leads to a similar formulation as in eq. (2.17) but where the
regularizer takes the form of the square of the trace norm. This set of equivalences is to
be expected since minimizing the rank of W = UA, with U orthogonal, is equivalent to
minimizing the number of non-zero rows of A, which leads us to the original problem.
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The fact that equations (2.17) and (2.20) present different convex formulations for the
same underlying problem gives rise to different strategies to design optimization algo-
rithms to solve the problems. The formulation in eq. (2.17) allows the application of
accelerated proximal methods [144], an approach that is studied in [92]. Alternatively,
the authors of [8] present an iterative algorithm to optimize problem (2.20) based on
optimizing alternatively over W and over D. Note that a drawback from both strategies
is that they require a repeated singular value decomposition (SVD) of W , which can be
expensive for large d and T .
To avoid SVD, heuristics have been proposed which lend to less demanding methods,
at the expense of losing guarantees about the optimal solution. An heuristic method is
to fix the rank K and solve problem (2.18) by alternate minimization.
In [150, 151] the authors propose an alternative way to provide approximate solutions
to problem (2.17). The main idea is to adapt the approaches developed in Section 2.3.2
to deal with this scenario by augmenting the dimensionality by taking random projec-
tions from the input data. The authors justify the approach by relying on the Johnson-
Lindernstrauss lemma [48], which implies that any set of points in a high dimensional
space can be projected in a much lower dimensional space so that the original distances
among the points are nearly preserved. They start from the original formulation of the
problem (eq. (2.19)) but in this case, matrix U ∈ Rc×d contains more columns c  d
representing the possible useful projections of the data and is fixed in advance to a set
of random vectors. Solving problem (2.19) with respect to A is equivalent to solving
the previous problem (2.14) based on the `2,1-norm. The advantage of employing this
approach is avoiding SVD, which is required in the previous approaches. The drawback
is that in order to obtain an accurate approximation, c must be really large. The authors
provide some theoretical guarantees about the convergence of the solution to the one
obtained by exact algorithms (like [8]). The experiments show, as expected, that there
is a trade off between the accuracy of the algorithm and the required time to run it,
both factors being determined by the value of parameter c. Consequently, the proposed
algorithm is useful in situations when a trade off between time and accuracy can be
made.
2.3.3.3. Log-Determinant
In this section we study another interesting spectral regularizer:
Ωζ (W ) := log
(
det
(
ζI +WW>
))
=
K∑
k=1
log
(
σk (W )2 + ζ
)
,
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where ζ > 0 prevents the regularizer to be undefined when det
(
WW>
)
vanishes (re-
call that det (·) denotes the determinant). Unlike the previous regularizer, the present
function is concave so the associated regularization problem is in general non-convex;
nevertheless it presents other advantages. First, Ωζ (W ) can be induced by the following
minimization problem:
Ωζ (W ) = min
D0
log (det (D)) + β trace
((
ζI +WW>
)
D−1
)
for some β > 0. To see so, we only need to differentiate with respect to D and set it to
zero. If we express the whole optimization problem we have that
min
D0,W
f (W,D) , where
f (W,D) :=
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γlog (det (D)) + γβ trace ((Ψ +WW>)D−1)
(2.21)
It is interesting to see that this problem bears a strong resemblance to problem (2.20),
in which the constraint on the trace norm on D is replaced by the log-determinant term.
As pointed out in [221], the trace norm is a convex envelope of both the log-determinant
and the rank so both approaches have indeed similar underlying objectives.
Another important characteristic of this problem is that its optimum is the maximum a
posteriori (MAP) estimator for the following probabilistic model (see Section A.1):
D|V, n ∼ W−1 (Ψ, ν)
wt|D ∼ N (0, D)
yt|Xt, wt, τ ∼ N
(
X>t wt, τI
)
,
(2.22)
whereW−1 (Ψ, ν) is the Inverse-Wishart distribution, where Ψ  0 is the inverse scale
matrix and ν = γ
β
− d− T − 1, the number of degrees of freedom of the distribution.
In order to solve problem (2.21) one can follow the same strategy as in problem (2.20),
that is by optimizing alternately overW and overD. Optimizing with respect toW leads
to T decoupled problems. The optimization over D can be obtained by differentiating
eq. (2.21) and setting it to 0 leading to:
Dˆ = β
γ
(
Ψ +WW>
)
. (2.23)
It is worth noticing that optimizing over D given W leads to a simple closed form that,
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unlike the previous spectral methods, does not require any SVD which gives way to an
efficient computation for large d.
In [220], the authors use the Normal-Inverse-Wishart distribution as a prior for both
the mean w0 and the covariance matrix D of w, which leads to this regularizer. The
authors employ an expectation-maximization method to get good solutions for the re-
sultant MAP problem. Other authors have used it in different contexts, for example in
[138] they use it for matrix completion and in [221] for link analysis, where the authors
also make a connection with MTL.
2.3.3.4. Composite spectral functions
Until now, we have considered spectral functions on the weight vector matrix W . An
alternative which is convenient in some scenarios is to consider the spectral function of
H1WH2 where H1 and H2 are some prescribed matrices. An interesting example arises
when considering matrix Π = I − V , where V = 1
T
11>. For example, if H1 = I
and H2 = Π, then H1WH2 = [w1 − w¯, w2 − w¯ . . . , wT − w¯] can be seen as a task-
centered version of W , where w¯ is the mean of all weight vectors w¯ = 1
T
T∑
t=1
wt. We can
examine the previous two described approaches after applying this change:
• Composite trace norm Ω (W ) := ‖WΠ‖Tr. This is studied in [60] and conveys
the assumption that the divergence among tasks can be expressed in low dimen-
sionality, that is, the tasks are a low rank perturbation of a common “mean task”,
wt = w¯ + vt with V low rank.
• Composite log determinant: Ωζ (W ) := log
(
det
(
ζI +WΠW>
))
. This leads to
a MAP solution of a probabilistic formulation similar as in eq. (2.22), however
the mean of the weight vectors is not necessarily 0, but it is considered as another
random vector having a Gaussian prior:
w0|α ∼ N (0, αI)
D|Ψ, ν ∼ W−1 (Ψ, ν)
wt|w0, D ∼ N (w0, D)
yt|Xt, wt, τ ∼ N
(
XTt wt, τI
)
.
If no further regularization is set, the variance ofw0 is assumed to be infinity
(α→∞).
In the following we study one more composite spectral regularizer of the form Ω =
ω (σ (ΠW )), that is, a spectral function on an attribute-centered version of W .
45
Chapter 2 Multitask Learning Literature Review
Clustered Multitask Learning In [84] the authors develop an approach to dis-
cover K clusters among the tasks and employ them to learn the tasks parameters. The
assumption is that a group of tasks belong to the same cluster if their weight vectors
are close, in a similar way as expressed in the regularizer (2.11) when there is only one
group.
Let us assume that there is an underlying set of relations among tasks which are encoded
in matrix E ∈ {0, 1}T×K , 1>E1 = K, where Etk = 1 if task t belongs to cluster k
and Etk = 0 otherwise. It is convenient to denote by w¯k = 1TkWE·k, where Tk = E
>
·k1,
the average task weight vector for cluster k and w¯ = 1
T
W1 is the total average. Finally,
let us also define matrices M = E
(
E>E
)−1
E> and V = 1
T
11>. If we were provided
with matrix E, then we could create a regularization term based on it, by following the
procedure in Section 2.3.1. In the first instance let us assume that this is the case. Then
we can define the following regularizer:
ΩCMTL = λ1Ωmean + λ2Ωbetween + λ3Ωwithin, (2.24)
where
• Ωmean := T ‖w¯‖2 = trace
(
WVW>
)
penalizes the norm of the average weight
vector.
• Ωbetween (W ) :=
K∑
k=1
Tk ‖w¯k − w¯‖2 = trace
(
W (M − V )W>
)
encourages all
cluster centers to be close to the total average.
• Ωwithin (W ) :=
K∑
k=1
∑
t∈Gk
Tk ‖wt − w¯k‖2 = trace
(
W (I −M)W>
)
measures how
condensed the clusters are.
Therefore, the regularizer in eq. (2.24) can be expressed as
Ω = trace
(
WD (M)−1W>
)
,
where D (M)−1 = (λ1V + λ2 (M − V ) + λ3 (I −M)).
Given that the actual matrix M is unknown, one can try to minimize the objective func-
tion over both W and D (M):
min
D(M),W
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + γ trace (WD (M)−1W>)
s.t. :D (M) ∈ SK
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SK is defined as SK := {D (M) : M ∈MK}, where
MK :=
{
M : M = E
(
E>E
)−1
E>, E ∈ {0, 1}T×K , 1>E1 = K
}
.
Unfortunately, even though the objective function is convex in both W and D (M) 
0, the resultant problem is intractable due to non-convex constraints on D (M). To
overcome this, the authors present a convex relaxation based on the observation that the
non-convex terms, Ωbetween (W ) and Ωwithin (W ), only depend on the centered version
of W . Then they suggest solving the following convex problem:
min
Dc,W
T∑
t=1
∥∥∥X t>wt − yt∥∥∥22 + λ1 Ωmean (W ) + γ trace (ΠWDcW>Π>)
s.t. :Dc ∈ Sc
, (2.25)
so that Sc = {D : αI  D  βI, trace (D) = σ} is a convex set which encloses SK ,
where β ≥ α ≥ 0, σ > 0 are related to the regularization parameters λ1, λ2, λ3 (see
[84]).
As we see, Dc only appears in the last term of eq. (2.25) so that term can be considered
as:
Ωclusters = min
Dc∈Sc
trace
(
ΠWDcW>Π
)
,
which can be calculated by a procedure explained in [84] only depending on the singular
values of ΠW .
Previous approaches, which have been derived from different starting assumptions, lead
to similar spectral regularizers. In [6], the authors assumed that each task function can
be expressed in the following way: ft (x) = w>t x, where wt = ut + Θ>vt, wt ∈ Rd.
Both ut, which has the same dimensionality as the data, and vt ∈ Rk, k < d, are specific
for task t; whereas Θ ∈ Rk×d, ΘΘ> = I , is a matrix which has orthogonal rows and
encodes the common representation of the data across tasks. Consequently the authors
propose a dimensionality reduction operation on the attributes. The regularization that
they propose is
Ω (W,Θ) = α
T∑
t=1
∥∥∥wt −Θ>vt∥∥∥22 + β ‖W‖2Fr
s.t. : ΘΘ> = I.
(2.26)
The problem is non-convex but can be relaxed to achieve convexity by defining D =
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ΘΘ> and relaxing the resultant rank constraint on D [39]. The resultant regularizer is:
Ω (W,D) = αη (1 + η) tr
(
W (ηI +D)−1W>
)
s.t. : D  0, D  1, tr (D) = k (2.27)
which is a special case of problem (2.25) omitting the centering matrix Π. Other special
cases have been studied in [135], particularly the extension of the k-support norm, [9],
to matrices. A trivial special case is the trace norm itself, explained in Section 2.3.3.2,
which can be obtained by setting α = 0, β = 1, σ = 1.
2.3.3.5. Discussion
In this section we have reviewed the use of spectral regularizers to encourage tasks
which use a common set of linear features learned from data. These approaches are
appealing as they make general assumptions about relationships between tasks, thus
diminishing the risk of negative transfer. The capability of learning features from the
data makes this framework interesting to be used as a starting point for building MTL
approaches that can leverage multi-aspect datasets by learning different features for
different aspects.
2.4. Extensions of the previous frameworks
In this section we review approaches which extend previously reviewed methods to
account for more complex relationships between tasks.
2.4.1. Prescribed hierarchy
We have reviewed a number of approaches which take advantage of available infor-
mation regarding the hierarchy of the tasks in order to improve the model. One was
a parametric similarity approach (Section 2.3.1.3) and another was a sparsity inducing
approach (Section 2.3.2.2). Now we review a prescribed hierarchy approach for the fi-
nal framework, in which different linear features are learned at different levels of the
hierarchy.
In [225] the authors propose the following setting: there exists a multiclass classifica-
tion problem so that these classes can be organized in a hierarchy. Consequently, if an
instance belong to class c it necessarily belongs to classes A(c), that is, all ancestors
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of c which are in the path between c and the root of the tree. In this work, the authors
impose the hierarchy by means of a regularizer to encourage the classifier of each node
c to use different features than those used by A(c). This assumption is justified by the
fact that a lower level category c usually has the same characteristics as its parent P (c)
plus a further set of properties which make it different from its sibling’s categories.
Therefore, this set of properties is all the information needed to distinguish c from all
other categories under P (c). In order to induce the described solution, the authors em-
ploy a regularizer which encourages parent-child tasks weight vectors to be orthogonal.
Furthermore, they prove that the resultant optimization problem is convex. A similar
strategy and its application to visual data is studied in [82].
2.4.2. Dirty models
“Dirty models” is a term coined in [86] and makes reference to models which can obtain
a high accuracy even when the data do not cleanly satisfy an a priori assumption. In
other words, given a model based on a set of assumptions, a dirty approach builds upon
it to introduce robustness against situations where the original a priori assumption does
not hold, preventing in this way any negative transfer.
In [86] the authors suggest a dirty model for sparsity inducing norms methods like the
ones reviewed in Section 2.3.2. They argue that models based on `p,1-norms are very
sensitive to noise, so that separate element-wise regularization could perform better
in noisy scenarios. To overcome this problem, the authors proposed to express the
original weight matrix W as the sum of two components W = S + B, leading to an
inf-convolution problem [224]. The matrix B corresponds to the original clean model
and therefore an `2,1-norm regularizer is imposed on it. Matrix S accounts for the cases
where the original assumption does not hold, that is, there exist tasks which require some
further attributes other than the common set learned in B. Accordingly, an `1,1-norm
regularizer is imposed on S.
The same concept has been extended for spectral functions approaches. One of these
methods is proposed in [38]. There the authors apply the dirty model idea to build a
model which can handle situations where the tasks weight vectors cannot be expressed
exactly in a common subdimensional space. Accordingly, they set W = S + B, where
B is assumed to have a low trace norm and accounts for the original model. By means
of S, the model leverages the “dirtiness” of the data. As previously proposed by [86],
an `1,1-norm regularizer is applied on S. The resultant optimization problem is convex
and the authors propose an accelerated proximal method to solve it.
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A similar in spirit approach is proposed by the same authors in [40]. They also apply inf-
convolution by decomposingW as the sum of two componentsW = S+B, whereB is
assumed to be a low trace norm matrix. The difference lies in the assumptions imposed
on S which are reflected in an `1,2-norm regularizer. The underlying idea is to make
a model which can be robust to outlier tasks, which can be induced by encouraging
a low number of non-zero columns (tasks) on S through the `1,2-norm. These non-
zero columns of S represent the outlier tasks which cannot be totally represented in
the low dimensional space induced by B. Since both regularizers employed here are
convex, the resultant problem is also convex and is solved by using a method which is
conceptually similar to the one presented in [38]. Furthermore, the authors also provide
some interesting bounds on the accuracy of the model. The experiments carried out in
this work show that this approach outperforms [38] as well as other MTL models such
as [8] on the two datasets used.
2.4.3. Task grouping
In Section 2.4.1 we studied a few approaches which make use of a known hierarchy
among tasks. However, in many cases information about the relationships is not avail-
able. In such situations, one may try to group tasks together assuming that tasks in
similar groups have a stronger connection. As we saw in Section 2.3.3.4 the spec-
tral functions framework allowed us to build a task grouping model when the relations
among tasks were defined in terms of the similarity of the weight vectors. In the follow-
ing, we review approaches which perform task grouping by assuming that the relation
among tasks is defined through the features they share.
In [10], the authors present a natural extension of the trace norm regularizer (eq. 2.17)
[8]1 to the case when there is a fixed number N of groups of tasks. To do so, they pro-
pose a measure of heterogeneity among a set of tasks that can be defined as the minimal
loss obtained by partitioning tasks in N groups, learning a low dimensional representa-
tion of the data in each of those groups. In order to reduce the heterogeneity, the authors
propose an algorithm that arranges tasks into groups and learns the task weight vectors
so that the matrices that are composed with the weight vectors of each group have small
trace norm. The resultant problem is no longer convex, and the authors employed a
stochastic gradient descent algorithm to obtain local optimal solutions. Furthermore,
they provide an heuristic to initialize the algorithm with the objective of obtaining good
local solutions. This heuristic is based on running the algorithm for N ′ = 1 and using
1However in this case, the authors used the trace norm regularizer on W rather than its square.
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the resultant solution as a starting point for N ′ = 2, then repeating the process until
N ′ = N .
In [94] the authors propose a similar approach, where the main difference is that their
regularizer is the square trace norm rather than the trace norm itself. They also employ
a different optimization algorithm to find the correspondence between tasks and groups
(encoded in task-group indicators) which is based on the reformulation of the original
problem into a mixed integer programming problem, relaxing the corresponding task-
group indicators to be continuous in the interval [0, 1] so that the sum of all task-group
indicators belonging to a task is 1. This is not a major relaxation since the authors prove
that for each continuous solution found, there exists another binary solution which has
the same objective value. The experiments done on four datasets show that this approach
is comparable to and sometimes outperforms the previous one.
One drawback of the last two approaches is that the number of clusters N is assumed to
be known. In order to overcome such a drawback, the authors of both papers proposed to
perform cross validation on N to estimate its value. However, taking into account that
there is another parameter to tune (γ), this strategy could not be satisfactory in many
situations.
2.4.4. Sparse features
Several works have been proposed to deal with separating tasks in groups without the
necessity to specify a priori the number of groups.
One of these approaches has been recently proposed in [107], where the authors assume
that tasks are implicitly separated in different groups which are characterized by a com-
mon set of features that they use. The main underlying idea is to learn a set of features,
as linear combinations of the input data, so that each task only needs a sparse subset
of them. In order to do so, they express each task weight vector as wt = Bat, where
B ∈ Rd×K is the matrix composed of K learned linear projections where typically
K > d; and at ∈ RK is a sparse set of weight variables which specify how the learned
projections are employed for task t. In order to impose these assumptions on the model,
the authors use an `1-norm regularizer on at, ∀t ∈ [T ], and the Frobenius norm on B.
The previous requirement of specifying the number of clusters N is now replaced by
the specification of the number of linear projections K. Experimental results show that
the model is less sensitive to the adjustment of this parameter.
Another interesting approach is the one proposed in [177]. There, the authors define
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a MAP problem by imposing a matrix-normal prior over W , so that they can model
simultaneously the covariances among features (rows) and among tasks (columns). In
order to avoid overfitting, they also add an `1,1-norm regularizer on both inverse covari-
ances, that is, they impose sparsity on the elements of the inverse covariance matrices.
Given the Gaussianity assumption on the random variables, adding the `1,1-norm regu-
larizer on the inverse covariances leads to favouring sparsity in the relationships among
tasks and among features: a 0 in position (i, j) of the features (tasks) inverse covariance
matrix implies that i and j are conditionally independent given all other features (tasks).
The resultant optimization problem is:
argmin
W,D,Ω
T∑
t=1
∥∥∥X>t wt − Yt∥∥∥22 + λ1log (det (D)) + λ2log (det (Ω)) +
λ3tr
(
Ω−1WD−1W>
)
+ λ4 ‖D−1‖1,1 + λ5 ‖Ω−1‖1,1
This method is particularly valuable since it subsumes other approaches already re-
viewed: when λ1 = λ2 = λ4 = λ5 = 0, and the tasks covariance matrix is fixed to
Ω = I , the resultant optimization problem is equivalent to eq. (2.20) proposed by [8].
If assuming the prior setting, we allow λ1 ≥ 0, the resultant approach is equivalent
to the one developed in eq. (2.21) [220]. If rather than focusing on learning the fea-
tures covariance, we focus on modelling the task covariance, we can see that CMTL
(eq. (2.25)) [84, 226] can be seen as a particular case of this problem just by setting
λ1 = λ2 = λ4 = λ5 = 0 and D = I . The optimization problem needs the specification
of five hyperparameters which would lead to a large number of combinations in order
to tune them by cross-validation. To avoid this, the authors propose to fix λ1 = dλ3,
λ2 = Tλ3 and λ4 = λ5 leaving only 2 hyperparameters to be tuned. The experiments
carried out in the paper over two real datasets show that the described method performs
better than the others approaches it subsumes.
2.4.5. Discussion
In this section we have reviewed four kinds of extensions to the frameworks presented
in Section 2.3.
The first extension was based on using side information about tasks in order to improve
the accuracy, where the side information is specified as a hierarchy. Even though this
kind of side information is not appropriate for multi-aspect datasets, the idea of con-
straining orthogonality between weight vectors as a way to make them using different
features will prove useful in Chapter 5.
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The remaining three extensions have the objective of decreasing negative transfer in dif-
ferent ways. Dirty models try to fit the data to a perturbation of a model that assumes that
all tasks are equally related. Thus, this approach is useful to detect abnormalities, such
as outlier tasks, in a scenario where everything else is homogeneously related. However,
it cannot account for situations where there are several (unknown) groups of tasks with
stronger relations between them. The second set of approaches, task grouping, tries to
explicitly account for groups of tasks by clustering and learning them simultaneously.
The last set of approaches has a similar motivation but groups of tasks are learned im-
plicitly. For example, in the case of [107], this is done by sparsely linking each task to
a pool of learned features. This last framework is less sensitive to the hyperparameters
and has empirically proved to outperform the one based on task grouping. In Chapter 4
we will focus on this strategy.
2.5. Other MTL approaches
There is a set of MTL approaches which cannot be assigned to any of the categories
covered so far because they are based on different assumptions. In the following, we
review some of them.
Supervised sparse coding
Classical sparse coding is an unsupervised learning framework which consists in ex-
pressing any input data as a sparse linear combination of a given dictionary. A dictio-
nary is a collection of K vectors, also called atoms, which can be useful to describe
inputs drawn from a prescribed distribution. A dictionary is in general overcomplete,
that is, the number of atoms is usually larger than the dimensionality of the data. This
scheme has been very useful in several fields where there is enough prior knowledge to
build these dictionaries (e.g: a dictionary composed of a set of wavelets can be very use-
ful for machine vision tasks). However, when there is not such prior knowledge about
the dictionary, one can try to learn it from the data together with the sparse codes. This
idea was first proposed in [153] and since then several optimization problems have been
postulated to obtain the best set of dictionary and sparse codes to describe a dataset. In
[3] the authors consider an approach which they call K-SVD in which the `0-norm of
the codes is required to be less or equal than a prescribed natural number. Another ap-
proach is proposed in [3], where the authors employ the `1-norm to encourage sparsity
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in the codes:
min
A,B
{
m∑
i=1
∥∥∥xi −B>ai∥∥∥22 + λ ‖ai‖1 : ‖bi‖2 = 1, ∀i ∈ [m]
}
, (2.28)
whereB ∈ RK×d (usuallyK > d) is the learned dictionary, andA ∈ RK×m contains the
codes ai learned for each input point xi, ∀i ∈ [m]. The first term measures how accurate
the reconstruction of the data points is, whereas the second term encourages sparsity in
the codes ai, ∀i ∈ {1 . . .m}. The hyperparameter λ ponders the trade off between these
two terms. Note that this optimization problem resembles the one described previously
in [107]; in fact if we change the constraint in eq. (2.28) by the Frobenius norm on B,
the resultant problem can be expressed as an instance of the MTL approach.
In [125, 126] the authors adapt problem (2.28) to a supervised learning setting. Given
a set of tasks, it is easy to extend that framework by assuming that all of them use the
codes of the input data that have been computed using a common dictionary. Therefore,
the relationship among tasks is defined through this dictionary. The resultant problem
can be formulated as follows:
min
W,A,B
T∑
t=1
m∑
i=1
(∥∥∥a>t,iwt − yti∥∥∥22 + λ0 m∑i=1
∥∥∥xti −B>at,i∥∥∥22 + λ1 ‖at,i‖1
)
+ λ2 ‖W‖2Fr,
s.t. : ‖bk‖2 = 1, ∀k ∈ [K]
The first term is the loss function, where the instance codes A are used rather than
the instances themselves. The second and the third terms are similar to those in sparse
coding (eq. (2.28)) and finally, the fourth term prevents overfitting on the weight vectors
W . The main advantage of this approach is that it is able to capture more complex non-
linear features from the data. This comes with some drawbacks. One of them is that the
inference process is not straightforward because it requires optimizing problem (2.28)
for each test instance, in order to apply the resultant codes with the learned weight
vectors. Another disadvantage is the necessity of tuning three hyperparameters, which
makes cross-validation an expensive process.
Transfer learning by borrowing examples
In [114], the authors consider a visual object recognition scenario where there are many
classification tasks (one for each object) such that each task t ∈ [T ] has to discriminate
the instances belonging to class Ct from a separate background class B. The way the
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authors propose to perform this transfer process is by directly sharing examples from
similar categories. Making use of the example that the authors mention, using positive
instances for the classification task armchairs can be useful for learning the classifica-
tion task sofas. The aim of their problem formulation is to make an accurate selection
of instances which helps in the learning process of each task. For each class Ct, a set
of nt positive instances is provided. In the same way, a set of b background instances
is available making in total b +
T∑
t=1
nt = b + n instances. The assumption made by the
authors is included into the model by considering a set of T auxiliary vectors ωt ∈ Rb+n
so that ωi,t ∈ [0, 1], ∀i ∈ {1 . . . b+ n}, where ωi,t indicates if instance i is going to
be employed (borrowed) for learning task t. Therefore the b background instances and
the nt positive instances for task t will be set ωi,t = 1 and the remaining instances will
have a ωi,t ∈ [0, 1] that needs to be learned. This learning process is made by imposing
some regularization on the vectors ωt. In particular the authors employ a mixture be-
tween an `2,1 and an `1-norm regularization. The former norm performs selection at a
group (class) level whereas the latter selects a sparse set of instances independently of
the class. The underlying idea is appealing because it is intuitive and simple to imple-
ment. However it has some drawbacks. One is that the resultant problem is not convex.
Another important drawback is that the scenario of application is somewhat limited:
the model can distinguish between each object class and a background class but if our
objective were to distinguish among object classes, this approach will not be useful.
However, in the setting they propose, the experiments carried out show that by making
the explained assumption the model obtains more accurate results.
2.6. Discussion
Through this chapter we reviewed different optimization approaches for MTL problems.
We started by exploring three central MTL frameworks that vary in the way they model
the relationships between tasks. The first framework, based on quadratic regularizers,
models relationships as the degree of proximity between the parameters defining the
functions. The second one, based on sparse regularizers, assumes that the commonality
between the tasks is defined by the subset of attributes utilized. The third framework,
based on spectral regularizers, assumes that all tasks use a small set of learned linear
features from the input data. All these MTL frameworks are driven by attempts to
correctly model the relations between tasks and avoid negative transfer. We consider
the last framework to be more general in the assumptions made, as it can account for
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parametric similarity and attributes utilization between tasks, but also for more general
relationships. This generality is desirable to avoid negative transfer. For this reason, in
this thesis we will focus on this framework.
We have studied extensions to the previous frameworks. Many of those extensions have
the aim of building models robust to negative transfer. Among them, we will focus on
methods that are able to learn heterogeneous tasks by assuming that each one uses a
sparse set of learned features. We will do that because this approach is more general
than dirty models and task grouping, as discussed in Section 2.4.5.
Another group of extensions are motivated by using side information available about
the relations between tasks. The literature has mostly focused on side information in
which tasks are specified in a hierarchy. This is because that situation arises in many
cases, such as in multiclass classification, where classes are organized in a tree.
Finally, in order to avoid narrowing our viewpoint, we have reviewed several other
MTL approaches that do not belong to any of the previous frameworks. In doing so we
reviewed sparse coding as an unsupervised way to learn non-linear features from data
and its connection to MTL.
All methods reviewed in this chapter only deal with data with one aspect. This is a sig-
nificant limitation when dealing with multi-aspect datasets described in the introduction.
Traditional MTL methods can be applied to multi-aspect data by just considering the as-
pect of interest and ignoring the remaining ones. However, by ignoring the influence of
other aspects characterizing the data, the model may disregard very useful information.
In order to tackle this problem, side information regarding the aspects should be taken
into account in the learning model. However, the reviewed approaches that consider
side information are not thought to be able to deal with multi-aspect datasets, thus they
can only express the relationship between tasks and aspects in a limited sense. Conse-
quently, other ways of expressing these relations and incorporate them in a MTL model
must be researched.
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One of the issues that emerged from Chapter 2 is the lack of methodology to exploit
multitask learning on multi-aspect datasets. In this chapter we review multilinear mod-
els, as they have been successfully employed in unsupervised learning methods able to
disentangle factors from different aspects of the data. Our motivation is to identify ideas
that can be utilized in a multitask learning setting.
3.1. Introduction
Many machine learning problems tackled in the literature are developed around one
question: for example object recognition is centered about the question “what object?”,
many unsupervised learning techniques are based on “what subspace/manifold contains
the data?”, and so forth. However, in real scenarios, there are usually several questions
to ask from the same data. For example, in patient monitoring, one may be interested in
considering if subjectAwalked today, how she did that (fast, limping, ...), in which time
slot of the day, and on what type of terrain. Each of those questions leads to a different
way to classify the same data. In these cases, multilinear algebra and multilinear models
come in handy as a way to represent data and extract knowledge from it.
Multilinear algebra is the mathematical field that generalizes the concepts and methods
of linear algebra to mathematical objects that have multiple modes. The term mode was
introduced in [202] and denotes "a set of indices by which data might be classified".
Thus, vectors are objects with one mode, because each of its elements can be referenced
by one index; similarly, matrices have two modes. Tensors are a generalization of these
concepts, allowing for an arbitrary number of modes.
In the design of many machine learning methods, matrices have played an important role
as a way to model the relationship between two aspects of the data, such as for example
users and movies in a recommendation system. However, when the data are described
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by more than two aspects, matrices are unable to capture the relationships between them
simultaneously. Following with the recommendation system scenario, one may wish to
predict which rating a user will give to a certain movie at a certain time (see Fig.3.1).
This problem can be cast as that of learning a three order tensor which associates a rating
(e.g. a number in the range 1 − 5) to each triplet user/movie/time. Other examples of
datasets which can be represented as tensors arise in many different research areas,
ranging from computer vision, bioinformatics, natural language processing, to mention
but a few. Due to the multimodal nature of such datasets, there has been an increasing
interest in the study of multilinear algebra, as it provides a means to model interaction
between any number of aspects in a natural way.
Figure 3.1.: Example of a tensor modelling the movie preferences of several subjects
across time.
The outline of this literature review is as follows. In Section 3.2, after introducing some
notation, we study different tensor decompositions which are generalizations of the sin-
gular value decomposition (SVD) for matrices. In Section 3.3 we focus on the Tucker
decomposition, and the associated n-rank, reviewing several methods that are based on
optimization problems where the n-rank of a tensor is constrained or regularized. In
Section 3.4 we review some of the most important applications of tensors to machine
learning problems, and finally in Section 3.5 we briefly summarize the conclusions and
discuss the potential importance of multilinear algebra for this thesis.
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3.2. Tensor decompositions
3.2.1. Multilinear concepts and notation
In this section we introduce several concepts and notation which are necessary to handle
tensors. Let N ∈ N and let1 p1, . . . , pN ≥ 2. An N -order tensor W ∈ Rp1×···×pN , is a
collection of real numbers (W i1,...,iN : in ∈ [pn], n ∈ [N ]). Boldface Euler scripts, e.g.
W , will be used to denote tensors of order higher than two. Vectors are 1-order tensors
and will be denoted by lower case letters, e.g. x or a; matrices are 2-order tensors and
will be denoted by upper case letters, e.g. W .
A mode-n fiber of a tensor W is a vector composed of the elements of W obtained
by fixing all indices but one, corresponding to the n-th mode. This notion is a higher
order analogue of columns (mode-1 fibers) and rows (mode-2 fibers) for matrices. The
mode-n matricization (or unfolding) of W , denoted by W(n), is a matrix obtained by
arranging the mode-n fibers ofW so that each of them is a column of W(n) ∈ Rpn×Jn ,
where Jn :=
∏
k 6=n pk. Note that the ordering of the columns is not important as long as
it is used consistently.
A visualization of the concept of matricization is shown in Fig.3.2.
Figure 3.2.: The three matricizations of the tensor shown in Fig.3.1.
1For simplicity we assume that pn ≥ 2 for every n ∈ [N ], otherwise we simply reduce the order of the
tensor without loss of information.
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Finally, the n-mode product of a tensor W ∈ Rp1×p2×...×pN with a matrix A ∈ RJ×pn ,
denoted byW ×nA is a new tensor of size p1× p2× . . .× pn−1×J × pn+1× . . .× pN ,
where each mode-n fiber of the tensor is multiplied by A so
(W ×n A)i1...in−1 j in+1...iN =
pn∑
in=1
wi1i2...iNajin .
3.2.2. Decompositions and the notion of rank
Representations and decompositions of mathematical objects are the base of many an-
alytical methods. There are two main reasons that justify the study of decompositions
for matrices and in general tensors. First, the storage of a large collection of values may
become infeasible, thus it is necessary to describe them as a function of a smaller set
of parameters. Second, decompositions may allow to explain or capture patterns from
an a priori chaotic set of numbers, and use those patterns to perform inferences. One
example that illustrates the latter point is matrix completion, a problem that has received
a lot of attention in the last decade [32, 102, 165, 190]. It consists of recovering a matrix
using some known linear measurements (e.g. some elements of the matrix). Given that
the problem is ill-posed, it is reasonable to restrict it by looking for simple solutions,
that is, matrices that have a low number of degrees of freedom. This measure can be
formalized by the rank decomposition and the associated matricial rank. The rank of a
matrix can be defined by any of the following three equivalent statements:
1. The minimum number of rank-one matrices required to sum to the original matrix.
2. The dimension of the space generated by the columns of the matrix.
3. The dimension of the space generated by the rows of the matrix.
They imply that any matrix W ∈ Rp1×p2 of rank k can be represented as W = A>B,
where A ∈ Rk×p1 , B ∈ Rk×p2 .
The notion of rank is used in many problems due to its convenient properties, thus it
would be desirable to extend this notion when the number of modes is higher than 2.
However, this is not straightforward because each of the definitions previously stated on
the matricial rank leads to a different notion. In the following we will review them.
3.2.2.1. CP Rank
The CP rank (also known as the canonical polyadic, parallel factors, commonly PARAFAC,
or simply tensor rank) is the generalization of the first definition of rank to tensors.
Hence, it is the smallest number of rank-one tensors required to sum the original tensor.
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That means that if the tensor W has a CP rank of K, then each of its elements can be
expressed as:
wi1,i2,...,iN =
K∑
k=1
u1i1,ku
2
i2,k . . . u
N
iN ,k
,
or using ◦ to denote the outer product
W =
K∑
k=1
u1k ◦ u2k ◦ . . . ◦ uNk (3.1)
which is shown in Fig.3.3.
Figure 3.3.: CP decomposition of a 3 mode tensor.
The CP factorization was the first tensor decomposition proposed, and was introduced in
[75, 76]. It poses an intuitive extension of the singular value decomposition of matrices,
and the capacity of representing an N -mode tensor effectively in linear complexity with
respect toN . However, the CP rank does not have many of the properties of the matricial
rank. In particular, the following peculiarities of the CP rank are troublesome.
First, computing the rank of a tensor is an NP-hard problem [73]. In the case of matri-
ces, the rank can be computed in polynomial time, but its use in optimization problems
can be intricate because of the function being non-convex. In the general case of ten-
sors, finding the global solution to an optimization problem involving the rank is utterly
intractable.
The problem of approximating any tensor by a K-rank tensor (using any norm) is ill-
posed in many cases [52], that is, finding the best K-rank approximation to a tensor
has no solution in general. One notable exception to that is the approximation by a 1-
rank tensor. Thus, one may try to do this by consecutively subtracting the best 1-rank
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approximation, however doing this may even increase the CP rank [192]. 1-rank tensor
approximation has also been studied in [73] and proved to be NP-hard.
Another unpleasant property is that the CP rank of a real tensor may be different over
the set of real and complex numbers. That is, if the elements in unk in eq. (3.1) are
allowed to be complex, then the CP rank may be smaller than when unk are restricted to
be real.
One property of the CP decomposition of N > 2 mode tensors may be considered
advantageous, that of uniqueness. Let us recall that a matrix W ∈ Rp1×p2 of rank k can
be represented as W = A>B, where A ∈ Rk×p1 , B ∈ Rk×p2 , but it can be represented
as well as W = A˜>B˜, where A˜ = V A and B˜ = V B, for any orthogonal matrix
V ∈ Rk×k. In order to enforce uniqueness, orthogonal constraints should be added.
In the case of higher-order tensors, the decomposition in eq. (3.1) is unique, ignoring
scaling and permutation issues, under much weaker conditions. Kruskal was the first
to study and prove those conditions for N = 3 [106]. To do so, he first defines the
Kruskal rank KR(·) of a matrix to be the maximum number r such that any r columns
of that matrix are linearly independent. Then a 3-mode tensor is uniquely decomposable
if KR(U1) +KR(U2) +KR(U3) ≥ 2k + 2, where Un =
[
un1 , u
n
2 , . . . u
n
pi
]>
. The case
for an arbitrary N is studied in [182], where the authors prove the general condition:
N∑
n=1
KR(Un) ≥ 2k +N − 1.
Minimizing the CP rank has been the base of several machine learning models. One
example is found in [214], where the authors employ CP decomposition to infer a com-
pact representation of images and videos which were seen as 3 and 4 mode tensors re-
spectively. The algorithm they employ was based on an alternating least square (ALS)
scheme. CP decomposition has also received considerable attention among the data
mining and large scale machine learning community [158, 159].
3.2.2.2. Tucker rank
The last two definitions of rank of a matrix stated at the beginning of Section 3.2
make reference to the space spanned by the columns/rows of a matrix. More gener-
ally, with tensors we can think of the space generated by the mode-n fibers. It turns
out that the dimensions of these spaces need no longer be the same. This observa-
tion leads to the Tucker rank, also known as the n-rank(W) ∈ NN , which is an N -
element vector containing the rank of the i-th matricization in the i-th position: n-
rank(W)i = rank
(
W(i)
)
.
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This definition of rank is closely related to the Tucker decomposition of a tensor, which
is defined as:
wi1,i2,...,iN =
k1∑
j1=1
· · ·
kN∑
jN=1
gj1,...,jNa
(1)
i1,j1 . . . a
(N)
iN ,jN
, (3.2)
where A(n) ∈ Rpn×kn , n ∈ [N ], are called the factor matrices, and G ∈ Rk1×...×kN is
the core tensor and models the interaction between factors. Eq. (3.2) can be expressed
more compactly using the n-mode product as
W = G ×1 A(1) · · · ×N A(N), (3.3)
Fig.3.4 shows the Tucker decomposition of a 3-mode tensor.
Figure 3.4.: Tucker decomposition of a 3 mode tensor.
It is clear that if a tensorW can be represented using the Tucker decomposition as in eq.
(3.3), then its Tucker rank is at most [k1, . . . , kN ]>. The reason is that the matricization
of a tensor can be expressed in terms of the components of a Tucker decomposition as:
W(i) = A(i)G(i)
(
A(N) ⊗ · · · ⊗ A(i+1) ⊗ A(i−1) ⊗ · · · ⊗ A(1)
)>
, (3.4)
where ⊗ denotes the Kronecker product, as introduced in Section 2.3.1.3. Given that
the rank of A(i) ∈ Rpi×ki is at most ki, and the rank of the product of matrices is always
upper-bounded by the rank of each of the factors, we can conclude that Rank
(
W(i)
)
≤
Rank
(
A(i)
)
≤ ki.
The converse statement, that is, that a tensor of n-rank [r1, . . . , rN ]> can always be
decomposed as in eq. (3.3) where ki = ri, ∀i ∈ [N ], also holds true [51].
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This result leads to a corollary about the relationship between the n-ranks: none of the n-
ranks can be bigger than the product of the remaining ones. We can see this by assuming
that rank
(
W(1)
)
>
N∏
i=2
rank
(
W(i)
)
. Given that G(1) ∈ R
rank(W(1))×
N∏
i=2
rank(W(i))
, then
rank
(
G(1)
)
≤ N∏
i=2
rank
(
W(i)
)
. Then we arrive at a contradiction because rank
(
W(1)
)
=
rank
(
A(1)G(1)
(
A(N) ⊗ . . . A(2)
)>) ≤ rank (G(1)) ≤ N∏
i=2
rank
(
W(i)
)
< rank
(
W(1)
)
.
Originally, the Tucker decomposition was proposed to extend Factor Analysis to more
than two modes [202]. The objective of this framework is thus finding the factors that
explain each of the modes of the data. In the last decade, with the growth and avail-
ability of multimodal data, this framework has been used and extended in many papers
[140, 194, 207, 208, 210], in which the factors or principal components of each mode
are found by applying the Tucker decomposition. Nevertheless, the Tucker decompo-
sition and the n-rank have found many more applications than those that motivated its
invention. The tractability of the computation of the n-rank of a tensor has made it a
good choice in problems where computing or estimating the degrees of freedom of a
tensor is required, such as in tensor completion. It is also worth noting a drawback of
the Tucker decomposition with respect to the CP decomposition: the number of param-
eters involved is exponential with respect to the number of modes. That is, if the n-rank
of a p × . . . × p tensor is [r, . . . , r]>, then the Tucker decomposition requires a set of
rN + Nrp parameters. We will focus on the optimization of problems considering the
n-rank in Section 3.3.
3.2.2.3. Other notions of tensor decompositions
Even though the CP and the Tucker factorizations are arguably the most extended no-
tions of decompositions for tensors, recently new ones have been proposed. They are
the result of rethinking the previous tensor decompositions avoiding some of their draw-
backs, namely the non-tractability in the case of the CP rank, and exponential number
of parameters with respect to the number of modes in the Tucker decomposition. We
briefly review two kinds of these decompositions and their associated definitions of
ranks.
• Hierarchical singular value decomposition [67, 71, 154]. The main motivation
of these approaches is to provide a representation as tractable as in the Tucker
decomposition, but keeping the storage linear in N . To do so, this framework is
based on building a binary tree, where the leaves represent the modes of the tensor
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and each inner node represents the union of the modes in its successors, so that
the root of the tree contains the set of all modes of the tensor. The hierarchical
rank is defined as the set of ranks of the matricizations that are specified by each
of the modes in each node of the tree. Note that in this case, matricizations may
have more than one mode in both sides of the matrix. The motivation for this
decomposition is that it allows one to represent a tensor by a set of smaller 3-
mode tensors representing the relationship between any inner node and its two
successors. Furthermore, in order to compute the new representation, it is only
required to perform the SVD of auxiliary matrices that arise in a recursive process.
• Tensor-train (TT) decomposition, also known as matrix product state [155, 80].
In this decomposition, each input of the tensorW is represented as:
wi1,...,iN = H1,i1H2,i2 . . . HN,iN ,
so that each dimension i of each mode n is represented by a matrix Hn,i ∈
Rkn−1×kn , where k0 = kN = 1, and the set of all k are known as the Tensor-Train
rank. This approach resembles the hierarchical framework in that its representa-
tion is based on a set of three-modal tensors (H1,·, H2,·, . . .HN,·). Furthermore,
it has the advantage of avoiding recursion, making operations on tensors simpler
to implement.
The main idea underlying the previous decompositions is to replace the core tensor
in the Tucker decomposition by a set of interconnected three-order tensors. The nice
properties that characterize these decompositions are achieved at the expense of getting
rid of other desirable characteristics. For example, one objection that can be argued
about these decompositions is that their complexity and the associated ranks depend on
the splitting/ordering of the modes.
Given that in machine learning problems, the tensors considered have usually a low
number of modes, this new notions of decompositions have not yet broken into scene,
as they have in other fields such as physics and mathematics. Nevertheless, they may be
an interesting alternative to consider in the future.
Other decompositions of tensors have been proposed, but they are tailored to specific ap-
plications, and for this reason they are not studied in this section. Some of them, useful
for statistical relational learning, will be described in Section 3.4.3. An extended review
on further tensor decompositions can be found in [100, Sec. 5], and more recently in
[42, 68].
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3.3. Optimization using the n-rank
Due to the advantages mentioned in Section 3.2.2.2, we will focus on the study of ma-
chine learning approaches based on the estimation and minimization of the n-rank of
a tensor. In the following, we will review approaches which consider the following
optimization problem:
min
W
f (W) + [λ1, λ2, . . . λN ]n−rank (W) , (3.5)
or equivalently:
min
W
f (W)
s.t :n−rank (W) ≤ [r1, r2, . . . rN ]>
, (3.6)
where, λi ≥ 0 and ri ∈ N, ∀i ∈ N , are hyperparameters that regulate the importance
of the regularization of each mode of the tensor. It can be proved that for each value of
λi in problem (3.5) there exists a value of ri in problem (3.6) such that their solutions
coincide. In that sense, both problems are equivalent.
In the following we review approaches to solve particular instances of problems (3.5,
3.6), distinguishing between non-convex and convex methods.
3.3.1. Non-convex methods
The Tucker decomposition, as many other decompositions, has the aim of representing
or approximating a given mathematical object, in this case a tensor, using a lower
number of parameters than in the original object. Therefore, the first question which
arises when dealing with a representation is how to compute the best approximation of
a given object. In particular, given a tensor Y , the objective is to find another tensorW
of n-ranks [r1, r2, . . . , rN ]> such that it is as close as possible to Y . This problem can
be cast as problem (3.6), where f measures the distance between Y andW , that is:
min
W
‖Y −W‖2Fr
s.t. :n− rank (W) ≤ [r1, r2, . . . rN ]>
, (3.7)
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One can replaceW by its Tucker decomposition component to reformulate the previous
problem as:
min
G, A(1),...A(N)
∥∥∥Y − G ×1 A(1) . . .×N A(N)∥∥∥2Fr , (3.8)
where G ∈ Rr1×...×rN is the core tensor and A(i) ∈ Rpi×ri ∀i ∈ [N ] are the factor
matrices of the approximation. Computing the optimal solution to this problem is
extremely difficult, except for the trivial cases where n-rank (Y) ≤ [r1, r2, . . . rN ]>, or
where N = 2 leading to the matricial case in which one can apply the truncated SVD.
Tucker was the first one to study this general problem and he proposed Higher-Order
SVD (HOSVD) as an algorithm to approximate a sufficiently good solution [202].
HOSVD is based on computing the SVD of each n-matricization, storing in A(n) the rn
leading singular vectors. This process is detailed in Algorithm 3.1 and the solution
obtained,W , is sufficiently good according to the following result [67]:
‖W −Y‖ ≤
√
N
∥∥∥Wbest −Y∥∥∥ , (3.9)
whereWbest is the global solution of problem (3.8). Note that according to this bound,
Algorithm 3.1 obtains the optimal solution when n-rank (Y) ≤ [r1, r2, . . . rN ]> and
thus,Wbest = Y .
Algorithm 3.1 HOSVD Algorithm to estimate the Tucker decomposition of a tensor Y .
Input: N -mode tensor Y ∈ Rp1,p2,...,pN ; desired rank for each mode r1, r2, . . . , rN
Output: N -mode (core) tensor G ∈ Rr1,r2,...,rN ; factor matrices A(1), A(2), . . . , A(N)
for n = 1, . . . , N
• A(n) = rn leading left singular vectors of Y(n)
end
G = Y ×1 A(1)> ×2 A(2)> . . .×N A(N)>
This initial algorithm paved the way for the development of other improved methods
grounded in iteratively reestimating the factor matrices [105, 96] using an alternating
least square scheme. One of these methods is proposed in [109], and it is based on
a power algorithm that updates at each step one factor matrix and stops when they
converge. It is described in Algorithm 3.2 and it has the advantage of attaining a local
optimum of problem (3.8).
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Algorithm 3.2 Higher-Order Orthogonal Iteration (HOOI) Algorithm to estimate the
Tucker decomposition of a tensor Y .
Input: N -mode tensor Y ∈ Rp1,p2,...,pN ; desired rank for each mode r1, r2, . . . , rN
Parameters: stop_condition.
Output: N -mode (core) tensor G ∈ Rr1,r2,...,rN ; factor matrices A(1), A(2), . . . , A(N)
Initialization: Use HOSVD to initialize A(n) ∀n ∈ [N ].
while not stop_condition
• for n = 1 . . . N
– Z = Y ×1 A(1)> ×2 A(2)> . . .×N A(N)>
– A(n) = rn leading left singular vectors of Z(n)
• end
end
G = Y ×1 A(1)> ×2 A(2)> . . .×N A(N)>
A more general problem than tensor approximation is that of tensor recovery, in which
only a few linear measurements of the original tensor are known. That case corresponds
to the following problem:
min
W
‖I (Y)− I (W)‖22
s.t :n−rank (W) ≤ [r1, r2, . . . rN ]>
, (3.10)
where I : Rp1×...×pN −→ Rm is a linear operator and m the number of linear measure-
ments. A prominent example of the previous framework is tensor completion, where
only a subset of the inputs of the tensor is known, and the problem consists in inferring
the whole tensor assuming it is low rank in all its matricizations.
The problem in eq. (3.10) has been extensively studied in the literature for the case of
matrices. One of the most common approaches is expressing the matrix to be optimized
as the product of two matrices with r rows, W = A>B, where W ∈ Rp1×p2 , A ∈
Rr×p1and B ∈ Rr×p2 , leading to the following non-convex optimization problem:
min
A,B
∥∥∥I(A>B)− I(Y )∥∥∥2
2
.
A solution of this problem can be found by means of alternating least squares (ALS).
Extensions of this method to the Tucker decomposition are not straightforward. To
see this, one can express each matricization of the tensor W(n) as the product of two
matrices W(n) = An>Bn. Given that the inputs of W(n) and W(n˜), n 6= n˜, are the
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same (rearranged in a different way), the latent matrices of different matricizations are
highly coupled. In a very recent work [217] the authors propose a way to overcome this
by penalizing the Frobenius norm of the difference between each factorization, An>Bn
and the learning tensorW , ∀n ∈ [N ], constraining the observations. Thus, the resulting
problem is as follows.
min
W,An,Bn,n∈[N ]
N∑
n=1
αn
2
∥∥∥W(n) − An>Bn∥∥∥2Fr
s.t : I (Y) = I (W)
,
where αn, n ∈ [N ] are hyperparameters. The problem is non-convex, although it is
convex with respect to each of the elements, fixing the remaining ones. Hence, solutions
to this problem can be obtained by using an ALS scheme.
Another framework for matrix completion constraining the rank is based on performing
projected gradient descent, projecting at each step the current solution onto the set of
matrices with rank smaller or equal than r. This approach, which has been called singu-
lar value projection, has been studied in [85], and although it is non-convex, theoretical
bounds have been developed that guarantee its ability to recover the optimal solution
provided that the linear operator I in problem (3.10) satisfies a set of conditions based
on a restricted isometry property. Although these theoretical conditions do not usually
hold in matrix completion problems, the empirical results are comparable to the state
of the art, improving on it in some cases. The extension of this framework to tensors
and the Tucker decomposition is again troublesome. In [163] the authors perform an
approximate projection of the current solution onto the set of tensors whose n-rank is
less or equal than r by applying the HOSVD algorithm. The theoretical results devel-
oped for matrices do not hold here because of the inexact projection carried out (recall
the HOSVD property in eq. (3.9)).
One last non-convex methodology that has recently gained attention to solve rank con-
strained problems is the use Riemannian optimization methods. They are based on the
fact that all matrices of fixed rank lie on a smooth manifold
Mr := {W ∈ Rp1×p2 : rank (W ) = r}. Then the original rank-constrained problem
can be expressed as an unconstrained one on the manifoldMr, so that Riemannian op-
timization techniques can be employed. This observation was first exploited for prob-
lems involving rank constrained matrices in [137, 146, 205]. This framework has been
extended to solve problem (3.6) for tensors in [103], by noticing that for any given
tensor W ∈ Rp1×···×pN of Tucker rank [r1, r2, . . . rN ]>, there exists a neighbourhood
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D ⊂ Rp1×···×pN such that the HOSVD truncation of the tensors in D forms a smooth
manifold.
3.3.2. Convex relaxations
One difficulty that arises when dealing with optimization on rank functions is due to its
non-convexity. This implies that the solution found may not be optimal and is dependent
on the initialization of the solver. It is therefore interesting to study a convex relaxation
of the original problem. Such relaxations should be both tractable and provide a good
approximation to the non-convex problems. A further advantage of convex problems is
that they can be usually solved by efficient algorithms, as convex optimization methods
have been and remain a deeply studied field.
In the context of matrices, convex relaxations for the rank have been much studied.
In this line, many works provide theoretical and practical evidence that the trace norm
(also known as nuclear norm, Schatten 1-norm and Ky-Fan r-norm) is the best convex
surrogate for the rank. A useful tool to look for convex relaxations of a function is the
notion of convex envelope. The convex envelope of a function f is a convex function
g such that g (x) ≤ f (x), ∀x ∈ dom (f) so that there is no convex function h, such
that both h (x) ≤ f (x), ∀x ∈ dom (f) and there exists some y ∈ dom (f) such that
h (y) > g (y). In other words, the convex envelope of a function is the tightest convex
approximation from below it. One important result is shown in [61], where the author
proves that the trace norm is the convex envelope for the rank of a matrix, considering
the set of matrices in the unit spectral ball. In other papers, like [37], the authors prove
bounds on the number of observable inputs required to recover the original low rank
matrix by constraining the trace norm, and provide an alternative justification about the
use of the trace norm as the best convex heuristic to recover low rank matrices. All
these results have had practical use in many different areas, such as multitask learning,
as shown in Section 2.3.3.2.
In the more general case of tensors, the state of the art is still in an early stage. The
first paper which focused on convex relaxations to tensor problems is [117]. There, the
authors study the tensor completion problem in the context of estimating missing entries
in video and images. Given the success of the trace norm for matricial problems, they
proposed to extend it to tensors by constraining the average of the trace norms of the
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matricizations of the tensor, that is:
‖W‖Tr =
1
N
N∑
n=1
∥∥∥W(n)∥∥∥Tr , (3.11)
which we will call tensor trace norm hereafter. The authors noted the inherent difficulty
of optimizing a problem containing eq. (3.11), for all of the elements of the sum are in-
terdependent. In order to avoid this, they propose a relaxation based on the introduction
of N auxiliary tensors, M1,M2, . . . ,MN , such that each Mi is constrained to have
a low trace norm in the i-th matricization, and the Frobenius norm of the difference
between W and each auxiliary tensor is penalized. The experiments reported in that
paper compare this convex approach to other non-convex methods, such as HOSVD.
The results show a clear advantage of the convex approach.
This initial work was followed by several papers providing better optimizations algo-
rithms and analysis on the use of the tensor trace norm. In [64] the authors propose
two optimization methods that allow one to decouple the terms in the regularizer (3.11).
These algorithms are based on the Douglas-Rachford splitting method [55], and on its
dual version, the Alternating Direction Method of Multipliers (ADMM) [56]. Further-
more, the authors provided convergence guarantees for each of the methods.
In [198] the authors propose a different function for approximating the average of the
Tucker rank, with the objective of making the problem easier and more efficiently solv-
able. The regularizer is based on expressing the original N -mode tensor as a mixture
of N tensors, Z1,Z2, . . . ,ZN where Z i is low rank in the i-th mode. The resultant
regularizer looks as follows:
Ω (W) = min
N∑
n=1
Zn=W
1
N
N∑
n=1
∥∥∥Zn(n)∥∥∥Tr , (3.12)
which is an inf-convolution of N convex functions [224]. The problem is easier to op-
timize since the terms of eq. (3.12) are uncoupled and one can replace W by N∑
n=1
Zn,
and solve it using ALS type of methods. The authors made comparisons between ap-
proaches employing regularizers (3.11) and (3.12), and noted that the performance of
this approach is superior when the tensor is low-rank in only one mode. In this partic-
ular case the regularizer (3.12) obtains better results, as it is able to detect the low rank
mode. This statement was subsequently confirmed by theoretical analysis in [199].
Following with the study of the tensor trace norm, in [184] the authors use it as a way
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to perform supervised learning, such as multitask learning, when data inputs can be
represented as tensors, generalizing in this way the common case of 1-mode instances
(vectors).
In [183] the authors propose the generalization of the Schatten norms to tensors by
defining the Schatten-{p, q} norm on Rp1×p2×...×pN to be
‖·‖{p,q} : W 7−→
(
1
N
N∑
n=1
∥∥∥W(n)∥∥∥p
q
) 1
p
,
for any W ∈ Rp1×p2×...×pN . It is easy to see that this definition applied to 2-order ten-
sors (matrices) is equivalent to the Schatten-q norm. The tensor trace norm corresponds
to the particular case of the Schatten norm in which p = q = 1, ‖·‖{1,1} = ‖·‖Tr. The
authors of [183] also propose the use of ADMM as a convenient approach to optimize
the resultant problem. In the analysis of the norm, the authors then focus on the study of
the relationship between this quantity and the average of the n-ranks of a tensor. In par-
ticular, they prove that the tensor trace norm is a convex lower bound of the average of
the n− ranks: ‖W‖Tr ≤ 1N
N∑
n=1
rank
(
W(n)
)
for any
{
W :
∥∥∥W(n)∥∥∥Sp ≤ 1, ∀n ∈ [N ]
}
,
where ‖X‖Sp denotes the spectral norm of X . Let us recall that in the case of matrices,
N = 2, the trace norm is the convex envelope of the rank, for all matrices in the unit
spectral ball. However, showing whether ‖X‖Tr is the convex envelope of R (X ) for
bigger values of N has remained an open question. In Chapter 7 of this thesis we will
answer that question negatively, and provide an alternative convex method to approxi-
mate the average of the n-ranks of a tensor.
In [200] the authors analyze the capacity of the tensor trace norm regularizer to recover
a low n-rank tensor. They do so by providing bounds on the difference between the
estimated and the ground truth tensor under different conditions. One remarkable result
obtained here is that an underlying N -mode tensor having p dimensions and rank r in
each mode can be recovered from m Gaussian measurements when m ≥ Ω
(
rpN−1
)
.
The authors of [141] take over this line of research, proving that the previous state-
ment is not only sufficient, but also necessary to recover the underlying tensor. The
authors highlight that this is essentially the same bound that one would obtain by per-
forming matrix completion on any matricization of the tensor. They point out that this
phenomenon is quite common among other optimization problems which are composed
of the sum of several regularizers imposing simultaneous constraints on the same vari-
ables. As a consequence, the authors propose an alternative to the tensor trace norm,
which they call the Square Deal Norm. It consists in unfolding the tensor into a matrix
that is as square as possible, that is, that the number of rows are as close as possible
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to the number of columns. This is based on the observation that the matrix trace norm
regularization is able to recover a p×pmatrix of rank r employingm = Ω (rp) observa-
tions. Thus, this approach is able to recover the underlying tensor in m = Ω
(
rN/2pN/2
)
observations, becoming a better bound than the one obtained by the tensor trace norm.
Note that this approach is useful when N > 3. In the case N = 3, this approach is
equivalent to performing trace norm in one of the matricizations of the tensor.
The results presented in all previous papers show that convex relaxations are a powerful
framework to use for tensor learning problems. Nevertheless, it is worth mentioning
two important drawbacks that stem from the use of the trace norm, or in general any
spectral function. First, it requires the storage of the whole tensor to be learned, which
in some cases could be very large. What is more, most approaches reviewed in this
section require storing N + 1 versions of the tensor. Second, the computation of the
trace norm, which has to be done at every iteration, requires an SVD to be completed.
This routine becomes the bottleneck of the previous methods, as it has a time complexity
of O (mp2) for a m × p matrix [65]. Both drawbacks emerge when dealing with large
tensors, leading to infeasible memory requirements and very high computational costs.
There have been some attempts that start from a convex formulation of the problem and
try to avoid these drawbacks [118]. However the resulting problem is no longer convex,
thus the solution found may be far from the optimum.
3.4. Applications
In the final section of this review, we describe a list of applications of multilinear meth-
ods. Tensors and multilinear algebra are becoming ubiquitous in many areas of machine
learning and related fields, therefore, this list is unavoidably incomplete, however it will
give an overall picture of the state of the art.
3.4.1. Multilinear component analysis
One important use of tensors in the context of machine learning is to separate underlying
factors in data that can be arranged as a tensor. This framework is first exploited in
[194], where the authors consider the case where each data instance corresponds to
a combination of a particular style and content. One example used in that work is a
dataset composed of sounds of vowels (content) pronounced by different people (style).
The authors arrange the instances onto a 3-mode tensor (its size is given by number
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of subjects, number of vowels and dimensionality of the data) with the objective of
applying bilinear approaches to untangle the underlying factors explaining both style
and content. The authors describe and develop several applications to this framework,
such as classification and synthesis of instances with a particular content and style.
This framework has been applied to several kinds of data. One example is the appli-
cation to motion capture data in [207], where the authors set the hypothesis that each
subject has a characteristic way to perform motion exercises, which they call motion
signature. Their objective is therefore to extract human motion signatures among other
constitutive factors inherent to human movement. Another common application of this
framework is to separate modal information on faces [140]. Multilinear models in gen-
eral have been broadly used to separate more than two modes in data. For example
in [209] the authors decompose natural facial images according to 4 modes: identities,
expressions, head poses and lighting conditions.
This framework has also been extended to account for different assumptions. One ap-
proach can be found in [211], where the authors propose multilinear independent com-
ponent analysis, in which the factors extracted for each mode are not only uncorrelated
but also statistically independent. Another approach is proposed in [113], where the
authors develop a kernel extension for tensor decomposition algorithms.
All the previous works apply multilinear decomposition directly to the data, obtaining
unsupervised learning models which can be seen as a higher-order generalization of
principal (or independent) component analysis. Some of these papers, such as [194],
propose algorithms to extend this model to perform classification. However the resulting
algorithms present some limitations, such as being slow in the inference process, being
unable to manage regression tasks, and making strong assumptions on the data (e.g. that
there is one instance for each combination of factors).
3.4.2. Learning latent variable models
Latent variable models lie at the core of many machine learning methods. Their ob-
jective is to infer the value of hidden variables from the observable data. One way to
do this is by applying maximum likelihood methods, but they may be computationally
very expensive. A more feasible alternative for latent variable models is to apply the
method of moments. This is based on computing a set of statistics, typically second,
third and sometimes fourth order moments of the data and finding a model able to lead
to the same statistics. It turns out that many latent variable models have some structure
in their moments, which are 2, 3, and 4-mode symmetric tensors, which allows one to
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infer the latent variables by decomposing them [5]. In particular, these tensors are sym-
metric orthogonal, which mean that they can be decomposed as in CP decomposition
(eq. (3.1)), where u1k = . . . = uNk = uk and the vectors uk, for k ∈ [K] are orthonormal.
These vectors are in fact the eigenvectors of the tensor, and can be obtained exactly by
means of power methods.
One example of this is using tensor decomposition to perform independent component
analysis [83] on some d-dimensional data. To do so, one can consider the fourth-order
cumulant tensorW ∈ Rd×d×d×d, whose entry i, j, k, l corresponds to the cross cumulant
of those variablesW i,j,k,l = cum (xi, xj, xk, xl). If all d variables are independent, then
all values ofW but the diagonal are 0. In the general case, the independent components
are given by the fourth order cumulant tensor eigenvalues.
Other examples, such as Gaussian mixture models and Latent Dirichlet Allocation, are
studied in [5], where the authors propose a general framework for learning latent vari-
ables using symmetric orthogonal decomposition.
3.4.3. Statistical relational learning
Statistical relational learning (SRL) is a framework which has the objective of learning
the relations that may exist between a set of entities. Many problems can be categorized
within this framework. Collaborative filtering, already mentioned as an example in
Section 3.1 is a simple form of this, where there is a relation to learn between users
and items. Other applications of SRL are finding relationships between users in social
networks, learning bioinformatics ontologies by inferring relations between genes, and
learning entities and relations among them from textual data, for the purpose of natural
language processing.
Many models proposed for SRL are based on modelling entities by a set of latent fea-
tures that need to be learned. For example collaborative filtering is usually modelled
as a low rank matrix completion problem, where the two modes represent users and
items, which is equivalent to learning a set of latent variables of each user and item and
using the inner product to express the relation between them. This approach, which is
called relational learning from latent attributes [90], is used to model the relation be-
tween only two modes, which may be limiting in many scenarios. In real recommender
systems, there is usually more information available about the interaction between users
and items, such as for example the time, the location, and the goal of the item con-
sumption. In [2] the authors introduce the generalization of recommender systems that
account for this information, and they call it context-aware collaborative filtering. The
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authors model the scenario as a tensor, where two of the modes represent users and
items, and further modes are added as contextual information becomes available. In
[97], the authors propose the Tucker decomposition to model the problem. More re-
cently, in [180] the authors focus on maximizing the mean average precision of the
recommendations by learning the tensor using the CP decomposition. These and other
works such as [167], introduce contextual information into the recommender system,
improving significantly over conventional collaborative filtering approaches.
As introduced before, one of the aims of natural language processing is learning the
relations between entities. Relational data is usually represented as triplets 〈subject ,
relation, object〉, thus many papers have modelled this problem as one of tensor com-
pletion, where the modes of the tensor represent subjects, relations and objects. The
general decompositions we reviewed in Section 3.2 are symmetric, in the sense that all
modes are treated equally. However in relational data, while subjects and objects make
often reference to the same kind of entities, relations have a very different meaning.
Because of that, non symmetric decompositions have been proposed for this problem,
where the mode relations receives a special treatment. The first model proposed in
that direction was DEDICOM (DEcomposition into DIretional COMponents) [15]. In
that, the p elements in the mode subjects and objects are assumed to be the same, hav-
ing a unique set of latent variables. In particular, each second (relation) mode s-slice,
W·,s,· ∈ Rp×p, is decomposed as:
W·,s,· = ADsRDsA>,
where A ∈ Rn×k contains k latent variables representing each of the p elements, R ∈
Rk×k is an asymmetric matrix shared by all relations, and Ds ∈ Rk×k is a diagonal
matrix that regulates the importance of the latent components for each relation s. This
model has proved to be useful in cases where the relations are very homogeneous, such
as in international trade predictions [16]. However, it could be too restrictive to model
general relational data. In order to relax the strong assumptions on the relations of the
model, the authors of [148, 147] propose RESCAL, a model in which each relation s
is represented by a full and potentially asymmetric matrix Rs ∈ Rk×k, leading to the
following decomposition:
W·,s,· = ARsA>.
This model is a constrained version of the Tucker decomposition of a 3-mode tensor,
where two of the factor matrices are forced to be similar, and the remaining one is fixed
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to be the identity matrix. The resultant method offers state of the art results in many
relational data sets. Remarkably it achieves impressive results on the YAGO 2 ontology,
a collection of millions of entities and relations among them, in a very efficient way
[149]. In a recent paper, [90], the authors propose several changes over RESCAL. In
this new model not only third-order interactions are modelled, but also first and second
order between entities and relations; furthermore, matrices Rs are decomposed into
further latent factors, thus reducing the number of learning parameters; finally they use
logistic loss instead of square loss, modelling directly the probabilities of the events.
These decisions are supported by empirical results.
3.5. Discussion
In this chapter we reviewed different tensor decompositions, their advantages and dis-
advantages. We paid special attention to the CP and the Tucker decomposition and
concluded that in terms of tractability the latter was more convenient. We reviewed
ways of controlling and minimizing the complexity of a tensor by constraining and reg-
ularizing its Tucker rank, and finally we reviewed some major areas within machine
learning where tensors are applied.
Among the areas of application of tensors, the ones in Section 3.4.1 consider multi-
aspect data directly. There, the focus is on unsupervised learning methods able to de-
couple the explanatory factors in each of the modes (aspects) of the data. Even though a
few supervised learning methods were proposed, [194] (reviewed also in Section 3.4.1),
these impose strong and often unrealistic assumptions about the data. One of the ob-
jectives of this thesis is to explore this gap. After this review, it has become clear that
tensors are versatile structures that are useful to model situations involving multi-aspect
data. Therefore, combination of ideas from multilinear algebra and multitask learning
could be useful in the exploration of this problem.
Another interesting topic that emerged in this review is that of optimization methods
for tensor recovery. While these have been deeply studied in matrices, many questions
remain open for the more general case of tensors. One particularly interesting is that of
finding convex envelopes, or more generally tight convex surrogates, to the notions of
ranks of tensors. Finding tight convex surrogates of ranks are highly desirable, as they
may lead to tractable optimization problems whose solutions are as similar as possible
to the original problems.
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4. Sparse Coding Multitask
Learning
In this chapter we tackle the question of whether we can leverage the commonalities
between tasks even in the case when their relation is unclear and there is no side infor-
mation. By the time we started working on this question there were two main direc-
tions to account for negative transfer: dirty models (reviewed in Section 2.4.2) and task
grouping (reviewed in Section 2.4.3). Whereas they are successful at the problems they
are designed for, they are not general enough to avoid negative transfer in many cases.
For example, dirty models cannot account for learning commonalities between several
groups of tasks, whereas task grouping models cannot account for more general intra
and inter-groups relationships and are very sensitive to the hyperparameters.
In this chapter we research an alternative method based on the assumption that tasks
can be well approximated by a sparse linear combination of the atoms of a learned
dictionary. This assumption naturally subsumes the ones in the previous frameworks,
while being able to consider more general scenarios where groups of tasks are fuzzy or
not well defined. While we developed the framework proposed in this chapter, a method
based on similar ideas appeared [107]. We advance the research on this line, providing
probabilistic analysis and studying its application to transfer learning problems, among
others contributions.
4.1. Problem Statement
The last decade has witnessed many efforts in the machine learning community to ex-
ploit assumptions of sparsity in the design of algorithms. A central development in this
respect is the Lasso [196], which estimates a linear predictor in a high dimensional space
under a regularizing `1-penalty. Theoretical results guarantee a good performance of this
method under the assumption that the vector corresponding to the underlying predictor
is sparse, or at least has a small `1-norm, see e.g. [29] and references therein.
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In this work we consider the case where the predictors are linear combinations of the
atoms of a dictionary of linear functions on a high or infinite dimensional space, and
we assume that we are free to choose the dictionary. We will show that a principled
choice is possible if there are many learning problems, or “tasks”, and there exists a
dictionary allowing sparse representations of all or most of the underlying predictors.
In such a case we can exploit the larger quantity of available data to estimate the “good”
dictionary and still reap the benefits of the Lasso for the individual tasks. The main
contribution of this chapter is to provide theoretical and experimental justification of
this claim, both in the domain of multitask learning, where the new representation is
applied to the tasks from which it was generated, and in the domain of transfer learning,
where the dictionary is applied to new tasks of the same environment.
Our work combines ideas from sparse coding [153], multitask learning [6, 8, 10, 21, 35,
58, 128] and transfer learning [19, 195]. There is a vast literature on these subjects, with
several related works reviewed in Chapter 2. Transfer learning was proposed in [19]
and an error analysis is provided therein, showing that a common representation which
performs well on the training tasks will also generalize to new tasks obtained from the
same “environment”. The precursors of the analysis presented here are [128] and [130].
The first paper provides a bound on the reconstruction error of sparse coding and may
be seen as a special case of the ideas presented here when the sample size is infinite.
The second paper provides a transfer learning analysis of the multitask feature learning
method in [8].
A method similar to the one presented here was recently proposed within the multitask
learning setting [107]. Our probabilistic analysis support the empirical results obtained
in that work. Furthemore, here we highlight the connection between sparse coding and
multitask learning and address the problem of transfer learning.
The paper is organized in the following manner. In Section 4.2, we set up our notation
and introduce the learning problem. In Section 4.3, we present our learning bounds
for multitask learning and transfer learning. In Section 4.4 we report on numerical
experiments. Finally, we present concluding remarks in Section 4.5.
4.2. Method
In this section, we turn to a technical exposition of the proposed method, introducing
some necessary notation on the way.
Let H be a finite or infinite dimensional Hilbert space with inner product 〈·, ·〉, norm
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‖·‖, and fix an integer K. We study the problem
min
D∈DK
1
T
T∑
t=1
min
c∈Cα
1
m
m∑
i=1
`
(〈
Dc, xti
〉
, yti
)
, (4.1)
where
• DK is the set ofK-dimensional dictionaries (or simply dictionaries), which means
that every D ∈ DK is a linear map D : RK → H , such that ‖Dek‖ ≤ 1 for every
one of the canonical basis vectors ek of RK . The number K can be regarded as
one of the regularization parameters of our method.
• Cα is the set of code vectors c in RK satisfying ‖c‖1 ≤ α. The `1-norm constraint
implements the assumption of sparsity and α is the other regularization parameter.
Different sets Cα could be readily used in our method, such as those associated
with `p-norms.
• Z = ((xti, yti) : 1 ≤ i ≤ m, 1 ≤ t ≤ T ) is a dataset on which our algorithm oper-
ates. Each xti ∈ H represents an input vector, and yti is a corresponding real valued
label. We also write Z = (X,Y) =
(
z1, . . . , zT
)
=
(
(X1, y1) , . . . ,
(
XT , yT
))
with X t = (xt1, . . . , xtm) and yt = (yt1, . . . , ytm). The index t identifies a learning
task, and zt are the corresponding training points, so the algorithm operates on T
tasks, each of which is represented by m example pairs.
• ` is a loss function where ` (y, y′) measures the loss incurred by predicting y when
the true label is y′. We assume that ` has values in [0, 1] and has Lipschitz constant
L in the first argument for all values of the second argument.
The minimum in (4.1) is zero if the data are generated according to a noise-less model
which postulates that there is a “true” dictionary D∗ ∈ DK∗ with K∗ atoms and vectors
c∗1, . . . , c
∗
T satisfying ‖c∗t‖1 ≤ α∗, such that an input x ∈ H generates the label y =
〈D∗c∗t , x〉 in the context of task t. If K ≥ K∗ and α ≥ α∗ then the minimum in (4.1) is
zero. In Section 4.4, we will present experiments with such a generative model, when
noise is added to the labels, that is y = 〈D∗c∗t , x〉 + ξ with ξ ∼ N (0, σ), the standard
normal distribution.
The method (4.1) should output a minimizing D (Z) ∈ DK as well as a minimizing
c1 (Z) , . . . , cT (Z) corresponding to the different tasks. Our implementation, described
in Section 4.4.1, does not guarantee exact minimization, because of the non-convexity
of the problem. Below predictors are always linear, specified by a vector w ∈ H ,
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predicting the label 〈w, x〉 for an input x ∈ H , and a learning algorithm is a rule which
assigns a predictor A (z) to a given data set z = ((xi, yi) : 1 ≤ i ≤ m) ∈ (H × R)m.
4.3. Learning bounds
In this section, we present learning bounds for method (4.1), both in the multitask and
transfer learning settings, and discuss the special case of sparse coding.
4.3.1. Multitask learning
Let µ1, . . . , µT be probability measures on H × R. We interpret µt (x, y) as the proba-
bility of observing the input/output pair (x, y) in the context of task t. For each of these
tasks an i.i.d. training sample zt = ((xti, yti) : 1 ≤ i ≤ m) is drawn from (µt)m and the
ensemble Z ∼ ∏Tt=1 µmt is input to algorithm (4.1). Upon returning of a minimizing
D (Z) and c1 (Z) , . . . , cT (Z), we will use the predictor D (Z) ct (Z) on the t-th task.
The average over all tasks of the expected error incurred by these predictors is
1
T
T∑
t=1
E(x,y)∼µt [` (〈D (Z) ct (Z) , x〉 , y)] .
We compare this task-average risk to the minimal analogous risk obtainable by any
dictionary D ∈ DK and any set of vectors c1, . . . , cT ∈ Cα. Our first result is a bound
on the excess risk.
Theorem 4.3.1. Let δ > 0 and let µ1, . . . , µT be probability measures on H × R. With
probability at least 1− δ in the draw of Z ∼ ∏Tt=1 µmt we have
1
T
T∑
t=1
E(x,y)∼µt [` (〈D (Z) ct (Z) , x〉 , y)]
− inf
D∈DK
1
T
T∑
t=1
inf
c∈Cα
E(x,y)∼µt [` (〈Dc, x〉 , y)]
≤ Lα
√
2STr (X) (K + 12)
mT
+ Lα
√
8SSp (X) ln (2K)
m
+
√
8 ln 4/δ
mT
,
where STr (X) = 1T
∑T
t=1 tr
(
Σˆ (X t)
)
and SSp (X) = 1T
∑T
t=1 λmax
(
Σˆ (X t)
)
. Here
Σˆ (X t) is the empirical covariance of the input data for the t-th task, tr (·) denotes the
trace and λmax(·) the largest eigenvalue.
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We state several implications of this theorem.
1. The quantity STr (X) appearing in the bound is just the average square norm of
the input data points, while SSp (X) is roughly the average inverse of the ob-
served dimension of the data for each task. Suppose that H = Rd and that
the data-distribution is uniform on the surface of the Euclidean unit ball. Then
STr (X) = 1 and for m  d it follows from Levy’s isoperimetric inequality
(see e.g. [111]) that SSp (X) ≈ 1/m, so the corresponding term behaves like√
lnK/m. If the minimum in (4.1) is small and T is large enough for this term to
become dominant then there is a significant advantage of the method over learning
the tasks independently. If the data is essentially low dimensional, then SSp (X)
will be large, and in the extreme case, if the data is one-dimensional for all tasks
then SSp (X) = STr (X) and our bound will always be worse by a factor of lnK
than standard bounds for independent single task learning as in [18]. This makes
sense, because for low dimensional data there can be little advantage to multitask
learning.
2. In the regime T < K the bound is dominated by the term of order
√
STr (X)K/mT
>
√
STr (X) /m. This is easy to understand, because the dictionary atoms Dek
can be chosen independently, separately for each task, so we could at best recover
the usual bound for linear models and there is no benefit from multitask learning.
3. Consider the noiseless generative model mentioned in Section 4.2. If K ≥ K∗
and α ≥ α∗ then the minimum in (4.1) is zero. In the bound the overestimation
of K∗ can be compensated by a proportional increase in the number of tasks
considered and an only very minor increase of the sample size m, namely m →
(lnK∗/ lnK)m.
4. Keeping in mind the phenomenon of negative transfer, suppose that we concate-
nate two sets of tasks so that tasks in the first group are not related to tasks in the
second group. If the tasks are generated by the model described in Section 4.2
then the resulting set of tasks is also generated by such a model, obtained by con-
catenating the lists of atoms of the two true dictionaries D∗1 and D
∗
2 to obtain the
new dictionary D∗ of length K∗ = K∗1 + K∗2 and taking the union of the set of
generating vectors {c∗1t }Tt=1 and {c∗2t }Tt=1, extending them to RK
∗
1+K∗2 so that the
supports of the first group are disjoint from the supports of the second group. If
T1 = T2, K∗1 = K∗2 and we train with the correct parameters, then the excess
risk for the total task set increases only by the order of 1/
√
m, independent of K,
despite the fact that the tasks in the second group are in no way related to those
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in the first group. Our method has the property of finding the right clusters of
mutually related tasks.
5. Consider the alternative method of subspace learning (SL) where Cα is replaced
by a Euclidean ball of radius α. With similar methods one can prove a bound for
SL where, apart from slightly different constants,
√
lnK above is replaced by K.
SL will be successful and will outperform the proposed method, whenever K can
be chosen small, with K < m and the vector c∗t utilizes the entire span of the
dictionary. For large values of K, a correspondingly large number of tasks and
sparse c∗t the proposed method will be superior.
The proof of Theorem 4.3.1, which is given in Section B.2.1 of the supplementary ap-
pendix, uses standard methods of empirical process theory, but also employs a con-
centration result related to Talagrand’s convex distance inequality to obtain the crucial
dependence on SSp (X). At the end of Section B.2.1 we sketch applications of the proof
method to other regularization schemes, such as the one presented in [107], in which the
Frobenius norm on the dictionary D is used in place of the `2,∞-norm employed here
and the `1,1 norm on the coefficient matrix [c1, . . . , cT ] is used in place of the `1,∞.
4.3.2. Transfer learning
There is no absolute way to assess the quality of a learning algorithm. Algorithms may
perform well on one kind of task, but poorly on another kind. It is important that an
algorithm performs well on those tasks to which it is likely to be applied. To formalize
this, [19] introduced the notion of an environment, which is a probability measure E
on the set of tasks. Thus E (τ) is the probability of encountering the task τ in the
environment E , and µτ (x, y) is the probability of finding the pair (x, y) in the context
of the task τ .
Given E , the transfer risk (or simply risk) of a learning algorithmA is defined as follows.
We draw a task from the environment, τ ∼ E , which fixes a corresponding distribution
µτ onH×R. Then we draw a training sample z ∼ µmτ and use the algorithm to compute
the predictor A (z). Finally we measure the performance of this predictor on test points
(x, y) ∼ µτ . The corresponding definition of the transfer risk of A reads as
RE (A) = Eτ∼EEz∼µmτ E(x,y)∼µτ [` (〈A (z) , x〉 , y)] (4.2)
which is simply the expected loss incurred by the use of the algorithm A on tasks drawn
from the environment E .
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For any given dictionary D ∈ DK we consider the learning algorithm AD, which for
z ∈ Zm computes the predictor
AD (z) = D arg min
c∈Cα
1
m
m∑
i=1
` (〈Dc, xi〉 , yi) . (4.3)
Equivalently, we can regard AD as the Lasso operating on data preprocessed by the
linear map D>, the adjoint of D.
We can make a single observation of the environment E in the following way: one first
draws a task τ ∼ E . This task and the corresponding distribution µτ are then observed
by drawing an i.i.d. sample z from µτ , that is z ∼ µmτ . For simplicity the sample size
m will be fixed. Such an observation corresponds to the draw of a sample z from a
probability distribution ρE on (H × R)m which is defined by
ρE (z) := Eτ∼E [(µτ )
m (z)] . (4.4)
To estimate an environment a large number T of independent observations is needed,
corresponding to a vector Z =
(
z1, . . . , zT
)
∈ ((H × R)m)T drawn i.i.d. from ρE , that
is Z ∼ (ρE)T .
We now propose to solve the problem (4.1) with the data Z, ignore the resulting ct (Z),
∀t ∈ [T ], but retain the dictionary D (Z) and use the algorithm AD(Z) on future tasks
drawn from the same environment. The performance of this method can be quantified
as the transfer risk RE
(
AD(Z)
)
as defined in equation (4.2) and again we are interested
in comparing this to the risk of an ideal solution based on complete knowledge of the
environment. For any fixed dictionary D and task τ the best we can do is to choose
c ∈ C so as to minimize E(x,y)∼µτ [` (〈Dc, x〉 , y)], so the best is to choose D so as to
minimize the average of this over τ ∼ E . The quantity
Ropt = min
D∈DK
Eτ∼E min
c∈Cα
E(x,y)∼µτ ` [(〈Dc, x〉 , y)]
thus describes the optimal performance achievable under the given constraint. Our sec-
ond result is
Theorem 4.3.2. With probability at least 1 − δ in the multisample Z = (X,Y) ∼ ρTE
we have
RE
(
AD(Z)
)
−Ropt ≤ LαK
√
2piSTr (X)
T
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+4Lα
√
SSp (E) (2 + lnK)
m
+
√
8 ln 4/δ
T
,
where STr (X) is as in Theorem 4.3.1 and SSp (E) := Eτ∼EE(X,y)∼µmτ λmax
(
Σˆ (X)
)
.
We discuss some implications of the above theorem.
1. The interpretation of SSp (E) is analogous to that of SSp (X) in the bound for
Theorem 4.3.1.
2. In the regime T ≤ K2 the result does not imply any useful behaviour. On the
other hand, if T  K2 the dominant term in the bound is of order
√
SSp (E) /m.
3. There is an important difference with the multitask learning bound, namely in
Theorem 4.3.2 we have
√
T in the denominator of the first term of the excess
risk, and not
√
mT as in Theorem 4.3.1. This is because in the setting of transfer
learning there is always a possibility of being misled by the draw of the training
tasks. This possibility can only decrease as T increases – increasing m does not
help.
The proof of Theorem 4.3.2 is given in Section B.2.2 of the supplementary appendix
and follows the method outlined in [128]: one first bounds the estimation error for the
expected empirical risk on future tasks, and then combines this with a bound of the
expected true risk by said expected empirical risk. The term K/
√
T may be an artefact
of our method of proof and the conjecture that it can be replaced by
√
K/T seems
plausible.
4.3.3. Connection to sparse coding
We discuss a special case of Theorem 4.3.2 in the limit m → ∞, showing that it sub-
sumes the sparse coding result in [130]. To this end, we assume the noiseless generative
model yti = 〈wt, xti〉 described in Section 4.2, that is µ(x, y) = p(x)δ(y, 〈w, x〉), where
p is the uniform distribution on the sphere in Rd (i.e. the Haar measure). In this case
the environment of tasks is fully specified by a measure ρ on the unit ball in Rd from
which a task w ∈ Rd is drawn and the measure µ is identified with the vector w. Note
that we do not assume that these tasks are obtained as sparse combinations of some
dictionary. Under the above assumptions and choosing ` to be the square loss, we have
that E(x,y)∼µt`(〈w, x〉, y) = ‖wt − w‖2. Consequently, in the limit of m → ∞ method
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(4.1) reduces to a constrained version of sparse coding [153], namely
min
D∈DK
1
T
T∑
t=1
min
c∈Cα
‖Dc− wt‖2.
In turn, the transfer error of a dictionaryD is given by the quantityR(D) := minc∈Cα ‖Dc−
w‖2 and Ropt = minD∈DK Ew∼ρ minc∈Cα ‖Dc − w‖2. Given the constraints D ∈ DK ,
c ∈ Cα and ‖x‖ ≤ 1, the square loss ` (y, y′) = (y − y′)2, evaluated at y = 〈Dc, x〉, can
be restricted to the interval y ∈ [−α, α], where it has the Lipschitz constant 2 (1 + α)
for any y′ ∈ [−1, 1], as is easily verified. Since STr(X) = 1 and SSp (E) < ∞, the
bound in Theorem 4.3.2 becomes
R(D)−Ropt ≤ 2α(1 + α)K
√
2pi
T
+ 8
√
ln 4/δ
T
(4.5)
in the limit m → ∞. The typical choice for α is α ≤ 1, which ensures that ‖Dc‖ ≤ 1.
In this case inequality (4.5) provides an improvement over the sparse coding bound in
[130] (cf. Theorem 2 and Section 2.4 therein), which contains an additional term of
the order of
√
(lnT )/T and the same leading term in K as in (4.5) but with slightly
worse constant (14 instead of 4
√
2pi). The connection of our method to sparse coding is
experimentally demonstrated in Section 4.4.4 and illustrated in Fig.4.6.
4.4. Experiments
In this section, we present experiments on a synthetic and two real datasets. The aim of
the experiments is to study the statistical performance of the proposed method, in both
settings of multitask learning and transfer learning. We compare our method, denoted as
Sparse Coding Multi Task Learning (SC-MTL), with independent ridge regression (RR)
as a base line, multitask feature learning (MTFL) [8] as a standard MTL method which
does not have mechanisms to avoid negative transfer, and GO-MTL [107], a method
based on similar ideas as the ones we present but with different choices of regularizers.
We also report on sensitivity analysis of the proposed method versus different number
of parameters involved.
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Figure 4.1.: Multitask error (left) and transfer error (right) vs. number of training tasks
T .
4.4.1. Optimization algorithm
We solve problem (4.1) by alternating minimization over the dictionary matrix D and
the code vectors c. The techniques we use are very similar to standard methods for
sparse coding and dictionary learning, see e.g. [91] and references therein for more
information. Briefly, assuming that the loss function ` is convex and has Lipschitz
continuous gradient, either minimization problem is convex and can be solved efficiently
by proximal gradient methods, see e.g. [20, 45]. The key ingredient in each step is
the computation of the proximity operator, which in either problem has a closed form
expression.
4.4.2. Synthetic experiment
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Figure 4.2.: Multitask error (left) and Transfer error (right) vs. number of atoms K ′
used by dictionary-based methods.
We generated a synthetic environment of tasks as follows. We choose a d×K matrix D
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Figure 4.3.: Multitask error (left) and Transfer error (right) vs. sparsity ratio s/K.
by sampling its columns independently from the uniform distribution on the unit sphere
in Rd. Once D is created, a generic task in the environment is given by w = Dc, where
c is an s-sparse vector obtained as follows. First, we generate a set J ⊆ [K] of cardi-
nality s, whose elements (indices) are sampled uniformly without replacement from the
set [K]. We then set cj = 0 if j /∈ J and otherwise sample cj ∼ N (0, 0.1). Finally, we
normalize c so that it has `1-norm equal to some prescribed value α. Using the above
procedure we generated T tasks wt = Dct, t = 1, . . . , T . Further, for each task t we
generated a training set zt = {(xti, yti)}mi=1, sampling xti i.i.d. from the uniform distri-
bution on the unit sphere in Rd. We then set yti = 〈wt, xti〉 + ξti, with ξti ∼ N (0, σ2),
where σ2 is the variance of the noise. This procedure also defines the generation of new
tasks in the transfer learning experiments below.
The above procedure depends on seven parameters: the number K and the dimension d
of the atoms, the sparsity s and the `1-norm α of the codes, the noise level σ, the sample
size per task m and the number of training tasks T . In all experiments we report both
the multitask learning (MTL) and transfer learning (TL) performance of the methods.
For MTL, we measure performance by the estimation error 1/T ∑Tt=1 ‖wt−wˆt‖2, where
wˆ1, . . . , wˆT are the estimated task vectors (in the case of SC-MTL, wˆt = D(Z)c(Z)t –
see the discussion in Section 4.2). For TL, we use the same quantity but with a new
set of tasks generated by the environment (in the experiment below we generate 100
new tasks). The regularization parameter of each method is chosen by cross validation.
Finally, all experiments are repeated 50 times, and the average performance results are
reported in the plots below.
In the first experiment, we fix K = 10, d = 20, s = 2, α = 10,m = 10, σ = 0.1 and
study the statistical performance of the methods as a function of the number of tasks.
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The results, shown in Fig.4.1, clearly indicate that the proposed method outperforms
the remaining approaches. In this experiment the number of atoms used by dictionary-
based approaches, which here we denote by K ′ to avoid confusion with the number
of atoms K of the target dictionary, was equal to K = 10. This gives an advantage
to both GO-MTL and SC-MTL. We therefore also studied the performance of those
methods with respect to the dependence on K ′. Fig.4.2, reporting this result, is in
qualitative agreement with our theoretical analysis: the performance of SC-MTL is not
too sensitive to K ′ if K ′ ≥ K, and the method still outperforms independent RR and
MTFL if K ′ = 4K. On the other hand if K ′ < K the performance of the method
quickly degrades. In the last experiment we study performance vs. the sparsity ratio
s/K. Intuitively we would expect our method to have greater advantage over MTL if
s  K. The results, shown in Fig.4.3, confirm this fact, also indicating that SC-MTL
is outperformed by both GO-MTL and MTFL as sparsity becomes less pronounced
(s/K > 0.6).
4.4.3. Transfer learning for optical character recognition
We have conducted experiments on real data to study the performance of our method
in a transfer learning setting. To this end, we employed the NIST dataset1, which is
composed of a set of 14× 14 pixels images of handwritten characters (digits and lower
and capital case letters, for a total of 52 characters).
We considered the following experimental protocol. First, a set of 20 characters is
chosen randomly from the original pool of 52, as well as n instances for each character.
These are used to learn all possibilities of 1-vs-1 train tasks, that is, we create one task
for each possible pair of classes. That makes T = 190 tasks, each of which having
m = 2n instances. The knowledge learned in this stage is employed to learn another set
of new tasks, which we will call target tasks hereafter. In our approach, the assumption
that is made is that some of the components in the dictionary learned from the training
tasks, can also be useful for representing the target tasks. In order to create the target
tasks, another set of 10 characters are chosen among the remaining set of characters in
the dataset, inducing a set of 45 1-vs-1 classification tasks. Since we are interested in the
case where the training set size of the target tasks is small, we sample only 3 instances
for each character, hence 6 examples per task.
In order to tune the hyperparameters of all compared approaches to be compared, we
also created another set of 45 validation tasks by following the same process, simulating
1The NIST dataset is available at http://www.nist.gov/srd/nistsd19.cfm
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Figure 4.4.: Multiclassification accuracy (among 10 classes) of RR, MTFL GO-MTL
and SC-MTL vs. the number of training instances in the transfer tasks, m.
the target set of tasks. Note that there is no overlapping between the digits associated to
the train, target and validation tasks.
We ran 50 trials of the above process for different values ofm and the average multiclass
accuracy on the target tasks is reported in Fig.4.4.
The results show, as expected, that all transfer learning methods obtain overall better
performances as the number of training instances on the transfer tasks increases. Nev-
ertheless, when this number is very low, transfer capabilities do not help, being in fact
harmful in some cases. This may be because the low number of instances hinders the
learned atoms to be meaningful enough for future tasks. In all cases, our approach
consistently outperforms all competitors. The advantage over MTFL can be explained
by the robustness of our approach against negative transfer. We hypothesize that our
method outperforms GO-MTL because the latter has a regularizer that implies weaker
constraints on the learning parameters, leading to poorer learning guarantees.
4.4.4. Sparse coding of images with missing pixels
In the last experiment we consider a sparse coding problem [153] of optical character
images, with missing pixels. Note that the aim here is to perform image completion in a
set of images of numbers with some missing pixels, whereas in the previous experiment
the aim was classifying complete images in terms of the digit printed in them. We
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Figure 4.5.: Transfer error vs. number of tasks T (left) and vs. number of atoms K
(right) on the Binary Alphadigits dataset.
employ the Binary Alphadigits dataset2, which is composed of a set of binary 20 × 16
images of all digits and capital letters (39 images for each character). In the following
experiment only the digits are used. We regard each image as a task, hence the input
space is the set of 320 possible pixels indices, while the output space is the real interval
[0, 1], representing the gray level. We sample T = 100, 130, 160, 190, 220, 250 images,
equally divided among the 10 possible digits. For each of these, a corresponding random
set of m = 160 pixel values are sampled (so the set of sample pixels varies from one
image to another).
We test the performance of the dictionary learned by using method (4.1) in a transfer
learning setting, by choosing 100 new images. The regularization parameter for each
approach is tuned using cross validation. The results, shown in Fig.4.5, indicate some
advantage of the proposed method over Multitask Feature Learning. Ridge regression
performed significantly worse than the other approaches and is not shown in the figure.
We also show as a reference the performance of sparse coding (SC) applied when all
pixels are known.
With the aim of analyzing the atoms learned by the algorithm, we have carried out
another experiment where we assume that there are 10 underlying atoms (one for each
digit). We compare the resultant dictionary to that obtained by sparse coding, where all
pixels are known. The results are shown in Fig.4.6.
2Available at http://www.cs.nyu.edu/~roweis/data.html.
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Figure 4.6.: Dictionaries found by SC-MTL using m = 240 pixels (missing 25% pix-
els) per image (left) and by Sparse Coding employing all pixels (right).
4.5. Discussion
In this chapter we have explored an application of sparse coding, which has been widely
used in unsupervised learning and signal processing, to the domains of multitask learn-
ing and transfer learning. This was made with the aim of avoiding negative transfer
when the relations among tasks are unspecified. Our learning bounds provide a justifi-
cation of this method and offer insights into its advantage over independent task learning
and learning dense representation of the tasks. The bounds depend on data dependent
quantities which measure the intrinsic dimensionality of the data. Numerical simula-
tions presented here indicate that sparse coding is a promising approach to multitask
learning and can lead to significant improvements over competing methods.
While researching on the topics of this chapter, a method based on similar ideas ap-
peared [107]. In that the authors empirically show its superiority to previous task group-
ing methods, reviewed in Section 2.4.3. In this chapter we presented a probabilistic
analysis which complements well with the practical insights in the above work. We also
addressed the different problem of transfer learning, demonstrating the utility of our ap-
proach in this setting by means of both learning bounds and numerical experiments. A
further novelty of our approach is that it applies to a Hilbert spaces setting, thereby pro-
viding the possibility of learning nonlinear predictors using reproducing kernel Hilbert
spaces.
In the future, it would be valuable to study extensions of our analysis to more general
classes of code vectors. For example, we could use code sets Cα which arise from
structured sparsity norms, such as the group Lasso, see e.g. [89, 121] or other families of
regularizers. A concrete example which comes to mind is to choose K = Qr, Q, r ∈ N
and a partition J = {{(q − 1)r + 1, . . . , qr} : q = 1, . . . , Q} of the index set [K]
into contiguous index sets of size r. Then using a norm of the type ‖c‖ = ‖c‖1 +∑
J∈J ‖cJ‖2 will encourage codes which are sparse and use only few of the groups
in J . Using the ball associated with this norm as our set of codes would allow to
model sets of tasks which are divided into groups. A further natural extension of our
method is nonlinear dictionary learning in which the dictionary columns correspond to
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functions in a reproducing kernel Hilbert space and the tasks are expressed as sparse
linear combinations of such functions.
94
5. Decoupling of Features
In the previous chapter we studied a general multitask learning scenario characterized
by two properties. Firstly the relations between tasks need not be homogeneous, for
example there may be groups of tasks such that the intra-group relationships are much
stronger than inter-group relationships. Secondly, there is no side information regarding
the relationships between tasks.
In this chapter we consider a multitask learning scenario in which side information
is available, providing clues about how tasks are related. In particular we focus on a
multi-aspect data scenario in which there are several learning tasks considered. Each
task is known to belong to a group of tasks associated to an aspect of the data, so that
tasks in different groups tend to use different features of the data. Applying traditional
MTL methods on all tasks may lead to negative transfer due to the lack of common
features. Hence, our objective is to leverage this situation to improve the performances
of the learning tasks. Even though this need emerges from real life applications, such as
emotion recognition filtering out personal idiosyncrasies, it has not been fully addressed
in previous approaches.
5.1. Problem statement
The aim of this chapter is to consider the multitask learning scenario in which tasks
are organized into two or more groups such that tasks belonging to one group aim at
recognizing patterns regarding a particular aspect of the data. Our hypothesis is that
tasks that belong to the same group tend to share the same set of features while tasks
belonging to different groups tend not to share any features. One instance of the above
scenario is the problem of identity/emotion recognition. Suppose that we have a data set
of video clips of people expressing a set of emotions. We know from the literature, [30],
that recognition of the identity of a person and recognition of the emotion expressed
depend on different and uncorrelated features of the same image. Identity recognition
is mainly based on features describing rigid characteristics of the face (e.g., face width,
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hair color), whereas emotion recognition is based on features describing facial muscle
configurations (e.g., eyes narrowed, corners of mouth raised).
We propose to take advantage of the prior knowledge that these tasks are unrelated to
improve the learning accuracy on one of the groups of tasks. To simplify the presen-
tation of the problem we will consider only two groups, where we call the group of
interest principal tasks (e.g., emotion recognition) and the other group auxiliary tasks
(e.g., identity recognition). We adopt this convention because usually the interest is on
learning the tasks in one group. For example, in the identity/emotion application de-
scribed above, the main interest is on learning a good classifier for detecting emotions
in images. Nevertheless, our models treat similarly all groups of tasks, so nothing needs
to be changed if the interest is in learning all tasks.
If the training sample per task is small enough with respect to the data dimensionality, a
method which does not take into account the differentiation of groups can easily overfit,
so that the facial features (idiosyncrasies) of a specific person can be mistaken as char-
acteristics of a given emotion. To avoid this, our method exploits the identity labels of
the instances at the training stage, but does not use them for prediction of emotion on
the test instances.
The approach we propose builds on the multitask feature learning framework presented
in [8], and described in Section 2.3.3. Let us recall that the aim of this approach is to
learn a pool of linear features from the data that can be simultaneously useful to all
tasks. We build on this because learning features from the data is on the core of our
objective. However, the approach in [8] cannot account for unrelated tasks. Because
of that, we add a regularization term which penalizes the inner product between the
predictor functions of any two tasks belonging to two different groups. In this way, our
formulation can discriminate those features important for each group of tasks and can
lead to improvements in statistical performance.
Our methodology shares some aspects with some recent works in multitask learning,
some of them already reviewed in Chapter 2. For example, [10] and [84] extended the
multitask learning approach of [8] by assuming that there are a number of groups or
clusters of tasks and that the weight vectors of the tasks belonging to the same group are
similar to each other. In that case, the clusters are not known a priori (see Section 2.4.3).
In addition, no constraint is imposed on tasks belonging to different clusters. A recent
approach [227] partially shares the same motivation as our, in the sense that the dissimi-
larity between tasks is exploited. In that work the tasks weights are assumed to be sparse
and to use exclusive attributes of the input data. The idea of exploiting unrelated factors
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to improve learning has been also addressed in [194, 209, 213], see also Section 3.4.1.
These studies rely on multilinear models to describe the relations between different fac-
tors (e.g., emotion and identity).
The remainder of this chapter is organized as follows. In Section 5.2 we review liter-
ature from psychology, psychophysics and neurology with the aim of providing some
insights on the appropriateness of our assumption on emotion/identity separation. Par-
ticularly we want to know whether the human brain uses different neuronal areas to
process identity and emotional information. In Section 5.3, we review previous work
on multitask learning which is essential to understand our approach. In Section 5.4, we
present our approach for incorporating unrelated auxiliary tasks in a multitask frame-
work and an algorithm for solving the resulting optimization problem. In Section 5.5,
we present our experiments with the proposed approach. Finally, in Section 5.6 we
discuss our findings and future questions.
5.2. Survey on human perception of identity and
emotion
As stated in the introduction, we assume that different sets of features are important for
the recognition of different aspects of the data. In this section, we explore how human
beings recognize different aspects of the data, and we do so by focusing on the problem
of identity and emotion recognition from faces.
In [219] we can find the first empirical study that ponders whether facial expression and
identity recognition follow independent processes in the brain of the perceiver. To do
so, the authors carried out a set of experiments where they showed a pair of faces to the
perceivers. These two images could belong to the same person or to different people and
similarly they could express the same or different emotions. Furthermore, a subset of
the identities were familiar to the subjects. They were then asked to judge if the pair of
faces matched in terms of identity and/or in terms of expression. The authors collected
the reaction times of the subjects and analyzed these measures to derive some conclu-
sions. According to the results, identity matching times are shorter when the subject is
presented with familiar faces; however, this condition does not affect expression match-
ing times. The authors conclude that the processes for facial expression and identity
recognition proceed independently.
Modern studies following non-intrusive approaches are based on aftereffects. This
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methodology is grounded on the process of temporal brain adaptation when the sub-
ject is exposed to a set of stimulus for a period of time. Following the example of [87],
a subject who is shown a sad face for three minutes (adaptation phase) tend to judge as
happy a neutral face (aftereffect). In [62] the authors used this method to test whether fa-
cial identity aftereffect is invariant to changes in facial expression. The results obtained
support an affirmative answer in experiments with both unknown and known faces.
Evidences of different neural processes involved in the recognition of identity and emo-
tion come also from functional magnetic resonance imaging (fMRI) studies. These stud-
ies show that there is a specific area in the brain called superior temporal sulcus (STS)
that becomes more active for identity recognition, whereas there is another separate re-
gion, the fusiform face area (FFA), responsive of the recognition process of emotions
[72, 77, 95, 133]. Subsequent studies provide more support to this hypothesis. [7] and
[216] conducted in parallel a set of experiments in which they obtained fMRI data from
subjects who were presented a set of images of faces. The conclusions drawn from the
experiments in both studies are similar. On the one hand, FFA activity decreases over
time when the perceiver is presented the same identity. On the other hand, changes of
expressions and viewpoints lead to activity in the STS region. Similar studies carried
out on macaque monkeys lead to comparable conclusions [66].
The previous studies provide support to the hypothesis that there is a separation in the
emotion and identity recogntion processes. Other studies have questioned the degree of
separation of these two processes, or how early these two processes split. Contributions
on this line come mostly from studies using prosopagnostic patients, that is, patients
whose brain damage strongly hampers their facial recognition skills, yet their ability to
identify objects remains intact [22].
In [50] the authors compare the identity recognition abilities of normal and prosopag-
nostic subjects. The authors report that non-neutral facial expressions have different
effects on both kinds of subjects when it comes to recognizing identity. Whereas non-
neutral facial expressions influence negatively normal perceivers, they have a positive
effect on the identity recognition skills of prosopagnostic subjects. The authors con-
clude by stating that even though there seems to be a clear separation in the expression
and identity recognition processes, the relationship between the correspondent brain re-
gions may be closer than what it is currently believed. In [31] the authors question
whether the two neural paths related to the two recognition processes are immediately
separated. They argue that the immediate separation hypothesis is supported by weak
evidence. The authors suggest as a plausible hypothesis that the brain route separation
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between expression and identity processes occurs after a common representation of the
inputs, a hypothesis also supported by [63, 81].
A different approach is explored in [30]. In that, the authors use principal component
analysis (PCA) to express faces of different people and expressions as a combination of
a few principal components. They conclude that there are different sets of components
which account for expression and identity. With this experiment the authors claim that
the different treatment within the brain of identity and expression is in part driven by
the statistical properties of facial images, in opposition to explicit dedicated systems in
the brain.
Through this survey we have found that there is dominant evidence that supports that
different parts of the brain are in charge of identity and expression recognition. These
findings encourage us to develop a machine learning model which takes this into ac-
count. Note that our objective is not trying to model how the brain works in terms of
identity and expression recognition and we do not make any claim of that sort. Our aim
is to exploit such knowledge to facilitate the modelling of the learning problem. Our
reasoning is that the assumption we introduce in our model may improve the accuracy
in both kinds of tasks. We use this emotion/identity recognition example as a test case
for the method proposed in this chapter. However, the method is general to cases where
it is known that tasks exploit different features.
5.3. Background on Multi-Task Learning
In this section, after formally introducing our problem, we revise the multitask learn-
ing method developed in [8], and reviewed in Section 2.3.3, focusing on the `2,1-norm
viewpoint. From this viewpoint the approach is decomposed into learning an optimal
set of linear features, and learning a common sparse pattern of the utilization of those
features by all tasks. This will be useful for the subsequent explanation of our approach,
as it is based in the modification of the sparse patterns of the latter point.
5.3.1. Notation
As in previous chapters, all matrices are denoted by capital letters and all vectors are
denoted by lower case letters. If a vector represents the i-th column from a matrix
A ∈ Rd1×d2 , i ∈ [d2], it will be denoted as a:,i ∈ Rd1 or just ai. The element in the i-th
column and the j-th row of A is denoted as aj,i.
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We are given a set of T principal supervised tasks. Each task t ∈ [T ] is identified by a
function ft : Rd → R, which for simplicity we assume to be linear, that is ft(x) = w>t x.
The vector of regression coefficients wt ∈ Rd is unknown and we are provided with m
data examples per task, {(xti, yti) : i ∈ [m]} ⊂ Rd × R, such that yti = w>t xti + ξti,
i = 1, . . . ,m, t ∈ [T ], where ξti is some zero mean i.i.d. noise process1. We call these
the principal tasks and the goal is to learn them jointly under the assumption that they
are related. Whenever convenient we will arrange the inputs of task t in the matrix X t,
the output variables in the vector yt. We will also use the set X and Y to designate
the inputs and outputs for all tasks. In the same way, we will use matrix W to arrange
the weight vectors of all tasks columnwise. Similarly, we assume there is a set of S
auxiliary linear tasks which are described by the column vectors v1, . . . , vS . We let V
be the d × S matrix whose columns are given by the above vectors, in order. We also
denote by {(x′si , y′si ) : i ∈ [m]} ⊂ Rd × R, s ∈ [S] the examples for these additional
tasks.
5.3.2. Multi-Task Feature Learning
As explained in Section 2.3.3, the approach based on trace norm regularization devel-
oped in [8] can be equivalently expressed using different viewpoints. In one of them, the
matrix of tasksW = [w1, . . . , wT ] can be factorized as the product of a d×d orthogonal
matrix U and a d× T coefficient matrix A, which has only few nonzero rows. Note that
the rows ofA are associated with the features while the columns with the tasks. To learn
such a factorization, we define the average empirical error
Epr(UA) = 1
T
T∑
t=1
1
m
m∑
i=1
`(yti , a>t U>xti) (5.1)
and, following [8], we minimize the regularized error
Epr(UA) + γ‖A‖22,1 (5.2)
over all matrices A ∈ Rd×T and orthogonal matrices U , that is, U>U = I . The norm
appearing in the regularization term encourages matrices with many zero rows, under
assumptions (e.g. Restricted Eigenvalue conditions) about the distribution of the data
[120].
1In practice, the number of examples per task may vary but we have kept it constant for simplicity of
notation.
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In [8] it is proved that the above problem is equivalent to the convex problem
inf Epr(W ) + γ tr(W>D−1W )
s.t. W ∈ Rd×T , D  0, tr (D) ≤ 1. (5.3)
If (Aˆ, Uˆ) is an optimal solution of (5.2), then Wˆ = UˆAˆ is an optimal solution of (5.3),
see [8, Thm. 1]. Moreover, for a fixed W the optimal D is given by
D(W ) = (WW
>)
1
2
tr (WW>)
1
2
.
5.4. Exploiting orthogonal tasks
We now present our method, which uses an auxiliary group of tasks, assumed to be
unrelated to the principal group, to improve the learning process. Here we use the
term unrelated to signify that the two groups of tasks are defined by orthogonal set of
features. The intuition is that, by exploiting this orthogonality – that will be formalized
shortly – we will improve the estimation of the principal group of tasks (and possibly
the auxiliary ones as well).
We make the following assumption about the two group of tasks:
• a low dimensional representation is shared by the tasks within each group, and
• the principal tasks wt share no features with the auxiliary tasks vs.
To formalize these requirements, we write V = UB, where B is a d × S matrix of
coefficients and let C = [A,B] so that [W,V ] = UC. We require that
• the matrix C has few nonzero rows and
• each of these rows has nonzero values in only one group of columns.
A schematic example of a matrix which our method should favor is
C =

a11 a12 a13 0 0
a21 a22 a23 0 0
0 0 0 b31 b32
0 0 0 b41 b42
0 0 0 0 0
...
...
...
...
...
0 0 0 0 0

.
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In this example, there are three principal tasks and two auxiliary tasks. Furthermore,
there are two important features for each group of tasks, but these features are not shared
across the groups. Finally, there is a large number of features which are not relevant to
any of the tasks.
We incorporate the above constraints into our method as follows. We let
Eaux(UB) = 1
S
S∑
s=1
1
m
m∑
i=1
`(y′si , b>sU>x′si )
and minimize the regularized error
Epr(UA) + Eaux(UB) + γ Φ(A,B) + λΨ(A,B) (5.4)
over all matrices A ∈ Rd×T , B ∈ Rd×S and orthogonal matrices U ∈ Rd×d. There are
two regularization parameters γ, λ > 0 which may be tuned by cross validation. The
first parameter controls the number of features shared by the tasks – the larger γ, the
smaller the number of shared features will be; the second parameter controls the degree
of orthogonality between the two groups of tasks – the larger λ, the less “correlated” the
tasks within the two groups will be. In particular, in the limit λ → ∞, the two groups
of tasks will be orthogonal to each other.
The regularization term in (5.4) consists of two parts. The term Φ(A,B) favors few
nonzero rows in the matrix [A,B] and the term Ψ(A,B) penalizes features shared by
the different groups of tasks. Regarding the first term, we may choose Φ(A,B) =
‖[A,B]‖22,1 as in standard multitask feature learning (Section 5.3.2). Regarding the sec-
ond term, we want that ajtbjs = 0, for every t ∈ [T ], s ∈ [S] and j ∈ [d]. As in the
previous section, a necessary condition for this to hold is that A>B = 0, where 0 de-
notes the T × S matrix of zeros. It turns out that this condition is also sufficient in this
case. At first sight this condition does not seem to be the case, since a>t bs = 0 imposes
orthogonality only on at and bs. However, since this condition holds for every choice
of t and s in their range and the matrix U is orthogonal, it implies that the subspace
spanned by the principal tasks is orthogonal to the subspace spanned by the auxiliary
tasks. Consequently, it must be the case that there is an orthogonal matrix U ′ and ma-
trices A′, B′ such that W = U ′A′, V = U ′B′ and [A′, B′] have the desired structure.
Thus, we can use the square of the Frobenius norm of A>B as the second regularization
term, that is,
Ψ(A,B) = ‖A>B‖2Fr . (5.5)
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Another valid choice would be the `1-norm of the vector formed by the entries of matrix
A>B, see [225]. However, the Frobenius norm, besides being differentiable and easier
to deal with, seems more appropriate in our context, since it drives all the inner products
towards zero, whereas the `1-norm does not prevent some of the inner products from
being large.
We now make the change of variable [W,V ] = U [A,B] in a way similar to Section 5.3.2
and derive the equivalent problem
inf E(W,V ) +R0(W,V,D) (5.6)
s.t. W ∈ Rd×T , V ∈ Rd×S, D  0, tr (D) ≤ 1,
where E(W,V ) = Epr(W ) + Eaux(V ) and
R0(W,V,D) = γ tr
(
D−1(WW>+V V >)
)
+ λ‖W>V ‖2Fr.
Note that unlike the standard multitask optimization problem (5.3), problem (5.6) is
nonconvex due to the ‖W>V ‖2F term in the regularizerR0. To overcome this drawback,
we add a strongly convex function to the regularizer. A natural choice, which we con-
sider here, is to add a multiple of the squared Frobenius norm of the parameters. That
is, we consider the optimization problem
inf E(W,V ) +R(W,V,D) (5.7)
s.t. W ∈ Rd×T , V ∈ Rd×S, D  0, tr (D) ≤ 1,
where
R = R0(W,V,D) + ρ(‖W‖2Fr + ‖V ‖2Fr),
and ρ is a positive parameter. The following result, whose proof can be found in the
appendix, establishes a condition under which problem (5.7) is convex.
Theorem 5.4.1. If ρ >
√
E(0,0)λ
2 then problem (5.7) is convex.
We solve problem (5.7) by alternate minimization, see Algorithm 5.1. For fixed W,V
the optimal D is given by
D(W,V ) = (WW
> + V V >)
1
2
tr (WW> + V V >)
1
2
. (5.8)
We note, in passing, that if we substitute the right hand side of this expression in the
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regularizer appearing in the objective function of problem (5.7), we obtain the following
function of W and V
γ‖[W,V ]‖2Tr + ρ(‖W‖2Fr + ‖V ‖2Fr) + λ‖W>V ‖2Fr. (5.9)
The two first terms of the above expression are similar to a matrix version of the elastic
net regularizer [229]. For this reason, we will refer to the learning method solving
problem (5.7) as orthogonal multitask learning elastic-net (OrthoMTL-EN).
Returning to the algorithm we observe that, for fixed D, the regularizer separates across
tasks. Indeed, using elementary properties of the trace of matrix products, it follows
that
R(W,V,D) =
T∑
t=1
w>t (γD−1 + ρI + λV V >)wt + tr((γD−1 + ρI)V V >)
=
S∑
s=1
v>s (γD−1 + ρI + λWW>)vs + tr((γD−1 + ρI)WW>).
Thus, the minimization over W (resp. V ) can be carried out independently across the
tasks since the regularizer decouples when D and V (resp. W ) are fixed.
We remark that the alternating process decreases the objective function in problem (5.7)
and hence it is guaranteed to converge in objective value. One may modify the pertur-
bation analysis in [8] to show that, under the hypothesis of Theorem 5.4.1, the iterates
of the algorithm converge. Note also that we may still apply Algorithm 5.1 to approx-
imately solve problem (5.7) for an arbitrary choice of the parameters γ, λ, ρ. In this
case, however, the objective is not guaranteed to be convex and so the algorithm is only
guaranteed to converge to a stationary point.
In practice our numerical experiments indicate that the algorithm converges in fewer
than 20 iterations. Each W or V update can be executed very quickly by computing
each column vector independently. For example, for the square loss this consists in
solving a linear system of d equations. However if d > m, one may solve an equivalent
dual problem, see e.g. [179]. Other loss functions, such as the hinge loss, can be handled
similarly. Finally, the D step requires the computation of a matrix square root, which
we solve by singular value decomposition.
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Algorithm 5.1 Orthogonal Multi-Task Learning (OrthoMTL)
Input: training sets {(xti, yti)}mi=1 , {(x′si , y′si )}mi=1 , t ∈ [T ], s ∈ [S].
Parameters: regularization parameters γ, λ, ρ, tolerance parameter tol
Output: regression matrices W = [w1, . . . , wT ] and V = [v1, . . . , vS], d× d positive
definite matrix D
Initialization: set D = I
d
while ‖W −Wprev‖ > tol or ‖V − Vprev‖ > tol do
for t = 1 . . . T do
compute the minimizer wt ∈ Rd of the function
m∑
i=1
`(yti , w>xti) +
w> (γD−1 + ρI + λV V >)w
end for
for s = 1 . . . S do
compute the minimizer vs ∈ Rd of the function
m∑
i=1
`(y′si , v>x′si ) +
v> (γD−1 + ρI + λWW>) v
end for
set D = (WW
>+V V >)
1
2
tr(WW>+V V >)
1
2
end while
5.5. Experiments
In this section we gradually test the performance of the methods developed by using
increasingly complex datasets. First we present numerical experiments on one synthetic
dataset, and then we use two real datasets on expression recognition. The first one is
composed of posed expressions. The second dataset is composed of natural expressions.
In all experiments we compare the following methods:
• OrthoMTL-EN: this is our method (cf. problem (5.7)).
• OrthoMTL-C: this is like OrthoMTL-EN but with parameter ρ set according to
Theorem 5.4.1. In this way, problem (5.7) is guaranteed to be convex.
• OrthoMTL: this is like OrthoMTL-EN but with parameter ρ = 0, so that there is
no convex relaxation.
• Ridge Regression (RR): this standard method corresponds to the choice λ = γ =
0 and can be interpreted as learning the tasks independently. This method is a
baseline useful to test how much value MTL methods add.
• Multitask Feature Learning (MTFL): this is the multitask feature learning method
of [8] and corresponds to the choice of ρ = λ = 0. It assumes homogeneous
commonalities among tasks, regardless the group they belong to.
• MTFL-2G: this approach consists of applying the method of [8] to each group of
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tasks separately.
In the figures below, for ease of visualization of the results, only the best five meth-
ods are reported. We use the same setting of parameters for all experiments and all
algorithms: we perform 5-fold cross-validation to tune the value of the regularization
parameters whenever those were treated as free parameters. We considered the values
of γ = 10k with k ∈ {−4, . . . , 2}, λ = 10k, with k ∈ {4, . . . , 7} and ρ = 10k with
k ∈ {−2, . . . , 2}.
Finally, in all experiments we trained all learning methods using the square loss function
` (y, z) = (y − z)2 , y, z ∈ R.
5.5.1. Synthetic data
We use synthetic data to test whether Algorithm 5.1 finds the right solution on data that
satisfy the prior orthogonality assumptions. To this end, we created a dataset consisting
of 20 tasks, 10 of them belonging to the first subset and the remaining ones to the
second subset (T = S = 10). The data are embedded in a d = 100 dimensional
space. From these 100 dimensions, only the first 5 are useful for the first subset of
tasks and the following 5 are useful for the second subset. Finally, the remaining 90
dimensions are not important at all. In this synthetic dataset, every task is represented as
either (w1t, . . . , w5t, 0, . . . , 0), t = 1, . . . , 10 or (0, . . . , 0, w6s, . . . , w10s, 0, . . . , 0), s =
1, . . . , 10, where each parameter wit is chosen randomly from a uniform distribution,
U(0, 0.1).
We build a set of n = 1000 instances, Z ∈ Rd×n, such that every element of matrix
Z is sampled from the uniform distribution on the unit interval. The training set is
composed of a random subset of m instances, for different values of the sample size
m = 10, 15, . . . , 50, and the test set is composed of the remaining instances. For
every task t, we generate the output yt as yt = Zwt + ξt, where ξt ∈ Rm and ξti ∼
N(0, 1), i = 1, . . .m. Finally we apply an orthogonal rotation to Z by sampling an
orthogonal matrix U randomly from the Haar measure and set X = UZ.
We repeated the described experiment 750 times for each value of m. The results can
be seen in Fig.5.1. MTFL-2G performed comparably to Ridge Regression and MTFL.
It is interesting to see that when the training size is very small (m = 10), RR performs
significantly better than MTFL. This may be due to negative transfer of knowledge
between tasks in separate groups. All of our methods performed better than both Ridge
Regression and MTFL. OrthoMTL-C gives the best results, followed by OrthoMTL-EN
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Figure 5.1.: Synthetic data: Comparison between Ridge Regression (RR), Multitask
Feature Learning (MTFL) [8], OrthoMTL, OrthoMTL-C and OrthoMTL-EN.
and OrthoMTL. We have applied a paired t-test to check whether the difference between
OrthoMTL-C and OrthoMTL-EN and either Ridge Regression or MTFL is equal to 0
and obtained a p-value below 10−7 for training set sizes below 45.
5.5.2. JAFFE dataset
The first experiment considered the Japanese Female Facial Expression (JAFFE) database
[124]. It is composed of 213 images of 10 subjects displaying a range of expressions,
as shown in Fig.5.2. There are 7, mutually exclusive, emotion classes that need to be
detected. Given an unlabeled image, the objective is to predict the emotion expressed in
it.
Figure 5.2.: Sample images taken from the JAFFE dataset.
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Figure 5.3.: JAFFE dataset: Comparison between Ridge Regression (RR), Multitask
Feature Learning (MTFL), MTFL-2G, OrthoMTL and OrthoMTL-EN.
We represented an input image in the following manner. First, we extracted the face
from the background. To this end, we used the OpenCV implementation of the Viola
and Jones face detector [212] to detect the face and eyes in the image. After that, we
rotated the face so that the eyes are horizontally aligned. Finally, we rescaled the face to
a 200 × 200 size image. In order to obtain a descriptor of the textures of the image we
used the Local Phase Quantization (LPQ) [152]. Specifically, we divided every image
into 5 × 5 non overlapping regions. We computed the LPQ descriptor for each region
and we created the image descriptor by concatenating all the LPQ descriptors. Finally
we applied Principal Component Analysis to extract as many components as necessary
to describe 99% of the data variance. After this process, we obtained a descriptor with
203 attributes for each image.
As discussed in Section 5.1, we assume that the features which are useful for recogniz-
ing the emotion are different from those which are useful for recognizing the identity
of the subject. Therefore, it seems appropriate to apply our method when the principal
tasks are those related to predicting the emotion and the auxiliary tasks are those related
to the prediction of the identity. Each task discriminates one class from the others (one
versus all), so that we have 7 tasks in the first group (one for each emotion) and 10 tasks
in the second group (one for each actor).
In this experiment we randomly select m instances as a training set and use the remain-
ing ones as a test set. We ran the experiments for different values of m and plot the
learning curve. The experiments were executed 200 times and the results are shown in
Fig.5.3.
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Figure 5.4.: Tasks correlation matrix learned by different methods: OrthoMTL-EN
(top left), OrthoMTL (top right), MTFL-2G (bottom left), MTFL (bottom middle),
and Ridge Regression (bottom right), Red (resp. blue) denotes high (resp. low) in-
tensity values.
As we see, both OrthoMTL-EN and OrthoMTL outperform the other approaches, the
improvement being more evident when the training set is small. This is reasonable since
the prior information (the emotion tasks are unrelated to the identity tasks) is more use-
ful when the data are scarce. On the other hand, when the training size increases, the
prior information provided by the regularizer becomes comparatively less important
with respect to the one provided by the training set. We have applied a paired t-test
between our methods and either MTFL, MTFL-2G and Ridge Regression, obtaining al-
ways a p-value below 10−3 for any value of m. This result supports the hypothesis that
the differences between both kinds of approaches are significant. In this experiment,
OrthoMTL-C performed comparably to Ridge Regression. To try to explain this poor
behaviour, let us recall that the term that makes the problem convex in Theorem 5.4.1 is
data dependent. We hypothesize that this performance may be caused by the convexifi-
cation carried out, which using this dataset may lead to a big perturbation of the original
problem.
We also report in Fig.5.4 the task correlation matrix [W,V ]>[W,V ] learned by different
methods. As we can see, the off-diagonal blocks of this matrix, which are formed by the
inner products between tasks of different groups, are much smaller than the elements
in the diagonal blocks, which correspond to inner products between tasks in the same
group. This effect is more pronounced in the case of our methods, indicating that they
can take advantage of the information contained in the auxiliary tasks.
In a separate experiment, we considered a transfer learning problem with the aim of
comparing OrthoMTL-EN with the Bilinear Model proposed in [194]. A transfer learn-
ing problem requires test instances for identities which are not present in the training set.
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Figure 5.5.: JAFFE dataset: Comparison between Bilinear Model and OrthoMTL-EN
in a transfer learning experiment – see text for description.
To do so, we used a leave-one-subject-out strategy. We consider this new setting here so
that the algorithm in [194] can be applied. To tune the parameters of the Bilinear Model
we also followed a cross-validation process. We ran the whole process 10 times (that
is, each subject has been in the test set 10 times) and the results are shown in Fig.5.5.
According to our findings, our approach clearly outperforms the Bilinear Model for this
dataset. The resulting p-value is below 0.01, supporting our claim.
5.5.3. Shoulder pain dataset
As a final test, we apply our methods to the UNBC-McMaster Shoulder Pain Expression
Archive [123]. This data set contains video clips of the faces of people who suffer
from shoulder pain while performing active and passive exercises. It presents higher
variability than the stereotypical acted expressions of the dataset used in Section 5.5.2.
The portion of this data set which is publicly available contains 200 video clips of facial
expressions from 25 patients. The data set provides 66 tracked landmarks points of the
face for each frame of each clip. Each frame is also coded in terms of the The Prkachin
and Solomon pain intensity (PSPI) scale, which is the only standard metric which can
define pain on a frame-by-frame basis [161]. Our task here is to recognize if a frame of
a clip shows a pain expression (i.e., pain value bigger than 0) or not. Instead of texture
features, in this experiment the attributes consist of distances of several not-crossing
segments between provided landmarks points as shown in Fig.5.6 (left). This set of
attributes contains rich information about the deformation of local areas of the face.
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Figure 5.6.: Left: Landmark points and edges used to build the attributes for the
UNBC-McMaster Shoulder Pain Expression Archive (selected according to Figure
shown in [123]). Right: Comparison between Ridge Regression (RR), Multitask Fea-
ture Learning (MTFL), OrthoMTL-EN, OrthoMTL and OrthoMTL-C on the UNBC-
McMaster Shoulder Pain Expression Archive Database.
Given that this is a naturalistic dataset, there are no guarantees about the distribution of
expressions across subjects (for example, certain facial expressions may be more present
in some subjects). Here we use again the assumption that affective state detection, and
particularly pain detection, is unrelated to identity recognition. To test the algorithm,
the experiments were carried out using a leave-one-subject-out protocol. At each step,
the frames from one patient were used as test set and a percentage of 0.1%, 0.125%, . . .
, 0.325% randomly selected frames from the remaining 24 patients were used as the
training set. The process was repeated until all the subjects were used as the testing set
once. The whole protocol was executed 30 times. The mean results (using Area Under
the Curve as a measure of accuracy) are reported in Fig.5.6 (right).
As it can be noted, all of OrthoMTL-EN, OrthoMTL-C and OrthoMTL perform signif-
icantly better than their competitors (MTFL and Ridge Regression). The advantage of
our methods is particularly clear in the case of OrthoMTL-EN which performs the best.
OrthoMTL also performs well, especially as the training set decreases: by applying a
paired t-test, we observe that when the training set is small, m = 48 (corresponding to
0.1% of the number of available frames), the difference between each of our methods
and both MTFL or Ridge Regression is significant (p < 10−3) and it remains significant
as the training set increases to m = 140 (p < 0.025).
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5.6. Discussion
In this chapter we have focused on a scenario that commonly arises when working with
multi-aspect datasets in a supervised learning context. We addressed the problem in
which two (or more) groups of supervised learning tasks are unrelated in the sense that
they involve different linear discriminative features of the same input data. At first sight
it seems surprising that we can exploit one group of tasks to improve learning of the
other group. However, the fact that the two groups of tasks use different features pro-
vides an implicit constraint about which features could be used by each group, thereby
helping the learning process.
We proposed a regularization formulation based on orthogonality, which incorporates
this information in the learning method. The regularizer encourages both a low di-
mensional representation and penalizes the inner product between any pair of weight
vectors of tasks from different groups. The implication of this constraint is that we
look for common sparse representations within each group of tasks and also that tasks
from different groups share as few features as possible. The resulting regularizer is non-
convex, which led us to explore a convex modification of our approach. The resulting
regularizer depends on three parameters, as specified in eq. (5.9). For special choices of
these parameters, the resulting method reduces to Multitask Feature Learning [8] and to
Ridge Regression (independent tasks learning).
To validate the advantages of our approach, we presented experiments on synthetic
and real datasets comparing our algorithms with corresponding competitors. The ex-
perimental results indicate that the proposed approaches consistently improve over the
other methods, supporting our hypothesis that taking into account independence helps
discriminate features for tasks in different groups.
Given the unrelatedness between tasks of different groups, we hypothesized that the
application of traditional MTL methods on all tasks may lead to negative transfer. We
found this phenomena in the synthetic experiment and in one real dataset experiment, in
which MTFL was outperformed by RR (independent learning) in some of the regimes
tried. Our framework is effective in avoiding this behaviour by exploiting the side in-
formation about the relations between tasks. In the remaining real dataset experiment,
MTFL did consistently improved over RR. Hence, there is apparently positive transfer
between tasks of different groups. Even in this case, our methods lead to significantly
better performance.
It is however unclear whether the convexification of OrthoMTL leads to improvements:
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we obtained good results on the synthetic dataset and one real dataset but no improve-
ment was observed on the other real dataset. A possible explanation of those results
can be found by observing that the convexification of the approach depends on the input
data (see Theorem 5.4.1), and in some cases the input data may lead to a big perturba-
tion of the original problem. This explanation is bolstered by the results obtained using
a relaxed version of the previous approach, in which all regularization parameters are
tuned by cross validation. This more general method (OrthoMTL-EN) obtains the best
results in both real datasets tried.
Multilinear models could be also useful for managing multi-aspect data. As reviewed in
Chapter 3, those methods have proved succesful for extracting meaningful information
related to different aspects from the data in an unsupervised way. Although some efforts
have been made in the supervised learning context [194], the resulting approach, based
on rearranging the data instances in a tensor, presents a number of limitations that make
it not always suitable to applications in which the training sets are not equally distributed
among the elements of the aspects and when the variability between instances belonging
to the same combination of elements is very high. The results of the experiment com-
paring that approach with OrthoMTL, shown in Fig.5.5, make those limitations clear.
Furthermore, that framework does not allow for addressing regression problems, while
our approach is general to different learning problems.
The work presented in this section can be extended in different directions. On the theo-
retical side, it would be valuable to investigate whether the improved generalization per-
formance of the method could be supported by a statistical analysis. When the weights
of the auxiliary tasks are known a priori such a result would follow from the analysis
in [128]. However when both the primary and auxiliary tasks need to be estimated from
data, the above problem remains to be understood. On the practical side, it may be
valuable to explore the application of our approach in the context of hierarchical clas-
sification where recent work has considered the incorporation of orthogonal constraints
[225]. The ideas presented here could also be applied to matrix completion problems
such as those arising in the context of collaborative filtering.
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6. Multilinear Multitask Learning
In the previous chapter, we considered multi-aspect datasets with the objective of learn-
ing information about a particular aspect of interest. The underlying principle in the
method developed in the previous chapter, OrthoMTL, was to filter out the information
pertaining to the secondary aspects of the data. That is useful whenever we require a
model to be robust to changes in those secondary aspects. In the example of emotion
recognition from several subjects, our framework is able to predict emotions from peo-
ple that do not appear in the training set. This is possible because the secondary aspect
is not needed in the recognition stage. However, there are many cases where the sec-
ondary aspects of the data are known for the test instances, thus it is desirable to make
use of this valuable additional information. In this chapter, we develop a framework that
is motivated by this situation.
6.1. Problem statement
Many real world datasets can be organized into multi-modal structures. With such
datasets, the tasks to be learned can be referenced by multiple indices. For example,
consider a task of predicting restaurant ratings by a specific restaurant critic, given a
restaurant as an input query. We can then extend the problem to predicting the ratings
by N critics. This will lead to N tasks, each of them referenced by a single index
i ∈ [N ]. MTL methods attempt to learn the functions that model all N tasks together
by exploiting the common trends among all of the critics as well as their individual
preferences.
Traditional MTL methods do not consider any additional inherent structure in the dataset
and therefore the referencing of the tasks is simplified to a single index i as in the pre-
vious case. However, it is clear that a loss of information would arise if these methods
were applied to datasets that are defined by multiple indices. For example, if our restau-
rant critics rated M separate characteristics of each restaurant, this would give rise to a
second index j ranging from 1 to M . This 2-dimensional indexing information would
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be lost in a traditional MTL approach. We can find another example in Facial Action
Coding System (FACS). It constitutes the standard codification system to precisely de-
scribe facial expressions. It is based on the decomposition of the facial expression in
terms of a set of Action Units (AUs). Each AU makes reference to the activation of a set
of facial muscle groups. Hence, one may consider learning how to recognize the degree
of activation of each AU (index j) for each subject (index i).
In this chapter, we propose to extend the method developed in [8], which is based on
learning a common set of linear features for all tasks, to consider the inherent structures
in such kind of datasets by explicitly bringing into account the multi-index information
which is associated with the tasks. In Chapter 3 we studied the concept of mode as a
set of indices by which data might be classified. For this reason it is natural to use mul-
tilinear models to represent structural information defining the relations between tasks.
We will refer to our proposed framework as Multilinear Multitask Learning (MLMTL).
Multilinear models have been shown to be effective in determining separate underlying
factors in data (see Section 3.4.1). In this chapter we form a multilinear model by struc-
turing the weight parameters of all tasks into a tensor (see Fig.6.1). This is a departure
from previous studies, where the multilinear decomposition was applied directly to the
input data, obtaining unsupervised learning models which can be seen as higher-order
generalizations of principal component analysis. The tensor representation allows us to
account for the multimodal interactions between the tasks. In addition, our approach
provides a means to make predictions even in absence of training data for one or more
of the tasks, which hereafter we will refer to as zero-shot transfer learning [156]. As
an illustration, an estimate for the (i, j)-task can be obtained provided that there exists
at least one task (i, k), k 6= j and one other task (`, j), ` 6= i such that both tasks have
available training data.
In order to formulate MLMTL, we follow a complexity regularization approach which
encourages low rank matricizations [100] of the weight tensor. This regularizer favours
simple solutions, where simplicity is measured by the degrees of freedom of the tensor.
The resulting regularization term gives rise to a non convex minimization problem. This
leads us to explore two learning approaches based on convex and non-convex problems
respectively.
The first of our learning approaches involves a convex relaxation of the original mini-
mization problem. This solution is based on several recent studies which have shown
that the use of the trace norm of tensors provides close convex approximations of similar
minimization problems [64, 117, 183, 186, 198].
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Figure 6.1.: Weight tensor modelling the relation between learning tasks to recognize
several AUs from different subjects.
For our second approach we investigate a different strategy that makes use of an al-
ternating minimization scheme for the Tucker decomposed components of the original
weight tensor.
In summary, the main contributions of this chapter are:
• The extension of multitask learning to account for multi-modal relationships be-
tween tasks using multilinear models;
• Introducing a framework capable of zero-shot transfer learning with multilinear
models.
• The introduction of an alternating minimization algorithm for MLMTL which
implements the Tucker decomposition;
The remainder of this chapter is organized as follows. In Section 6.2, we describe
the proposed learning problem, and provide insights for its interpretation. In the fol-
lowing two sections, we describe two alternative ways to obtain solutions to the pro-
posed problem: Section 6.3 describes a convex relaxation of the learning problem, and
Section 6.4 presents an alternating minimization algorithm for the Tucker decomposi-
tion. In Section 6.5 we compare the proposed tensor based methods with respect to their
matrix based MTL counterparts, in addition to non MTL baseline models. Finally, in
Section 6.6 we conclude with a discussion of the results obtained and propose potential
applications of this framework, emphasizing its zero-shot transfer learning capabilities.
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Definition Notation
The set of natural numbers from 1 to N [N ]
Vectors Lower case letters, e.g: w
Matrices Upper case letters, e.g: W
Higher order tensor Boldface Euler scripts, e.g: W
Inner product 〈·, ·〉
n-th matricization of a tensorW W(n)
n-mode product of a tensorW and a matrix U W ×n U
Kronecker product ⊗
n-rank of a tensorW rankn (W)
Number of dimensions of the data d
Number of instances for task t mt
i-th labeled instance for task t (xti, yti) ∈ Rd × R
Weight vector for task t wt
Frobenius norm ‖·‖Fr
Trace norm ‖·‖Tr
Loss function `(z, y), e.g: `(z, y) = (z − y)2
Table 6.1.: Index of the notation employed in this chapter.
6.2. MLMTL framework
In Tab.6.1 we summarize the notation used in this chapter. We recall from Chapter 3
that a matricization of a tensor is a rearrangement of all the elements of the tensor to
form a matrix. In particular, the mode-n matricization is obtained by concatenating the
mode-n fibers of a tensor. The n-rank of a tensor is the rank of the mode-nmatricization
of the tensor, and the n-mode product of a tensor A with a matrix U , B = A ×n U ,
is such that B(n) = UA(n). See Section 3.2.1 for a more detailed description of those
concepts.
We consider a set of T linear regression tasks, where each of them is associated with two
or more indices so that their weight vectors can be arranged in a tensorW ∈ Rp1×···×pN .
We regard the d×T matrix [w1, . . . , wT ] as the mode-1 matricization,W(1), of the tensor
W . Thus p1 = d, T = ∏Nn=2 pn and the index t can be identified by the multi-index
(i2, . . . , iN) ∈ [p2]× · · · × [pN ]. We also use the shorthand notation for the data term
F (W) =
T∑
t=1
mt∑
i=1
`(〈xti, wt〉, yti) (6.1)
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We estimate the regression vectors as the solution of the joint optimization problem
min {F (W) + γR(W)} (6.2)
where γ is a positive parameter which may be chosen by cross validation. The regu-
larizer R encourages common structure between the tasks. In particular, our goal is to
encourage tensors which involve a small number of “degrees of freedom”. To this end, a
natural choice is to consider the average of the ranks of the matricizations of the tensors.
Specifically, we define
R(W) = 1
N
N∑
n=1
rankn(W). (6.3)
Figure 6.2.: The matricizations of the 3-mode tensor shown in Fig.6.1.
An immediate advantage of this regularizer is that the ranks of all the matricizations are
considered simultaneously. In order to understand the effect of this, let us analyze the
implications of constraining the rank of each matricization separately. For simplicity,
we will consider an N = 3-mode tensor composed of S subjects and R elements of a
different mode of interest, such as AUs. Hence the total number of tasks is T = RS.
We note that this example can be easily extended to bigger N .
If we only constrain the rank of the first matricization, W(1), which corresponds to the
weights (Fig.6.2, left), then we are considering exactly the same problem as in multitask
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feature learning in eq. (2.16). Thus, in this case the weights of all tasks are assumed to
lie on a common low-dimensional subspace.
The second matricization, W(2) (Fig.6.2, top, right) corresponds to the AUs, thus by
regularizing its rank, we limit the information regarding the R AUs to have as low
dimensionality as possible. To see this more clearly we can reformulate this scenario as
a regular multitask learning problem with R tasks, one for each AU. To do so, we group
the inputs and the outputs related to the same AU r in the following way:
X˜r =

X(r,1) 0 · · · 0
0 X(r,2) · · · 0
...
... . . . 0
0 0 0 X(r,S)
 , y˜
r =

y(r,1)
y(r,2)
...
y(r,S)
 , (6.4)
for each r ∈ [R], where X(r,s) and y(r,s) are the inputs and outputs of all training
instances associated simultaneously to AU r and subject s. Thus, X˜r ∈ RdS×mr ,
y˜r ∈ Rmr , where mr is the number of training instances from AU r. Then we con-
sider the problem:
W(2) = argmin
W
R∑
r=1
mr∑
i=1
`(〈x˜ri , wRr 〉, y˜ri ) + γrank (W ) , (6.5)
where wRr ∈ RdS is the r-th row of W(2). The regularizer based on the rank makes
this problem equivalent to learning a solution, W(2), that can be decomposed such that
wRr = BRaRr , where BR ∈ RdS×KR and aRr ∈ RKR . The matrix B can be expressed
as BR =
[
BR,1
>
, BR,2
>
, . . . BR,S
>], where each matrix BR,s, ∀s ∈ [S], is the learned
embeddings for mapping the input data belonging to subject s to a common representa-
tion invariant across subjects, in a KR dimensional space. This invariant representation
will be useful for learning the R AUs recognition tasks. This is remarkably powerful,
for example let us assume that several subjects smile in different ways. Then matrix
BR has the capacity to learn the mapping from the pieces of the input data that encode
information about the smile of different subjects, say s1 and s2, to the same higher level
feature through bR,1k and b
R,2
k , for some k ∈ KR. The KR higher level features learned
from the data will be available for any task r by means of aRr ∈ RKR , which specifies
the way these learned features are linearly combined to obtain the weight vector wr for
AU r.
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Figure 6.3.: Tensor of weight vectors and two of its matricizations, illustrating the
scenario when some tasks receive no training instances.
A similar argument can be elaborated for the remaining mode(s) of the tensor. In our
example, W(3) (Fig.6.2, bottom, right), corresponds to the matricization associated to
the subjects. Thus constraining the rank of the third matricization leads to modelling all
information learned about the subjects in a low dimensional space. This is equivalent to
learning a BS =
[
BS,1
>
, BS,2
>
, . . . BS,R
>], in which each BS,r ∈ Rd×KS is composed
of projections that are useful for detection of AU r. Hence, the resultantKS-dimensional
space conveys high-level features for AUs detection, invariant to the AUs themselves.
For example, bS,1k and b
S,2
k could refer to the amount of wrinkles caused when AUs 1 and
2 are active. The importance of those higher level features depends on each particular
subject s, and will be encoded in aSs . For example, if subject s corresponds to an elder
person, then aSs,k may be near 0, as wrinkles are not that discriminative for AUs on a
person that normally has wrinkles.
With this understanding about the effect of regularizing the different matricizations in
isolation, we can expect that constraining the rank of the matricizations jointly, as con-
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sidered in problem (6.2-6.3), combines all these effects.
As outlined in Section 6.1, MLMTL is capable of zero-shot transfer learning, estimating
the weights of a task even when there are no training instances available for it, as shown
in Fig.6.3 (top). To see this, let us assume that task t has no training instances. If one
constrains only the rank of the weights matricization, W(1) (see Fig.6.3, bottom-left),
then its t-th row cannot be estimated as there is no according information available. On
the other hand, if one constrains any other matricization, for example W(2) (see Fig.6.3,
bottom-right), all rows and all columns contain information (coloured in blue in the
image) and thus, the whole matrix can be estimated.
Another way to view the regularization of all matricizations simultaneously is by relat-
ing it to the Tucker decomposition. Recall from Section 3.2.2.2 that the Tucker decom-
position of a tensor establishes that any tensorW ∈ Rp1×p2×...×pN can be decomposed
as follows:
W = G ×1 A(1) · · · ×N A(N). (6.6)
where A(n) ∈ Rpn×kn , n ∈ [N ], are called the factor matrices, and G ∈ Rk1×...×kN is the
core tensor and models the interaction between factors.
It can be proved [51] that the rank of the n-th matricization of a tensorW is equal to the
dimension of the n-th mode of its core tensor G. Hence, by minimizing simultaneously
the ranks of the matricizations of W as in problem (6.2-6.3), we are decreasing the
degrees of freedom by constraining the dimensions of the core tensor.
6.3. Convex relaxation
Problem (6.2-6.3) is non-convex because of the rank function operating on each matri-
cization. Finding a convex relaxation of R (·) has been the objective of recent works
[64, 117, 186]. All of them suggest to use the trace norm for tensors as a good convex
proxy. This is defined as the average of the trace norm of each matricization ofW ,
‖W‖Tr =
1
N
N∑
n=1
‖W(n)‖Tr (6.7)
We highlight that the regularizer in this problem is a convex approximation of the av-
erage of the ranks of the matricizations, but unlike the matrix, this approximation may
not be the best one, as noted in [183].
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Note that in the particular case of a 2-order tensor, eq. (6.7) coincides with the usual
notion of the trace norm of a matrix. This observation motivates us to consider the
convex problem
min
W
{
F (W) + γ ‖W‖Tr
}
. (6.8)
When N = 2 the problem (6.8) is equivalent to the one proposed in [8]. However,
if N > 2, problem (6.8) is more difficult to solve due to the composite nature of the
regularizer (6.7). To explain this observation, we introduce N auxiliary tensors Bn ∈
Rp1×···×pN , n ∈ [N ], each of which represents a version of the original tensorW . With
this notation, problem (6.8) can be reformulated as1
min
W,B1,...,BN
{
F (W) + γ
N∑
n=1
∥∥∥(Bn)(n)∥∥∥Tr s.t :Bn = W , n ∈ [N ]
}
(6.9)
where all the trace norm regularizers on the auxiliary matrices are related through the
equality constraints.
As noted by [64] and [183] problem (6.9) can be solved by the alternating direction
method of multipliers (ADMM) [see e.g. 23]. This optimization strategy allows prob-
lem (6.9) to be decoupled into independent subproblems which no longer have inter-
dependent trace norm constraints. This decoupling is achieved by introducing a set of
Lagrange multipliers Cn, ∀n ∈ [N ]. The resultant augmented Lagrangian function is
L (W ,C,B) = F (W) +
N∑
n=1
(
γ
∥∥∥(Bn)(n)∥∥∥Tr
−〈Cn,W −Bn〉+ β2 ‖W −Bn‖
2
Fr
)
(6.10)
for some β > 0, where the inner product between tensors is defined as the regular
inner product between the vectorized form of the tensors. We will describe in detail
an algorithm to solve problem (6.10) in the next chapter, as it is key for the approach
described there.
The main advantage of this approach is that it always obtains the global solution of
problem (6.7). However the fact that the outputs of the algorithm are the weight vectors
themselves leads to two important drawbacks. First, transfer learning is not possible
directly from the model. This is because the factors (see equation (6.6) below) are
1The somewhat cumbersome notation Bn(n) denotes the mode-n matricization of tensor Bn, that is,
Bn(n) = (Bn)(n).
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learned implicitly but one does not have access to them under this approach. Therefore,
if we want to add a new entity (e.g. a new restaurant in the example described in the
introduction), the whole algorithm needs to be run again from scratch. The second
drawback is related to memory requirements. In some problems, dealing with the whole
weight tensor W can be problematic since this can be very large. Furthermore, this
approach needs to keep N + 1 versions of the tensor in memory so the total memory
needed to run the algorithm is O
(
(N + 1)∏Nn=1 pn), which can be unfeasible in many
cases. Also, note that this approach does not optimize the original problem but a convex
approximation of it. To overcome these shortcomings, we propose a new method in the
following section.
6.4. Approach based on the Tucker Decomposition
In this section, we describe an alternative method which encourages low rank repre-
sentations of the tensor using the Tucker decomposition, [see e.g. 100]. To do so, we
minimize the error term F (W), expressing the learning tensor using its Tucker decom-
position as in eq. (6.6). Note that the Tucker decomposition is invariant under multi-
plication and division of different factors by the same scalar. With the aim of avoiding
this issue and reducing overfitting, we add Frobenius norm regularization terms to the
components. The resultant problem is
min
G,A(1),...,A(N)
H(G, A(1), . . . , A(N))
where we defined
H(G, A(1), . . . , A(N)) := F (G ×1 A(1) · · · ×N A(N))
+α
(
‖G‖2Fr +
N∑
n=1
∥∥∥A(n)∥∥∥2
Fr
)
(6.11)
and α is a regularization parameter. Although the regularization term is heuristic in
nature, we argue in Section 6.5 that it helps avoiding overfitting.
We attempt to solve problem (6.11) by alternate minimization, where in each step we
fix all components but one and solve the resultant convex problem. We distinguish three
different cases: minimizing over G, over A(1) (the set of components for the input data),
and over A(n) for any n ∈ {2, . . . , N}.
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Minimizing over G. Equation (6.11) can be minimized over G by noticing that
wt = A(1)G(1)
(
A(N) ⊗ · · · ⊗ A(2)
)>
et (6.12)
where et ∈ RT is a vector such that ett = 1 and ets = 0 for s 6= t. Here, we express the
weight vector estimators in terms of the product of the first matricization of G with the
other factor matrices. This leads to the convex problem
min
G
T∑
t=1
mt∑
i=1
`
(
xt>i A
(1)G(1)
(
A(N) ⊗ · · · ⊗ A(2)
)>
et, yti
)
+ α ‖G‖2Fr
which we can solve by gradient descent if ` is differentiable. The gradient of H w.r.t
G(1) is given by
T∑
t=1
mt∑
i=1
`′i,tA
(1)>xtie
t> (A(N) ⊗ · · · ⊗ A(2))+ 2αG(1)
where `′i,t is the derivative of ` with respect to its first argument evaluated at
xt>i A
(1)G(1)
(
A(N) ⊗ · · · ⊗ A(2)
)>
et.
Finally, in order to obtain the tensor G, we only need to invert the matricization opera-
tion.
Minimizing over A(1). In this case, we can reuse the equality (6.12) to minimize
over A(1). This can be solved by gradient descent, where the gradient of H w.r.t. to A(1)
is given by
T∑
t=1
mt∑
i=1
`′i,tx
t
ie
t> (A(N) ⊗ · · · ⊗ A(2))G>(1) + 2αA(1).
Minimizing over A(n), n ∈ {2, . . . , N}. This set of cases is more difficult to de-
scribe. In order to simplify the presentation we assume that N = 3 and n = 2, such that
W ∈ Rd×R×S , so that modes 2 and 3 are composed of R and S elements respectively
and the number of tasks is T = RS. The generalization to larger values is straightfor-
ward.
First of all, it is useful to note that the 2-mode splits all tasks into R sets, each of which
has S tasks. Then, we rearrange the input data belonging to each of those groups of
tasks such that for every r ∈ [R] we consider X˜r and y˜r as in eq. (6.4). Recall that X˜r
and y˜r contain all the mr training instances associated to the r-th element of the second
mode, such that X˜r ∈ RdS×mr , y˜r ∈ Rmr .
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Then, we can write
T∑
t=1
mt∑
i=1
`
(
xt>i W(1)e
t, yti
)
=
R∑
r=1
mr∑
i=1
`
(
x˜r>i W(2)e
r, y˜ri
)
=
R∑
r=1
mr∑
i=1
`
(
x˜r>i
(
A(3) ⊗ A(1)
)
G>(2)A
(2)>er, y˜ri
)
.
Notice that, unlike the previous cases, the columns of A(2)> are decoupled, so we can
solve instead R simpler problems. The corresponding gradient of H with respect to(
A(2)>
)
r
= A(2)>er is given by:
mr∑
i=1
`′i,rG(2)
(
A(3) ⊗ A(1)
)>
x˜ri + 2α
(
A(2)>
)
r
.
The local approach has a number of advantages derived from the explicit calculation of
the factors. First, it allows for adding new factors without the necessity of relearning
the previous factors, thereby allowing for transfer learning in a natural way. Second, the
memory needed is O
(∑N
n=1 pnkn +
∏N
n=1 kn
)
which can be much smaller than that of
the convex approach, particularly if kn  pn for some n ∈ [N ].
The main drawback of this approach is that the solution obtained is a local optimum,
and depends on the initialization of the algorithm. There is no guarantee about how far
this is from the global optimum, thus the solutions obtained may be poor. In this study
we initialize the parameters at random, sampling each of them from the standard normal
distribution, N (0, 1). A more elaborated initialization may lead to better performance.
6.5. Experiments
In this section we empirically test the performances of the proposed methods on multi-
aspect data with the objective of checking whether this new methods provide some
advantages over traditional MTL methods. With that aim, we conducted a set of exper-
iments on one synthetic dataset and two real world datasets. For each experiment we
explain the experimental procedure, and analyze the results. We compare the predictive
performance of the following five methods:
• Ridge Regression (RR): this model, chosen as a baseline, makes no assumption
regarding the relationships among the tasks.
• Multitask Feature Learning (MTFL): a convex MTL approach developed in [8],
and previously described in Section 2.3.3, which assumes that all tasks share a
common low dimensional representation of the data.
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• Matrix Factorization (MTL-NC): a non convex MTL approach consisting of ap-
plying the matrix based counterpart to the method proposed in Section 6.4.
• Convex Multilinear Multitask Learning (MLMTL-C): this approach, based on
tensor trace norm regularization, is described in Section 6.3 and corresponds to
an extension of MTFL to multilinear algebra.
• Non-convex Multilinear Multitask Learning (MLMTL-NC): this is the approach
proposed in Section 6.4.
The last two methods were implemented using the Tensor Toolbox [17]. The non-
convex methods (MTL-NC and MLMTL-NC) require the (Tucker) rank as a hyper-
parameter. The way this is chosen is described in each experiment. Additionally, all
methods have one further hyper-parameter which needs to be tuned. This is always
done by means of a validation set. The range of values explored for the hyperparameter
is 10s for s ∈ {−3, −2, −1, . . . , 4, 5, 6}. Preliminary experiments show that this range
empirically contains the best solution for all approaches.
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Figure 6.4.: Synthetic dataset: Mean Square Error (MSE) comparison between Ridge
Regression (RR), Multitask Feature Learning [8] (MTFL), Matrix Factorization MTL
(MTL-NC), Convex Multilinear Multitask Learning (MLMTL-C) and Non-convex
Multilinear Multitask Learning (MLMTL-NC).
6.5.1. Synthetic data
In order to test the implementation of the algorithms and to check whether the methods
lead to improvements, we created a synthetic dataset where the weight tensor is decom-
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posable as described in eq. (6.6). The dataset is generated as follows: we created a
set of T = 100 tasks, organized in an p2 × p3 grid where p2 = p3 = 10 and the input
data have dimensionality p1 = 10. The tasks’ weight vectors could consequently be
organized in an N = 3 mode tensorW ∈ Rp1×p2×p3 . Furthermore, this tensor was gen-
erated so that rankn (W) = 3, ∀n ∈ [N ]. In particular, every element in the tensor was
generated as wh1,h2,h3 =
∑3
k1,k2,k3=1 gk1,k2,k3a
(1)
h1,k1a
(2)
h2,k2a
(3)
h3,k3 , ∀h1 ∈ [p1], ∀h2 ∈ [p2],
∀h3 ∈ [p3], where all elements a(1)h1,k1 , a(2)h2,k2 , a(3)h3,k3 , gk1,k2,k3 are generated by randomly
sampling from a standard Gaussian distribution N (0, 1). For each task t = (i, j), a set
of m training instances xt1, . . . , x
t
m ∈ Rd were sampled from N (0, I) and the labels
were generated as the linear regression yti = w>t xti + ξti, where wt = W i,j and ξti are
sampled i.i.d. from N (0, 0.1). Similarly, a set of mval and mtest instances and their
corresponding labels were generated for each task for validation and testing purposes.
The validation set was used to tune the regularization parameter for all approaches. Ad-
ditionally for the factorization techniques (MTL-NC and MLMTL-NC), the number of
factors for each mode was fixed to the known values of the ranks.
In order to investigate the effect of the number of training samples available, we re-
peated the experiment 20 times, each has been done for several values of m in the range
[20, 100]. The average results are shown in Fig.6.4, where we see that all MTL ap-
proaches perform better than ridge regression as expected. Furthermore, we see that
among the convex approaches, MLMTL-C is slightly better than its matrix counterpart
MTFL although these differences are only significant for m < 60. Regarding the non-
convex approaches, we see that MLMTL-NC obtains the best performance with a clear
improvement with respect to all remaining approaches. Nevertheless, in the current set-
ting, the non-convex approaches have advantage in that the ground truth ranks of the
tensor are known for the synthetic dataset.
To test the sensitivity of the MLMTL-NC approach with respect to incorrect values
of the ranks, we carried out a similar experiment where we compared MLMTL-C
and several versions of MLMTL-NC, taking different values for the ranks. The re-
sults are shown in Fig.6.5. The MLMTL-NC approaches with ranks = (1, 1, 1) and
ranks = (2, 2, 2), which have ranks smaller than the true values, are not shown due to
very poor performance2. As expected, the best approach is the one where the n-rank
= (3, 3, 3) coincides with the actual ranks of the tensor. However, we see that MLMTL-
NC approaches with higher values of ranks perform quite similarly and in all of these
cases there is an improvement with respect to MLMTL-C approach. This supports the
2MLMTL-NC (2, 2, 2) approach obtains an error around 0.08 whereas the error of MLMTL-NC (1, 1, 1)
approach is above 0.16
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hypothesis that MLMTL-NC approach is quite insensitive to the values of ranks, as long
as they are an overestimation of the actual values.
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Figure 6.5.: Synthetic dataset: Mean Square Error (MSE) comparison between Con-
vex Multilinear Multitask Learning (MLMTL-C) and three versions of Non-convex
Multilinear Multitask Learning (MLMTL-NC) (having different values for the ranks).
6.5.2. Real data
In this section, we test the methods on two real world datasets. The two datasets are
composed of several regression functions to be learned for several subjects. In order
to test the generality of our framework, the datasets were chosen so that they differ
on the topic and kind of data. For both datasets we want to infer the weight tensor
W ∈ Rp1×p2×p3 , where p1 is the number of attributes, p2 is the number of tasks we want
to learn for each subject, and p3 is the number of subjects involved in the data.
In these experiments, in order to appraise the effect of discarding the information about
the mode related to subjects, we also compared with versions of the non-MLMTL ap-
proaches that ignore the subject identifier index and groups all of the instances. This
leads to a single generic impersonal predictor for each of the p2 tasks. The resulting ap-
proaches are denoted as GRR, GMTFL and GMTL-NC, where G stands for "grouped".
For the multilinear approaches, the value of each n-rank for MLMTL-NC was set to
min(10, pn) for both experiments. This value was chosen as a safe overestimate of the
true rank on these data. The results of the previous experiments, presented in Fig.6.5,
show that overestimates have a minimal effect on the final performance.
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6.5.2.1. Restaurant & Consumer Dataset
The Restaurant & Consumer Dataset [206] contains data to build a restaurant recom-
mender system where the objective is to predict consumer ratings given to different
restaurants. Each of the p3 = 138 consumers gave p2 = 3 scores for food quality, ser-
vice quality and overall quality. The dataset also contains p1 = 44 various descriptive
attributes of the restaurants (such as geographical position, cuisine type and price band).
We consider this to be a regression problem where the objective is to predict the scores
given the attributes of a restaurant as an input query. Since there are 138 consumers and
3 scores to predict, this leads to a multitask problem composed of 138 × 3 regression
tasks.
This experiment was conducted in a similar way to the synthetic dataset, so that the
training, validation and test sets were randomly selected for each task. The process was
repeated 20 times for each value of m ∈ {250, 500, . . . , 1500} and the average results
are shown in Fig.6.6.
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Figure 6.6.: Restaurant & Consumer Dataset: Mean Square Error (MSE) compari-
son between Ridge Regression (RR), Grouped Ridge Regression (GRR), Multitask
Feature Learning (MTFL) Grouped Multitask Feature Learning (GMTFL), Matrix
Factorization MTL (MTL-NC), Grouped Matrix Factorization (GMTL-NC), MTL
Convex Multilinear Multitask Learning (MLMTL-C) and Non-convex Multilinear
Multitask Learning (MLMTL-NC).
Analysing the results we can distinguish two regimes with respect to the training set
size. In the first one, where m < 750, MTL methods do not seem to lead to any advan-
tage. We observe that whenm = 250 the best method is RR (independent task learning),
whereas the worst convex method is MTFL. The poor performance of the latter can be
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explained by the fact that MTFL assumes homogeneous relationships between tasks.
This assumption does not hold here, and as a result negative transfer arises. MLMTL-C
performs better than MTFL, but still worse than RR, which suggests that a low number
of training instances does not provide sufficient information regarding all three modali-
ties of the tensor. The poor performance of non-convex methods in this regime may be
caused by local minima.
In the second regime, when m ≥ 750, we observe that both MLMTL approaches out-
perform the remaining methods. A set of paired t-tests conducted between each pair
of MLMTL and non-MLMTL shows that this improvement in the performance is sig-
nificant obtaining p-values below 0.01 in each case. This fact supports our hypothesis
about the multimodal relation among tasks and confirms that MLMTL can better take
advantage of this over conventional MTL methods. We also checked the significance
of the improvement observed between both MLMTL methods for m ≥ 750, obtaining
p-values< 0.025.
6.5.2.2. Shoulder pain dataset
In the second real world experiment we used the Shoulder Pain dataset [123], which was
also used in Section 5.5 and contains video clips of the faces of people experiencing
shoulder pain while performing active and passive exercises. In this case our objective
is to recognise the degree of intensity of several FACS Action Units (AU) [57] for each
of the patients. The importance of recognizing AUs activation is that the psychology
literature provides AU-based mathematical formulae for the recognition of emotion type
and intensity.
One common problem on this kind of data is that some subjects may not have shown
any intensity for specific AUs in the training set. For such AU/patient tasks, traditional
supervised learning approaches will not be effective. In contrast, MLMTL methods
can naturally handle this zero-shot transfer learning scenario. Therefore, in this dataset
we focus on assessing the performance of the methods in situations where no instances
are provided to learn some of the tasks. The performance of the approaches is measured
only on those tasks with no training instances, which we refer to as target tasks hereafter.
Let us recall that for each frame of the video, the facial expression is described by a set of
132 attributes (2D positions of 66 anatomical points). Furthermore, each frame has been
coded in terms of AUs related to expressions of pain. For the purpose of this experiment
we use the first five AUs, which are among the ones involved in pain expression [123].
These are AU4 (brow-lowering), AU6 (cheek-raising), AU7 (eyelid tightening), AU9
131
Multilinear Multitask Learning
(nose wrinkling), and AU10 (upper-lip raising). Each AU was coded on a scale of 5
levels of intensity. The objective is to learn how to recognize the intensity of each of the
p2 = 5 enumerated AUs for each of the p3 = 5 subjects by using the training instances
provided, which have a dimensionality of p1 = 132 attributes.
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Figure 6.7.: Shoulder Pain database: Mean Square Error (MSE) comparison between
Grouped Ridge Regression (GRR), Grouped Multitask Feature Learning (GMTFL),
Matrix Trace Norm Regularization (GMTL-NC), Convex Multilinear Multitask
Learning (MLMTL-C) and Non-Convex Multilinear Multitask Learning (MLMTL-
NC).
We randomly selected Ttarget = 2 tasks and exclude their data from the training set.
Similarly, another set of tasks Tvalidation = 2 were selected randomly for tuning the
hyperparameters so that at the training stage, no instances from these tasks were used.
Finally, the models used m ∈ {100, 200, . . . , 700} instances to estimate the remaining
tasks. Note that classic supervised learning approaches cannot learn predictors for tasks
where there are no training instances. Therefore, we only compare with the grouped
approaches (GRR, GMTFL and GMTL-NC). We ran 30 trials for each value of m, and
the averaged results are shown in Fig.6.7.
The results show that the tensor approaches outperform their matrix counterparts. A
paired t-test shows that the improvement between MLMTL-NC and any other matrix
approach is significant (p < 0.01) in all cases. Also we see that MLMTL-NC generally
outperforms MLMTL-C.
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6.6. Discussion
In this chapter, we investigated two approaches for multilinear multitask learning. The
first is an adaptation of the low-rank tensor recovery strategy which employs a convex
relaxation of the tensor decomposition problem. The second is based on an alternate
minimization algorithm which optimizes the original non-convex problem together with
a set of Frobenius norm regularizers to avoid overfitting. The experiments carried out on
both synthetic and real data support the hypothesis that employing multilinear methods
in the described MTL scenarios is advantageous.
These approaches are useful in a multitask learning scenario where there is a priori in-
formation about how tasks are related, and these relations are expressed as combinations
of prescribed aspects of data. This is the case for many real world datasets that contain
multiple aspects. Even though such datasets are now commonplace, often inter-task re-
lationships are only exploited in one modality such as in classical MTL. Furthermore,
we have seen that multilinear models can obtain predictors for tasks which have no
training instances, so long as there are enough training instances for other related tasks.
This could potentially be of significant value in scenarios where specific instances in the
data are missing or more difficult to gather.
MLMTL can open up a new way of designing affect recognitions experiments which
require natural behaviour data gathering. As mentioned in the introduction, collecting
data of this nature requires long recordings and/or inducing some stimulus on the sub-
jects in order to capture the desired affective states. This is particularly inconvenient
for strongly negative affective expressions, such as anxiety and pain, which raise eth-
ical concerns in inducing them. Let us for example consider the case of building a
system able to recognize when a person is feeling different degrees of pain by using
facial expressions as input data. This requires that we collect data from a set of patients
performing different exercises which make them feel pain. These data will be labelled
by a group of specialists, procedure which is usually very costly. Furthermore, we may
ask these patients to perform additional simple tasks with their face, such as raising the
eyebrows within an interval of time, smiling in the next interval and so on. These simple
tasks have two important properties. First, we do not need any specialist to label these
data; in fact, the labeling can be done automatically by inducing the subject to perform
particular gestures at predefined ranges of time. Second, these tasks are somehow re-
lated to the ones of interest to us, as they provide clues about the muscular movements
of the face of patients.
MLMTL is capable of extrapolating the information learned from auxiliary tasks in
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order to build the principal tasks for a new subject. The auxiliary tasks are required
to be both related to the principal tasks and very easy to label. In this way, one can
make use of the labelled instances of these auxiliary tasks to allow the model to learn
the information representing new users, and leverage the information from the training
set subjects to learn the task for the new subject.
The training process is illustrated in Fig.6.8, left, and we call it model construction.
When the system needs to be applied to a new subject, he/she is asked to perform the
simple exercises which comprise the auxiliary tasks. By doing this kind of calibration
process, the system obtains labelled data from the new patient about the auxiliary tasks.
This is useful for the model to acquire information regarding this new subject, so that
it can learn estimators for the principal tasks that are tailored to her/him. We call this
stage user calibration and it is illustrated in Fig.6.8, center. Finally the principal tasks
(pain recognition) can be tested on the new subject, as shown in Fig.6.8, right.
Figure 6.8.: Affect recognition models adapt themselves to operate on new subjects by
means of MLMTL.
The results in the experimental section, particularly those in Section 6.5.2.2 which show
that MLMTL methods are advantageous in zero-shot transfer learning settings, suggest
that the described data gathering process can be succesfully applied to the scenario
outlined above.
The framework explained in this chapter has recently been used and extended by other
researchers in [185], where the authors use reproducing kernel spaces to consider non
Euclidean features, such as graphs or probability distributions, in any mode of the ten-
sor. There have been other works that have independently considered problems that
share some points with the one explored here. For example, in [215] the authors con-
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sider a machine learning model tailored to the recognition of markers for Alzheimer’s
disease which involves learning several tasks across time. The problem can be seen as
learning a tensor of weights whose dimensions are: number of dimensions of the input
data, number of tasks, and time points. In their model the authors impose trace norm
regularization on the matricization related to the attributes, and a weighted sum of trace
norm and `2,1-norm regularization on the matricization related to the tasks, having no
constraints on the remaining matricization. Zero-shot transfer learning cannot be ex-
ploited in this case as all tasks receive the same instances. Another more recent work is
presented in [43], where the authors model how several annotators judge the output of
different machine translation systems. They model the problem using multitask Gaus-
sian Processes, where the task covariance matrix is expressed as the Kronecker product
of smaller kernels, one for each aspect of the data.
To conclude this chapter we would like to highlight two limitations of our methods that
may lead to further research. The first one is regarding the use of only one hyperparam-
eter to control the regularization over all matricizations of the tensor (γ in MLMTL-C
and α in MLMTL-NC). An avenue for further study would be to assign a hyperparame-
ter to each matricization regularizer, in order to trade-off the regularizing effect on each
matricization. An interesting goal would be to find a way to tune these hyperparame-
ters without any significant increase in computational expense. A second limitation is
that of scalability of the proposed algorithms to big tensors where the number of ele-
ments,
N∏
n=1
pn, is large. The datasets used in this chapter imply the use of small tensors of
weights, as otherwise the proposed algorithms would not be computationally feasible.
For example, a standard desktop computer is unable to run our algorithms with tensors
in R200×200×200×200. The study of scalable approaches based on concurrent algorithms
and perhaps different models is thus very appealing.
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7. A New Convex Relaxation for
Tensor Completion
In the previous chapter, we proposed and studied Multilinear Multitask Learning, a
framework that by means of multilinear algebra, can leverage the relation between tasks
when they can be referred by multiple indices. This framework can be cast as a more
general problem of learning a tensor from a set of linear measurements. This problem,
called tensor recovery, has attracted the attention of many researchers, [64, 117, 185,
186, 198, 199, 200], due to the wide range of applications it finds, such as collaborative
filtering [97], to computer vision [117], and medical imaging [64], among others. In
this chapter, we first describe a weakness of the most used convex method to tensor
completion. Then we propose a new convex method that avoids that weakness, and we
develop an algorithm for solving the associated regularization problem.
7.1. Problem statement
The most widely used convex approach to tensor recovery is based upon the extension of
trace norm regularization [190] to tensors. As we explained in Section 6.3, this involves
computing the average of the trace norm of each matricization of the tensor [100]. A key
insight behind using trace norm regularization for matrix completion is that this norm
provides a tight convex relaxation of the rank of a matrix defined on the spectral unit
ball [61]. Unfortunately, the extension of this methodology to the more general tensor
setting is not straightforward, as it imposes simultaneous constraints on the same tensor.
In particular, we shall prove that the tensor trace norm is not a tight convex relaxation
of the tensor rank.
This downside stems from the fact that the spectral norm, used to compute the con-
vex relaxation for the trace norm, is not an invariant property of the matricization of a
tensor. This observation leads us to take a different route and study afresh the convex re-
laxation of tensor rank on the Euclidean ball. We show that this relaxation is tighter than
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the tensor trace norm, and we describe a technique to solve the associated regulariza-
tion problem. This method builds upon the alternating direction method of multipliers
and a subgradient method to compute the proximity operator of the proposed regular-
izer. Furthermore, we present numerical experiments on one synthetic dataset and three
real-world datasets, which suggest that the proposed method improves significantly over
tensor trace norm regularization in terms of estimation error, while remaining computa-
tionally tractable.
The chapter is organized in the following manner. In Section 7.2, we describe the tensor
completion framework. In Section 7.3, we highlight some limitations of the tensor trace
norm regularizer and present an alternative convex relaxation for the tensor rank. In
Section 7.4, we describe a method to solve the associated regularization problem. In
Section 7.5, we report on our numerical experiments with the proposed method. Finally,
in Section 7.6, we summarize the main contributions of the chapter and discuss future
directions of research.
7.2. Tensor trace norm
In Tab.7.1 we summaryze the notation used in this chapter. We refer to Section 3.2.1
for more details. If x ∈ Rd then for every r ≤ s ≤ d, we define xr:s := (xi : r ≤ i ≤ s).
We also use the notation pmin = min{p1, . . . , pN} and pmax = max{p1, . . . , pN}.
We are now ready to describe the learning problem. We choose a linear operator I :
Rp1×···×pN → Rm, representing a set of linear measurements obtained from a target
tensorW0 as y = I(W0)+ξ, where ξ is some noise. Tensor completion is an important
Definition Notation
The set of natural numbers from 1 to N [N ]
Vectors Lower case letters, e.g: w
Matrices Upper case letters, e.g: W
Higher order tensor Boldface Euler scripts, e.g: W
Inner product 〈·, ·〉
n-th matricization of a tensorW W(n)
Vector of singular values of matrix W σ(W )
Frobenius norm ‖·‖Fr
Trace norm ‖·‖Tr
Spectral norm ‖·‖Sp
Table 7.1.: Index of the notation employed in this chapter.
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example of this setting; in this case the operator I returns the known elements of the
tensor. That is, we have I(W0) = (W0i1(j),...,iN (j) : j ∈ [m]), where for every j ∈ [m]
and n ∈ [N ], the index in(j) is a prescribed integer in the set [pn]. Our aim is to recover
the tensorW0 from the data (I, y). To this end, we solve the regularization problem
min
{
‖y − I(W)‖22 + γR(W) : W ∈ Rp1×···×pN
}
(7.1)
where γ is a positive parameter which may be chosen by cross validation. The role of
the regularizerR is to encourage solutionsW which have a simple structure in the sense
that they involve a small number of “degrees of freedom”. A natural choice [64, 117,
185, 186, 198, 199, 200], which we also made in the previous chapter, is to consider the
average of the rank of the tensor’s matricizations.
R(W) = 1
N
N∑
n=1
rank(W(n)). (7.2)
Finding a convex relaxation of this combinatorial regularizer has been the subject of
recent works [64, 117, 186]. They all propose to use the average of the trace norm of
each matricization ofW , that is,
‖W‖Tr = 1
N
N∑
n=1
‖W(n)‖Tr (7.3)
where ‖W(n)‖Tr is the trace (or nuclear) norm of matrix W(n), namely the `1-norm of
the vector of singular values of matrix W(n) (see, e.g. [78]).
S
y
x
f
f ∗∗
f ∗∗ is the convex envelope
of f in the set S
Figure 7.1.: Illustration of the convex envelope of a function f on a given set S.
In order to find a rationale behind the regularizer (7.3) let us recall the concept of convex
envelope. We say that the convex envelope of a function f on a set S is the largest convex
function f ∗∗ which is upper-bounded by f for all points in S (see Fig.7.1). The trace
norm is the convex envelope of the rank of a matrix on the spectral unit ball, see [61,
Thm. 1]. A way to proceed is by defining a function which behaves as the rank for all
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points in S, but becomes infinity for all points out of S: Ψ : Rp1×p2 → R ∪ {∞}
Ψ(W ) =
 rank(W ), if ‖W‖Sp ≤ 1+∞, otherwise (7.4)
where ‖ · ‖Sp is the spectral norm, that is, the largest singular value of W . The convex
envelope can be derived by computing the double convex conjugate of Ψ. This is defined
as
Ψ∗∗(W ) = sup
{
〈W,S〉 −Ψ∗(S) : S ∈ Rp1×p2
}
(7.5)
where Ψ∗ is the conjugate of Ψ, that is Ψ∗(S) = sup {〈W,S〉 −Ψ(W ) : W ∈ Rp1×p2}.
Note that Ψ is a spectral function, that is, Ψ(W ) = ψ(σ(W )) where ψ : Rd+ → R
denotes the associated symmetric function on the singular values. Using von Neumann’s
trace theorem (see e.g. [78]) it is easily seen that Ψ∗(S) is also a spectral function. That
is, Ψ∗(S) = ψ∗(σ(S)), where
ψ∗(σ) = sup
{
〈σ,w〉 − ψ(w) : w ∈ Rd
}
, with d := min(p1, p2).
We refer to [61] for a detailed discussion of these ideas. We will use this equivalence
between spectral and singular values functions repeatedly in this chapter.
7.3. Alternative convex relaxation
In this section, we show that the tensor trace norm is not a tight convex relaxation of the
tensor rank R in equation (7.2). We then propose an alternative convex relaxation for
this function.
Note that due to the composite nature of the function R, computing its convex envelope
is a challenging task and one needs to resort to approximations. In [185], the authors
note that the tensor trace norm ‖ · ‖Tr in equation (7.3) is a convex lower bound to R on
the set
SSp :=
{
W ∈ Rp1×···×pN :
∥∥∥W(n)∥∥∥Sp ≤ 1, ∀n ∈ [N ]
}
.
The key insight behind this observation is summarized in the following lemma.
Lemma 7.3.1. Let Q1, . . . ,QN be convex subsets of a Euclidean space and let D =⋂N
n=1Qn 6= ∅. Let g :
∏N
n=1Qn → R and let h : D → R be the function defined, for
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every x ∈ D, as h(x) = g(x, . . . , x). Then, for every x ∈ D, it holds that
h∗∗(x) ≥ g∗∗(x1, . . . , xN)
∣∣∣xn=x, ∀n∈[N ] .
Proof. Since the restriction of g on DN ⊆ ∏Nn=1Qn is equivalent to h, the convex
envelope of g when evaluated on the smaller set DN cannot be larger than the convex
envelope of h on D.
Using this result it is immediately possible to derive a convex lower bound for the func-
tion R in equation (7.2). Since the convex envelope of the rank function on the unit ball
of the spectral norm is the trace norm, using Lemma 7.3.1 withQn = {W : ‖W(n)‖Sp ≤
1} and
g(W1, . . . ,WN) = 1
N
N∑
n=1
rank((Wn)(n)),
we can conclude that the convex envelope of the function R on the set SSp is bounded
from below by 1
N
∑N
n=1 ‖W(n)‖Tr.
However, the authors of [185] leave open the question of whether the tensor trace norm
is the convex envelope of R on the set SSp. In the following, we prove that this question
has a negative answer by showing that there exists a convex function Ω 6= ‖ · ‖Tr which
minorizes the function R on SSp and such that for some tensor W ∈ SSp it holds that
Ω(W) > ‖W‖Tr.
To describe our observation we introduce the set
SFr :=
{
W ∈ Rp1×...×pN : ‖W‖Fr ≤ 1
}
where ‖ · ‖Fr is the Frobenius norm for tensors, that is,
‖W‖2Fr :=
p1∑
i1=1
· · ·
pN∑
iN=1
w2i1,...,iN .
We will choose
Ω(W) = Ωα(W) := 1
N
N∑
n=1
ω∗∗α
(
σ
(
W(n)
))
(7.6)
where ω∗∗α is the convex envelope of the cardinality of a vector on the `2-ball of radius α
and we will choose α = √pmin. Note, by Lemma 7.3.1, that for every α > 0, function
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Ωα is a convex lower bound of function R on the set αSFr.
Below, for every vector s ∈ Rd we denote by s↓ the vector obtained by reordering the
components of s so that they are non increasing in absolute value, that is |s↓1| ≥ · · · ≥
|s↓d|.
Lemma 7.3.2. Let ω∗∗α be the convex envelope of the cardinality on the `2-ball of radius
α. Then, for every x ∈ Rd such that ‖x‖2 = α, it holds that ω∗∗α (x) = card (x).
Proof. First, we note that the conjugate of the function card on the `2 ball of radius α is
given by the formula
ω∗α (s) = sup
‖y‖2≤α
{〈s, y〉 − card (y)} = max
r∈{0,...,d}
{α‖s↓1:r‖2 − r}. (7.7)
Hence, by the definition of the double conjugate, we have, for every s ∈ Rd that
ω∗∗α (x) ≥ 〈s, x〉 − max
r∈{0,...,d}
{α‖s↓1:r‖2 − r}.
In particular, if s = kx for some k > 0 this inequality becomes
ω∗∗α (x) ≥ k‖x‖22 − max
r∈{0,...,d}
(αk‖x↓1:r‖2 − r).
If k is large enough, the maximum is attained at r = card(x). Consequently,
ω∗∗α (x) ≥ kα2 − kα2 + card(x) = card(x).
By the definition of the convex envelope, it also holds that ω∗∗α (x) ≤ card(x). The result
follows.
The function ω∗∗α resembles the norm developed in [9], which corresponds to the convex
envelope of the indicator function of the cardinality of a vector in the `2 ball. The
extension of its application to tensors is not straightforward however, as it is necessary
to specify beforehand the rank of each matricization.
The next lemma together with Lemma 7.3.2 provide a sufficient condition for the exis-
tence of a tensor W ∈ SSp at which the regularizer in equation (7.6) is strictly larger
than the tensor trace norm.
Lemma 7.3.3. If N ≥ 3 and p1, . . . , pN are not all equal to each other, then there exists
W ∈ Rp1×···×pN such that: (a) ‖W‖Fr = √pmin, (b)W ∈ SSp, (c) min
n∈[N ]
rank(W(n)) <
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max
n∈[N ]
rank(W(n)).
Proof. Without loss of generality we assume that p1 ≤ · · · ≤ pN . By hypothesis
p1 < pN . First we consider the special case
p1 = · · · = pN−1, and pN = p1 + 1. (7.8)
We define a class of tensors W by choosing a singular value decomposition for their
mode-N matricization,
wi1,i2,...,iN =
pN∑
k=1
σku
k
iN
vki1,...,iN−1 (7.9)
where σ1 = · · · = σpN =
√
p1/(p1 + 1), the vectors uk ∈ RpN ,∀k ∈ [pN ] are orthonor-
mal and the vectors vk ∈ Rp1p2···pN−1 ,∀k ∈ [pN ] are orthonormal as well. Moreover, we
choose vk as
vki1,...,iN−1 =

1 if i1 = · · · = iN−1 = k, k < pN
1√
p1
if i2 = · · · = iN−1 = mod(i1, p1) + 1, k = pN
0 otherwise.
(7.10)
By construction the matrix W(N) has rank equal to pN and Frobenius norm equal to√
p1. Thus properties (a) and (c) hold true. It remains to show thatW satisfies property
(b). To this end, we will show, for every n ∈ [N ] and every x ∈ Rpn , that
‖W>(n)x‖2 ≤ ‖x‖2.
The case n = N is immediate. If n = 1 we have
‖W>(1)x‖22 =
∑
i2,...,iN
∑
k
σk
∑
i1
ukiNv
k
i1,...,iN−1xi1
2
=
∑
i2,...,iN
∑
k,`
∑
i1,j1
xi1xj1σkσ`u
k
iN
u`iNv
k
i1,i2,...,iN−1v
`
j1,i2,...,iN−1
=
∑
k
σ2k
∑
i1,j1
xi1xj1
 ∑
i2,...,iN−1
vki1,i2,...,iN−1v
k
j1,i2,...,iN−1

=
∑
k
σ2kx
2
k +
σ2pN
p1
∑
k
x2k = ‖x‖22
where we used
∑
iN u
k
iN
u`iN = δk,` in the third equality, equation (7.10) and a direct
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computation in the fourth equality, and the definition of σk in the last equality.
All other cases, that is n = 2, . . . , N − 1, are conceptually identical, so we only discuss
the case n = 2. We have
‖W>(2)x‖22 =
∑
i1,i3,...,iN
∑
k
σk
∑
i2
ukiNv
k
i1,...,iN−1xi2
2
=
∑
i1,i3,...,iN
∑
k,`
∑
i2,j2
xi2xj2σkσ`u
k
iN
u`iNv
k
i1,i2,...,iN−1v
`
i1,j2,...,iN−1
=
∑
k
σ2k
∑
i2,j2
xi2xj2 ∑
i1,i3,...,iN=1
vki1,i2,...,iN−1v
k
i1,j2,...,iN−1

=
∑
k
σ2kx
2
k +
σ2pN
p1
∑
k
x2k = ‖x‖22
where again we used
∑
iN u
k
iN
u`iN = δk,` in the third equality, equation (7.10) and a
direct computation in the fourth equality, and the definition of σk in the last equality.
Finally, if assumption (7.8) is not true we set wi1,...,iN = 0 if in ≥ p1 + 1, for some
n ≤ N − 1 or iN > p1 + 1. We then proceed as in the case p1 = · · · = pN−1 and
pN = p1 + 1.
Note that one can build infinitely many tensors following this process, since the left
singular vectors can be arbitrarily chosen in equation (7.9).
We are now ready to formulate the main result of this section.
Proposition 7.3.1. Let p1, . . . , pN ∈ N, let ‖ · ‖Tr be the tensor trace norm in equation
(7.3) and let Ωα be the function in equation (7.6) for α =
√
pmin. If pmin < pmax, then
there are infinitely many tensors W ∈ SSp such that R(W) ≥ Ωα(W) > ‖W‖Tr.
Moreover, for everyW ∈ SFr, it holds that Ω1(W) ≥ ‖W‖Tr.
Proof. By construction Ωα(W) ≤ R(W) for every W ∈ αSFr. Since SSp ⊂ αSFr
then Ωα is a convex lower bound for the tensor rank R on the set SSp as well. The first
claim now follows by Lemmas 7.3.2 and 7.3.3. Indeed, all tensors obtained following
the process described in the proof of Lemma 7.3.3 have the property that
‖W‖Tr = 1
N
N∑
n=1
‖σ(W(n))‖1 = 1
N
(
pmin(N − 1) +
√
p2min + pmin
)
<
1
N
(pmin(N − 1) + pmin + 1) = Ωα(W) = R(W).
Furthermore, as implied by Lemma 7.3.3, there are infinitely many such tensors which
satisfy this claim. With respect to the second claim, given that ω∗∗1 is the convex enve-
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lope of the cardinality function on the Euclidean unit ball in Rd, then ω∗∗1 (σ) ≥ ‖σ‖1
for every vector σ such that ‖σ‖2 ≤ 1. Consequently,
Ω1(W) = 1N
∑N
n=1 ω
∗∗
1
(
σ
(
W(n)
))
≥ 1
N
∑N
n=1 ‖σ(W(n))‖1 = ‖W‖Tr.
This result can be explained by noticing that the spectral norm is not an invariant prop-
erty of the matricization of a tensor, whereas the Frobenius (Euclidean) norm is. A
visual example illustrating this is shown in Fig.7.2. Here we consider a 4-mode tensor
of dimensions 2 × 2 × 2 × 2. The singular values of each matricization of that tensor
are shown in black. The smallest `∞ and `2 balls that contain these vectors are shown in
different colours. We notice that the same `2 ball tightly contains all vectors of singular
values, whereas there are several distinct `∞ balls. This observation leads us to further
study the function Ωα.
Vector of singular values of a matricization
Smallest `∞ ball containing each of the vectors
Smallest `∞ ball containing all vectors
Smallest `2 ball containing all vectors
Figure 7.2.: Example, using a 2×2×2×2 tensor, illustrating that the spectral norm is
not an invariant property across matricizations of a tensor, in contrast to the Frobenius
norm.
7.4. Optimization method
In this section, we explain how to solve the regularization problem associated with the
regularizer (7.6). For this purpose, we first recall the alternating direction method of
multipliers (ADMM) [23], which was applied to tensor trace norm regularization in
Section 6.3, and in other works such as [64, 185].
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7.4.1. Alternating Direction Method of Multipliers (ADMM)
In Section 6.3 we introduced ADMM as an optimization algorithm that allows to de-
couple the regularization term appearing in problem (7.3). In this section we explain
the details of ADMM considering a more general problem comprising both tensor trace
norm regularization and the regularizer we propose,
min
W
{
F (W) + γ
N∑
n=1
Ψ
(
W(n)
)}
(7.11)
where F (W) is an error term such as ‖y−I(W)‖22 and Ψ is a convex spectral function.
It is defined, for every matrix A, as
Ψ(A) = ψ(σ(A))
where ψ is a symmetric convex function invariant under permutations. In particular, if
ψ is the `1 norm then problem (7.11) corresponds to tensor trace norm regularization,
whereas if ψ = ω∗∗α it implements the proposed regularizer.
As we studied in Chapter 6, problem (7.11) poses some difficulties because the terms
under the summation are interdependent, due to the different matricizations ofW hav-
ing the same elements rearranged in a different way. The way ADMM overcomes this
problem is by introducing N auxiliary tensors, B1, . . . ,BN ∈ Rp1×···×pN , so that prob-
lem (7.11) can be reformulated as
min
W,B1,...,BN
{
1
γ
F (W) +
N∑
n=1
Ψ
(
Bn(n)
)
: Bn = W , n ∈ [N ]
}
(7.12)
The corresponding augmented Lagrangian (see e.g. [23, 25]) is given by
L (W ,B,C) = 1
γ
F (W)+
N∑
n=1
(
Ψ
(
Bn(n)
)
− 〈Cn,W −Bn〉+ β2 ‖W −Bn‖
2
Fr
)
,
(7.13)
where 〈·, ·〉 denotes the scalar product between tensors, β is a positive parameter and
C1, . . . ,CN ∈ Rp1×···×pN are the set of Lagrange multipliers associated with the con-
straints in problem (7.12).
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ADMM is based on the following iterative scheme
W [i+1] ← argmin
W
L
(
W ,B[i],C[i]
)
(7.14)
B[i+1]n ← argminBn L
(
W [i+1],B,C[i]
)
(7.15)
C[i+1]n ← C[i]n −
(
βW [i+1] −B[i+1]n
)
. (7.16)
Step (7.16) is straightforward, whereas step (7.14) is described in Section D.1 (also see
[64]). Here we focus on the step (7.15) since this is the only problem which involves
function Ψ. We restate it with more explanatory notations as
argmin
Bn(n)
{
Ψ
(
Bn(n)
)
−
〈
Cn(n),W(n) −Bn(n)
〉
+ β2
∥∥∥W(n) −Bn(n)∥∥∥2Fr
}
.
By completing the square in the right hand side, the solution of this problem is given by
Bˆn(n) = prox 1
β
Ψ (Z) := argmin
Bn(n)
{
1
β
Ψ
(
Bn(n)
)
+ 12
∥∥∥Bn(n) − Z∥∥∥2Fr
}
,
where Z = W(n) − 1βCn(n). By using properties of proximity operators (see e.g. [12,
Prop. 3.1]) we know that
prox 1
β
Ψ (Z) = UZdiag
(
prox 1
β
ψ (σ(Z))
)
V >Z ,
where UZ and VZ are the orthogonal matrices formed by the left and right singular
vectors of Z, respectively. If we choose ψ = ‖·‖1 the associated proximity operator is
the well-known soft thresholding operator, that is, prox 1
β
‖·‖1 (σ) = v, where the vector
v has components
vi = sign (σi) max
(
|σi| − 1
β
, 0
)
.
On the other hand, if we choose ψ = ω∗∗α , we need to compute prox 1
β
ω∗∗α . In the next
section, we describe a method to accomplish this task.
7.4.2. Computation of the proximity operator
To compute the proximity operator of the function 1
β
ω∗∗α we use several properties of
calculus of proximity operators. First, we use the formula (see e.g. [44]) proxg∗ (x) =
x− proxg (x) for g∗ = 1βω∗∗α . Next we use a property of conjugate functions from [181,
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74], which states that g(·) = 1
β
ω∗α(β·). Finally, by the scaling property of proximity
operators [44], we have that proxg (x) = 1βproxβω∗α (βx).
It remains to compute the proximity operator of a multiple of the function ω∗α in equation
(7.7), that is, for any β > 0, y ∈ S, we wish to compute
proxβω∗α (y) = argminw {h (w) : w ∈ S}
where we define S := {w ∈ Rd : w1 ≥ · · · ≥ wd ≥ 0} and
h (w) = 12 ‖w − y‖
2
2 + β
dmax
r=0
{α ‖w1:r‖2 − r} .
In order to solve this problem we employ the projected subgradient method, see e.g.
[26]. It consists in applying two steps at each iteration. First, it advances along a
negative subgradient of the current solution; second, it projects the resultant point onto
the feasible set S. In fact, according to [26], it is sufficient to compute an approximate
projection, a step which we describe in Section D.2. To compute a subgradient of h at
w, we first find any integer k such that k ∈ dargmax
r=0
{α ‖w1:r‖2 − r}. Then, we calculate
a subgradient g of the function h at w by the formula
gi =

(
1 + αβ‖w1:k‖2
)
wi − yi, if i ≤ k,
wi − yi, otherwise.
Now we have all the ingredients to apply the projected subgradient method, which is
summarized in Algorithm 7.1. In our implementation we stop the algorithm when an
update of wˆ is not made for more than 102 iterations.
7.5. Experiments
We conducted a set of experiments to assess whether there is any advantage in using
the proposed regularizer over the tensor trace norm for tensor completion. First, we
designed a synthetic experiment to evaluate the performance of both approaches under
controlled conditions. Then, we tried both methods on two tensor completion real data
problems. Finally, we repeated one experiment from Chapter 6 with the aim of testing
whether the proposed method leads to improvements in the MLMTL framework.
In all cases, we have used a validation procedure to tune the hyper-parameter γ, present
in both approaches, among the values {10j : j = −7,−6, . . . , 1}. In our proposed
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Algorithm 7.1 Computation of proxβω∗α(y)
Input: y ∈ Rd, α, β > 0.
Output: wˆ ∈ Rd.
Initialization: initial step τ 0 = 12 , initial and best found solution w
0 = wˆ = PS(y) ∈
Rd.
for t = 1, 2, . . . do
τ ← τ0√
t
Find k such that k ∈ argmax
{
α‖wt−11:r ‖2 − r : 0 ≤ r ≤ d
}
w˜1:k ← wt−11:k − τ
(
wt−11:k
(
1 + αβ‖wt−11:k ‖2
)
− y1:k
)
w˜k+1:d ← wt−1k+1:d − τ
(
wt−1k+1:d − yk+1:d
)
wt ← P˜S (w˜)
If h(wt) < h(wˆ) then wˆ ← wt
If “Stopping Condition = True” then terminate.
end for
approach there is one further hyper-parameter, α, to be specified. According to Lemma
7.3.2, it should take a value as close as possible to the Euclidean norm of the underlying
tensor. Since this is unknown, we propose to use the estimate
αˆ =
√√√√‖w‖22 + (mean(w)2 + var(w))
(
N∏
i=1
pi −m
)
,
where m is the number of known entries (training set size) and w ∈ Rm contains
their values. This estimator assumes that each value in the tensor is sampled from
N (mean(w), var(w)), where mean(w) and var(w) are the average and the variance of
the elements in w.
7.5.1. Synthetic data
We have generated a 3 mode tensorW0 ∈ R40×20×10 by the following procedure. First
we built a tensor W with ranks (12, 6, 3) using the Tucker decomposition (see e.g.
[100])
wi1,i2,i3 =
12∑
j1=1
6∑
j2=1
3∑
j3=1
gj1,j2,j3a
(1)
i1,j1a
(2)
i2,j2a
(3)
i3,j3 , (i1, i2, i3) ∈ [40]× [20]× [10]
where each entry of the Tucker decomposition components is sampled from the standard
Gaussian distribution N (0, 1). We then created the ground truth tensor W0 by using
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Figure 7.3.: Synthetic dataset: Root Mean Squared Error (RMSE) of tensor trace norm
and the proposed regularizer (left). Running time execution for different sizes of the
tensor (right).
the equation
w0i1,i2,i3 =
wi1,i2,i3 −mean(W)√
Mstd(W) + ξi1,i2,i3
where mean(W) and std(W) are the mean and standard deviation of the elements
of W , M is the total number of elements of W , and the ξi1,i2,i3 are i.i.d. Gaussian
random variables with zero mean and variance σ2. We have randomly sampled 10%
of the elements of the tensor to compose the training set, 45% for the validation set,
and the remaining 45% for the test set. After repeating this process 20 times, we report
the average results in Fig.7.3 (left). Having conducted a paired t-test for each value of
σ2, we conclude that the visible differences in the performances are highly significant,
obtaining p-values less than 0.01 for σ2 ≤ 10−2 in all cases.
In addition, we conducted an experiment to test the running time of both approaches.
We generated tensors W0 ∈ Rp×p×p for different values of p ∈ {20 , 40, . . . , 200},
following the same procedure outlined above. The results are reported in Fig.7.3 (right).
For small values of p, the ratio between the running times of our method and the trace
norm regularization method is quite high. For example in the lowest value tried for p
in this experiment, p = 20, this ratio is 22.66. However, as the volume of the tensor
increases, the ratio quickly decreases. For example, for p = 200, the running time
ratio is 1.91. These outcomes are expected because when p is low, the most demanding
routine in our method is the one described in Algorithm 7.1, where each iteration is of
order O (p) and O (p2) in the best and worst case, respectively. However, as p increases
the singular value decomposition routine, which is common to both methods, becomes
the most demanding because it has a time complexity O (p3) [65]. Therefore, we can
conclude that even though our approach is slower than the trace norm based method,
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Figure 7.4.: Root Mean Squared Error (RMSE) of tensor trace norm and the proposed
regularizer for ILEA dataset (left) and Ocean video (right).
this difference of time becomes much smaller as the size of the tensor increases.
7.5.2. School dataset
In the first real experiment we employ tensor completion to perform regression when
the attributes of the instances are given by categorical variables. To do so, we have used
the Inner London Education Authority (ILEA) dataset. It is composed of examination
marks ranging from 0 to 70, of 15362 students who are described by a set of attributes
such as school and ethnic group. Most of these attributes are categorical, thereby we
can think of exam mark prediction as a tensor completion problem where each of the
modes corresponds to a categorical attribute. In particular, we have used the following
attributes: school (139), gender (2), VR-band (3), ethnicity (11), and year (3), leading
to a 5-order tensorW ∈ R139×2×3×11×3.
We randomly selected 5% of the instances to make the test set and another 5% of the
instances for the validation set. From the remaining instances, we randomly chose m
of them for several values of m accounting for 20%, 30%, . . . 90% of the total pool
of instances. This procedure was repeated 20 times and the average performance is
presented in Fig.7.4 (left).
The results show that there is a distinguishable improvement of our approach with re-
spect to tensor trace norm regularization for values of m > 7000. To check whether this
gap is significant, we conducted a set of paired t-tests in this regime. In all these cases
we obtained a p-value below 0.01.
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7.5.3. Video completion
In the second real-data experiment we have performed a video completion test. Any
video can be treated as a 4-order tensor: “width”× “height”× “RGB”× “video length”,
so we can use tensor completion algorithms to rebuild a video from a small number
of inputs, a procedure that can be useful for compression purposes. In our case, we
have used the Ocean video, available at [117]. This video sequence can be treated as a
tensorW ∈ R160×112×3×32. We have randomly sampledm tensors elements comprising
1%, 2%, . . . 10% of the whole tensor as training data, 5% of the tensor as validation data,
and the remaining elements composed the test set. After repeating this procedure 10
times, we present the average results in Fig.7.4 (right).
The proposed approach is noticeably better than the tensor trace norm in this exper-
iment. This apparent outcome is strongly supported by the paired t-tests which we
computed for each value of m, obtaining always p-values below 0.01, and for the cases
m > 5× 104, we obtained p-values below 10−6.
7.5.4. MLMTL experiment
Let us recall that the framework developed in Chapter 6 can be cast as a tensor comple-
tion problem. Therefore, we can apply the proposed convex approach in that framework.
In this final experimental section, we test the performance of the proposed approach in
this context. To do so, we have repeated the Restaurant & Consumer experiment, con-
ducted in Section 6.5.2.1. In that, the aim is to predict p2 = 3 kinds of ratings given by
p3 = 138 critics to different restaurants, each of them described by p1 = 44 attributes.
The results of those experiments, using exactly the same settings, are shown in Fig.7.5.
For clarity, we only show the performances of the MLMTL methods, as the superiority
of these over other approaches was already shown in Chapter 6.
Analyzing the results we can see that the proposed method consistently improves over
the other convex approach in all training sizes considered. In comparison with the non-
convex approach, we see that the proposed method is clearly better for small training
sets, and it behaves comparably when the training set increases.
7.6. Discussion
In this chapter, we proposed a convex relaxation for the average of the rank of the ma-
tricizations of a tensor. We compared this relaxation to a commonly used convex relax-
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Figure 7.5.: Restaurant & Consumer Dataset: Mean Square Error (MSE) comparison
between the three MLMTL methods described in Chapter 6 and 7: non-convex ap-
proach, convex approach based on trace norm, and approach based on the convex
relaxation developed in Chapter 7.
ation in the context of tensor completion, which is based on the trace norm. We proved
that this second relaxation is not tight and argued that the proposed convex regularizer
may be advantageous.
One challenge of our approach is that the objective function is not in closed form. We
addressed this problem by applying projected subgradient methods to calculate its prox-
imal operator. Our numerical experiments indicate that our method consistently im-
proves in terms of estimation error over tensor trace norm regularization, while being
computationally comparable on the range of problems we considered.
After the publication of the content of this chapter [174], another related work appeared
[141], focused on the analysis of convex methods for tensor completion. Despite the
analysis of the authors is based on recovery bounds instead of convex envelopes, they
lead to similar conclusions regarding the suboptimality of the average of the trace norm
for tensors.
Finally, in the same line as in the conclusion of the previous chapter, it should be noted
that scalability is a problem for this kind of approaches. In the future it would be in-
teresting to study methods to speed up the computation of the proximity operator of
our regularizer, and more generally, parallel implementations of ADMM that allow for
faster computations.
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8. Conclusion
In this thesis we explored ways of controlling negative transfer in multitask and trans-
fer learning methods, focusing in particular on multi-aspect data scenarios. In the first
section we summarize the contributions we made, together with their strengths, impli-
cations and potential limitations. In the second section we describe several research
directions that stem out from this thesis.
8.1. Contributions
Our contributions can be summarized in the following four points.
Sparse Coding Multitask Learning Firstly, we tackled the negative transfer prob-
lem in the most general case, where there is no side information about the tasks, which
in turn may have different degrees of relatedness. Thus, the challenge was to set
mild assumptions on the learning model in order to avoid negative transfer, but strong
enough that allow positive transfer. In the literature there were two main strategies pro-
posed to address this: dirty models and task grouping, reviewed in Section 2.4.2 and
Section 2.4.3 respectively. However they were limited to specific situations, for exam-
ple dirty models cannot account for learning commonalities between several groups of
tasks, whereas task grouping models assume that groups of tasks are completely inde-
pendent. We proposed a model that allows subsets of tasks to be completely or partially
unrelated by assuming that each of them use a sparse combination of a set of common
features learned from the data. Note that the induced sparsity is the key point to account
for mildly related tasks. While studying this method, another similar approach appeared
in [107], where the authors empirically show that this approach outperforms the previ-
ous strategies. We further studied this approach considering both multitask and transfer
learning settings. We proposed a different set of constraints to model the described as-
sumptions, being those choices justified by our learning bounds. These bounds show,
among other properties, that our approach is robust against negative transfer, being able
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to learn disjoint features for unrelated groups. These theoretical bounds are supported
by the experiments carried out. The synthetic experiments were done such that the pa-
rameters of the process generating the artificial data were controlled (number of atoms
of the dictionary, and number of tasks among others). The results obtained strongly sup-
port the learning bounds presented. Experimental results on real data, one in the context
of sparse coding and another in transfer learning, show improvement over the methods
presented in [8] and [107] when the predictor functions can be represented sparsely.
Decoupling of Features Secondly, we studied the case where each task is known
to belong to an aspect so that tasks in different aspects or groups tend to use different
features of the data. We presented and analyzed a method which imposes orthogonal-
ity between the features belonging to tasks in different groups. Orthogonal constraints
have been recently studied in hierarchical classification, with the aim of encouraging
mutually exclusive features between parent and child nodes [82, 225]. We studied in
parallel the use of this regularizer in our scenario, where previous MTL approaches (see
Chapter 2) may fail because of their inability to leverage prescribed groups of unrelated
tasks. The justification of that assumption is based on how human beings process dif-
ferent aspects of the same data. The experiments results show a clear improvement over
general multitask learning approaches. This is particularly significant when the training
set size is small compared to the number of attributes describing the data. A limitation
of the proposed approach is that the associated optimization problem is non-convex.
This led us to develop a convex modification of our approach. The experiments made
with the convex approach are not conclusive. They show it outperforms the original
and other baseline methods on the synthetic and one real dataset, but its performance is
poor on another real dataset. A possible explanation is that the convexification used in
the method depends on the input data, and in some cases the input data may lead to a
big perturbation of the original problem. This hypothesis is supported by the results ob-
tained using a relaxed version of the previous approach, which achieved the best results
in both real datasets.
Multilinear Multitask Learning Thirdly, we considered the multi-aspect scenario
in which there is available information about how tasks are related, and this informa-
tion takes the form of linking each task with a combination of elements of aspects. In
Chapter 2 we reviewed some MTL approaches that considered side information regard-
ing relations between tasks. However, they are not appropriate to deal with this scenario,
as these MTL approaches considered different relational structures between tasks. In
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order to reflect the desired structure of relations between tasks, we employed a combi-
nation of concepts coming from both multitask learning and multilinear models liter-
ature, particularly those reviewed in Section 3.3. The resulting framework, which we
call Multilinear Multitask Learning (MLMTL), allows us to perform zero-shot transfer
learning, that is, the capacity of learning a task even when there are no training instances
available for it. This can be made by leveraging the knowledge obtained from other
related tasks across different modes of the model. This opens a new way to tackle sce-
narios where specific domains in the data are either missing or more difficult to gather,
such as in naturalistic behaviour recognition. Two strategies are developed within this
framework. The first one is an adaptation from a novel convex multilinear approach
[64, 117, 184, 200] to this problem. The second one, suggested in this thesis to alleviate
the memory requirements of the previous strategy, is based on alternate minimization of
the Tucker components of a tensor. Results obtained from experiments run on synthetic
and real datasets in different domains show that both MLMTL strategies perform better
than general multitask learning approaches.
A New Convex Relaxation for Tensor Completion Finally, the previous sce-
nario led us to examine convex approximations for tensor completion. The most ex-
tended convex approach for tensor learning has been the one based on regularizing a
generalization of the trace norm for tensors [64, 117, 184, 200]. The authors of [183],
proved that this regularizer is indeed a convex lower bound of the average of the Tucker
ranks, but left as an open question whether this convex function was tight or not. We
investigated this question and we found that this approach is not the tightest among the
convex functions to the average of the Tucker ranks. We also proposed an alternative
convex function that is tighter. One challenge that arose with this proposed function
was that it is not in closed form. We approached this problem by applying projected
subgradient methods to calculate its proximal operator. We justified the appropriateness
of our approach with respect to the generalization of the trace norm both theoretically
and empirically with synthetic and real data experiments. Recently, similar conclusions
regarding the suboptimality of the average of the trace norm for tensors were reached
in [141], where the authors use a different strategy based on recovery bounds. A key
general message of these results is that no matter how intuitive or widely used an ap-
proach is, it must be analyzed and justified. Furthermore, this process may lead to the
discovery of better approaches.
The novelties introduced in this thesis can be of interest both to machine learning the-
orists and to practitioners. Theorists can extend the proposed frameworks to consider
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even more general settings. We find a recent example of that in [185], where the authors
extend multilinear multitask learning (in Chapter 6) by using reproducing kernel spaces
to consider non Euclidean features such as graphs or probability distributions. Practi-
tioners can make use of the frameworks developed here to treat multi-aspect datasets,
particularly those related to personalization. One example which has not been covered
in this thesis but has potential interest is personalized item search, in which users (aspect
1) want to retrieve items (aspect 2) by introducing queries (input). The retrieved items
are those whose related tasks output the highest values.
8.2. Future research directions
The advances made in this thesis lead to potential new lines of research. Here we high-
light those related to exploiting properties of multi-aspect data. As we have shown,
multilinear models are a natural framework for modeling interrelations between several
aspects. Although there have been some advances on the application of multilinear mod-
els to machine learning (see Chapter 3), several questions remain unanswered. These
include those related to complexity issues, where algorithmic challenges arise if they
are to be applied to real problems involving large amounts of data.
8.2.1. Study of different constraints on tensors and their
implications
As we have reviewed in Section 3.2, there exist several notions of rank for a tensor.
In Chapters 6 and 7 we opted to use the Tucker rank and we provided some reasoning
about this choice in Section 6.2. However, using other notions of rank, such as the CP,
may also be a valid option, particularly in Chapter 7. Therefore, it would be desirable
to provide understanding and theoretical justifications of when a notion is preferable to
the other.
One difficulty that arises when dealing with optimization on tensor rank functions is its
non-convexity. This has the consequence that the obtained solution to the problem is
not optimal and is dependent on the initialization of the solver. There are two paths to
be explored in this regard. One is the study of convex relaxation methods that consider
tractable problems that are as similar as possible to the original one. Chapter 7 advanced
the state of the art in this regard, but there is arguably a research gap to be filled with
respect to this topic, both in terms of developing convex relaxations for other notions
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of ranks and regularizers, and analyzing and comparing their performances with respect
to suboptimal optimizers over the original problems. A second path is to study guar-
antees over the solutions of the non-convex problem. This approach is appealing for
two reasons. First, this approach would not alter the problem of interest, and second,
non-convex approaches based on learning explicitly hidden latent variables usually lead
to memory efficient algorithms.
Another aspect of interest is the introduction of prior knowledge into the model. In
optimization problems this is done by means of regularizers and constraints imposing
properties such as sparsity [88, 126, 127, 153, 190, 191], non-negativity [54, 79, 112],
and orthogonality [82, 168, 225], on the learning variables. We carried out some anal-
ysis in this sense on matrices and multitask learning in Chapter 4, where we studied
sparsity constraints in one modality. In Bayesian frameworks this is done by specify-
ing explicitly the prior distributions on the learning variables [49, 115, 142, 197]. In
this context it is interesting to study variational approaches, [36, 197, 178], which allow
performing inference efficiently.
8.2.2. Developing multilinear optimization methods for large
scale data
In many real applications, data are available in huge amounts. This scenario, which
is often described as “Big Data”, leads to myriad possibilities, but also entails further
constraints and difficulties which require new methodologies. Among those constraints,
there are two of special relevance: firstly, the impossibility of keeping all the data in
memory; secondly, the need to parallelize the machine learning algorithms in order
to obtain a model in a reasonable amount of time. The way to overcome both issues
involves the development of distributed optimization methods. Due to the high com-
plexity that tensors pose, the implementation of solvers that can operate in a distribute
fashion becomes a challenging problem.
In this thesis, as well as in the vast majority of papers which use multilinear algebra in
machine learning models [64, 117, 140, 186, 184, 200, 209, 207, 210], experiments are
carried out on small datasets that can easily fit in memory. One reason for it is that, due
to the complexity of tensors, even fast sequential optimization methods are expensive.
In order to overcome this issue, some algorithmic frameworks such as parallel stochastic
gradient descent [228], and parallel coordinate descent methods [27] could be explored.
These approaches parallelize over samples and over coordinates respectively, and have
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been proved to be highly scalable optimizers for some specific problems. Another ap-
proach of interest is that of alternating direction method of multipliers (ADMM) [23],
covered in Chapters 6 and 7, which can be adapted for distributed convex optimization
by means of coordinating the solutions of small local sub-problems. The analysis and
use of optimization approaches for our problems must be done jointly with the study
of frameworks for parallel computation that allows for their implementation. That may
include both the use of graphic processing units for general purpose computing, and
distributed computing environments.
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A. Multitask Learning Literature
Review: Appendix
A.1. MAP derivation of Inverse-Wishart prior on
the covariance of the task weight vectors
The likelihood of the model in eq. (2.22) is:
T∏
t=1
p (Yt|Xt, wt, D,Ψ, ν, τ) ∝ p (D|Ψ, ν)
T∏
t=1
p (wt|0, D)
T∏
t=1
p (Yt|Xt, wt, τ)
∝ |D|− ν+d+12 exp
(
−12trace (ΨD−1)
)
T∏
t=1
|D|− 12 exp
(
−12wTt D−1wt
) T∏
t=1
mt∏
i=1
exp
(
− τ2
(
yti − xTtiwt
)2)
.
The negative log-likelihood of that is:
−log p (Y |Xt, wt, D,Ψ, ν, τ) = −ν+d+T+12 log (det (D−1))
+12trace
((
Ψ +WW T
)
D−1
)
+ τ2
T∑
t=1
∥∥∥XTt wt − Yt∥∥∥22 + C. (A.1)
Dividing it over τ2 and minimizing over bothD andW leads to the problem in eq. (2.21).
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B. Sparse Coding Multitask
Learning: Appendix
In this appendix, we present the proof of Theorem 4.3.1 and Theorem 4.3.2. We be-
gin by introducing some more notation and auxiliary results. Andreas Maurer helped
develop the content of this appendix.
B.1. Notation and tools
Issues of measurability will be ignored throughout, in particular, if F is a class of real
valued functions on a domain X andX a random variable with values in X then we will
always write E supf∈F f (X) to mean sup {Emaxf∈F0 f (X) : F0 ⊆ F , F0 finite}.
In the sequel H denotes a finite or infinite dimensional Hilbert space with inner product
〈·, ·〉 and norm ‖·‖. If T is a bounded linear operator on H its operator norm is written
‖T‖Sp = sup {‖Tx‖ : ‖x‖ = 1}.
Members of H are denoted with lower case italics such as x, v, w. Let B be the unit
ball in H . An example is a pair z = (x, y) ∈ B × R =: Z , a sample is a vector of such
pairs z = (z1, . . . , zm) = ((x1, y1) , . . . , (xm, ym)). Here we also write z = (X, y), with
X = (x1, . . . , xm) ∈ Hm and y = (y1, . . . , ym) ∈ Rm.
A multisample is a vector Z =
(
z1, . . . , zT
)
composed of samples. We also write
Z = (X,Y) with X =
(
X1, . . . , XT
)
.
Depending on context the inner product and euclidean norm on RK will also be denoted
with 〈·, ·〉 and ‖.‖. The `1-norm ‖·‖1 on RK is defined by ‖c‖1 =
∑K
k=1 |ck|.
In the sequel we denote with Cα the set
{
c ∈ RK : ‖c‖1 ≤ α
}
, and abbreviate C for the
`1-unit ball C1. The canonical basis of RK is denoted e1, . . . , eK . Unless otherwise
specified the summation over the index i will always run from 1 to m, t will run from 1
to T , and k will run from 1 to K.
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B.1.1. Covariances
For X ∈ Hm the empirical covariance operator Σˆ (X) is specified by
〈
Σˆ (X) v, w
〉
= 1
m
∑
i
〈v, xi〉 〈xi, w〉 , v, w ∈ H .
The definition implies the inequality
∑
i
〈v, xi〉2 = m
〈
Σˆ (X) v, v
〉
≤ m
∥∥∥Σˆ (X)∥∥∥
Sp
‖v‖2 . (B.1)
It also follows that tr
(
Σˆ (X)
)
= (1/m)∑i ‖xi‖2.
For a multisample X ∈ HmT we will consider two quantities defined in terms of the
empirical covariances.
STr (X) =
1
T
∑
t
∥∥∥Σˆ (X t)∥∥∥
Tr
:= 1
T
∑
t
tr
(
Σˆ
(
X t
))
SSp (X) =
1
T
∑
t
∥∥∥Σˆ (X t)∥∥∥
Sp
:= 1
T
∑
t
λmax
(
Σˆ
(
X t
))
where λmax is the largest eigenvalue. If all data points xti lie in the unit ball of H then
STr (X) ≤ 1. Of course STr (X) can also be written as the trace of the total covariance
(1/T )∑t Σˆ (Xt), while SSp (X) will always be at least as large as the largest eigenvalue
of the total covariance. We always have SSp (X) ≤ STr (X), with equality only if the
data is one-dimensional for all tasks. The quotient STr (X) /SSp (X) can be regarded
as a crude measure of the effective dimensionality of the data. If the data have a high
dimensional distribution for each task then SSp (X) can be considerably smaller than
STr (X).
B.1.2. Concentration inequalities
Let H be any space. For h ∈ Hn, 1 ≤ k ≤ n and j ∈ H we use hk←j to denote the
object obtained from h by replacing the k-th coordinate of h with j. That is
hk←j = (h1, . . . , hk−1, j, hk+1, . . . , hn) .
The concentration inequality in part (i) of the following theorem, known as the bounded
difference inequality is given in [134]. A proof of inequality (ii) is given in [127].
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Theorem B.1.1. Let F : Hn → R and define A and B by
A2 = sup
h∈Hn
n∑
k=1
sup
j1,j2∈H
(F (hk←j1)− F (hk←j2))2
B2 = sup
h∈Hn
n∑
k=1
(
F (h)− inf
j∈H
F (hk←j)
)2
.
Let H = (H1, . . . , Hn) be a vector of independent random variables with values in H,
and let H′ be i.i.d. to H. Then for any s > 0
(i) Pr {F (H) > EF (H′) + s} ≤ e−2s2/A2 ;
(ii) Pr {F (H) > EF (H′) + s} ≤ e−s2/(2B2).
B.1.3. Rademacher and Gaussian averages
We will use the term Rademacher variables for any set of independent random vari-
ables, uniformly distributed on {−1, 1}, and reserve the symbol σ for Rademacher vari-
ables. A set of random variables is called orthogaussian if the members are independent
N (0, 1)-distributed (standard normal) variables and reserve the letter ζ for standard
normal variables. Thus σ1, σ2, . . . , σi, . . . , σ11, . . . , σij etc. will always be independent
Rademacher variables and ζ1, ζ2, . . . , ζ i, . . . , ζ11, . . . , ζ ij will always be orthogaussian.
For A ⊆ Rn we define the Rademacher and Gaussian averages of A [111, 18] as
R (A) = Eσ sup
(x1,...,xn)∈A
2
n
n∑
i=1
σixi,
G (A) = Eζ sup
(x1,...,xn)∈A
2
n
n∑
i=1
ζ ixi.
If F is a class of real valued functions on a space X and X = (x1, . . . , xn) ∈ X n we
write
F (X) = F (x1, . . . , xn) = {(f (x1) , . . . , f (xn)) : f ∈ F} ⊆ Rn.
The empirical Rademacher and Gaussian complexities of F on X are respectively
R (F (X)) and G (F (X)).
The utility of these concepts for learning theory comes from the following key-result
(see [18, 101]), stated here in two portions for convenience in the sequel.
Theorem B.1.2. Let F be a real-valued function class on a space X and let µ1, . . . , µm
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be probability measures on X with product measure µ = ∏i µi on Xm. For X ∈ Xm
define
Φ (X) = sup
f∈F
1
m
m∑
i=1
(
Ex∼µi [f (x)]− f (xi)
)
.
Then EX∼µ [Φ (X)] ≤ EX∼µR (F (X)).
Proof. For any realization σ = σ1, . . . , σm of the Rademacher variables
EX∼µ [Φ (X)]
= EX∼µ sup
f∈F
1
m
EX′∼µ
m∑
i=1
(f (x′i)− f (xi))
≤ Ex,x′∼µ×µ sup
f∈F
1
m
m∑
i=1
σi (f (x′i)− f (xi)) ,
because of the symmetry of the measureµ×µ (X,X ′) =∏i µi×∏i µi (X,X ′)under the
interchange xi ↔ x′i. Taking the expectation in σ and applying the triangle inequality
gives the result.
Theorem B.1.3. Let F be a [0, 1]-valued function class on a space X , and µ as above.
For δ > 0 we have with probability greater than 1− δ in the sample X ∼ µ that for all
f ∈ F
Ex∼µ [f (x)] ≤ 1
m
m∑
i=1
f (xi) + EX∼µR (F (X)) +
√
ln (1/δ)
2m .
To prove this we apply the bounded-difference inequality (part (i) of Theorem B.1.1)
to the function Φ of the previous theorem (see e.g. [18]). Under the conditions of this
result, changing one of the xi will not change R (F (X)) by more than 2, so again by
the bounded difference inequality applied to R (F (X)) and a union bound we obtain
the data dependent version
Corollary B.1.1. Let F and µ be as above. For δ > 0 we have with probability greater
than 1− δ in the sample X ∼ µ that for all f ∈ F
Ex∼µ [f (x)] ≤ 1
m
m∑
i=1
f (xi) +R (F (X)) +
√
9 ln (2/δ)
2m .
To bound Rademacher averages the following result is very useful [18, 6, 111]
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Lemma B.1.1. Let A ⊆ Rn, and let ψ1, . . . , ψn be real functions such that
ψi (s)− ψi (t) ≤ L |s− t|, ∀i, and s, t ∈ R.
Define ψ (A) = {ψ1 (x1) , . . . , ψn (xn) : (x1, . . . , xn) ∈ A}.
Then
R (ψ (A)) ≤ LR (A) .
Sometimes it is more convenient to work with Gaussian averages which can be used
instead, by virtue of the next lemma. For a proof see e.g. [111]
Lemma B.1.2. For A ⊆ Rk we haveR (A) ≤
√
pi/2 G (A).
The next result is known as Slepian’s lemma ([188], [111]).
Theorem B.1.4. Let Ω and Ξ be mean zero, separable Gaussian processes indexed by
a common set S, such that
E (Ωs1 − Ωs2)2 ≤ E (Ξs1 − Ξs2)2 for all s1, s2 ∈ S.
Then
E sup
s∈S
Ωs ≤ E sup
s∈S
Ξs.
B.2. Proofs
B.2.1. Multitask learning
In this section we prove Theorem 4.3.1. It is an immediate consequence of Hoeffding’s
inequality and the following uniform bound on the estimation error.
Theorem B.2.1. Let δ > 0, fix K and let µ1, . . . , µT be probability measures on H×R.
With probability at least 1− δ in the draw of Z ∼ ∏Tt=1 µt we have for all D ∈ DK and
all c ∈ CTα that
1
T
T∑
t=1
E(x,y)∼µt [` (〈Dct, x〉 , y)]−
1
mT
T∑
t=1
m∑
i=1
`
(〈
Dct, x
t
i
〉
, yti
)
≤ Lα
√
2STr (X) (K + 12)
mT
+ Lα
√
8SSp (X) ln (2K)
m
+
√
9 ln 2/δ
2mT .
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The proof of this theorem requires auxiliary results. Fix X ∈ HmT and for c =
(c1, . . . , cT ) ∈
(
RK
)T
define the random variable
Fc = Fc (σ) = sup
D∈DK
∑
t,i
σti
〈
Dct, x
t
i
〉
. (B.2)
Lemma B.2.1. (i) If c = (c1, . . . , cT ) satisfies ‖ct‖ ≤ 1 for all t, then
EFc ≤
√
mTK STr (X).
(ii) If c satisfies ‖ct‖1 ≤ 1 for all t, then for any s ≥ 0
Pr {Fc ≥ E [Fc] + s} ≤ exp
( −s2
8mT SSp (X)
)
.
Proof. (i) We observe that
EFc = E sup
D
∑
k
〈
Dek,
∑
t,i
σtictkx
t
i
〉
≤ sup
D
(∑
k
‖Dek‖2
)1/2
E
∑
k
∥∥∥∥∥∥
∑
t,i
σtictkx
t
i
∥∥∥∥∥∥
2

1/2
≤
√
K
∑
k
E
∥∥∥∥∥∥
∑
t,i
σtictkx
t
i
∥∥∥∥∥∥
2

1/2
=
√
K
∑
k,t,i
|ctk|2
∥∥∥xti∥∥∥2
1/2
=
√
K
(∑
t
(∑
k
|ctk|2
)∑
i
∥∥∥xti∥∥∥2
)1/2
≤
√
K
∑
t,i
‖xti‖2 =
√
mTK STr (X).
(ii) For any configuration σ of the Rademacher variables let D (σ) be the maximizer in
the definition of Fc (σ). Then for any s ∈ [T ], j ∈ [m] and any σ′ ∈ {−1, 1} to replace
σsj we have
Fc (σ)− Fc
(
σ(sj)←σ′
)
≤ 2
∣∣∣〈D (σ) cs, xsj〉∣∣∣ .
Using the inequality (B.1) we then obtain
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∑
sj
(
Fc (σ)− infσ′∈{−1,1} Fc
(
σ(sj)←σ′
))2
≤ 4∑
t,i
〈
D (σ) ct, xti
〉2
≤ 4m∑
t
∥∥∥Σˆ (X t)∥∥∥
Sp
‖D (σ) ct‖2
≤ 4m∑
t
∥∥∥Σˆ (X t)∥∥∥
Sp
.
In the last inequality we used the fact that for any D ∈ DK we have ‖Dct‖ ≤
∑
k |ctk| ‖Dek‖≤ ‖ct‖1 ≤ 1. The conclusion now follows from part (ii) of Theorem B.1.1.
Proposition B.2.1. For every fixed Z = (X,Y) ∈ (H × R)mT we have
Eσ supD∈D,c∈(Cα)T
∑
t,i σit` (〈Dct, xti〉 , yti)
≤ Lα
√
2mTSTr (X) (K + 12) + LαT
√
8mSSp (X) ln (2K).
Proof. It suffices to prove the result for α = 1, the general result being a consequence
of rescaling. By Lemma B.1.1 and the Lipschitz properties of the loss function ` we
have
Eσ supD∈DK ,c∈(C)T ,
∑
t,i σit` (〈Dct, xti〉 , yti)
≤ LEσ sup
D∈DK ,c∈(C)T ,
∑
t,i
σit
〈
Dct, x
t
i
〉
. (B.3)
For ease of notation, hereafter we will omit the random variables on E whenever they
are clear from the context. Since linear functions on a compact convex set attain their
maxima at the extreme points, we have
E sup
D∈DK ,c∈(C)T ,
T∑
t=1
m∑
i=1
σit
〈
Dct, x
t
i
〉
= E max
c∈ext(C)T
Fc, (B.4)
where Fc is defined as in (B.2). Let c =
√
mKTSTr (X). Now for any δ ≥ 0 we have,
since Fc ≥ 0,
Emaxc∈ext(C)T Fc =
∫∞
0 Pr
{
maxc∈ext(C)T Fc > s
}
ds
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≤ c+ δ + ∑
c∈(ext(C))T
∫ ∞
√
mKTSTr(X)+δ
Pr {Fc > s} ds
≤ c+ δ + ∑
c∈(ext(C))T
∫ ∞
δ
Pr {Fc > EFc + s} ds
≤ c+ δ + (2K)T
∫ ∞
δ
exp
( −s2
8mTSSp (X)
)
ds
≤ c+ δ + 4mTSSp (X) (2K)
T
δ
exp
( −δ2
8mTSSp (X)
)
.
Here the first inequality follows from the fact that probabilities never exceed 1 and a
union bound. The second inequality follows from Lemma B.2.1, part (i), since EFk ≤√
mKTSTr (X). The third inequality follows from Lemma B.2.1, part (ii), and the fact
that the cardinality of ext(C) is 2K, and the last inequality follows from a well known
estimate on Gaussian random variables. Setting δ =
√
8mTSSp (X) ln
(
e (2K)T
)
we
obtain with some easy simplifying estimates
E max
c∈ext(C)T
Fc ≤
√
2mT (K + 12)STr (X) + T
√
8mSSp (X) ln (2K),
which together with (B.3) and (B.4) gives the result.
Theorem B.2.1 now follows from Corollary B.1.1.
If the set Cα is replaced by any other subset C ′ of the `2-ball of radius α, a similar proof
strategy can be employed. The denominator in the exponent of Lemma B.2.1-(ii) then
obtains another factor of
√
K. The union bound over the extreme points in ext(C) in the
previous proposition can be replaced by a union bound over a cover C ′. This leads to
the alternative result mentioned in Remark 5 following the statement of Theorem 4.3.1.
Another modification leads to a bound for the method presented in [107], where the
constraint ‖Dek‖ ≤ 1 is replaced by ‖D‖Fr ≤
√
K (here ‖·‖Fr is the Frobenius or
Hilbert Schmidt norm) and the constraint ‖ct‖1 ≤ α, ∀t is replaced by
∑ ‖ct‖1 ≤ αT .
To explain the modification we set α = 1. Part (i) of Lemma B.2.1 is easily verified. The
union bound over (ext (C))T in the previous proposition is replaced by a union bound
over the 2TK extreme points of the `1-Ball of radius T in RTK . For part (ii) we use the
fact that the concentration result is only needed for c being an extreme point (so that it
involves only a single task) and obtain the bound
∑
t
∥∥∥Σˆ (X t)∥∥∥
Sp
‖Dct‖2 ≤ TKS ′Sp (X),
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leading to
Pr {Fc ≥ E [Fc] + s} ≤ exp
( −s2
8mTK S ′Sp (X)
)
.
Proceeding as above we obtain the excess risk bound
Lα
√
2STr (X) (K + 12)
mT
+ Lα
√
8KS ′Sp (X) ln (2KT )
m
+
√
8 ln 4/δ
mT
,
to replace the bound in Theorem 4.3.1. The factor
√
K in the second term seems quite
weak, but it must be borne in mind that the constraint ‖D‖Fr ≤
√
K is much weaker
than ‖Dek‖ ≤ 1, and allows for a smaller approximation error. If we retain ‖Dek‖ ≤ 1
and only modify the c-constraint to
∑ ‖ct‖1 ≤ αT the √K in the second term dis-
appears and by comparison to Theorem 4.3.1 there is only and additional lnT and the
switch from SSp (X) to S ′Sp (X), reflecting the fact that
∑ ‖ct‖1 ≤ αT is a much weaker
constraint than ‖ct‖1 ≤ α, ∀t, so that, again, a smaller minimum in (4.1) is possible for
the modified method.
B.2.2. Transfer learning
In this section we prove Theorem 4.3.2. The basic strategy is as follows. Recall the
definition (4.4) of the measure ρE , which governs the generation of a training sample in
the environment E . On a given training sample z ∼ρE the algorithm AD as defined in
(4.3) incurs the empirical risk
RˆD (z) = min
c∈Cα
1
m
m∑
i=1
` (〈Dc, xi〉 , yi) .
The algorithm AD, essentially being the Lasso, has very good estimation properties, so
RˆD (z) will be close to the true risk ofAD in the corresponding task. This means that we
only really need to estimate the expected empirical risk Ez∼ρE RˆD (z) of AD on future
tasks. On the other hand the minimization problem (4.1) can be written as
min
D∈DK
1
T
T∑
t=1
RˆD
(
zt
)
with Z =
(
z1, . . . , zT
)
∼ (ρE)T ,
with dictionary D (Z) being the minimizer. If DK is not too large this should be similar
to Ez∼ρE RˆD(Z) (z). In the sequel we make this precise.
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Lemma B.2.2. For v ∈ H with ‖v‖ ≤ 1 and X ∈ Hm let F be the random variable
F =
∣∣∣∣∣
〈
v,
∑
i
σixi
〉∣∣∣∣∣ .
Then (i) EF ≤ √m
∥∥∥Σˆ (X)∥∥∥1/2
Sp
and (ii) for s ≥ 0
Pr {F > EF + s} ≤ exp
 −s2
2m
∥∥∥Σˆ (X)∥∥∥
Sp
 .
Proof. (i). Using Jensen’s inequality and (B.1) we get
EF ≤
E〈v,∑
i
σixi
〉21/2
=
(∑
i
〈v, xi〉2
)1/2
≤
√
m
∥∥∥Σˆ (X)∥∥∥
Sp
.
(ii) Let σ be any configuration of the Rademacher variables. For any σ′, σ′′ ∈ {−1, 1}
to replace σsj we have
F
(
σ(sj)←σ′
)
− F
(
σ(sj)←σ′′
)
≤ 2 |〈v, xj〉| ,
so the conclusion follows from the bounded difference inequality, Theorem B.1.1 (i).
Lemma B.2.3. For v1, . . . , vK ∈ H satisfying ‖vk‖ ≤ 1, X ∈ Hm we have
Emax
k
∣∣∣∣∣
〈
vk,
∑
i
σixi
〉∣∣∣∣∣ ≤
√
2m
∥∥∥Σˆ (X)∥∥∥
Sp
(
2 +
√
lnK
)
.
Proof. Let Fk = |〈vk,∑i σixi〉|. Setting c = √m ∥∥∥Σˆ (X)∥∥∥Sp and using integration by
parts we have for δ ≥ 0
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Emax
k
Fk ≤ c+ δ +
∫ ∞√
m‖Σˆ(X)‖Sp+δ
max
k
Pr {Fk ≥ s} ds
≤ c+ δ +∑
k
∫ ∞
δ
Pr {Fk ≥ EFk + s} ds
≤ c+ δ +∑
k
∫ ∞
δ
exp
 −s2
2m
∥∥∥Σˆ (X)∥∥∥
Sp
 ds
≤ c+ δ +
mK
∥∥∥Σˆ (X)∥∥∥
Sp
δ
exp
 −δ2
2m
∥∥∥Σˆ (X)∥∥∥
Sp
 .
Above the first inequality is trivial, the second follows from Lemma B.2.2 (i) and a
union bound, the third inequality follows from Lemma B.2.2 (ii) and the last from a
well known approximation. The conclusion follows from substitution of
δ =
√
2m
∥∥∥Σˆ (X)∥∥∥
Sp
ln (eK).
Proposition B.2.2. Let SSp(E) := Eτ∼EE(z)∼µmτ
∥∥∥Σˆ (X)∥∥∥
Sp
. With probability at least
1− δ in the multisample Z ∼ ρTE
sup
D∈DK
RE (AD)− 1
T
T∑
t=1
RˆD
(
zt
)
(B.5)
≤ LαK
√
2piSTr (X)
T
+ 4Lα
√
SSp (E) (2 + lnK)
m
+
√
9 ln 2/δ
2T .
Proof. Following our strategy we write (abbreviating ρ = ρE)
sup
D∈DK
RE (AD)− 1
T
T∑
t=1
RˆD
(
zt
)
≤ sup
D∈DK
Eτ∼EEz∼µmτ (B.6)[
E(x,y)∼µτ [` (〈AD (z) , x〉 , y)]− RˆD (z)
]
+ sup
D∈DK
Ez∼ρ
[
RˆD (z)
]
− 1
T
T∑
t=1
RˆD
(
zt
)
and proceed by bounding each of the two terms in turn.
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For any fixed dictionary D and any measure µ on Z we have
Ez∼µm
[
E(x,y)∼µ [` (〈AD (z) , x〉 , y)]− RˆD (z)
]
≤ Ez∼µm sup
c∈Cα
[
E(x,y)∼µ [` (〈Dc, x〉 , y)]
− 1
m
m∑
i=1
` (〈Dc, xi〉 , yi)
]
≤ 2
m
Ez∼µmEσ sup
c∈Cα
m∑
i=1
σi` (〈Dc, xi〉 , yi) [Theorem B.1.2]
≤ 2L
m
Ez∼µmEσ sup
c∈Cα
∑
k
ck
〈
Dek,
m∑
i=1
σixi
〉
[Lemma B.1.1]
≤ 2Lα
m
Ez∼µmEσ max
k
∣∣∣∣∣
〈
Dek,
m∑
i=1
σixi
〉∣∣∣∣∣ [Hölder’s ineq.]
≤ 2Lα
m
Ez∼µm
√
2mλmax
(
Σˆ (X)
) (
2 +
√
lnK
)
[Lemma B.2.3 (i)]
≤ 2Lα
√√√√4Ez∼µmλmax (Σˆ (X)) (2 + lnK)
m
[Jensen’s ineq.].
This gives the bound
Ez∼µm
[
E(x,y)∼µ [` (〈AD (z) , x〉 , y)] − RˆD (z)
]
≤ 4Lα
√√√√Ez∼µmλmax (Σˆ (X)) (2 + lnK)
m
(B.7)
valid for every measure µ on H ×R and every D ∈ DK . Replacing µ by µτ , taking the
expectation as τ ∼ E and using Jensen’s inequality bounds the first term on the right
hand side of (B.6) by the second term on the right hand side of (B.5).
We proceed to bound the second term. From Corollary B.1.1 and Lemma B.1.2 we get
that with probability at least 1− δ in Z ∼ (ρE)T
supD∈DK Ez∼ρ
[
RˆD (z)
]
− 1
T
∑T
t=1 RˆD (zt)
≤
√
2pi
T
Eζ sup
D∈DK
T∑
t=1
ζtRˆD (zt) +
√
9 ln 2/δ
2T ,
where ζt is an orthogaussian sequence. Define two Gaussian processes Ω and Ξ indexed
by DK as
ΩD =
∑T
t=1 ζtRˆD (zt)
and
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ΞD = Lα√m
∑T
t=1
∑m
i=1
∑K
k=1 ζkij 〈Dek, xti〉,
where the ζ ijk are also orthogaussian. Then for D1, D2 ∈ DK
E (ΩD1 − ΩD2)2 =
=
T∑
t=1
(
RˆD1
(
zt
)
− RˆD2
(
zt
))2
≤
T∑
t=1
 sup
c∈Cα
1
m
m∑
i=1
`
(〈
D1c, x
t
i
〉
, yti
)
− `
(〈
D2c, x
t
i
〉
, yti
)2
≤ L2
T∑
t=1
sup
c∈Cα
(
1
m
m∑
i=1
〈
c,
(
D>1 −D>2
)
xti
〉)2
Lipschitz
≤ L
2
m
T∑
t=1
sup
c∈Cα
m∑
i=1
〈
c,
(
D>1 −D>2
)
xti
〉2
Jensen
≤ L
2α2
m
T∑
t=1
m∑
i=1
∥∥∥(D>1 −D>2 )xti∥∥∥2 (Cauchy-Schwarz)
= L
2α2
m
T∑
t=1
m∑
i=1
K∑
k=1
(〈
D1ek, x
t
i
〉
−
〈
D2ek, x
t
i
〉)2
= E (ΞD1 − ΞD2)2 .
So by Slepian’s Lemma
E supD∈DK
∑T
t=1 ζjRˆD (zt)
= E sup
D∈DK
ΩD ≤ E sup
D∈D
ΞD
= Lα√
m
E sup
D∈DK
T∑
t=1
m∑
i=1
K∑
k=1
ζkij 〈Dek, xti〉
= Lα√
m
E sup
D∈DK
K∑
k=1
〈
Dek,
T∑
t=1
m∑
i=1
ζkijx
t
i
〉
≤ Lα√
m
sup
D∈DK
(∑
k
‖Dek‖2
)1/2
E
∑
k
∥∥∥∥∥∥
∑
t,i
ζtkix
t
i
∥∥∥∥∥∥
2

1/2
≤ Lα
√
K√
m
∑
k
E
∥∥∥∥∥∥
∑
t,i
ζtkix
t
i
∥∥∥∥∥∥
2

1/2
≤ Lα
√
K√
m
∑
k
∑
t,i
∥∥∥xti∥∥∥2
1/2≤ LαK√TSTr (X).
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We therefore have that with probability at least 1 − δ in the draw of the multi sample
Z ∼ρT
supD∈DK Ez∼ρ
[
RˆD (z)
]
− 1
T
∑T
i=1 RˆD (Zt)
≤ LαK
√
2piSTr (X)
T
+
√
9 ln 2/δ
2T . (B.8)
which in (B.6) combines with (B.7) to give the conclusion.
Proof of Theorem 4.3.2. Let Dopt and cτ be the minimizers in the definition of Ropt, so
that
Ropt = Eτ∼EE(x,y)∼µτ ` [(〈Doptcτ , x〉 , y)] .
RE
(
AD(Z)
)
−Ropt can be decomposed as the sum of four terms,(
RE
(
AD(Z)
)
− 1
T
T∑
t=1
RˆD(Z)
(
zt
))
(B.9)
+
(
1
T
T∑
t=1
RˆD(Z)
(
zt
)
− 1
T
T∑
t=1
RˆDopt
(
zt
))
(B.10)
+ 1
T
T∑
t=1
RˆDopt
(
zt
)
− Ez∼ρE RˆDopt (z) (B.11)
+Eτ∼E
[
Ez∼µmτ RˆDopt (z)
−E(x,y)∼µτ [` (〈Doptcτ , x〉 , y)]
]
. (B.12)
By definition of Rˆ we have for every τ that
Ez∼µmτ RˆDopt (z)
= Ez∼µmτ minc∈Cα
1
m
m∑
i=1
` [(〈Doptc, xi〉 , yi)]
≤ Ez∼µmτ
1
m
m∑
i=1
` [(〈Doptcτ , xi〉 , yi)]
= E(x,y)∼µτ ` [(〈Doptcτ , x〉 , y)] .
The term (B.12) above is therefore non-positive. By Hoeffding’s inequality the term
(B.11) is less than
√
ln (2/δ) /2T with probability at least 1 − δ/2. The term (B.10) is
non-positive by the definition of D (Z). Finally we use Proposition B.2.2 to obtain with
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probability at least 1− δ/2 that
RE
(
AD(Z)
)
− 1
T
∑T
t=1 RˆD(Z) (zt)
≤ sup
D∈DK
RE (AD)− 1
T
T∑
t=1
RˆD
(
zt
)
≤ LαK
√
2piSTr (X)
T
+ 4Lα
√
SSp (E) (2 + lnK)
m
+
√
9 ln 4/δ
2T .
Combining these estimates on (B.9), (B.10), (B.11) and (B.12) in a union bound gives
the conclusion.
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C. Decoupling of Features:
Appendix
C.1. Proof of Theorem 5.4.1
We define the function
Ω(W,V ) = 12
(
‖W‖2Fr + ‖V ‖2Fr + α‖W>V ‖2Fr
)
.
The proof is based on the following lemma1.
Lemma C.1.1. Assume that ‖W‖2Fr + ‖V ‖2Fr < R2. Then the function Ω is convex on
this domain provided that α < 2
R2 .
Proof. We will compute the Hessian matrix H of function Ω and establish that it is
positive semidefinite in the domain of interest, whenever α ≤ 2
R2 . From calculus we
find that
H(W,V ) =
 A(W,V ) C(W,V )
C(W,V )> B(W,V )

where
Ati,tˆj(W,V ) =
∂2Ω(W,V )
∂wti∂wtˆj
= (δij + α
∑
s
vsivsj)δttˆ
Bsi,sˆj(W,V ) =
∂2Ω(W,V )
∂vsi∂vsˆi
= (δij + α
∑
t
wtiwtj)δssˆ
1We also refer to [225] for a similar result for the regularizer Ω(W,V ) = ‖W‖2Fr+‖V ‖2Fr+α‖W>V ‖1.
See also our remarks preceding equation (5.5).
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Cti,sj(W,V ) =
∂2Ω(W,V )
∂wti∂vsj
= α(〈wt, vs〉δij + vsiwtj).
The matrix H is positive semidefinite if, for every X ∈ Rd×T and Z ∈ Rd×S it holds
that ∑
tij
XtiAti,tjXtj +
∑
sij
ZsiBsi,sjZsj + 2
∑
stij
XtiCtisjZsj ≥ 0
where t ∈ [T ], s ∈ [S] and i, j ∈ [d]. In matrix notation we obtain
‖X‖2Fr + ‖Z‖2Fr + α‖X>V +W>Z‖2Fr + 2α〈W>V,X>Z〉Fr.
Discarding the third term and using Cauchy-Schwarz inequality, we bound from below
the above quantity by
‖X‖2Fr + ‖Z‖2Fr − 2α‖W>V ‖Fr‖X>Z‖Fr.
Next, using the inequality 2‖X>Z‖Fr ≤ ‖X‖2Fr + ‖Z‖2Fr, we have the lower bound
(‖X‖2Fr + ‖Z‖2Fr)(1− α‖W>V ‖Fr).
The result follows.
Proof of Theorem 5.4.1. We first use equation (5.8) and rewrite problem (5.7) as an
optimization problem in W and V only. Specifically, we obtain the objective function
f(W,V ) = E(W,V ) + γ‖[W,V ]‖2Tr + λ‖W>V ‖2Fr + ρ(‖W‖2Fr + ‖V ‖2Fr)
where recall that ‖ · ‖Tr denotes the trace norm.
Since the function f is continuous and grows at infinity, it has a minimum. Moreover,
if the pair (Wˆ , Vˆ ) is a minimizer then f(Wˆ , Vˆ ) ≤ f(0, 0), which readily implies that
‖W‖2Fr + ‖V ‖2Fr ≤ E(0, 0)/ρ. The result now follows by applying Lemma C.1.1 with
R2 = E(0, 0)/ρ and α = λ/ρ.
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Tensor Completion: Appendix
D.1. Minimizing overW
In order to solve Step (a), we need to solve the problem
min
W
{
F (W)− N∑
n=1
(
〈Cn,W −Bn〉+ β2 ‖W −Bn‖2Fr
)}
which is equal to
min
W
{
F (W)−
〈
N∑
n=1
Cn + βBn,W
〉
+ Nβ2 ‖W‖
2
Fr + c
}
,
for some constant c whose value is independent ofW .
Notice that the terms where the whole tensorW appears are both the square of its Frobe-
nius norm and inner products with other tensors. By using the definition of the tensor
inner products, it is easy to see that in both cases we can decouple the whole tensorW
in terms of the fibers of its mode-1 unfolding, that is the original tasks weight vectors:
〈Z,W〉 = T∑
t=1
〈Z :,t,W :t〉 , ∀Z ∈ Rp1×···×pN . Consequently, solving the above opti-
mization problem is equivalent to solving the following T = p2p3 . . . pN minimization
problems
min
w
∑mt
i=1 ` (〈xti, wt〉, yti)−
〈(
N∑
n=1
Cn + βBn
)
(1),t
, w
〉
+ Nβ2 ‖wt‖2Fr ,
(D.1)
for all t ∈ [T ], where we use the notation wt = W (1),t. In particular, if we consider one
half of the square loss function, then the solution to problem (D.1) has the closed form
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wt =
(
X tX t> +NβI
)−1 X tyt + ( N∑
n=1
Cn + βBn
)
(1),t

where X t ∈ Rd×mt is the data matrix for task t, that is, the columns of X t are the inputs
xti, i = 1, . . . ,mt, and yt = (yt1, . . . , ytmt)>.
D.2. Computation of an Approximated Projection
Here, we address the issue of computing an approximate Euclidean projection onto the
set
S = {v ∈ Rd : v1 ≥ · · · ≥ vd ≥ 0}.
That is, for every v, we shall find a point P˜S(v) ∈ S such that
∥∥∥P˜S (v)− z∥∥∥2 ≤ ‖v − z‖2 , ∀z ∈ S. (D.2)
As noted in [26], in order to build P˜S such that this property holds true, it is useful to
express the set of interest as the smallest one in a series of nested sets. In our problem,
we can express S as
S = Sd ⊆ Sd−1 ⊆ . . . ⊆ S1,
where Si :=
{
v ∈ Rd : v1 ≥ v2 ≥ . . . ≥ vi, v ≥ 0
}
. This property allows us to sequen-
tially compute an approximate projection on the set S using the formula
P˜S (v) = PSd
(
PSd−1 · · · (PS1 (v))
)
(D.3)
where, for every close convex set C, we let PC be the associated projection operator.
Indeed, following [26], we can argue by induction on i that P˜S (v) verifies condition
(D.2). The base case is ‖PS1 (v)− z‖2 = ‖v − z‖2, which is obvious. Now, if for a
given 1 ≤ i ≤ d− 1 it holds that
‖PSi (· · ·PS1 (v))− z‖2 ≤ ‖v − z‖2
then ∥∥∥PSi+1 (PSi (· · ·PS1 (v)))− z∥∥∥2 ≤ ‖PSi (· · ·PS1 (v))− z‖2 ≤ ‖v − z‖2,
since z is also contained in Si+1.
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Algorithm D.1 Computing an approximated projection onto the set S = {v ∈ Rd :
v1 ≥ · · · ≥ vd ≥ 0}.
Input: y ∈ Rd+.
Output: v ∈ S.
Initialization: v ← y.
for i = 1, 2, . . . , d do
while vi < vi+1 do
j ← argmax{` : ` ∈ [i], vi = vi−`+1}
if vi−j ≥ vi + vi+1−vij+1 then
v1:i+1 ←
[
v1:i−j,
(
vi + vi+1−vij+1
)
1j+1
]
else
v1:i+1 ←
[
v1:i−j, vi−j1j, vi+1 − (vi−j − vi) j
]
end if
end while
end for
Note that to evaluate the right hand side of equation (D.3) we do not require full knowl-
edge of PSi , we only need to compute PSi+1(v) for v ∈ Si. The next proposition de-
scribes a recursive formula to achieve this step.
Proposition D.2.1. For any v ∈ Si, we express its first i elements as v1:i =
[
v1:i−j, vi1j
]
,
where the last j ∈ [i] is the largest integer such that vi−j+1 = vi−j+2 = · · · = vi, and
1d ∈ Rd denotes the vector containing 1 in all its elements. It holds that
PSi+1(v) =

v if vi ≥ vi+1[
v1:i−j,
(
vi + vi+1−vij+1
)
1j+1, vi+2:d
]
if vi < vi+1 and
vi−j ≥ vi + vi+1−vij+1
PSi+1
([
v1:i−j, vi−j1j, vi+1− (vi−j− vi) j, vi+2:d
])
otherwise.
Proof. The first case is straightforward. In the following we prove the remaining two.
In both cases it will be useful to recall that the projection operator PC on any convex set
C is characterized as
x = PC (y)⇐⇒ 〈y − x, z − x〉 ≤ 0, ∀z ∈ C. (D.4)
To prove the second case, we use property (D.4) and apply simple algebraic transforma-
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tions to obtain, for all z ∈ Si+1, that
〈
v − PSi+1 (v) , z − PSi+1 (v)
〉
= vi+1 − vi
j + 1
(
jzi+1 − ‖zi−j+1:i‖1
)
≤ 0.
Finally we prove the third case. We want to show that if x = PSi+1(v) then
x = PSi+1
([
v1:i−j, vi−j1j, vi+1 − (vi−j − vi) j, vi+2:d
])
.
By using property (D.4), the last equation is equivalent to the statement that if
〈v − x, z − x〉 ≤ 0, ∀z ∈ Si+1, then (D.5)
〈[
v1:i−j, vi−j1j, vi+1 − (vi−j − vi) j, vi+2:d
]
− x, z − x
〉
≤ 0, ∀z ∈ Si+1. (D.6)
A way to show that it holds true is to prove that the term in the left hand side of (D.6)
is upper bounded by the corresponding term in (D.5). That is, for every z ∈ Si+1, we
want to show that
〈[
v1:i−j, vi−j1j, vi+1 − (vi−j − vi) j, vi+2:d
]
− v, z − x
〉
≤ 0.
A direct computation yields the equivalent inequality
(vi−j − vi)
(
jxi+1 − ‖xi−j+1:i‖1 + ‖zi−j+1:i‖1 − jzi+1
)
≤ 0. (D.7)
Since x = PSi+1 (v), vi−j+1 = vi−j+2 = · · · = vi and vi+1 > vi, then xi−j+1 = xi−j+2 =
· · · = xi+1. Consequently, the left hand side of inequality (D.7) is equivalent to
(vi−j − vi)
(
‖zi−j+1:i‖1 − jzi+1
)
≤ 0.
Note that the first factor is negative and the second is positive because z and v are in
Si+1. The result follows.
Algorithm D.1 summarizes our method to compute the approximated projection opera-
tor onto the set S, based on Proposition D.2.1.
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