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Abstract— In this paper, we propose a Time-based estimator 
method to reconfigure manufacturing systems in case of sensor 
faults detection. The main idea is to replace the information lost 
by a timed one. In non-faulty behavior, each sensor is defined 
through two events: activation and deactivation. Our 
contribution is to define an estimator model of each event based 
on different clocks to maintain the same desired behavior of the 
system in a faulty mode (reconfigured). 
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I. INTRODUCTION 
During the design and development phases of Modern 
Complex Systems (MCS), a number of checks and tests are 
undertaken in order to guarantee their operational safety. 
However, despite all the measures that can be taken to carry 
out these tests, there is always the possibility of unpredictable 
behaviors. This is due to their increasing complexity, operating 
environment or simply to the aging phenomenon of the 
system's components.  
Because of the growing complexity of MCS and integrated 
technological elements, unpredictable dysfunctions can have 
unacceptable consequences. One of the major concerns of 
recent years research is the reconfiguration of MCS especially 
Manufacturing Systems (MS). In fact, it is no longer a matter 
of diagnosing fault events that have already occurred, but a 
matter of predicting them even before they occur. This, in 
order to take the necessary measures (reconfiguration, fault-
tolerance, maintenance ...) to ensure the safe operation of the 
system.  
In this paper, we propose a so-called time-based estimator 
model for reconfiguring the MS when a sensor fault is 
detected. First of all, an overview of Discrete Event Systems 
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(DES) is given in the second section. In section 3 we define 
the reconfiguration process. Section 4 presents our 
contributions, and the results application is given in section 5. 
Finally, in section 6 a conclusion and indications of our future 
works are reported. 
 
II. OVERVIEW 
The proposed approach in this manuscript is applied to 
MS. These systems are considered as a class of Discrete Event 
Systems (DES). Unlike continuous systems which are 
described by differential equations, a DES is defined as a 
dynamic system that can be described in discrete state space 
and whose evolution is described by state transitions triggered 
by events [1]. Two formal methods are proposed in literature 
to control DES: The first one is the Validation and 
Verification control (V&V) which aims to let the control 
designer develop control models based on specifications and 
then automatically analyses a formal representation of these 
models [2] and to check if the intended purpose is achieved 
[3]. The second one is the supervisory control of DES initiated 
by Ramadge and Wonham [4]. The Supervisory Control 
Theory (SCT) (figure 1) consists on the one hand in 
constructing a plant model to represent the possible behaviors 
of the studied system and on the other hand the specifications 
model, representing the expected properties. From these two 
models, the next step is to mathematically obtain the plant 
model under control whose behavior represents what is 
possible in the process while respecting the constraints 
imposed by the specifications. Finally, the supervisor can be 
synthesized. One of the SCT founding concepts is the notion 
of controllability. Associated with the event concept, this 
property allows the supervisor to prohibit or not an event, and 
thus a possible behavior of the process. The major 
disadvantages of V&V method are the need of prior writing 
of programs and the impossibility of a programmer to fully 
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validate it when a change is carried out. Thence, our work is 
based on the SCT method. 
 
Figure 1: Supervisory Control Theory loop 
The original language of the SCT is the formal language 
generated by Finite State Machines [5]. Formally, an FSM is 
given as follows:  
An FSM is an automaton defined as A= (Q, Σ, δ, q0, Qm) such 
as: 
• Q is a finite set of all states of A. 
• Σ is the set of events, also called alphabet of A. 
• δ is the transition function, defined by δ: Q × Σ→Q. δ (q, σ) 
= q’ represents a transition carrying the event σ which leads 
from a state q to a state q’. 
• q0 is the initial state of the automaton A, such that q0∈Q. 
• Qm is the set of marked states in A, such that Qm⊆ Q. 
 
One of the most applied functions on FSM is the 
synchronous composition which allows representing in a 
single automaton the parallelized behavior of the automata 
used for its construction. Let A1, A2 denote two automata 
presenting two DES such as A 	= (Q1, Σ1, δ1, q01, Qm1) and A = (Q2, Σ2, δ2, q02, Qm2) with Σ1 ∩	Σ2 ≠ ∅. The synchronous 
composition is given by: A3=A1 || A2 = (Q1× Q2, Σ1 ∩	Σ2, δ1× 
δ2, q01× q02, Qm1× Qm2). 
III. RECONFIGURATION PROCESS 
The concept of Reconfigurable Manufacturing Systems 
(RMS), that was proposed by the University of Michigan in 
1999, was the effective solution adopted by researchers to 
meet the market’s requirements and to gain competitiveness. 
It is necessary to design easily reconfigurable MS in order to 
adapt them quickly to a changing request (fault detection, 
configurations changing, or specifications changing) [6], [7] 
[8], [9], [10]and [11]. This, therefore, requires having systems 
that are both reconfigurable at the hardware level but also at 
the control level as solutions to respond to these requirements. 
The reconfiguration process[12] is divided into two 
distinct axes (figure 2): a plant reconfiguration (hardware), or 
a control reconfiguration (software). The first axe consists in 
intervening on the material plane of the plant in order to 
modify its capacities [13], [14]. It is then possible to 
compensate the services lost following the occurrence of a 
failure by the introduction following the reconfiguration of 
new services. While the second solution is to have a 
reconfigurable control able to adapt and exploit the services 
still available offered by the operative part. Several approaches 
have been proposed in [15] [16], [17], [18], [19] and [20].  
In this work, we focus on the second solution to maintain 
the MS functioning despite faults that can hinder its normal  
 
Figure 2: Reconfiguration process 
behavior. In order to obtain a reconfigurable control, two 
solutions are proposed in the literature: 
• Online synthesis of a deterministic control law exploiting the 
capacity of the operative part  [21] and [22]. 
• Online adaptation of the control developed offline, based on 
the idea that all the potentialities of the operative part have 
been pre-integrated to the control [23]. 
Whether it is a plant or a control reconfiguration, the process 
of reconfiguration is necessarily based on a knowledge of the 
services lost following the occurrence of a symptom of failure. 
This knowledge is usually derived from the diagnostic 
function (figure 3) which aims to locate and then identify the 
cause of the failure. It should be noted here that the role of such 
a diagnostic function in the reconfiguration process is not only 
to identify the cause of the failure for a maintenance purpose 
but also to identify the failure and its consequences directly or 
indirectly on the capacity of the plant and on the product flow 
state, with the aim of updating the operational capabilities 
model of the plant. 
 
Figure 3: Control reconfiguration's loop 
  
IV. PROPOSED APPROACH 
In this paper, a new framework of control reconfiguration 
is proposed. The method is based on the definition of a time-
based estimator model (faulty behavior). The main idea is to 
reconfigure the normal behavior model (Controller(NB)) by a 
faulty one (Controller(FB)) in the case of sensor faults detection 
(figure 4). Indeed, the information lost about the faulty sensor 
is replaced by timed information to maintain the system’s 
functioning. We note that the diagnosis task is not discussed 
in this paper. 
 
Figure 4: Control reconfiguration loop with two controllers 
Several approaches discussed the control reconfiguration 
issue for a centralized [24], hierarchical [25], decentralized 
[26], or distributed control [27], [28]. Although these 
approaches may have solved the reconfiguration problem, 
they nevertheless rely on material redundancy to fill the 
failure of a system component. This strategy is not only 
expensive, but it also requires a major maintenance device. 
Moreover, they remain dependent on Boolean information. 
But it is not the only information present when we consider 
time. This is called Timed Discrete Event Systems (TDES). 
In literature, time is modeled in two ways. The first one is the 
discrete time, for which the progression of time is discrete and 
measured by a digital clock which is incremented by one unit 
at a time, and the second one is the dense time, for which the 
progression of time is continuous and measured by clocks 
taking positive real values. TDES can be modelled using 
timed automata, Petri nets, or finite state machines [29], 
[30],[31], [32] and [33]. In a previous work, we discussed a 
method of timed synthesis control of TDES. A method where 
time is presented through a clock and considered as an event, 
which makes the modeling phase by FSM a simple task. In 
this work, a TDES is described by the following automaton: 
A= (Q, Σ, δ, q0, Qm) such as: 
• Q is a finite set of all states of A. 
• Σ is the set of events, such as Σ= ΣnT∪ ΣT. With: ΣnT is the 
set of non-timed events and ΣT is the set of timed events such 
as: ΣT = C ∪ D with: 
C: Set of clocks, each clock is defined by an activation 
and deactivation C= ↑ci ∪ ↓ci 
D: Finite set of durations di associated to each clock ci, 
such as D= {d1, d2, …, di}.  
• δ is the transition function. A transition is defined by: δ(q, 
σ)=q’. σ is the occurrence of a timed event or not of Σ. 
• q0 is the initial state of the automaton A, such that q0∈Q. 
• Qm is the set of marked states in A, such that Qm⊆ Q. 
In this paper, we do not go into the details of the control 
synthesis. We focus on how to define a model to replace the 
information lost on the sensors during the fault’s detection. 
We note that the faults treated in the rest of the paper are non-
observable faults of sensors. A non-observable fault is 
detected when a sensor is stuck in a position 0 or 1. 
A boolean sensor can take two values (figure 5): (=1) if the 
sensor is activated or (=0) if it is not. Both values are reached 
through the events associated to the sensor. Let “s” denote the 
boolean sensor, its associated events are “↑s” (activation) and 
“↓s” (deactivation). 
 
 
Figure 5: Sensor's states and events 
To model the sensor functioning of an MS, we opt for the 
practical modeling proposed in [34]. The author separates the 
MS into several Plant Elements (PE). Then he considers two 
models: the first one noted (actuator model) describes the 
functioning of each actuator with respect to its associated 
detectors. The second one noted (detectors) describes only the 
functioning of detectors associated to each PE. Finally, the 
synchronization of these two models allows to obtain an 
automaton that describes all possible behaviors of the actuator 
with its detectors. 
The two functioning modes of sensor “s” shown in Figure 
5 can be modeled by the following FSMs: 
 
 
Figure 6: Sensor models 
The FSM(a) (figure 6) describes the sensor “s” behavior 
when the initial state of “s” is activated and the FSM(b) 
presents the sensor “s” behavior when its initial state is 
deactivated. 
If the diagnoser detects a fault on the sensor “s”, the normal 
behavior is disrupted, and the models shown in figure 6 are 
not working anymore. Hence, the replacement of the sensor 
information is necessary. Therefrom, we propose a model 
estimating the functioning of the sensor and which ensures the 
same desired behavior (non-faulty behavior) of the system. 
The proposed model is a time-based estimator where the 
sensor activation “↑s” is replaced by a clock “Ci”, and the 
deactivation “↓s” by a clock “Cj”. Each clock is defined 
through three events: the clock activation {↑ci, ↑cj}, the clock 
deactivation {↓ci, ↓cj}, di the necessary duration for “s” to turn 
on and dj the necessary duration of “s” to turn off. The 
durations are estimated and determined by learning. 
  
The corresponding estimator model of figure 6 is given 
then as follows (figure 7): 
 
 
Figure 7: Time-based estimators 
If c1 or c2 is enabled, the system remains blocked in the 
state (1) for a duration d1 or d2 which is expressed by a self-
loop transition on state (1). Once it is elapsed, then the clock 
deactivation is allowed. 
The purpose behind the design of time-based estimator 
models is the control reconfiguration of normal behavior 
when a fault is detected. The control is based on SCT to 
determine the supervisors which comply with specifications. 
Indeed, the models that we determine describe all the possible 
behaviors. From these models, the SCT allows the 
determination of desired behavior and prohibits the 
undesirable situations. The resulting models of SCT allow the 
maintain of the system functioning despite the fault detected 
V. APPLICATION 
In this section, we present a case study to reveal and evince 
the effectiveness of our contribution. To this aim, we apply 
the proposed approach to the monostable single effect 
cylinder shown in figure 8. 
 
 
Figure 8: Monostable single effect cylinder 
Two limit sensors are associated to the cylinder s1 and s2. 
The exit order is given by the action P. Three cases are 
studied: 
• No sensor faults are detected (normal behavior) 
• One sensor fault is detected  
• Two sensor faults are detected 
The actuator functioning with its detectors is as follows: 
In the rest state, the spring is released and the sensor “s1” is 
activated. Once the order of exit “P” of the stem is authorized, 
“s1” is deactivated and the order is maintained until the 
activation of sensor “s2” which causes the deactivation of the 
order and then the stem’s return to its initial state by the recall 
of the spring. 
A. Normal behavior 
In normal behavior (figure 9), both sensors s1 and s2 are 
working. Applying the practical model proposed for non-
faulty behavior in [34], we obtain the two following models 
(1) and (2): 
 
Figure 9: (1) detectors model, (2) actuator model, (3) Plant Element 
model 
By synchronizing the two models (1) and (2), we obtain the 
model (3) that describes all possible evolutions of the cylinder 
with its associated sensors. 
The model (3) automaton is defined as follows:  
A (3) = (Q, Σ, δ, q0, Qm) such as: 
• Q = {0, 1, 2, 3, 4, 5} 
• Σ = {↑P, ↓P, ↑s1, ↓s1, ↑s2, ↓s2} 
• q0 = 0. 
• Qm =0. 
 
B. Faulty behavior (one fault) 
We assume that s2 is faulty. Let C1 and C2 replace 
respectively the sensor s2 activation and deactivation. The 
corresponding estimator models are given by figure 10. 
The model (3) automaton is defined as follows:  
A (3) = (Q, Σ, δ, q0, Qm) such as: 
• Q = {0, 1, 2, 3, 4, 5, 6, 7} 
• Σ = {↑P, ↓P, ↑s1, ↓s1, ↑c1, ↓c1, d1, ↑c2, ↓c2, d2} 
• q0 = 0. 
• Qm =0. 
In model (2) automaton, the events associated to sensor s2 
(↑s2 and ↓s2 resp) are replaced by their estimated events 
({↑c1, ↓c1, d1} and {↑c2, ↓c2, d2} resp) on the self-loop 
transition labels. 
 
  
 
Figure 10: Estimators models (1) detectors model, (2) actuator 
model, (3) Plant Element model 
In the initial state, the cylinder is in the input position and 
the sensor s1 is activated. Once the output order ↑P is allowed, 
the sensor s1 is deactivated “↓s1” and the clock C1 is triggered 
for a duration d1 which is the estimated time for the cylinder 
to reach the complete exit position (corresponding to s2 
activation in normal behavior). If d1 is not elapsed, the exit 
order is maintained until the flow of d1. Once the C1 is 
deactivated, the exit order is released and then the clock C2 is 
activated for a duration d2 (corresponding to s2 deactivation 
in normal behavior). 
C. Faulty behavior (two faults) 
We assume that s1 and s2 are faulty. Let C3 and C4 replace 
respectively the sensor s1 activation and deactivation. Let C1 
and C2 replace respectively the sensor s2 activation and 
deactivation. The corresponding estimator models are given 
by figure 11. 
In the initial state, if the output order ↑P is allowed, the clock 
c4 is activated for a duration d4 which is the estimated time 
for s1 to be deactivated. Then, the clock C1 is triggered for a 
duration d1 which is the estimated time for the cylinder to 
reach the complete exit position (corresponding to s2 
activation in normal behavior). 
The model (3) automaton is defined as follows:  
A (3) = (Q, Σ, δ, q0, Qm) such as: 
• Q = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} 
• Σ = {↑P, ↓P, ↑c1, ↓c1, d1, ↑c2, ↓c2, d2, ↑c3, ↓c3, d3, ↑c4, ↓c4, 
d4} 
• q0 = 0. 
• Qm =0. 
 
Figure 11: Estimators models (1) detectors model, (2) actuator 
model, (3) Plant Element model 
 
In model (2) automaton, the events associated to sensors 
s1 (↑s1 and ↓s1 rep) and s2 (↑s2 and ↓s2 resp) are replaced by 
their estimated events ({↑c3, ↓c3, d3} and {↑c4, ↓c4, d4} resp) 
and ({↑c1, ↓c1, d1} and {↑c2, ↓c2, d2} resp) on the self-loop 
transition labels. 
Once C1 is deactivated, the exit order is released and then 
the clock C2 is activated for a duration d2 (corresponding to 
S2 deactivation in normal behavior). After C2 deactivation, C3 
is triggered for a duration d3 which is the estimated time for 
the cylinder to reach its initial position (corresponding to s1 
activation in normal behavior). 
VI. CONCLUSION AND PROSPECTS 
In this manuscript, we have proposed a new approach of 
integrating time in order to define a time-based estimator for 
discrete event systems DES. This estimator aims at achieving 
a control reconfiguration during the detection of a sensor fault 
thanks to the diagnoser. Indeed, the information lost on the 
sensor is replaced by timed information. The main idea is to 
define an estimated model for sensor activation and 
deactivation based on clocks. Each clock is associated to three 
events: its activation, deactivation and its duration which is 
the estimated time for a sensor “s” to be activated or not. The 
results are applied to a monostable simple effect cylinder in 
order to prove the relevance of our method.  
The key advantage of our approach is the use of separate 
plant element models in order to exploit a distributed control 
that in the one hand avoid the combinatorial explosion 
  
recurrent in the reconfiguration approaches based on 
centralized and decentralized control [20], [19], [18]. On the 
other hand, it allows the reconfiguration of the only faulty 
plant element without reconfiguring all the system’s control. 
In addition, to replace the faulty sensor events by timed events 
that ensure the same behavior avoid the use of redundant 
elements which is an expensive solution. The restriction of the 
approach lies on the use of boolean sensors that have two 
states: sensor=1 (activation) or sensor=0 (deactivation), this 
type of sensors can be replaced by timed properties as we 
showed before which is not the case if we discuss analogic 
sensors. Certainly, the parallel execution of the two operating 
modes (normal and reconfigured) requires additional 
resources of memory and calculation as well as a robust 
synchronous communication. But it also minimizes the 
analysis time of a new fault and offers constantly a new 
alternative ready to be used when it is needed.  
In our short-term works, a library of time-based estimators 
of different type of cylinders with their associated sensors will 
be proposed. Furthermore, an approach of control 
reconfiguration of DES based on SCT will be proposed too, 
the method is based on a distributed control exploiting the fact 
that MS are informally distributed [28]. 
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