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1. П о с т а н о в к а  з а д а ч и
Рассматривается задача оптимального управления механической систе­
мой. Компоненты задачи имеют следующий вид.
К1. Уравнения движения в форме уравнений Л агранж а [1]
й ( 3 1 )  8 1
Здесь £ -  время; Т (£,<7,(7) -  лагранжиан; q = (д1, . . .  , дп) -  обобщенные ко­
ординаты; д =  (1д/(И -  обобщенные скорости; (£, д, ф и) -  обобщенные силы; 
и =  (щ  (£), . . . ,  ит (£)) -  управляющие воздействия.
К2. Область допустимых значений управления гц зависящая от времени 
£, положения q и скорости ф задана системой равенств и неравенств
£ /С, 9,9) =  Д  { ? = 1 ’ • • • ’С € К ’ „  ) .  (2)\  \  6У (£, д, д, Д  < 0, Ь =  с +  1, . . . ,  с е  N /
Индекс Ь и соответствующая функция С ь называются активными  в точке 
(£, д, ф Д  , если бД (£, д, ф Д  =  0. Множество индексов, активных в данной 
точке, обозначим через Л (£, д, ф Д .
КЗ. Функциональные ограничения на траекторию в виде системы ра­
венств и неравенств
Л  (£0, £1, 9(0  ,? (•) ^ ( - ) )  =  о, 7 =  1, е м ,
Л  (£0 , £ь  д ( • ) ,  д ( • ) ,  и (• ) )  < 0 ,  7  =  б £ + 1 ,  . . . Д е М (3)
где
[  Р 1 (*, 9 , Ф Ф ЛЬ +  Г  (£0, ф  Д ь  дь ф . ) , (4)
гП
Л  =
И0
9о =  9 ( * о ) , <?о =  9  С о ) , 91 =  9  С О , 91 =  9  С О  •
* Работа выполнена при финансовой поддержке РФ Ф И (гранты №00-01-00346 и 01-07- 
90210).
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К4. Критерий качества: требуется минимизировать функционал 
rh
1 = 1  F 0 ( t ,q ,q ,u ) d t  + f °  ( to ,qo ,qo ,h ,q i ,q i)  ■ (5)
Jto
Конфигурационное пространство механической системы является диф ­
ференцируемым многообразием и описывается атласом карт. В данной ра­
боте рассматриваются необходимые условия оптимальности. Так как каж ­
дая часть экстремали долж на являться экстремалью, ограничимся рассмот­
рением локальных вопросов и будем считать, что интересующие нас точки 
(£, g, ф и) леж ат в некоторой открытой односвязной области D  евклидова про­
странства R1 х W 1 х W 1 х K.m* (Rm* -  пространство, сопряженное к К.ш ).
Рассматриваем задачу при следующих допущениях.
А 1. Функции L, Q ,C , F, /  непрерывно дифференцируемы нужное число 
раз.
А2. Полагаем, что п  х n -матрица вторых производных [<92£/<9ф<9ф] опре­
деленно положительна (в частности, невырожденна). Следовательно, можно 
записать уравнения движения в форме, разрешенной относительно вторых 
производных ф. Д ля натуральных механических систем это допущение всег­
да выполняется.
A3. Ограничения на допустимые значения управлений должны удовле­
творять условию общности положения: для каждой точки (£, </, фгл) число 
активных в этой точке ограничений равно рангу матрицы [дСа /  диг\, состав­
ленной из частных производных по и от всех активных в этой точке функций 
С а . Это допущение гарантирует, что ограничения наложены на управления, 
а не на скорость и положение.
A4. Полагаем, что в совокупности ограничения на управление и формулы 
для обобщенных сил таковы, что для каждого набора (£, g, q) вектограмма 
Q(t, g, ф U (£, g, q)) является ограниченным множеством.
А5. Ограничимся рассмотрением кусочно-непрерывных и кусочно-диффе­
ренцируемых управляющих воздействий u ( t)  , £ G А.
Совокупность {Д,б/(-) , гД-)} назовем управляемым процессом, здесь А =  
— [*0,fi] С R1, гД.) =  u ( t)  : [£o?H] -  закон управления, a q (•) =
=  q(t)  : [i0,i i]  —)> W 1 -  траектория, порожденная этим законом в силу урав­
нений движения (1). Процесс называется допустимым , если выполняются 
ограничения на управление (2), функциональные ограничения (3) и множе­
ство активных индексов является кусочно-постоянным. Последнее означает, 
что для процесса { А ,</(•),гД-)} отрезок А может быть разбит на конечное 
число частей так, что на каждой части сохраняется постоянство множества 
A ( t )  =  А  (£, q ( t ) , g (t) , гД£)). Отметим, что такое определение исключает из 
рассмотрения скользящие режимы.
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Задача оптимального управления заключается в нахождении среди всех 
допустимых процессов такого процесса, для которого значение критерия ка­
чества I  (А, д (•) , и (•)) является наименьшим.
При выполнении указанных допущений задачу оптимального управления 
будем называть гладкой регулярной задачей.
2 . Н ео б х о д и м ы е  у с л о в и я  о п т и м а л ь н о с т и
Воспользуемся принципом максимума Л. С. Понтрягина в форме, адап­
тированной для задач управления механическими системами.
Введем вспомогательные переменные (множители Лагранжа): постоян­
ные ф — (ФотФг, •••т'Фз)') непрерывную и непрерывно-дифференцируемую 
вектор-функцию у  (£) =  (у 1 (£) , . . .  ,у п (£)), кусочно-непрерывную и кусочно­
дифференцируемую вектор-функцию д(£) =  (ц1(^), . . . ,  д с(£)). Определим 
следующие вспомогательные функции: 
расширенный лагранж иан (расширенный интегранд)
Л (г, q, ф д, и) = ^ 2  ^ Р 1 +  ц ьС ь +  УУ
7=0 6=1 к = 1
1  (  дь
<И \ д д к ддк Чк (6)
расширенный терминант
А(го,<?о,<?о7ъ<?ъ<?1) =  У ^ 7/ 7;
7=0
(7)
расширенный гамильтониан (функция Понтрягина)
ЗА
п (* ,д ,д ,и )  =  У З ^ д *  +  У З
/с=1 /с=1
Т А  _  Д  / 0А \  
д<4к (М \  ддк )
дк -  А. (8)
Необходимые условия оптимальности для гладкой регулярной задачи оп­
тимального управления механической системой можно сформулировать в ви­
де следующей теоремы.
Т е о р е м а  1 . Если  {А, д (•) , и (•)} -  оптимальный процесс для гладкой регу­
лярной задачи, то существуют множ ители Лагранжа { ф ,  у(-), ц(-)} тпакие, 
что выполняются следующие условия.
Т1. Нетривиальность: для всех £ Е А постоянные ф, функции у  (£) и их  
производные у  (£) не обращаются в нуль одновременно.
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Т 2. Стационарность по q (уравнения Эйлера-Пуассона):
d ^ д А '' n • 1=  0. г =  1, . . . ,  п.дА
d ~dA d
dq1 dt _dql dt
ТЗ. Стационарность по и: для всех моментов  t G А
дА
ди7
=  0, г =  1, . . . ,  т.
Т4. Оптимальность по и: для всех моментов t Е А 
u ( t ) =  arg min Л (t, q, q, v ) .
T5. Условия трансверсальности:
дА
. Л г. 
' д А '
t=tç>
дАдХ
X ï
-
t=h
i = 1, . . . ,  п.
d_ / д Л \
_ dq' dt V dq' )  _ t=tç>
d \
d q î ’
d A _ ±  ( d A \
dq1 dt y dq1 )  _t—t\
dX
dq\ '
Тб. Стационарность по Ц и С (только для подвижных концов):
тт,  Ч дХ тт,  Ч дХ
п(<о) =  “ з + п ( *1) =  “ й ?
Т7. Дополняющая нежесткость:
(А, ц(-) ,«(•))  =  0, 7  =  <1+1, 
ц ь X) сь {г, ц Х , ц  X , и X )  =  о, г е Д, ь =  с + 1, . . . ,  с.
Т 8. Согласование знаков:
фо > 0, ф1 > 0, 7 =  й +  1, . . . ,  д; ц ь Х  > 0,  ^ € А,  Ь = с +  1, . . . ,  с.
(9)
(1 0 )
(И )
(12)
(13)
(14)
(15)
Процесс, удовлетворяющий условиям теоремы, назовем экстремальным  
процессом, а соответствующую траекторию -  экстремалью.
Доказательство теоремы опирается на результаты работ [2,3]. Справедли­
вость теоремы удобнее доказывать в два этапа. На первом этапе преобразуем 
исходную задачу к стандартной задаче оптимального управления стационар­
ной системой х  =  /  (ж, и) с ограничениями на управление в виде системы ра­
венств и неравенств С ь (ж, и) < 0, С ь (£, ц,д ,и)  =  0 и интегральным критерием
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качества. Д ля такой задачи необходимые условия оптимальности получены 
в [2, с. 400]. Преобразование задачи потребует введения новых переменных 
(для времени, для вторых производных, для функционалов </7), введения 
новых дифференциальных связей и соответственно новых множителей Л а­
гранж а для учета этих связей. На втором этапе полученные необходимые 
условия оптимальности переформулируем в терминах исходной задачи. При 
этом можно исключить и новые переменные, и новые множители Л агранжа, 
используя методику, показанную в [3] (для более простой задачи). Сопутству­
ющие выкладки достаточно громоздки, но не содержат ничего принципиаль­
но нового. Содержательно теорема подтверждает достаточно естественный 
ф акт: для рассматриваемого класса гладких регулярных задач справедлив 
принцип Л агранж а для исследования задач оптимизации с дополнительны­
ми ограничениями в виде равенств и неравенств [4].
Рассмотрим утверждения теоремы более детально и выделим некоторые 
важные моменты. Ограничимся рассмотрением одного (любого) участка экс­
тремальной траектории, на котором множество активных индексов постоян­
но. Вдоль экстремали, в силу дополняющей нежесткости для «пассивных» 
ограничений, соответствующие множители ц  тождественно равны нулю. Ис­
пользуя условие общности положения, можно доказать, что на каждом участ­
ке постоянства множества активных индексов активные множители ц  можно 
представить в виде линейных однородных функций множителей ф ,у  с ко­
эффициентами, зависящими от £, д, ф и. Этот ф акт объясняет, в частности, 
почему условия нетривиальности множителей Л агранж а не включают мно­
жители ц: если в некоторый момент времени 'ф =  0 и у (£) =  0, то автомати­
чески ц (£) =  0.
Условия стационарности по q дают для множителей Л агранж а у (£) систе­
му п  дифференциальных уравнений второго порядка (присоединенные урав­
нения). Эти уравнения можно записать в виде
тп п , ЛС~) \  ^
У  ЩкУк+ ^ 2  \ ^ к +  Ь*к +  ~я а г )
к = 1 к=1 К 4 '  к=1
\  , , <1 ( <9<2к \  дС}к
Ьгк + Сгк + М \ М ) ~ ~ д ? \
Ук =
7=0
<1 Д Ж ' \  <)К<
сИ \  дер )  дер +  £ь= 1
д С ь\ д С ь
, (Ю
где
д21Щк 0, Я, я) =
IЧк Я1 Я) д([%д р  ддгд(}к ’
(к)1 (к)к ’
д 2Ь д 2Ь (17)
к ^  =  |  ( а д а )  “ а д а -
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Экстремаль д (£) считается известной, поэтому известны и скорости д(£), и 
ускорения д (£). Ускорения можно получить из уравнений движения
Я3 С, Я, Я,и ) =  У  (зг +  Я д  , (18)
1=1
где {а-77} -  матрица, обратная матрице {щ/ф, и
дЬ д2Ь  ФФ <92У ,
91 &Я, Я)  =  7 0  “  *<9дг<9£ дд1ддэ
(19)
Поскольку матрица {щ/ф невырожденна, присоединенные уравнения можно 
записать в виде, разрешенном относительно старших производных у.
Условия трансверсальности дают краевые условия для вышеприведенной 
системы дифференциальных уравнений. На левом конце при £ =  £о должно 
выполняться
У  а г к У к =  У  С
к = 1 7=0
3 /7
7 п Ч ’'Ло
Е
/с=1
'«Л  1 ,1 ^  , /"-г7, I , V - э с *= ЕМ ТиГ- ТйН+Е»
7=0 \  <9(/п 6= 1
На правом конце траектории при t = tı  имеют место соотношения
(20)
(21)
ТЬ -Р'У
У  (Нкук =  -  У
к=1 7=0
Е
к = 1
)  У*
7=0 6=1
0С*
дг/'
(22)
(23)
Используя невырожденность матрицы {сц/ф и наличие зависимости ц(£,?/у у), 
можно получить явные выражения для граничных условий системы (16):
у(г о) =  Фо1 (* о ,З о 7 о 7 ь З ь З ь ^ ), У С  о) =  ф 02 (*о,Зо,Зо7ьЗьЗь ^ ) , 
у ( н )  =  Ф и  О о , З о , З о 7 ь 3 1 , 3 1 , ^ )  5 У Д )  =  ф 12 С о ,  Зо,  З о 7 ь  <?ъ З ъ  С )  •
В заключение данного раздела приведем еще одно полезное соотношение. 
Непосредственно проверяется, что вдоль экстремали выполнено равенство
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Рассмотрим склерономный случай, когда функции L, Q, С, F  не зависят от 
времени £ явно. Тогда правая часть обращается в нуль и, следовательно, 
вдоль экстремали П =  const, или в развернутом виде
7 = 0
v / d F ^ Л  \ дС  .fc \ -к -i
^ ' 4ч v W 4 ~ )  + ^ ‘I tl>W q ~ ^  <Hkq у
+ Е
i,k=1
i,k=1
д ь  д2ь  ^  dQ % .к
_dql dqldqkТ й ?  +  Я г dqk
у 1 =  c o n s t. (25)
Это соотношение, линейное по у  и у, можно рассматривать в качестве первого 
интеграла для присоединенных уравнений. К ак и в классическом вариаци­
онном исчислении, это проявление общей закономерности: в задаче, инва­
риантной относительно некоторой группы преобразований (в склерономном 
случае -  относительно преобразований сдвига по времени), существует пер­
вый интеграл [4, с. 402]. Этой теме посвящен следующий раздел.
3. П о к о м п о н е н т н а я  и н в а р и а н т н о с т ь  гл а д к о й  р е гу л я р н о й  з а д а ч и
Экстремальной траектории </(£),£ Е Д , соответствует граф ик экстрема­
ли -  кривая (£,</(£)), £ Е Д , в расширенном конфигурационном пространстве. 
Введем в рассмотрение гладкое векторное поле з(£, </), определенное в окрест­
ности графика экстремальной траектории, с компонентами
s =  s° (t,q)  Д  ( t ,q ) , . . .  , s n (t , q ) . (26)
Каждое такое векторное поле можно рассматривать как инфинитезимальный 
оператор локальной однопараметрической группы преобразований [5, с. 21] в 
области с координатами (£, д1, . . . ,  qn .^
Л е м м а . Если на графике экстремали определены векторное поле в (£, q) и 
гладкая функция Ф (£, д, д) такие; что для всех £ Е Д  выполнено тождество
дА
~dil + Еk=1
дА k
dqkS dqk
+ _  2 -0 ~k _  --0
то вдоль экстремали справедливо соотношение
А - п  ^
+ A s  “ л -
(27)
k = 1
) +
" dA d ( d A Y ok
_ w ( *  - q a . _dqk dt \  dqk )  _
s n«S =  Ф +  c o n s t. (28)
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Доказательство заключается в дифференцировании (28) с учетом урав­
нений движения, необходимых условий оптимальности и тождества (24).
Формально лемма дает выражение для первого интеграла присоединен­
ных уравнений в виде (28), но конструктивная ценность полученного ре­
зультата снижается сложностью проверки условий инвариантности (27), по­
скольку в выражения для Л входят искомые вспомогательные переменные 
принципа максимума. Ниже будут получены другие условия инвариантно­
сти, проверка которых требует только информации о компонентах (К1)-(К4) 
рассматриваемой задачи оптимального управления.
Д ля сокращения выкладок введем ряд обозначений.
Определим оператор Эйлера Е , действующий на функции Ф (£, д, ф д) по 
правилу
а { эч>\ а? / э ф \  , „
к ~  ~  М \ Щ ь )  + д ё  \ д ¥ /  ’ ~~ ( )
Тогда уравнения движения (1) можно записать в виде Е^Ь  + (^^ = 0.
По данному векторному полю (26) построим выражения
з п + к  (*, д, д )  =  з к -  з ° д к , к  =  1, . . . ,  п ,  ( 3 0 )
з 2 п + к  ( к  д, д, д )  =  ё к -  2 з ° д к -  з ° д к , к  =  1, . . . ,  п .
Это известные формулы продолжения [5, с. 26]. Определим набор гладких 
функций
V) ( г ,  д, д, и )  =  (<Ш1 Д  д, д, и ) , . . . ,  гит  (£, д, д, и ) ) . ( 3 1 )
Следуя работе [5, с. 226], введем оператор Л и-Бэклунда, действующий на 
функции Ф (£, д, ф ф и) по правилу
£  — ** +  — /■+* +  — Л  + У ' — »  (32)
Если функция не зависит от и , вместо £ ( 8^  будем писать £ ( 3у
Упорядоченный по возрастанию набор А  неповторяющихся индексов из 
множества {1, . . . ,  с, с +  1, . . . ,  с} назовем допустимым, если А  состоит из ин­
дексов 1, . . . ,  с и (возможно пустого) множества индексов из с +  1, . . . ,  с. Обо­
значим через О(Л) множество точек (£, д, ф ф Д ,  удовлетворяющих условиям 
ЕЕ  +  (2 =  0 и С ь (£, д, ф и) = 0  для всех Ь £ А.
О п р е д е л е н и е . Пусть в (£, д) =  (з° (£, д) , Д  (£, д) , . . . ,  (£, д)) -  инфините-
зимальный оператор локальной однопараметрической группы преобразова­
ний расширенного конфигурационного пространства. Задача оптимального
104
А. П. Кукушкин. Инвариантность управляемых механических систем
управления механической системой называется покомпонентно инвариант­
ной относительно действия группы; если существуют функции  7?7 (£, д, ф), 
7  =  0 , 1, . . . ,  д, и тг (£, </, ф и ) ; г =  1, . . . ,  т , такие; 'что длл любого допусти­
мого набора индексов А  тождественно выполняются соотношения
£ (в,т)
£(э,га)СЬ = 0
сИ
П (А)
П(А)
(33)
всех Ь Е А; (34)
<^£ (<§)Е/СХ/ -Ь £ ( 3,‘Ш)Як О] ^ 1, , 71. (35)
Используя это определение, можно сформулировать такую теорему.
Т е о р е м а  2 . Если задача оптимального управления покомпонентно инва­
риантна относительно действия локальной однопараметрической группы 
преобразований; действующей на расширенном конфигурационном простран­
стве; то на экстремали сохраняет свое значение выражение
Щ .)  =  £
к = 1
<9Л 5п+/с + <9Л д /  <9Л
<9^ (И у ддк
- Ш 0 - ^ ^ В 7 =  с° п ^ .  (36)
7=0
Д ля доказательства дифференцируем (36) с учетом уравнений движения, 
необходимых условий оптимальности (9) и тождества (24). Группируя члены 
при вспомогательных переменных принципа максимума и учитывая условия 
покомпонентной инвариантности, получаем д М ^ /с И  =  0.
Отметим три факта, полезных при практическом применении теоремы.
1. В развернутом виде закон сохранения (36) имеет вид
м л  =  X  ^
7=0
а р 7
()дк
. к = 1  4
^  А  д С ъ (  
+  Х Д * Х  ддк (
ь е А ( г )  к = 1
З к _  ^ к 8 0 \  +
г=1 к = 1
в* -  Л * ) +
«‘ 5° ) + в 7 а ° -  в7
п
У !  уг X О
+ ХД Х°* о
г=1 I /с=1
+  X  “  Д у )  Д  “  ^7 °) “  +  ^ 0  в ° |  =  сопЛ  (37)
где коэффициенты а ^ , Ф ь определяются по лагранж иану Ь  (£, д, д) при по­
мощи формул (17), (19).
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2. Заметим, что функции wr ( t ,q ,q ,u )  не фигурируют в законе сохране­
ния -  они нужны только при проверке условий инвариантности, причем при 
такой проверке достаточно доказать лишь существование этих функций. С 
этой точки зрения важно отметить, что условия (33)-(35) можно рассмат­
ривать как систему линейных алгебраических уравнений относительно неиз­
вестных wr , r  =  1, . . . , т ,  а вопрос существования решения такой системы 
решается стандартными методами линейной алгебры.
3. В задачах физики значительный интерес представляют инвариантные 
функции Л агранжа, в которых (L)-\-sQL  =  0. В этом случае представляет 
интерес другая форма условия (35). Непосредственной проверкой доказыва­
ется следующее коммутационное соотношение между оператором Эйлера- 
Л агранж а и оператором Л и-Беклунда
/  я л  ч о \
Ек [ £ {S)L  +  s°L] = £ {s) [Ек (L)} + s°EkL + q*— j  E.L. (38)
(В работе [6] коммутационное соотношение доказано для более общего слу­
чая.) У читывая коммутационное соотношение движения, получаем условие 
инвариантности уравнений движения (35) в форме
n  ^ /  Qgi . Qs0 \
Е к  [ £ ( s )  ( Е )  +  è ° L ]  +  £ ( s , w ) Q k - \ - S 0 Q k - \ - ^ ^  _  ^ l ~ d q k )  =  0, fc =  1, . . . ,П .
Так что для инвариантного лагранж иана L  получаем условие только на обоб­
щенные силы Q .
Содержательный пример для предлагаемой методики приведен в рабо­
те [7]. Из работ, посвященных использованию симметрии в задачах оптималь­
ного управления, автору известна статья [8].
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