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Abstract In diesem Bericht werden verschiedene Imputationsmechanismen
f

ur fehlende Kovariablen in einem linearen Regressionsmodell mit zwei Ko
variablen untersucht Hierbei ist eine der Kovariablen vollst

andig beobach
tet die andere nur teilweise Die betrachteten Imputationsmechanismen sind
Zero Order Regression ZOR First Order Regression FOR First Order
Regression plus random noise FOR und Modi	ed First Order Regression
MFOR
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  Einleitung
In dieser Studie werden lineare Regressionsmodelle bei fehlenden Kovaria
blen betrachtet Die Ergebnisse dieser Simulationsstudien sollen einen ersten
Eindruck vom Verhalten der untersuchten mixed Sch

atzer Sch

atzer vermit
teln dabei bestehende Probleme aufzeigen und m

ogliche L

osungsans

atze auf
Durchf

uhrbarkeit hin

uberpr

ufen Die Simulationsprogramme sind in C


unter Verwendung von Templateklassen zur linearen Algebra Fieger Heu
mann Kastner und Watzka 
 und Klassenbibliotheken zur linearen Re
gresison Fieger 
 erzeugt
   Daten
In den Simulationsstudien des vorliegenden Berichts betrachten wir stets ei
ne Datenmatrix X  
 x
 
 x

 mit folgendender Struktur der Kovaria
blenvektor x
 
ist vollst

andig beobachtet der Kovariablenvektor x

ist nicht
vollst

andig beobachtet Die Aufteilung in ein complete Modell Index c
und ein missing Modell Index   ergibt
X 
 

 x
 c
x
c

 x
  
x
 

Die fehlenden Daten beschr

anken sich also auf den Vektor x
 
 der vollst

andig
unbeobachtet ist
F

ur die vorliegende Studie wurden zwei Kovariablen gew

ahlt da sich so die
Korrelationsstruktur durch einen einzigen Parameter beschreiben und in Gra
	ken nach diesemabtragen l

at Die betrachteten Verfahren sind jedoch nicht
auf diese Situation beschr

ankt
  Modell
Betrachten wir ein klassisches lineares Regressionsmodell y  Xmit oben
beschriebener KovariablenmatrixX so erhalten wir nach Partitionierung das
sogenannte Mixedmodell vgl Rao und Toutenburg 

 
y
c
y
 


 
X
c
X
 

 
 

c

 



  Fehlendmechanismus
Die Erzeugung von fehlenden Werten in der betrachteten Studie geschieht
stets derart da die Werte missing completely at random MCAR sind
d h da das Fehlen eines Kovaraiblenwertes nicht von den Daten abh

angt
vgl Little und Rubin 


 Untersuchte Sch

atzer
Im folgenden werden verschiedene Ans

atze verglichen die das Fehlen von Ko
variablenwerten bei der Sch

atzung der Regressionsparameter ber

ucksichtigen
Zugrundelegend ist stets die Aufteilung des Modells in das Mixedmodell 

  Complete Case Sch

atzer
Die einfachste M

oglichkeit die fehlenden Daten zu behandeln ist die com
plete case Methode F

alle die nicht vollst

andig beobachtet sind werden aus
geschloen Das betrachtete Modell reduziert sich damit zu
y
c
 X
c
  
c
Bei allen weiteren Sch

atzern wird das Mixed Modell 
 vollst

andig verwen
det Die nicht beobachteten Werte in x
 
m

ussen dazu durch gesch

atzte
Werte ersetzt werden um die so vervollst

andigte Datenmatrix
 
X
c
X
R

im mixed Sch

atzer


mixed
 X

c
X
c
X

R
X
R
X

c
y
c
X

R
y

 
zu verwenden
 ZOR Sch

atzer
Ersetze fehlende Werte in der KovariablenmatrixX durch das Spaltenmittel
werte x
i
das aus den Daten in X
c
bestimmt wird Die Zero Order Regression
Methode wird deshalb auch unconditional mean imputation genannt
 FOR Sch

atzer
Verwenden wir die Korrelationsstruktur der Kovariablen X so k

onnen wir
einen fehlenden Kovariablenwert x
ij
durch eine Regression auf die restlichen
Kovariablen prognostizieren und als Ersatzwert verwenden Die Regressions
koezienten dieser Hilfsregressionen werden aus den vollst

andigen F

allen
gesch

atzt Die First Order Regression Methode wird deshalb auch als condi
tional mean imputation bezeichnet

 FORplus Sch

atzer
Bei der First Order Regression wird durch zu glatte Ersetzung die Resi
dualvarianz untersch

atzt Die Einf

uhrung eines zus

atzlichen Fehlerterms soll
diesen Eekt ausgleichen vgl Simono 

 MFOR Sch

atzer
Wie bei der First Order Regression wird die Korrelationsstruktur der Da
ten verwendet um fehlende Beobachtungen zu ersetzen Hier wird jedoch
zus

atzlich der Response y in den Hilfsregressionen verwendet
 	Wahrer
 Sch

atzer
In den Simulationsstudien sind die fehlenden Daten k

unstlich aus dem Da
tensatz entfernt worden Dadurch sind ihre Werte bekannt und es kann
als Referenz der mixed Sch

atzer berechnet werden der sich ergibt wenn die
wahren Werte wieder eingesetzt werden also quasi ein perfektes Imputati
onsverfahren betrachtet wird
 Gewichtete Sch

atzer
In Little 
 werden Gewichte f

ur die unvollst

andig beobachteten F

alle be
trachtet die dazu dienen sollen die erh

ohte Residualvarianz auszugleichen
Diese Gewichte werden im gewichteten KQSch

atzer verwendet WLS esti
mation um den Einu der unvollst

andig beobachteten F

alle zu reduzieren
Betrachtet werden ein einfaches Gewicht
w
 


yys

yys
 
 

ys
und ein verbessertes Gewicht
w 

 

ys
mn


ys
 
  

ys
mn

 Struktur der Simulationsstudie
Die Struktur der hier pr

asentierten Simulationen ist wie folgt vergleiche auch
Anhang A

 Erzeugung einer Datenmatrix

X 

B
B
B

x
  
x
 
x
 
x







x
n 
x
n

C
C
C
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Die Zeilen von

X werden als unabh

angig und identisch verteilt gem

a
N
X
 erzeugt Dabei ist  
 

 
 


und 
X
  

gesetzt
Hinzuf

ugen einer Einsspalte Intercept ergibt schlielich die Daten
matrix X  


X Dieser Schritt wird f

ur bestimmte Werte von
  		 hier Schrittweite 
 wiederholt
 Aus der DatenmatrixX dem festgelegten Parametervektor  
 
 


und einem Fehlervektor   N 


 wird der Responsevektor y gem

a
y  X erzeugt Dieser Schritt wird  mal wiederholt 


 E


wurde hierbei als 
 bzw 
! gew

ahlt  wurde 
 
 


gesetzt
 Fehlende Werte kommen nur in der Datenmatrix X vor sie fehlen hier
nur in der zu 

geh

origen Spalte Die Wahrscheinlichkeit P R
i

 also die Wahrscheinlichkeit in einer gegebenen Zeile von X einen
fehlenden Wert zu erhalten wurde mit 	 bzw 	 festgesetzt gleich
f

ur alle i und unabh

angig von X Es liegt also missing completely at
random MCAR vor
  Ergebnisse
Die im folgenden dargestellten Ergebnisse stellen mittlere Sch

atzwerte dar
die sich nach Aggregation

uber die verschiedenen verwendeten X Matrizen
ergeben Es wurden die oben vorgestellten Sch

atzer verwendet die jeweils
ungewichtet bzw in der gewichteten Version bestimmt wurden Die oben an
gegebenen Gewichte wurden zum Vergleich auch f

ur die nichtstochastischen
Ersetzungen FOR MFOR verwendet Bei FOR ist keine Gewichtung
n

otig da dies bereits durch die zus

atzlich eingef

uhrte Streuung ber

ucksichtigt
wird in den Gra	ken werden bedingt durch die Struktur des Simulations
programmes auch hier die gewichteten Ergebnisse angegeben

 Probleme
Es ergeben sich zwei Probleme f

ur den Sch

atzer


MFOR

 die Varianz 

wird untersch

atzt
 die Sch

atzung von  ist verzerrt
 L

osungsans

atze
Als m

ogliche Verbesserungen von


MFOR
k

onnten folgende Ans

atze dienen
die in einer sp

ateren Studie untersucht werden sollen
 Varianzkorrektur durch Imputation mit zus

atzlichem Fehlerterm exi
stiert f

ur FOR dort FORplus" nicht f

ur Bias
 Biaskorrektur von


MFOR
 Eine Sch

atzung des Bias von


MFOR
k

onnte
mittels Bootstrapverfahren ermittelt werden vgl Abbildung 

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Abbildung 
 Allgemeines Diagramm der Biassch

atzung Bias

P




 



 ist
ein allgemeines Bias Ma und mu

ublicherweise mit Monte Carlo Metho
den approximiert werden Abbildung ist aus Efron und Tibshirani 

entnommen
!
 Grasche Darstellung der Ergebnisse
In den folgenden Gra	ken sind mit


Sch

atzer
Gewicht
i
Mittelwert bzw Varianz der Replikationen des Sch

atzers f

ur


i
bei gegebener
Korrelationsstruktur nach der Methode Sch

atzer d h CC ZOR FOR
FOR oder MFOR bezeichnet Die verwendeten Gewichtungen sind w
gewichtete Version des jeweiligen Sch

atzers iw verbesserte gewichtete
Version des jeweiligen Sch

atzers
  Alle Sch

atzer
In Abbildungen   und  werden die ungewichteten Versionen aller betrach
teten Sch

atzverfahren verglichen Der wahre der Complete Case und der
First Order Regression Sch

atzer sind unverzerrt Die Zero Order Regression
liefert nur f

ur unkorrelierte Kovariablen unverzerrte Sch

atzergebnisse anson
sten ist ZOR den am st

arksten verzerrte Sch

atzer Der FOR Sch

atzer und
der MFOR Sch

atzer sind bez

uglich des Bias gegenl

au	g F

ur die vollst

andig
beobachtete Kovariable hier X
 


ubersch

atzt MFOR den Paramater f

ur ne
gative Korrelation und untersch

atzt den Regressionsparameter f

ur positi
ve Korrelation F

ur die unvollst

andig beobachtete Kovariable

ubersch

atzt
MFOR den Paramater immer FOR untersch

atzt den Regressionsparame
ter stets
Der Complete Case Sch

atzer besitzt im Vergleich zu den anderen betrachte
ten Verfahren die gr

ote Varianz Der stark verzerrte ZOR Sch

atzer besitzt
die kleinste Varianz Der FOR Sch

atzer besitzt im wesentlichen die glei
che Varianz wie der wahre Sch

atzer ist jedoch verzerrt Der Vergleich
MFOR#FOR ergibt in etwa die gleichen Varianzen f

ur den Parameter der
vollst

andig beobachteten Variablen jedoch eine geringere Varianz von MFOR
im Fall der unvollst

andig beobachteten Variablen
 Zero Order Regression
In Abbildung  werden der ungewichtete und die gewichteten ZOR Sch

atzer
verglichen Die Gewichtung reduziert die Verzerrung das verbesserte Ge
wicht reduziert den Bias st

arker Die Varianz wird durch die Gewichtung
erh

oht und ist etwa der der Complete Case Sch

atzung gleich
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Abbildung  Mittelwerte obere Bilder und Varianzen untere Bilder aller
betrachteten Sch

atzverfahren f

ur


 
linke Bilder und



rechte Bilder f

ur
  	"	 bei 


 
	 und $ Fehlwarscheinlichkeit
 First Order Regression
In Abbildung  werden der ungewichtete und die gewichteten FOR Sch

atzer
verglichen Die FOR Sch

atzung ist unverzerrt Die Varianz wird durch die
Gewichtung erh

oht Im Falle der vollst

andig beobachteten Kovariablen ist
sie aber geringer als die der Complete Case Sch

atzung Im Falle der unvoll
st

andig beobachteten Kovariablen ist die Varianz der Complete Case der
FOR und der gewichteten FOR Verfahren gleich
 First Order Regression plus random noise
In Abbildung  werden der ungewichtete und die gewichteten FOR Sch

atzer
verglichen Die FOR Sch

atzung ist verzerrt Mit steigender absoluter Kor
relation zwischen den beiden Kovariablen steigt der absolute Bias Die Ge
wichtung reduziert das Ausma der Verzerrung Wie beim FOR Sch

atzer
erh

oht die Gewichtung die Varianz des Sch

atzes Die Varianz bleibt nur im

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Abbildung  Mittelwerte obere Bilder und Varianzen untere Bilder f

ur
Zero Order Regression ungewichtet gewichtet und mit modi	zierten Ge
wichten sowie Complete Case und wahre Werte als Referenz f

ur


 
linke
Bilder und



rechte Bilder f

ur   	"	 bei 


 
	 und $
Fehlwarscheinlichkeit
Fall der vollst

andig beobachteten Kovariablen unter der des Complete Case
Sch

atzers Bei der unvollst

andig beobachteten Kovariablen ist die Varianz
des Parametersch

atzers gr

oer als im Falle des Complete Case Sch

atzers
 Modied First Order Regression
In Abbildung ! werden der ungewichtete und die gewichtetenMFOR Sch

atzer
verglichen Die MFOR Sch

atzung ist verzerrt Mit steigender absoluter Kor
relation zwischen den beiden Kovariablen steigt der absolute Bias der durch
die Verwendung des Gewichtungsverfahrens das f

ur die FORErsetzung be
stimmt ist wird der Bias verringert Die Varianz wird durch die Gewichtung
im Falle der vollst

andig beobachteten Kovariablen erh

oht im Falle der un
vollst

andig beobachteten Kovariablen wird sie verringert" sie bleibt jedoch
bei beiden Parametersch

atzungen unter der des Complete Case Sch

atzers
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Abbildung  Mittelwerte obere Bilder und Varianzen untere Bilder f

ur
First Order Regression ungewichtet gewichtet und mit modi	zierten Ge
wichten sowie Complete Case und wahre Werte als Referenz f

ur


 
linke
Bilder und



rechte Bilder f

ur   	"	 bei 


 
	 und $
Fehlwarscheinlichkeit
 Vergleiche mit anderen Einstellungen
Andere Vorgaben f

ur 


und die Fehlendwahrscheinlichkeit ergeben tendenzi
ell die gleichen Ergebnisse Ein h

oherer Fehlendanteil erh

oht das Ausma der
Verzerrung vgl Abbildung  Eine h

ohere Fehlervarianz 

erh

oht durchwegs
die Varianz der Parametersch

atzungen" das oben beschriebenem Verhalten
der jeweiligen Sch

atzer

andert sich jedoch nicht vgl Abbildung 
 Was soll noch kommen
Diese Studie ist nur eine erste Untersuchung verschiedener Ersetzungsver
fahren f

ur fehlende Werte im linearen Regressionsmodell Mit den in Fieger
et al 
 und Fieger 
 beschriebenen Werkzeugen ist es jedoch rela
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Abbildung  Mittelwerte obere Bilder und Varianzen untere Bilder f

ur
First Order Regression plus random noise ungewichtet gewichtet und mit
modi	zierten Gewichten sowie Complete Case und wahre Werte als Re
ferenz f

ur


 
linke Bilder und



rechte Bilder f

ur   	"	 bei



 
	 und $ Fehlwarscheinlichkeit
tiv leicht m

oglich neue Verfahren zu implementieren und andere Situationen
zu untersuchen Interessante Fragestellungen sind
 andere Fehlendmechenismen nicht MCAR oder MAR
 Zusamenhang zu den in Walbrunn 
 beschriebenen Diagnosema
en
 Einbeziehung diskreter und stetiger Variablen
 Untersuchung fehlender Werte in diskreten Variablen bin

ar mehrka
tegoriell d h neue bzw modi	zierte Ersetzungsmechanismen ent
wickeln und implementieren
 weitere Imputationsmethoden Fehler

uberlagerung multiple Imputati
on 	 	 	 
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A Quelltext
Im folgenden ist der den Simulationsprogrammen zugrundeliegende Quell
text angegeben um den genauen Ablauf der Studien zu beschreiben Quell
textstellen die hierf

ur nicht von bedeutung sind wie z B das Schreiben der
Ergebnisse in eine Datei wurden ausgelassen und duch   gekennzeichnet
         
double
truesigma       E
 
  
 
  
sigma Xvalues   
matrix truebeta K   	       
         
   matrices containing the data   
matrix y X
   matrices containing the submodel data after deleting values   
matrix Xmis ymis Xc yc
intMatrix R
   run one step of the simulation   
matrix SimuStep	 f
         
   create a model that has all the information
ie X before deleting some values   
af Classical Linear Regression Model mytruemodel y X 	
matrix hatbetaTrue   mytruemodelget hatbeta	
   create a ModelObject for the complete case data   
af Classical Linear Regression Model mymodel yc Xc 	
matrix hatbetaCC   mymodelget hatbeta	
   create a new ZOR model   
af ZOR Model myZORmodel yc Xc ymis Xmis R 	
   unweighted
matrix hatbetaallZOR  myZORmodelget hatbetaall
   weighted
myZORmodelset useweights  
myZORmodelset whichweight  
matrix hatbetaallwZOR  myZORmodelget hatbetaall
   weighted improved weights	
myZORmodelset whichweight  
matrix hatbetaalliwZOR  myZORmodelget hatbetaall
   create a new FOR model   
af FOR Model myFORmodel yc Xc ymis Xmis R 
   unweighted
matrix hatbetaallFOR  myFORmodelget hatbetaall
   weighted
myFORmodelset useweights  
myFORmodelset whichweight  
matrix hatbetaallwFOR  myFORmodelget hatbetaall


   weighted improved weights	
myFORmodelset whichweight  
matrix hatbetaalliwFOR  myFORmodelget hatbetaall
   create a new FORplus model   
af FORplus Model myFORplusmodel yc Xc ymis Xmis R 
   unweighted
matrix hatbetaallFORplus  myFORplusmodelget hatbetaall
   weighted
myFORplusmodelset useweights  
myFORplusmodelset whichweight  
matrix hatbetaallwFORplus  myFORplusmodelget hatbetaall
   weighted improved weights	
myFORplusmodelset whichweight  
matrix hatbetaalliwFORplus  myFORplusmodelget hatbetaall
   create a new MFOR model   
af MFOR Model myMFORmodel yc Xc ymis Xmis R 
   unweighted
matrix hatbetaallMFOR  myMFORmodelget hatbetaall
   weighted
myMFORmodelset useweights  
myMFORmodelset whichweight  
matrix hatbetaallwMFOR  myMFORmodelget hatbetaall
   weighted improved weights	
myMFORmodelset whichweight  
matrix hatbetaalliwMFOR  myMFORmodelget hatbetaall
   copy the results to one single matrix one row	
NoOfEstimates with K components 
 NoOfStatistics   K values   
matrix results NoOfEstimates K	NoOfStatistics  
         
return results
g
   create new data   
void create data  void  f
        
   create X

 X
 
  N 
 with 
 determined by Rho and variances   
af Normal Data DC mu variances Rho N 
matrix X  DCget y
matrix X  DCget X
   now use hcat	 to build the matrix X   X

 X
 
   
matrix columnofones N   
X  hcat columnofones hcat X X  
   construct  according to the model NOTE this y will never be used but
we need to create it as the denition of af MCAR Mechanism
TheMissingMechanism y X themissprobs 	 needs an arbitrary but valid	 y   
af LinearRegression Data my DC X truebeta N truesigma 
y  my DCget y
g

!
int main  void  f
        
   iterate       
for  int rhosteps
 rhosteps	 rhosteps		  f
rho  doublerhosteps   
   use the same correlation structure to construct multiple Xs   
for  int X reps X reps	NoOfDierentX X reps		  f
   create the data using  etc   
create data
   now we have X with a specied covariance structure   
   run the estimations several times for the current correlation structure
Use X from above deleting some values in X and use dierent
values to create new yvalues in every iteration
Note deleting values in X only means marking their position in R
ie their true value is still available as long as no replacement procedure
has been called	 Create data for the complete and missing submodels and
get the submodel data we dont need the ys they will be created later	   
af MCAR Mechanism TheMissingMechanism y X themissprobs 
TheMissingMechanismreset
Xmis  TheMissingMechanismget Xast
R  TheMissingMechanismget R
Xc  TheMissingMechanismget Xc
   dont forget to reorganize the rows of X according to y
c
and y
 
  
X  vcatXc Xmis
   create a list that will contain the matrices with
the results of the steps in the following loop   
LinkedList	matrix
 XRuns List
   create a list iterator and link to the list   
LinkedListIterator	matrix
 XRuns ListIterXRuns List
for  int runs runs	NoOfXRuns runs		  f
   create new errors   N  
 
   
matrix cc errors Xcrows  
matrix mis errors Xmisrows  
for  unsigned eps count eps count	cc errorsrows eps count		  f
cc errorsput eps count  Normal  truesigma  
g
for  eps count eps count	mis errorsrows eps count		  f
mis errorsput eps count  Normal  truesigma  
g
   use the errors to create new ys   
yc  Xc   truebeta 	 cc errors
ymis  Xmis   truebeta 	 mis errors
y  vcatyc ymis
   run one step of the simulation and store the results in a list   
XRuns Listinsert SimuStep 
g
   compute statistics from all results in the list
Size of the matrices as the result of SimuStep	   


        
   print the reults to le   
        
g
g
   terminate program   
return 
g
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