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Abstract 
In this thesis an automatic image database retrieval system is presented. When an image is 
entered into the database some colour and texture features of the pixels are computed. These 
features are then stored as the index to that image. 
To query the database the user specifies an object on which the same colour and texture prop- 
erties are calculated. A neural network or Gaussian classifier is then trained on these features and 
then used to search through the indices of the database images. All similar looking pixels are then 
shown to the operator as the results to the query. 
In this work we test the system on a small set of seismic images before demonstrating its 
successful application to a large database of more generic images. We also show that by carefully 
selecting the set of descriptors we can considerably cut the computational burden of the search 
whilst observing no corresponding degradation in retrieval performance. To select this subset of 
features a very computational efficient approach to the selection of neural network topology has 
also been implemented. 
We also demonstrate that a much more efficient index can be built by first using clustering and 
image segmentation techniques to find the core homogeneous colour and texture regions contained 
with-in the image. The mean properties, location and size of each of these regions are then stored 
as the index. This enables each database image to be represented by just a few vectors. We estab- 
lish that retrieval based upon these colour and texture coded indices for a large generic database is 
very good. 
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Chapter 1 
Introduction 
1.1 What's the Problem? 
We are in the middle of a digital revolution. In the past few years alone computer processor speed 
has increased one-hundred fold. Huge amounts of electronic storage has become readily available. 
Many standard technologies have turned their back on analogue and gone digital, including tele- 
vision transmission signals, cam-corders, video recorders, radios and cameras. More remarkably, 
this technology is available at a cost the average consumer is able to afford. 
As ever, this growth produces new challenges and problems which must be met by the re- 
search community. A major challenge entails the vast quantity of digital information that these 
technologies can create. What can be done with it? Ideally, such information should be archived 
in a database in a manner which allows a user to retrieve relevant data from it, if needed, at a later 
date. 
This solution is fine if the information is text-based as text and numeric databases have ex- 
isted for many years. Well-developed and very efficient database systems have been designed to 
facilitate rapid access. Many powerful algorithms have been suggested to search through text and 
numeric data and many database languages have been developed to help in the efficient organisa- 
tion and indexing of data. All this allows for a user to enter and retrieve information from their 
database at will, with ease and great speed. 
However, the majority of this information is visual, representing data taken from static images 
or video. Image data is a completely different type and format to alpha-numeric data and new 
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methods of organisation, indexing and querying must be devised if we are to manage them well. 
1.2 Content-Based Image Retrieval 
Current image database systems fall into one of two categories; text-based systems or mathematical- 
based systems. They can also be a hybrid of both. In general, when an image is entered into the 
database some data, be it text or numbers, is stored along with it which describes the content of 
that image. This information is referred to as the index to that image and the process of image 
index generation is referred to as database population. 
In text-based systems an image is assigned keywords that describe its content. These keywords 
are then stored in the index. The advantage of this approach is that the problem of retrieval has 
been reduced to a text database search for which many solutions exist. However, this system 
has many drawbacks. Human operators are required to describe the image content and enter the 
text into the index. This is a very labour intensive process and describing an image involves a 
subjective evaluation. For example, one operator may describe a person's hair as curly, another 
might call itfrizzy. As a result the retrieval process may fail. This problem can be lessened by 
the use of a thesaurus or by restricting the allowable vocabulary to describe the scene. It is also 
difficult to describe a complex scene in just a few words or sentences; consider the well known 
saying a picture is worth a thousand words. Some shapes and textures are also impossible to 
describe generically. However, many commercial systems available are based, or at least partially 
based, on text. These include [87], [66] and [67]. 
A more intelligent way to solve this problem would be to get a computer to assign these 
keywords automatically. However, at present no algorithms have been developed that allow for a 
computer to understand an image at such a high level and it is unlikely that this situation will alter 
in the near future. 
Many algorithms exist though that are able to capture low-level properties of images such as 
texture, colour, shape and size. Thus one can base image retrieval on indices coding such low-level 
image content. The advantage of this approach is that it can become a basis for a fully automated 
system relying upon little human interaction. 
A typical model of an image database system is shown in figure 1.1. The population process 
usually requires that a set of low-level features are computed for that image and be stored as the 
3 
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Figure 1.1: A typical content-based image retrieval systern 
index to that image. 
When a user wishes to query the database he/she must provide an example of what they are 
interested in finding in the database. The same low-level features are then computed for this 
example and a search is performed through the database which compares all the indices to the 
example features. The top similarity matches are then displayed as the results of the search. 
Because this search is based on the visual properties of an image this type of system is often 
referred to as a content-based image retrieval system. Please note that this is a general model 
and some subtle differences are often found in the real systems being developed. However, this 
general framework does fit most systems reported in the literature. 
This query mechanism differs from the traditional and text-based image database systems as 
the search is based upon the similarity between the query and database images. The results will no 
longer be exact but are ranked according to the similarity measure chosen. This implies that some 
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results will be false positives and should be ignored by the user. In practice it is usual to display 
the results of the search as a grid of low-resolution (e. g. 100xlOO pixels), thumbnail images. In 
this format many images can be displayed on the screen at once permitting the user to identify 
which images recalled are relevant and which are not. The feedback loop, shown in figure 1.1 then 
allows the user to refine his/her query based upon these results and repeat the search until he/she 
has found a suitable set of retrieved images. This feedback loop is often referred to as browsing. 
1.3 Feature Extraction Techniques 
Database population in CBIR systems involves the computation of a set of low-level features on the 
image to be stored as its index in the meta-database. This feature set usually contains information 
about the colours, textures and shapes present in the image. In this section we introduce some 
of the more common feature extraction techniques employed in current and developing CBIR 
systems reported in the literature. 
1.3.1 Colour 
Early attempts at using colour for image database retrieval made use of the global colour dis- 
tribution in images, i. e. the histogram. A colour histogram H (r, g, b) contains the number of 
occurrences of red, green and blue values within the image. Often the histogram is normalised, 
P (r, g, b) =H (r, g, b) IN, where N is the number of pixels in the image. Histograms have the 
properties that they are fairly invariant to image resolution, histogram size, occlusion, depth and 
viewpoint [86]. They also only change slowly with translation. The disadvantage is that the his- 
togram treats an image as an unrelated set of colours, i. e. no spatial information about these 
colours; are kept, just the relative occurrences. Histograms also require a large amount of storage 
space, for example a 24-bit RGB image will produce a histograrn with over sixteen million bins. 
In the example above we have used RGB colour model. In fact any colour model could be used 
such as HSV, CIE and L*a*b*. 
To overcome the problem with storage the colour space can be quantised before generating 
the histogram. Swain and Ballard [86] were first to apply this technique to database retrieval. To 
compare histograms they make use of the Ll norm, L2 norm and intersection, see section 1.4. 
In [83], Stricker extends the ideas of Swain and Ballard and computes a cumulative colour 
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histogram which is found to produce more stable results to changes in the the quantisation level. 
In this paper a new indexing technique is also presented in which only the dominant colours are 
retained. This is achieved by the computation of the first three moments of each colour channel. 
A new similarity measure is also applied which is the weighted sum of the absolute differences 
between the corresponding moments. The results demonstrate that these methods achieve higher 
performance rates and run faster than the histogram methods. 
In [32] and [22] the indexing techniques of Swain and Ballard are employed but the descriptors 
used have been made invariant to changes in illumination. 
QBIC (Query by Image Content) is the image database system being developed by IBM, [591 
[ 18] and more recently [ 19]. Part of the index created for the image consists of a colour histogram 
of both the image and the objects contained within the image. However, the colour space is 
first quantised by finding 'super-colour cells' in the colour space. These cells represent the most 
densely populated regions of the colour space and are found by standard clustering techniques. 
This allows the sixteen million colours (assuming 24 bit representation) to be represented by the 
most common 256. To compute the histograms of the individual objects requires a pre-processing 
segmentation step. Typically, this is a semi-automatic method. However, fully automated methods 
have been used for a restricted set of images which contain a foreground and background model. 
Netra, [48], a database system being developed at the University of California, also uses 
clustering techniques to reduce the colour space before histograms are computed on image objects. 
A major advantage of this approach is that the objects indexed are found automatically using edge 
fiow based segmentation. 
Another common technique, favoured by Imageminer [ 1] and Col or-WI SE [78], is to first 
divide the image into a grid of equally sized rectangular elements. A separate colour histogram 
is then computed inside each of these rectangles. An overlap between these grid elements is also 
allowed. In ImageMiner the dominant colour within each rectangle is then found from the 
histogram and neighbouring elements are grouped together if the dominant colours are similar. 
In Color-WISE the area-peak for each histogram is calculated and stored as the index. The 
advantage of these methods is that some spatial information about the colour distribution of the 
image is being incorporated into the index. The downside is that more computational power and 
storage are required. 
Another variant on this theme can be found in [76] in which the colour distribution is computed 
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at each level of a quad-tree. This quad-tree is formed by successively dividing the image into 
quadrants. The coarsest colour representation of the image is at the top of this tree, with each level 
below holding a more spatially and colour accurate description. An advantage of this approach is 
that there exist fast algorithms to search such tree structures. 
The CANDID [38] system being developed at the University of New Mexico takes an alterna- 
tive approach to the histogram in which the density of the colour space is modelled by a Gaussian 
mixture distribution. First local-colour features for every pixel in the image are computed. The 
K-means algorithm is then used to find a Gaussian mixture distribution for these features. This 
allows the colour distribution to be characterised by a few weights, mean vectors and covariance 
matrices. Retrieval is then performed by computing the mixture model for the query image and 
comparing this model to each database model. This has the advantage that no quantisation of the 
colour space is required. However, the computation of the model is expensive. They also offer no 
method of obtaining the right number of mixtures to compute. 
1.3.2 Texture 
Another low-level image property is texture. Texture is a neighbourhood, property, i. e. a single 
pixel can not have a texture where as it can have a colour. Approaches of quantifying texture 
include structural and statistical. Structural texture analysis involves finding the structural primi- 
tives contained within the texture and their placement rules. This type of analysis is only effective 
when the textures being considered are regular. Most textures have a random element and sta- 
tistical techniques are required which describe texture as the local spatial distribution of pixel 
intensities. 
Textural feature extractors have been investigated by the research community for many years 
and many different algorithms have already been developed. For example, typical extractors in- 
clude the co-occurrence matrix, Wavelet transform, DCT transform, Markov random field, Fourier 
analysis and Gabor filters. 
In [71] the texture feature measures employed are Haralick measures [29] computed on the 
co-occurrence matrix. The co-occurrence matrix is computed by counting the relative frequen- 
cies of a pair of grey-levels separated by a set distance and in a set direction. For this work only 
five of the features were computed on the co-occurrence matrix; contrast, angular second momen- 
tum, inverse difference momentum, entropy and information measures of correlation. To compute 
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the index the image was first split into blocks and the texture features were computed in each 
block. ImageMiner uses a similar method to compute texture in which the image is again di- 
vided into rectangular, overlapping blocks. However, for each element four differently orientated 
co-occurrence matrices are computed making a total of twenty features for each block. The neigh- 
bouring grid elements which have similar textures, decided by a neural network, are then grouped 
together. 
In QBIC [59] the texture features used are modified versions of Tamura features which attempt 
to summarise some of the basic properties of texture, i. e. coarseness, contrast and directionality. 
Coarseness measures the granularity of the texture and is computed by moving windows of differ- 
ent sizes over the texture and calculating the difference in the averages in the vertical and horizontal 
directions. The best fit window is defined as the window which has the largest difference. The 
coarseness measure is just the local average in this optimum window size. Contrast is based upon 
the fourth moment (i. e. kurtosis) of the pixel intensity distribution and measures the vividness of 
the texture. Directionality evaluates whether the texture dominates in any particular direction or 
is isotropic. This is achieved by first computing the intensity gradient vector at each pixel based 
upon a 3x3 neighbourhood. A histogram of these gradients is then formed. A strongly peaked 
histogram implies the texture is directional, a flat histogram and the texture is isotropic. As for 
colour these features are computed for both the objects in the image and on the entire image. 
MIT labs Photobook [621 represents texture based upon the orthogonal decomposition of 
the 2D homogeneous random field (i. e. the texture), more commonly known as Wold features. 
This decomposition breaks the texture into to three different Wold components named indeter- 
ministic, half-plane deterministic (or harmonic) and evanescent. These components have been 
found to mimic some of the different perceptual properties of texture. Periodic textures have a 
high harmonic component, highly directional textures have a high evanescent component and less 
structured textures have a high indeterministic component. 
Netra [48] utilised a bank of Gabor filters [47] to extract texture information about each 
object. Gabor filters are often chosen for texture representation as they closely model the processes 
involved in the human visual cortex where it is believed the image signal is decomposed by a 
set of narrow band-pass filters at different frequencies and orientations. Gabor filters have been 
successfully demonstrated to model this behaviour and are explained in more detail in Appendix 
A. In [44] the effectiveness of different illun-dnation normalisation schemes are compared using 
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Gabor filters for video retrieval. 
The CANDID [38] system also supports textures in a manner similar to how it supports colour. 
First, local texture properties of the pixels are computed before the probability density function 
describing the distribution is computed. 
Other systems which incorporate other types of texture representations include [64] which 
uses a bank of sampled quadrature mirror IIR filters. The ImageRover system [77] uses four-level 
steerable pyramids. In [24] texture is represented by a histogram of intensity gradients which are 
rotation invariant. 
1.3.3 Shapes 
Whilst regions of colour and texture can often be represented by a few parameters, simple shapes 
often require hundreds of parameters to accurately describe them. However, their use in CBIR 
systems is very important for many database applications such as trademark image retrieval. A 
disadvantage in using shape properties is that the image must first be segmented into meaningful 
objects. It is only then that shape and other geometric properties can be computed. 
In [35] a set of seven measures of shape are presented based upon the moments of the object. 
Use of the central moments (the moments with respect to its centre of mass) make these measures 
invariant to translation. These moments can also be normalised for scale invariance, [37]. All 
the measures have also been designed to be invariant to changes in rotation. QBIC makes use of 
these seven measurements as well as the shape properties; circularity, eccentricity and major axis 
orientation. 
In [161 a set of eight shape features are used to described the shape of objects. These are 
circularity, aspect ratio, discontinuity angle, length, complexity, right-angleness, sharpness and 
directedness. These descriptors are used successfully in the retrieval of trademark images. 
In Netra[48] the contour of the object is considered as a closed sequence of boundary pixel 
co-ordinates. Three measures are then computed on these set of points; a curvature function; the 
centroid distance and a complex coordinate function. The curvature describes the rate of change in 
the tangent direction as a function of arc length. The centroid distance function is the distance of 
the boundary pixels from its centroid. The complex coordinate function is a representation of the 
boundary pixels by complex numbers. This boundary set is then sub-sampled to 64 points and the 
FFT is used to transform the signal to the frequency domain. The phase component is discarded 
9 
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to achieve rotation invariance and by dividing the remaining amplitude by the DC component the 
measure becomes scale invariant. 
In Photobook [62] a more complex measure of shape is computed in which the deformations 
between two shapes are described. To accomplish this a stiffness matrix of the shape of an object 
is first computed. This matrix describes how each point on the object is connected to every other 
point. Next principal component analysis is performed on this matrix. The resulting eigenvectors 
are then compared to deformations on some base or average shape. To match shapes the amplitude 
of the eigenvectors are compared. 
In [57] a curvature scale space was used for image matching. The curvature of a curve is 
defined as the derivative of the tangent to the curve. In this work the curves are assumed to be both 
closed and planar, this allows them to be normalised. The maxima of the CSS contours are then 
found and used to describe and compare the shapes. In [73] this method is extended to make the 
system more robust to shapes with shallow con-cavities. 
Other systems which use shape include [60] which uses elastic template matching to retrieve 
similar shapes. In [72] and [70] the boundary of the shapes are approximated by B-splines which 
are invariant under any affine transformation. To cut the number of comparisons between the query 
shape and database objects a quicker aspect ratio test is performed on the database objects which 
rejects those which have a large dissimilarity. In [74] a comparison of different techniques used 
for shape retrieval is performed. 
As the object has been segmented from the image it is also possible to compute other geometric 
properties such as the size and co-ordinates of the centre. This information can be stored in the 
index as well. 
1.4 Feature Comparison 
To match images/regions methods are required which give similarity scores between a query and 
database object. Many different measures have been proposed and vary significantly from system 
to system, depending on the type of features that have been computed, the type of application and 
the structure of the system developed. Here, the most common measures are reviewed. 
To measure the distance between two histograms one can use the L, norm introduced in [86] 
10 
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dLj (Ii Q) (1.1) 
where Q is the histogram of the query image and I the histogram of the database image, ql and il 
are the pixel counts in the Ith bin of Q and I respectively. A similar metric is the L2 norm 
n 
dL2 (, 
IQ) 
1>1 
- ql)2 
In [84] and [85] Stricker et al investigated the capacity of using the L, and L2 norms for 
retrieval in large image databases. They concluded that: indexing by colour histograms works 
only if the histograms are sparse; that the L, norm has a higher discriminatory power than the L2 
norm; the L, norm results in false negatives and the L2 in false positives. 
A similar measure to the L, norm is the normalised intersection which provides a measure of 
how many pixels are common to both histograms, 
E'l=, min(ii, ql) 
E', qi 
(1.3) 
A problem with the above histogram metrics is that the bins are treated as being independent of 
one another. In the real world the bins are heavily correlated because many of the colours colours 
are perceptually very close. The L2 metric can be modified to allow for such correlations 
dquad(Il Q) = (I _ Q)TA(I - Q) 
where the coefficients of the similarity matrix A can either be determined from human visual 
perception studies or calculated directly from the images contained within the current database. 
Many database techniques involve the computation of a feature vector for an image or object. 
There exist many metrics which compute the distance between vectors, the simplest being the 
Euclidean distance, 
n 
deuc 1: (xj - qj) 
j=l 
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where qj is the jth component of an n-dimensional feature vector q representing the query object 
and similarly xj is the jth component of feature vector x representing the database object. This 
metric assumes there are no correlations between the different feature measurements, that each 
feature is of equal importance and the data has been properly normalised. 
If the correlations between the features are known it is better to use the Mahalanobis metric, 
dmah : -- (x - q) E-1 (x - 
where E is the covariance matrix. In some systems this metric is used to permit the user to 
weight the relative importance of each feature. This is achieved by selecting the diagonal values 
of the covariance matrix. The lower a diagonal element, the more that feature contributes to the 
Mahalanobis distance. For this, the non-diagonal elements have to be first set to zero. 
1.5 Query Iýpe 
When the operator is using the database to retrieve similar images/objects the user has to provide 
an example of what they are interested in finding in the database. Typically, this example can be 
provided in one of two ways. 
1.5.1 Artificial Query Creation 
Many systems permit the user to sketch or paint an object or image which is then used as the 
example to query the database. For this drawing, the colours can easily be picked from a colour 
wheel. Choosing the texture is more cumbersome as it is impossible to store all possible textures. 
It is usual for the system to have a pre-defined set of synthetically generated textures from which 
the user is allowed to select. Therefore, many textures will not be represented, limiting the query 
range. A sketch of the scene or object can also be made using an electronic pen or graphical 
drawing tool. 
Drawing a query can become a problem if the scene is complex. For example, sketching and 
colouring an example image of a scene containing just green grass below a blue sky presents no 
real difficulty to an unskilled artist. To sketch the same scene which contains a car, a house, a bird 
and a tree becomes a problem. 
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Systems which allow for one or more of these type of queries include QBIC, DARWIN [94] 
and [8]. 
1.5.2 Query by Visual Example 
A second technique is for the user to provide a visual example (i. e. real image) of what he/she 
is interested in finding. The majority of systems reported in the literature favour this approach. 
They allow for a user to select either the entire image as an example, or just a region of that image. 
The obvious disadvantage of this approach is that the user requires this reference image in the first 
place. 
Systems that permit this type of query include QBIC, Color-WISE and Netra. This ap- 
proach is also favoured by Photobook but here the user is also permitted to select a set of images 
and perform retrieval based on the content of all these images. 
1.6 Applications 
No one type of CBIR system being developed can cope with all the diverse applications demanded 
of it and this situation will not be resolved for many years. At present it is much more feasible to 
solve each problem with a unique application of the CBIR technologies currently available. For 
example, some current problems and developing solutions include: 
The Internet: Currently there are believed to be between ten and thirty million images 
on the world wide web. Indexing them is a huge challenge because of their number and diverse 
content. ImageRover [77] is a system which has a fleet of thirty-two web robots which travel the 
web and gather images and index them by their colour and texture content. These robots can digest 
up to one-million images monthly. Webseer [87] is another system which attempts to catalogue 
the images found on the web by analysing the URL. Queries are also allowed on the image type 
(i. e. colour/grayscale, size, date). It also contains a face-detector and stores the number of faces 
and largest face size. 
medical: The use of CBIR technologies in medicine could have a significant impact on 
health research and disease diagnosis. WebMIRS [66] and [67] is a developmental system to 
provide world-wide access to bio-medical databases through the web. The system will allow 
database queries by standard text-based SQL and image content. Currently the database contains 
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17,000 digitised x-ray spine images. A similar web-based image database system, allowing for 
remote diagnosis, training of doctors and sharing of information between hospitals, is presented 
in [40]. 
Remote Sensing: Every day thousands of images are taken by orbiting satellites of the 
earth. These are used for the diverse applications of environmental forecasting and military de- 
fence. NOAA [39] is a satellite image database system being developed at the University of Tokyo. 
As well as providing a text-based search facility they also allow for queries based upon shape and 
spatial relationships. In [75] a database system has been developed which contains 500,000 images 
of the Earth's aurora. Researchers wish to browse through these images to find events suitable for 
further scientific study. 
Trademark Images: The UK patent office holds more than 120,000 trademarks which 
contain some form of image data. When a company submits a new trademark the patent office 
must determine whether it is similar to any other before permitting it. The Artisan project [161 
and [15] attempts to automate this process using shape. In [2] the problem of trademark retrieval 
is also approached. 
Face 'Database: There are many applications in which person identification and/or veri- 
fication through face recognition is desirable. For example, secure access to your bank account for 
cash withdrawals, transfer of funds e. t. c., tele-shopping and criminal identification. This is usually 
achieved by the computation of face features and comparing them to those stored in a database. 
Standard face modelling and matching techniques include [92], [42] and [12]. 
There exist many other applications which are not perhaps so obvious. For example, the auto- 
matic detection of pornographic images in web pages, [7] and [23]; the identification of individual 
bottle-nose dolphins by the comparison of their fins with those stored in the database [94]; the 
automatic catagerization of pictures taken of different galaxies [61] and retrieval of 3D images of 
molecules [3]. 
1.7 Video Databases 
Although this thesis is primarily concerned with the indexing of static images, many of the tech- 
niques discussed can be applied to the archiving of video. Video is typically twenty-five frames 
per second, so the processing power required to index each ftame using CBIR techniques is too 
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great. It is also extremely inefficient as many of these frames are similar to each other as they be- 
long to the same shot within the video. By detecting the boundaries of these shots we can segment 
the video into a set of different shots. Next a single or a couple of representative frames can be 
taken from each shot which adequately describe its content. These key-frames can then be used as 
the index to that shot in a CBIR system. For these reasons, video shot detection has enjoyed much 
attention recently, see [96] and [46] for comparative studies. 
Video databases have many potential applications such as Video On Demand (VOD) systems 
and in film and television production. For example, QBIC [19] has recently added a video retrieval 
module in which the video is segmented into shots and several key frames are chosen to represent 
each shot. This then permits a user to query a video by its colour, texture and shape properties. 
Converting a video to a static image database has its drawbacks as the temporal and audio parts 
of the video data are being ignored. However, this can be compensated by calculating the motion 
and the audio contained within each shot and storing them as extra features in the index. 
As an alternative for selecting a key frames some effort has been put into computing a video 
mosaic of each shot and computing the index on this mosaic, [41] and [1]. However, it has been 
found that the averaging processes involved in some mosaic algorithms destroy the textural content 
of the shot, [45]. 
1.8 Our System 
The rest of this thesis describes the colour and texture region-based CBIR system developed at 
the University of Surrey. The initial motivation for this work came from Shell Research in the 
Netherlands. In their search for oil they capture terabytes of visual information through seismic 
imaging, satellite surveillance and borehole exploration. Clues for oil can be found in these images 
if certain regions can be identified. This process is very labour intensive and usually requires a 
highly skilled geologist to perform the analysis. It is estimated that only five percent of the data 
captured is processed. Automation of this process by the application of CBIR techniques is very 
desirable. 
The CBIR system developed follows the general model of figure 1.1. The user provides a 
visual example from a query image. This example must be homogeneous in its colour and tex- 
ture properties (as perceived by the user). Some local colour and texture features for each pixel 
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contained within this region are then calculated. The same colour and texture features have been 
pre-calculated on all the pixels in the database images and stored during the database population 
phase. A classifier is then trained to distinguish between the database features and the query-object 
features. Once trained this is used to determine which database pixels have similar colour and/or 
texture properties to the query object. These results are then shown to the user. 
For this database system two types of classifier have been implemented, a Gaussian-based 
classifier and a feed-forward neural network. The database design is presented in full detail in the 
next chapter. 
When querying such large datasets the computational cost can be drastically reduced by using 
as few features as possible to train the classifier and perform the search. However, knowing what 
features to use for a query can be a problem. Calculating a set of texture features for a sequence of 
cartoon images, which carry no textural information, will not give good results. However, using 
textural information to identify different rock samples, which have a highly structured texture, can 
give excellent results. For general problems the best results will be obtained if a mixture of colour 
and texture features are used, but which combination should be used? 
It is also well known, for many classifiers, that using as many features as possible can also give 
worse results then if a sub-set of those features had been used. This is more commonly known 
as the peaking phenomenon. In neural networks this is often referred to as its generalisation 
capability, i. e. the classification of previously unseen patterns increases. Using fewer features also 
results in a computational decrease in search time, an important factor when querying such large 
data sets. 
It is for these reasons that a feature selection stage has been added to our system in which a 
suitable sub-set of features is adapted for each user specified query. In chapter 3 the application 
of traditional feature selection techniques is introduced to the database system for both types of 
classifier. Even though these techniques work well, the time saved in the database search is being 
spent at the feature selection stage. 
In chapter 4 the more specific problem of optimising the topology of a neural network is 
reviewed. In chapter 5a novel network pruning algorithm, the AWMS, is introduced which quickly 
selects the input features for a neural network. In chapter 6 this algorithm is extended to also select 
the number of units in the hidden layer. These algorithms offer an alternative approach for quickly 
selecting a near-optimal feature set and neural network topology which is then used at the heart of 
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our CBIR system. 
Storing a feature vector for every pixel contained in the database is not efficient as the index 
is much more massive than the original image and the number of vector comparisons required 
per image comparison is computational prohibitive. In chapter 7 clustering techniques are used 
to build an index which only contains information about the major colour and texture regions 
within the image. This enables each database image to be represented by just a few vectors. In 
the penultimate chapter experiments are performed on a large database ( 3,500 images) which 
demonstrate that the retrieval based upon these colour and texture coded indices is very good. 
Perhaps the most similar approach to our final system, reported in the literature, is the blob- 
world representation presented in [6]. This system is described in more detail in section 7.6. 
1.9 Scientific Contributions 
The major advantages of our database system and the scientific contributions made in this thesis 
include: 
Database appl i cat ion The major goal of this research work was to design a content- 
based image retrieval system for seismic and borehole image retrieval. In this thesis such a 
system has been successfully designed and implemented. The database design methodology 
developed was also demonstrated to lend itself well to other more general images. 
Adaptive Feature Selection Perhaps the most distinctive property of our system 
is that each user-specified query has a unique set of features calculated for it. This set 
of features is then used to train the classifier and perform the database search. Selecting 
features not only increases retrieval performance but significantly reduces the computational 
burden. Some systems do allow the user to weight the features used for retrieval, however 
this must be done manually and relies upon the sldll of the operator. In our system the 
selection is performed automatically. Several criterion functions for the selection of these 
features have been successfully modified to make them applicable to our application. 
9A novel network pruning technique A novel approach of feature selection for 
neural networks is presented which selects a suitable set of features which can then be used 
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for classification. This method was extended to also select the number of units in the hidden 
layer. Both these algorithms are computationally very efficient. 
Database Search A neural network classifier is trained to identify the regions similar 
to the query region. A neural network can form more general decision boundaries than 
the simple distance metrics employed by most CBIR systems and can improve retrieval 
performance. 
Automatic Indexing The index generated for an image contains information about 
the major homogeneous colour and textured regions contained in the image. This index is 
automatically generated. These regions are the basic atoms of the image and provide a very 
compact and faithful representation of the image content. Several clustering/segmentation 
algorithms for generating these regions are compared. 
User query A user generates a query by the selection of a homogeneous region of colour 
and texture in an example region. These regions are the basic building blocks of an image 
and very complex queries can be formulated by combining them in a relational database 
fashion (e. g. AND/OR). 
Modular design The design of the database system is very modular making it flexible 
to many applications. For example, the seismic images have a set of local texture features 
extracted from them. When a set of colour images is used to populate the database some 
extra colour features are also extracted. In fact the set of features computed can be of most 
types and can be chosen depending upon the application. Virage [17] has a similar concept. 
To perform the search either a neural network or Gaussian classifier is used. In fact any 
feature-based supervised classifier [14] can be used. 
Publications about our database system include [55], [54], [53], [52] and [56] 
1.10 Conclusion 
Content-based image retrieval is a rapidly expanding business. Developing systems have enjoyed 
much research funding by both commercial organisations (e. g. IBM, Shell), government agencies 
and academic institutions, particularly over the last three to four years. This attention is still on 
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the increase as more applications for CBIR systems are being discovered. This is despite the fact 
that currently available solutions have major limitations. 
The major hurdle is that when humans compare images they generally look for high-level 
features. For example, do both images contain a car, house, tree e. t. c. As discussed previously, 
current systems typically store some low-level features of images in the index. In future these 
image features must first be grouped into meaningful objects and these objects given a semantic 
description. This semantic information should also be recorded in the index. At present this is 
beyond the capabilities of developed image understanding techniques. 
Some systems do store some text along with the primitives but this text is either manually 
inserted [19]; taken from its URIAlename [87] or captured from the corresponding audio (if the 
image is a key-frame representing a video shot) [27]. Little work has been performed on how to 
combine both low-level primitives and such textual annotations and these systems are still along 
way from the high-level image understanding required. 
In the short term, the technology does exist which allows many more specialist areas to achieve 
working CBIR solutions, e. g. fingerprint analysis, face-recognition, trade-mark images, medical 
e. t. c. To get a suitable performance level, domain knowledge of the application area is used, thus 
limiting the system's overall flexibility. 
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The Database Application 
In this chapter the basic components of our novel image database retrieval system are described 
and some experiments are made which show the potential of this technique. 
2.1 Database Population 
An image database has two major modes of operation. The first is database population. This refers 
to the process of inserting a new image into the database. This does not necessarily need to be 
performed in real time and is typically performed off-line, e. g. at night. 
Population typically consists of creating some form of index for the image. This index should 
adequately describe the content of the image being archived. As discussed in the introduction 
many systems in the literature use the low-level content of an image to form its index. However, 
many of these systems use global image properties, such as a histogram. Our system takes a new 
approach. 
Consider an image I of width c and height r which a user wishes to insert into the database. 
For every pixel p(,,,, ) in the image (neglecting the boundary effect) a corresponding feature vec- 
tor f(,,,, ) ý_- JY1 i Y2 ... Yd} of d-dimensions is computed where 1<I<r and 1<m5a 
This feature vector contains information about the local texture and colour properties in the local 
neighbourhood of p(j,, n). For this work four different types of texture feature extractor and one 
colour feature extractor have been employed to obtain the feature measurements yj to yd. A brief 
summary of these are given in table 2.1. As one can see for a colour image 33 different features 
are computed, i. e. d= 33. As the colour feature set can not be calculated on a grey-level image 
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only the 25 texture features are extracted. More technical and detailed information on these feature 
extractors can be found in Appendix A. 
This set of feature vectors computed for all the pixels in the image are then stored as its 
index. For example, a colour image of height 256 pixels and width 256 pixels will have 65,536, 
33-dimensional feature vectors in its index describing its colour and texture content. 
Feature extractor 
-7 
feature values Image 
Discrete cosine transform yi to Y9 Colour and grey-level 
Gabor transform Y10 to Y17 Colour and grey-level 
Wavelet transform Y18 to Y21 Colour and grey-level 
Intensity based V22 to Y26 Colour and grey-level 
Chromaticity features Y27 to Y33 Colour only 
Table 2.1: Table showing the five different feature extractors used to calculate the values in the 
feature vector. 
2.2 Database Retrieval 
The second mode of operation is when a user is retrieving data from the database. This is typically 
an on-line process, i. e. a user sets his query and waits for his results. 
As reported, many systems in the literature only allow a user to search using a complete im- 
age as a query. The results to the query are also complete images. For certain applications this 
approach is not suitable. 
In the proposed system a user selects a region from a reference image. This region must be 
homogeneous in colour and texture properties (as perceived by the user) and represent the object 
which the user is interested in finding in his/her database. 
Next the identical texture and colour representations, as in table 2.1, are used to extract the 
d feature descriptors for each pixel contained in this region. As these pixels belong to a homo- 
geneous region within an image we would expect these corresponding feature vectors to belong 
to the same distribution in feature space. Next a world data set is constructed by selecting ran- 
dom feature vectors from the database images. These vectors computed will contain pixels from 
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many different objects and will occupy different parts of the feature space. It may be that some 
of these feature vectors belong to the same distribution as the query region but these will be very 
small in number. We now have a two class labelled dataset which allows us to train a classifier to 
distinguish between vectors drawn from the query region distribution and the rest of the world. 
Using the trained classifier we then iterate through every pixel stored in the database and verify 
whether its vector belongs to the same class as our object of interest or not. Binary maps are then 
presented to the user to show the pixels in the database images that were found to be similar to the 
query region. 
2.3 Classifier 'I)rpes 
When fonning the query a labelled dataset, is constructed. This labelled dataset pennits the utili- 
sation of a wide range of supervised classifier types. For this application both a standard Gaussian 
classifier and multi-layer neural network were implemented. 
2.3.1 A Gaussian Classifier 
If we assume that the probability density function of the feature vectors for a homogeneous region 
follow an n-dimensional Gaussian. 
P(f) =1 'xp 
I 
(f _ tl)T E-1 (f (2 ir) 'T' IE, 'Fe 2 
It then follows that this feature distribution can be completely described by its mean vector 14 
and covariance matrix, E. The data will occupy a hyper-ellipsoid partition of the feature space. 
Figure 2.1 shows a plot for two-dimensional feature data taken from a homogeneous region in an 
image. 
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Figure 2.1: (a) Probability density plot of the 2D feature data using sample mean and covariance. 
(b) Plot of the two dimensional feature data for an homogeneous region of image. The solid 
elliptical lines represent constant Mahalanobis distance from the centre. 
If we have a feature vector y(,,,, ) taken from an unspecified pixel in the database we can 
perform a statistical test to see whether it has a high probability of being drawn from the same 
distribution as p(f). This test involves the use a metric drnah, known as the Mahalanobis distance 
dmah ý 
(Y(I, 
M) - A) 
E-1 ( Y(I, 
Tll) -P) (2.2) 
which computes the distance between the mean vector weighted by the covariance matrix E of the 
training region and y(,,,,, ). 
A plot of contours of equal Mahalanobis distance would show concentric ellipses centred at 
the mean vector. An example of these contours is shown in the two-dimensional plot of figure 
2.1(b). The higher the Mahalanobis distance the lower the probability that y(,,,,, ) is drawn from 
the same distribution as p(f). 
To classify the database pixels as belonging to the query region or not the user sets a threshold 
based on the probability level he/she is willing to accept. This probability level determines the 
quality of results. Too low and many false positives will be identified, too high and true positives 
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could be missed. 
An alternative way is to automatically select a threshold which maximises the true positives 
whilst minimising the false positives. This can be achieved by making use of the data taken from 
the world data set. The threshold selection algorithm developed is detailed below. 
Let data set A consist of the feature vectors drawn from the query region and data set B be the 
random vectors from the database which constitute the world data set. 
* Step 1 Calculate the mean vector 1A,, and covariance matrix E. of data set A, using equations 
2.3 and 2.4. 
1 Na 
14a =-Ef (a, i) 7a 
i=l 
(2.3) 
1 Na 
Sa W7 
E (f (a, i) - Ma) (f(a, i) - Ma)' (2.4) 
a i=, 
where N,, is the number of samples contained in A. 
o Step 2 Calculate the Mahalanobis distance between every pixel in data set A and mean 
vector p. using equation 2.2 and form a cumulative histogram of these distances starting 
from a distance of zero, figure 2.2. 
9 Step 3 Calculate the Mahalanobis distance between every pixel in data set B and mean 
vector 14,, using equation 2.2 and form a cumulative histogram of these distances starting 
from a distance of the largest distance, figure 2.2. 
* Step 4 Form a plot of the sum of these two histograms, figure 2.2. 
* Step 5 The minimum sum is then found. The corresponding Mahalanobis distance is the 
chosen threshold value. 
To classify all pixels in an unknown image the Mahalanobis distance to A is calculated for 
every pixel in the test image. If this distance is less than the threshold then that pixel has been 
judged to be similar. A binary image is then produced to the user which shows all pixels that have 
been judged to be similar. 
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Figure 2.2: Typical histogram plots of the Mahalanobis distances from all pixels in training data set 
A to 1A,, and from data set B to /Aa- It also shows the sum of these two plots and the corresponding 
threshold value where this graph has a minimum. 
2.3.2 A Neural Network 
It is also possible to use a neural network instead of the Gaussian classifier by training the network 
on the vectors obtained in data sets A and B. 
Let an input vector into the network be represented by the vector f= (fl, f2 ... fd). The output 
of the jth (1) - node in layer I is given by yj 3=1,2,... nj. A weight connecting unit i in layer I-1 
and node j in layer I is represented by wjIj. The sigmoid activation function g(h) is used as the 
transfer function in every node. 
g(h) = 1+ exp(-h) 
The output of the jth node in layer I can be then be denoted by 
(2.5) 
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1) 
=g 
(ni-i 
W!. Y! -l Yi, (2.6) 
There exist many algorithms to train this type network and most rely upon an error function 
E. A commonly used error function is the mean squared error (MSE) function which is defined as 
Nc 
Ek 1: 1: (yjL (k) - dj (k)) 
2 (2.7) 
k=l j=l 
where d (k) = (d, (k), d2 (k) ... d, (k))T is the desired output for the k 
th pattem at the output 
layer. 
Figure 2.3 shows a typical two-layer network which is constructed to perform the database 
search (the inputs to the network are not considered to be a layer). This network has 1 <- q :5d 
inputs, 1 
-< 
i <- ni hidden units and I<< n2 output units. So the output of node ? is given by i Yj 
yj, 
2) 
gn1w29 
(no 
w1 iy 
(2.8) ý ij 
ýqq 
2 Yj 
w 
W, 'ý 
YO 
4 
Figure 2.3: A two-layer neural network. 
Output Layer 
Hidden Laycr 
Input Laycr 
To perform a database search the network is trained using the feature vectors obtained in data 
sets A and B with the back-propagation algorithm, [5], setting output V2, 1 to fire when a feature 
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2 
vector from the query region is presented at the input and Output V2 , to fire when a feature vector 
from the world is presented at the input. If the same feature descriptors of an unknown pixel are 
calculated we can then present it to the trained network and observe the values of the two outputs. 
122 f Y1 ýý" Y2 then the pixel is more likely to belong to the same class as the query region. Conversely, 
if y2 <2 1 Y2 then the pixel does not belong to our object of interest. 
Binary images are then produced 
for the user which shows all pixels in the database images that have been judged to be similar. 
2.4 Some Example Queries 
An image database of just over one-hundred images was constructed. These images consisted of 
* One hundred images randomly selected from the MPEG 7 test set, [341. 
* Five images grabbed from VHS video tape from a sequence of a Tom and Jerry cartoon. 
* Five pictures taken by an automatic camera and digitally scanned into computer of a girl 
Kelly wearing a blue and white stripy T-shirt. 
Every pixel in each of these database images had the standard set of 33 colour and texture 
features calculated and stored for it. Next a world data set was constructed which contained 
random feature vectors drawn from the database images. A homogeneous region of Tom Is blue 
coat was then selected, figure 2.4(a). Two database searches were then perfomed through all I 10 
images, the first using the Gaussian classifier and the second using the neural network classifier. 
A second set of searches were then performed, this time using a region of Kelly Is blue 
stripy T-shirt as the query region, figure 2.4(b). 
Column two of figure 2.5 shows the similarity maps produced for the five Tom database images 
using the Gaussian classifier. The third column contains the similarity maps for these images 
whilst using the neural network classifier. Similarly, figure 2.6 shows the binary maps produced 
for the Kelly images for both database searches. Figure 2.7 shows some typical binary maps 
produced the other database images which did not contain examples of either Tom Is blue coat or 
Ke 1 ly Is stripy t-shirt. 
As one can see the results are good. Both Tom 's blue coat and Ke 1 ly Is striped T-shirt have 
been identified by both types of classifier. There are a few false positives present in the binary 
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maps but they are small in number and size. This could easily be removed by a post-processing 
smoothing step. It is also encouraging to see that there are very few false positive in the database 
images which do not contain the query regions. 
(a) Find Inc Toill 
Figure 2.4: The two selected queries. 
28 
(b) Find the girl in the stripy top 
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Figure 2.5: Example Databag Search: Searching for Tom. 
(a) Training Image (b) Gaussian classifier (c) Neural net 
(d) Database Image (e) Gaussian classitier (t) Neural net 
Database Image (h) Gaussian classifier (i) Newal net 
0) Database Image (k) Gaussian classifier (1) Neural net 
(m) Database Image (n) Gaussian classifier (o) Neural net 
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Figure 2.6: Example Database Search: Searching for Kelly. 
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(a) Training Image (b) Gaussian classifier (c) Neural net 
(d) Database Image (e) Gaussian classifier (f) Neural net 
(g) Database finaoc (h) Gaussian classifier (i) Neural net 
0) Database Image (k) Gaussian classifier (1) Neural net 
(m) Database Image (n) Gaussian classifier (o) Neural net 
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Figure 2.7: Týpical results on some database images that don't contain Kelly. 
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(a) Database Image (b) Gaussian classifier (c) Neural net 
(d) Database Image (e) Gaussian clasýitier (t) Neural net 
(g) Database Image (h) Gaussian classifier (i) Neural net 
0) Database Image (k) Gaussian classifier (1) Neural net 
(m) Database Image (n) Gaussian classifier (o) Neural net 
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2.5 Discussion 
In this chapter a novel method for similarity retrieval within an image database was introduced. 
The system allows a user to query a database based upon the colour and texture properties con- 
tained within the database images. It permits the user to select a query region in an example image 
and perform the search based solely on the mean colour and texture properties of this region. In 
the results the exact pixel locations of similar pixels are shown to the user. 
Wo types of classifier that could be used for this retrieval were introduced and discussed. The 
results from both type of classifier on some example searches looked promising. 
The major disadvantage of this approach is that it is very computer intensive. Each index is 
much more massive than the original image and huge amounts of storage would be required for 
large databases. The search time required for each image is also high. For example a 512x512 
pixel image requires 262,144 vector classifications. 
There are two approaches which can help reduce the computational burden. 
(a). Feature selection By automatically selecting the features for a query we can de- 
crease the dimensionality of the problem and drastically decrease the search time. 
(b). Clustering Many of the feature vectors for the pixels of an image lie in the same prox- 
imity in the pattern space because they belong to the same object within the image. Using 
clustering techniques it is possible to choose representative vectors for these regions. Stor- 
ing just these representative vectors in the index will drastically reduce both storage required 
and search time. 
Both these methods have been investigated for use with this database system. In the next 
few chapters we use feature selection techniques to aid the database search. In chapters 7 and 8 
clustering is used to help build more efficient image indices. 
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Chapter 3 
Feature Selection 
3.1 Introduction 
It has always been a fundamental problem to identify which features are the best to use for a 
particular decision making task. Calculating hundreds of different features results in using a high 
dimensional feature space which increases the computational cost of the system. It may be that 
some of these features are not adding any useful information to the classification task at hand. 
For example, in the previous chapter we extracted a set of texture features even though we were 
classifying a set of cartoon images. The cartoons conveyed no texture information so these features 
were not needed. 
It is also commonly known that using as many features as possible can yield worse results than 
a lower dimensional feature space in conjunction with many classifiers. This is commonly known 
as the peaking phenomenon and is often referred to the classifiers generalisation capabilities, (i. e. 
the ability to classify unseen patterns correctly). 
3.2 Problem Formulation 
More formally the problem of feature selection is defined as follows. Given a set Y of n measure- 
ments, Yn --= 1Y1 i Y2 ... Yn] we wish to select a subset xk = 
[Xj 
I X2 ... Xk] of k features, 
k<n, such 
that each feature xi is identical to a distinct measurement yj. We wish to do this such that the set 
Xk is optimal with respect to a criterion function J (Zk) defined over all possible sets of k out of n 
measurements, i. e. 
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J (Xk) = max J(Zk) zk 
where Zk denotes a candidate set of features. 
3.3 The Criterion Function 
As stated the criterion function should take on high values for feature subsets that are performing 
well and low values for subsets that are performing badly. The choice of a suitable performance 
indicator can be critical to how well the feature selection process perfon'ns. 
3.3.1 Gaussian 
It is usual to use some inter-class separability measure such as divergence or entropy to evaluate 
the performance of a classifier on different feature subsets. In our problem only one class is 
statistically modelled, the class of interest, so these usual inter-class separability measures can not 
be used. A new criterion function was developed which involves the calculation of the error on 
a verification dataset by summing the number of false positives and false negatives obtained for 
each candidate feature subset. 
More formally, feature data is obtained in the usual way from the query region to form a 
dataset A of NA samples. This is then split into two equal halves to form a training dataset At and 
a verification dataset A,, each of NA, and NA, samples respectively. A second dataset B with NB 
samples is formed from the world data set. Again this is split into two to form a training dataset 
Bt and a verification dataset B, each of NB, and NB,, samples. The calculation of the criterion 
function then proceeds as follows, 
* Step I Get the sub-set of features, Zk, for which you wish to evaluate the performance. 
* Step 2 Estimate the mean vector and covariance matrix for the selected features of dataset 
At, i. e. p. and E.. 
* Step 3 Find the threshold value e using the automatic method of section 2.3.1 using the 
feature data from set At and Bt. 
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* Step 4 Calculate and store the Mahalanobis distance, d(a, k)t for each feature vector f(a, k) in 
dataset A, using 
T -1 (f (a, k) - Pa) (3.2) d(a, k) ..: 
(f(a, 
k) - t1a) Ea 
9 Step 5 Calculate and store the Mahalanobis distance, d(b, k) P for each feature Vector 
f (b, k) in 
dataset B, using 
d(b, k) 
(f(b, 
k) - Pa 
)T Ea 1 (f(b, k) - Pa) (3.3) 
Step 6 Set an error count to zero, e=0. For each d(a, k), where (0 <k< NAJ, compare 
d(a, k) with G. If d(a, k) > E) then increase the error count by one, e=c+1. For each d(b, k), 
where (0 <k< NB, compare d(b, k) with E). If d(b, k) <0 then increase the error count 
by one, e=e+1. This final error count defines the performance measure. The lower this 
count then the better the feature sub-set perfonnance. The criterion function value is then 
defined by equation 3.4. 
J(Zk) "1-f (3.4) (NA + NB) 
3.3.2 The Neural Network Case 
It is possible to use the same criterion function for the neural network classifier as the Gaussian 
classifier, i. e. sum of the false positives and negatives. However, for the reasons discussed in 
section 3.6 the mean square error on the verification dataset was used instead. 
More formally, feature data is obtained from the training objects to form a dataset A of NA 
samples. This is then split into two equal halves to form a training dataset At and a verification 
dataset A, each of NAt and NA, samples respectively. A second dataset B is formed with the 
features extracted from areas of the image which do not belong to the training region. This dataset 
has NB samples. Again this is split into two to form a training dataset Bt and a verification 
dataset B,, each of NB, and NA, samples respectively. In neural networks it is recommended to 
have NA = NB to reduce the bias. 
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* Step I Get the sub-set of features, Zkq for which you want to evaluate the performance. 
* Step 2 Construct ak input, k hidden unit and 2 output neural network, [k, k, 21. 
Step 3 Use the relevant inputs from the data in the training datasets At and Bt to train 
the neural network using the on-line back-propagation algorithm with a user set number of 
epochs. 
Step 4 Calculate the MSE for the verification datasets Av and Bv using equation 2.7. The 
criterion function value is then defined as 
J(zk) =1- (Mse(A,, ) + mse(B, )) (3.5) 
3.4 The Feature Space Search 
Now a criterion function has been chosen, feature selection is reduced to a problem that involves 
searching for the optimal feature subset from among all possible feature sub-sets, i. e. the one 
with the lowest error. This can be very time consuming or even computationally infeasible as the 
search problem is combinatorial. Even computationally efficient optimal search methods, such 
as the branch and bound algorithm [95], prove too costly and in any case they would not be 
applicable to our problem as the feature selection measure used is not monotonic. 
There exist a family of feature selection algorithms known collectively as floating search al- 
gorithms, [63]. These do not guarantee an optimal solution but do give very near optimal per- 
formance whilst only searching a fraction of the search space. For this system the bottom-uP 
algorithm known as the sequential floating fonvard search (SFFS) algorithm was implemented. 
This is defined as follows. 
Suppose k features have already been selected from the complete set of measurements Y to 
form set zk with corresponding criterion function J(zk). All the values of J(zi) for previous 
sub-set sizes i=1,2 ... k are known and stored. The SFFS algorithm then proceeds as follows: 
Step 1 (Inclusion) Select feature Yk+1 from the set of available measurements, y- zk, to 
form feature set zj, +j, such that J(zk+l) is maximised. 
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* Step 2 (Conditional exclusion) Find the least significant feature yj in the set Zk+l- 
If J (Zk+l - Yj) :5J (Zk+l - Yk+l) then set k=k+1 and return to Step 1, 
else exclude yj from zk+1 to form a new feature set z1k, i. e. z' = Zk+1 - yp Note that k 
J(Z'k) > J(zk)' 
Now if k=2 then set Zk = z' and J(Zk) = J(zk) and return to Step 1, k 
else goto Step 3. 
Step 3 (Continuation of conditional exclusion) Find the least significant feature ys in the set 
I Zk- 
If J(Zfk - Ya) :5 J(Zk-l) then set Zk = zk and J(Zk) = J(zlk) and return to 
Step 1, 
else if J(z' -y, ) > J(zk-, ) then exclude yj from z1k to forma new set zk-1. 
Set k 
k 
Now if k=2 then set zk = zk and J(Zk) = J(zk) and return to Step 1, 
else repeat Step 3. 
To initialise the algorithm, k is set to zero and zo = 0. Step 1 is then carried out three times 
until a feature set of cardinality of three is obtained. The algorithm then proceeds to Step 2. 
3.5 The Experiments 
3.5.1 Example Queries 
In order to show the potential of feature selection techniques the experiments of chapter two, 
section 2.4 were repeated. This time SFFS feature selection was used to first to find the best set 
of 10 features to use for each query. The results to the Tom query are shown in figure 3.3. The 
results to the Kelly query are shown in figure 3.4. 
Compare these to the results of figures 2.5 and 2.6 where the complete 33-dimensional space 
was used. As one can the the qualitative results appear similar even though we are using less than 
a third of the original features. 
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3.5.2 Seismic Data 
In this set of experiments the set of 25 texture features were computed and stored for the seismic 
image shown in figure 3.1 (a). Regions of this image were then separated into two distinct textures 
by a trained geologist. These can be seen in figures 3.1 (b) and 3.1 (c). Next two datasets were 
generated using these regions. Dataset LI contained the labelled samples given by figure 3.1 and 
dataset TI contained the labelled samples given by the regions in figure 3.1 (c). 
"" 
Figure 3.1: The seismic image and its corresponding label images. 
Using All Features 
The Gaussian classifier was trained by 1000 random samples from eacliclass frorndataset LI- Al I 
the samples from T1 were then classified. The correct percentage classification for these samples 
is shown in table 3.1. This process was then reversed using 1000 samples from dataset TI to train 
the classifier and the samples from Ll to test the classifier. 
The same experiment was repeated but this time the neural network classifier was used. The 
neural network has many random initialisations so a different result is expected for each different 
initialisation. To obtain an average classification performance for the neural net the experiment 
was repeated for 20 different random initialisations. The neural network was always trained with 
the on-line back-propagation algorithm and had 25 inputs, 25 hidden units and 2 outputs. The 
average successful classification percentages are shown in table 3.1. 
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Figure 3.2: Plot showing path of SFFS feature selection for the Datasets Ll and TI whilst using a 
Gaussian and Neural network classifiers. 
Using Feature Selection 
Next SFFS feature selection was performed on each dataset and using both types of classifier. The 
plot shown in figure 3.2 shows the best performance as a function of feature sub-set size for both 
classifiers and the two datasets. 
Next, the best set of features, as selected by the SFFS algorithm, was used to train the classifier 
and then obtain the classification performance on the test dataset. The results of these can also be 
seen in table 3.1. 
From table 3.1 it can be seen that both classifiers are performing well for this difficult classi- 
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Classifier I Training 
Dataset 
Test 
Dataset 
All 
Features 
Number 
of Feats 
Selected 
Features 
Gaussian LI T1 74.14% 14 81.44 
Gaussian T1 Ll 83.73% 6 83.72 
Ll TI 84.34(1.60)% 12 
- 
85.67(0.76) 
Ll 82.71(2.10)% 
-- 
11 
T82.59(0.22) 
Table 3.1: Classification performance on Seismic Image DI using all 25 features and then best 
sub-set of features 
fication task. Even when using a significantly reduced sub-set of features the performance is not 
affected. 
To compare the effects of reducing the dimensionality on the computational speed, the CPU 
time was recorded for training and searching through 10 database images using each classifier. 
Table 3.2 shows the recorded times. As one can see, for both the Gaussian classifier and neural 
network the effect of reducing the feature set from 25 to 10 features increases the speed of the 
search by a factor of over 2.5. 
#Feats.., 1 5 10 15 
Gaussian 22.27u 61.62u 129.67u 181.22u 343.45u 
Neural Net 53.76u 103.75u 167.07 243.97u 423.96u 
Table 3.2: Table showing CPU units for training classifier and then searching through 
10x(384x288 pixel) database images. 
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Figure 3.3: Searching forTom uýing the best 10 selected features. 
(a) Training Image (b) Gaussian classitier (c) Neural net 
(d) Database Image (e) Gaussian ciassifier (t) Neural nel 
(g) Database Image (h) Gaussian classifier (i) Neural net 
0) Database Image (k) Gaussian classifier (1) Neural net 
(m) Database Image (n) Gaussian classifier (o) Neural net 
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Figure 3.4: Searching for Kelly using best 10 selected features. 
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(a) Training Image (b) Gaussian classifier (c) Neural net 
(d) Database Image (e) Gaussian classifier (t) Neural net 
(g) Database Image (h) Gaussian classifier (i) Neural net 
0) Database Image (k) Gaussian classifier (1) Neural net 
(m) Database Image (n) Gaussian classitier (o) Neural net 
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3.6 Discussion 
In this chapter a method of feature selection has been introduced into the database system. It has 
been shown that by carefully selecting the set of feature descriptors the results of the search will 
not be significantly affected. This implies that there is much redundancy in the data and if this is 
removed, the computational efficiency of the search will increase, as shown by table 3.2. 
For the Gaussian classifier the peaking phenonemon has again been demonstrated. An increase 
of 7% on performance was observed using the selected set of features on the seismic image data. 
In contrast, no statistically significant difference between the classification performance of the 
neural network, with and without feature selection, was observed. 
For the Tom query the features selected were all colour features. This result demonstrates that 
the process is selecting sensible features. 
It is also interesting to note from the plot shown in figure 3.2 that the classifiers in general 
are performing well on the verification dataset when only the best set of 3 features is being used. 
Adding the extra features only increases the performance very slightly. However, the SFFS algo- 
rithm does not take this into account. A more heuristic technique which weighs both the cardinality 
and performance could be used to stop the algorithm earlier. 
As stated in section 3.3.2 it was decided to use the mean square error on the verification 
dataset as the feature selection criterion function for the neural network classifier, rather than the 
classification performance, for two reasons: 
(a). When the feature set size is very small, -fj 1, the neural network classifier does not train well 
at all. The performance on the verification dataset is small and constant. This means that 
the first feature tested from the set will be selected and not the best. 
(b). When the feature set size is larger and the network is classifying well it is not uncommon 
for the classification error on the verification dataset to be zero. Again, the algorithm will 
not pick the best set, just the first set that reached this state. 
Using the MSE avoids these problems as this gives a good guide to how well the network is 
performing when the classification performance is at these two extremes. 
Of the two methods the Gaussian classifier is faster, but when the distributions of the features 
were investigated it was discovered that the selection process for the Gaussian classifier tended 
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to be biased towards selecting normally distributed features rather than the most discriminative 
ones. This is not surprising as this was the assumption made about their distributions. The neural 
network does not suffer from this problem as no assumption about the feature distributions are 
made. 
Even though the SFFS only searches a fraction of the feature space it still takes an unacceptable 
amount of time to complete (it is not uncommon for such a search to take a few hours on a SGI 
Power Challenge). The time saved on the database search is being spent at the feature selection 
stage. A method is required that selects a set of good features in a shorter amount of time. 
For the rest of this thesis we concentrate on the use of neural networks as the database classifier 
and in the next chapter the field of neural network complexity is discussed and some of the more 
commonly known complexity reduction techniques are reviewed. These techniques will allow the 
network size to be quickly reduced without a corresponding degradation in performance. 
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Neural Network Complexity 
4.1 Introduction 
In general, neural networks are used to obtain a non-linear function mapping between a set of 
input and output patterns. In an L-layer (please note that he inputs are not considered a layer) 
feed-forward network there are N free parameters (weights and biases) that try to model this 
mapping: 
L 
E(ni-1 + 1)nl 
1=1 
(4.1) 
where 1<I<L and nj is the number of units in layer 1. For example, a 25 input, 25 unit 
hidden layer and 2 unit output layer neural network has 702 free parameters. These parameters 
are estimated from the training input/output patterns. It is very important that enough training 
examples are available to reliably estimate these parameters. A generally accepted guideline is to 
have at least five to ten times the number of training patterns as free parameters. So in the above 
example a conservative number of samples would be 3500. 
If we fail to have an adequate number of training examples there is a danger the network will 
learn the training set rather than build a statistical model of the process which generated the data, 
i. e. it will over-fit the data and lose its ability to generalise. The network will be unsuccessful in 
classifying previously unseen patterns correctly. 
It is rarely possible to obtain the required amount of training samples and therefore some 
techniques are required to find an optimal network size, often referred to as complexity. This can 
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be done by trying to find irrelevant parameters in the network structure and deleting them. It may 
be that some of the hidden units are not contributing to the output of the network and therefore 
will not be missed. Some of the feature inputs might contain highly correlated information or even 
irrelevant information. These can be deleted without a loss in network performance. For example, 
having a feature input which measures the daily amount of rainfall in China when classifying 
medical images will add no useful inforTnation to the classification problem. 
Reducing network size not only helps improve generalisation, it also increases the computa- 
tional speed of the system. This is usually very important for most applications. There is roughly 
a linear relationship between network size and computational speed. Cutting the number of units 
in half cuts the computational speed in half. It may also decrease the amount of storage required 
and feature extraction time. 
The network complexity can be reduced in several ways. One can remove some of the con- 
nections that attach the different nodes or the number of units in the hidden layers can be reduced. 
One can also reduce the number of feature inputs into the network. 
Reviews of the various network complexity techniques can be found in the books by BishOP 
[5] and Haykin [3 1] and in articles by Reed [65] and Mao [49]. 
This chapter attempts to review some of the more important of these techniques. 
4.2 Network Growing Techniques 
In general this class of algorithms starts with a small network and add units or connections until an 
adequate performance is obtained. Two algorithms worth noting, but not explained in any detail 
here are the The Upstart Algorithm[5] and the The Tiling Algorithm[5]. These two algorithms only 
work on Boolean networks, i. e. networks which only output two states. 
4.2.1 Traditional Methods 
To find the optimal architecture an exhaustive search over all possible architectures could be per- 
formed but this is too computationally expensive. In the previous chapters sub-optimal feature 
selection algorithms such as the SFFS were introduced which search only a fraction of the input 
space. Some of these algorithms can be considered as network growing techniques as we start 
with a small network and heuristically add input units. Also under this banner come the +L-R 
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algorithm [95] and the Sequential Fonvard Selection algorithm [631. 
At present the algorithms only select input units but could easily be extended to select hidden 
units. However, these techniques are still very slow as at every step the network needs to be 
trained and a complete pass of the data through the network is required for each candidate feature 
or hidden unit. 
4.2.2 Cascade Correlation 
This algorithm helps to find the optimal number of hidden units to use in a network [201. To begin 
with the network consists of an input and output layer only. This network is then trained using a 
suitable algorithm to its best possible performance. Sigmoidal hidden units are then added one at a 
time to the hidden layer. These units take inputs from all the network inputs and from the outputs 
of all existing hidden units. On each addition of a hidden neuron, the weights on the input side of 
this unit are frozen but the weights on the output side are retrained. This process is repeated until 
a satisfactory perfonnance level is reached. 
4.3 Network Pruning Techniques 
This class of algorithms starts with a fully trained large network and then attempts to remove 
some of the redundant weights and/or units. Hopefully, this is done in such a way that the error 
of the network is not significantly degraded and the generalisation will improve. Generally this 
involves computing a saliency measure of the individual network weights or units. The saliency 
can be thought of as a measure of importance of the element to the network when making a 
classification decision. A low saliency value implies that the weight/node is not contributing much 
to the networks performance. If this is the case then this element can be deleted from the network. 
A survey of some of the earlier pruning techniques can be found in Reed [65]. 
4.3.1 Sequential Backward Selection Techniques 
The Sequential Backward Selection[63] and Sequential Floating Backward Selection [63] are sub- 
optimal algorithms. They are very similar to the SFS and SFFS algorithms described earlier. They 
start with a network with a large number of nodes and heuristically remove the input nodes accord- 
ing to the value of the criterion function. Again, these could easily be modified to remove hidden 
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nodes but the techniques suffer from the computational expense which requires the network to be 
re-trained for every candidate node to be removed. 
4.3.2 Optimal Brain Damage 
This algorithm attempts to remove redundant weights from a trained network and was first sug- 
gested by Le Cun et al [43]. The network is trained to a satisfactory level of performance. One of 
the weights is then set to zero. The saliency of that weight is then calculated. Here the saliency 
is inversely proportional to the difference between the training error when the weight was non- 
zero and this error when the weight is set to zero. This technique is repeated for all the weights 
in the network. The weights with the lowest saliency can then be removed. Le Cun et al show 
that the change in the error function, 6E when changing a weight value wi to wi + 6wi can be 
approximated by 
SE HiiSwi2 (4.2) 
where Hij is the Hessian matrix 
62 E Hij = ýWi6wj (4.3) 
4.3.3 Optimal Brain Surgeon 
In optimal brain damage the approximation of 6E was made by assuming that the Hessian, IIij, 
was diagonal. This assumption is poor. Hassibi and Stork [30] modified the algorithm such that 
the assumption needs not to be made. They named it the Optimal Brain Surgeon. They also 
provided a method that enabled the remaining weight values to be updated to stop the need for 
the network to be retrained after each weight deletion. In [82] an extension to OBS was made in 
which a unit was removed at each iteration instead of a single weight. 
4.3.4 Skeletonization 
Mozer and Smolensky [58] estimate the relevance of a unit to a network. They define a saliency 
measure which is the difference in the error function before and after the unit has been removed. 
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This saliency measure is estimated by using the first-order Taylor expansion with respect to a gate 
variable for each node. This variable takes two values, 0 when the node is removed and 1 when the 
node is functioning. However, Mao [5 1] found that using a gate variable was not needed and that 
leaving the higher order terms out of the Taylor expansion of the error function gave poor results. 
4.3.5 Minimal Network Design 
Mao [5 1] also defined anode saliency measure as the amount of increase in the error function when 
that node is removed from the network. However, he considered the error E as a function of all 
the outputs y(L) of the network. The motivation behind this approach is that if a node is removed 
from the network and the outputs only deviate by a small amount then this unit can be considered 
as having little importance to the current classification problem and permanently deleted from the 
structure. 
Consider a network similar to that described in section 2.3.2. The weight connecting node i in 
layer (I - 1) and node j in layer I is represented by wi, , where L is the number of layers of the 
network 1<I<L. The sigmoid activation function g(h) is used for each node (equation 2.5) 
and the output of each node yj(') is given by equation 2.6. 
Mao showed that the change in error with respect to the outputs is given by 
AEk = 
bEk 
Ayi +1 hii (Ay, )2 (4.4) syi 2 
where hij are the diagonal elements of the Hessian Matrix of the error E with respect to y, i. e. 
62E 
hij = jy-_-L. The error Ek used was the squared error. For on-line training this is given bY 
1 (L) )T(3r(L) Ek ý (y (k) -d (k) (k) - d(k)), k=1,2.. N (4.5) 
where d (k) = (d, (k), d2 (k), ---, d, (k))T is the desired output for the k th pattern, 1<k :5N. 
(L) (k) = (y, (k), Y2 (k), ---y, (k))T th Y3 is the actual output for the k pattern. The number of 
classes/outputs of the network is represented by c. 
This time no assumption was made about the Hessian being made diagonal. The value AEk 
can be seen as the increase in error when the output of node i is changed from yi to zero. The 
saliency measure Si for node i is mathematically defined as 
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N 
Si =E AEk 
k=l 
(4.6) 
To compute this saliency we need the first and second derivatives of the error function with 
respect to the outputs of the individual nodes. For the output nodes, these were shown to be 
and 
For nodes in the Ith layer 
JEk 
by 
and 
2Ek n(, +, ) 2 Ek 
Yi yj 
bEk 
= yi(L) - di, (4.7) byi(L) 
S2Ek 
1.0. (4.8) 
jyýL)2 
I 
n(, +, ) JEk 
1: -g'(hj)wij (4.9) 
j=l 6 yj 
n(, +, ) 
- 
SEk it (hj)W2 (4.10) 
2 (g'(hj) Wj) 
2+ 
J9 ii 
j=l 80+1 I 
where g'(hj) and g"(hj) and the first and second derivatives of the sigmoid activation function 
for node j. These derivatives can be computed from the output layer back to the inputs for each 
sample presented to the network. 
The pruning algorithm then proceeds as follows. 
* Step 1 Choose a reasonable network architecture which is larger than necessary. 
* Step 2 Train the network to a reasonable level of perfonnance. 
* Step 3 For each pattern calculate the first and second order derivatives. 
* Step 4 Compute the saliency values for each input and hidden node. 
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* Step 5 Remove the node with the lowest saliency. 
* Step 6 Retrain the network on a small number of epochs. 
* Step 7 Compute the errors on the training and validation set. 
* Step 8 If a stopping criterion is satisfied then stop else goto 3. 
The stopping criterion is discussed in detail in section 6.2.1. 
4.3.6 Other Node Saliency Measures 
Ruck et al [69] proposed a node saliency measure that analysed the sensitivity of the network 
outputs with changing inputs. To do this he calculated the derivative of the output with respect to 
the input Yq(O). For a two layer network this can be shown to be 
ayj(2) n2 ni 
Z 
wiAl) 
E 
wiq 31 d9yq i=l q=l 
(4.11) 
where j(2) Y 
(2) (1 _ 
(2)) 
and P) = 
(1)(1 
- y(1)). The value of this term depends on the ii Yj I Yi i 
current input into the network as well as the weights. The saliency measure was finally defined as 
Nc (2) 
Sq 
Oyj (k) 
(4.12) 
k=l j=lyq(ýý DYq(o) 
(k) 
The saliency for each input is the sum over all input patterns for each class. Also, every input 
is sampled over a uniform range of values, D,,. This is represented by the final summation term in 
equation 4.12. 
Ruck provided no algorithm that pruned the network using this measure but concluded that 
that this saliency was consistent and useful. 
Belue et al [4] put forth an algorithm which employed the above saliency measure to enable 
pruning of a network. They also compared it with a saliency measure, first suggested by Tarr [901. 
This saliency is defined as the sum of the squared weights between the input and the first hidden 
layer. 
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ni 
Sq=j: (W(j))2 where 1 <q<d. qi 
i=l 
(4.13) 
To prune the network they added a noise feature to the input set. They then trained the net- 
work to the best performance level possible. The saliency for each of the inputs, using the above 
measures, was then computed. This was repeated for thirty different random initialisations of the 
network. The mean and variance for each input, including the noise input, was then calculated. 
If the mean salience for an input was less than a user set confidence level computed on the noise 
feature then that feature was considered irrelevant and thrown away. 
4.3.7 Feature Selector 
Setiono et al [80] suggested that instead of using a saliency measure which is a function of the 
network weights, one could use the network classification performance on a validation dataset 
directly. In his algorithm the network was trained using all the available features. Next all the 
weights connecting the first input to the hidden layer were set to zero. The performance on the 
net was then calculated using the validation dataset. This process was repeated for all the inputs 
into the network. The feature inputs were then ranked according to their performance measure. If 
the drop in performance of the highest ranked network was acceptable then the bad feature was 
thrown away and the network retrained. The selection process was then repeated until the drop in 
performance was too high. 
In this method the training algorithm was modified by a penalty term which encourages the 
useless weights to take low values. This penalty term is described in section 4.4. 
4.4 Regularization Techniques 
Regularization attempts to reduce the number of effective parameters in a network. This is achieved 
by adding a penalty term to the network error function when training the network. This term can 
be considered as complexity measure of the network. A survey of regularization techniques was 
performed by Mao [49]. In general a regularization term is defined as follows. 
E +Xil (4.14) 
52 
4A Regularization Techniques 53 
where A determines the fraction of the penalty term 11 required to find the solution. Although 
regularization techniques will not directly reduce the size of the network they do reduce the num- 
ber of effective parameters of the network. This leads to a smoother network mapping with the 
benefit that the generalisation of the network will increase. However it is also possible to use 
regularization techniques with pruning algorithms which then allow the network size to decrease. 
4.4.1 Weight Decay 
In 1987 Hinton [331 suggested to use the square norin of the weight vector w as the complexity 
regulator. 
Q(W) =1 ýEw; 
(4.15) 
Here i represents all the weights in the network. This penalty term is quadratic and will 
discourage weights from taldng large values. A problem with this technique is that if back- 
propagation is used to train the network, all the weights will decay exponentially to zero at the 
same rate. The term also penalises large weights disproportionately. 
4.4.2 Weight Elimination 
The penalty term suggested by Weigend et al [93] attempted to resolve the inadequacies of weight 
decay. This tenn is given by the equation 
(wi/wo), 
- (4.16) + (Wi/WO)2 
where wo is a user set parameter. This term can be interpreted as a measure of the number of 
zero weights in the network as the function f (w) = W2/(l + W2 ) approaches I for large weights. 
The derivative of the function df (w)/dw = 2w/(1 + W2)2 is small if weights are large, i. e. will 
interfere little with back-propagation. This is a disadvantage as the algorithm does not distinguish 
between large and very large weights. This may be a problem if one is using a pruning algorithm 
which depends on the magnitude of these weights. 
Weigend et al also suggested a procedure to adaptively select values for A. 
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(a) f (w) = ei + e3w 
2 (b) Af () =e1 
219, + 2C2W 
dw ('+. 6(w)2)3 
Figure 4.1: Plot of Setiono's penalty function (a) and its derivative (b) when 0= 10, q= 10-1 
and C2 "-: -" 10-4 
4.4.3 Setiono's Penalty Function Approach 
Setiono et al [79] proposed a new regularization term which incorporated both weight decay and 
weight elimination. 
ß(wi) , \9(W) = IEJ 1+ ß(Wi)2 
)+ 
E2 
(ý 
Wl? 
) 
(4.17) 
11 
A plot of this function and its derivative can be found in figure 4.1. As one can see larger 
weights are encouraged not to take on large values whilst small weights are encouraged to converge 
to zero. 
In [80] Setiono provided an algorithm that simultaneouslY pruned the network and updated the 
values of el and C2 for each weight, thus allowing each weight to converge at a separate rate. More 
details of the pruning algorithm are given in section 4.3.7. 
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4.5 Discussion 
All the techniques outlined above attempt to increase the generalisation capabilities of a neural net- 
work. The network pruning and network growing techniques also try to find the optimal network 
size. This last factor is relevant if computational time is important. 
Even though the sub-optimal search methods SFS, SFFS, SBS and SFBS are guaranteed to 
give a good solution every time they still take unacceptable quantities of computing power for any 
real practical situation. However, they are valid for measuring the performance of other network 
pruning algorithms. 
Cascade correlation, although useful, is not applicable to our problem as it only selects the 
correct number of hidden units for a network. We want a method that selects the best input features 
as well the number of hidden units. 
Optimal brain damage and brain surgeon remove un-salient weights. Even though this may 
have the effect of removing feature inputs (i. e. all the weights connecting input feature to hid- 
den layer may be removed) it is more likely that the network will become randomly connected. 
Implementation of the network training algorithms then becomes a major issue. 
In skelonization a node saliency measure is defined which allows us to select input features 
and hidden units simultaneously. However, the technique suggested by Mao has been proven to 
out-perform this method. 
Setiono's method of selecting the feature inputs is a slightly modified Sequential Backward 
Selection algorithm. There does exist a computational advantage over the SBS as the network is 
only retrained once at every step. What makes his technique novel is the training algorithm which 
encourages the irrelevant weights to have small magnitude. The technique is only applied to the 
input units and not to the hidden layer units. 
Ruck's and Tarr's saliency measures are also promising. Neither method used a penalty term in 
order to regularize the weights. Both methods would benefit from the application of regularization. 
Also, they only selected input features and not the number of hidden units. The methods could be 
extended to define a general node saliency measure. 
All the regularization techniques discussed attempt to reduce the number of effective parame- 
ters in the network by adding a penalty term to the training error function. All these could be used 
in conjunction with any of the pruning techniques which rely upon the magnitude of the weights. 
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A Fast Method of Selecting Inputs 
5.1 Introduction 
In the previous chapter network pruning techniques were discussed. A saliency measure which was 
the sum of the trained weights connecting the input to hidden layer was reviewed. This method 
assumed that the more important the feature the higher the weight value connecting that feature to 
the hidden layer would be. However, regularization, which encourages weak connections to tend 
to zero, had not been applied at the training stage. Here a new algorithm is presented, (Average 
Weight Magnitude Selection), which uses the average magnitude of these weights as a method 
of determining the importance of the input features and in which regularization is applied at the 
training stage. 
Experiments are then performed which compare its results to another network pruning tech- 
nique, namely the Sequential Backward Selection algorithm. 
5.2 The Algorithm 
The algorithm requires two labelled datasets, a training dataset Dt, and a verification dataset, 
Dver. The user also needs to specify an error level E,,, er he/she is prepared to accept on the 
verification dataset. 
The AWMS can then be defined as follows: 
0 0... 0) * Step I Construct a network using all the available feature measurements Y= (Y1 i V2 Yd 
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in the training dataset Dt, and set the number of hidden units ni = d. The number of 
outputs is equal to the number of classes in the data set. This network is then trained using 
the batch back-propagation algorithm with the penalty term given by equation 4.17. 
9 Step 2 Calculate the saliency, Sq, for each input node using equation 5.1. 
1 
Sq = 
E721 
(Wqi 
ni 
0 Step 3 Find the index, min, of the minimum value of Sq and set Y=y- lYmin}. Also 
reduce the number of hidden units by 1, i. e. nj = ni - 1. 
* Step 4 Retrain the network using this reduced feature sub-set and calculate E,,,. on the 
verification dataset. 
- If Ever :5 Euser then goto step 2, 
0 
- else set Y=y+ {Ymin}, retrain the network and stop. 
5.3 The Experiments 
In this section the AWMS is evaluated on real and synthetic data sets. it is also compared to the 
bench-mark technique of Sequential Backward Selection, SBS. In all the experiments, the crite- 
rion function used for selecting features via the SBS algorithm was the Mean Square Error on a 
verification dataset. 
5.4 Results on Synthetic Data 
5.4.1 Experiment One 
In this experiment we want to investigate whether important features in a given pattern recognition 
problem do tend to obtain the larger weight values in the trained neural network. 
To do this, two 6-dimensional normally distributed classes were synthetically generated with 
the parameters shown in the table 5.1. Each feature was generated such that the features are 
statistically independent, i. e. their covariances are zero. The distance between the mean values 
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of class A and class B is higher for feature f, than all the other features. This feature is the most 
important for this pattern recognition task as it is clearly the most discriminative. Similarly, feature 
f2 is the next most important, followed by feature f3 etc.. The data of feature f6 is completely 
non-discrin-dnative as the values for each class lie in the same part of feature space, with the same 
variance. A classifier designed solely using this feature would only achieve 50% accuracy (if equal 
priors). 
Next a neural network was trained using the batch back-propagation algorithm with the penalty 
term given by equation 4.17. This was repeated 20 times for different network initialisations. Next 
the saliency for each input was computed as given by equation 5.1. The average node saliency for 
each input is given in table 5.2. 
The results are promising as it shows that the saliencies have the same order as the feature 
importance, i. e. 
Sl > S2 > S3 > S4 > S5 > S6. 
This suggests that the assumption that important features form stronger connections into the 
network may be correct. It also supports the premise that the use of this saliency measure will help 
to determine which features to select. 
Feature 1 
1 fl I f2 I f3 I f4 I AI f6 
Class A 2.5(l. 0) 2.0(1.0) 1.5(1.0) i. o(l. 0) 0.5(j. 0) 0.0(1.0) 
Class B 0.0(1.0) 0.0(1.0) 0.0(1.0) 0.0(1.0) 0.0(1.0) 0.0(1.0) 
Table 5.1: Table showing class statistics of synthetically generated data as mean(std dev). 
Input 2 3 4 5 6 
LSaliency Si 5.68(0.29) 2.85(0.24) 1.12(0.10) 0.62(0.07) 0.39(0.06) 0.28(0.05) 
Table 5.2: Average saliency for each input to the network 
58 
5A Results on Synthetic Data 59 
5.4.2 Experiment Two 
In this experiment we want to investigate what will happen if two highly correlated features are 
present in the feature set. Two six dimensional classes were generated using the parameters shown 
in table 5.3. This time feature f6a was an exact copy of feature fla except some random noise was 
added to f6a. Next the network was again trained using back-propagation with the added penalty 
term. The node saliency was then computed for every input and ranked. This was repeated for 20 
different network initialisations. The average saliency ranks can be seen in table 5.4. 
From table 5.4 we can see that the saliency are ranked 
S2 > S6 > Sl > S3 > S4 > S5- 
This does not match the feature ranking order of 
A hshihthth 
This result is interesting. The network is still using the information contained in features f, and 
f6 to obtain a satisfactory solution, but instead of taldng all the information from one feature and 
ignoring the second correlated feature it appears to take approximately half of the the information 
from each of the two features. This can be seen in the approximately equal saliency values for 
input 1 and 6 (Sl = 2.21 and S6 = 2.78). 
In Rucks [69] algorithm where a similar saliency measure is used features are discarded if 
their performance falls below the performance of a noise input. This allows for more than one 
feature to be thrown away at each step. Obviously, the above situation is likely to happen and very 
discriminative features could be incorrectly thrown away. As the suggested Awms algorithm only 
allows one feature to be thrown at each step this situation will not occur. 
Feature 1 2 3 4 5 
Class A 2.5(l. 0) 2.0(1.0) 1.5(l. 0) 1.0(1.0)] 0.5(l. 0) 2.5(l. 0) F--- 
Class B 0.0(1.0) 0.0(1.0) 0.0(1.0) 0.0(1.0) 
Table 5.3: Table showing class statistics of synthetically generated data. 
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Input 01234 
Saliency Si 2.21(0.13) 3.17(0.26) 1.32(0.09) 0.77(0.07) 0.28(0.04) 1 2.78(0.14) 
Table 5.4: Average saliency measure for each input node when trained using the synthetically 
generated dataset 2. 
5.4.3 Experiment Three 
A 3-dimensional data set was designed with the parameters shown in table 5.5. This data set 
was designed such that if the features were used on their own for classification, features fj and f3 
would be be equally discriminant because the Mahalanobis distance between the classes are equal. 
Feature f2 is less discriminative as this distance is smaller. This fact is confirmed by the actual 
classification performances shown in table 5.6. 
However, if two features are used in combination to perform classification features f, and f2 
will produce the best results. This can be clearly seen by the three possible combinations of two- 
dimensional feature plots shown in figure 5.1. Again, this is confirmed by the actual classification 
performances obtained on the data, table 5.6. 
A neural network was then trained on all three features with 20 different random initialisa- 
tions; using back-propagation with the added penalty term. The average node saliencies were then 
computed. From table 5.7 we see that saliencies have the rank S, > S2 > S3. 
This behaviour is promising. Even though feature f3 is singly more powerful than f2, S3 is 
lower than S2. It has taken into account the fact that f2 is more powerful than f3 when used in 
conjunction with fl. 
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Mean Vector I Covariance Matrix 
0.0 1.0 0.9 0.0 
Class A 0.0 0.9 1.0 0.0 
I L 0.0 1 0.0 0.0 1.0 
2.0 1.0 0.9 0.0 
Class B 0.0 0.9 1.0 0.0 
I 
2.0 
Li 
0.0 0.0 1.0 
Table 5.5: Table showing class statistics of synthetically generated data set 3. 
Feature Performance I Features Performance] 
A 84.4% f, and f2 98.8% 
f2 49.85% fi and f3 91.6% 
f3 84.4% f2 and f3 83.6% 
Table 5.6: Classification on synthetic data set 3 when using the different possible combinations of 
features. 
get Pet 14. 
(a) Plot of fl versus f2 (b) Plot of f, versus f3 (c) Plot of f2 versus f3 
Figure 5-1: Feature plots of synthetic data set 3 
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Input 1 2 3 
Saliency Si 6.56(0.12) 2.40(0.12) 1 0.7 
WXOý 0 ý9) 
Table 5.7: Average saliency measure for each input node when trained using the synthetically 
generated dataset 3. 
5.5 Results on Seismic Data 
In the this set of experiments we wanted to evaluate the performance of the AWMS on real data 
sets and compare these results to the bench mark technique of Sequential Backward Se- 
lection. It was also desired to investigate whether any individual features or feature sets were 
performing consistently well.. 
The standard set of 25 texture features were generated for each pixel on the seismic images 
shown in figures 5.2(a), 5.3(a), 5.4(a) and 5.5(a). For each of the seismic images two data sets L 
and T were generated from the labelled regions shown in figures 5.2,5.3,5.4 and 5.5 making a 
total of eight data sets, [LO : To], [Li : Tj], [L2 : T21 and [L3 : T31- 
In a similar fashion to section 3.5.2 a neural network was trained on 1000 random samples 
from each class of data set L,, and then its classification perfon-nance was measured on data set 
T, where 0<n<3. This process was then reversed with the data from Tn being used to 
train the network and Ln used to evaluate it. The network used all 25 features, contained 25 
hidden units and had as many outputs as classes in the data set. Batch-mode back-propagation 
with the penalty term was used for training which was tenninated after 50 epochs. The process 
was repeated for twenty different random initialisations to obtain an average performance level 
with standard deviation. This was repeated for each pair of data sets obtained from the seismic 
images. The results of this process can be seen in the fourth column of table 5.8. 
Next, SBS was applied to each of the 8 data sets in turn. After each feature was thrown away a 
hidden unit was also discarded. A history was also kept of the features and the order in which they 
were thrown away. The best 10 features were then used to classify the data in the corresponding 
test data set. Again this was repeated twenty times for each data set. The classification percentages 
are shown in column five of table 5.8. 
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Finally, the proposed method of AWMS was performed on the eight clatasets. Similarly, a his- 
tory of the feature ranking was also recorded as each feature was discarded. To allow it direct 
comparison with the SBS the highest ranked ten features were used to obtain the correct classi- 
fication performance on the corresponding test data set. These are shown in the final column of 
5.8. 
From these results one can see that their is no significant difference between the performance 
levels when using all features, SBS selected features and AWMS selected features [AII=78.66Yo, 
SBS=78.40%, AWMS=78.91%]. Tables 5.10,5.11,5.12, and 5.13 show tile ranking for the indi- 
vidual features for each seismic image. 
- 
".. 
-- 
: - 
: -- 
(a) Seismic image (h) Region sho%ijig tile (o kevion slio\kiiiý, Ilw 
DO. pgm location of samples in location of , aniples in 
dataset Lo dataset Tt) 
Figure 5.2: Seismic Image DO 
. pgm and 
its corresponding label images. 
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(a) Seismic image 
Dl. pgm 
(b) Region showing the 
location of samples in 
dataset LI 
(c) Region slloAiniý tile 
location of samples in 
dataset T, 
Figure 5.3: Seismic Image Dl - pgm and its corresponding label images. 
(a) Seismic image 
D2. pgm 
(b) Region showing tile 
location of samples in 
dataset L2 
(c) Region shovAing the 
location of samples in 
dataset T., 
Figure 5.4: Seismic Image D2 . pgm and its corresponding label images. 
o-I 
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(a) Seismic image (b) Region showing the (c) Region showng tile 
D3. pgrn location of samples in location of samples in 
dataset L3 dataset Tý 
Figure 5.5: Seismic Image D3 . pgm and 
its corresponding label unages. 
Im ning Set Test Set All Features SBS -T A -LWMS 
DO. p9m TO 81.15(l. 05) 82.01(0 . 99) 21 (0", 
) 0 80-81 ( 80,8 1( 
TO Lo 97.70(0.24) 96.98(0-90) 96.98(0-90 3 (1.7,1) 93,00 
D1. pgm L, T, 85.34(2.11) 75.00(l. 87) 
77 111 77.31(2.04) 
T, L, 82.32(0.76) 89.75(0.38) 88.91)(0. -12) 
D2. pgm L2 T2 85.39(2.20) 87.72(l. 34) 90.11(2.83) 
T2 L2 50-07(0.27) 51.60(0.41) 47.7.1(1.25) 
D. pgm L3 T3 72.82(l. 28) 75.86(2.76) 76.39(l. 52) 
T3 L3 74.51(l. 53) 68.30(l. 48) 77.00(2.88) 
AVERAGE 78.66--- 
ý 
78. ýO 78.91 
Table 5.8: Table showing correct classification percentages on seismic iniages DO - Dý, using all 
25 features, the best 10 SBS selected features and the best 10 AWMS selected features. 
5.6 Results on the Borehole Data 
Figure 5.6(a) is a typical borehole image used by geologists in their search for oil. It is (AAM"c(I 
by drilling a deep hole into the ground and gradually lowering a probe into it. This probe then 
takes a continuous picture of the surrounding soils as it descends. Typical probes include gýirnrna 
radiation detectors, resistivity or just plain visual. The image obtained frorn this process is very 
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narrow (in our example 24 pixels) but can be incredibly long (a typical borehole is three miles 
deep and each pixel can represent just a few centimetres). For display purposes we have cut our 
example image into vertical strips and put them side by side. We have also been told that this 
image represents about 25 meters of soil. 
First the standard set of 25 texture features were computed for the strips of borehole image. 
The window size used for the feature extraction was 23x23 pixels and as the image is only 24 
pixels wide this meant that only two samples per row could reliably be computed. Next, a trained 
geologist made a manual segmentation of figure 5.6(a) and identified three separate soils. These 
are shown by the labels in figure 5.6(b). Two datasets were generated from these labelled regions. 
Each dataset contained half of the random samples drawn from the three separate classes. The first 
dataset wiH be refeffed to as BO and the second dataset as Bl. 
In a similar manner to the previous section we performed classification using all features, SBS 
selected features and AWMS selected features, the results of which are given in table 5.9. A history 
of the feature ranking was also kept, table 5.14. Again, no significant classification performance 
is observed when between all three methods [AII=87.97%, SBS=87.83%, AWMS=88-31%]. 
Training Set Test Set All Features SBS AWMS 
Bo B, 88.48(l. 99) 88.05(1.47) 88.59(l. 64) 
B, Bo 87.47(2.31) 87.61(l. 82) 88.03(l. 64) 
Average 87.97 87.83 88.31 
Table 5.9: Table showing correct classification percentages on Borehole Image, using all 25 fea- 
tures, the best 10 SBS selected features and the best 10 AWMS selected features. 
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(a) Borehole Image 
Figure 5.6: The Borehole Image bh. pgm and its corresponding label image. 
67 
(b) Image showing labelled regions of borehole image 
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5.7 Discussion 
In this chapter a novel and efficient technique for selecting input features for a neural network 
has been presented. It is based upon the average squared weight values connecting an input to 
the network. Experiments on a synthetic data set demonstrated that this premise is correct if the 
network is trained using an algorithm which regularizes the weights during training. 
It was also shown that only one feature should be discarded at each step before retraining the 
network as correlated features share weights making their averages lower. 
Interestingly, the performance of the algorithm on hard problems of seismic classification 
demonstrated that no degradation was observed when using all features, SBS selected features or 
AWMS selected features. The result was re-confirmed on the borehole image data set. 
The AMWS algorithm is very computationally efficient in comparison with the SBS and other 
traditional feature selection techniques. At every step the SBS requires the network to be retrained 
for every candidate input feature to be discarded and then the evaluation of the criterion function 
for that input needs to be found which involves a complete pass of the verification data set through 
the network. In comparison the AWMS only requires the network to be trained once at each step 
and then all that is required is a simple squaring and summing of the weights for each input. 
One disadvantage of this method is that no guidance is given to how many units in the hidden 
layer should be used. In the next chapter the AWMS is extended further to allow for hidden units 
also to be selected. 
On analysis of the feature ranking tables of 5.10,5.11,5.12,5.13 and 5.14, the following 
points were observed 
No one type of feature extractor is best. The best results are obtained when a mixture 
of features from different groups of image measurements are in the selected sub-set. For 
example, this can be seen in table 5.10 in which the top ten features contain individual 
measurements from all four feature representations. 
A different training region (query) produces a different set of 'best' features. Feature inti is 
consistently down the ranking order for the Seismic images but considered the second most 
important for the borehole classification. 
* There is more than one set of best features for the same problem Le, many solutions exist 
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which give equally good results. 
It is hard to compare the features selected by the different methods due the random processes 
involved in network training and the fact that there exist many best sets for a particular classifi- 
cation problem. However, there does appear to be some correlation between the top and bottom 
features selected by SBS and AWMS. For example, the top four features from table 5.14 selected 
by SBS are the same four selected by AWMS but the ordering is different. 
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Rank SBS I Mean Rank AWMS Mean Rank 
1 gab3 1.15e+00 gab4 4.15e+00 
2 int3 2.05e+00 gab2 4.60e+00 
3 Wlt2 2.70e+00 gabi 4.60e+00 
4 gab5 3.40e+00 int3 7.35e+00 
5 gabi 3.40e+00 Wlt2 8.20e+00 
6 int4 5.65e+00 int4 9.65e+00 
7 gab7 5.85e+00 dCt4 1.04e+Ol 
8 dCt4 6.95e+00 dCt3 1.05e+Ol 
9 gab4 8.50e+00 dctT 1.08e+Ol 
10 gab2 8.95e+00 gab5 1.14e+Ol 
11 dCt3 9.30e+00 dcti 1.16e+Ol 
12 int2 1.06e+Ol gab3 1.21e+Ol 
13 gab8 1.26e+Ol gab7 1.28e+Ol 
14 wlti 1.27e+Ol dCt2 1.28e+Ol 
15 dCt2 1.44e+Ol Witl 1.29e+Ol 
16 dCt7 1.59e+Ol dctg 1.38e+Ol 
17 dct5 1.67e+Ol int2 1.42e+Ol 
18 gab6 1.70e+Ol gab8 1.43e+Ol 
19 dCt8 1.80e+Ol dCt8 1.48e+Ol 
20 dct, 1.85e+Ol inti 1.54e+Ol 
21 dctg 1.88e+Ol Wlt3 1.60e+Ol 
22 Wlt3 2.04e+Ol gab6 I 1.65e+Ol 
23 inti 2.20e+Ol dct5 1.65e+Ol 
24 Wlt4 2.22e+Ol Wlt4 1.68e+Ol 
25 dCt6 2.24e+Ol dct6 
Table 5.10: Table showing mean ranking of features as selected by Sequential Backward Selection 
and Average Weight Magnitude for seismic image DO . pgm. 
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Rank SBS I Mean Rank AWMS Mean 
ýý 
1 gab4 3.15e+00 gab4 2.95e+00 
2 gab6 3.50e+00 gabs 4.55e+00 
3 dd5 4.80e+00 dcti 4.90e+00 
4 gab8 5.00e+00 dct5 7.20e+00 
5 int2 5.60e+00 gab2 7.70e+00 
6 gab2 7.05e+00 gab3 8.20e+00 
7 int4 7.20e+00 gabl 8.60e+00 
8 gab7 8.80e+00 gab6 9.55e+00 
9 gabi 8.90e+00 dCt4 1.03e+Ol 
10 dCt4 9.15e+00 int2 1.22e+Ol 
11 gab3 1. lle+Ol dCt2 1.23e+Ol 
12 dCt2 1.17e+Ol Wltl 1.26e+Ol 
13 dct8 1.20e+Ol dctg 1.33e+Ol 
14 Wlt2 1.26e+Ol int, 1.44e+Ol 
15 dct, 1.31e+Ol dcts 1.45e+Ol 
16 Wlt3 1.38e+Ol Wlt3 1.48e+Ol 
17 dCt7 1.48e+Ol gab7 1.49e+Ol 
18 dCt3 1.52e+Ol gab5 1.49e+Ol 
19 Wltl 1.54e+Ol dct6 1.50e+Ol 
20 gab5 1.70e+Ol Wlt2 1.53e+Ol 
21 dct6 1.79e+Ol dCt3 1.54e+Ol 
22 Wlt4 1.90e+Ol Wlt4 1.54e+Ol 
23 int3 2. Ole+Ol dCt7 1.61e+Ol 
24 dctg 2.02e+Ol int4 1.70e+Ol 
25 2.31e+Ol int3 1.78e+Ol 
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Table 5.11: Table showing mean ranking of features as selected by Sequential Backward Selection 
and Average Weight Magnitude for seismic image Dl. pgrn. 
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Rank SBS Mean Rank AWMS Mean R7ý7 
ý 
1 wit, 1.00e+00 wit, 2.40e+00 
2 gab2 2.80e+00 gab8 6.90e+00 
3 int3 3.40e+00 gab3 7.15e+00 
4 gab4 6.35e+00 gab2 8.05e+00 
5 dCt7 7.55e+00 gabi 8.90e+00 
6 gab5 8.90e+00 dCt8 1.04e+Ol 
7 int4 9.60e+00 Wlt3 1.06e+Ol 
8 dcts 1.02e+Ol gab4 1.09e+Ol 
9 Wlt2 1.08e+Ol dct6 I. Ile+Ol 
10 dct8 1.08e+Ol gab7 1.18e+Ol 
11 int2 1.10e+Ol dctg 1.19e+Ol 
12 gabl 1.21e+Ol gab6 1.21e+Ol 
13 gab3 1.24e+Ol WN 1.22e+Ol 
14 Wlt4 1.32e+Ol gab. 5 1.28e+Ol 
15 Wlt3 1.36e+Ol dct5 1.31e+Ol 
16 dct(I 1.39e+Ol dCt7 1.32e+Ol 
17 dCt3 1.41e+Ol int3 1.34e+Ol 
18 gab6 1.41e+Ol Wlt2 1.37e+Ol 
19 gab7 1.52e+Ol dct3 1.46e+Ol 
20 dctl 1.54e+Ol int2 1.48e+Ol 
21 dd2 1.59e+Ol intl 1.48e+Ol 
22 dCt4 1.75e+Ol int4 1.54e+Ol 
23 gab8 1.84e+Ol dd4 1.59e+Ol 
intl 2.07e+Ol dCt2 1.67e I 
2.22e+Ol dct, 1.71e+Ol 
Table 5.12: Table showing mean ranking of features as selected by Sequential Backward Selection 
and Average Weight Magnitude for seismic image D2. pgrrL 
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Rank SBS Mean Rank AWMS Mean Rank 
I gabf, 2.30e+00 gab3 2.10e+00 
2 gab3 3.10e+00 dct6 3.05e+00 
3 gab5 3.25e+00 gab4 3.95e+00 
4 gab4 3.35e+00 dcti 5.35e+00 
5 Wlt3 3.70e+00 Wlt3 6.75e+00 
6 Wlt4 7.35e+00 Wlt4 8.90e+00 
7 dct8 8.30e+00 Wlt2 9.50e+00 
8 gab2 8.40e+00 gabl 1.00e+Ol 
9 int2 8.70e+00 dCt3 1.09e+Ol 
10 int4 9.95e+00 int4 1.15e+Ol 
11 dd7 I. Ole+Ol dctg 1.16e+Ol 
12 gabl 1.12e+Ol dct8 1.19e+Ol 
13 dCt6 1.18e+Ol dCt7 1.23e+Ol 
14 dctg 1.19e+Ol dct5 1.24e+Ol 
15 Wlt2 1.26e+Ol gab7 1.24e+Ol 
16 gab7 1.26e+Ol gab2 I 1.39e+Ol 
17 dct5 1.62e+Ol gab5 1.42e+Ol 
18 dCt2 1.70e+Ol int2 1.52e+Ol 
19 ddl 1.81e+Ol wltl 1.65e+Ol 
l 
20 wit, 1.82e+Ol int3 1.68e+Ol 
21 dCt3 1.85e+Ol dCt2 1.70e+Ol 
22 gabr, 1.91e+Ol intl 1.71e+Ol 
23 int3 1.93e+Ol gab8 1.88e+Ol 
24 dCt4 2.10e+Ol gab6 1.89e+Ol 
intl 2.38e+Ol dCt4 1.92e+Ol 
Table 5.13: Table showing mean ranking of features as selected by Sequential Backward Selection 
and Average Weight Magnitude for seismic image D3 . pgm. 
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Rank SBS I Mean Rank AWMS Mean Rank 
1 int4 1.10e+00 dct6 2.90e+00 
2 intl 1.35e+00 intl 3.45e+00 
3 gab2 3.35e+00 int4 3.75e+00 
4 dct6 5.65e+00 gab2 5.50e+00 
5 inh 6.25e+00 dctjý 9.20e+00 
6 dCt8 7.50e+00 Wlt3 1.02e+Ol 
7 dCt7 8.45e+00 Witl 1.04e+Ol 
8 gab5 8.80e+00 int3 1.09e+Ol 
9 gab8 9.35e+00 dCt7 I. lle+Ol 
10 dctg 9.60e+00 dCt2 1.12e+Ol 
11 W14 1.00e+Ol dcti 1.23e+Ol 
12 dct5 1.09e+Ol gabl 1.26e+Ol 
13 gab7 1.31e+Ol dct5 1.29e+Ol 
14 gabl 1.33e+Ol dCt3 1.34e+Ol 
15 wltj 1.46e+Ol dctg 1.36e+Ol 
16 dCt4 1.51e+Ol gab5 1.39e+Ol 
17 int2 1.55e+Ol gab7 1.39e+Ol 
18 gab6 1.59e+Ol W14 1.41e+Ol 
19 gab3 1.65e+Ol dCt4 1.41e+Ol 
20 dCt2 1.67e+Ol gab8 1.48e+Ol 
21 dCt3 1.80e+Ol gabo 1.56e+Ol 
22 Wlt3 1.94e+Ol gab4 1.62e+Ol 
23 gab4 1.95e+Ol Wlt2 1.70e+Ol 
24 cti 1.99e+Ol int2 1.81e+Ol 
25 Wit 2 2.14e+Ol 
7 
gab3 1.90e+Ol 
Table 5.14: Table showing mean ranking of features as selected by Sequential Backward Selection 
and Average Weight Magnitude for the borehole image. 
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Chapter 6 
The Unit Selection Algorithm 
6.1 Introduction 
In the previous chapter we saw how input features for a neural network could be selected by 
analysing the average magnitude weight values connecting an input to the trained network. In this 
chapter we extend this idea to enable the selection of units in the hidden layer as well. Performing 
this should have the same effect as selecting the number of inputs, i. e. 
* The number of free parameters is reduced so the network should generalise better. 
e The speed of testing new patterns will increase as less computational power is required. 
This unit selection technique is evaluated and compared to the node deletion algorithm of Mao 
described in Section 4.3.5. 
6.2 The Algorithm 
The Unit Selection Algorithm, USA, requires two labelled datasets, a training dataset D& and a 
verification dataset, D,,,,. The user also needs to specify a suitable stopping criteria, section 6.2.1. 
The USA then proceeds as fbHows: 
* Step 1: Construct a network with all the available feature inputs, d. Over-specify the 
number of hidden units you require, ni. The number of outputs is equal to the number of 
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classes in the training data set. This network is then trained on all available data in 
Dtr 
using batch-mode propagation with added penalty term.. 
* Step 2: Calculate the saliency, S,, for each input node using equation 6.1. 
q) 
wo 
sq =( (6.1) ni 
* Step 3: Calculate the saliency, Si, for each hidden node using equation 6.2. 
Eý2 1 
(Wýý))2 
Si = 
J= 
n2 
sj (6.2) 
* Step 4: Find the minimum value of Sq and the minimum value of Si. 
if min(Sq) < min(Si), 
* Set Y "' y- {Ymoin} 
* Goto step 5. 
else if min(Si) :5 min(S, ) 
* Setnj = nj -1 
* Goto step 5. 
* Step 5: Retrain the reduced network a few epochs and calculate Ever and Etrain on the 
verification and training data sets. 
* Step 6: Repeat steps 2 to 5 until the stopping criterion is satisfied. 
6.2.1 Stopping Criterion 
In [50] Mao gives guidelines to what he defines as an optimal stopping criterion. When there are 
few training samples available the initial removal of nodes will decrease E,,,,. As more and more 
are removed E,,,. will level off and eventually increase. The optimal architecture is chosen at the 
point just before this increase is observed. Traditionally, this phenomenon is known as the 'curse 
of dimensionality'. 
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When we have more than 5-10 times as many samples as free parameters of the network it is 
more likely that E,,, r will increase as more nodes are removed. However, there 
is usually some 
point at which there is a dramatic increase in this error on removal of a node and the network just 
before this happens should be chosen. 
Due to the massive amounts of data involved in our application it is generally found that an 
adequate number of training samples is available and the problem of the curse of dimensionality 
is avoided. For these experiments an unacceptable amount of increase in error (typically 2%) was 
set and when E,,,, increased by more than this amount on removal of a node, this node was added 
back to the network and was chosen as the optimal network. 
6.3 The Experiments 
In this section the USA is evaluated on synthetic and real data sets. It is also compared to the unit 
selection technique of Mao's, reviewed in section 4.3.5. Mao's algorithm selects units according 
to how much the error increases when setting the output of a unit in a trained network to zero. The 
node which produces the highest deviation is deleted and the network retrained. 
For both methods the algorithm was terminated when the error on the verification data set 
increased by 2%, section 6.2.1. Initially the network was trained for 50 epochs. Then after each 
node deletion the network was retrained using only 5 epochs. 
6.3.1 On A Synthetic Dataset 
Three six-dimensional, two class, normally distributed data sets were generated using the param- 
eters, given in table 5.1, Dtrain, Dver and Dtest. Each data set contained 1000 random samples 
per class. Next a6 input, 12 hidden unit and 2 output neural network was trained on Dtrain using 
off-line back-propagation with the added penalty term. The classification performance on Aest 
was then computed. This was repeated twenty-times to find an average performance level. 
Mao's unit selection technique was then applied using the data in Dtrain and Dver until the 
stopping criterion was satisfied. The performance levels on Dt,, t were computed using the re- 
duced network architecture obtained. Again, this was repeated twenty times to find the average 
network architecture obtained and average performance. Finally, USA was used to select the opti- 
mal network complexity and performance levels. 
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Table 6.1 details the results obtained. The difference in classification performance is minimal. 
However, using both selection techniques has significantly reduced both number of inputs and 
more dramatically the number of hidden units. 
In this case the USA has slightly out-performed mao as the number of hidden units selected is 
less. A corresponding slight increase in perfonnance is also observed. 
Network used 
I #inputs #hidden units 
I Percentage 
Full 6 12 97.11(0.001) 
USA 3.00(0.00) 2.60(0.51) 96.45(0.001) 
Mao 2.70(0.48) 4.20(l. 13) 95.96(0.75) 
Table 6.1: Average network size and correct classification percentages using full network, USA 
selected network and Mao selected network. 
6.3.2 On The Seismic Images 
The above experiments were then repeated on the eight seismic datasets generated from the images 
shown in figures 5.2(a), 5.3(a), 5.4(a) and 5.5(a) by the methods detailed in section 5.5. 
Table 6.2 shows the results using all 25 input features and 25 hidden units for each data set. 
An average performance level of 81-00% was observed. 
In table 6.3 the results of Mao's method are given. An average network size of 5.03 inputs 
and 4.27 hidden units was found whilst the performance level is virtually unaltered at 81.68%. 
Finally, for the USA, table 6.4, the average network size is smaller still with the average number of 
inputs equalling 4.81 and hidden units being 3.46. Again, no significant difference in classification 
performance was observed, 81.34%. 
Figure 6.1 shows a summary of the results obtained for each seisn-dc image. 
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Image Training Set Test Set Classification % 
DO. pgm Lo TO 94.08(0.60) 
TO LO 98.64(0.41) 
DI. pgm Ll Tl 72.11(0.35) 
Tl Ll 78.12(0.39) 
D2. pgm L2 T2 64.82(0.83) 
T2 L2 65.00(0.00) 
D3. pgm L3 T3 91.01(0.08) 
T3 L3 84.24(2.02) 
Average 81.00 
Table 6.2: Table showing average network size and correct classification percentages on seismic 
images DO -D3 after using 25 input, 25 hidden unit neural network. 
Image- - 11 Training Set Test Set Anputs Midden Units Classification % 
DO. pgm LO TO 2.00(0.00) 4.20(l. 00) 88.86(3.34) 
TO LO 3.5(l. 08) 5.60(l. 15) 96.58(5.87) 
DI. pgm Ll TI 6.40(0.94) 2.7(l. 03) 77.90(5.22) 
TI Ll 2.50(0.53) 2.10(l. 19) 80.18(5.70) 
D2. pgm L2 T2 15.30(6.25) 6.50(l. 96) 74.22(2.86) 
T2 L2 1.00(0.00) 2.10(0.31) 69.76(0.00) 
D3. pgm L3 T3 4.30(l. 30) 4.30(l. 78) 91.17(l. 97) 
T3 D 5.30(0.94) 
- r6. TO(1.64) 
74.77(5.99) j 
Average 5.03 4.27-- 
j- 
81.68 
j 
Table 6.3: Table showing average network size and correct classification percentages on seismic 
images DO -D3 after using Mao's Unit Selection Algorithm. 
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Image Training Set Test Set #Inputs Midden Units 
I Classification % 
DO. pgm LO TO 2.00(0.00) 2.40(0.51) 85.43(7.35) 
TO LO 4.40(l. 71) 3.80(l. 14) 97.32(3.51) 
DI. pgm LI TI 5.80(l. 32) 2.70(0.82) 73.43(4.05) 
TI LI 3.10(0.31) 2.00(0.00) 79.74(0.98) 
D2. pgm L2 T2 12.20(3.96) 6.50(l. 18) 76.51(3.93) 
T2 L2 1.00(0.00) 1.00(0.00) 69.51(0) 
L3 T3 5.50(l. 08) 4.50(0.53) 92.75(1.64) 
T3 L3 4.50(l. 08) 4.80(0.78) 76.03(7.34) 
Average 4.81 3.4 81.34 
SO 
Table 6.4: Table showing average network size and correct classification percentages on seismic 
images DO -D3 after using Unit Selection Algorithm. 
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Figure 6.1: Average classification perfon-nance on the 4 seismic images using complete network, 
USA selected network and Mao selected network. 
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6.3.3 On the Borehole Image 
The same experiments were then repeated using the two data sets obtained from the borehole 
image, section 5.6. 
The results are given in tables 6.5,6.6 and 6.7. This time the classification performance 
using the reduced architectures has increased, [AII=81.95%, Mao=84.30%, USA=84.12%]. In this 
situation we are observing the curse of dimensionality as the number of training and verification 
samples was limited for one of the classes in the data sets. 
Both algorithms have drastically reduced the network architecture but again the USA has been 
more successful at removing the number of hidden units. 
Figure 6.2 shows a summary of the results obtained for each data set of the borehole image. 
Tmining Set Test Set I Percentage Coffect 
BO BI 80.77(0.61) 
Bl BO 83.13(0.50) 
Average L 81. 
Table 6.5: Table showing average network size and correct classification percentages on Borehole 
image after using 25 input, 25 hidden unit network. 
Training Set I Test Set #inputs I #hidden units 
I Percentage 
BO Bl 4.90(l. 37) 4.60(l. 18) 85.42(0.97) 
BI BO 5.00(l. 70) 5.50(l. 68) 85.48(0.85) 
Average 4.55 6.15 84.30 
Table 6.6: Table showing average network size and correct classification percentages on Borehole 
image after using Mao. 
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Training Set Test Set # inputs 
I 
# hidden units 
I Percentage 
BO BI 3.50(0.70) ) 4.50(1.35 82.81(l. 70) 
BI BO 4.90(l. 37) 4.60(l. 18) 
- 85.42(0.97) 
Average 4.20 T 84.12 
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Table 6.7: Table showing average network size and correct classification percentages on Borehole 
image after using Unit Selection Algorithm. 
I 
Figure 6.2: Average classification performance on the borehole image using complete network, 
USA selected network and Mao selected network. 
6.4 Conclusions 
In this chapter a novel neural network complexity reduction technique was introduced which not 
only selects input features but also the number of units that should be used in the hidden layer. It 
successfully managed to reduce the network size whilst maintaining the performance level. In the 
case of the borehole image, the classification was improved. 
The algorithm was compared to the leading edge technique proposed by Mao. It was demon- 
strated that both algorithms produced similar performance levels on a synthetic data set, seismic 
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data set and a borehole data set. 
It is of our opinion that there exist several advantages in favouring the USA to the method of 
Mao. These are 
* Its theoretical simplicity. 
To evaluate the saliencies Mao's method requires a complete pass of the data set through the 
trained network. The USA only requires a squaring and sum of the weights for each node, 
thus making the USA much more computationally efficient. 
In our three experiments the USA consistently selected fewer units in the hidden layer, whilst 
no corresponding decrease in performance was observed. 
For the copious amounts of data involved in image database retrieval, feature selection should 
be an important process with-in the system. In the last few chapters we have demonstrated that 
even though the traditional techniques successfully select subsets of features which perform well 
for a user set query, the time saved on the database search is being spent at the feature selection 
stage. The introduction of the AWMS and USA allow the user to find a suitable set with very little 
computational cost. The USA has the added advantage that the user need not be concerned with 
how many hidden units are required. Using the minimum number of units significantly increases 
the speed of the search, maldng a more user friendly system. In the case when a user has limited 
training samples it is also possible that the quality of these results will be higher. 
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Chapter 7 
Constructing an Efficient Image Index 
7.1 Introduction 
Until now every pixel in every image has a feature vector stored for it. This is not efficient for two 
reasons. Firstly, the index is much more massive than the original image, making storage of the 
database expensive. Secondly, to search through a single image a large number of computations 
will need to be made. e. g. a 512012 image requires 262,144 individual vector classifications. 
Even though modem day computers are cheaper and faster this computational burden is still not 
feasible for large databases. 
It is obvious that many of the feature vectors computed for the image pixels will be close to 
each other in the pattern space as their corresponding pixels belong to the same object within the 
image. For example, the image shown in figure 7.1 contains 90,000 pixels but only 4 different 
colour textures. 
S 
2 
a 
''' 
Figure 7.1: Synthetic image demonstrating homogeneous colour and texture regions in an image. 
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The problem of partitioning the feature space into similar regions is well known as the clus- 
tering problem for which many algorithms already exist, [36]. 
For this application, it is important that this clustering produces a final image segmentation in 
which each cluster represents a region in the image which has homogeneous colour and texture 
properties. For example, the synthetic image shown in figure 7.1 ideally would be found to consist 
of 5 separate homogeneous regions. Regions 2 and 4 have the same colour distribution but should 
be separated because their textures are different. Similarly, regions 2 and 3 have the same texture 
but are different because the colours are different. Regions 1 and 4 are identical in both colour and 
texture properties but as they are not connected in the image they are treated as separate regions. 
By locating these different regions in an image, which have a well defined mean colour and 
texture properties, we can store this information in its index. This enables an image to be repre- 
sented by just a few vectors rather than many thousands. For the synthetic image the storage space 
and search time could be reduced by a factor of 18,000. 
In this chapter we adapt a few well known clustering algorithms and establish if they can 
produce reliable segmentations which can be used to generate a meaningful index for the image. 
7.2 Clustering Techniques 
Many formal definitions of the term cluster have been proposed but here we use the definition 
that a cluster is a continuous region of feature space containing a relatively high density of points 
which is separated from other such regions by areas containing a relatively low density of points. 
The aim of clustering is to identify these high-density regions and group all these similar vectors, 
belonging to this region, together. 
The clustering problem is said to be not well defined unless the resulting clusters are required 
to exhibit certain properties [25]. For our problem, described in the previous section, the clustering 
is well defined. The feature vectors contained with in a cluster must be drawn from a homogeneous 
colour and texture region from the image and faithfully represent the colour and texture properties 
of that region. 
More formally, it is desired to find a set of K representative vectors JAj, where j=1... K, from 
the data set X of N=r. c points, x,,, computed from the image of size (r, c). These K vectors 
must contain the information about the different mean colour and texture regions contained with- 
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in the image. By clustering the dataset into K partitions and choosing a sample vector tij to 
represent each one of the clusters this goal can be achieved. 
The clustering problem is not new and many algorithms have already been developed, [361. 
Typically, parametric techniques define a clustering criteria and samples are assigned to clusters 
in such a way to optimize this criteria. Conversely, non-parametric methods assume no func- 
tional form and make use of iterative approaches for searching for the most dense regions of 
feature space, usually using density gradient information. Other techniques include hierarchical 
and clumping techniques. 
Clustering algorithms will work on any feature data and can be used for many general applica- 
tions, e. g. stock market prediction, weather forecasting, plant classification etc. Image segmenta- 
tion methods are often a special case of clustering algorithms which have to be tuned to take into 
account the spatial location provided by the corresponding pixel locations of the feature data. This 
extra spatial information provided can be used to restrict how the clusters are formed and is po- 
tentially a very powerful cue for forming more meaningful clusters/segmentations. A good review 
of colour image segmentation algorithms can be found in [81]. However, all the these techniques 
only make use of the colour information provided by the image and ignore the texture content. 
Even though the overall goal of most segmentation algorithms is to cluster the image into 
similar regions, sometimes their approaches are not necessarily considered directly as clustering 
algorithms. For example, by detecting the edges in an image, the pixels lying with in a closed 
polygon can be considered as belonging to the same region. 
Because we are interested in splitting the image into regions based upon the colour and texture 
properties, three non-parametric clustering algorithms which work on both colour and texture 
feature data were selected to perform an initial clustering of the image data. These were, 
(a). K-means Algorithm [5]. 
(b). Mean shift algorithm [10]. 
(c). Region Growing [28]. 
All three of these algorithms rely upon a distance metric, d(q, r), between two vectors xq and 
x, in the feature space. We used the Euclidean metric which is defined as 
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i 
d(q, r) ý [(Xq _ Xr)T(Xq - Xr)] 2 
When using this metric it is important that the data be properly normalised. 
7.2.1 The K-means Algorithm 
This is a well known and standard technique for the clustering of data. The algorithm is defined 
as follows. First an initial guess of K-centres is made. All the data is then assigned to its nearest 
centre using the Euclidean metric of equation 7.1. The means of each of these new clusters are 
then computed. Each data point is then re-assigned to the nearest new mean. This process is 
repeated until there is no change in the grouping of the data points. 
The major drawback of this technique is that the user has to specify how many clusters there 
are in the data. Also this algorithm does not take into account the corresponding spatial locations 
of the feature vectors. To allieviate this the normalised pixel locations were appended onto the 
feature vectors, see section 7.2.5. 
7.2.2 The Mean-Shift Algorithm 
In [10] a technique for using the mean shift algorithm for image segmentation is presented. The 
mean shift algorithm is an iterative non-parametric density estimator which is guaranteed to con- 
verge to a local mode [11]. In [10] the mean shift algorithm was applied directly on the point RGB 
values of the image. Here it is applied to the feature vectors obtained from the image, i. e. x', 
where 1<n<r. c. 
Suppose an initial centre yj is chosen at random from the datapoints xn. The mean shift vector 
is defined as 
Yt+i --: -- E xi nt Xifgh(Yt) 
(7.2) 
where nt is the number of points falling inside a window Sh(yt) centred on yt. The window 
S is a hyper-sphere of radius h. This mean shift vector is the difference between the local mean 
and the centre of the window and always points towards the direction of the maximum increase in 
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density. Successive iterations, t=1,2, .. ' of equation 
7.2 will find a local density maximum, i. e. 
a mode of the distribution. Figure 7.2 demonstrates a typical path taken by the window on each 
iteration of the mean shift algorithm until it finds a local mode, i. e. maximum local density. 
Figure 7.2: Path taken by mean shift algorithm to the local density maximum. 
The algorithm that is then used to cluster all the data of x,, into K centres is as follows, 
Step I Set number of clusters found k=I. 
Step 2 Choose j random starting points yj from dataset x". Typically, j is set to 20. 
Step 3 For each yj compute the number of points nj failing inside the window SI, (yj). The point 
which has the highest density (i. e. the highest value of ny is then found. max , 
Step 4 The iterative mean shift procedure, equation 7.2, is then applied using ylltax as the initial 
centre. Ak is set to the resulting convergent vector. 
Step 5 The datapoints from xI which fall inside the window Sh (ilk) are removed from x" . 
Step 6 If number of points left in x1 >j the number of clusters found is increased, i. e. k=k+1 
and then goto step 2. 
Unlike the K-means algorithm the final value of K is not set in advance but it does depend 
upon the choice of the radius of the hyper-sphere, i. e. h. If h is set too high more points are 
likely to fall inside the window and unsimilar data points could be forced together. In this case the 
number of clusters found will be too low to adequately describe the different information in the 
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data set. If h is set too low all the points relating to a particular mode will not be considered (i. e. 
they fall outside the window) resulting in a splitting of the cluster into several separate partitions. 
In practice a low radius is used and the data is over clustered. A post processing step of region 
merging, section 7.2.4, is then applied which attempts to merge some of the clusters which were 
falsely divided back together. 
As this algorithm does not take into account the corresponding spatial locations of the feature 
vectors the normalised pixel locations were appended onto the feature vectors, see section 7.2.5. 
7.2.3 Region Growing 
The technique of region growing involves the selection of a set of homogeneous regions (seeds); 
typically each region is just a pixel. This region then has pixels added to it according to some 
criteria. Different algorithms employ different criteria. The criterion chosen for this application is 
as follows. 
To grow a single region R, a seed with pixel location (r, c) and corresponding feature vector 
x(,,, ) is first chosen. Nj(r, c)} is the set of immediate neighbours of the pixel (r, c). U is the set 
of pixels in the image which have not been assigned to any region. A candidate pixel Y(m, n) is 
then added to the region if Y(m, n)cjN{(r, c)}nU} and R, ) < T. 6(Y(m, n), Rj) measures 
the similarity of pixel Y(m, n) and region R, In this application we use the Euclidean distance of 
equation 7.1 between y( ..... ) and the mean vector of the points contained in region A.. T is a 
threshold set by the user. If the pixel is assigned to the region it is then removed from U. 
To segment the entire image different seeds are chosen and subsequently grown until U is 
empty. The regions can either be grown sequentially or in parallel. The number of regions though 
is not fixed and depends upon the threshold T. If T is too high the number of regions will be small 
and inhomogeneous. Conversely, if T is low the number of regions will be high. 
For this application each region is grown sequentially. It is important to choose the starting 
seed for each region correctly. It is desirable to grow the larger and more certain regions first. This 
can be achieved by locating the densest parts of feature space and choosing these as the starting 
point for the region growing process. 
This is done by first selecting j random vectors zJ 
, 
from the remaining pixels U. For each (r C) 
zi (r, c) the 
local density is computed by counting the number of points falling inside a hyper-sphere 
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centred on zJ(r, c)* 
The vector which has the highest local density, i. e. highest number of points, is 
chosen as the new seed. Typically j is set to 20. 
A major advantage of region growing is that the spatial location of the feature vector is used 
directly when growing the regions. A pixel is only added to a region if it is adjacent to the current 
region in the image domain and the corresponding feature vector lies statistically close to that 
region in the feature space. 
7.2.4 Region Merging 
In all the clustering algorithms described above the number of clusters found depends upon a user 
selected threshold. For this application a threshold was chosen which tended to over-segment the 
data. It was therefore likely that some natural clusters were being divided into several smaller 
clusters. To help alleviate this problem a post-processing step of region merging was applied to 
the data which re-joins some of these. 
The algorithm used for region merging was as follows. First a region-adjacency graph of all 
connecting regions was built. A search through all these regions was then perfon-ned in which each 
region had the Euclidean distance from its mean to its connecting neighbours means computed. If 
any of these distances fell below a threshold value the two regions were merged into one. 
Building a region adjacency graph from the data allows some powerful spatial information to 
be brought to the clustering process. As the criteria for merging two regions are that the regions 
must be both adjacent in the spatial domain and geometrically close in the feature domain, the 
distance threshold becomes less sensitive and hence easier to set for satisfactory results. 
7.2.5 The Co-Joint Spatial-Region Domain 
Each pixel p(r, c) in the image has a corresponding feature vector x(,, c) associated with it. The 
feature vector contains no information about its location in the spatial domain. For example, if 
two feature vectors were taken from opposing parts of the image one would expect them to come 
from different objects even if they were close in the feature space. As the K-means and mean shift 
algorithm only work on the feature data they do not use this information and will cluster them 
together as the same object. 
To help we borrow a technique from [91] in which the co-ordinate pixel locations of each 
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feature vector are appended as two new features to the original feature vector. This has the effect 
that if two pixels are far apart in the spatial domain they will make their corresponding feature 
vector far apart in the feature space due the Euclidean distance between the two pixels being high, 
irrespective of how close the colour and texture feature values are. 
These appended pixel co-ordinates can be considered as a weighting factor on the true fea- 
ture values. The further away from the pixel centre of the region the higher this weight and the 
harder these pixels find it to join the region/cluster. The scale of this effect depends upon the 
normalisation used for the pixels when appending them to the feature vector. A normalisation 
with low variance has little effect on the clustering, e. g. low numbers give small distances in the 
Euclidean calculation. Conversely, a normalisation with a high variance will have a large effect 
on the clustering. Taken to this extreme the segmentation will consist of many circularly shaped 
regions. 
For these experiments a fairly low variance was used but this process still seemed to benefit 
the quality of the segmentations achieved. 
7.2.6 Scale 
In clustering and segmentation there is a problem with scale. For example, consider a red-brick 
wall. The brick wall could be segmented as one region as it has a homogeneous colour and texture 
distribution. Also each brick could be segmentated separately and treated as a different region. 
Which segmentation is correct? In truth both segmentations can be considered correct depending 
on the scale you are interested in. 
In this application the scale is determined by two factors. 
(a). Feature extractors. The choice of neighbourhood size (i. e. window) deten-nines how many 
regions are found in an image. Small neighbourhoods give more regions than large neigh- 
bourhoods. 
(b). Clustering threshold. Each clustering technique requires a user to set at least one threshold. 
A low threshold splits the data into more partitions compared to a high one. 
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7.3 Clustering Experiments 
In this section some subjective experiments were performed on a selection of grey-level and colour 
images. For each grey-level image shown in figures 7.3(a), 7.4(a), 7.5(a) and 7.6(a) the set of 25 
texture features was computed for every pixel. For the colour images of figures 7.7(a) and 7.8(a) 
the complete set of 33 colour and texture features were computed for each pixel. 
Next, the three methods of clustering were applied to each feature set. This was then followed 
by the post-processing step of section 7.2.4. The thresholds for each method were the same for all 
of the images. 
Figures 7.3 shows the results of clustering on a composite Brodatz texture image. The image 
consists of two individual textures but the segmentation methods have identified over 8 different 
regions. As one can see many of these regions appear on the boundary of the two textures. This is 
especially true for the k-means clustering result of figure 7.3(c). This is a satisfactory result as the 
two textures have not been merged into a single region. If we were to perform a query on one of 
the textures present in this image a match should be found as both textures are represented. 
The more random textures of the seismic images of figures 7.4,7.5 and 7.6 present more of 
challenge to the clustering algorithms. It is clear from the resulting segmentations that all three 
methods are performing equally well because the segmentations appear similar. This could be 
mainly due to the post-processing step of region merging which is the same for each clustering 
method. 
Once again, the edges between different textures are causing problems as they are being iden- 
tified as separate regions. This effect is explained in section 7.4. However, the fact that these 
edges are being identified does not matter greatly as long as we still have access to the individual 
homogeneous regions stored within the image. For the seismic images, this generally appears to 
be the case. 
For the colour images, the segmentations appear reasonable. The edges have been identified 
but so have the major regions of the image. It never appears that two dissimilar regions have been 
incorrectly merged together. 
92 
7.3: Clustering Experiments 93 
(a) Original image (b) Ground-truth 
(c) Kmeans clustering (d) Region growing (e) Mean shift algorithili 
Figure 7.3: Results of different feature-based clustering techniques on a Brodatz composite image. 
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(a) Seismic image dO 
(c) Kmeans clustering 
(b) Labelled regions 
(d) Region growing (e) Mean shift algorithm 
Figure 7.4: Results of different feature-based clustering techniques on Seismic image dO. 
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(a) Seismic image d2 
(c) Kmeans clustering 
95 
(b) Labelled regions 
(d) Region growing 
4 1' 
1' 
(e) Mean shift algorithm 
Figure 7.5: Results of different feature-based clustering techniques on Seismic image d2. 
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(a) Seismic image d4 (b) Labelled regions 
(c) Kmeans clustering (d) Region growing (e) Mean shift algorithni 
Figure 7.6: Results of different feature-based clustering techniques on Seismic image d4. 
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(a) VisTex. - texture image (b) Kmeans clustering 
6 
If 
(c) Region growing (d) Mean shift algorithm 
Figure 7.7: Results of different feature-based clustering techniques on VisTex image. 
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(a) Guildford cathederal (b) Kmeans clustering 
(c) Region growing, (d) Mean sliit't algorithm 
Figure 7.8: Results of different feature-based clustering techniques on image of Guildford Cathed- 
eral. 
7.4 Edges 
Where two different colour-texture regions meet in an image, a separate cluster can be forined by 
the clustering algorithm. This can be seen clearly in the segmentation results of 7.8(b), (c) and (d). 
A different region is found on the border between brick and sky. It can also be seen that a differeilt 
region is found for the same type of edge, i. e. brick/sky, but for a different edge orientation. 
Recognising edges as regions has its drawbacks. More regions will be found in the image and 
more vectors will be stored in the index. This increases both the database size and search th-ne. It is 
possible that some of the edges could be pulled out as false positives when performing a database 
query. 
The explanation for these regions being detected is due to the choice of representation, mainly 
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the windowing techniques used in the feature extraction process. In all our extraction algorithms, 
Appendix A, a window is slid pixel-by-pixel over the image. This is an essential part of most 
feature extraction methods as the local properties of pixels need to be captured. When the window 
lies over a homogeneous region of colour and texture such as region 2 in figure 7.1 it will give a 
certain response, A. When the same filter lies over a second region, region 3 in figure 7.1 it will 
give a response B such that A0B. In certain circumstances the window will be on the border 
between regions 2 and 3. Half the window will be in one region and the other half in the other. 
This time the response will not be A or B but some combination (not necessarily linear) of them. 
Because the clustering algorithms are data driven they will perceive the new values as a separate 
cluster and a different region will be created. 
We can do several things, 
(a). Accept the segmentations and hope that these regions do not interfere with the results. This 
is investigated in the next chapter. 
(b). Pre-process the image and extract the edges from the image. The feature vectors from the 
edge pixels and surrounding pixels can be removed from the dataset to be clustered. This 
would not work for the texture images. 
(c). It is not essential that we use the calculated features to perform the initial segmentation. All 
we require is a good segmentation of the image. There are many methods which can do 
this that are not feature based. For example, one could use the RGB values of the pixels 
to perform segmentation. As there are no windows involved the edges should be preserved 
and not identified as separate regions. Figure 7.9(c) shows the segmentation of image 7.9(a) 
using the RGB values directly in the mean shift algorithm. Compare this to the method using 
the full-feature vectors shown in figure 7.9(b). The number of edges has been drastically 
reduced. 
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IF 0aAt, - 
(a) Guildford cathederal (b) MSA - feature based 
Figure 7.9: Difference of using feature-based and point-based clustering on cathederal image 
7.5 The Image Index 
Now the data set has been clustered into K clusters we need to find a suitable representative vector. 
Each cluster has associated with it a set of vectors x, where 1<I< Nj and Nj is the number of 
points in cluster j, j=1... K. The feature vectors have a dimensionality d. 
The obvious choice for the representative vector is the first moment of the points in each cluster 
distribution, i. e. the mean 
1 
Nj 
lAj N. 
Ext 
j 1=1 
However, in section 7.4 we stated that edges have different feature values to the core region. 
Thus the vectors representing the edges in the region will disrupt the true value of the mean. A 
more robust estimation of the central value is the median [68] and is defined as the value medj 
for which larger and smaller values of xj are equally probable. 
To compute the median, the values of xj' are first sorted into ascending order. The median is 
(c) MSA - colour-based 
(7.3) 
then defined as 
xi 
med, ý 
(Nj +1)/2 
1, I 
2(Xt(, Njl2)+X(N312)+I) 
Nj odd 
Nj even 
(7.4) 
where 1<i<d. 
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The size Sj of region j is also calculated and stored in the index. As the images inserted into 
the database can be of any height and width the region size calculated is computed as a fraction of 
the total image size. This allows for a direct comparison between images. The size is defined by 
equation 7.5. 
K 
Sj where N=E Nj (7.5) N 
j=l 
As the pixel locations of all the points contained in a region are known it is possible to store 
information about the region location. This is done by selecting a random pixel from the points. 
For example, a typical 10-dimensional index representing a region in an image which is a 
quarter of the total image size and at pixel location row 120 and column 85 is shown in the box 
below. 
110 12.2 3.132.2 1.2 3.4 4.5 12.2 98.3 1.34 4.9 0.25 
A typical image will have 20 to 30 of these entries in the database which should represent the 
colour and texture content within the image. 
7.6 Conclusions 
In this chapter we have developed a method for producing an index for an image which contains 
information about the mean colour and texture properties contained within it. It also includes 
information about how abundant these colours and textures are and their approximate location. 
These indices require little storage space and are able to be searched through fast. 
The problem of image segmentation is hard and a general solution has not been found. The 
segmentation results obtained by the three different feature-based methods presented in this chap- 
ter are all sin-dlar. The choice over which one is best seems quite arbitrary. The pixels lying around 
the edges within the images get segmented as new regions leading to a visually poor segmentation 
of the image. This does not imply that retrieval based on these regions will be poor as the index 
still contains information about the core regions in the image. The number of entries in the index 
will be higher which will slow the search and possibly give rise to more false positives. How 
seriously these problems affect the retrieval performance is investigated in the next chapter. 
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It was also demonstrated that the use of a pixel-based segmentation scheme produces a cleaner 
looking segmentation where the edges are not being considered as new regions. In the next chapter 
we also investigate whether these cleaner segmentations improve the retrieval performance. 
Perhaps the most similar approach to ours, reported in the literature, is the blob-world rep- 
resentation of [6]. In their system they compute a six-dimensional vector for each pixel in the 
database image. This vector contains both the local colour and texture information. The EM algo- 
rithm [ 13] is then used to cluster the features into groups in the feature space. In a post-processing 
step they apply a 3x3 maximum vote filter to the labels obtained from the EM algorithm, before 
forming a connected component image to form the regions. For each region the dominant two 
colours are stored in the index as well as the mean texture properties; anisotropy, orientation and 
contrast. Two geometric properties are also stored; the centroid and scatter matrix. To query the 
database the user supplies a visual example for which the same blob-like representation is com- 
puted. The query and database images are then compared using the Mahalanobis metric. 
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Chapter 8 
The Final System 
8.1 Introduction 
In the previous chapter we demonstrated how an index could be constructed for an image. In this 
chapter the techniques presented are used to generate different sets of indices for a large image 
database. The retrieval performance based on these indices is then compared and evaluated using 
the neural-network retrieval method described in Chapter 2. 
8.2 Database Population 
When an image is to be entered into the database it is first segmented into homogeneous regions 
using one of the segmentation methods described in chapter 7. In that chapter three feature-based 
segmentation methods were described which produced similar-looking segmentation results. One 
would expect the retrieval results based on these three to be very similar. Therefore, the mean 
shift algorithm was chosen to generate the regions for each database image as its computational 
efficiency was greatest. The mean and median vector of each region, as detailed in 7.5, were then 
computed to generate two separate indices for each image. 
Also the point-based segmentation method described in section 7.4 was used to obtain a seg- 
mentation of the same image. Again the mean and median of each region was calculated. There- 
fore, a total of four separate indices were generated for each image when it was entered into the 
database. Table 8.1 gives a summary of these. 
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Set Segmentation method 
I Regionstatistic 
Set 1 Feature based median 
Set 2 Feature based mean 
Set 3 Point-based median 
Set 4 Point-based mean 
Table 8.1: Table showing how the four sets of database indices were generated using the mean 
shift algorithm. 
8.3 The Search 
The search is very similar to the neural network method of chapter 2. A user selects a homoge- 
neous colour/texture region in a query image. The colour and texture properties for each pixel in 
this region are then computed. This process is fast as it is done in parallel and the query region 
typically contains only a few thousand pixels. Next a world data-set is constructed by selecting 
random feature vectors from the database indices. It is possible that this dataset contains vectors 
from the same class as our query object, but they will be very few in number. 
A two-output neural network is then trained to fire output 01 when presented with a feature 
vector from the query region and 02 when presented with a feature vector from the world. Typ- 
ically, simple batch-mode back propagation is used to train the neural network which contains a 
single hidden-layer. The training is terminated after 50 epochs. 
Once the network has been trained the vectors from a database image index are presented 
across the inputs and the outputs are observed. If the output 01 is greater than a user-set threshold, 
T (typically set to 0.75), the corresponding region is labelled as being similar to the query region. 
This is repeated for all the images in the database. It is possible that a single image may contain 
many similar regions. 
Suppose an image is found to have R similar regions of size Si where 1<i :5R and 
corresponding network outputs 011. All these regions have 01 ý: T. A method is required which 
gives this image a score based upon this closeness of match, 01, of the regions and the size of the 
regions, Si. This enables the system to sort the results into an order and display the best results 
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to the user. Note that the best results can be very subjective and ideally the user should be given 
some control over the order in which they are displayed according to his/her objectives. This is 
achieved by using a set of different scoring functions based upon the different criteria. 
The first function weights the importance according to the size of the similar regions. The 
score Ii,,, for an image is given by 
, 
size 
si (8.1) 
The second scoring function just takes into account the similarity of regions Ii,,, and is given 
by 
R 
oi him (8.2) 
The third scoring function considers both the size and similarity of the regions 
R 
, mix ol [I + Si) (8.3) 
This score was chosen as it is desirable to reward an image which has close matching regions 
(01' high). regardless of the region size. However, the size stills needs to be considered to allow 
the larger regions with a low match to dominate the small regions with a high match. Multiplying 
Si by Of helps to prevent this. 
FinaHy, the fourth scoring function treats both the network outputs and regions sizes as prob- 
abilities. 
R 
Iprob Oil (8.4) 
Once the user has chosen the scoring function and the scores for all the database images have 
been computed thumbnails of the top 100 images are displayed to the user as the results of his/her 
search. As the approximate locations are also stored in the index, small squares are drawn on the 
images to bring to attention of the user the locations of the similar regions. 
T'he user also has the possibility of changing the scoring function. In doing so the scores are 
recomputed and the results redisplayed. The search does not need to be repeated. 
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8.4 Multiple Queries 
As described, the system performs its search on a single homogeneous colour and texture region. 
17his allows a user to build very generic queries using standard relational database techniques. For 
example, to search through all images with green grass and blue sky a user would simply select a 
region of sky and perform a search. A search for grass is then performed on the all the images that 
result from the first search. This is equivalent to an AND operation. Similarly, an OR operation 
could be used, e. g. find all images with green grass or blue sky. A mixture of the two can also be 
applied, e. g. find all images with red-bricks and green grass or blue sky. 
'Mis is a very powerful concept allowing for complex image queries to be constructed. 
8.5 The Experiments 
8.5.1 The Database 
The database used for the experiments in this section contained a total of 3,483 images. 
Two thousand, two hundred and fifty-two still images obtained from the MPEG-7 test set 
[341. 
* Two hundred and sixteen images contained in the British Aerospace database [9]. 
* Two hundred and eighty-one key frames taken from QCIF sequence of Sky News. 
9 One hundred and twenty-one key frames taken from a Donald Duck QCIF sequence. 
* Six hundred and one random images grabbed directly from TV over aI hour period. 
9 Ten still images taken by a DV camera. 
Figure 8.1 shows a random selection of 100 images from the database. The four sets of indices, 
table 8.1. were calculated for all these 3,483 database images. 
106 
8.5: The Experiments 107 
Figure 8.1: Random selection of images taken from the database. 
8.5.2 The Queries 
Accurately testing the performance of image retrieval is not a trivial task as the ground-truth for all 
3,483 images is not available. To test this database we manually selected a set of similar looking 
images from 5 different sequences incorporated in the database. These included 
9 Sky News: Five images taken from a sequence of a sky-news broadcaster wearing an 
orange top against blue background, figure 8.4. 
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9 Queen: Five images taken from a sequence of Her Royal Highness the Queen wearing a 
blue/black chequered jacket, standing near a Christmas tree, figure 8.2. 
American Flag: Eight images from a sequence of a person talking next to an American 
flag against a clear blue skyd, figure 8.3. 
Cathedral: Five still images taken of Guildford cathedral in Surrey on a sunny day, 
figure 8.5. 
Hut: Five still images taken of a wooden hut with green panels, figure 8.6. 
Multiple-queries from an example image for each of these sequences were generated. The 
regions chosen are shown in figure 8.7. A database search for each region was performed using 
the method in section 8.3. Each search was repeated for each of the four databases, i. e. indices sets 
I to 4. The images were then ranked using each of the four scoring functions. In an attempt to give 
a performance level to each search we awarded points to where in the top 100 the target images 
appeared. If a target image was found at position 1 then it was given a score of 100, position 2 
= score 99 etc. If the match was outside the top 100 no score was given. The total score was 
found for each query and a percentage retrieval rate calculated by dividing the total score by the 
maximum possible score. The number of target images found in the top 100 was also noted. Due 
to the random initiliasations of the network and of the random selection of data-points from the 
world dataset this process was repeated five times to obtain the average performance levels. 
8.6 Results 
Table 8.2 shows the retrieval results for the f lag query. In general the results are good for all four 
sets of indices and ranking criteria. The target images also appeared very high in the ranking list - 
seen by the high scores of the criterion functions. Sets I and 2, generated from the feature-based 
segmentation, have performed better for the retrieval task as for all repetitions all 8 target images 
were retrieved in the top 100 of the 3,483 database images. Sets 3 and 4 consistently missed a 
target image. The top 16 hits for one of the experiments are shown in figure 8.8. On these images 
one can also see the locations of the similar regions. 
Table 8.3 shows the results for the queen query. For sets 1,3 and 4 all of the target 5 images 
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Figure 8.2: Five target images of queen. 
Figure 8.3: Eight target images of American flag. 
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Figure 8.4: Five target images of Sky news presenter 
Figure 8.5: Five target images of Guildford cathedral 
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Figure 8.6: Five target images of hut 
(a) Find chequered jacket (b) Find blue background (c) Find American flag 
AND Christmas tree AND red jacket AND blue sky 
(d) Find blue sky AND (e) Find brown wood 
beige bricks AND pale green panel 
Figure 8.7: The five multiple queries generated for each sequence. 
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have been retrieved in the top 100. Set 2 has consistently missed two of the images. The images 
have again appeared higher up the top 100 and the top 16 are shown in figure 8.9. 
The results for the skynews queryý table 8.4, are excellent for all sets and scoring functions. 
Figure 8.10 shows the top 16 hits for one query. 
For the next two queries, cathedral and hut the results are more varied. For both queries 
Set I has significantly out-performed Sets 2,3 and 4 for all the scoring functions. The scores 
are slightly lower, meaning that the images were ranked lower down the list. The results for the 
cathedral query are particularly bad for the indices generated by the point-based segmentation 
methods with only one image out of the five being successfully retrieved. 
The chart shown in figure 8.13 shows the mean retrieval rate of the five queries for the in- 
dices generated from the regions obtained from the feature-based segmentation and the regions 
generated from the point based segmentation. For all four ranking criteria it is clear to see that the 
feature based-method has outperformed the point-based method. 
The chart shown in figure 8.14 shows the mean retrieval rate of the five queries for the two 
types of statistic computed for each region, i. e. the median and mean. As one can see from these 
results the median provides a higher average retrieval rate. 
From these two charts one can also see that the performance of the ranking criteria is almost the 
same. The similarity achieves the highest retrieval rate, the mixture is the second, the probability 10 
the third and the size is last. The difference in the retrieval performance between the similarity 
function and mixture function is very small. 
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Figure 8.8: Top 16 hits as ranked by I, i,,, using index set I for f lag query. All 8 target images 
have been retrieved in top 100 and are in positions 1,2,3,4,5,6,7 and 17. 
Index set 
1 Images in 1 
top 100 
size Sim 
I'llij. Iprob 
Set 1 8 99.24(0.25) 95.34(2.10) 96.35(l. 86) 97.12(l. 22) 
Set 2 8 99.04 0.86) 95.33(3.99) 95.96(3.49) 96.94(l. 99) 
Set 3 7 80.75(4.24) 83.93(l. 04) 83.88(l. 15) 83.80(l. 65) 
Set 4 7 84.97(l. 15) 85.57(0.47. 85.53(0.53) 85.65(0.45)] 
Table 8.2: Average retrieval performance for f lag query using each of the four ranking criterion 
functions. The maximum possible number of images in top 100 is 8. 
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Figure 8.9: Top 16 hits as ranked by I, i,, using index set I for queen query. All 5 target images 
have been retrieved in top 100 and are in positions 5,7,8,14 and 25. 
Index set 1 Images in 1 
top 100 
Isize Isi. I'llix Iprob 
Set 5 89.95(l. 47) 89.92(2.20) 90.20(l. 96) 91.42(l. 42) 
Set 2 3 57.48(0.82) 57.30(l. 64) 57.31(l. 49) 57.26(l. 28) 
5 87.7(0.88) 93.02(l. 30) 2.41(l. 33) 92.24(0.94) 
5 91.27(2.27) 94.57(0.71) 93.84(l. 03) 93.83(l. 01) 
Table 8.3: Average retrieval performance for queen query using each of the four ranking criterion 
functions. The maximum possible number of images in top 100 is 5. 
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Figure 8.10: Top 16 hits as ranked by Ii,,, using index set I for sky-news query. All 5 target 
images have been retrieved in top 100 and are in positions 1,2,3,4 and 5. 
Index set 
1 Images in 1 
top 100 
size Lim 
Inlix Iprob 
Set 1 5 99.79(0.29) 99.79(0.46) 99.79(0.46) 99.84(0.22) 
Set 2 5 100.00(0.0) 99.80(0.15) 100.00(0.0) 100.00(0.0) 
5 98.98(l. 32) 99.18(0.56) 99.10(0.69) 99.18(0.78) 
5 86.85(l. 47) 93.31(l. 25) 93.31(l. 25) 92.41(l. 56) 
Table 8.4: Average retrieval performance for skynews query using each of the four ranking 
criterion functions. The maximum possible number of images in top 100 is 5. 
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Figure 8.11: Top 56 hits as ranked by I, j.. using index set I for cathedral query. All 5 týlrget 
images have been retrieved in top 100 and are in positions 1,3,11,28 and 33. 
Index set 1 Images in 
100 
1 
top 
Isize 
Sim 
I. i. Iprob 
Set 1 5 87.01(3.18) 91.63(5.64) 90.08(5.83) 83.75(4.81) 
Set 2 4 71.88(2.06) 76.53(3.68) 76.94(3.35) 71.63(l. 90) 
12 23.01(9.15) 23.34(8.96) 23.26(9-01) 22.69(8.88) 
1 19.30(0.24) 19.42(0.40) 19.34(0.31) 19.23(0.20) 
Table 8.5: Average retrieval performance for cathedral query using each of the four ranking 
criterion functions. The maximum possible number of images in top 100 is 5. 
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Figure 8.12: Top 56 hits as ranked by Isim using index set I for hut query. All 5 target images 
have been retrieved in top 100 and are in positions 22,39,44,49 and 8 1. 
Index set 1 Images in 1 
top 100 
size 
Isim Irnil. Iprob 
Set 1 5 54.32(10.01) 69.43(10.31) 67.06(10.54) 58.41(9.78) 
Set 2 2. 25-84(4.61) 38.45(8.24) 34.73(7.45) 28.32(7.52) 
Set 3 3 36.85(4.42) 45.87(2.34) 45.55(2.30) 41.88(3.83) 
Set 4 3 27.22(4.42) 33.51(7.12) 32.86(6-95) 26.75(4.29) 
Table 8.6: Average retrieval perforrnance for hut query using each of the four ranking criterion 
functions. The maximum possible number of images in top 100 is 5. 
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Figure 8.13: Chart showing different average retrieval performances obtained using the indices 
generated from either the feature based segmentation or point based segmentation method for 
each of the four different scoring functions. 
I 
Mad 1 Mean Med 2 Mean Med 3 Mean Mod 4 Mean 
Size Sim Mix Prob 
Figure 8.14: Chart showing different average retrieval performances obtained using the indices 
generated from either the median or mean of the regions for the four different scoring functions. 
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8.7 Conclusions 
The proposed database system works well at identifying similar looking regions to a user specified 
query region. As only one region is searched for at a time it provides a more fiexible approach as 
more complex image queries can be formulated by selecting more than one region. The system is 
fast as the indices are a fraction of the original image size. 
The visual quality of the segmentation is not important. In the previous chapter it was shown 
that the feature-based segmentations produced an untidy segmentation in which the edges were 
identified as separate regions. The use of point-based segmentation methods produced a much 
cleaner segmentation. The results demonstrate that the indices generated from the feature-based 
segmentations obtain a high retrieval performance compared to those generated from the point- 
based method. It appears that if the edges are included in a region they can upset the statistics of 
that region such that the representative vector becomes biased towards the edge colour and texture 
values. This is happening even when a more robust statistic such as the median is being used. As 
the classifier is trained on a region which contains no edges it will be unable to classify some of 
these regions successfully. 
Calculating the median of each region instead of the mean gives a more reliable retrieval per- 
formance for both the feature-based and point-based segmentations. Due to the many random 
processes able to upset the image capture and fon-nation process there will be outliers in a ho- 
mogeneous region. The mean of a distribution can be easily offset by these outliers making the 
representative vector lie on the edge of the distribution rather than in the centre. The classifier may 
then fail to recognise the region as similar. The use of the median is more robust to outliers. 
The four scoring-functions investigated seem to give fairly similar results on our chosen 
queries. The similarity function does perform best on average but the user should have control 
over which he/she would like to use. These functions only rank the regions within the images after 
the search has been performed so the new ordering can be displayed very quickly. 
Due to the subjective nature of image interpretation it is hard to evaluate the true performance 
of this or any image database system. We have found that the results for this system can be 
excellent but occasionally are not what we expect. In these situations the retrieval mechanism has 
found something in the database which is just as similar as the query but has a slightly higher 
score. The desired images are just lower down the retrieval list. It also may be that the similarity 
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threshold has been set too high and the search needs to be repeated. 
The major advantages of this system include 
9 The design is modular. As new and better components become available they can easily 
be inserted into the system. These would include different types of classifiers, new feature 
extractors and segmentation methods. 
Many of the currently available database systems only allow for complete image queries. 
This system can cope with very specific queries, i. e. find only this texture, to more general 
queries, i. e. find a similar looking image to this one and to very complex queries, i. e. find 
this texture and this colour or this texture. 
* The search is fast. On average only 20 to 30 vector comparisons are required per image. 
The search also has the potential to be made massively parallel, i. e. once the classifier is 
trained all images can be searched concurrently (if we had enough processors). 
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Chapter 9 
Conclusions 
In this final chapter we briefly summarise some of the main achievements of this work before 
suggesting some directions for future research which would extend and refine our work further. 
9.1 Summary of the Thesis 
In this thesis a content-based image retrieval system for seismic and borehole data was successfully 
designed and implemented. The database design methodology developed was also demonstrated 
to lend itself well to other more general image types. The retrieval was performed by the successful 
application of a neural network or Gaussian classifier. 
We have also shown that by carefully adapting the set of features used for each query, the com- 
putational cost of the database retrieval can be significantly reduced. The performance level was 
left unaffected by this dimensionality reduction and in some circumstances this level increased. 
A novel approach of feature selection for neural networks was also presented which selected a 
suitable set of features. This method was then extended to select the number of units in the hidden 
layer. Both these algorithms have a considerable computational advantage over other leading-edge 
techniques. 
By the use of standard clustering algorithms we generated a very compact index for each 
database image. This index contained information about the core homogeneous colour and texture 
regions in the image and was generated automatically. We established that image retrieval based 
on these colour and texture indices was very good. The query mechanism developed allowed for 
both simple and more complex queries to be formulated by the user. 
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The design of the database system was kept modular. This allows for new and better compo- 
nents to be added to the system as they become available. This includes different classifiers, new 
feature extractors and segmentation methods. 
9.2 Future Work 
It is realised that there still exists some problems which our system needs to address to make it 
more robust. A major obstacle is that the system only copes with small changes in scale, rotation 
and illumination. This is due to our choice of feature extractors which give different values under 
these varying conditions. In the literature many different scale, rotation and illumination feature 
extractors exist and these could be used to recompute the indices. If you already had a large 
database and did not wish to recompute the indices one could use the current regions to obtain 
the statistics using the new extractors. These values can then be appended onto the end of the 
old indices. If a user wished to perform a scale invariant search he could then manually select 
the features which he knew were tolerant to changing scale. It should not be assumed that a user 
will always wish to find similar regions under these transformations, so a mixture of both types of 
extractors should always be used. 
There are also some other ways in which we feel the final system could be significantly en- 
hanced 
Region Information. More information about the regions obtained from the seg- 
mentation can be stored in the index e. g. 
- its covariance matrix or mixture model. 
its shape (allowing for queries on shape). 
the images inserted into the database can be key frames taken from video. The motion 
of the segmented regions can also be stored which would facilitate queries on motion. 
Feature selection. By applying the selection techniques of chapter 6 it is possible 
to automatically select features which are best suited to the current query. This may improve 
results but would certainly decrease the search time required. 
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* Spatial constraints. Usually green grass appears under a blue sky. Incorporating 
this information can help the user build a more semantic query and significantly reduce the 
number of false positives. 
* Scoring functions. Different types of scoring functions can be investigated. 
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The Features 
In this section the algorithms which compute the features for the database images will be given. 
A. 1 Intensity Features 
A 23x23 window is slid pixel by pixel over the entire image. At each stage the grey-level histogram 
is formed H(i). This is done by counting the number of occurences of each grey-level value. The 
normalised histogram is given by P(i) = H(i)IN where N is the total number of pixels used to 
obtain the histogram. Four statistics are then computed on this histogram. 
o Mean intl 
255 
E 
i=O 
* Variance int2 
(A. 1) 
er 2=E (x - m) P(x) (A. 2) 
xel\ 
9 Energy int3 
Measures the homogeneity of the histogram. Takes large values when the histogram has a 
few bins largely filled and small values when many bins are partially filled. 
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255 
E= 1: p(i)2 
i=O 
9 Entropy int4 
(A. 3) 
This is a measure of the information content of a histogram and takes values according to 
how smooth the histogram is. It is defined by equation AA 
255 
HE P(i). log[P(i)] (A. 4) 
i=O 
Further information on these intensity features can be found in [29]. 
A. 2 The Discrete Cosine Transform 
Consider the three 1 -dimensional DCT vectors shown in equation A. 5 of length N=3 
Ul = [1-Os 1-01 1-01 1 U2 = 
[1-Os O-Os -1-01 and U3 = [1.0, -2.0,1.0] (A. 5) 
From these, nine 30 masks, di, can be generated using equation A. 6 
di (9 le) -= Um (0) - Un (*) (A. 6) 
where i=m+ (n - 1) N for 1<m, n<N. The output, y (k, 1), of channel i at image 
position (k, 1) is given by 
N-1 N-1 
yi(k, 1) = 1: 1: d(a + 1, b+ 1)x(k - a, I- b) (A. 7) 
a=O b=o 
This will produce 9 transformed images. On these images the local variance on a 23x23 
window, as detailed in A. 1, is computed. The obtained values are the feature measurements. Table 
A. 1 shows the each of the nine masks used to obtain the transformed images. 
Further information on these features can be found in [89]. 
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111 10-1 1-21 
dcti 111 dCt2 10-1 dCt3 1-21 
L 1111 L 10-ii L1 -21J 
111 1 0-1 1 -2 1 
dCt4 = 000 dCt5 000 dct6 = 000 
-1 -1 L -10 
1 
L -1 
2 -1 
111 1 0-1 1 -2 1 
dCt7 = -2-2-2 dcts -20 2 dctg = -2 4 -2 
L111J L1 0-11 L1 -2 
1 
Table A. 1: The nine DCT masks 
A. 3 Gabor Filters 
First the image is transformed into the frequency domain using a Fast Fourier Transform. This 
transformed image is then multiplied by a set of Gabor filters. These filtered images are then 
transformed back to the spatial domain using the inverse fourier transform. The local variance 
of each pixel in a sliding 23x23 window is then calculated. The obtained values are the feature 
measures. 
The Gabor filters used are governed by four parameters: radial center frequency fo, preferred 
orientation 00, radial frequency bandwidth B. and the orientation bandwidth Be. The filters are 
obtained from equation A. 8. 
G(u, v) = exp-2,, 
2[(U'_fo)2,702+(V, 0,3, )2] (A. 8) 
where (u', V) = (u cos Oo +v sin Oo, -u sin Oo +v cos 00) are the rotated coordinates and 
1- Bu + 
ax --. 
rln2 (2 (A. 9) 70-7r V2 (2Bu 
rln2 
(A. 10) V ay ý-7oir tan -BL 2 2 
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Feature fo 00 1 Bu B9 
gabl 0.125 0.0 1.5 45.0 
gab2 0.125 45.0 1.5 45.0 
gab3 0.125 90.0 1.5 45.0 
gab4 0.125 135.0 1.5 45.0 
gab, 5 0.35 0.0 1.5 45.0 
gab6 0.35 45.0 1.5 45.0 
0.35 90.0 1.5 45.0 
0.35 135.0 1.5 45.0 
Table A. 2: The eight Gabor filters 
Table A. 2 shows the values of the parameters used to obtain the filters. 
More information on Gabor filters can be found in [88]. 
A. 4 Wavelet Transform 
Consider the two 1 -dimensional Wavelet vectors of length N=6 
[0.333,0.807,0.460, -0.135, -0.085,0.035] and (A. 11) 
[0.035,0.085, -0.135, -0.460,0.807 - 0.333] (A. 12) 
From these, four 6x6 masks, di are constructed, see table A. 3. The output, y(k, 1), of channel 
i at image position x(k, 1) is then given by 
N-3 N-3 
yi(k, 1) =E1: di(a + 3, b+ 3)x(k + a, I+ b) (A. 13) 
a=-2 b=-2 
This will produce 4 transformed images, see table A. 3. On these images the local variance on 
a 23x23 window is computed. These obtained values are the feature measurements. 
More information on the wavelet transform can be found in [21]. 
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Feature Mask_] 
Wltl d, = hT. h 
Wlt2 d2 = hT. g 
Wlt3 d3 = gT. h 
Wlt4 d4 = gT -9 
Table A. 3: The four Wavelet masks 
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