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Abstract
A new method of studying self-complementary graphs, called the decomposition method, is
proposed in this paper. Let G be a simple graph. The complement of G, denoted by G, is the
graph in which V ( G) = V (G); and for each pair of vertices u; v in G; uv2E( G) if and only
if uv 62E(G). G is called a self-complementary graph if G and G are isomorphic. Let G be a
self-complementary graph with the vertex set V (G)=fv1; v2; : : : ; v4ng, where dG(v1)6dG(v2)6   
6dG(v4n). Let H =G[v1; v2; : : : ; v2n]; H 0 =G[v2n+1; v2n+2; : : : ; v4n] and H =G− E(H)− E(H 0).
Then G = H + H 0 + H is called the decomposition of the self-complementary graph G.
In part I of this paper, the fundamental properties of the three subgraphs H; H 0 and H of
the self-complementary graph G are considered in detail at rst. Then the method and steps of
constructing self-complementary graphs are given. In part II these results will be used to study
certain Ramsey number problems (see (II)). c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that the relationship between a graph and its complement is an
important tool in Graph Theory. Of special interest is the class of self-complementary
graphs. Many results on self-complementary graphs have been obtained. Read solved
the enumeration problem of self-complementary graphs in 1963 [35]; Sachs [38]
and Ringel [37] considered the fundamental properties in 1962, 1963, respectively;
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Table 1
Known nontrivial values and bounds for Ramsey number r(k; l)
3 4 5 6 7 8 9 10 11 12 13 14 15
6 9 14 18 23 28 36 40 46 51 59 66 73
3 43 51 60 69 78 89
18 25 35 49 53 69 80 96 106 118 129 134
4 41 61 84 115 149 191 238 291 349 417
43 58 80 95 114
5 49 87 143 216 316 442
102
6 165 298 495 780 1171
205
7 540 1031 1713 2826
282
8 1870 3583 6090
565
9 6625 12 715
798
10 23 854
Gibbs [36] discussed the construction problem of self-complementary graphs; Clapham
and Kleitman characterized the properties of the degree sequence of self-complementary
graphs in 1976 [6,7]; Chao and Whitehead described the chromaticity of self-comple-
mentary graphs in 1979 [4]; Gangopadhyay obtained the characterizations of bipartite
self-complementary bipartitioned sequences in 1982 [12]; Rao identied some impor-
tant properties of regular and strongly regular self-complementary graphs, and solved
Kotzig’s [22] three open problems in this eld in 1985 [34]; Chia and Lim [5] solved
the enumeration problem of self-complementary vertex transitive digraphs in which
the number of vertices is a prime number; Mathon constructed all strongly regular
self-complementary graphs with less than 51 vertices in 1988 [25]. More recently, in
1995 Xu and Liu solved an open problem on the chromatic polynomials between a
graph and its complement by applying the method of self-complementary graphs [42].
The construction problem of self-complementary graphs is a fundamental problem
in studying self-complementary graphs. The construction of self-complementary graphs
by means of self-complementary permutations was considered in [5,36,37]. In this
paper, a new method of constructing self-complementary graphs is proposed based on
a decomposition method of self-complementary graphs.
It is well known that solving Ramsey numbers r(k; l) is a very dicult problem. The
Ramsey numbers that have been obtained are listed in Tables 1 and 2. The Ramsey
graphs obtained when k = l=3 and k = l=4 are listed in Fig. 1. It is easily seen that
the Ramsey graphs of r(3; 3) and r(4; 4) are self-complementary graphs. We conjecture
that the Ramsey graph of r(5; 5) is also a self-complementary graph. Towards this
end, we present the method and steps of constructing self-complementary graphs by
the decomposition method proposed in part I of this paper. In part II, we will discuss
a general method of constructing Ramsey graphs, based on the results presented here.
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Table 2
References for Table 1
3 4 5 6 7 8 9 10 11 12 13 14 15
[21] [15] [21] [8] [21] [11] [30] [31] [41]
3 [14] [14] [14] [21] [13] [28] [15] [32] [32] [32] [32] [32] [31]
[11] [9] [9] [33] [30] [30] [30] [30] [30] [29]
4 [14] [26] [27] [23] [23] [23] [23] [40] [40] [40] [40] [40]
[10] [11] [3] [30] [3]
5 [27] [40] [40] [40] [23] [23]
[19]
[20]
6 [23] [23] [23] [23] [23]
[24]
7 [39]
[23] [23] [19] [23]
[1]
8 [23] [31] [19]
[24]
9 [39]
[23] [31]
[24]
10 [39]
[23]
In Table 1, the numbers with  are known precise values, and other numbers that
do not have lable  are all lower or upper bounds.
2. Denitions
The graphs considered in this paper will be simple undirected graphs. Let G be
a graph with vertex set V (G) and edge set E(G). For a vertex u of G, the de-
gree of u in G is denoted by dG(u) (or d(u)). Let V (G) = fv1; v2; : : : ; v4ng, where
dG(v1)6dG(v2)6   6dG(v4n). Let
H = G[v1; v2; : : : ; v2n]; (1)
H 0 = G[v2n+1; v2n+2; : : : ; v4n] (2)
and
H = G − E(H)− E(H 0): (3)
Then
G = H + H 0 + H; (4)
is called the decomposition of the self-complementary graph G.
For convenience, we use s.c. graph to denote a self-complementary graph. For un-
dened notations, refer to [17].
312 J. Xu, C.K. Wong /Discrete Mathematics 223 (2000) 309{326
Fig. 1. Small Ramsey graphs.
3. Construction of potentially self-complementary degree sequences
In this section, we will present the method and steps of constructing potentially
self-complementary degree sequences. Let  = (d1; d2; : : : ; dp) be a non-decreasing
sequence of non-negative integers.  is called a potentially self-complementary de-
gree sequence (or s.c.d.s.) if there is an s.c. graph G with degree sequence . G is
called a realization of .
Proposition 3.1 (Clapham et al. [7]). Let  = (d1; d2; : : : ; dp) be the degree sequence
of some graph on p = 4n or 4n + 1 vertices. Then  is a potentially s.c.d.s. if and
only if
di + dp+1−i = p− 1; i = 1; 2; : : : ; 2n; (5)
d2i−1 = d2i ; i = 1; 2; : : : ; n: (6)
For convenience; dene ~di = d2i−1 = d2i ; i = 1; 2; : : : ; n.
J. Xu, C.K. Wong /Discrete Mathematics 223 (2000) 309{326 313
Proposition 3.2 (Xu and Liu [42]). Let  = (d1; d2; : : : ; dp) (p = 4n; or 4n + 1) be
a non-decreasing sequence of non-negative integers; with
Pp
i=1 di being even; and 
satisfying (5); (6) and d2n+1 = 2n. Then  is a potentially s.c.d.s. if and only if
~= ( ~d1; ~d2; : : : ; ~dn) satises
rX
i=1
~di>r2; r = 1; 2; : : : ; n: (7)
By Propositions 3.1 and 3.2, we easily obtain the following.
Proposition 3.3. Let = (d1; d2; : : : ; dp) be a potentially s.c.d.s.. If p= 4n; then
16di62n− 1; i = 1; 2; : : : ; 2n; (8)
2n6dj64n− 2; j = 2n+ 1; 2n+ 2; : : : ; 4n: (9)
If p= 4n+ 1; then
16di62n; i = 1; 2; : : : ; 2n; (10)
d2n+1 = 2n; (11)
2n6dj64n− 1; j = 2n+ 2; 2n+ 3; : : : ; 4n+ 1: (12)
Propositions 3.1{3.3 can easily be utilized for nding all potentially s.c. degree
sequences of a given length p.
4. The basic properties of H; H 0 and H
In this section, we will discuss some basic properties of H;H 0 and H.
Theorem 4.1. For every s.c. graph G with 4n vertices;
H = H 0: (13)
Proof. By the denition of H;H 0 and H,
G = H + H 0 + H:
Since G is an s.c. graph with 4n vertices, we easily obtain by Propositions 3.1
and 3.3
H = G[v1; v2; : : : ; v2n] = G[v2n+1; v2n+2; : : : ; v4n] = H 0:
Theorem 4.2. Let G be an s.c. graph with 4n vertices; then
jE(H)j+ jE(H 0)j=

2n
2

; (14)
jE(H)j= 2n2: (15)
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Fig. 2. Three s.c. graphs and (some of) their respective s.c. permutations.
Proof. Clearly, the edge sets E(H); E(H 0) and E(H) do not intersect each other. By
(4), we have
jE(H)j+ jE(H 0)j+ jE(H)j= jE(G)j= 1
2

4n
2

: (16)
By Theorem 4.1, (14) is clearly correct. Substituting (14) in (16), we obtain (15).
If G is a s.c. graph, then the isomorphism between G and G can be represented as
a permutation, denoted by , on the set V (G). For convenience, we sometimes assume
that V (G) = f1; 2; : : : ; pg. We will write (G) = G and call  a self-complementary
permutation (or s.c. permutation) for G. We will denote the set of all s.c. permutations
of G by
P
(G). Three s.c. graphs and their respective s.c. permutations are given in
Fig. 2. Note that a particular s.c. graph may have several s.c. permutations and that
non-isomorphic s.c. graphs may have the same s.c. permutation (see Fig. 2). There are
many papers which discussed s.c. permutations. The following lemma is a fundamental
result.
Lemma 4.3 (Ringel [37], Sachs [38]). Let G be an s.c. graph with p(=4n; or 4n+1)
vertices; 2 P(G). Then  has at most one xed point and the length of every other
cycle of  is a multiple of 4.
Theorem 4.4. Let G be an s.c. graph with 4n vertices. Let hi=dH (vi); i=1; 2; : : : ; 2n;
and h0j = dH 0(vj); j = 2n+ 1; 2n+ 2; : : : ; 4n. We assume that
h16h26   6h2n; (17)
h02n+16h
0
2n+26   6h04n: (18)
Then
h1 = h2; h3 = h4; : : : ; h2n−1 = h2n; (19)
h02n+1 = h
0
2n+2; h
0
2n+3 = h
0
2n+4; : : : ; h
0
4n−1 = h
0
4n: (20)
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Proof. By Theorem 4.1, we have only to prove (19).
Let  be a s.c. permutation of G. By Theorem 4.1, we know that  is an iso-
morphic mapping from H to H 0. So, 8vi1 2V ( H) = V (H), there must be some vertex
vj1 2V (H 0) such that
(vi1) = vj1; 2n+ 16j164n: (21)
Note that (vj1) 6= vi1. Otherwise, there is the cycle (vi1; vj1) in , which is a contra-
diction to Lemma 4.3. Thus, there must be a vertex, called vi2(6= vi1); such that
(vj1) = vi2; 16i262n; i2 6= i1: (22)
Since  is an isomorphic mapping from H to H 0, we have
hi1 + hj1 = hi2 + hj1 = 2n− 1: (23)
Thus we obtain hi1 = hi2. Let ni denote the number of elements in the sequence
fh1; h2; : : : ; h2ng that are equal to hi. Continuing the above argumentation, we nd
that 2ni is a multiple of 4 for each i2f1; 2; : : : ; 2ng. So, we have that h1 = h2;
h3 = h4; : : : ; h2n−1 = h2n.
Let G be a bipartite graph, i.e., V (G)=X[Y; X\Y=; and X and Y are independent
sets in G. The bipartite complement of a bipartite graph G = (X; Y ), denoted by Gc,
is a bipartite graph satisfying the following two conditions:
(1) V (Gc) = V (G), and X and Y are still independent sets of Gc;
(2) For any x2X; y2Y; xy2E(Gc) if and only if xy 62 E(G):
A bipartite graph G is called quasi self-complementary (briey, q.s.c.), if G and Gc
are isomorphic. In 1982, Gangopadhyay obtained a characterization of q.s.c.d.s. [12].
Recently, we solved the enumeration problem for q.s.c. graphs [44].
The following lemma is obvious.
Lemma 4.5. Let G be an s.c. graph with 4n vertices. Then the spanning subgraph
H of G is a s.c. bipartite graph; that is
(H)c = H: (24)
Theorem 4.6. Let G be an s.c. graph with 4n vertices and let hi =dH(vi) (16i64n)
with h16h

26   6h4n; then
h2i−1 = h

2i ; 16i62n: (25)
Based on the above results; the theorem can easily be proved.
5. The constructions of s.c. graphs with 4n vertices
In this section, we will give the method and steps of constructing all s.c. graphs
with p= 4n vertices. The overall procedure is described in Fig. 3.
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Fig. 3. Constructing s.c. graphs with 4n vertices.
The detailed steps are as follows:
Step 1: Construct all potentially s.c. degree sequences of length 4n;
Step 2: For every potentially s.c.d.s. , construct all s.c. graphs corresponding to .
This is accomplished by the following two steps:
Step 2.1: For each potentially s.c.d.s. , construct all subgraphs H and H 0 corre-
sponding to ;
Step 2.2: Construct all spanning subgraphs H based on H and H 0 (see below).
Step 2.1: Let  = (d1; d2; : : : ; d2n; d2n+1; : : : ; d4n) be the degree sequence of the s.c.
graph G. By Theorem 4.2 and the denition of H , H 0 and H, m = 12
P2n
i=1 hi =
1
2(
P2n
i=1 di − 2n2) is the number of edges of H . So, by Theorem 4.4, the steps of
constructing H are the following:
Step 2.1.1: Calculate the number of edges of subgraph H :
m=
1
2
2nX
i=1
hi =
1
2
 
2nX
i=1
di − 2n2
!
: (26)
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Fig. 4. Seven subgraphs H corresponding to (5, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6, 6).
Fig. 5.
Step 2.1.2: Construct all non-isomorphic subgraphs H with m edges, which satisfy
the conditions of Theorem 4.4.
Example 5.1. Construct all subgraphs H corresponding to the potentially s.c.d.s.  =
(5; 5; 5; 5; 5; 5; 6; 6; 6; 6; 6; 6).
Step 2.1.1: m= 12(5 6− 2 32) = 6. So, jE(H)j= 6; jV (H)j= 6.
Step 2.1.2: The degree sequence (h1; h2; : : : ; h6) of H satises h1=h2; h3=h4; h5=h6.
Based on these conditions, we nd 7 subgraphs H , see Fig. 4.
We can easily construct H 0 by applying Theorem 4.1.
Now we turn to the problem of constructing all spanning subgraphs H based on
H and H 0. Using Theorems 4.1, 4.5 and 4.6, we will give the method and steps of
constructing spanning subgraphs H based on H and H 0 as follows:
Step 2.2.1: Arrange V (H) and V (H 0) as in Fig. 5, where V (H) is on the left and
V (H 0) on the right. di in vi(di) denotes the degree of vertex vi in the s.c. graph G to
be constructed. We assume that the s.c. permutation  satises
(vi) = v4n+1−i ; i = 1; 2; : : : ; 2n (27)
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Fig. 6.
Step 2.2.2: Embed H and H 0 on Fig. 5. The degrees of the vertices vi in the graph to
be constructed are in brackets (see Fig. 6). They are
di − hi (16i62n); dj − h0j (2n+ 16j64n); (28)
where (d1; d2; : : : ; d4n)=(G), (h1; h2; : : : ; h2n)=(H) and (h02n+1; h
0
2n+2; : : : ; h
0
4n)=(H
0).
Note that H and H 0 must satisfy the conditions of Theorems 4.1 and 4.6 when
embedded on Fig. 5. In Fig. 6, we illustrate this step by the rst subgraphs H in
Fig. 4.
Step 2.2.3: Construct the spanning subgraph H.
Case 1.
h1 = h

2 6= h3 = h4 6=    6= h2n−1 = h2n: (29)
By Lemma 4.3, Theorems 4.6 for this case, we know that for every s.c. permutation
, the length of all its cycles is 4. Furthermore, we have by (27)
 = (v1v4nv2v4n−1)(v3v4n−2v4v4n−3)    (v2n−1v2n+2v2nv2n+1): (30)
In this case, the steps of construction are as follows:
(i) The construction within each cycle in : join v2i−1 and v4n−2i+1 by an edge
(i = 1; 2; : : : ; n), and v2i and v4n+2−2i by an edge (i = 1; 2; : : : ; n).
(ii) The construction among cycles in .
Let (1122) and (3344) be two cycles in , where i 2V (H); i 2V (H 0);
i = 1; 2; 3; 4. If we join 1 and 3, then (1) and (3) are not joined. Furthermore,
2(1) = 2 and 2(3) = 4 can be joined. If the vertex 1 has reached the demanded
degree number dG(1) after step (i), then the vertex 1 need not be considered. If the
vertex 1 has not reached the demanded degree number dG(1) after 1 and 3 are
joined, we can consider joining 1 and 4. There are two cases:
Subcase 1: 4 does not reach the demanded degree number dG(4). We can join 1
and 4, cannot join (1) = 1 and (4) = 3 and can join 2 and 3.
Subcase 2: 4 has reached the demanded degree number dG(4): We can regard the
vertex 4 as joined to the other cycle, and the process is the same as the above.
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Case 2: General case, i.e.,
h1 = h

2 =   = hm 6= hm+1 = hm+2 =   = hl 6=    6= ht =   = h2n; (31)
where the number of equality signs between two consecutive inequality signs may be
greater than 1.
For convenience, the aggregate of equality signs and the numbers between consec-
utive inequality signs is called a section. Clearly,
(1) The number of equality signs in a section is odd;
(2) If hi and h

j are not in the same section, the two vertices corresponding to h

i
and hj are not in the same cycle of .
So for Case 2, we only have to consider the construction restricted to the vertex subset
of the corresponding numbers in a section. That is, we will only consider the construc-
tion of a section. The construction problem between two setcions is the construction
problem between two cycles in , which is quite obvious and is omitted here.
We now consider the section as follows:
h1 = h

2 =   = hm>1: (32)
Of course, m is even. We consider all the dierent combinations of multiples of 4 in
2m for constructing the s.c. permutation . See the following example for a detailed
illustration.
Example 5.2. Let jV (G)j= 12; and h1 = h2 =   = h6 . Then there are three cases:
(1) There are three cycles of length 4 in ;
(2) There are one cycle of length 4 and one cycle of length 8 in ;
(3) There is only one cycle of length 12 in .
(1) and Case 1 are the same, so it is omitted here.
(3) and the construction of the cycle of length 8 in (2) are the same, so it is omitted,
too.
For (2), there are three groups of cycles of length 4: fv1; v2; v11; v12g; fv3; v4; v9; v10g
and fv5; v6; v7; v8g. Here, we choose the rst group. As in Case 1, the cycle that needs
to be constructed is (v1v12v2v11), that is, (v1)=v12, (v12)=v2, (v2)=v11, (v11)=v1.
See Fig. 7(a).
Now, we give the steps for nding all possible cycles of length 8 as follows.
Step A: Determining the possible cycles of length 8. For convenience, we will
replace vi by i. Thus, we have by (27)
(i) = 13− i (36i66): (33)
By Lemma 4.3, we know that
(j) 6= 13− j (76j610): (34)
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Fig. 7.
Thus, there are only 6(=3!) cycles of length 8:
1 = (3; 10; 4; 9; 5; 8; 6; 7); 2 = (3; 10; 4; 9; 6; 7; 5; 9);
3 = (3; 10; 5; 8; 4; 9; 6; 7); 4 = (3; 10; 5; 8; 6; 7; 4; 9);
5 = (3; 10; 6; 7; 4; 9; 5; 8); 6 = (3; 10; 6; 7; 5; 8; 4; 9):
Step B: For each cycle C of i (i = 1; 2; : : : ; 6), construct the subgraph induced by
the vertices in C. Here, we use 5 to illustrate the steps.
(1) In 5 = (3; 10; 6; 7; 4; 9; 5; 8), join 10 and 6, 7 and 4, 9 and 5, 8 and 3 (see
Fig. 7(b)). Thus, (10)=6 and (6)=7, and so on, but 4 and 9, 5 and 8, 3 and
10 are not joined.
(2) Join 3 and 9, 2 (3) and 2(9), and so on. We get the graph in Fig. 7(c).
Finally, we will nish the construction between the two cycles (1,12,2,11) and (3,10,6,7,
4,9,5,8). We choose 1 to join j (=7; 8; 9; 10) by the properties of s.c. permutation and
omit the construction steps (see Fig. 7(d)).
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Table 3
10 s.c. graphs with eight vertices
Remark. By the preceding dicussions, we observe that one potentially s.c.d.s. may
produce dierent s.c. graphs in the following four cases:
1. Dierent subgraphs H produce dierent s.c. graphs;
2. Dierent s.c. graphs may be produced if H is arranged in dierent positions, but
it must satisfy the conditions of Theorem 4.6;
3. When constructing H, dierent s.c. graphs may be produced if the constructions
of some cycles (with length greater than 8) in  are dierent;
4. In the same s.c. permutation , if the ways of joining the vertices of dierent
cycles in  are dierent, dierent s.c. graphs may be obtained.
Read [39] showed that there are 10 s.c. graphs with 8 vertices. To conclude this
section, we will construct all these graphs as follows.
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Table 4
J. Xu, C.K. Wong /Discrete Mathematics 223 (2000) 309{326 323
Table 4
Step 1: Construct all potentially s.c.d.s.’s: 8 = 4  2 and n = 2. We know by
Proposition 3.3
16 ~d1; ~d263: (35)
By Lemma 3.1 and Proposition 3.2, we have
~1 = (1; 3); ~2 = (2; 2);
~3 = (2; 3); ~4 = (3; 3):
So, there are four potentially s.c. degree sequences of length 8:
1 = (1; 1; 3; 3; 4; 4; 6; 6); 2 = (2; 2; 2; 2; 5; 5; 5; 5);
3 = (2; 2; 3; 3; 4; 4; 5; 5); 4 = (3; 3; 3; 3; 4; 4; 4; 4):
Step 2: For every potentially s.c.d.s. i (i = 1; 2; 3; 4), construct all s.c. graphs
corresponding to i. We omit all steps of constructions, and give the results in
Table 3.
6. The constructions of s.c. graphs with 4n + 1 vertices
By discussing the relationship between s.c. graphs with 4n vertices and s.c. graphs
with 4n + 1 vertices, the method and steps of constructing s.c. graphs with 4n + 1
vertices are given in this section.
For convenience, let S(k) denote the class of s.c. graphs with k vertices.
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Table 5
Observation 6.1. Let G 2 S(4n + 1) and let  denote a s.c. permutation of G; let
v2V (G) be the vertex xed under . Then v is adjacent to precisely one of x; (x)
for every vertex x2V (G); x 6= v.
Corollary 1. If c = (x1; x2; : : : ; x4m) is a cycle of ; then v is adjacent either to
x1; x3; : : : ; x4m−1 and to no other vertex of c; or to x2; x4; : : : ; x4m and to no other
vertex of c.
Corollary 2. G − v is an element of S(4n).
Observation 6.2. Let G 2 S(4n) and let  denote a s.c. permutation of G; let
z be the number of cycles of . Select precisely one vertex from every pair of
x; (x); x2V (G); this can be done in exactly 2z ways (recall that all cycles of 
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have an even length). Create a new graph G by joining an additional vertex v to the 2n
selected vertices. Then the permutation  = (v) is a s.c. permutation of G implying
that G 2 S(4n+ 1).
It is now clear that how S(4n+ 1) can be obtained from S(4n), and conversely.
In 1963, Read [5] established jS(9)j = 36, but S(9) has never been explicitly de-
scribed. Using the above observations we could easily construct all 36 s.c. graphs on
nine vertices which, together with their degree sequences, are given in Tables 4 and 5.
7. For further reading
The following references are also of interest to the reader: [16,18,43].
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