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1. INTRODUCTION 
The problem of optimal control, in which a constraint is placed on the 
state variables, has been studied by Gamkrelidze [l],l Berkovitz [3], and 
Dreyfus [4]. Gamkrelidze modifies the arguments used to establish Pontrya- 
gin’s maximum principle in order to account for the constraint on the state 
variables. Berkovitz reduces the problem to a problem of Bolza without a 
state variable constraint and applies the theory of such problems. Dreyfus 
treats the problem by the dynamic programming formalism. The results 
obtained by Berkovitz and Gamkrelidze are in agreement. Superficially, 
some of these results do not seem to be related to Dreyfus’ results. It is the 
purpose of this paper to relate these two sets of results. 
2. THE PROBLEM 
The problem treated by Dreyfus is not precisely the same as the one 
treated by Gamkrelidze and Berkovitz, since the latter include inequality 
constraints on the control as well as a state variable constraint. To avoid 
obscuring the essential features by technical details, here we shall treat the 
same problem that Dreyfus treats. The problem is the following: 
* This research is sponsored by the United States Air Force under Project RAND- 
contract No. AF 49(638)-7(K). Views or conclusions contained in this paper should 
not be interpreted as representing the official opinion or policy of the United States 
Air Force. 
1 Also reported in ref. 2, Chap. VI. 
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Find a real-valued function z of time t such that the trajectory determined 
by the system of differential equations 
g = fi(Xl , . . . . s,, , z) ,xi(t,) =: xi0 i -= 1, . . . . 12 (1) 
has the following properties. The trajectory satisfies the inequality 
g(x, , **a, xn) 2 0, (2) 
and its right-hand endpoint lies on a previously specified manifold T and 
minimizes a function 
@‘(al , .a-, %I,), (3) 
where f = (f, , . . . . .?,J denotes points of T. 
The usual assumptions concerning the differentiability of @, g, and f% , 
i-1 , -‘-, n, are to hold. The equation 
g(x, 1 ***, %J = 0 (4) 
defines the boundary B of the region R in which the trajectories are permitted 
to lie. If we assume that 
(5) 
at all points of B, then by the implicit function theorem, we can solve (4) 
for x, . That is, there exists a function x(x1 , . . . . x,-r) of class C’ 
on a set R* of the (n - 1)-dimensional euclidean space (x1 , . . . . x+r) such 
that at a point of B, 
x, = x(x1 ) . . . . x&; 
or equivalently, 
g(x1 , -*-, xnsl ) x(x1 ) . . . . x&) - 0 (6) 
for all (x1 , ..,, x,-r) in R*. We remark that (5) can be replaced by the less 
stringent assumption Vg # 0. To avoid introducing technical details, we 
shall assume that (5) holds. 
Note that in this problem there are no constraints on the control z. The 
constraint condition of Berkovitz,a or the equivalent regularity condition 
of Gamkrelidze,3 reduces to 
Vg*fz f 0 (7) 
at all points of an optimal trajectory that lie on the boundary B of R. Here, 
2 Ref. 3, pp. 489-490. 
3 Ref. 2, p. 266. 
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f = vi 9 ..,, fn). The inequality (7) corresponds to the case k = 1 in Dreyfus’ 
treatment and is the only case we shall consider here.4 We shall henceforth 
assume that (7) holds at all points of an optimal trajectory that lie on B. 
Let KB denote an arc of a trajectory defined by (1) that lies on B. Then 
along KB , Vg *f = 0; i.e., 
v&m, *a*, X7$)) *fW), -*a, %I($ @)) = 0. (8) 
From (7) and the implicit function theorem, it follows that (8) defines z 
uniquely as a function of (xi , . . . . x,J in a neighborhood of KB. Therefore, 
we may write 
z = z(xl , . ..) x,) (9) 
in a neighborhood of KB . If we substitute this function into the right-hand 
side of (1) and take our initial point to lie on B and sufficiently close to K,, 
then the resulting trajectory will clearly lie on B. Thus, at those points of B 
for which it is defined, z(xi , . . . . x,) gives the unique direction that a solution 
of (1) must have to continue to lie on B. If we replace x, by x, we obtain a 
function 
z = Z(x, ) . . . . xn-J FE x(x1 , . ..) x,_, , x(x1 ) . . . . x+1)) 
defined on a neighborhood of the projection of K, onto R*. 
3. DRRYFUS' RESULTS 
The principal difference between the results of Dreyfus and those of 
Berkovitz and Gamkrelidze is in the statement of the necessary conditions 
that most hold along an arc of an optimal trajectory that lies on B, and in 
the statement of what happens at the point at which an optimal trajectory 
enters or leaves the boundary. Dreyfus’ result is stated in terms of a function 
S(Xl 9 **a, x,) (a function called f in ref. 4, but which we call S to avoid 
confusion with Eq. (I)), defined as the infimum of the values @(ni, . . . . Zn) 
taken over those points (fi , . . . . CZ,J of T that are endpoints of trajectories that 
start at (xi , . . . . x,), satisfy (2), and correspond to some control z(t). 
It is supposed that the minimum is assumed at some point f, of T and that 
there exists a control z(t) such that the corresponding trajectory (1) with 
initial condition (xi , . . . . x,J will satisfy (2) and will end at f, . It is further 
assumed that S is defined at all points of R and B. At points of B, Dreyfus 
defines a function S* (called f* in ref. 4) on R* by the relation 
s*(x, , . . . . X,-l) = S(x, , es’, xn-1 , x(x1 , -*a, X74’ (11) 
4 Ref. 4, p. 303. 
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It is further assumed that 5’ is of class C’ on R and that S* is of class C’ 
on R”. 
Let us now define 
Let K* be an optimal trajectory. Then, along an arc of K* that lies in the 
interior of R, Dreyfus concludes5 
drlj - = -(7j - fz,) 
dt 
j = 1, . . . . n. (14 
Let p denote the vector obtained by taking the first (n - 1) components 
off; i.e.,j= (fr , . . . . fn-i). Let 
Y. = s* 3 li 
j = 1: . . . . n - 1, 
and let p = (Yr , . . . . Y,-,). Let Ki be an arc of the optimal trajectory K* 
that lies on B. Then in the present notation, Dreyfus’ result states that 
along K,* 
dYj - 
dt -9. CL, + xzjLn + GJ) j = 1, . . . . n - 1, (13) 
where 2 is defined by (10). 
At a junction point, which is defined to be a point at which K* enters or 
leaves B, the following is true6: 
sq = s, + s3cnxzj j = 1, . ..) n - 1 
which, in our present notation, is 
yi = 7i + %Xz, j-1 ) . . . . n - 1. (14) 
If in (8) we substitute x for x, and substitute 2 for z, we get that Vg *f 
is identically zero on R*. Hence, differentiating the relationship Vg . f = 0 
on R* with respect to xj , J’ = 1, . . . . n - I, gives 
Pg . f )I) + (Vg * f )Z”XZj + (Vi! . fZ)-Gj = 0. 
Since by (7), (Vg * fz) # 0, we may write 
zq = -Pg . f Lj + (Vg f lTnx2J(Vg . fi) 
6 Ref. 4, p. 300. 
6 Ref. 4, p. 306. 
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Let us set 
A = (Vg *a; 
Then we can rewrite (13) as follows: 
B = Pg *fib (15) 
dYf 
dt -- !P * (-Lj + $Y) + xzj (9 . (-An + $p)) (16) 
along Kg. 
j = 1, . . . . n -- 1 
To summarize, Dreyfus concludes that (12) holds along an interior arc 
of an optimal trajectory, that (16) holds along a boundary arc, and that 
(14) relates q and 7 at a junction point. 
4. GAMKRELIDZE’S AND BERKOVITZ’S RESULTS 
The results obtained by Gamkrelidze and by Berkovitz assert that there 
exist functions A,(t), . . . . A,(t) that satisfy certain differential equations along 
an optimal trajectory and experience certain jumps at junction points. 
Note that we are considering a problem with no inequality constraints 
explicitly involving the control, so terms involving R in [3] should be omitted 
when identifying results of [3] with those of this paper. Specifically, if K* 
is an optimal trajectory and KB is an arc of K* that lies on B, then there exist 
functions X, , . . . . h, and a function v such that’ 
d4 
dt - --iA tL,) - v(Vg ..& j = 1, . ..) It (17) 
where h = (h, , . . . . h,). Along an arc of K* that lies in the interior of R,* 
d4 
dt 
- -(A *fzj) j = 1, . . ..n. (18) 
At junction points X(T) one of two jump conditions hold. Either the jump 
conditions 
h,‘(T) = A,-(7) + kg,, # 0 j=l ) . . . . fz (191 
holds, or the condition10 
i&‘(T) + kg,, = 0 j-1 . . . n 
’ Ref. 3, p. 494; ref. 2, 268. p. 
g Ref. 3, p. 493; ref. 2, 20. p. 
s Ref. 3, p. 495; ref. 2, 302. p. 
lo Ref. 3, p. 496; ref. 2, 302. p. 
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holds, where A’ is the one-sided limit along an interior segment. In this 
analysis we shall assume that (19) holds. Another condition that holds along 
Kg is the following:ll 
h *fz + v(Vg -fJ = 0. 
Hence, since by (7), (Vg .fJ # 0, we have 
Substituting (20) into (17) and using the definitions in (15) gives 
In summary, Gamkrelidze and Berkovitz assert that (18) holds along an 
interior arc of an optimal trajectory, that (21) holds along a boundary arc, 
and that (19) relates h before and after a junction point. 
5. THE EQUIVALENCE OF RESULTS 
From (12) and from (18) we see that along a segment of K* that is interior 
to R we obtain agreement between the two sets of results if we identify 
Xj with Q . 
In Theorem 1, which follows immediately, we shall relate (16) and (21), 
the equations that hold along a boundary segment Ki. Note that there are 
(n - 1) equations in (16) and 1z equations in (21). 
In Theorem 2, we shall relate Dreyfus’ condition (14) and the jump 
condition (19). 
THEOREM 1. Let Ai, j = I, . . . . n, satisfy (21) and let 
yj = Xi + XrjAn 3 j = 1, . ..) n - 1 (22) 
where xx, is evaluated along KS . Then !Pj satisjies (16) along Kz . 
We define x = (X, , . . . . X,-J; that is, x consists of the first (n - 1) com- 
ponents of /\. Then we can rewrite (21) as follows: 
j= l,..,n (23) 
I1 Ref. 3, p. 494; ref. 2, p. 268. 
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where fnz, denotes the partial derivative of fn with respect to xj , the other 
n - 1 coordinates of x being held constant. Differentiating (22) with respect 
to t and using (23), we get 
where 
dYj 4Xq) 
- = Qj + x,Q, $ A,,, 7 dt j == 1, . . . . n - 1, 
Rearranging the terms we can write 
k = 1, . ..) It. 
1, . ..) n -- 1, 
where lj is the right-hand side of (16) and 
j-1 ) . ..) n - 1. 
Thus, in order to prove the theorem, we must show that along Kg , 
ZIj + IIIj = -A,, -g (xx,) j = 1, . . . . n -- 1. 
Using the relationship 
XT, = -&,kc, j = 1, . . ..n - 1, 
which follows from (5) and (6), we can write II? + III, as follows: 
(24) 
(25) 
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Recalling the definition of A and B in (15) and defining 
I 
.., 12 -- I 
j = 1, . . . . n -~ I 
On the other hand, it readily follows from (25) that 
Performing the indicated differentiations and using (1) and (25) gives 
Interchanging the order of differentiation, we finally get 
dxz. 
“7q+= m---$+.f j- l,...,n-1. 
‘1 ‘3 
Comparing (27) with (26) we see that we have established (24) and hence 
the theorem is proved. 
We have shown that if we identify the n - 1 functions YYi with the II 
functions hi by means of relation (22), the differential equations for Y and h 
along the boundary are equivalent. Using this identification we now examine 
the connection between conditions (14) and (19). 
For the sake of definiteness in stating and proving Theorem 2, let us 
suppose that X(T) is a junction point such that the arc K* is interior to R 
for an interval T” < t < 7 and is on the boundary I3 of R for an interval 
7 < t < 7’. 
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THEOREM 2. Let X(T) be a junction point of K* such that A-(T) + kVg = 0 
does not hold. Then the relations (14) and (19) are equivalent if we make the 
following ident$cations: 
qj = hj along K* for 7” < t < 7. 
Yj = hj + xx,& nlong K* for T < t < 7’. 
First, suppose (19) holds. Let x%fi) denote xs, evaluated at X(T). Then 
Y,(T) = Ai+ + X&)L+bj 
= (A,-(T) $- kg,,) -- ($) (A,-(Tj I kg3;J 
‘Vi 
= MT> + XTjhAd = %x4 + xrj%M j = 1, . . . . 12 -- 1. 
Comparing the first and last elements of this chain of equalities gives (14). 
Conversely, suppose (14) holds. Then, on the one hand 
u/,(,) = hj+(T> + Xrj(T)hn+(T), j = 1, . . . . n - 1, 
while on the other hand 
y&9 = %(T) + x&)%* = b-(4 + X,&)WT) 
Hence, using (25) we get 
xj+ = hj- + @n+ - h-1 g,., 
gx, 
j = 1, 
.  . . )  
j 7 1 , . . . . n .-- 1. 
n ~.- 1. 
If we now set 
k = (At+ - hz->/sz-, > 
we have that (19) holds. 
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