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In this thesis work, we study the problem of minimizing the message download
completion delay from multiple base stations system. By utilizing a multi-Base
station Rate Aware Instantly Decodable Network Coding (MB-RA IDNC) the
completion time is minimized. IDNC can speed up the download process by taking
advantage of the users’ side information. The different rates of the base-stations
to the various users will be thus incorporated in the network coding decisions, so
as to schedule the coded messages and transmission rates jointly in order to reduce
the overall completion time. This work considers asymmetric rates for users which
reflects more practical application scenarios and gives a new trade-off between the
selection of message combination for different users and the broadcasting rate to
reduce the delivery time of the wanted messages for the users. However, more than
xiv
one base station will target the same user simultaneously causing transmission
conflicts. This model considers the transmission conflicts among the base stations
in finding the optimal message combinations and transmission rates. Using this
model, we design a multi-layer heuristic algorithm which is used in solving the
download time minimization problem in such systems. The performance of the
proposed algorithm (in terms of the completion delay) with perfect channel is
compared to that of the classical IDNC and uncoded schemes in which every base
station tries to minimize its own completion delay without considering the rate
awareness. Also, a message placement policy in the base stations is simulated and
compared to the performance of classical IDNC and uncoded schemes when the
messages are distributed between base stations without repetitions. The proposed
scheme for perfect channel with message placement policy is shown to achieve
significant reduction in completion delay as compared to the classical IDNC and
uncoded schemes. Furthermore, a channel erasure probability is investigated (i.e.,
when message loss event occurs). Under such scenario, the uncertainty about
message reception at the targeted user would drive the base station to carry out
the message combinations selection and re-transmit the lost message. Therefore,
the performance of multi-layer MB-RA IDNC algorithm is studied and derived
for such scenario.
xv
  
Base Stations
MB-RA IDNC
IDNC 
Asymmetric Rates
Network CodingFile Combination
 RatesCompletion Time 
Broadcast Rate
 
MB-RA IDNC
Classical IDNC Uncoded
Classical IDNC .Uncoded
CHAPTER 1
INTRODUCTION
1.1 Introduction
In the last years, the demand for storing e-mails, photos and videos has increased
so this lead to an exponential growth of storage systems capacity. This growth
promoted the development of new data storage techniques (i.e cloud) in order to
improve the two main performance indicators of the systems: reliability and avail-
ability [1, 2]. The exploding number of content requests, e.g., YouTube videos,
Instagram pictures, Facebook notes, Dropbox shared files, threatens the ability
of wireless networks to provide fast and reliable real-time communication. Cloud-
enabled radio access networks (CRANs) have been proposed as a suitable tech-
nology to overcome the difficulties mentioned above. CRANs have attracted more
interest lately to improve system availability and to efficiently schedule and coor-
dinate the process of downloading data from these storage nodes (base stations)
to nodes (mobiles) demand messages. With the emergence of smart phones, the
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4G and 5G cellular network architectures, the data download problem has become
more attractive in the wireless scenarios. Consequently, the data download prob-
lem was modified from a classical full package download problem into a download
completion problem [3, 4]. The large storage capabilities of modern user equip-
ment enable these devices to benefit from the already downloaded messages and
request only the missed ones. These advances in user equipment gave birth to
a new scheduling and routing scheme called Network Coding (NC). The authors
in [5, 6, 7] have introduced the idea of NC. The approach gained a considerable
attention for its numerous benefits such as throughput enhancement and delay re-
duction [8], especially in wireless networks. Network coding can be classified into
the Random Network Coding (RNC)[9, 10, 11, 12] and the Opportunistic Network
Coding (ONC)[13, 14, 15]. RNC mixes messages using random and independent
coefficients resulting in an optimality in reducing the number of transmissions
and an ability to recover even without feedback. However, it is not suitable for
real-time applications of interest in this work as decoding can be performed only
after the reception of the whole frame. Consequently, a user should process all
the messages of a certain message before decoding. On the other hand, ONC ben-
efits from the diversity of received and lost messages to generate the mixes online
which gives a lower decoding delay. Furthermore, ONC utilizes the knowledge of
previously downloaded messages at each user to efficiently select the encoded mes-
sage combinations that would ensure the decodability of encoded messages after
each transmission for all users or a subset of them. A particular subclass of ONC,
2
namely Instantly Decodable Network Coding (IDNC). In IDNC the transmitted
coded message is decodable at the same instant. IDNC attracted many studies
[16]-[23], [24] in the recent years for its instant decodability properties. IDNC
is achieved by encoding packets using only XOR-based operations [25, 26, 27].
Such simple encoding scheme allows, not only fast encoding but also simple and
progressive XOR decoding at the receivers. The aforementioned instant and fast
encoding/decoding properties are essential for real-time applications [28, 27] for
interest in this work becasue of its instant decoding. Furthermore, IDNC is well
suited for order-insensitive application requiring messages regardless of reception
order such as roadside safety messages. To minimize the time required to download
other messages, these downloaded messages can be utilized as users side informa-
tion. Moreover, message transmission from base stations in wireless networks
suffer from channel impairments which lead to massage/file corruption. Message
corruption introduces an additional downloading overhead in order to request for
corrupted messages re-transmission. Previous works have showed that employ-
ing well-designed IDNC schemes can minimize either the completion time [23]
or the decoding delay experienced by the users [24],[19]. Lately, a recent study
[21] on the effect of controlling the decoding delay to minimize the completion
time resulted in a multi-layer solution that improved the performance obtained
in [24]. Most of the works mentioned above focused on an upper layer view of
the network and abstracted the physical layer conditions, e.g., fading, shadow-
ing, reflection, into simple erasure-channel models. Recently, the Rate-Aware
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IDNC (RA-IDNC) problem was introduced in [29], which aimed to minimize the
completion time of delivering data messages using IDNC to cellular users with het-
erogeneous physical-layer rates. However, the authors consider the simple setting
of a single transmitting base-station (BS) that employs a single transmission rate
in each transmission of a coded message. This work aims to extend the result to a
more modern paradigm of coordinated multi-BS networks, in which the multiple
BSs coordinate in order to serve a set of users with their requested data. In such
setting, these users, not only experience heterogeneous channel conditions to each
of the BSs but also undergo different channel conditions to each of the BSs due to
their different locations within the service area. Thus, each user can be served by
each BS with a rate that is different from all the other users/BSs. This schedule
should define both the users that each BS should target with its IDNC messages
and the rate that the BSs should use in sending them. Consequently, the different
rates of the BSs to the various users must be integrated with the IDNC decisions,
such that the IDNC messages sent by each BS (and thus their targeted users)
and the transmission rate used in each of these transmissions are jointly selected
to reduce the overall completion time. Our problem differs from this (classical)
IDNC completion time minimization problem in that multiple transmitters (base
stations) transmit at the same time with rate awareness. This introduces an addi-
tional scheduling challenge to avoid targeting the same user by more than one BS
at the same time epoch. To the best of our knowledge, this work introduces a novel
Multiple Base station Rate -Aware IDNC (MB-RA IDNC) algorithm suitable for
4
wireless systems involving simultaneous transmissions from multiple transmitters.
Given these dual-heterogenous user rates, and their various side-information, a
very exciting yet challenging question is how to identify the optimal schedules of
IDNC packets and transmission rates that BSs should follow, so as to complete
the delivery of all data messages to all users in the least amount of time. To an-
swer the aforementioned question, the completion time problem is first formulated
and shown to be intractable. We thus relax the problem to an online optimiza-
tion involving an anticipated version of the completion time. The expression of
this anticipated completion time is derived and then used to formulate the online
problem as a joint optimization over the set of BSs, achievable rates, and feasible
packet combinations. We then prove that this problem can be solved by finding the
maximum weight independent set in a newly designed graph without transmission
error. An efficient multi-layer heuristic is further proposed to address the problem
in polynomial time. Also, a message placement policy in the base stations is sim-
ulated and compared to the performance of classical IDNC and uncoded schemes
when the messages are distributed at each base station.We extend the study of
the completion time minimization problem of MB-RA IDNC by considering the
transmission error (the messages maybe erased due to the channel impairments
and called erasure probability in the rest of the thesis). Finally, the proposed
solution is tested via extensive simulations against Classical IDNC and uncoded
schemes. Simulation results suggest that the proposed solution outperforms both
the classical IDNC and the uncoded schemes.
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1.2 Thesis Contributions
To the best of our knowledge, this thesis introduces the first MB -RA IDNC multi
layer algorithm suitable for C-RAN involving transmissions from multiple base
stations. Our contributions in this work can be summarized into three points as
follows:
• We design a novel ”MB-RA IDNC suitable for message download from any
wireless system with perfect channel system (error free transmission). The
completion delay problem is first formulated and shown to be intractable.
We thus relax the problem to an online optimization involving an antici-
pated version of the completion time. The expression of this anticipated
completion time is derived and then used to formulate the online problem
as a joint optimization over the set of BSs, achievable rates, and feasible
packet combinations. We then prove that this problem can be solved by
finding the maximum weight independent set in a newly designed graph.
An efficient multi-layer heuristic is further proposed to address the problem
in polynomial time. Finally, the proposed solution is tested via extensive
simulations against two uncoded schemes. The simulation results show that
the proposed MB-RA IDNC achieves a remarkable enhancement in the av-
erage download time required to deliver the missed messages, compared to
the application of the classical IDNC” and uncoded schemes. This point is
published in [38].
• The message placement policy in the base stations is investigated and com-
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pared to the performance of classical IDNC and uncoded schemes when the
messages are available at each base station with zero repetition. The pro-
posed scheme for perfect channel with message placement policy is shown
to achieve highly significant reduction in completion delay as compared to
the classical IDNC and uncoded schemes.
• We extend the system model to involve rate aware network coding in erasure
channel called erasure probability. The completion problem formulation
in error free transmissions is updated to a problem formulation reflecting
the uncertainties resulting from unsuccessful reception events due to the
channel impairments. This point is submitted to TVT journal and it is
under revision.
1.3 Thesis Organization
The rest of the thesis is organized as follows. The background and literature review
are explained in chapter 2. Chapter three introduces a novel MB-RA IDNC algo-
rithm based on a graph model that guarantees no conflict- IDNC transmissions,
the completion delay problem in Multi point-to-Multi point systems is formulated
as an online approximation problem and for solution simplicity the chapter intro-
duces a proposed heuristic algorithm to solve it. The completion delay problem in
a C-RAN system with erasure probability is studied in chapter 4. Finally, chapter
five concludes the work by highlighting the main contributions and conclusions
acquired in this thesis. It also suggests some future works in the field of NC.
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CHAPTER 2
BACKGROUND AND
LITERATURE REVIEW
2.1 Cloud Radio-Access Networks
Radio Access networks (RAN) is a kind of mobile communication systems. It uti-
lizes the radio access technique which is located between a Core Network (CN) and
an other terminal such as a mobile, computer or terminal devices. RAN provides
a wide-area wireless connection to a cellular users. The major problem that RAN
faces is unplanned distributed coordination, which makes radio resource alloca-
tion very inefficient and makes the interference hard to manage. The solution for
this problem lies in using centralized coordinator or central processer called Cloud
RAN (C-RAN) [30]. The cloud storage system is considered as the easiest and
the most interesting solution to reliably store and retrieve data where the data
is stored over multiple servers with proper redundancy [31]. The continuously
8
increasing demand for high data rates services breakthrough in network system.
With the movement towards full spectrum reuse, cloud radio access networks be-
come necessary in large scale interference management for next generation wireless
system (5G) [32]. C-RAN can be formed as an architectural evolution based on the
distributed base station architecture. Current technology of wireless communica-
tion and optical technology such as technology depends on C-RAN in distributing
and scheduling the base stations to the users. Hence, cloud enabled networks have
the potential of decreasing the interference between base stations using an efficient
coordination between them. In other words, the base stations are connected to
central processer (cloud) which is responsible for distributing and scheduling the
users to base stations. Unlike the previous work where the scheduling is done with
no inter-BS coordination, this work considers the coordination level at the central
processer and allows base stations to schedule users efficiently.
2.2 Network Coding (NC)
Communication networks are a predominant component of the modern life. Ev-
erywhere around us, machines and people exchange information at different scales,
speeds and throughput. The network is everywhere: from small number of con-
nected devices such as Bluetooth networks, which are short-range wireless inter-
connection of computers, cellular phones and other electronic devices, passing by
all voice communications that the local phone company offers and all the mobile
communication technologies and standards to the wide expanse of connectedness
9
rely on TCP/IP protocols, that literally make the communication networks out
of thin air. Regarding the design of communication networks, one fundamen-
tal issue should be taken into account: how network traffic is delivered between
network terminals. This crucial issue will identify the utilizing efficiency of the
network resources. Modern Communication network topologies allow indepen-
dent data streams to share the same network resources. The transmission nature
of wireless networks requires simultaneous transmissions which typically result
in some packets being lost, therefore the transmitter is required to re-transmit
the missed packets. This paradigm has initiated a new area of research, namely
network coding. Network coding (NC) is a new technique in communication net-
works, where the transmitter or the intermediate nodes are allowed to combine
(code) the data and perform coding operations on the contents of the packets,
normally without changing the packet size to maximize the information utility of
each encoded packet. Network Coding attracts the attention of many researchers
as a scheduling and routing scheme that can achieve remarkable enhancement in
the information flow with different network transmission modes and topologies
[5, 6, 33]. Network coding allows the transmitter or the intermediate nodes to
perform algebraic operations inside the network. In network coding, the trans-
mitted data does not depend only on a single packet but also on the contents of
other packets that happen to be mixed together and share the same channel/route
at the same time of transmission. For this reason, communication networks with
network coding is more secure and more immune against hacking, eavesdropping
10
and other forms of attack than networks with traditional data transmission. In
the literature, two main network coding approaches have been considered, namely
Full Network Coding (FNC) [11, 12] and Opportunistic Network Coding (ONC)
[13, 15]. In the FNC approach, the wanted packets are coded all together with
random or deterministic coefficients. Consequently, in FNC all the wanted pack-
ets are encoded and transmitted to the receivers, this leads to high computation
complexity. On the other hand, the feedback-based or the ONC approach takes
advantage of the receivers side information (the existing and the wanted packets)
and then carefully select the suitable packets combination to insure the decod-
ability of encoded packet in each encoded transmission for all the receivers or a
subset of them.
2.2.1 Instantly Decodable Network Coding (IDNC)
NC has a great attraction to many studies as a scheduling and routing scheme that
can maximize the information flow in a network [16]-[23]. Many studies explained
its ability to achieve maximum information flow in several network transmission
modes and topologies. The main core of network coding is the idea of packet
combination at the sender or the intermediate network nodes in order to get the
maximum information usefulness of each coded packet [18, 19]. A subclass of
opportunistic network coding is the IDNC in which the received coded packet at
any clients are allowed to be decoded only at their reception instant, and cannot
be stored for future decoding. IDNC has attractive properties for a wide rang of
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applications, namely its faster decoding delay and no decoding buffer requirements
[23]. Furthermore, IDNC is a type of the feedback-base or the ONC, in which the
encoded IDNC packets are selected to be decodable at the same instant by a subset
of the receivers (or hopefully all the receivers). IDNC has attractive characteristics
for vast range of applications, these characteristics such as its shorter decoding
delay and no decoding buffer requirements [34]. Moreover, the encoding and the
decoding in the IDNC is done using bitwise binary XOR, which requires simple
circuits in both the encoder and the decoder sides. One scheme to find the possible
IDNC files combination is the IDNC graph as discussed in the next section.
2.2.2 IDNC Graph
In order to model the completion problem in a system that consists of a transmitter
storing a set of files (base stations in our literature) and a set of receivers (users in
our literature). The base station aims to deliver a subset of the packets (message
or file throughout this work) missed by each user. We need to find an illustration
of the possible message combinations, those are decodable at the same instant by
all the users or any subset of them. In [34, 35, 36] a graph model was introduced to
represent the possible IDNC message combinations called IDNC graph. The IDNC
graph G is a graph that represents all the possible combinations of the messages
that are instantly decodable for any subset or all the users. Furthermore, the
IDNC graph G(V , E) is an undirected graph ( An undirected graph is a graph
in which edges have no orientation) that consists of a finite set of vertices V and
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adjacency edges E , each vertex vuf represents a wanted message f by a given user u
and each edge that connects two vertices vuf and vu′f ′ represents an opportunity
to perform XORing between message f and message f ′. The base station can
build the IDNC graph G(V , E) each time it needs to select an IDNC message
combination. The State Feedback Matrix SFM(BSi) defined as follows:
SFM(BSi) = [lj,k] =

0, user uj already has file fk
1, user uj wants file fk
(2.1)
Then the base station will construct a graph G as a set of vertices, each vertex
represents a wanted message and any two vertices vu,f and vu′,f ′ will be set adjacent
by an edge if one of the following conditions is true:
• C1: f = f ′
• C2: f ∈ Hu′ and f ′ ∈ Hu
where Hu is the set of files that already received by user u. Condition (C1)
implies that the base station can target two different users u and u′ by a message f
if the two vertices represent the same message, whereas condition (C2) implies that
the base station can target two different users u and u′ by the encoded message
f ⊕ f ′ and each user will be able to extract its wanted message from it. So, This
graph represents all the encoding opportunities. Once the graph is formulated,
the base station will find the Maximum Clique M (a clique in a graph is a set of
pairwise adjacent vertices) [37] and XOR all the messages represented by M.
13
 Figure 2.1: BS content and the users’ requests and contents.
 
Figure 2.2: The corresponding SFM matrix.
Figure 2.3: IDNC graph with maximum clique shown in darker colour
 
Figure 2.4: Message Combination corresponding to the maximum clique in the IDNC
graph.
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The above figures show a numerical example of the IDNC graph formulation.
A BS stores {f1, f2, f3, f4} and 5 users with the following requests and contents:
user u1 already has {f1, f3}, and wants to download {f2}.
user u2 already has {f2, f4}, and wants to download {f1}.
user u3 already has {f2}, and wants to download {f3}.
user u4 already has {f2, f4}, and wants to download {f1}.
user u5 already has {f1}, and wants to download {f2, f4}.
Based on these contents and requests the BS builds the SFM matrix as shown in
Fig. 2.2. The IDNC graph for the system at the state shown in Fig. 2.3. The
vertices that represent the maximum clique are marked by darker colour. The
selected vertices are induced by messages f1, f2. Hence, The IDNC combination
f1 ⊕ f2 will be sent by the base station to inform the users that this combination
represents f1 ⊕ f2. The corresponding download schedule is shown in Fig.2.4 and
each user will decode the IDNC file as follows :
• Users u1 and u5 already have f1, so they can XOR the combination (f1⊕f2)
with f1 to retrieve f2.
• Users u2 and u4 already have f2, so they can XOR the combination (f1⊕f2)
with f2 to retrieve f1.
• User u3 already has f2 and the wanted message is f3, so the combination
f1 ⊕ f2 will not serve this user because the wanted message f3 is not in the
combination.
15
Figure 2.5: IDNC Conflict graph, dark colour represents vertices of the maximum
independent set.
The download schedule of the IDNC requires 3 transmissions to deliver all the
required messages.
2.2.3 IDNC Conflict Graph
The IDNC conflict graph is a graph that represents all the encoding conflicts.
The IDNC conflict graph is the complement of the IDNC graph. The base station
generates the IDNC conflict graph as a set of vertices. Each vertex represent a
wanted messages and any two vertices vu,f and vu′,f ′ will be set adjacent by a
conflict edge if both of the following conditions apply:
• C1: f 6= f ′
• C2: f /∈ Hu′ OR f ′ /∈ Hu
These conditions are the complement of the conditions in the previous subsec-
tion. The base station finds its maximum independent set (an independent set or
stable set in a graph is a set of pairwise non-adjacent vertices) [37]. The maximum
independent set of the IDNC conflict graph is equivalent to the maximum clique
of the IDNC graph.
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The maximum independent set (An independent set is a group of pairwise
nonadjacent vertices [37].) of the IDNC conflict graph is represented by the same
set of vertices which forms the maximum clique in the IDNC opportunities graph.
Hence, the download patterns corresponding to the maximum independent set
of the IDNC conflict graph and the maximum clique of the IDNC graph are
identical. Fig. 2.5 shows the IDNC conflict graph for the system in Fig.2.2. The
base station find its maximum clique and the combination message corresponding
to the maximum clique in the IDNC graph is the same as the download pattern
shown in Fig. 2.4.
2.3 Thesis Scope
2.3.1 Important Definition
In this subsection we collect the important definitions which will be used through-
out the thesis.
Definition 1 (Instantly Decodable Transmission). The transmission of a
packet κb(t) from the b-th BS at a rate Rb(t) (which we denote by (κb(t), Rb(t)))
is said to be instantly decodable for the u-th user if and only if Rb(t) ≤ Rub (t) and
κb(t) contains exactly one message from the Wants set of that user. Where R
u
b is
the rate of user u when its associated to base station b.
To make these definitions in this section easy to understand, let us explain this
numerical example [43]. Figure 2.6 illustrates an example of an IDNC transmission
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 Figure 2.6: A network composed of 3 users and 3 messages and one base station.
in a network composed of 3 users and 3 messages and for simplicity we assume
one base station and assuming that transmission rate is less than the capacities
of all users. The message combination 2 ⊕ 3 is:
• Non-instantly decodable for user 1 as all the messages are in his Has set.
The message does not bring new information.
• Non-instantly decodable for user 2 as it contains 2 messages from his Wants
set. User 2 discards the message upon successful reception.
• Instantly decodable for user 3 as it contains only one message from W3.
Indeed, users 3 can XOR the combination 2 ⊕ 3 with message 3 to retrieve
message 2.
Definition 2 (Individual Completion Time). The individual completion
time Cu of the u-th user is the absolute time required until this user gets all the
messages in F .
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Definition 3 (Overall Completion Time). The overall completion time is the
time required until all the users receive all the messages in F and its equal to the
maximum individual completion time of any user i.e., C = maxu∈U{Cu}.
Definition 4 (Transmission Schedule). A transmission schedule S =
(κb(t), Rb(t)), ∀ t ∈ {1, 2, ......., |S|}, and ∀ b ∈ {1, 2, .., |B|} is the set of chosen
packets and rates at every time index t until all users successfully receive all
messages.
Definition 5 (Minimum Rate). The minimum rate Rmin(t) at the t-
th transmission is the minimum rate among those used by the different BSs
to transmit their chosen packets in this transmission, i.e., Rmin(t) = minb∈B Rb(t).
Definition 6 (Time Delay). In the t-th transmission, a user with non-empty
Wants set, experience N/Rmin(t) seconds of time delay increase if the transmis-
sions from all the BSs are not instantly decodable for that user. Further, the sum
of all such time delays experienced by that user during the schedule S is called the
accumulated time delay Tu(S).
Assuming no erasure occurs at transmissions at a rate of 1 bit/sec that is less
than the capacities of all users in the example illustrated in Figure 2.6 the schedule
of messages S = {2⊕ 3, 1, 1⊕ 3, 2} yields the following:
• Individual completion time: user 1 received two transmissions, one is non-
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instantly decodable and the other is instantly decodable, i.e C1 = 2N , user
2 received four transmissions, so its completion time is C2 = 4N , and user
3 received just one instantly decodable so its completion time is C3 = N
seconds.
• Overall completion time is the maximum individual completion time of any
user. In our example user 2 has the maximum individual completion time
so C = C2 = 4N seconds.
• Time delay: user 1 experiences one time delay increases T1 = N , user 2
experiences two time delay increases, T2 = 2N , and user 3 does not expe-
rience any time delay increases becasue it receives one Instantly Decodable
transmission, T3 = 0 seconds.
On the other hand, for a fixed rate R = 1, the optimal schedule S∗ = {1⊕ 2, 3}
provides the least individual and overall completion time of C = 2N and zeros
delay for all users. It can be easily seen that the message combination 1 ⊕ 2
provides a new packet for all users.
2.3.2 System Model and Parameters Definition
Network and Data Model
In our system model shown in Fig. 2.7, we consider the downlink of a radio access
network with a set B of B coordinating BSs. These BSs are required to transmit
the entire set F of F messages to the whole set U of U users. All messages in F
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Figure 2.7: The System Model
have the same size of N bits and may represent any data such as files, executable
instructions, frames from a video stream, ..., etc. The time is indexed by t ∈ N+.
This work assumes that users do not initially have any side information. In other
words, at t = 0, the users do not possess any single message F , and thus these
messages are solely available at the BSs. When the transfer process starts, the
users start accumulating knowledge of different subsets of F . Consequently, the
messages can be classified into one of the following options for each user for any
t > 0:
• The Has set Hu containing the messages successfully received by the u-th
user.
• The Wants set Wu = F\Hu containing the messages missing at the u-th
user.
The base station builds its own State Feedback Matrix SFM(BSi), defined as in
(2.1). At each transmission, the BSs can either send uncoded messages (especially
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at the start of the transfer phase) or exploit the diversity of the Has and Wants
sets of the different users to transmit an IDNC combination of these messages
using binary XOR. Note that an uncoded message is simply a special case of an
IDNC combination, having only one message XORed with no other messages.
Thus, we will use the term “packet” to describe either and use the same notation
κb(t) to denote either when sent by BS b at time t.
It is important to note that we assume in this work that all packets are non-
fragmentable (i.e. are not dividable into smaller units) when being transmitted.
Thus, a BS that starts sending a packet must complete its transmission, and in no
instance is it allowed for multiple BSs to send different parts of the same packet.
In the rest of the thesis, the term “t-th transmission” represents the starting
time of t-th transfer of a packet from any BS. The term “transmission” denotes
both the process and the duration time of transmitting any message by any BS.
Further, we will always use the notation |X | to represent the cardinality of the
set X .
Physical Layer Model
Let hub (t) be the complex channel gain from the b-th BS to the u-th user at the t-th
transmission. The work assumes that the complex channel gain hub (t), ∀ u ∈ U ,
and ∀ b ∈ B remains fixed during the transmission time of a single message or a
single IDNC packet. Let Pb be the transmitted power of the b-th BS, assumed to
be fixed during the entire transfer process. The achievable rate or capacity of the
22
u-th user during the t-th transmission can be expressed as:
Rub (t) = log2(1 + SINR
u
b ), (2.2)
where SINRub is the corresponding signal-to-interference plus noise-ratio experi-
enced by the u-th user when it is associated with the b-th BS. The SINR can be
expressed by the following formula:
SINRub =
Pb|hub |2
σ2 +
∑
b′ 6=b
Pb′ | hub′ |2
, (2.3)
where σ2 represents the complex gaussian noise variance. During the t-th trans-
mission the achievable capacities of all users for the b-th BS can be represented
by the set Rb(t) = {R1b(t), ..., R|U|b (t)}.
The time required to deliver a packet of size N in the t-th transmission using
a transmission rate R(t) is N/R(t), called the absolute time.
For a reception of a packet transmitted by the b-th BS to be successful at the
u-th user, the transmission rate R(t) must be smaller than or equal to the user
capacity, i.e., R(t) 6 Rub (t).
2.3.3 Problem Statement
In this section we will discuss the main motivations that lead to this work and
how they are important to the field of research in network coding area. As can
be noticed from the literature, all the previous studies have considered IDNC
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network coding scheme to minimize the completion delay in wireless networks
without rate adaptation. In our study, we are only interested in IDNC network
coding with rate adaptation due to its very attractive features and becasue it has
a good performance as explained in the next chapters. Our focus in this study
is on how to reduce the completion time of the users in radio access networks
using MB-RA IDNC graph. Since, our system model consists of multiple base
stations, the encoding conflicts is a major resources waste. Same user may receive
two different messages from two different base stations that represent unpleasant
redundancy. Hence, Our target is to formulate our MB- RA IDNC selection such
that the scheduling process leads to the reduction of the completion time with
less complexity. So, the optimum schedule to reduce the completion time of users
is comes from the best selection of message combination and transmission rates
as we will see in the next chapter.
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CHAPTER 3
PERFECT CHANNEL
SCENARIO
3.1 Motivation
This chapter introduces a systematic approach that enables the transmitted BS
to select MB-RA IDNC message combination in a multi point-to-multi point sys-
tems. A heuristic multi layer algorithm is designed to solve the completion delay
problem based on maximum independent set search scheme. The proposed algo-
rithm can be implemented in centralized forms. For example, assume we have a
central processor, 2 base stations, 2 users and 2 messages as shown in figure 3.1.
Moreover, assuming error-free transmissions at a rate of 1 bit/sec that is less than
the capacities of all users in the example illustrated in Figure 3.1, the schedule of
message S = {1, 2} concludes the following:
• Individual completion time: C1 = N , C2 = 2N seconds.
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• Overall completion time: C = 2N seconds. In other words, the overall
completion time is the maximum individual completion time which is the
completion time of user 2.
• Time delay: T1 = 0, T2 = N seconds. User 2 experience N seconds time
delay because the first schedule S = {1} is non-instantly decodable for that
user becasue the first message is already in H2.
On the other hand, for a transfer rate R = 1, the schedule S = {1⊕2} provides
the least individual and overall completion time of C = N and zero delay for all
users. However, due to the rate asymmetry between users, it may not be optimal
with the above rate as shown in Figure 3.2. Therefore, the schedule S must be
selected efficiently to achieve the optimum of the completion delay problem. This
can be achieved by a heuristic multi layer algorithm with a significant reduction in
the average completion time compared to using the classical IDNC and uncoded
approaches. Also in this chapter we study the message placement policy in base
stations and compare it to the performance of classical IDNC and uncoded schemes
when the messages are available and distributed between base stations without
repetition.
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Figure 3.1: Shows A network composed of 2 users and 2 messages and 2 base
stations.
3.2 Problem Formulation
3.2.1 Problem Description
In this subsection, we follow a similar approach to that used in [29] to formulate
the minimum overall completion time problem for rate-aware IDNC in coordinated
multi-BSs networks. The following theorem introduces this formulation by deriv-
ing an expression for the optimal schedule S∗ to reduce the overall completion
time.
Theorem 1. The minimum overall completion time problem in multiple
base stations rate-aware IDNC with perfect channel reduces to finding the opti-
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mal schedule S∗, such that:
S∗ = arg min
S∈S
{max
u∈U
{ N |F|
R˜u min(S)
+ Tu(S)}}, (3.1)
where Tu(S) is the accumulated time delay for the u-th user in S. and R˜u min(S) is
the harmonic mean of the minimum transmission rates during the transmissions
that are instantly decodable for u-th user in S. In other words, R˜u min(S) is the
harmonic mean of {Rmin(t)}t∈αu(s) where αu(S) is the set of transmission indices
that is instantly decodable for user u.
Proof : Appendix A shows the proof of theorem 1. As a sketch of the proof, we
first show that, for any schedule S, the cardinality of αu(S) is |F|. Then we show
that the sum of all time delay increases experienced by user u during the schedule
S until its individual completion time is Tu(S). Finally, we conclude the proof by
substituting {Rmin(t)}t∈αu(s) with its harmonic mean R˜u min(S).
From the above theorem, it is clear that finding the optimal schedule S∗ is very
difficult, due to the channel realization nature and the dependence of the optimal
schedule on them. This makes the problem in (3.1) intractable and anti-causal
(i.e., current results depend on future input). Given the complexity of finding
the optimal schedule, the next section first presents an approximation of the com-
pletion times, called the “anticipated completion times”, and then reformulates a
relaxed online version of the problem using this approximation.
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3.2.2 Anticipated Completion Time Formulation
The anticipated completion time Cu(t) of the u-th user is the completion time
of that user if it does not experience any additional increases in its accumulated
time delay (i.e. if the u-th user does not receive any non-instantly decodable
transmission after the t-th transmission). Clearly, if this condition indeed occurs,
then this anticipated completion time will be the actual exact completion time of
that user. Given this definition, Cu(t) can be approximated by:
Cu(t) = N |F|
R˜u min(t)
+ Tu(t) (3.2)
where R˜umin(t) is the harmonic mean of the minimum transmission rates for
the transmissions at times t′ 6 t that are instantly decodable for the u-th user,
and Tu(t) is the accumulated time delay by that user until t-th transmission.
3.2.3 Relaxed Problem Formulation
Based on the definition of the anticipated completion time in the above subsection,
we relax the optimization problem in (3.1) to a more tractable version. Assume
that u∗ is the user with the highest anticipated completion time compared to the
other users after transmission t− 1, i.e., u∗ = arg maxu∈U{Cu(t− 1)}.
let KR(t) be the set of users that can increase the maximum anticipated overall
completion time after the t-th transmission, which could be defined as follows:
KR(t) =
{
u ∈ U
∣∣∣∣ Cu(t− 1) + NRmin(t) > Cu∗(t− 1)
}
. (3.3)
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It is clear from (3.3) that, if the t-th transmission is non-instantly decodable for
that set of users in KR(t), they will experience time delay increases of NRmin(t) , which
will make their anticipated completion times after the t-th transmission surpass
Cu∗(t − 1). We can thus relax the completion time minimization problem to an
online version, by reducing the chance of occurrence of this event, i.e. increasing
the maximum overall anticipated completion time after each transmission com-
pared to its value before it. Defining τb (κb(t)) as the set of targeted users by the
transmitted packet κb(t) from the b-th BS at time t, i.e. the set of receives for
which the transmission by the b-th BS with rate Rb(t) is instantly decodable, we
can formulate this relaxed problem as introduced in the following theorem.
Theorem 2. The completion time reduction problem in (3.1) can be relaxed to an
online version, in which, at any transmission t, the following joint optimization
problem over the packet κb(t), transmission rates Rb(t) of BSs, ∀ i ∈ B:
(κ∗(t), R∗(t)) = arg max
κ(t)∈P(F)
R(t)∈R(t)
∑
b∈B
∑
u∈(KR(t)∩τb(κb(t)))
log(Rmin(t)/N), (3.4)
where P(F) is the power set of the set X .
Proof : The proof can be found in Appendix B. As a sketch of the proof,
we first show the expression of anticipated completion time of the user u for
the instantly and non-instantly decodable transmissions. The probability of the
event that the maximum anticipated completion time increases by the product of
all time delays is approximated. Finally, we conclude that the completion time
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reduction problem is approximated by joint optimization over the packet κb(t),
transmission rates Rb(t) of BSs, ∀ b ∈ B.
3.3 Proposed Solution
This section proposes solving the anticipated completion time problem proposed
in (3.4). The solution relies on the construction of the multi-BS rate-aware IDNC
(MB-RA-IDNC) graph. Afterward, the completion time reduction problem is
shown to be equivalent to finding the maximum weight independent set in the MB-
RA-IDNC graph. Finally, the solution being potentially not unique, an efficient
multi-layer packet selection heuristic is proposed.
3.3.1 Multi-BS Rate-Aware IDNC Graph
In [29], the RA-IDNC graph was introduced for the single BS scenario as a tool
to represent all possible message combinations, transmission rate, and users that
can instantly decode the transmission. For their considered single BS situation,
they show that the completion time reduction problem is equivalent to finding the
maximum weight clique in the RA-IDNC graph.
This subsection extends the formulation of the RA-IDNC graph to include the
general scenario of multiple BSs of interest in this work.
Let the MB-RA-IDNC graph be denoted by G(V , E) wherein V and E refer
to the set of vertices and edges, respectively. In order to represent the potential
IDNC message combinations, the transmission rate of each base-station in the
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network and the intended user, a vertex vb,u,f,r is generated for each BS b ∈ B, for
each user u ∈ U , for each wanted message f ∈ Wu and for each achievable rate
for that user r ∈ Ru = {R ∈ R | R ≤ Rub }.
The construction of the set of edges E relies on the fact that two vertices v
and v′ are adjacent if and only if the transmission represented by both vertices
is non-instantly decodable to one of them. In other words, adjacent vertices
represent a violation of one of the IDNC conditions. In particular, the set of edges
can be decomposed into coding-conflict and transmission-conflict edges wherein
the coding-conflict are related to vertices represented by the same base-station
whereas the transmission-conflict are those representing different base-stations.
Two vertices vb,u,f,r and vb′,u′,f ′,r′ representing the same base-station b are linked
with a coding-conflict edge if the resulting combination violates the instant de-
codability constraint. Such event occurs if one of the following holds:
• The transmission rate is different, i.e., r 6= r′.
• The combination is not-instant decodable, i.e., f 6= f ′ with f /∈ Hu′ or
f ′ /∈ Hu.
Similarly, two vertices vb,u,f,r and vb,u′,f ′,r′ representing different base-stations
b 6= b′ are conflicting if and only if:
• The transmission rate is different, i.e., r 6= r′.
• The same user is targeted, i.e., u = u′.
Without loss of generality, the condition can be extended to all vertices (even
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Figure 3.2: Comparison between the classical IDNC graph and the MB-RA-IDNC
graph.
those belonging to different BSs). Therefore, two vertices vb,u,f,r and vb′ ,u′ ,f ′ ,r′ are
adjacent by an edge if they satisfy the following connectivity conditions:
• CC1: r 6= r′ .
• CC2: b = b′ AND f 6= f ′ with f /∈ Hu′ OR f ′ /∈ Hu .
• CC3: b 6= b′ and u = u′.
An example of the MB-RA-IDNC graph is depicted in Fig. 3.2 for a simple
network consisting of 2 users, 2 messages and 2 BSs. It can be shown that all
feasible combinations of packets and transmission rates of the different BS can be
represented by the maximal independent set in the MB-RA-IDNC graph, wherein
an independent set in a graph is a set of pairwise nonadjacent vertices [37]. In
a weighted graph, the maximum weight independent set problem is the one of
finding the independent set with the maximum weight, where the weight of a set
is defined as the sum of the individual weights of its vertices. An example of
the MB-RA-IDNC graph is depicted in Fig. 3.2 for a simple network consisting
33
of 2 users, 2 messages and 2 BSs. Therefore, from definition 1, the transmission
represented by each clique in the MB-RA-IDNC graph is instantly decodable for
all the users designated by the cliques vertices. In Figure 3.2. the maximal
independent sets of classical IDNC graph are: {211, 222}, {211, 122} ,{222, 111}
and {111, 122}. Each one of these sets serves two users and provide 2 bits/s.
The maximal independent sets of MB-RA IDNC graph are: {1111, 1221}, {1111,
2221}, {2111, 1221}, {2111, 2221} and {1112, 2222}. Each one of the first four
maximal independent sets serves two users and provides 2 bits/s. The last one
{1112, 2222} is selected because it serves 2 users and provides 4 bits/s so its
the best clique. Hence, {1112, 2222} is called the maximum weight independent
set. The following theorem characterizes the optimal solution to. The following
theorem relates the optimal solution to the relaxed completion time reduction
problem in (3.4) to the independent sets in the MB-RA-IDNC graph.
Theorem 3. The optimal solution to the anticipated completion time reduction
problem (3.4) is the maximum weight independent set in the MB-RA-IDNC graph
in which the weight w(vb,u,f,r) of each vertex vb,u,f,r can be expressed as:
w(vb,u,f,r) =

log( r
N
) if u ∈ Kr
0 otherwise.
(3.5)
3.3.2 Multi-Layer Solution
As explained in the previous subsection, finding the maximum independent set
among all maximal independent sets in MB-RA-IDNC graph is the optimal so-
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lution to the optimizing problem (3.4). However, the maximum independent set
or the optimal solution of (3.4) is not unique. This is mainly due to the vertices
that have a zero weight. It is clear that their inclusion/exclusion produces the
same objective function and thus the maximum may not be unique. Hence in
this subsection, we provide an efficient method, similar to the one proposed in
[29], for selecting one of the points that achieve the optimum of (3.4). Such point
is chosen by focusing on message combinations serving users that are the most
likely to be decisive users in the next transmissions. First, define the set of ”k-th
critical users KkR as the set of users that can potentially increase the anticipated
overall completion time if and only if they experience k > 1 consecutive time
delay increases. In other words, users in KkR increase the anticipated completion
time if they receive k subsequent non-instantly decodable transmissions at a rate
R, starting from t-th” transmission. This set can be defined mathematically as
follows:
KkR =
{
u /∈ Kk−1R
∣∣∣∣Cu(t− 1) + kNR > Cu∗(t− 1)
}
. (3.6)
Let Gk” be the MB-RA-IDNC graph containing only vertices belonging to the
users in layer k with rate R, i.e KkR. From the definition of critical sets KkR, vertices
belonging to Gi have higher chance to increase the anticipated overall completion
time than vertices in Gj , j > i. In other words, the vertices belong to users in the
first layer have higher chance to increase the anticipated completion time than
those belong to the second layer. Hence, the idea is to divide the graph into layers
Gk with decreasing order of criticality. The algorithm first finds the maximum
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independent set among all the maximal independent sets in layer G1 as mandated
in Theorem 2. Let M1 be the maximum independent set among all maximal
independent sets in G1. Hence, the selected independent set M is initialized to
M = M1. We then construct G2(M) using vertices in K2R that are adjacent to
all the vertices in M (i.e., forms a bigger maximum independent set with M),
where R is the rates of users chosen in M. After two transmissions, such vertices
can potentially become critical users with weight equal to log( R
N
). Therefore, the
weight of all the vertices in G2(M) is log( R
N
). The maximum independent set
M2 in G2(M) is found and merged with M to form the updated independent set
M = M1 ∪M2”. The process is repeated for all layers in the graph. We use the
same heuristic algorithm proposed by the authors in [29] but with the difference
that it is applied for multiple BSs with different rates.
In [39], it is shown that the maximum weight independent set problem is
NP-hard and hard to approximate. In [40] and [41], methods were proposed for
solving the problem more efficiently than the O(|V|2.2|V|) naive exhaustive search
methods. In [42], an approximate solution with satisfactory results was suggested.
3.4 Simulation Results
In all simulations in this chapter, all base stations have the same information. In
other words, all messages F are stored in the base stations and no user has any
of these messages. The BSs are placed in a hexagonal cell in which users are dis-
tributed randomly. To study the performance of the proposed solution in various
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scenarios, we change the number of users, messages, and the message sizes in the
simulation. We assume that the total number of base stations is fixed to 3 in all
simulations.
Table 4.1 summarized our simulation parameters. In this section, we compare,
through extensive simulation, the performance of our proposed cross-layer algo-
rithm for multiple base stations network in the downlink of radio access network
to the following schemes:
• The classical IDNC: In this scheme, the message combination is chosen
according to the strategy proposed in [21]. The transmission rate is the
minimum rate/achievable capacity of the users included in the maximum
independent set. Hence, the transmission is instantly decodable for all users
in the maximum independent set.
• The uncoded: In this scheme, base-stations broadcast the packets sequen-
tially. Users are assigned to base-stations according to their maximal achiev-
able capacity. Each base-station broadcasts the packets using the minimum
rate of its assigned users. Such scheme requires F transmissions that neces-
sitate F time slots.
Fig. 3.3 plots the average completion time versus the number of users U for a
network composed of F = 20 messages with a message size N = 1 Mb. We
note from Fig. 3.3 that our proposed rate aware IDNC scheme outperforms both
the classical IDNC and uncoded schemes for all simulated number of users. This
is mainly due to the rate awareness in the message selection process. Whereas
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Table 3.1: SIMULATION PARAMETERS
Cellular Layout Hexagonal
Cell Diameter 500 meters
Channel Model SUI-Terrain type B
Channel Estimation Perfect
High Power -42.60 dBm/Hz
Background Noise Power -168.60 dBm/Hz
Bandwidth 10 MHz
classical IDNC only considers the minimum achievable rate , the broadcast scheme
sacrifices the rate optimality by selecting the maximum number of users. The
proposed scheme strikes a balance between these two aspects by jointly selecting
the number of targeted users and the transmission rate such that the overall
completion time is minimized. As the number of users increases the gap between
our proposed and the classical schemes increases. This can be explained by the
fact that as the number of users increases, the classical IDNC scheme targets
more and more users at the expense of a lower transmission rate that explains
the degradation in performance as the number of users increases. The proposed
scheme, however, balances this effect for all number of users. The same thinking
applies to the broadcast scheme.
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Figure 3.3: Completion time in sec. vs the number of users U .
Fig. 3.4 illustrates the performance of the different schemes against the number
of messages F for a network composed of U = 20 users and a message size N = 1
Mb. The figure shows that our proposed MB-RA-IDNC outperforms the schemes
without rate adaptation. The classical IDNC scheme in both figures has the
highest completion time, and this is because of the nature of this scheme. In each
transmission, different users are targeted, and the number of total transmission in
this scheme before completion is different but the transfer rate is the minimum rate
as compared to F transmissions for uncoded scheme with maximum achievable
capacity of each user to the assigned BS.
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Figure 3.4: Completion time in sec. vs the number of messages F .
Fig. 3.5 illustrates the completion time versus the message’s size N in bits
for a network composed of U = 20 users and F = 30 messages. From Fig. 3.5,
we note that all schemes increase linearly with the size of the message. This
can be explained by the expression of the completion time. In fact, as hinted by
the anticpated completion time equation, the completion time is the sum of two
linear functions in the message size. Therefore, the whole function is linear in
such parameter independently of the adopted transmission scheme.
Also to study the performance of the proposed solution in perfect channel
system with message placement policy, we change the number of users, messages,
and the message sizes in the simulation. It is can be inferred from figures 3.6, 3.7
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Figure 3.5: Completion time in sec. vs the message’s size N in bits.
and 3.8 that the proposed work shows highly significant performance comparing
to classical IDNC and uncoded scheme. The uncoded scheme affected from this
policy due to that there are no more opportunities for users to have their messages
with maximum capacity from base stations.
3.5 Summary and Conclusions
In this section we introduced a novel graph model that represents in one paradigm
both the transmission conflicts and the coding conflicts in the global system called
the MB-RA IDNC graph. We can generate MB-RA IDNC coded transmission
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Figure 3.6: Completion time in sec. vs the number of users U .
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Figure 3.7: Completion time in sec. vs the number of messages F .
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Figure 3.8: Completion time in sec. vs the message’s size N in bits.
scheduling that can provide more efficient scheduling scheme to serve the users,
these transmissions are generated by finding maximum independent sets in this
proposed graph model. To find the maximum independent set in this graph we
proposed a heuristic MB-RA IDNC multi layer algorithm and solve the download
time minimization problem after showing that its optimal solution is intractable.
Simulation results illustrated that our proposed MB-RA IDNC algorithm outper-
forms the classical IDNC and uncoded schemes in reducing the overall download
time. Moreover, the message placement policy of the proposed work shows highly
significant performance comparing to classical IDNC and uncoded scheme. When
the messages are stored in all BSs, the user assign to the BS based on its maxi-
mum achievable capacity. On the other hand, when the messages are stored in BSs
43
without repetition, the user assign to the BS based on where its message stored.
The next chapter introduces the same MB-RA IDNC algorithm as in section 3.3
but with erasure channel. We will investigate the lossy environment and its effect
on the MB-RA IDNC multi layer algorithm. We will investigate the centralized
scenario and study the different transmission schemes.
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CHAPTER 4
IMPERFECT CHANNEL
SCENARIO
4.1 Motivation
In this chapter we introduce, based on the analysis of MB-RA IDNC graph in
chapter 3 and based on the analysis in [43], the MB-RA IDNC network coding
with consideration of channel impairments. In other words, we formulates the
minimum overall completion time problem for rate-aware IDNC in coordinated
multi-BSs networks with forward channel erasures.. Therefore, the performance
of the MB-RA IDNC algorithm with erasure probability is compared with the
classical IDNC and uncoded schemes. The reminder of this chapter is organized
as follows: Section 4.2 formulates the completion problem in multi rate aware
IDNC with erasure channel. In Section 4.3 the proposed work of MB-RA IDNC
graph is derived. Section 4.5 illustrates the simulation results which show that the
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performance of our proposed work outperforms the classical IDNC and uncoded
schemes. Finally, section 4.6 concludes the chapter by highlighting the main
contributions and results.
4.2 Problem Formulation
4.2.1 Problem Description
This subsection formulates the minimum overall completion time problem for rate-
aware IDNC in coordinated multi-BSs networks with forward channel erasures or
called erasure channel probability ²u. Let ²u be the message erasure probability
at u-th user. Its clear that the message is erased with a probability of ²u and
received correctly with a probability of 1 − ²u. The particular case of the erasure
probability gives the perfect channel estimation scenario explained in chapter 3
as follows:
²u =

1 if R 6 Rub
0 otherwise
(4.1)
Let S∗ be the optimal schedule of packet combinations and transmission rates
for each base-station that minimizes the completion time. The completion time
minimization problem in coordinated multiple base-stations rate-aware IDNC with
forward channel erasures can be expressed as follows:
S∗ = arg min
S∈S
C(S) = arg min
S∈S
{
max
u∈U
{Cu(S)}
}
, (4.2)
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where S is the set of all feasible schedules. The following lemma reduces the search
space for the optimal schedule:
Lemma 1: The optimal schedule S∗ to reduce the completion time can be ex-
pressed as follows:
S∗ = arg min
S∈S
C(S) = arg min
S∈S˜
C(S), (4.3)
where S˜ is the set of all feasible schedule with the same transmission rate for all
base-stations sampled from the achievable capacities of all users. The definition
of the set is given by:
S˜ =
[P(F)B ×R(t)]
t∈N , (4.4)
where P(F) represents the power-set of the set messages F and R(t) is the set of
achievable capacities of all users to all base-stations defined as:
R(t) =
⊗
(u,b)∈ U×B
Rub (t). (4.5)
Proof. This lemma is proved in two steps. First, it is shown that the search
space can be reduced without loss of optimality by assuming that all base-stations
are using the same transmission rate. Secondly, it is demonstrated that the search
space can be reduced further by considering only the set of achievable capacities
of each user. A complete proof can be found in Appendix C.
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Following the result of lemma 1, the rest of the thesis assumes that all base-
stations are using the same transmission rate at each transmission t denoted by
R(t), i.e., Rb = Rmin, ∀ b ∈ B. Unlike error-free transmission scenarios, the
individual completion time Cu(S) depends not only on the schedule S but also on
the channel impairments.
In order to derive an expression for the optimal schedule to reduce the com-
pletion time, the following theorem proposes approximating the individual com-
pletion time Cu(S) given a schedule S by an expression involving the time delay
defined in the previous subsection.
Theorem 4. The individual completion time Cu(S) of the u-th user given a
schedule S of packet combinations and transmission rates for each base-station
can be approximated by the following quantity:
Cu(S) ≈
(
N |F|
R˜u(S)
+ Tu(S)
) 1
1− ²ˉu(S), (4.6)
where Tu(S) is the cumulative time delay experienced by the u-th user after re-
ceiving the schedule S, ²ˉu is the average erasure probability for user u from all
base-stations, and R˜u(S) is the harmonic mean of the transmission rates in the
schedule S that are instantly decodable for u-th user in S defined as :
|αu(S)|
R˜u(S)
=
∑
t∈αu(S)
1
R(t)
, (4.7)
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with αu(S) being the set of transmission indices that are instantly decodable for
the u-th user.
Proof. : The expression is derived by writing the completion time as the
sum of the times receiving useful, useless, and erased packets. The number of
useful transmissions corresponds to the number of wanted packets. Similarly, the
number of unnecessary transmission matches the previously defined time delay.
Finally, the number of erased transmissions is approximated using the law of large
number in combination with the apriori distribution of the channel realization and
the expected erasure probability.
A complete proof can be found in Appendix D.
The individual completion time as expressed in (4.6) depends on the dynamic
channel realizations. Therefore, obtaining the optimal schedule requires an opti-
mization over all such possible channel realizations which is clearly intractable for
any moderately sized network. To efficiently solve the above problem, the rest of
this thesis suggests reformulating the completion time reduction problem using a
more tractable quantity called herein the “anticipated completion time”.
4.2.2 Anticipated Completion Time Formulation
Given the NP-hardness of reducing the completion time for the whole session,
this section introduces an anticipated version that can be computed at each time
instant t. The anticipated completion time Cu(t) of the u-th user would be equal
to the actual completion time Cu(S) if and only if the user does not experience
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any additional increases in its accumulated time delay and the transmission rate,
and average erasure remain constant (The rest of this work assumes that the
transmission rates vary slowly enough so that both the average transmission rate
and erasure can be considered to be constant) for the remaining transmissions in
the schedule S. In other words, the approximation would be exact if the user does
not receive any non-instantly decodable transmission after the t-th transmission.
The expression of an anticipated completion time that satisfy the aforementioned
conditions is the following:
Cu(t) =
(
N |F|
R˜u(t)
+ Tu(t)
) 1
1− ²˜u(t),
(4.8)
where Tu(t) is the cumulative time delay experienced by the u-th user until the
t-th transmission, ²˜u(t) is the average erasure experienced by the user until the
t-th transmission, and R˜u(t) the harmonic mean of the transmission rate that
are instantly decodable for the u-th user until the t-th transmission defined in a
similar fashion than in (4.7).
4.2.3 Relaxed Problem Formulation
Let KR(t) be the set of users that can increase the maximum anticipated overall
completion time after the t-th transmission, The mathematical definition of such
set if given in the following lemma:
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Lemma 2: The set of critical users KR(t) can be defined as follows:
KR(t) =
{
u ∈ U
∣∣∣∣ Cu(t− 1) + NRmin(t)(1− ²˜u(t− 1)) > Cu∗(t− 1)
}
. (4.9)
Proof. The complete proof can be found in Appendix E. The proof steps of the
above lemma are as follows: the completion time of the critical set of users KR(t)
that can potentially increase the anticipated version of is first identified. The
expected completion time is derived based on the different events that can occur
of each user. Using a mean field approximation of the rates and erasures, the
expression in (4.9) is established. Defining τb (κb(t)) as the set of targeted users
by the transmitted packet κb(t) from the b-th BS at time t, i.e. the set of receives
for which the transmission by the b-th BS with rate Rb(t) is instantly decodable,
we can formulate this relaxed problem as introduced in the following lemma.
Theorem 4: The completion time reduction problem in (4.2) can be relaxed to an
online version, in which, at any transmission t, the following joint optimization
problem over the packet (κb(t)), transmission rates R of BSs, ∀ b ∈ B:
max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N²u(R,Rub )
)
. (4.10)
where P(F) is the power set of the set X .
Proof : The fundamental concept in relaxing the completion time reduction prob-
lem is choosing the packet combination and the transmission rate so as to reduce
the probability that the anticipated completion time increases in the next time
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steps. Hence, the relaxed problem is derived by first expressing the event of
maximum anticipated completion time increase as a function of the critical set.
Afterward, the expression is used to formulate the completion time reduction
problem. The complete proof can be found in Appendix F.
The relaxed optimization problem in the special setting of perfect forward
channels, i.e., no erasures in the forward link, is given in the following corollary.
Corollary : The completion time reduction problem in perfect forward channel
can be expressed as follows:
max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N
)
. (4.11)
Furthermore, in a single base-station setting, the optimization is further reduced
to max
κ∈P(F)
R∈R(t)
∑
u∈(KR∩τ(κ))
log
(
R
N
)
.
proof: To show this corollary it is sufficient to note that the message
combination κb from base-station b at rate R is instantly decodable for all
targeted users u ∈ τb(κb) as R ≤ Rub . Using the the expression of the erasure
probability in perfect channel estimation scenario as (4.1), the quantity does not
depend on the packet combination or the transmission rate.Therefore, the joint
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optimization problem can be written as:
max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N
)
− log(²u(R,Rub ))
= max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N
)
. (4.12)
Furthermore, for a single base-station setting, the optimization problem can be
simplified as follows:
max
κ∈P(F)
R∈R(t)
∑
u∈(KR∩τ(κ))
log
(
R
N
)
. (4.13)
4.3 Proposed Solution
In this section we follow the same explanation of the proposed solution using
MB-RA IDNC graph with perfect channel in section 3.3. Given the construction
rules explained in section 3.3, it can be readily inferred that each clique. in the
MB-RA-IDNC graph represents a transmission with following properties:
• All the users designated by the cliques vertices receive an instantly decodable
transmission. Therefore all users in the maximum independent set benefit
from the transmission.
• The transfer rate is smaller than the capacities of all the users identified by
the cliques vertices.
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Therefore, the transmission represented by each clique in the RA-IDNC graph is
instantly decodable for all the users designated by the cliques vertices.
The following lemma characterizes the optimal solution to the approximated
completion time reduction problem in (4.10) using the MB-RA IDNC graph:
Theorem 5 : The optimal solution to the anticipated completion time reduction
problem (4.10) is the maximum weight independent set in the MB-RA-IDNC
graph in which the weight w(vb,u,f,r) of each vertex vb,u,f,r can be expressed as:
w(vb,u,f,r) =

log( r
²uN
) if u ∈ Kr
0 otherwise.
(4.14)
Proof : The proof of the theorem is demonstrated by showing a one-to-one map-
ping between the set of maximal independent sets in the MB-RA-IDNC graph
and the feasible transmissions. Afterward, the weight of each independent set is
shown to be equivalent to the objective function. Therefore, the maximum weight
independent set is the optimal solution to the optimization problem (4.10). A
complete proof can be found in Appendix G.
The authors in [39] show the NP-hardness of finding the maximum weight
independent set problem in a given graph. However, efficient polynomial-time
algorithms, e.g., [41, 42], are suggested to discover a satisfactory solution more
efficiently that the naive exhaustive search methods. Furthermore, the solution
may not be unique due to the existence of vertices of weights zeros. Indeed, their
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inclusion/exclusion produce the same objective function. This section proposes
using a method similar to the one in [29] to select one of the points that achieve the
optimum of theorem (4). The fundamental concept of the heuristic is to arrange
users in multiple layers in descending order of criticality and to heuristically solve
the maximum weight independent set in each layer. This work further proposes
to improve the performance of the maximum weight independent set heuristic by
updating the weight of each vertex.
Reference [29] suggests a satisfactory solution to the maximum weight indepen-
dent set by iteratively selecting vertices and updating the graph. The algorithm
first selects the vertex with the highest weight and then updates the graph to
keep only vertices that are connected to the selected one. This process guaran-
tees that the final set is an independent set and hence a feasible solution. This
work proposes using a similar method with the exception of modifying the original
weights. The weight update is motivated by the fact that the original weight may
be negative and that it does not reflect the connectivity of that vertex.
Let wv be the original weight of vertex v in the MB-RA IDNC graph as defined
in theorem 3. Let w∗ = maxv∈V wv be the maximum weight in the graph. The
modified weight w˜v of vertex v can be expressed as:
w˜v = (wv − w∗)
∑
v′∈Vv
wv′ , (4.15)
Vv is the set of vertices not adjacent to vertex v. By construction, it can be seen
that all weights w˜v are negative and that a large value represents a large initial
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weight and a low connectivity to other vertices with large weights.
4.4 Complexity Computation by using SSP
4.4.1 SSP Formulation
Stochastic Shortest Path is a class of probabilistic planning problems which de-
scribe a wide range of possible scenarios where the purpose of the active agent is
to reach a goal state in the minimum costly way from any non-goal state using
actions with probabilistic outcomes. The problem of reducing the completion time
in MB-RA IDNC graph can be formulated as an SSP problem as follows:
1. State Space: Due to the fact that the user can receive from a single BS at
each time slot, states space can be considered as all the possibilities of the
SFM that could take place until completion. Based on this concept, the
states space has a size of O(2UM ).
2. Action Space: The action space for each states s can be defined as the set
that contains all possible MB-RA IDNC graph’s maximal independent sets
that can be generated from SFM of state space s.
3. State-Action Transition Probabilities: The system will stay at the same state
s or move to another state s′ based on the action (i.e., transmission pattern
corresponding to a message combination and transmission rate selection
taken at any state). The system will transit to another state depending on
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the users targeted by the base stations and the message corruption proba-
bility between each of these users and the base station which receiving its
message from.
4. Action Cost: Similar to [44] , each action costs the system one transmission
towards completion time.
By using SSP the MB-RA IDNC needs both action space of size O(2UMBR) (up-
per pound), where R is the rate set from all base stations to all users, and state
space of size O(2UM ). So, the optimal policy of MB-RA IDNC is computed using
iteration algorithm, its complexity O(2UMBR), but for classical IDNC the com-
plexity is O(2UMB), and for uncoded scheme the time complexity until completion
is O(UM). Accordingly, we conclude that computing the optimal policy in real-
time is very difficult for typical values of U and M .
4.4.2 Complexity Analysis of the Proposed Work
For each transmission selection, the base stations require two steps, namely build-
ing the MB-RA IDNC graph after receiving the feedback and determining the
maximum independent set for this transmission. In the proposed work we have
two scenarios: One is when all users belong to the same layer and the other is
when each user forms a separate layer.
We can construct the graph by generating O(UMB) vertices, representing
different messages loss from different users with different base stations. To build
the adjacency matrix of the graph, we need to check the coding conflict and
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transmission conflict adjacency conditions for each pair of vertices to determine
whether they should be connected with an edge. Hence, we need a O(U2M2B)
operations for the coding conflict and needs the same operations for transmission
conflict. This means that we need a total of O(U2M 2B) operations to build the
adjacency matrix.
However, we can minimize this complexity by exploiting the following proper-
ties of the coding conflict adjacency conditions between each pair of users in the
same base station.
• P1: if f ∈ Wu′ , vuf can be adjacent to each vertex u′, becasue they satisfy
the coding conflict condition, except for vertex vu′f .
• P2: if f ∈ Hu′ , vuf can be adjacent to any vertex of u′ based on the coding
conflict condition, except for all vertices vu′l for which l is in the has set of
u.
Consequently, after constructing the vertices in O(UMB) operations, the adja-
cency matrix can be built as follows. For each pair of receivers, we can compute
for each message f .
|fuf |+ |fu′f | =

0, Both users have f or both want f
1 Exactly one of users has f.
(4.16)
Therefore, for each pair of users, we can identify the vertices representing a coding
conflict conditions by M operations. Thus, according to properties P1 and P2,
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different messages required by different users, but at least one user does not has
the other requested message or both of the users do not have the other requested
messages. Since we have to execute the above action for every pair of users
without repetition, the edge set is built in O(U2MB) operations. Hence, the total
complexity reduces to O(U2MB + UMB + U2M2B) = O(U2M2B) operations.
In the first scenario, when all users are in the same layer, the complexity
of the vertex search algorithm can be computed as follows. Since a maximal
clique can have at most U vertices (we can target each user with one message
per transmission), and since we have at most |R| maximal independent sets in
this scenario and each iteration in the algorithm requires weight recomputations
for the O(UMB) graph vertices, the complexity of the algorithm is O(U2M2BR)
operations. Therefore, the total complexity of building the graph and finding an
independent set for a transmission is O(U 2M2BR) operations.
In the second scenario, when each user forms a separate layer, the maximal
independent set in each layer can have at most 1 vertex. Let us assume that the
maximum number of layers is k, so the total complexity of building the graph and
finding an independent set for a transmission is O(kUMB). This complexity is
experienced by the base stations, and thus does not represent a severe problem
due to energy abilities of BSs [44].
On the other hand, this complexity comes at a cost of simplifying both the
coding complexity at the BS and most importantly the receivers’ decoding com-
plexity and buffer requirements. Indeed, for IDNC the decoding complexity and
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buffer size at the users are O(M) and O(1), respectively. We conclude that the
MB-RA IDNC algorithm has an overall complexity of O(RU2M 2B) compared to
Classical IDNC which has an overall complexity O(U2M2B).
4.5 Simulation Results
This section shows the performance of the proposed solution in a coordinated en-
abled multi-BSs network with forward channel erasures. The simulations consider
a network comprising 3 base-stations each placed in the center of a hexagonal
cell. Users are randomly and uniformly distributed among the cell. To study the
performance of the proposed solution in various scenarios, the number of users,
messages, and the message sizes change in the simulation. In all simulations, the
time delays due to the used protocols are not considered as they are negligible as
compared to the file transfer period.
The message erasure probabilities of each user to each base-station are drawn
randomly and uniformly from the interval [0.3, 0.6]. For simplicity, the erasure
probability of each user remains constant during the whole transmission sched-
ule.Table 4.1 summarizes additional system parameters.
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Table 4.1: SIMULATION PARAMETERS
Cellular Layout Hexagonal
Cell Diameter 500 meters
Channel Model SUI-Terrain type B
Channel Estimation Imperfect
High Power -42.60 dBm/Hz
Background Noise Power -168.60 dBm/Hz
Bandwidth 10 MHz
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Figure 4.1: Completion time in sec. vs the number of users U for a network composed
of F = 20 users and a messages size N = 1 Mb.
Fig. 4.1 plots the average completion time versus the number of users U for
a network composed of F = 20 messages with a message’s size N = 1 Mb. The
figure shows that the proposed rate aware IDNC scheme outperforms both the
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broadcast and the unicast for all simulated number of users. This is mainly due
to the rate awareness in the message selection process. Whereas classical scheme
selecting a maximum number of users at the expense of a minimum achievable
rate, the broadcast scheme sacrifices the rate optimality by selecting the maximum
number of users. The proposed scheme strikes a balance between these two aspects
by jointly selecting the number of targeted users and the transmission rate such
that the overall completion time is minimized. As the number of users increases,
the gap between our proposed and the broadcast scheme increases. This can be
explained by the fact that as the number of users increases, the broadcast scheme
targets more and more users at the expense of a lower transmission rate that
explains the degradation in performance as the number of users increase. The
gap between our RA-IDNC and the classical IDNC increases as the number of
users increases. This due to the fact that as the number of users increases, the
conventional IDNC scheme have more coding opportunities and thus the number
of targeted users increases. This results in a lower transmission rate as it represents
the minimum of an increasing set.
The performances of the algorithms versus the number of messages, the fixed
numbers of users (U = 20), is depicted in Fig. 4.2. We note our proposed rate
aware IDNC scheme outperforms the other two schemes. The performance of the
uncoded strategy is also linear with the number of messages since it requires F
transmissions to deliver all the messages. Figure 4.3 displays the completion time
versus the messages size N for a network composed of U = 20 users, and F = 30
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Figure 4.2: Completion time in sec. vs number of messages F for a network composed
of U = 20 users and a messages size N = 1Mb.
messages. As hinted by (4.6), the completion time is the sum of a linear function
of the message size and the time delay that is also linear with the message size.
This result applies for any transmission scheme that explains that all the policies
are linear with respect to such parameter. Table 4.2 shows the achieved gain of
our proposed scheme with comparison to the uncoded scheme.
63
Table 4.2: Results Comparison between MB RA-IDNC and Broadcast scheme
Messages Size N in bits Rate Aware MB RA-IDNC Uncoded Broadcast
10ˆ3 0.041 0.0514
10ˆ4 0.4540 0.6367
10ˆ5 4.5905 5.9140
10ˆ6 46.3727 61.14367
10ˆ7 461.805 583.0678
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Figure 4.3: Completion time in sec. vs the messages size N bits for a network composed
of U = 20 users, and F = 30 messages.
4.6 Summary and Conclusions
This chapter studies the problem of completion time reduction in multi-base-
station enabled network using Rate Aware Instantly Decodable Network Coding.
The focus is to jointly determine the packet combination and the transmission
rate of each base-station so as to minimize the total recovery time. The com-
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pletion time minimization in a multi-BS network with forward channel erasures
is derived. Being intractable, the problem is approximated by a joint online
optimization involving an anticipated version of the completion time. The paper
introduces the multi-BS RA-IDNC graph and shows that the relaxed problem
can be formulated as a maximum weight independent set search. A multi-layer
approach is exploited to discover the solution and shown through extensive
simulations to outperform existing schemes in literature.
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CHAPTER 5
CONCLUSION AND FUTURE
WORK
5.1 Conclusion
In this work, the minimization problem of the download time in PMP using
IDNC with perfect and imperfect channel is considered. Applying the conven-
tional (Classical) IDNC algorithm is shown to results in multiple transmissions
conflicts, which reduce the downloading efficiency. Consequently, we proposed
a novel graph model which provides multi-layer scenario. The completion time
problem is first formulated and shown to be intractable. We thus relax the prob-
lem to an online optimization involving an anticipated version of the completion
time. The expression of this anticipated completion time is derived and then used
to formulate the online problem as a joint optimization over the set of BSs, achiev-
able rates, and feasible packet combinations. We then prove that this problem can
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be solved by finding the maximum weight independent set in a newly designed
graph. An efficient multi-layer heuristic is further proposed to address the prob-
lem in polynomial time. The proposed solution is tested via extensive simulations
against Classical IDNC and uncoded schemes. Simulation results suggest that the
proposed solution outperforms both the Classical IDNC and the uncoded schemes.
In addition to study the problem in perfect channel we studied the problem with
message placement in the base stations. Simulation results showed that the pro-
posed MB-RA IDNC scheduling with message placement in BS outperformed the
classical IDNC and uncoded schemes.
We extended the problem formulation in perfect channel estimation to a lossy
environment formulation which include the erasure probability or the channel esti-
mation error. We then used this formulation to identify the erasure channel events,
and employed it to MB-RA IDNC algorithm with channel estimation error. Sim-
ulation results showed that the proposed MB-RA IDNC scheduling outperformed
the classical IDNC and uncoded schemes in both perfect and imperfect channel.
5.2 Future Work
There are many open research problems for MB-RA IDNC field that need to be
investigated and evaluated under different system parameters and new designs
have to be proposed. Here we are enumerating some of these areas of research as
follows:
Power Optimization in IDNC : All previous works in the network coding
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focused on the completion time and decoding delay problems and how to
minimize them by using conventional IDNC and rate aware IDNC with fixed
power assumption. To the best of our knowledge no one studied the power
optimization problem in IDNC. Therefore, our future work will be focused
on optimizing the BS power with minimizing the delivery time of the wanted
messages to the users.
Adaptive message size IDNC transmissions : The main condition of the
IDNC network coding is the equally sized messages. If the message size
varies from one user to another, the implementation of the IDNC will be
unattainable. However, our ”MB-RA IDNC graph model can be developed
to enable the base station to deal with a groups of users each group share
the same message size. The base station can represent each wanted message
by a vertex, in addition to the IDNC conflicts among the vertices induced
by messages with the same size, any two vertices induced by messages with
different size should be set connected by an undirected edge to indicate these
two messages can not be encoded together. In this case, the problem will be
graph partitioning problem instead of the problem of selecting the maximum
weighted independent set in the MB-RA IDNC” graph.
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Appendix A: Proof of theorem 1
In this section, we follow the same steps used in proving theorem 1 in [29] with
small modification. ”The optimal schedule is illustrated as an optimization prob-
lem involving the time delay of users.
S∗ = arg min
S∈S
{C(S)} = arg min
S∈S
{max
u∈U
{Cu(S)}}. (A.1)
Hence”, to explain this theorem its necessary to show that:
Cu(S) = N |F|
R˜u min(S)
+ Tu(S) (A.2)
The completion time of user u at any schedule S of message combinations κ(t) and
transmit rates R(t) is the sum of all download time until the first transmission
achieving that no wanted messages of user u, Wu = φ , 1 6 t 6 |S| and this
completion time can be mathematically expressed as:
Cu(S) =
nu(S)∑
t=1
N(κ(t))
Rmin(t)
, (A.3)
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where N(κ(t)) is the message combination size. Since the messages size are equal
and they are mixed using binary XOR, therefore the size of any mixed messages is
N . Such that, N(κ(t)) = N , and nu(S) is the initial transmission index achieving
that no wanted messages in the Wants set of that user, Wu = φ. The side
information of the BSs be stored in State Feedback Matrix SFM(BSi) = [lj,k]
and expressed mathematically as follows:
s.t. lj,k =

0 uj downloaded fk
1 uj wants fk
, ∀(u, f) ∈ U × F (A.4)
where ”U × F is the Cartesian product of the two sets U and F . Let lj be the
side information of user u. such that, lj is the uth row of matrix SFM”.
The transmission can be instantly decodable or non-instantly decodable for
user u. Hence, the expression (A.3) can be written as follows:
Cu(S) =
∑
t∈αu(S)
N(κ(t))
Rmin(t)
+
∑
t∈βu(S)
N(κ(t))
Rmin(t)
, (A.5)
where αu(S) and βu(S) represent the sets of transmission index that are, in-
stantly decodable and non-instantly decodable for user u, respectively. The math-
ematical definition of the above two sets is expressed as:
αu(S) = {t 6 nu(S) | lj(t)T k(t) = 1 and R(t) 6 Rub (t)}
βu(S) = {t 6 nu(S) | lj(t)T k(t) 6= 1 or R(t) > Rub (t)}
where ZT is the transpose of vector Z.
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To prove this theorem, we ”first show that, for any schedule S, the cardinality
of the set αu(S) is |F|. Then we show that the sum of all time delay increases
experienced by user u during the schedule S until its individual completion time
is Tu(S). Finally, we conclude the proof by substituting {Rmin(t)}t∈αu(s) of its
harmonic mean R˜u min(S). Let t0α be the smallest time index in the set αu(S).
Hence, for any transmission has time index less than the smallest time index in
αu(S), t < t0αu , is non instantly decodable for user u. So, the Wants set of user u
is still the same as no message is received at t-th transmission, i.e., Wu(t) = F .
Now lets take two consecutive time indices in αu(S), tα and t′α”. Using the same
procedures as we did above.
For any tα 6 t < t′α Wu(t) = Wu(tα). In other words, at transmission tα user
u does not receive any instantly decodable transmission and starts receiving an
instantly decodable transmission at t′α. Therefore, user u reduces its Wants set
by one unit, i.e., Wu(t′α) = Wu(tα) − 1. Finally, as mentioned above from the
definition of nu(S), we have empty Wants set as nu(S) is the initial transmission
index verifying the Wants set empty, Wu = φ. At the end of our first part in the
proofing, it is easy to note that nu(S) ∈ αu(S) which concludes that:
|αu(S)| = |F| (A.6)
Let t < nu(S) be a time index before the user u gets all its Wanted messages.
From the above two sets, time index t will be in two scenarios:
• t ∈ αu(S): The user does not experience any time delay increases since the
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message is instantly decodable.
• t ∈ βu(S): The user experience time delay N/Rmin(t) increases since the
message is non-instantly decodable and Wu 6= φ (since t < nu(S).
As explained above that the time index t is grater than or equal the smallest time
index nu(S) then the user u will not experience any time delay increases as its
have an empty Wants set. Therefore, we conclude that:
∑
t∈βu(S)
N
Rmin(t)
= Tu(S). (A.7)
Let R˜u min(S) be the harmonic mean of {Rmin(t)}t∈αu(S). The two quantities
can be linked as follows:
|αu(S)|
Ru min(S) =
∑
t∈αu(S)
1
Rmin(t)
(A.8)
By substituting (A.6), (A.7) and (A.8) in (A.5) we conclude:
Cu(S) = N |F|
R˜u min(S)
+ Tu(S). (A.9)
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Appendix B: Proof of theorem 2
Let B be the event that the highest anticipated completion time at ”t-th transmis-
sion is greater than the anticipated completion time at the previous transmission
t− 1. Thus, the probability of this event can be written as follows:
P(B) = P(max
u∈U
(Cu(t)) > maxu∈U (Cu(t− 1)))
= 1− P(max
u∈U
(Cu(t)) = Cu∗(t− 1)).
(B.1)
Let KR(t) be the set of critical users that can be potentially increase the an-
ticipated overall completion time in the t-th transmission at the rates R(t). This
set can be mathematically expressed as:
KR(t) = {u ∈ U | Cu(t) > Cu∗(t− 1)}. (B.2)
Assume that the transmission at time t is non-instantly decodable for user u.
We can note that the minimum harmonic mean for user u at the current transmis-
sion equal to the harmonic mean for the same user at the previous transmission,
R˜u min(t − 1) = R˜u min(t). Then, the anticipated time of user u can be expressed
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as:
Cu(t) = Cu(t− 1) + N/Ri(t) + Tiwait(t) (B.3)
where Ri(t) is the transmission rate of BS b when its connected to user u at t-th
transmission and Tiwait(t) is the waiting time of BS b to be synchronized with
other BSs at t-th transmission, ∀i ∈ B and can be expressed in terms of Ri(t)
and Rmin(t) as follows in lemma 3:
Lemma 4. Given the no-fragmentation constraint on message and packet
transmissions, using the lowest scheduled BS rate in all BSs is equivalent to using
different rates in each of them.
proof : Its easy to proof this lemma. We assume that each BS send its
packet at its own rate. In other words, assume that the BSs send the combination
at different transmission rates R(t). Hence, at t-th transmission the transmission
time is expressed as follows:
Titransmit(t) = N/Ri(t) + Tiwait(t), (B.4)
where the waiting time is expressed as follows:
Tiwait(t) =
N
Rmin(t)
− N
Ri(t)
(B.5)
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Hence, by substituting (B.5) in (B.4) we get:
Titransmit(t) = N/Rmin(t) (B.6)
Therefore, this result lead to the same as using the same rate (lower rate). Based
on the above explanation the waiting time is equivalent to use the same rate.
By substituting (B.5) in (B.3) we get the final expression of the anticipated
time of user u as follows:
Cu(t) = Cu(t− 1) + N/Rmin(t) (B.7)
If the transmission is instantly decodable, the relation that connected between
the harmonic mean of the current transmission R˜min(t) and the harmonic mean
of the previous transmission R˜min(t− 1) is mathematically expressed as:
1
R˜min(t)
=
n− 1
nR˜min(t− 1)
+
1
nR
(B.8)
where n is the number of transmission received that are instantly decodable by
user u. Assuming that Ru min(t− 1) ≈ Ru min(t), the anticipated completion time
in (B.7) of user u remains unchanged, such that Cu(t) = Cu(t− 1).
Based on the above analysis, we conclude that the individual completion time
of user u after the transmission of the message κ(t) with the rate R(t) from
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multiple BSs can be expressed as:
Cu(t) =

Cu(t− 1) if u targeted
Cu(t− 1) + N/Rmin(t) otherwise
(B.9)
Therefore, the mathematical expression of the critical set of users in (B.2) can
be written as:
KR(t) = {u ∈ U | Cu(t− 1) + N
Rmin(t)
> Cu∗(t− 1)}. (B.10)
By the structure of the above set in (B.10) any user is not targeted from any base
station at t-th transmission such that u /∈ K(t) can increase the highest individual
completion time in the transmission t-th at rate R(t).
Therefore, the probability of the event B is:
P(B) = 1− P( max
u∈KR(t)
(Cu(t)) = Cu∗(t− 1))
= 1−
∏
u∈KR(t)
P(Cu(t)− Cu(t− 1) = 0)
= 1−
∏
i∈B
∏
u∈(KR(t)∩N )\τi(κi(t))
N/Rmin(t)
(B.11)
where N = {u ∈ U | Wu 6= φ} is the set of users with non-empty Wants set.
Hence, the completion time reduction problem can be approximated by the fol-
lowing joint optimization over the message combination κ(t) and the transmission
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rate R(t).
(κ∗(t), R∗(t)) =
= arg max
κ(t)∈P(F)
R(t)∈R(t)
∑
i∈B
∑
u∈(KR(t)∩N )\τi(κi(t))
log(N/Rmin(t))
= arg min
κ(t)∈P(F)
R(t)∈R(t)
∑
i∈B
∑
u∈(KR(t)∩τi(κi(t)))
log(N/Rmin(t))
= arg max
κ(t)∈P(F)
R(t)∈R(t)
∑
i∈B
∑
u∈(KR(t)∩τi(κi(t)))
log(Rmin(t)/N)”,
(B.12)
78
Appendix C: Proof of lemma 1
The proof of this lemma can be decomposed in two steps. In the first step, we
show that the search space can be reduced without loss of optimality by assuming
that all base-stations are using the same transmission rate. In the second phase,
we demonstrate that it can be reduced further by considering only the set of the
achievable capacity of each user.
The completion time minimization problem in coordinated multiple base-
stations rate-aware IDNC with forward channel erasures can be expressed as fol-
lows:
S∗ = arg min
S∈S
C(S) = arg min
S∈S
{
max
u∈U
{Cu(S)}
}
, (C.1)
where S is the set of all feasible schedules of packet combinations and transmission
rate. This part focus only on the t-th (for ease of notations, the time index t is
dropped from all variables in this proof) transmission. The generalization to the
whole schedule is straightforward. The transmission time from the b-th base-
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station can be expressed as follows:
Tb =
N
Rb
. (C.2)
However, for the various base-stations to be synchronized, the next transmis-
sion is only possible after all base-stations finish the t-th transfer. Therefore, the
total time of the t-transmission is:
T = Tb + T
w
b , ∀ b ∈ B, (C.3)
where Twb is the waiting time that can be expressed as:
Twb =
N
Rmin
− N
Rb
. (C.4)
By combining C.2 and C.3, it can readily be seen that using the same trans-
mission rate, i.e., Rmin = minb∈B Rb, yields the same total transmission time.
(This work assumes that the erasure probability is an increasing function of the
transmission rate. Hence, decreasing the transmission rate of some base-stations
results in a lower erasure probability). The analysis above can be generalized to
any transmission in the schedule S. Hence, the search space can be reduced to all
base-stations using the same transmission rate without loss of optimality.
Let R be the optimal transmission rate of all base-stations during the t-th
transfer corresponding to packets κb, b ∈ B, and assume that R /∈ R, where R is
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the set of achievable capacities of all users defined as:
R =
⊗
(u,b)∈ U×B
Rub . (C.5)
As shown in C.3, the transmission time only depends on the chosen rate. Let
τb(κb) be the set of users that are targeted by packet κb transmitted from the
b-th base-stations at the transmission rate R. Since the transmission is instantly
decodable for all users in τb, then it can be concluded that:
R ≤ Rub , ∀ u ∈ τb. (C.6)
Define Rb = minu∈τb R
u
b as the minimum achievable capacity of the targeted
users and Rmin = minb∈BRb. From the definition in C.4, we have R ≤ Rmin.
Therefore, the transmission rate Rmin serves the same set of users for a lower total
transmission time. This can be generalized to all transmission in the optimal
schedule S∗, then the new schedule have a lower completion time. Given that the
transmission rate R is the optimal one at the t-th transmission, then R = Rmin
which is in contradiction with the initial assumption that R /∈ R. Finally, we
conclude that the optimal schedule S∗ to reduce the completion time can be
expressed as follows:
S∗ = arg min
S∈S˜
C(S), (C.6)
where S˜ is the set of all feasible schedule with the same transmission rate for all
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base-stations sampled from the achievable capacities of all users. The definition
of the set is given by:
S˜ =
[P(F)B ×R(t)]
t∈N , (C.7)
where R(t) is the set of achievable capacities of all user to all base-stations defined
as:
R(t) =
⊗
(u,b)∈ U×B
Rub (t). (C.8)
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Appendix D: Proof of theorem 4
The proof of this theorem extends the results of Theorem 1 to an imperfect chan-
nel scenario. Note that the individual completion time of the u-th user can be
expressed as the first time instant in which the user experience an empty Wants
set. Indeed, we have Wu(t) = ∅, 1 ≤ t ≤ nu(S) where nu(S) is the initial
transmission index achieving Wu(t) = ∅. The individual completion time can be
expressed as:
Cu(S) =
nu(S)∑
t=1
N(κ(t))
R(t)
(D.1)
=
∑
t∈αu(S)
N(κ(t))
R(t)
+
∑
t∈βu(S)
N(κ(t))
R(t)
+
∑
t∈γu(S)
N
R(t)
,
where
• αu(S) is the set transmission index such that user u successfully receives an
instantly decodable packet combination from one of the base-stations.
• βu(S) is the set of transmission index in which all packet combinations from
all base-stations are not instantly decodable for the u-th user.
• γu(S) is the set transmission index such that an instantly decodable trans-
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mission from one of the base-stations is erased at the u-th user.
Given that the packets are combined using binary XOR, then the resulting
packet combination has the same size as the original source packets. In other
words, we have N(κ) = N for any combination κ. Therefore, the first step of the
proof is to show the following equalities for any schedule S:
• αu(S) = |F|.
•
∑
t∈βu(S)
N
R(t)
= Tu(S).
For time indices t ∈ αu(S), the transmission is instantly decodable for the
u-th user. Since each user can be targeted by a single base-station at each time
instant, then by rearranging the order of base-stations users can be considered to
be served by a single BS for each instantly decodable packet. Therefore, the proof
of the first equality is omitted as it mirrors the steps used in proving the same
equality in Appendix A.
Let t < nu(S) be a time index before the user u gets all its wanted messages.
From the above three sets, time index t can be in three scenarios:
• t ∈ αu(S): The user does not experience any time delay increases since the
message is instantly decodable.
• t ∈ βu(S): The user experiences time delay increase of N/R(t) since the
message is non-instantly decodable and Wu 6= ∅.
• t ∈ γu(S): The message is erased, and hence the users do not experience
any time delay.
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Furthermore, for time indices t grater than or equal to nu(S), user u does not
experience any time delay increases as its Wants set is empty. Therefore, it can
readily be concluded that the cumulative time delay can be expressed as follows:
∑
t∈βu(S)
N
R(t)
= Tu(S). (D.2)
Finally, let εu(S) be the cumulative absolute time of the erased packet defined
as follows:
∑
t∈γu(S)
N
R(t)
= εu(S) (D.3)
Combining the equalities above, the individual completion time of the u-th
user can be formulated as:
Cu(S) = N |F|
R˜u(S)
+ Tu(S) + εu(S), (D.4)
where R˜u(S) is the harmonic mean of the transmission rates in the schedule S
that are instantly decodable for u-th user in S defined as:
|αu(S)|
R˜u(S)
=
∑
t∈αu(S)
1
R(t)
. (D.5)
By approximating the cumulative absolute time of the erased packets by its
mean value and using steps similar to the one provided in the proof of Theorem
1 in Appendix A, it can be shown that for a large number of messages and/or a
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large number of users, the following holds:
εu(S) ≈ E[εu(S)] = ²ˆu
nu(S)∑
t=1
N
R(t)
≈ ²ˉu
nu(S)∑
t=1
N
R(t)
= ²ˉuCu(S), (D.6)
where ²ˆu is the average erasure of the erased transmissions that are instantly
decodable from the base-station that targeted the user and ²ˉu is the average erasure
from all base-stations. The definition of these averages is given below:
²ˆu =
1
|γu(S)|
∑
t∈γu(S)
²u(R(t), R
u
b(t)(t)), (D.7)
where b(t) is the base-station that targets user u during the t-th transmission.
The average erasure probability is defined as:
²ˉu =
1
B
∑
b∈B
ER(t)6Rub (t)[²u(R(t), R
u
b (t))] (D.8)
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Therefore, substituting D.11 in D.9 and rearranging the terms as following:
Cu(S) = N |F|
R˜u(S)
+ Tu(S) + εu(S)
Cu(S) ≈ N |F|
R˜u(S)
+ Tu(S) + ²ˉuCu(S)
Cu(S)(1− ²ˉu) ≈ N |F|
R˜u(S)
+ Tu(S)
Cu(S) ≈
(
N |F|
R˜u(S)
+ Tu(S)
) 1
(1− ²ˉu). (D.9)
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Appendix E: Proof of lemma 2
Let ”KR be the set of critical users that can be potentially increase the anticipated
overall completion time in the t-th transmission at the rate R. This set can be
mathematically expressed as”:
KR(t) = {u ∈ U | Cu(t) > Cu∗(t− 1)}. (E.1)
The t-th transmission for user u can be either erased or successfully received. This
first part of the proof shows that the anticipated completion time remains the same
for erased transmission and increases according to the instant decodability of the
received transmissions.
Assume that the transmission at time ”t is erased for user u. Hence, the
harmonic mean for user u at the current transmission is equal to its the harmonic
mean at the previous transmission, i.e., R˜u(t − 1) = R˜u(t). The relationship
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linking the average transmission erasures ²˜(t− 1) and ²˜(t) of the u-th user is:
²˜(t) =
1
t
t∑
j=1
²(R(j), Rub (j))
=
t− 1
t
1
t− 1
t−1∑
j=1
²(R(j), Rub (j)) +
²(R(t), Rub (t))
t
=
t− 1
t
²˜(t− 1) + ²(R(t), R
u
b (t))”
t
(E.2)
For a huge number of transmissions and as the erasure 0 6 ²(R(t), Rub (t)) 6 1,
∀ t > 0 , we approximate the below quantities as follows:
• t−1
t
≈ 1, for large t.
•
²(R(t),Rub (t))
t
≈ 0, for large t.
Therefore, the average erasure probability at the t-th transmission is approxi-
mately equal to ²˜(t− 1). We conclude that the erased packets do not change the
anticipated completion time, i.e., Cu(t) = Cu(t− 1).
Now assume that the t-th transmission is successfully received at the u-th user.
Depending on the instant decodability of the packet combinations, two scenarios
can be distinguished:
• If the transmission is ”non-instantly decodable for user u, then the harmonic
mean for the rate of instantly decodable transmission is unchanged, i.e.,
R˜u(t− 1) = R˜u(t). Furthermore, using a similar approximation than the
one in E.2, the anticipated completion time can be written as:
Cu(t) = Cu(t− 1) + N/R(t) (E.3)
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• If the transmission is instantly decodable for user u, the relation that con-
nected between the harmonic mean of the current transmission R˜(t) and the
harmonic mean of the previous transmission R˜(t−1)” is mathematically ex-
pressed as:
1
R˜(t)
=
n− 1
nR˜(t− 1) +
1
nR
(E.4)
where ”n is the number of transmission received that are instantly decodable
by user u. Assuming that R˜u(t− 1) ≈ R˜u(t) and the approximation in E.2,
the anticipated completion time of user u remains unchanged, i.e., Cu(t) =
Cu(t− 1)”.
time of user u after the transmission of the message combinations κ with
the transfer rate R can be expressed as:
Cu(t) =

Cu(t− 1) if u targeted
Cu(t− 1) + NRmin(t)(1−²˜u(t)) otherwise
Therefore, the mathematical expression of the critical set of users in E.1 can
be written as:
KR =
{
u ∈ U
∣∣∣∣ Cu(t− 1) + NRmin(1− (²˜u(t))) ≥ Cu∗(t− 1)
}
. (E.5)
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Appendix F: Proof of Theorem 4
The fundamental concept in relaxing the completion time reduction problem is
choosing the packet combination and the transmission rate so as to reduce the
probability that the anticipated completion time increases in the next time steps.
Hence, the relaxed problem is derived by first expressing the event of maximum
anticipated completion time increase as a function of the critical set. Afterward,
the expression is used to formulate the completion time reduction problem.
Let ”X be the event that the highest anticipated completion time at t-th transmis-
sion is greater than the anticipated completion time at the previous transmission
t − 1”. According to the analysis in Appendix B, the probability of the event X
can be expressed as function of the critical set as follows:
P(X) = 1− P( max
u∈KR(t)
(Cu(t)) = Cu∗(t− 1))
= 1−
∏
u∈KR(t)
P(Cu(t)− Cu(t− 1) = 0)
(F.1)
As shown in lemma 2, for a transmission at the rate R, the anticipated completion
time of critical non-targeted users, i.e., u /∈ ⋃b∈B(KR∩τb(κb)), increases according
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to the realization of the erasure channel as follows:
Cu(t)− Cu(t− 1) =

0 w.p., ²(R(t), Rub (t))
N/R(t) w.p., 1 − ²(R(t), Rub (t))
(F.2)
Therefore, ”the probability that the maximum anticipated completion time
increases at the t-th transmission as compared with the t− 1-th transmission can
be expressed as follows”:
P(X) = 1−
∏
b∈B
∏
u∈(KR∩N )\τb(κb)
²(R,Rub ) (F.3)
where ”N = {u ∈ U | Wu 6= φ} is the set of users with non-empty Wants set”.
Hence, the packet combinations κb and the transfer rate R that minimizes the
probability of increase in the anticipated completion time for the transmission
can be expressed as follows:
min
κb∈P(F)
R∈R(t)
1−
∏
b∈B
∏
u∈(KR∩N )\τb(κb)
²(R,Rub )
= max
κb∈P(F)
R∈R(t)
∏
b∈B
∏
u∈(KR∩N )\τb(κb)
²(R,Rub )
(F.4)
Finally, the expected increase in the completion time reduction problem can be
approximated by the following joint online optimization over the message combi-
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nation κb and the transmission rate R as follows”:
max
κb∈P(F)
R∈R(t)
∏
b∈B
∏
u∈(KR∩N )\τb(κb)
²(R,Rub )N
R
= max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩N )\τb(κb)
log(
²(R,Rub )N
R
)
= min
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log(
²(R,Rub )N
R
)
= max
κb∈P(F)
R∈R(t)
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N²(R,Rub )
)
”. (F.5)
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Appendix G: Proof of Theorem 5
To theorem is demonstrated by showing a one-to-one mapping between the set of
maximal independent sets in the MB-RA-IDNC graph and the feasible transmis-
sions. Afterward, the weight of each independent set is shown to be equivalent
to the objective function. Therefore, the maximum weight independent set is the
optimal solution to the optimization problem in theorem 4.
The authors in [29] show that there exists a one-to-one mapping between
the set of feasible transmissions and the set of independent sets (reference [29]
considers the complementary graph and formulates the optimization problem as
a maximum weight clique search) in the RA-IDNC graph. Hence, to extend
the results of [29] to the MB-RA-IDNC graph, we only need to show that the
feasible transmissions between different transmissions are not adjacent, i.e., the
extra constraint CC3. Since each feasible transmission by a base-station is an
independent set and they are not connected, then the union of both sets is also
an independent set.
From the connectivity condition CC3 of the MB-RA-IDNC graph, the same
user cannot be targeted by distinct base-stations. Therefore, all vertices of in the
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sub-graph representing BS b are not connected to vertices in the sub-graph of BS
b′ as long as the targeted users are distinct. Therefore, each feasible combination
of targeted users, message combinations, and the transmission rate is represented
by a maximal independent set.
Conversely, it can readily be seen that each independent set represents a fea-
sible condition as it does not violate the connectivity conditions CC1, CC2, and
CC3. Indeed, for an independent set M, the transmission of the packet κb =
⊕vb,u,f,r∈Mf by base-station b at rate r is instantly for all users τb(κb) = ∪vb,u,f,r∈Mu.
To finish the proof, we show that the weight of the independent set is the
objective function of theorem 4. Let the weight of vertex vb,u,f,r be defined as in
theorem 5. The weight of a maximal independent set M with its corresponding
message mix τk and transmission rate R is:
w(M) =
∑
vb,u,f,r∈M
w(v)
=
∑
u∈τk
w(vb,u,f,r)
=
∑
b∈B
∑
u∈(KR∩τb(κb))
log
(
R
N²(R,Rub )
)
.
Therefore, the problem of reducing the completion time (theorem 4) in MB-
RA IDNC-enabled networks is equivalent to the maximum weight independent
set problem among the maximal independent sets in the MB-RA IDNC graph.
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