Abstract. We investigate generalized notions of the nerve complex for the facets of a simplicial complex. We show that the homologies of these higher nerve complexes determine the depth of the Stanley-Reisner ring k[∆] as well as the f -vector and h-vector of ∆. We present, as an application, a formula for computing regularity of monomial ideals.
Introduction
The Nerve complex has been an important object of study in algebraic combinatorics [Bjö03, Grü70, Bor48, Bas03, KM05, LSVJ11, CJS15, PUV16] . We remind the reader of its definition:
Let A = {A 1 , A 2 , . . . , A r } be a family of sets. Of special interest is the case where A is the set of facets of a simplicial complex ∆; in this case, one sets N (∆) := N (A). We propose a natural extension of this notion. We call this simplicial complex the i th Nerve Complex of ∆ and we refer to the N i (∆) and the higher Nerves Complexes of ∆.
When i = 1, this definition recovers N (∆). The Nerve Theorem of Borsuk [Bor48] gives that N (∆) and ∆ have the same homologies. We now explain how the higher nerves relate to the original complex in a more subtle manner. Namely, their homologies determine important algebraic and combinatorial properties of ∆. We summarize our main quantitative results below. In short, the numbers b ij = dim H i (N j (∆)) for 0 ≤ i ≤ d − j and 1 ≤ j ≤ d can be presented in a nice table which determine both the depth and the f -vector (and thus also the h-vector) of ∆. We provide an explicit example below.
Example 1.4. Consider the simplicial complex ∆ with facets {ABCD, BCDE, DEF G, DF GH}.
The following are geometric realizations of the complex and its higher nerves: There are consequences to our main results. For instance, we provide a formula to compute the regularity of any monomial ideal, not necessarily square-free, in Theorem 7.2. Other algebraic properties such as Serre's condition (S r ) can also be detected from the nerve table ([HL17] ).
Remark 1.5. Though we will not consider it in this paper, one can also define higher nerves in a more general setting. Let A be a collection of subsets of a topological space X. Define N i (A) := {F ⊆ [r] : dim ∩ j∈F A j ≥ i}, where dim represents Krull dimension. In this setting, special interest is given to the case where X is a Noetherian algebraic scheme; in this case, one sets N i (X) := N i (A), where A is the collection of irreducible components of X. In particular, if X = Spec R for a local ring R, then the N i (X) provide a natural generalization of the Lyubeznik complex of R (see [Lyu07,  We now briefly describe the structure of our paper. In Section 2, we cover combinatorial background and fix the notation we will use throughout the paper. In Section 3, we recall and prove certain basic facts about depth and connectivity of a complex, which motivate our results and will be used in our proofs. We provide a strengthened version of the classical Nerve Theorem that suits our purpose in Proposition 3.7. This proposition is a critical component of parts (1) and (2) of our main theorem. We conclude this section by proving part (1) of our main theorem. In Section 4, we provide several lemmata, the main technical tools of most of our proofs. Section 5 is devoted to the proof of the second part of our main theorem. Section 6 gives the proof of the third part of our main theorem and provides a formula for the h-vector in terms of homologies of higher nerves in Corollary 6.2. Section 7 applies our main theorem to give a formula for computing the Castelnuovo-Mumford regularity of any monomial ideal.
Notation and Definitions
In this section we introduce the notation we will use throughout this paper. Unless otherwise stated, we fix the field k and let H i denote ith reduced simplicial or singular homology, whichever is appropriate, always with coefficients in k.
We will use V (∆) to represent the vertex set of a simplicial complex ∆; we will use V instead of V (∆) when the choice of ∆ is clear; we also set n := |V (∆)| and S := k[x 1 , . . . , x n ]. We denote a subcomplex of ∆ induced on the vertex set W as ∆| W := {F ∈ ∆ : F ⊆ W }.
Given a subset T ⊆ V (∆), we may define the star, the anti-star, and the link of T , denoted st ∆ (T ), ast ∆ (T ), and lk ∆ (T ), respectively, as follows:
The star and link of T are the void complex exactly when T / ∈ ∆, and the link of T is the irrelevant complex {∅} exactly when T is a facet. On the other hand, the anti-star of any T V (∆) is nonempty.
We call ∆ (k) := {σ ∈ ∆ : |σ| ≤ k + 1} the k-skeleton of ∆.
Definition 2.1. Let F >k (∆) denote the face poset of ∆ restricted to faces of ∆ with cardinality strictly greater than k.
We note the face poset of ∆ is F >−1 (∆). Furthermore F >d (∆) is the empty poset.
Definition 2.2. The order complex of a poset P , denoted O(P ), is the simplicial complex whose faces are all chains in P .
We will denote the geometric realization of ∆ as ||∆||. Given a complex ∆, its barycentric subdivision may be defined as sd ∆ := O(F >0 (∆)). The following is well-known (see Corollary 5.7 of [Gib77] for example).
Lemma 2.3. The realization ||∆|| is homeomorphic to || sd ∆||. In particular,
We let ρ : F >0 (∆) → V (sd ∆) be the map which sends an element of F >0 (∆) to itself viewed as a vertex of sd ∆.
We will often use the following shorthand:
Notice that the image of ρ may be restricted to V ([∆] >k ) by restricting its domain to F >k (∆).
We say a simplicial map f is a simplicial isomorphism if f has an inverse that is a simplicial map. Note that if f : Q → P is an order-reversing or order-preserving poset map, then f :
Given a simplicial complex ∆, we also consider algebraic properties of its Stanley-Reisner ring. Readers unfamiliar with the algebraic terminology used may see [BH98] or a similar text for more background. Unless otherwise stated, we write d for dim k[∆], the Krull dimension of the ring k[∆]. We also use s(∆) to mean the size of the smallest facet of ∆. By depth k[∆] we mean the quantity
We further note that
Preparatory Results
In this section, we begin by exploring what is known in the literature and use our construction to prove some immediate results. Many of these results follow as a consequence of our main theorem, but their immediacy shows that our construction is a natural one. We then prove a generalization of Borsuk's nerve theorem for simplicial complexes.
We now present Hochster's formula, which will be used throughout the paper. It relates the i th local cohomology module of
, to the reduced homology of links of certain faces of ∆. Here m is the ideal of k[∆] generated by the residue classes of all variables in S.
Theorem 3.1 (Hochster [BH98] ). Let ∆ be a simplicial complex. Then the Hilbert series of the local cohomology modules of k[∆] with respect to the fine grading is given by: Following from the definition of higher nerves, we are able to quickly derive the following results. We will prove much stronger results in subsequent sections.
Lemma 3.4. If i ≤ s(∆) and N i (∆) is connected, then ∆ (1) is an i-connected graph.
Proof. Since N i (∆) is connected, there is a spanning tree of N i (∆) (1) . Let S be a set of all vertices of ∆ except for at most i − 1 of them. We have that N 1 (∆| S ) is connected, since the facets of ∆| S are a subset of the facets of ∆, and the induced spanning tree is preserved. Since connectedness is equivalent to trivial 0 th reduced homology and N 1 (−) preserves reduced homology, ∆| S is connected. Therefore ∆ (1) is i-connected.
Proof. Since ∆ (t−1) is Cohen-Macaulay, the facet-ridge graph of ∆ (t−1) is connected by [Har62] ; that is, between any pair of (t − 1)-faces of ∆, there is a sequence of (t − 1)-faces, so that each consecutive pair intersects in a (t − 2)-face. Then for any pair of facets of ∆, by choosing a (t − 1)-face for each, and finding such a sequence between them, we construct from this a sequence of facets so that each consecutive pair intersects in a (t − 2)-face. Therefore N t−1 (∆) is connected, and the result then follows from Lemma 3.4.
An easy proof of Borsuk's Nerve Theorem (Theorem 3.3) uses the following result.
Theorem 3.6 ([Qui78], Proposition 1.6). Let f : ∆ → O(P ) be a simplicial map. If for all x ∈ P we have that f −1 (P ≥x ) is contractible, then f induces a homotopy equivalence between ∆ and O(P ).
This theorem also provides a proof of our generalization of the classical Nerve Theorem. This result is probably known to experts, but we could not find the statement we need, so we provide a proof.
Proposition 3.7 (Generalized Nerve Theorem). [∆] >j is homotopy equivalent to N j+1 (∆).
Proof. We use a similar approach as that of Theorem 10.6 in [Bjö95] .
Let P = F >0 (N j+1 (∆)) and define f :
This map is order-reversing, and it is well-defined, since |σ| ≥ j + 1. Therefore, f : O(F >j (∆)) → O(P ) is a simplicial map. For any τ ∈ P , we have that
which is a face of ∆ and is thus contractible. Therefore, by Theorem 3.6, f induces a homotopy equivalence between O(F >j (∆)) and O(P ). Since O(P ) is the barycentric subdivision of N j+1 (∆), Lemma 2.3 says that ||O(P )|| ∼ = ||N j+1 (∆)||, and therefore, O(F >j (∆)) = [∆] >j is homotopy equivalent to N j+1 (∆).
Notice when j = 0, we recover the classical Nerve Theorem. We may now prove part (1) of our main theorem as a corollary. Proof. By Proposition 3.7, we get
But [∆] >j−1 has dimension at most d − j and the result follows.
Lemmata
In this section, we introduce several lemmata that will be integral to proving our main theorem.
Lemma 4.1. Let T be a face of ∆ and
Proof. First note that if T is a facet then lk ∆ (T ) = {∅} = [lk ∆ (T )] >0 . But, since T is a facet, {ρ(T )} must be a facet of [∆] >k−1 , since this is a chain of maximal length containing ρ(T ). Thus
, and thus we have the result if T is a facet. Now, suppose T ∈ ∆ is not a facet and define f :
. One can check that f is a simplicial isomorphism.
Then f induces a homeomorphism between the geometric realizations of [lk ∆ (T )] >0 and lk [∆] k−1 (ρ(T )), and the result follows from Lemma 2.3.
Lemma 4.2. Let T be a non-trivial, non-facet face of ∆ with |T | = k. Let i be such that
Proof. Notice that st(T ) ∪ ast ∆ (T ) = ∆ and st(T ) ∩ ast ∆ (T ) = lk ∆ (T ) = ∅, thus we have a Mayer-Vietoris exact sequence in reduced homology:
Since st(T ) is a cone, it is acyclic. Since H i−1 (∆) = H i (∆) = 0, this sequence gives that
By the same reasoning, we have
Lemma 4.3. Let ∆ be a simplicial complex and
Proof. We will proceed by induction on |J|. When |J| = 1, the result is immediate. Suppose the result holds for any J of cardinality k for some k ≥ 1, and suppose now that |J| = k + 1. Let x ∈ J and J ′ = J \ {x}. Suppose σ ∈ ∆. If x ∈ σ, then σ ∈ ∆| V \J ′ ; otherwise if σ contained some y ∈ J ′ , then {x, y} ∈ ∆, contradicting the fact that dim(
We have the following Mayer-Vietoris sequence in reduced homology:
. Therefore
Depth and higher nerves
Theorem 5.1. The following are equivalent:
Proof. We begin the proof by showing that each condition implies m ≤ s(∆) and thus we will never need to consider the case when T is a facet. Consider the first condition: if m > s(∆), then we may take j = s(∆) − 1, i = 1. This nerve will have an isolated vertex corresponding to the facet of smallest size. The nerve will not be connected unless that facet is the only facet. However, if this facet is the only facet, then we contradict the first condition for j = s(∆), i = 0. Now consider the second condition: suppose m > s(∆). Then take j = s(∆), i = 0. Then we have a contradiction when T is a facet.
To prove equivalence, we will induct on j. Thus, let us begin by considering the case j = 0. The first set of equations is then H i−1 (N 1 (∆)) = 0 for all i < m. Using Theorem 3.3 (1), we get that this statement is equivalent to H i−1 (∆) = 0 for all i < m. When j = 0, the second set of equations is in fact H i−1 (∆) = 0 for all i < m, since |T | = 0 implies T is the empty set. Thus we have equivalence when j = 0. Now, let us take as our induction hypothesis that our theorem holds for j = k − 1. Consider j = k < m. Assuming either set of equations holds, the j = 0 case again says that H i−1 (∆) = 0 for all i < m. By Proposition 3.7 and the j = k − 1 case, either set of equations yields H i−1 ([∆] >k ) = 0 for all i < m − (k − 1). Therefore, we may apply Lemma 4.2 for all i < m − (k − 1) − 1 = m − k. Thus, we have
Applying Lemma 4.3, we get:
And by Proposition 3.7:
Thus, we have completed the proof by induction.
Combining Corollary 3.2 and Theorem 5.1, we obtain the second part of our main theorem, Theorem 1.3, restated here: 
However, the converse to [Hib91, Proposition 2.8] does not hold, even with additional hypotheses on vanishing of homology, and therefore, these methods are incapable of establishing the reverse inequality.
The f -vector and the h-vector
In this section, we prove part 3 of Theorem 1.3. We set χ(N j (∆)) to be the Euler characteristic of N j (∆) and χ(N j (∆)) to be the reduced Euler characteristic of N j (∆). We use f i (∆) to indicate the i th entry in the f -vector of ∆.
We note that f −1 is always 1.
Proof. Before we proceed, we introduce some additional notation: Let f h,k be the number of h-faces in N k (∆). We note that for any complex ∆, f h,k is 0 for large enough h and for large enough k.
If a face appears in N k+1 (∆), then that face also appears in N k (∆). We wish to count the h-faces of N k (∆) which first appear in N k (∆). This number is given by
For a collection of facets ρ let ϕ(ρ) = ∩ F ∈ρ F . Note that for a given α ∈ ∆, the set of ρ such that α ⊆ ϕ(ρ) is Boolean. Let y, x 1 , . . . , x n be indeterminates, and let x α = i∈α x i . Then,
This is because for each α, the set of such ρ is Boolean, and therefore, ρ α⊆ϕ(ρ) (−1) |ρ| = 0. Now, setting x i = 1 for all i and solving for the ρ = ∅ term yields:
Taking the (i + 1) st coefficient of each side yields:
For the convenience of the reader, we have worked out the corresponding formula for the h-vector (h 0 = 1, h 1 , . . . , h d ) of ∆.
Corollary 6.2. For k ≥ 1 we have:
We also record the following:
Corollary 6.3. If ∆ 1 and ∆ 2 are simplicial complexes with H i−1 (N j (∆ 1 )) ∼ = H i−1 (N j (∆ 2 )) for all i, j, then ∆ 1 and ∆ 2 have identical f -vectors and h-vectors.
LCM-lattice and regularity of monomial ideals
In this section, we use our main theorem, Theorem 1.3, to deduce a formula for the CastelnuovoMumford regularity of any monomial ideal I, denoted by reg(I). We first fix some notation motivated by [GPW99] . Suppose f 1 , . . . , f r are the minimal monomial generators of I.
Definition 7.1. We define the j-th LCM complex of I to be: Proof. Let I pol = (g 1 , . . . , g r ) be the polarization of I. Then it is well-known that reg(I) = reg(I pol ) (see for instance [Pee11, Theorem 21 .10]). From the construction of the g i 's from the f i 's, it is obvious that for any subset F ⊆ [r], lcm i∈F (f i ) and lcm i∈F (g i ) have the same size. Thus, the problem reduces to the case when I is a square-free monomial ideal. Now let I ∨ be the Alexander dual of I. It is the Stanley-Reisner ideal of some complex ∆. We have that reg(I) = pd S/I ∨ = n − depth S/I ∨ by the Eagon-Reiner theorem ([MS05, Theorem 5.59]) and the Auslander-Buchsbaum formula. We now note that each g i is precisely the product of variables in the complement of the corresponding facet F i of ∆. Thus L j (I) = N n−j (∆). Putting all of these together, we have:
as desired.
Remark 7.3. Our formula above should be compared with Theorem 2.1 in [GPW99] .
