Markov operators with a unique invariant measure  by Lasota, Andrzej et al.
J. Math. Anal. Appl. 276 (2002) 343–356
www.elsevier.com/locate/jmaa
Markov operators with a unique invariant
measure
Andrzej Lasota,a Józef Myjak,b,∗ and Tomasz Szarek a
a Institute of Mathematics, Silesian University, Institute of Mathematics Polish Academy of Sciences,
Bankowa 14, 40007 Katowice, Poland
b Dipartimento di Matematica Pura ed Applicata, Universitá di L’Aquila, Via Vetoio,
67100 L’Aquila, Italy
Received 7 August 2001
Submitted by U. Stadtmueller
Abstract
LetM be the set of all finite Borel measures on a Polish space X. Let P be a Markov
operator onM and π the transition function corresponding to P . Set Γ (x)= suppπ(x, ·),
x ∈ X. It is proved that, if P admits a unique invariant measure µ∗, then µ∗(D) = 0 or
µ∗(
⋂∞
n=0 Γ n(D)) = 1 for every Borel set D such that Γ (D) ⊂ D. Moreover, if P is
nonexpansive, then a trajectory of every Markov chain corresponding to P and starting
from suppµ∗ is dense in suppµ∗. The last statement fails if we drop nonexpansivity
condition.
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0. Introduction
The existence of an invariant measure for a dynamical system has many im-
portant consequences. Furthermore, in the case when µ is absolutely continuous
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with respect to a given measure (for example, the Lebesgue measure in Rn) the
existence of an invariant measure is a basic fact for the whole ergodic theory.
However, much less is known when µ is invariant with respect to a given Markov
operator and it is not necessarily absolutely continuous.
The purpose of this paper is to study Markov operators acting on a separable
metric space and having an invariant measure. We are going to show that for any
such operator P the corresponding Markov multifunction Γ (x)= Pδx , where δx
is the Dirac measure supported at x , has some specific properties. Namely, let
D be a Borel set such that Γ (D) ⊂ D. We will prove that, if µ∗ is a unique
invariant measure of P , then µ∗(D) = 0 or µ∗(D) = 1. Moreover, if P is
recurrent in D and D is closed then, with probability 1, the trajectory of Markov
chain corresponding to P and starting from D is dense in D. In particular, if
X is compact or P is nonexpansive and µ∗ is a unique invariant measure of P
then, with probability 1, the trajectory of Markov chain corresponding to P and
starting from the set suppµ∗ is dense in suppµ∗. The last property fails if suppµ∗
is noncompact and P is not a nonexpansive mapping, even if P is a fellerian
operator admitting the unique invariant measure.
1. Preliminaries
Let (X,ρ) be a separable metric space. By B(x, r) we denote the open ball in
X with center at x and radius r . For A ⊂ X, A = ∅, clA stands for the closure
of A and diamA for the diameter of A. By R (respectively, N) we denote the
set of all reals (respectively, positive integers). Moreover, R+ = [0,+∞) and
N0 =N∪ {0}.
By B(X) we denote the σ -algebra of Borel subsets of X and by M=M(X)
the family of all finite Borel measures on X. Further, by M1 we denote the set
of µ ∈M such that µ(X)= 1 and byMs the space of all finite signed measures
on X.
Given a measure µ ∈M, the support of µ is defined by
suppµ= cl{x ∈X: µ(B(x, r))> 0 for r > 0}.
A family of measures {µn} ⊂M1 is called tight if for every  > 0 there exists
a compact set K ⊂X such that µn(K) 1−  for every n ∈N.
As usually, by B(X) we denote the space of all bounded Borel measurable
functions f :X→R and by C(X) the subset of all continuous functions. In both
spaces the norm is
‖f ‖ = sup
x∈X
∣∣f (x)∣∣.
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For f ∈B(X) and µ ∈M we write
〈f,µ〉 =
∫
X
f (x)µ(dx).
We admit thatMs is endowed with the Fortet–Mourier norm given by
‖µ‖ = sup{∣∣〈f,µ〉∣∣: f ∈L} for µ ∈Ms,
where L is the set of all f ∈ C(X) such that |f (x)|  1 and |f (x) − f (y)| 
ρ(x, y) for x, y ∈X.
We say that a sequence {µn} ⊂M converges weakly to a measure µ ∈M if
lim
n→∞〈f,µn〉 = 〈f,µ〉 for every f ∈ C(X).
It is well known that the convergence in the Fortet–Mourier norm is equivalent
to the weak convergence (see [7,10]).
An operator P :M→M is called a Markov operator if it satisfies the fol-
lowing conditions:
P(λ1µ1 + λ2µ2)= λ1Pµ1 + λ2Pµ2 for λ1, λ2 ∈R+, µ1,µ2 ∈M
and
Pµ(X)= µ(X).
A Markov operator P is called nonexpansive if
‖Pµ1 −Pµ2‖ ‖µ1 −µ2‖ for µ1,µ2 ∈M.
A measure µ is called invariant or stationary with respect to P if Pµ= µ.
A Markov operator P is called a Markov–Feller operator if there is an operator
U :B(X)→ B(X) such that:
(i) 〈Uf,µ〉 = 〈f,Pµ〉 for f ∈ B(X) and µ ∈M;
(ii) Uf ∈ C(X) for f ∈ C(X).
Operator U is called dual to P .
It can be proved that every nonexpansive Markov operator is a Feller operator.
A mapping π :X × B(X)→ [0,1] is called a transition function if π(x, ·) is
a probability measure for every x ∈ X and π(· ,A) is a measurable function for
every A ∈ B(X).
We say that a transition function π :X × B(X) → [0,1] is fellerian if the
function x→ π(x, ·) from X into M1 (endowed with the Fortet–Mourier norm)
is continuous.
Given a transition function π :X× B(X)→[0,1], the corresponding Markov
operator P , its dual U and Markov set function Γ are given by
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Pµ(A)=
∫
X
π(x,A)µ(dx) for A ∈ B(X),
Uf (x)=
∫
X
f (y)π(x, dy) for f ∈B(X)
and
Γ (x)= suppπ(x, ·) for x ∈X.
The function Γ is also called the Markov multifunction generated by π or shortly
the support of π (see [6]).
Given a measure µ ∈M define D = {f ∈ L1: f  0, ‖f ‖ = 1} where
L1 = L1(X,B(X),µ). Any function f ∈D is called a density.
A linear operator P̂ :L1 → L1 satisfying
(i) P̂ f  0 for f  0, f ∈ L1;
(ii) ‖P̂ f ‖ = ‖f ‖
is called a Markov operator (on densities). A function f ∈ D such that P̂ f = f
is called invariant with respect to P̂ .
Let (Ω,Σ,prob) be a probability space and let η :Ω → R and ξ :Ω →X be
random variables, G an event from Σ and G′ the complement of G. As usually,
E(η | ξ = x) stands for the conditional mathematical expectation of η with respect
to ξ and prob(G | ξ = x) stands for the conditional probability of G with respect
to ξ .
2. A zero–one theorem
In this section π denotes the fellerian transition function, P the corresponding
Markov operator and Γ the Markov set function.
Theorem 2.1. Assume that P has a unique invariant measure µ∗. Then
µ∗(D)= 0 or µ∗(D)= 1 (2.1)
for every Borel set D ⊂X such that Γ (D)⊂D.
Proof. Let U be the operator dual to P . Fix a Borel set D ⊂ X such that Γ (D)
⊂ D. Let x ∈ D be arbitrary. Since suppπ(x, ·) ⊂ D, hence π(x,X \ D) = 0.
From this and the equality U1A = π(· ,A) it follows that
U1X\D(x)= 0 for every x ∈D. (2.2)
Now define the measure µ0 by the formula
µ0(A)= µ∗(A∩D) for A ∈ B(X).
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By (2.2) and the equality 1A∩D = 1A − 1A\D , we have
U1A∩D(x)=U1A(x) for x ∈D and A ∈ B(X).
Using the last equality and the fact that µ∗ is invariant, we have
µ0(A)= µ∗(A∩D)= Pµ∗(A∩D)= 〈1A∩D,Pµ∗〉
= 〈U1A∩D,µ∗〉 〈U1A∩D,µ0〉 = 〈U1A,µ0〉 = Pµ0(A),
for arbitrary A ∈ B(X). From this and the equality Pµ0(X) = µ0(X) it follows
that µ0 is invariant with respect to P . Since µ∗ is a unique invariant probability
measure and µ0 is finite, there exists a constant c > 0 such that µ0 = cµ∗. In
particular µ0(D)= cµ∗(D). On the other hand, by the definition of µ0 we have
µ0(D)= µ∗(D). Consequently
µ∗(D)= cµ∗(D). (2.3)
If µ∗(D)= 0 the condition (2.1) is obviously satisfied. Ifµ∗(D) = 0 the condition
(2.3) implies c= 1. Therefore µ0 = µ∗ and
µ∗(D)= µ0(D)= µ0(X)= µ∗(X)= 1.
Thus the alternative (2.1) is proved. ✷
Starting from alternative (2.1) we may obtain some information concerning
Γ n(D), n ∈N. Namely we have the following
Theorem 2.2. Assume that P has a unique invariant probability measure µ∗.
Then
µ∗(D)= 0 or µ∗
( ∞⋂
n=0
Γ n(D)
)
= 1 (2.4)
for every Borel set D ⊂X satisfying Γ (D)⊂D.
Proof. For n ∈N0 set Dn = Γ n(D). Clearly Dn ⊂D for every n ∈ N0. Assume
that µ∗(D) > 0. To prove (2.4) it suffices to show that µ∗(Dn) = 1 for every
n ∈N0. This can be done by an induction argument. In fact, µ∗(D0)= µ∗(D)= 1
by Theorem 2.1. Now assume that µ∗(Dn)= 1 for some fixed n ∈ N0. Then for
every x ∈Dn we have
π
(
x,Γ (Dn)
)
 π
(
x,Γ (x)
)= 1
because Γ (x)= suppπ(x, ·). Consequently
U1Γ (Dn)(x)= 1 for x ∈Dn. (2.5)
Since µ∗ is an invariant measure we have
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µ∗(Dn+1)= µ∗
(
Γ (Dn)
)= 〈1Γ (Dn),µ∗〉
= 〈1Γ (Dn),Pµ∗〉 = 〈U1Γ (Dn),µ∗〉.
Using (2.5) and the induction hypothesis, the last integral can be evaluated as
follows:
〈U1Γ (Dn),µ∗〉 =
∫
X
U1Γ (Dn)(x)µ∗(dx)

∫
Dn
U1Γ (Dn)(x)µ∗(dx)= µ∗(Dn)= 1.
Thus µ∗(Dn+1)= 1. The proof is completed. ✷
Remark 2.1. In particular Theorems 2.1 and 2.2 hold for D = suppµ∗.
Note that Theorems 2.1 and 2.2 are in the spirit of results from [4] and [8].
Namely, the paper [4] deals with the properties of Markov operators acting on
densities defined on the space of linear functionals which assume values 0 or 1
on any characteristic function of a measurable set. In [8] it is proved that given a
transition function π which is m-essentially irreducible with respect to σ -finite
measure m, there exists a set X0 ⊂ X of full m-measure, such that for every
x ∈X0, all measures with some class generated by π(x, ·) either are disjoint from
m or dominate m in the sense of absolute continuity.
3. Density of trajectories
As in the previous section we assume that a fellerian transition function π ,
the corresponding Markov operator P and the Markov set function Γ are given.
It is well known, that having transition function π and the space of measures
M1, one can construct a probability space (Ω,Σ,prob) such that for every
µ ∈M1 there exists a Markov chain {xn}n0 such that prob(x0 ∈A)= µ(A) and
prob(xn+1 ∈A | xn = x)= π(x,A). We call such Markov chain corresponding to
Markov operator P .
We say that P is recurrent in D (D ⊂X), if for every ball B with center at D
there is α > 0 such that
lim
n→∞ supP
nδx(B) α for x ∈D. (3.1)
Theorem 3.1. Let D be a closed nonempty set such that Γ (D)⊂D. Assume that
P is recurrent in D and denote by {xn}n0 a corresponding to P Markov chain
such that prob(x0 ∈D)= 1. Then
prob
(
cl{x0, x1, . . .} =D
)= 1. (3.2)
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Proof. Let B be a fixed open ball centered at D and let α be the corresponding
number such that (3.1) is satisfied. For i, k,m ∈N, k <m, define
Hi = {xi ∈B}, Gk =
∞⋃
i=k
Hi and Gk,m =
m⋃
i=k
Hi.
Clearly
prob
(
G′k+1,m | xk = x
)
 prob
(
G′k+1 | xk = x
)
for k ∈N. (3.3)
We are going to show that for m> k we have
lim
m→∞prob
(
G′k+1,m | xk = x
)
 1− α
2
for x ∈X. (3.4)
To prove this, fix k ∈ N and x ∈ X, and consider an auxiliary Markov chain
{yn}n0 corresponding to π with initial term y0 = x . From the definition of the
Markov processes (see [3,9]) it follows that
prob(y1 ∈ B ′, . . . , yp ∈ B ′)
=
∫
B ′
π(x, dµ1)
∫
B ′
π(u1, dµ2) . . .
∫
B ′
π(up−2, dµp−1)π(up−1,B ′)
where p =m− k. On the other hand, for conditional probability we have
prob(xk+1 ∈ B ′, . . . , xm ∈B ′ | xk = x)
=
∫
B ′
π(x, dµ1)
∫
B ′
π(u1, dµ2) . . .
∫
B ′
π(up−2, dµp−1)π(up−1,B ′).
Thus
prob
(
G′k+1,m | xk = x
)= prob(xk+1 ∈ B ′, . . . , xm ∈ B ′ | xk = x)
= prob(y1 /∈ B, . . . , ym /∈ B) min
1im
prob(yi /∈B).
Since the process {yn}n0 was starting from y0 = x we have
prob(yi ∈B ′)= P iδx(B ′)= 1− P iδx(B).
From this and (3.1) it follows that
max
1im
prob(yi ∈ B) > α2
for sufficiently large m. Consequently
min
1im
prob(yi ∈ B ′) 1− α2
which proves (3.4). Due to (3.3) and (3.4) we obtain
prob
(
G′k+1 | xk = x
)
 1− α
2
for k ∈N and x ∈X.
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Consequently
prob(Gk+1 | xk = x) α2 for k ∈N and x ∈X.
Using mathematical expectation, the last inequality may be written in the form
E(1Gk+1 | xk = x)
α
2
.
Now we define a random variable z setting
z=
{1 if xn ∈ B for some n ∈N,
0 otherwise.
Since evidently z 1Gk+1 , hence
E(z | xk = x) α2 for x ∈X.
By Markov property
E(z | xk = x)=E(z | x1, . . . , xk = x) α2 for x ∈X. (3.5)
Using the martingal theorem we obtain
lim
k→∞E(z | x1, . . . , xk)= z.
The last condition and (3.5) imply that z= 1 with probability 1. In other words,
prob
({x0, x1, . . .} ∩B = ∅)= 1.
Since B is an arbitrary ball centered at D and the space X is separable, the
statement of Theorem 3.1 follows. The proof is completed. ✷
Theorem 3.2. Let P be a nonexpansive Markov operator. Assume that P admits
a unique invariant measure µ∗ ∈M1. Set A∗ = suppµ∗ and denote by {xn}n0
a corresponding to P Markov chain such that prob(x0 ∈A∗)= 1. Then
prob
(
cl{x0, x1, . . .} =A∗
)= 1. (3.6)
Proof. Fix a point x ∈ A∗ and consider a sequence of measures {µn}n1 given
by the formula
µn = 1
n
n∑
i=1
P iδx for n ∈N. (3.7)
We claim that the sequence {µn} is tight. To prove this, fix an  > 0. By the Ulam
theorem there exists a compact set K ⊂X such that
µ∗(K) 1− a/2 where a = µ∗
(
B(x, 2/8)
)
.
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Now define the measure µ˜ ∈M1 by the formula
µ˜= µ∗(A∩B(x, 
2/8))
µ∗(B(x, 2/8))
for A ∈ B(X).
Obviously µ˜ µ∗/a and consequently Pnµ˜µ∗/a for n ∈N. Hence
Pnµ˜(X \K) (1/a)µ∗(X \K) 2 for every n ∈N.
Since supp µ˜⊂ B(x, 2/8) and P is nonexpansive, we have
‖Pnµ˜− Pnδx‖ ‖µ˜− δx‖ diam
(
B(x, 2/8)
)
 
2
4
.
Now by [10, Lemma 3.1], we have
Pnδx(K/2) Pnµ˜(K)− 2  1−  for n ∈N. (3.8)
(Here K/2 = {x ∈ X: ρ(x,K)  /2}.) Using the inequality (3.8) it is easy to
see that the sequence {Pnδx} is tight. Consequently, the sequence {µn} is tight.
By the Prohorov theorem there exists a subsequence {µnk } of {µn} converging
weakly to a measure µ0 ∈M1. Since P is nonexpansive and Pµnk −µnk → 0 as
k→∞, we have Pµ0 = µ0. From the uniqueness of invariant measure it follows
that µ0 = µ∗. Let B be an arbitrary open ball with center at suppµ∗. By virtue of
Alexandrov theorem
lim inf
k→∞ µnk (B) µ∗(B).
Consequently
lim sup
k→∞
Pnδx(B) µ∗(B).
This implies immediately that P is recurrent in A∗. The condition (3.6) follows
now immediately from Theorem 3.1. ✷
Theorem 3.3. Let X be a compact space and P a Markov operator on M(X).
Assume that P admits a unique invariant measure µ∗ ∈M1 and denote by
{xn}n0 a corresponding to P Markov chain such that prob(x0 ∈A∗)= 1. Then
prob
(
cl{x0, x1, . . .} =A∗
)= 1.
Proof. Since the sequence {µn} given by (3.7) is tight, one can use the same
argument as that of Theorem 3.2. ✷
4. On Poincaré’s recurrence theorem
According to [1] we say that a probability measure µ ∈M1(X) is invariant
with respect to a closed valued multifunction F :X→X if and only of
µ(A) µ
(
F−1(A)
)
for every A ∈ B(X),
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where
F−1(A)= {x ∈X: F(x)∩A = ∅}.
In [1] it is proved that if X is a compact metric space and F :X→X is a closed
valued multifunction with nonempty values, then there exists a measure µ ∈
M1(X) invariant with respect to F . Using this fact, the authors have established
a multivalued version of Poincaré’s recurrence theorem. Now we will see that
analogous results can be given for Markov multifunction Γ acting on a separable
metric space.
Theorem 4.1. Let P be a Markov operator and let Γ be the Markov multifunction
corresponding to a transition function π . If P has an invariant measure µ∗ then
µ∗ is also invariant with respect to Γ .
Proof. From equality Pµ∗ = µ∗ it follows that
µ∗(A)=
∫
X
π(x,A)µ∗(dx) for A ∈ B(X).
Since the set {x: π(x,A) > 0} is contained in the set
Γ −1(A)= {x: suppπ(x, ·)∩A = ∅},
we have
µ∗(A)=
∫
Γ −1(A)
π(x,A)µ∗(dx)µ∗
(
Γ −1(A)
)
,
which completes the proof. ✷
Now, using Theorem 4.1 and the argument similar to that of Theorem 2.2 in
[1], one can obtain the following multivalued version of Poincaré’s recurrence
theorem (analogous of [1, Theorem 2.2]).
Theorem 4.2. Let µ∗ be the probability measure invariant with respect to P . Then
µ∗(A∩A∞)= µ∗(A) for every A ∈ B(X),
where
A∞ =
⋂
k0
⋃
nk
Γ −n(A).
5. A counterexample
We are going to show that if A∗ = suppµ∗ is a noncompact set and P is
not a nonexpansive mapping, then the trajectory of corresponding Markov chain
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starting from A∗ is not necessary dense in A∗, even if P is a fellerian operator
admitting the unique invariant measure µ∗.
Indeed, let
H = {(x, y) ∈R2: |y| 1}.
For notational convenience set
H ◦ = {(x, y) ∈R2: |y|< 1}
and
H1 =
{
(x, y) ∈R2: |y| = 1}.
Let g :R→ (0,1) be a density of a probability measure on R. Consider the
transition function π :H ×B(H)→[0,1] given by the formula
π
(
(x, y),A
)= (1− y2)ν(A)+ y2δS(x,y)(A), (5.1)
where
ν(A)= 1
2
∫ ∫
A
g(x) dx dy and S(x, y)= (x + 1, y3)
for (x, y) ∈H and A ∈ B(H).
It is easy to verify that the corresponding to this transition function Markov
operator P :M(H)→M(H) is given by
Pµ(A)= ν(A)
∫ ∫
H
(1− y2)µ(dx dy)+
∫ ∫
S−1(A)
y2µ(dx dy) (5.2)
and the corresponding Markov multifunction Γ by
Γ (x, y)=
{
H, if (x, y) ∈H ◦,{
(x + 1, y)}, if (x, y) ∈H1. (5.3)
Evidently P is a Markov–Feller operator. From (5.1) it follows that for every
Markov process {xn}n0 with the transition function π we have
prob(xn ∈H1)= 1 for n ∈N,
whenever prob(x0 ∈H1)= 1. Analogously, from (5.3) we obtain
Γ n(A)⊂H1 for n ∈N,
if A⊂H1.
Now we will show that P has a unique invariant measure µ∗ and that
suppµ∗ =H .
The proof of this fact consists of two steps. First we are going to show that P
has a unique normalized absolutely continuous measure. Then we will show that
every measure invariant with respect to P is absolutely continuous.
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Observe that for every finite absolutely continuous measure
µ(A)=
∫ ∫
A
f (x, y) dx dy for A ∈ B(H),
the measure Pµ is also absolutely continuous with the density
(P̂ f )(x, y)= 1
2
g(x)
∫ ∫
H
f (u, v)(1 − v2) dudv+ 1
3
f (x − 1, y1/3). (5.4)
Formula (5.4) defines a Markov operator P̂ (on densities) which maps the space
L1(H) into itself. In order to show that P̂ has a unique invariant density choose
an f ∈L1(H)∩L∞(H) and define
fn = P̂ nf for n ∈N, f0 = P̂ 0f = f.
We are going to show that P̂ has a lower bound function (see [5]). To prove this,
for n ∈N0 define
Fn(y)=
∫
R
fn(x, y) dx.
From the definition of fn and (5.4) it follows that
Fn+1(y)= 12
1∫
−1
Fn(v)(1− v2) dv+ 13Fn(y
1/3). (5.5)
Write
Mn = ess supFn, n ∈N0
and assume that M0 <∞. From (5.5) it follows that
Mn+1 
1
2
+ 1
3
Mn.
Consequently Mn < 1 for sufficiently large n, say n n0. From this and the fact
that Fn are densities defined on the interval [−1,1], it follows that
3/4∫
−3/4
Fn(y) dy 
1
2
for n n0. (5.6)
Now we may apply this result to the original sequence {fn} (fn = P̂ nf ). Ac-
cording to (5.4), the fact that Mn < 1 and (5.6), we obtain
fn+1(x, y)= 12g(x)
1∫
−1
Fn(v)(1 − v2) dv+ 13fn(x − 1, y
1/3) 3
16
g(x)
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for n n0. Thus for arbitrary density f which belongs to the set
D1 =
{
f ∈L1(H)∩L∞(H):
∫
R
f (x, y) dy <∞
}
there exists an integer n0 such that
Pnf (x, y) 3
16
g(x) for n n0 + 1, x ∈R. (5.7)
Since D1 is dense in the set
D= {f ∈L1(H): ‖f ‖L1(H) = 1},
the inequality (5.7) shows that (3/16)g is the lower function of P̂ . According to
the lower function theorem (see [5, Theorem 5.6.2] or [7]) this implies that for
every f ∈D the sequence {P̂ nf } converges in L1(H)-norm to a unique invariant
density f∗. This implies that
µ∗(A)=
∫ ∫
A
f∗(x, y) dx dy, A ∈ B(H),
is the unique invariant measure for the Markov–Feller operator P given by (4.2).
Now we are going to show that every invariant measure with respect to P is
absolutely continuous. For, assume that µ∗ ∈M1 is invariant with respect to P .
First observe that
µ∗(H1)= 0.
Indeed, since µ∗ is invariant we have
µ∗
(
(a, b)× {−1,1})= (P kµ∗)((a, b)× {−1,1})
=µ∗
(
(a + k, b+ k)× {−1,1})
for k ∈ N and a, b ∈ R, a < b. This implies µ∗((a, b) × {−1,1}) = 0. Thus
µ∗(R× {−1,1})= 0 and consequently µ∗(R× (−1,1))= 1.
Further we show that µ∗ is absolutely continuous. Conversely, suppose that
µ∗ = µa +µs,
where µa is absolutely continuous and µs is singular part of µ∗. Set
P1µ(A)= ν(A)
∫ ∫
H
(1− y2)µ(dx dy),
P2µ(A)=
∫ ∫
S−1(A)
y2µ(dx dy),
for A ∈ B(H) and µ ∈M(H). Since µ∗ is invariant, we have
µ∗ = P1µ∗ + P2µ∗ = P1µ∗ + P2P1µ∗ + P2P2µ∗.
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Consequently
µa +µs = P1µ∗ +P2P1µ∗ + P2P2µa + P2P2µs.
Since P1µ∗ is absolutely continuous and P2 maps every continuous measure into
continuous measure, hence P2P1µ∗ and P2P2µ∗ are continuous. Consequently
P2P2µs  µs . On the other hand, for every measure µ ∈M(H) with µ(H ◦) > 0
we have
P2P2(H) < µ(H).
Since P2P2µs  µs and µs(H1) = 0, we have µs = 0. This completes the
proof. ✷
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