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Abstract
We propose a novel model for temporal detection
and localization which allows the training of deep
neural networks using only counts of event occur-
rences as training labels. This powerful weakly-
supervised framework alleviates the burden of the
imprecise and time-consuming process of anno-
tating event locations in temporal data. Unlike
existing methods, in which localization is explic-
itly achieved by design, our model learns local-
ization implicitly as a byproduct of learning to
count instances. This unique feature is a direct
consequence of the model’s theoretical properties.
We validate the effectiveness of our approach in a
number of experiments (drum hit and piano onset
detection in audio, digit detection in images) and
demonstrate performance comparable to that of
fully-supervised state-of-the-art methods, despite
much weaker training requirements.
1. Introduction
In recent years, deep learning techniques have demonstrated
outstanding performance on numerous tasks ranging from
object recognition to natural language processing (Schmid-
huber, 2015; LeCun et al., 2015). However, this success
comes at a cost: large annotated datasets are typically
needed for training. Alleviating this requirement remains
an important open problem. Indeed, while hand-labeling
can be a very tedious and time-consuming process (Deng
et al., 2009), automated label assignments based on external
sources (Abu-El-Haija et al., 2016) are not always available
nor reliable. Both approaches suffer further from the same
inherent risk of introducing errors and imprecisions into
datasets (Fre´nay & Verleysen, 2014).
In order to address this issue, some approaches attempt to
extract a signal from unlabeled data hence making the train-
ing effectively unsupervised. While unsupervised models
1Cardiff University, United Kingdom. Correspondence to:
Julien Schroeter <SchroeterJ1@cardiff.ac.uk>.
Proceedings of the 36 th International Conference on Machine
Learning, Long Beach, California, PMLR 97, 2019. Copyright
2019 by the author(s).
Figure 1. Illustration of loss computation for drum transcription.
Given as input a spectrogram, the model successively estimates:
(a) Event processes pi, (b) Count distributions Yi, (c) Loss L(θ).
have been successfully leveraged for representation learning
(Lee et al., 2009; Doersch et al., 2015; Radford et al., 2015),
dimensionality reduction (Hinton & Salakhutdinov, 2006)
or clustering of highly structured data (Hastie et al., 2009),
the absence of any annotation limits their versatility and
effectiveness on more complex tasks.
Another angle of attack consists in weakening the annota-
tion requirement. Indeed, weakly-supervised models are
an effective way to mitigate the challenge of accurate and
cost-effective dataset labeling by being able to leverage sim-
plified and more easily accessible labels. Annotations de-
scribing only instance classes, but not positions (in space or
time), have been successfully leveraged in computer vision
for object detection (Fergus et al., 2003) or action localiza-
tion (Duchenne et al., 2009). In recent years, a number of
deep learning approaches have pushed the state-of-the-art
further (Bilen & Vedaldi, 2016; Shou et al., 2018). However,
despite its potential, the weakly-supervised framework has
only recently attracted attention in other domains, such as
audio event localization (Kumar & Raj, 2016).
In this paper, we propose a novel weakly-supervised learn-
ing approach for localization and detection of events in
sequential data, which requires only the number of event
occurrences as training label. Unlike its fully-supervised
counterparts, our model successfully learns both event rep-
resentation and detection without any localization prior.
The need for temporally localizing instantaneous events
using only occurrence counts for training arises in many
different contexts. For example, in music, the number of
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note instances can easily be counted, whereas determining
the exact onset time requires far more effort. Similarly, in
sports, the number of occurrences of numerous types of
events (e.g., goals, fouls, etc.) is commonly known in aggre-
gated forms at the end of games, while precise localization
of these actions is substantially more tedious.
Unlike previous works which are explicitly designed for
localization, our proposed model learns event localization
implicitly via model constraints. More precisely, our model
does not rely on any attention mechanisms (Mnih et al.,
2014; Luong et al., 2015) or other devices for explicit local-
ization, but rather indirectly learns localization as a byprod-
uct of learning to count instances (Section 4). After some
implementation considerations in Section 5, the model is
thoroughly evaluated on several tasks such as drum tran-
scription, piano note onset detection, and digit detection in
Sections 6, 7, and 8 respectively.
Contributions In this work, we: (a) Propose a novel
model to solve weakly-supervised temporal localization
and detection tasks. (b) Present an analysis of the model’s
properties. (c) Demonstrate the efficiency of our weakly-
supervised model on several experiments: drum transcrip-
tion and piano note onset detection. (d) Develop an exten-
sion of our model to object detection in images.
2. Related Work
The majority of weakly-supervised temporal localization
models have been developed for both video and audio
events localization. We briefly review them below.
Weakly-supervised video action localization First,
Duchenne et al. (2009) proposed a discriminative cluster-
ing approach to segment action snippets from the back-
ground. This clustering framework was later revisited by
Bojanowski et al. (2014) to handle temporal assignment
problems — i.e., to partition the sequence using an or-
dered list of actions. This problem was also addressed
by Huang et al. (2016) using an extended Connectionist
Temporal Classification method (Graves et al., 2006) and
by Richard et al. (2017) introducing a fine-grained subac-
tion model.
Another prevailing problem in action localization consists
in action intervals prediction rather than temporal seg-
mentation. Initial works include the unsupervised gen-
erative bag of spatio-temporal interest points approach
proposed by Niebles et al. (2008) which actually infers
a more general spatio-temporal localization. The same
problem was tackled by Nguyen et al. (2009) by simul-
taneously learning segment selection and classification.
Later, Gan et al. (2015) used spatio-temporal saliency
maps obtained by back-passing through the classification
CNN to achieve localization, while Singh and Lee (2017)
extended their Hide-and-Seek approach to action local-
ization. Recently, attention-based approaches have been
used extensively. First, Wang et al. (2017) introduced the
UntrimmedNet — an attention model performing local-
ization on pre-selected video segments. The mechanism
was improved by Nguyen et al. (2018) with class-specific
activation maps, while Shou et al. (2018) replaced the
fixed thresholding by a dynamic approach based on the
proposed Outer-Inner-Contrastive (OIC) loss.
However, by focusing on subsegments regardless of their
temporality, most methods neglect additional temporal in-
formation contained in the data (e.g., relative order of
events, what precedes an event, etc.). To address this is-
sue, Niebles et al. (2010) modeled actions as a composi-
tion of motion segments. In this paper, as the core of our
approach relies on recurrent units, the temporal nature of
the data is intrinsically taken into account.
Weakly-supervised audio localization Similarly to ac-
tion localization, attention-based models have become a
common solution to weakly-supervised audio localization
tasks. Xu et al. improved their own attention-based con-
volutional recurrent neural network (Xu et al., 2017) by
applying a trainable gated linear unit instead of the clas-
sical ReLU (Xu et al., 2018), while Kong et al. (2017)
performed joint detection and classification on overlap-
ping blocks. Alternatively, Kumar and Raj (2016) lever-
aged multiple instance learning to address the localiza-
tion task. A similar method based on convolutional net-
work rather than support vector machines or classical neu-
ral networks was proposed later by Liu and Yang (2016).
Lee et al. (2017) further improved the framework by in-
corporating segment-level and clip-level predictions en-
sembling. Finally, Adavanne and Virtanen (2017) used
a stacked convolutional and recurrent network to sequen-
tially predict stronger and weaker labels.
Overall, as for actions in videos, weakly-supervised local-
ization in audio is also commonly achieved explicitly us-
ing attention mechanisms or segment-level detection and
classification. This contrasts with our approach which im-
plicitly learns localization while the occurrence count is
being learned. Another unique feature of our model re-
sides in the temporal nature of the events: this paper fo-
cuses on localizing instantaneous events precisely (some-
times in the order of milliseconds) rather than estimating
the extent of longer actions.
3. Problem Formulation
Since the task at hand is slightly different to that of most
works on temporal event localization, we begin by for-
mally defining the data assumptions and the exact local-
ization problem.
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Let D be the training data with N samples:
D := {(Xi,yi) : 0 < i ≤ N} . (1)
Let us consider the relationship between predictor Xi and
dependent variables yi. First, each Xi is assumed to be
an observable temporal sequence, i.e., Xi = (xi(t))
Ti
t=1 ∈
IRTi×λ. (Depending on the application, this can stand
for any λ-dimensional time-series such as spectrograms
or DNN-learned representations.) Second, we assume
there exists an underlying unobservable event process
Ei = (ei(t))
Ti
t=1 ∈ {0, 1}Ti×d, indicating the presence of
events. (For ease of explanation, instead of general mul-
tivariate event processes we consider the univariate case
(d = 1) throughout the theoretical part of this work.) Each
event process is assumed to be a function of its predictors:(
ei (t)
)τ
t=1
= g
((
xi(t)
)τ
t=1
)
,∀τ ≤ Ti. (2)
Finally, the observable dependent variables yi are defined
as the total number of occurred events:
yi =
∑
t
ei(t) . (3)
Informally, the main objective of this paper consists in
accurately detecting and localizing instantaneous events
(whose duration is one time step) in time, while only re-
quiring the total number of occurrences as training data.
Hence, the problem we want to solve is the following:
Event process estimation (EPE) problem: Estimate the
event process E = (e (t))Tjt=1 ∈ {0, 1}T underlying an
unseen process X using only the data D for training.
Remark In addition to localization in unseen data, the
capability of the model to estimate event processes from
counts is itself useful, for example for enriching the train-
ing data.
3.1. Underlying Assumptions
The definition above implies only weak assumptions
about the event processes:
Uniqueness Only one event per class occurs at each time
step. This condition is commonly met in most datasets.
Otherwise, the use of smaller temporal granularities can
easily solve the problem.
Localization Each event lasts for a unique time step. This
assumption sets our approach apart from previous works
on temporal localization. In this setting, events are by def-
inition not spread out in time. Nevertheless, this localiza-
tion assumption only needs to hold in the representation
space: xi(t) may correspond to representations of longer
time-intervals in the original data space.
4. Model
The main idea of this paper is to design a model such that
localization implicitly emerges by constraint: the model
is intrinsically bound to output a clear-cut estimate of an
event process in order to make a valid prediction of the
number of occurrences.
4.1. Model Definition
We propose the following model to solve the event pro-
cess estimation (EPE) problem:
Yi =
∑
t
Ei(t) ,
Ei (t) = B (pi(t)) , ind. Bernoulli,
pi (t) = f
((
xi(n)
)t
n=1
)
.
(4)
The event occurrences ei and counts yi are realizations of
Ei and the (stochastic) count distributions Yi respectively.
(The independence assumption of the Bernoulli distribu-
tions is valid even though the probabilities pi might be
correlated.) In this paper, the function f will be esti-
mated using recurrent units, such as an LSTM (Hochre-
iter & Schmidhuber, 1997) or GRU (Cho et al., 2014)
with model parameters θ, which constitutes a rather nat-
ural choice given the model’s temporal structure:
pˆi,θ (t) = fˆθ
((
xi(n)
)t
n=1
)
. (5)
4.2. Loss
By definition, the event count distribution Yi,θ follows a
Poisson-binomial distribution:
Pr(Yi,θ = k | Xi) =
∑
A∈Fk
∏
l∈A
pˆi,θ(l)
∏
j∈Ac
(1− pˆi,θ(j)),
(6)
where Fk is the set of all subsets of {1, 2, ..., Ti} of size k.
Thus, estimation of the parameter set θ can be done by
comparing the distribution Pr(Yi,θ = k | Xi) to the tar-
get sample distribution determined by yi. The Kullback-
Leibler divergence (1951), which in this specific case cor-
responds to the cross-entropy and max-likelihood, is a
suitable choice for the loss function:
L(θ) = −
∑
i
log (Pr (Yi,θ = yi | Xi)) . (7)
The computation process of this newly introduced LoCo-
loss (Localization through Counting) is illustrated in
Figure 1.
4.3. Properties
The convergence of the proposed model towards a stable
solution of the EPE problem is not obvious. Below, we
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show how optimizing L(θ) leads not only to an exact es-
timation of the total number of occurrences but also to a
precise estimation of the event processes.
Property 1 (Mass shift irreversibility)(
Yi,θ(t)
)Ti
t=1
is monotonically increasing.
This statement directly follows from the definition of Y as
a sum of non-negative random variables. Intuitively, this
implies that any probability mass shift towards increasing
count values can never be shifted back — constituting a
strong implicit model constraint. Thus, unlike most of its
counterparts, our model is prevented from early triggering
since all mass movements are irreversible. Indeed, if the
model was anticipating, the loss would surge whenever
events would ultimately not occur, as counts estimates
cannot be reduced a posteriori. (No early triggering)
Lemma 1 (Decreasing maximum)
max
k
Υi(k, t) ≤ max
k
Υi(k, t− 1), (8)
where Υi(k, t) := Pr(Yi,θ (t) = k). This property can eas-
ily be proven by inserting the definition of pi into the fol-
lowing recursive formula derived from both the law of to-
tal probability and the definition of the Poisson-binomial
distribution
Property 2 (Recursion on k, t)
Υi(k, t) =
(1−pi(t))Υi(k, t−1) k=0(1−pi(t))Υi(k, t−1) + pi(t)Υi(k−1, t−1) k>0
(9)
where Υi(k, 0) = 1k=0.
Lemma 1 reveals that once the mass of Y is dispersed, it
cannot be reconcentrated. Indeed, the variance of Υi(k, t)
is nondecreasing with t:
σ2Υi(·,t)−σ2Υi(·,t+1) = (1−pi(t+1))pi(t+1) ≥ 0. (10)
This second constraint clearly sets our approach apart
from standard recurrent models, which can freely update
their mass distribution over time.
Lemma 2 (First upper bound)
max
k
Υi(k, t) ≤ 12 + minj≤t ‖
1
2 − pi(j) ‖. (11)
Indeed, as the ordering of the independent Bernoulli dis-
tributions up to time t has no impact on the final distribu-
tion Υi(k, t), the pi(·) satisfying maxj≤t ‖ 12 − pi(j)‖ can
be placed first. The lemma then follows from (8) and (9).
This inequality indicates that even a single prediction pi(·)
around 12 can cause the maximum of Y to drop perma-
nently. This bound (11) is loose as it only derives from a
single pi(·); according to the decreasing maximum prop-
erty (8), the rest of the pi(·) can only reinforce this effect.
4.4. Consequence
These first results can appear abstract. However, the con-
nection between distribution upper-bounds and detection
performance becomes evident once the definition of the
LoCo-loss function is restated:
L(θ) = −
∑
i
log (Pr (Yi,θ = yi | Xi))
= −
∑
i
log (Υi(yi, Ti))
(11)
≥ −
∑
i
log
(
1
2 + minj≤t
‖ 12 − pi(j) ‖
)
.
(12)
In other words, if a sequence cross-entropy of −log (α) is
reported, then no estimated event probability pi(·) can sat-
isfy α≤ 12−minj ‖ 12−pi(j)‖. Thus, a more in-depth under-
standing of maxk Υi(k, t) can help us uncover properties
of the predicted event process as the learning progresses.
To this end, further upper-bounds could be derived using
Petrov’s theorem (2007) for tail lower-bound of distribu-
tions with finite fourth moment. However, the complex-
ity of the final statements overshadows its potential rele-
vance. On the other hand, Le Cam’s theorem (1960) com-
bined with the properties derived so far yields a more in-
terpretable result when applied to our problem.
Property 3 (Sparse mass concentration) The inequality
derived below reveals that, as the loss decreases, small
pi(·) will quickly converge towards zero.
max
k
Υi(k, t)
(8)
≤ min
l≤t
max
k
Υi(k, l)
ind
= min
σ,l≤t
max
k
Υi,σ(k, l)
Le Cam
≤ min
σ,l≤t
max
k
λki,σ,le
−λi,σ,l
k!
+ 2
l∑
j=1
pi,σ(j)
2
def
= min
σ,l≤t
max
k
[∑l
j=1 pi,σ(j)
]k
e
−
[∑l
j=1 pi,σ(j)
]
k!
+ 2
l∑
j=1
pi,σ(j)
2,
(13)
where pi,σ(·) stands for pi(·) after permutation σ. The
same notation is used for Υ and λ. This property can be
more easily interpreted if one considers the permutation
σ which sorts the pi(·) in ascending order.
Example Let us suppose that the hundred smallest pi(·)
of a sequence are equal to 0.01. Substituting into Equa-
tion (13) then yields maxk Υi(k, Ti) ≤ 1e + 0.02, which
leads to a sizable cross-entropy value. Consequently, as
the learning progresses, even the smallest pi(·) have to
decrease to avoid the Y distribution to diffuse.
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4.5. Convergence
Assuming that the events are detectable and well-defined,
precise and almost binary localization will emerge from
the model constraints. First, the monotonically increas-
ing behavior of the sequence (Yi,θ (t))
Ti
t=1 implies that
all mass shifts are permanent, thus preventing the model
from triggering early. Second, Le Cam’s inequality (13)
implies a weak mass concentration property. Indeed, un-
like most benchmark models, a detection cannot be split
into numerous small pi(·) contributions. Most of the mass
for a single event is thus concentrated within a few time
steps. Third, these previous results combined with the
first upper-bound (11) yields a strong mass concentration
property. Indeed, as contributions cannot be dispersed
into small pieces and as predictions have values around
the 0 and 1 extremes, a single pi(·) will consequently con-
tain most of the mass for a particular event as the loss
decreases. (Strong mass concentration)
Finally, there is no clear-cut theoretical explanation as to
why late bias cannot occur, aside from the argument that
the network would have to allocate large parts of its re-
sources to keep triggers in memory. However, this issue
can be cleanly addressed by feeding sequences of differ-
ent lengths. Indeed, as the network never knows when the
sequence will be ending, it cannot delay its decision; if
it did, detections towards the end of the sample would be
missed causing loss surges. (No systematic late bias)
In summary, if the model accurately learns to count oc-
currences and if the events are detectable, then a coherent
localization will emerge naturally.
5. Implementation Remarks
The indirect nature of the learning process presents some
additional implementation challenges in comparison to
more traditional models. Robust solutions to these issues
such as loss computation or weight initialization will be
discussed in this section.
5.1. Loss Computation
The Poisson-binomial distribution is the main component
of the LoCo-loss function; its efficient and accurate com-
putation is thus crucial for the learning process. Evidently,
the closed-form definition (6) can be computed without
any difficulty on short-time horizons. However, the com-
putational burden becomes unbearable for longer time
frames due to the exponential nature of its complexity.
Numerous solutions have been developed to overcome
this specific issue. First, approximation-based methods
(Le Cam, 1960; Roos, 2001) are efficient, but can directly
be discarded, since an exact computation of the loss is im-
perative for gradient descent learning. Secondly, alterna-
tive closed-form formulas based on Fourier transforms are
too complex for our application (Ferna´ndez & Williams,
2010). Finally, various recursive formulas have been de-
rived (Howard, 1972; Shah, 1973; Gail et al., 1981; Chen
et al., 1994; Chen & Liu, 1997).
After consideration and testing, the choice was set on the
recurrence (9) discussed above. Its numerical stability and
simplicity outweighs its rather weak O(T 2i ) complexity,
while its convolutional form offers an elegant implementa-
tion solution. (See also (Howard, 1972; Gail et al., 1981)
for a more general case.)
Mass Thresholding The extent of Yi’s sample space is
naturally bounded by Ti. However, imposing an even
stricter bound kmax on the number of bins — which
amounts to truncating Y from the right — can be bene-
ficial from a practical standpoint. Indeed, not only does
the complexity drop from O(T 2i ) to O(kmaxTi), but the
computation of the cross-entropy is also simplified by
using the same fixed number of bins for each training
sample. The only modification required involves the last
bin, which must contain all the remaining mass above the
threshold:
Υ˜i(kmax, t) =
∑
j≥kmax
Υi(j, t). (14)
5.2. Weight Initialization
The multiplicative nature of the Poisson-binomial distri-
bution calls for caution when initializing the network’s
weights. Indeed, it is essential to avoid extreme pi values
which may cause cross-entropy surges and exploding gra-
dients. Traditional weight initialization methods such as
Xavier (Glorot & Bengio, 2010) or He (2016) can never-
theless be used without any concern by simply adding the
following initial bias to the pre-sigmoid predictions:
log
(
1− ω1/Ti
ω1/Ti
)
. (15)
Such initialization produces a balanced initial Yi distribu-
tion with approximately ω mass on the first bin (ω should
be chosen to be substantially different from both 0 and 1).
5.3. Overfitting Considerations
Similarly to any deep learning-based approaches, the pro-
posed model can be subject to overfitting when model
complexity and dataset size are not properly balanced.
However, in such a case, not only the out-of-sample count
predictions, but also the accuracy of the predicted event
process might deteriorate in both in- and out-of-sample
settings. Hence, examination of the estimated in-sample
event process can be used to fine-tune the model size.
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We now demonstrate the effectiveness of our model in a
series of challenging experiments.
6. Drum Transcription Experiments
Drum transcription consists in detecting and classifying
drum hits in audio extracts. In this section, a few stan-
dard experiments as proposed by Wu et al. (2018) are
conducted using our weakly-supervised model. Although
their review only includes fully-supervised approaches, a
comparison with their reported results can act as a rele-
vant indicator of our model’s effectiveness.
The interest for these experiments is two-fold. First, given
the instantaneous and highly localized nature of drum hits,
the model can be tested under minimal violation of our
model assumptions. Secondly, the task — which requires
predictions to be within 50ms of ground truth (Wu et al.,
2018) — challenges the temporal localization precision of
our model.
6.1. Experiment Specifications
Dataset The model is evaluated on two different
datasets: IDMT-SMT-Drums (Dittmar et al., 2014) and
ENST Drums (Gillet & Richard, 2006). The latter is con-
sidered more challenging than the former as it includes a
wider variety of simultaneously playing drums (i.e. more
background clutter).
As the total number of tracks is limited, each audio ex-
tract is first split into 1.5s segments to artificially increase
the dataset size. For each of these snippets, the total num-
ber of occurrences for each drum type (hi-hat (HH), snare
drum (SD), and bass kick drum (KD)) are then determined
and used as training labels, thus discarding any localiza-
tion information. (Tmax: 400, kmax: 31)
Architecture The network architecture is kept simple
as the datasets are quite limited in size. First, the rep-
resentation learning part of the network is composed of
six (3 × 4) convolutional layers with 8 to 16 filters in-
tertwined with max-pooling layers and ReLU activations.
Secondly, the recurring unit is comprised of a 24-unit
LSTM which is then directly followed by a final 16-node
fully-connected prediction layer. Finally, as an additional
effort to simplify the learning process, three different
models are trained to detect each drum type separately.
Training Mel-spectrograms (Stevens et al., 1937)
stacked together with their first derivatives are used as
model input. In addition, data augmentation in the form of
sample rate variations is applied during both training and
inference. The LoCo-loss described in Section 4.2 is opti-
mized using the Adam algorithm (Kingma & Ba, 2015).
Evaluation The Eval Random and Eval Subset of the D-
DTD and D-DTP tasks as defined by Wu et al. (2018) are
selected for the evaluation — detailed information on the
exact protocol can be found in their work. The Eval Ran-
dom task assesses the model performance on similar data,
whereas the Eval Subset tests their generalization capabil-
ity. Cross-validated results are obtained by aggregation of
six independent runs.
The full implementation and additional details can be
found on the paper’s website1.
6.2. Results
As shown in Table 1, the proposed model is competitive
against fully-supervised state-of-the-art drum transcrip-
tion methods (Wu et al., 2018) in most of the experiments.
Our weakly-supervised method achieves precise localiza-
tion without any localization prior.
Remarkably, the localization error is often much smaller
than the 50ms tolerance. For instance, the mean F1-score
of hi-hats on the D-DTD Eval Random task drops only
from 97.1% to 96.3% when the tolerance is reduced to
20ms. In this setting, an impressively tight localization is
achieved as demonstrated by a standard deviation of only
4.35ms for the distance between true and predicted hits.
The proposed model reaches high levels of precision as
is especially apparent from the results on the more chal-
lenging D-DTP dataset. This confirms that as long as the
number of occurrences is estimated correctly, precise lo-
calization emerges naturally. As a design choice, a fairly
narrow network was preferred over a larger architecture
due to its inherent robustness, which explains the slightly
lower recall. If required, the imbalance between precision
and recall can however be alleviated by performing model
ensembling with a low selection threshold.
Overall, the model displays outstanding performance as it
achieves results comparable to those of fully-supervised
methods while only using occurrence counts as training
labels (without any localization information).
7. Piano Onset Detection Experiment
Note onset detection is an essential part of music tran-
scription. However, with 88 different channels and com-
plex interactions, the specific task of piano onset detec-
tion is particularly challenging. In this section, the ex-
periment conducted by Hawthorne et al. (2017) based on
the MAPS database (Emiya et al., 2010) is replicated us-
ing our weakly-supervised approach. Even though their
model also predicts offsets and note velocities, only onset
times are considered for this experiment.
1http://users.cs.cf.ac.uk/SchroeterJ1/publications/LoCo
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7.1. Experiment Specifications
Dataset The MAPS database is used for this evaluation.
As in (Hawthorne et al., 2017), the synthesized pieces
are used for training, whereas the Disklavier pieces are
used for testing. In addition, samples containing only sin-
gle notes and chords are also discarded producing a more
challenging and more realistic training set.
As for the drum experiment, each audio extract is split
into 1.5s segments to artificially increase the dataset size
and only occurrence counts are used for training.
Architecture and Training The model architecture is
similar to the one used in Section 6.1 for drum transcrip-
tion. The only difference resides in the number of con-
volutional filters and recurring units, which is increased
by a factor between 2 and 4. Separate models are trained
to each detect a different band of 10 consecutive pitches.
Finally, data augmentation is implemented in the form of
time stretching and extract stacking (i.e., playing two sam-
ples simultaneously). (Tmax: 400, kmax: 42)
7.2. Results
As outlined in Table 2, our model not only achieves on-
set localization performance close to that of the fully-
supervised state-of-the-art (Hawthorne et al., 2017), but
also clearly outperforms the other tested approaches (Sig-
tia et al., 2016; Kelz et al., 2016) despite much weaker
training labels. Once again, these results demonstrate the
effectiveness of our weakly-supervised approach, which
yields precise localization (within 50ms) without any lo-
calization prior.
A more in-depth analysis reveals that the model displays
excellent results on medium and high notes, while being
Table 2. Piano Onset Detection Results. Comparison between our
weakly-supervised approach and fully-supervised models evaluated
in (Hawthorne et al., 2017) on the MAPS dataset. For consistency,
final metrics are computed as the mean over all pieces’ score. [%].
METHOD PRE REC F1
SIGTIA ET AL.(2016) 44.97 49.55 46.58
KELZ ET AL.(2016) 44.27 61.29 50.94
HAWTHORNE ET AL.(2017) 84.24 80.67 82.29
ours (LoCo) 76.22 68.61 71.99
slightly less effective in coping with the small occurrence
rate and the more complex harmonic structures of lower
notes. The application of specific spectral transformations
or an artificial increase in the number of lower notes in the
dataset would certainly alleviate this effect and make our
method even more competitive. (However, this is beyond
the scope of this paper.)
8. Digit Detection Experiment
In this section, an application of our model to object de-
tection in images is presented in order to assess both rep-
resentation learning and localization learning separately.
8.1. Approach
In order to fulfill our model’s input requirements, the orig-
inal image (RW×H×d space) is sampled by taking win-
dows of size w × h along a space-filling curve (Peano,
1890), thus transforming the image into a sequence of sub-
images (RT×(w×h×d) space). Specifically, the Hilbert
curve (1891) is used for this experiment. In this setting,
the recurrent unit has the challenging task of simultane-
ously learning space mapping, detection, and recognition.
Table 1. Drum Detection Results. Comparison between our weakly-supervised model and fully-supervised models evaluated in (Wu et al.,
2018). The F1 scores per instrument (KD/SD/HH), as well as the average precision, recall, and overall F1 are displayed, [%]. For details:
RNN, RELUTS (Vogl et al., 2016), RNN, TANHB (Southall et al., 2016), GRUTS (Vogl et al., 2017) and LSTMPB (Southall et al., 2017).
METHOD
R
A
N
D
O
M
RNN
TANHB
RELUTS
LSTMPB
GRUTS
ours (LoCo)
S
U
B
S
E
T
RNN
TANHB
RELUTS
LSTMPB
GRUTS
ours (LoCo)
D-DTD DATASET
KD SD HH PRE REC F1
97.2 92.9 97.3 95.7 96.9 95.8
95.4 93.1 97.3 93.9 97.1 95.3
86.6 93.9 97.7 92.7 95.0 92.7
98.4 96.7 97.4 97.7 97.6 97.5
91.4 93.2 96.2 91.8 97.2 93.6
96.0 90.4 97.1 95.1 93.9 94.5
88.0 85.3 93.2 86.0 95.1 88.9
91.9 89.9 94.4 95.1 91.2 92.1
91.2 90.9 91.6 89.2 95.8 91.2
96.0 88.7 93.8 93.8 94.0 92.8
89.1 90.6 91.7 89.6 94.2 90.5
88.0 79.5 93.9 90.6 84.3 87.1
D-DTP DATASET
KD SD HH PRE REC F1
94.7 79.5 88.3 84.1 93.3 87.5
92.4 84.6 87.1 86.3 92.1 88.0
91.3 83.8 85.2 83.7 92.3 86.8
94.4 84.1 91.4 90.8 90.8 90.0
94.2 87.1 87.7 88.6 92.7 89.7
92.3 81.2 93.0 90.9 87.1 88.9
91.0 57.8 82.2 72.8 88.3 77.0
82.7 61.6 84.8 74.1 83.8 76.4
79.4 62.1 80.8 69.6 84.2 74.1
85.8 68.8 83.7 78.3 84.7 79.4
87.7 62.3 79.4 73.0 85.2 76.5
84.9 59.4 90.0 84.8 73.5 78.1
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8.2. Experiment Specifications
Dataset The well-known MNIST (LeCun et al., 1998)
dataset is used to generate samples for this experiment.
More specifically, each synthetic image is comprised of
non-overlapping digits sampled from MNIST and placed
uniformly at random as illustrated in Figure 2. The origi-
nal train-test split is kept. Once again, only the number of
occurrences of each digit is provided for training.
Network Architecture The representation learning part
is identical to the convolutional layers of the VGG-13 ar-
chitecture (Simonyan & Zisserman, 2014), while the lo-
calization part consists of a 48-unit LSTM. This is fol-
lowed by a 24-node fully-connected prediction layer.
8.3. Results
The results of digit recognition, representation learning
and localization learning are addressed separately.
Digit Recognition After the weakly-supervised train-
ing, our model achieves a 99.12% single digit recogni-
tion accuracy, which is noticeably better than the fully-
supervised VGG-13 score of 98.51% even though both
networks share an identical representation learning archi-
tecture. This result demonstrates that indirect localization
learning is achieved without detriment to representation
learning or recognition accuracy.
Representation Learning In order to assess the repre-
sentation learning alone, original (28 × 28) digit images
are first fed to our network. The representations of the
last convolutional layer are then selected and visualized
using a t-SNE representation (Maaten & Hinton, 2008).
The same experiment is also conducted for the fully-
supervised VGG-13 network. The comparative result can
be observed in Figure 3. Overall, topological considera-
tions aside, the discriminative nature of the representation
is comparable for both approaches. In this case, the indi-
rect nature of the learning process and the weaker training
annotations do not affect the quality of the representations
which are almost comparable to that of fully-supervised
approaches.
Localization Learning The localization performance is
evaluated by computing the mean absolute distance be-
Figure 2. Out-of-sample predicted MNIST digit detection. (Raw
prediction without postprossesing nor non-maximum suppression.)
Figure 3. Digit Representations. Comparison of t-SNE digit fea-
ture representations resulting from the fully-supervised VGG-13 ar-
chitecture (left) and from our weakly-supervised approach (right).
tween true and estimated bounding box centers. This ex-
periment results in a value of 9.04 pixels, which is close
to the granularity of the space-filling curve (8 pixels),
demonstrating once again the effectiveness of our model.
Conclusion Our model can learn both representation and
object detection simultaneously in an indirect fashion.
In this case, the performance gap for using a weakly-
supervised rather than a fully-supervised approach is min-
imal despite much weaker annotation requirements.
8.4. Limitations
The detection scale is defined by the size of the sub-
images. However, this limitation can be lifted by ex-
tending the proposed approach to a multi-scale one or
by replacing the fixed space-filling curve by a learn-
able adaptive-scale scanning process using reinforcement
learning (Mnih et al., 2015).
9. Conclusion
In this work, we have shown how implicit model con-
straints can be used to ensure that accurate localization
emerges as a byproduct of learning to count occurrences.
Experimental validation of the model demonstrates its
competitiveness against fully-supervised methods on chal-
lenging tasks, despite much weaker training requirements.
In particular, both precision in the order of a few millisec-
onds in the drum detection task and strong performance
in the piano transcription experiment have been achieved
without any localization prior. Furthermore, the proposed
approach has displayed the ability to naturally learn mean-
ingful representations while learning to count.
The properties of the model can be leveraged for further
applications. For instance, the precise localization power
of the model can be exploited for enriching any sequential
data whenever it contains imprecise or poorly defined lo-
calization information, while the mass concentration prop-
erty can act as a regularizer in other models to ensure
sharp mass converge towards well-localized points.
Weakly-Supervised Temporal Localization via Occurrence Count Learning
Acknowledgement
We gratefully acknowledge the support of NVIDIA Cor-
poration with the donation of the GPU used for this re-
search.
References
Abu-El-Haija, S., Kothari, N., Lee, J., Natsev, P.,
Toderici, G., Varadarajan, B., and Vijayanarasimhan, S.
YouTube-8m: A large-scale video classification bench-
mark. arXiv preprint arXiv:1609.08675, 2016.
Adavanne, S. and Virtanen, T. Sound event detection
using weakly labeled dataset with stacked convolu-
tional and recurrent neural network. In Proceedings of
DCASE Workshop, pp. 12–16, 2017.
Bilen, H. and Vedaldi, A. Weakly supervised deep de-
tection networks. In Proceedings of Conference on
Computer Vision and Pattern Recognition (CVPR), pp.
2846–2854. IEEE, 2016.
Bojanowski, P., Lajugie, R., Bach, F., Laptev, I., Ponce,
J., Schmid, C., and Sivic, J. Weakly supervised action
labeling in videos under ordering constraints. In Pro-
ceedings of European Conference on Computer Vision
(ECCV), pp. 628–643. Springer, 2014.
Chen, S. X. and Liu, J. S. Statistical applications of
the Poisson-binomial and conditional Bernoulli distri-
butions. Statistica Sinica, pp. 875–892, 1997.
Chen, X.-H., Dempster, A. P., and Liu, J. S. Weighted
finite population sampling to maximize entropy.
Biometrika, 81(3):457–469, 1994.
Cho, K., Van Merrie¨nboer, B., Gulcehre, C., Bahdanau,
D., Bougares, F., Schwenk, H., and Bengio, Y. Learn-
ing phrase representations using RNN encoder-decoder
for statistical machine translation. arXiv preprint
arXiv:1406.1078, 2014.
Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., and Fei-
Fei, L. ImageNet: A large-scale hierarchical image
database. In Proceedings of Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 248–255.
IEEE, 2009.
Dittmar, C., Fraunhofer, I., and Ga¨rtner, D. Real-time
transcription and separation of drum recordings based
on NMF decomposition. In Proceedings of Interna-
tional Conference on Digital Audio Effects (DAFx),
2014.
Doersch, C., Gupta, A., and Efros, A. A. Unsupervised
visual representation learning by context prediction. In
Proceedings of International Conference on Computer
Vision (ICCV), pp. 1422–1430. IEEE, 2015.
Duchenne, O., Laptev, I., Sivic, J., Bach, F., and Ponce,
J. Automatic annotation of human actions in video. In
Proceedings of International Conference on Computer
Vision (ICCV), pp. 1491–1498. IEEE, 2009.
Emiya, V., Badeau, R., and David, B. Multipitch esti-
mation of piano sounds using a new probabilistic spec-
tral smoothness principle. IEEE Transactions on Audio,
Speech, and Language Processing, 18(6):1643–1654,
2010.
Fergus, R., Perona, P., and Zisserman, A. Object class
recognition by unsupervised scale-invariant learning.
In Proceedings of Conference on Computer Vision and
Pattern Recognition (CVPR), volume 2, pp. 264–271.
IEEE, 2003.
Ferna´ndez, M. and Williams, S. Closed-form expression
for the Poisson-binomial probability density function.
IEEE Transactions on Aerospace and Electronic Sys-
tems, 46(2):803–817, 2010.
Fre´nay, B. and Verleysen, M. Classification in the pres-
ence of label noise: a survey. IEEE Transactions on
neural networks and learning systems, 25(5):845–869,
2014.
Gail, M. H., Lubin, J. H., and Rubinstein, L. V. Likeli-
hood calculations for matched case-control studies and
survival studies with tied death times. Biometrika, 68
(3):703–707, 1981.
Gan, C., Wang, N., Yang, Y., Yeung, D.-Y., and Haupt-
mann, A. G. Devnet: A deep event network for multi-
media event detection and evidence recounting. In Pro-
ceedings of Conference on Computer Vision and Pat-
tern Recognition (CVPR), pp. 2568–2577. IEEE, 2015.
Gillet, O. and Richard, G. ENST-drums: an extensive
audio-visual database for drum signals processing. In
Proceedings of International Conference on Music In-
formation Retrieval (ISMIR), pp. 156–159, 2006.
Glorot, X. and Bengio, Y. Understanding the difficulty
of training deep feedforward neural networks. In Pro-
ceedings of International Conference on Artificial Intel-
ligence and Statistics, pp. 249–256, 2010.
Graves, A., Ferna´ndez, S., Gomez, F., and Schmidhu-
ber, J. Connectionist temporal classification: labelling
unsegmented sequence data with recurrent neural net-
works. In Proceedings of International Conference on
Machine Learning (ICML), pp. 369–376. ACM, 2006.
Hastie, T., Tibshirani, R., and Friedman, J. Unsupervised
learning. In The elements of statistical learning, pp.
485–585. Springer, 2009.
Weakly-Supervised Temporal Localization via Occurrence Count Learning
Hawthorne, C., Elsen, E., Song, J., Roberts, A., Simon,
I., Raffel, C., Engel, J., Oore, S., and Eck, D. Onsets
and frames: Dual-objective piano transcription. arXiv
preprint arXiv:1710.11153, 2017.
He, K., Zhang, X., Ren, S., and Sun, J. Deep residual
learning for image recognition. In Proceedings of Con-
ference on Computer Vision and Pattern Recognition
(CVPR), pp. 770–778. IEEE, 2016.
Hilbert, D. U¨ber die stetige Abbildung einer Linie auf ein
Fla¨chenstu¨ck. Mathematische Annalen, 38:459–460,
1891.
Hinton, G. E. and Salakhutdinov, R. R. Reducing the
dimensionality of data with neural networks. Science,
313(5786):504–507, 2006.
Hochreiter, S. and Schmidhuber, J. Long short-term mem-
ory. Neural computation, 9(8):1735–1780, 1997.
Howard, S. Discussion on Professor Cox’s paper. Journal
of the Royal Statistical Society, 34B(2):210–211, 1972.
Huang, D.-A., Fei-Fei, L., and Niebles, J. C. Connec-
tionist temporal modeling for weakly supervised ac-
tion labeling. In Proceedings of European Conference
on Computer Vision (ECCV), pp. 137–153. Springer,
2016.
Kelz, R., Dorfer, M., Korzeniowski, F., Bo¨ck, S., Arzt, A.,
and Widmer, G. On the potential of simple framewise
approaches to piano transcription. In Proceedings of In-
ternational Conference on Music Information Retrieval
(ISMIR), 2016.
Kingma, D. P. and Ba, J. Adam: A method for stochastic
optimization. In Proceedings of International Confer-
ence on Learning Representations (ICLR), 2015.
Kong, Q., Xu, Y., Wang, W., and Plumbley, M. D. A
joint detection-classification model for audio tagging of
weakly labelled data. In Proceedings of International
Conference on Acoustics, Speech and Signal Process-
ing (ICASSP), pp. 641–645. IEEE, 2017.
Kullback, S. and Leibler, R. A. On information and suf-
ficiency. The annals of mathematical statistics, 22(1):
79–86, 1951.
Kumar, A. and Raj, B. Audio event detection us-
ing weakly labeled data. In Proceedings of Inter-
national Conference on Multimedia, pp. 1038–1047.
ACM, 2016.
Le Cam, L. An approximation theorem for the Poisson
binomial distribution. Pacific Journal of Mathematics,
10(4):1181–1197, 1960.
LeCun, Y., Bottou, L., Bengio, Y., and Haffner, P.
Gradient-based learning applied to document recog-
nition. Proceedings of the IEEE, 86(11):2278–2324,
1998.
LeCun, Y., Bengio, Y., and Hinton, G. Deep learning.
Nature, 521(7553):436, 2015.
Lee, D., Lee, S., Han, Y., and Lee, K. Ensemble of
convolutional neural networks for weakly-supervised
sound event detection using multiple scale input. Detec-
tion and Classification of Acoustic Scenes and Events
(DCASE), 2017.
Lee, H., Grosse, R., Ranganath, R., and Ng, A. Y. Convo-
lutional deep belief networks for scalable unsupervised
learning of hierarchical representations. In Proceed-
ings of the 26th International Conference on Machine
Learning (ICML), pp. 609–616. ACM, 2009.
Liu, J.-Y. and Yang, Y.-H. Event localization in music
auto-tagging. In Proceedings of International Confer-
ence on Multimedia, pp. 1048–1057. ACM, 2016.
Luong, T., Pham, H., and Manning, C. D. Effective ap-
proaches to attention-based neural machine translation.
In Proceedings of Conference on Empirical Methods
in Natural Language Processing (EMNLP), pp. 1412–
1421, 2015.
Maaten, L. v. d. and Hinton, G. Visualizing data using
t-SNE. Journal of machine learning research, 9(Nov):
2579–2605, 2008.
Mnih, V., Heess, N., and Graves, A. Recurrent models
of visual attention. In Advances in neural information
processing systems, pp. 2204–2212, 2014.
Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Ve-
ness, J., Bellemare, M. G., Graves, A., Riedmiller, M.,
Fidjeland, A. K., Ostrovski, G., et al. Human-level con-
trol through deep reinforcement learning. Nature, 518
(7540):529, 2015.
Nguyen, M. H., Torresani, L., De La Torre, F., and Rother,
C. Weakly supervised discriminative localization and
classification: a joint learning process. In Proceed-
ings of International Conference on Computer Vision
(ICCV), pp. 1925–1932. IEEE, 2009.
Nguyen, P., Liu, T., Prasad, G., and Han, B. Weakly su-
pervised action localization by sparse temporal pooling
network. In Proceedings of Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 6752–
6761. IEEE, 2018.
Weakly-Supervised Temporal Localization via Occurrence Count Learning
Niebles, J. C., Wang, H., and Fei-Fei, L. Unsuper-
vised learning of human action categories using spatial-
temporal words. International Journal of Computer Vi-
sion, 79(3):299–318, 2008.
Niebles, J. C., Chen, C.-W., and Fei-Fei, L. Modeling
temporal structure of decomposable motion segments
for activity classification. In Proceedings of European
Conference on Computer Vision (ECCV), pp. 392–405.
Springer, 2010.
Peano, G. Sur une courbe, qui remplit toute une aire plane.
Mathematische Annalen, 36(1):157–160, 1890.
Petrov, V. V. On lower bounds for tail probabilities. Jour-
nal of Statistical Planning and Inference, 137(8):2703–
2705, 2007.
Radford, A., Metz, L., and Chintala, S. Unsu-
pervised representation learning with deep convolu-
tional generative adversarial networks. arXiv preprint
arXiv:1511.06434, 2015.
Richard, A., Kuehne, H., and Gall, J. Weakly supervised
action learning with RNN based fine-to-coarse model-
ing. In Proceedings of Conference on Computer Vision
and Pattern Recognition (CVPR), volume 1, pp. 754–
763. IEEE, 2017.
Roos, B. Binomial approximation to the Poisson binomial
distribution: The Krawtchouk expansion. Theory of
Probability & Its Applications, 45(2):258–272, 2001.
Schmidhuber, J. Deep learning in neural networks: An
overview. Neural networks, 61:85–117, 2015.
Shah, B. American Statistician, 27(3):123–124, 1973.
Shou, Z., Gao, H., Zhang, L., Miyazawa, K., and Chang,
S.-F. AutoLoc: Weakly supervised temporal action lo-
calization in untrimmed videos. In Proceedings of the
European Conference on Computer Vision (ECCV), pp.
154–171, 2018.
Sigtia, S., Benetos, E., and Dixon, S. An end-to-end neu-
ral network for polyphonic piano music transcription.
IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, 24(5):927–939, 2016.
Simonyan, K. and Zisserman, A. Very deep convolutional
networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014.
Singh, K. K. and Lee, Y. J. Hide-and-seek: Forcing
a network to be meticulous for weakly-supervised ob-
ject and action localization. In Proceedings of Inter-
national Conference on Computer Vision (ICCV), pp.
3544–3553. IEEE, 2017.
Southall, C., Stables, R., and Hockman, J. Automatic
drum transcription using bi-directional recurrent neural
networks. In Proceedings of International Conference
on Music Information Retrieval (ISMIR), pp. 591–597,
2016.
Southall, C., Stables, R., and Hockman, J. Automatic
drum transcription for polyphonic recordings using
soft attention mechanisms and convolutional neural net-
works. In Proceedings of International Conference
on Music Information Retrieval (ISMIR), pp. 606–612,
2017.
Stevens, S. S., Volkmann, J., and Newman, E. B. A scale
for the measurement of the psychological magnitude
pitch. The Journal of the Acoustical Society of America,
8(3):185–190, 1937.
Vogl, R., Dorfer, M., and Knees, P. Recurrent neural
networks for drum transcription. In Proceedings of In-
ternational Conference on Music Information Retrieval
(ISMIR), pp. 730–736, 2016.
Vogl, R., Dorfer, M., and Knees, P. Drum transcription
from polyphonic music with recurrent neural networks.
In Proceedings of International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), pp. 201–
205. IEEE, 2017.
Wang, L., Xiong, Y., Lin, D., and Van Gool, L.
Untrimmednets for weakly supervised action recogni-
tion and detection. In Proceedings of Conference on
Computer Vision and Pattern Recognition (CVPR), vol-
ume 2, pp. 4325–4334. IEEE, 2017.
Wu, C.-W., Dittmar, C., Southall, C., Vogl, R., Widmer,
G., Hockman, J., Muller, M., and Lerch, A. A review of
automatic drum transcription. IEEE/ACM Transactions
on Audio, Speech and Language Processing (TASLP),
26(9):1457–1483, 2018.
Xu, Y., Kong, Q., Huang, Q., Wang, W., and Plumbley,
M. D. Attention and localization based on a deep con-
volutional recurrent model for weakly supervised audio
tagging. arXiv preprint arXiv:1703.06052, 2017.
Xu, Y., Kong, Q., Wang, W., and Plumbley, M. D.
Large-scale weakly supervised audio classification us-
ing gated convolutional neural network. In Proceedings
of International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 121–125. IEEE, 2018.
