A connectedness result is obtained for the space of solutions of any one of a class of Volterra integral equations.
Introduction.
In 1923, Kneser [7] proved for ordinary differential equations that cross sections of the solution funnel emanating from an initial point are compact and connected in some neighborhood of that point. Many interesting generalizations have followed, including that of Hukuhara [4] , which showed that the set of solutions of the initial value problem x'=f(t,x),
x(t0) = x0 on a compact interval is a compact and connected subspace of the Banach space of continuous functions on that interval if/is continuous and bounded.
Theorem 3.1 below is a version of this generalized Kneser theorem for Volterra integral equations under very general conditions. The method of proof is based on a connectedness argument given by Hayashi [3] for ordinary differential equations. Other Kneser theorems for integral equations have been proved by Sato [10] , [11] , Hukuhara [5] and Deimling [1] . In these papers, the authors have assumed that all functions involved in the integral equations are continuous.
As a preliminary result, we have included a convergence theorem for solutions of Volterra integral equations which has less restrictive hypotheses than the similar one given by Miller [9, p. 108 Proof. Hypothesis (H4), together with the standard argument that continuity on a compact set implies uniform continuity, yields: for each £>0, there is a <5>0 such that if tx, t2 eJ2 and \tx -t2\<ô, then sup! |g(fi, s, (/>(s)) -g(t2, s, <f>(s))\ ds: <f>:Jx->-B is continuous < £.
Since the continuous functions mapping Jx into B are dense in the Lebesgue-integrable functions mapping Jx into B, the lemma follows from (H2), (H3) and the Lebesgue dominated convergence theorem.
Q.E.D. Proof. Let bx and b2 belong to / with bx<b2, and let Bc Ä" be compact. Fix £>0 and define K to be the compact set It is easy to see from the convergence assumptions above that the previous lemma implies that a ô e (0, b2 -bx) can be chosen so that, if tx and /2 belong to [0, b2] with \tx -t2\<ô, then \fkitx)-fkit2)\<e and sup [J |gt(flf s, 0(5)) -gkit2, s, <f>is))\ ds: cp e<D J < c for every k. Now let z(j) be a maximally defined solution of (E)k for some k and suppose (t,z(t))e [0,bx]xB for te [0,tx] . Let f2 satisfy 0<r2-rx<(5. We claim \z(tx)-z(t2)\<2e.
If not, there is a smallest f0 e (tx, t2] such that |z(ra)-z(r0)| = 2e. Then Next, if (Ó!, x0(ôx)) Eint(JxxBx), where int(JxxBx) is the interior of JxxBx, we consider the interval [ôx, 2ôx] and select a subsequence of (xkj), which we again call (xk¡), having a uniform limit on [ôx, 2ôx]. We name this continuous function x0(t) and note that x0(t) is a solution of (E)0 on [0, 2c5J. This process is continued until for some integer j (jôx, x0(jôx)) $ int(JxxBx).
Note that (jdx, Xn(jôx))E'mt(J2xB2). The subsequence of (JCjfc(f))irli that we have obtained at this point we call (xkXit))k=1, and we define rx=jôx. Also, the sequence (xkl) converges uniformly to a continuous function x0(t) on [0, tx], and x0(t) is a solution of (E)0 on [0, tx]. For J2xB2, we can choose similarly a ô2 e (0, a3-a2) and, proceeding as above, obtain a subsequence (xk2) of (xkX) and a t2>t1 such that lim*^oe •v*2(0=JI£'o(') uniformly on [0, r2], x0(t) is a solution of (E)0 on Proof.
Let (xn>"=1 be a sequence of solutions of (E) with maximal intervals of existence [0, ßn). Let x(t) be a solution of (E) given by Theorem 2.1 with maximal interval of existence [0, ß), and let (xn (/))*li be a subsequence of (xn) such that lim^^ x" (t)=x(t) uniformly on compact subintervals of [0, ß).
Note that ß>dsince all solutions of (E) exist on The following theorem is a generalized Kneser theorem for integral equations. Then (H2)-(H4) are still satisfied for g, and 2 is unaffected by the change in g. In fact, the compact sets B appearing in (H3), (H4) and Lemma 2.1 can be replaced by Ä".
As in the proof of Theorem 2.1, 2 is an equicontinuous family. Since 2 is uniformly bounded, it follows from the Ascoli theorem that 2 is precompact. By Theorem 2.1, 2 is closed. Thus 2 is compact.
Suppose 2 From the definition of xk(t) and the fact that $'0 \a.kiuk, t, s)\ cfa->-0 as k-+co for each t e [0, d], it is easy to see that x(r) e 2. From this contradiction it follows that 2 is connected.
Q.E.D. The next corollary follows immediately from the above theorem and the knowledge that there is a d>0 such that every solution of (E) exists on [0, d] .
