I. INTRODUCTION
Drowsy driving has become a serious problem that leads to thousands of automobile crashes each year [1] . For many years, there are several approaches done to detect the drowsy driver [2] - [5] . In [2] , [3] , autonomous sensors are used to examine the driver behaviors and the driving performance to infer drowsy driver. However, this method has been unsuccessful because difference of vehicle types and driving conditions. Automatic detection of drowsy driver from relevant body's responses, such as blink rate, eye closure and head movement, using image processing was proposed in [4] . Although this method is fully automatic, it has several restricts. In addition, most drivers are unwilling to be monitored with a camera directly.
Biomedical signals are useful to infer the body's response. Among these signals, Electroencephalogram (EEG) is one of reliable methods to detect several problems of the brain [5] and is a main method in drowsy detection [10] . Fig. 1 illustrates EEG signals of alert and drowsy stages. Several approaches to the analysis of EEG signals were proposed in the last decade [6] - [9] . Basically these approaches can fall into one of the following schemes: 1) time analysis, 2) frequency analysis and 3) time-frequency analysis. In time domain, the analysis of EEG signals is normally done by extracting statistical values, such as maximum, minimum, mean and standard deviation. Then, these values are used to distinguish between the alertness and drowsiness stages [6] . Despite its efficient computation, these statistical features are not effective enough to capture underlying properties of EEG signals. More common approaches are based on frequency analysis [7] - [9] . , Fourier analysis is a dominant technique that extracts a frequency spectrum of EEG signals. However, it is known that the conventional method of frequency analysis is not highly successful for the analysis of non-stationary signals (i.e., EEG signals) [6] , [11] .
According to studies [11] , [13] , [17] , the appropriate way to the analysis of the non-stationary signals is using wavelet transform (WT) which is a mathematical tool for signal processing based on time-frequency analysis [21] . The main idea of WT is to decompose a signal into the frequency sub-bands using wavelet transform and then a set of statistical features are extracted from the sub-bands to represent the distribution of wavelet coefficients. Despite this, experiments do not support the effective use of wavelet coefficients [6] , [16] .
For many years, there are several methods proposed to enhance WT for EEG classification [6] , [11] , [15] , [16] . For example, Adaptive Neuro-Fuzzy Inference System (ANFIS) is applied to wavelet coefficients instead of standard classification methods for EEG classification [16] . Some Motivated by the above challenge, we propose a novel method to enhance wavelet coefficients for EEG classification. This method basically consists of two major steps: 1) extraction of energy coefficients and 2) feature revision. The objective of the first step is to find a compact and meaningful representation of wavelet coefficients. This is done by extracting energy coefficients from wavelet transform of brain signals based on Parseval's theorem. The aim of the second step is to facilitate a classification technique (i.e., neural network) by revising the weights of each energy coefficients before the classification is made. In this work, we apply Mapping-Constrained Agglomerative (MCA) [21] , an efficient algorithm which automatically finds appropriate locations of clusters by considering both inputs and outputs, as knowledge base to obtain accurate weights of the energy distribution. We evaluate the proposed method by using the energy-based features to train a neural network for the discrimination of drowsiness and alertness stages in EEG signals. The experimental results show impressive performance.
The rest of the paper is organized as follows: Section II gives background of wavelet transform and the energy signal based on the Parseval's theorem. In Section III, we describe our proposed method including extraction of energy coefficients from wavelet decomposition and input-output clustering algorithm. Experimental results and discussion are present in Section IV, following by conclusions and future work in Section V.
II. BACKGROUND

A. Wavelet Tranform
Wavelet Transform is a mathematical technique that can convert a signal into shifted and scaled versions of the mother wavelet. The wavelet transform [18] decomposes a given signal into increasingly details that described by:
where (t) is a scaling function, (t) is a mother wavelet function. The first component is an approximation of f(t) on the scale index j while the second one is an detail using upper scale index j+1, c j (k) is scaling coefficient and d j (k) is wavelet coefficient. These coefficients can be calculated as follow:
From (1), the scaling function can be associated with the low-pass filters (LPF) and the wavelet function can be associated the high-pass filters (HPF). The decomposition procedure will start when f(t) was entered into these filters. Then the approximations and the details are the low and high frequency component of signal, respectively. The outputs from them are the detail and approximation coefficients at 1-level shown as A1 and D1. Then the approximation signal of 1-level are sent into 2-level to repeat the decomposition procedure. Next the two outputs are the detail and approximation coefficients shown as A2 and D2. Finally, the signal is decomposed at the expected level. The example of wavelet decomposition for three levels shows in Fig. 2 . 
B. Parseval's Theorem
The Parseval's theorem [22] refers to energy of a signal in terms of its Fourier transform. This theorem is useful for evaluating the energy of a signal without prior knowledge about its time domain. Given a signal f(t), the energy coefficients of the signal f(t) are defined by:
signal at time t, 0 < <= and i E is defined as energy coefficient at its i th level. Let us give an example. Suppose f(t) = [4, 6, 10, 12, 8, 6, 5, 5] is an input signal. According to the above equation, this signal has the energy E is equal to 446. After we apply Haar wavelet transform, the values of D1 and A1 for its 1-level is 
 is also equal to 446. It is known that the number of decomposition levels related to the sampling rate of the primary signal. In this study, the Table I .
III. OUR METHEODOLOGY
The main process of our proposed method can be seen in Fig. 3 . According to this figure, an EEG signal is segmented and then decomposed with the conventional method of wavelet transform described in the previous section. After that, we extract energy coefficients from the wavelet decomposition to represent the distribution of brain signals.
After that, we apply the input-output clustering to adapt weights of each energy coefficient before the classification is made. Finally, a neural network is used to utilize the energy-based features for characterizing alert and drowsy stages in EEG records.
A. Distribution of Signal Energy
The energy coefficients of each resolution level have a wide range of values. For example, the D1 energy coefficients of alert and drowsiness stages are shown in Fig.  4 (a) and Fig. 4(b) respectively.
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T im e S egm entation Fig. 4(a) , the x-axis is the segment number and y-axis is energy coefficient. There are various values of D1 energy coefficient. The minimum value is 0.88x10 -3 and the maximum value is 62.27. The corresponding histograms of the D1 energy coefficient to approximate probability density are shown in Fig. 4(c) . Fig. 4(c) shows that the histograms skew to the left. These shapes of the histograms indicate that the small energy coefficient has the higher probability than the large energy coefficient. As shown in Fig. 4(c) and Fig.  4(d) , the D1 energy coefficient distribution is not obviously normal distribution. We assume to use the lognormal distribution for describe the energy coefficient distribution that is defined by:
where y is the output value of lognormal distribution function,
x is input values,  is mean of x and  is standard deviation of
x. The energy coefficient distributions of the other inputs are not also normal distribution. 
B. Feature Revision Using Input-Output Clustering
In the previous section, we show how to extract a distribution of energy coefficients from wavelet transform. The energy distribution offers a compact and meaningful representation of wavelet coefficients. However, the evaluated weights of each energy coefficient obtained may be not accurate enough to describe alert and drowsy signals because of many noises in EEG records. As a result, this may lead to a negative impact on the classification accuracy obtained.
In this section, we propose to revise weights of each energy coefficient extracted from wavelet transform to facilitate a learning method for classification The idea is to adapt weights of each coefficient of an input vector by combining the likelihood estimates of the nearest cluster.
To estimate the likelihoods, an input-output clustering method is applied in this work. The goal of input-output clustering (IOC) is to find appropriate locations for clusters by considering both inputs and outputs (i.e., drowsiness and alertness). The idea of IOC is to group input data according to the following constraints: 1) The connective data in input region with similar outputs should be group as the same cluster. 2) The non-connective data in input regions with similar outputs should be as different clusters.
3) The non-connective data in input regions with different outputs should be as different clusters. In this work, we adopt MCA (Mapping-Constrained Agglomerative) algorithm proposed in [21] for weight revision of energy coefficients of an input signal. Given the training data, this algorithm automatically extracts the optimal number of clusters by considering both similar inputs with similar outputs of the training data. It also estimates the means and variances of each cluster in a single pass. We thus use the MCA algorithm to estimate the likelihoods of the input signal.
The following is the outline of MCA algorithm. 1) Given a set of training data ( , ) = 1, … , , initialize ← and ← 1, where is the number of cluster; is a maximum number of clusters; and is the number of points in the cluster . 
4) Select input a data point ( , )
IF < ← + 1 ELSE ← 1 5) Find the clusters closest to the current data point is defined as winner input cluster( ) and winner output cluster (δ).
The cluster centers and are the closest center to and .
IF =
The input cluster and output cluster of ( , ) satisfies the mapping consistency, we will assign ( , ) into the cluster by performing: Go to step 4) ELSE Termination of clustering process. ELSE Go to step 4) Once the clusters were identified, the probability of the nearest cluster is used to adapt weights of energy coefficient vector before a classification is made by a neural network.
C. Neural Network Classifier
To effectively use the energy distribution, a multi-layer feed-forward artificial neural network is trained using standard back-propagation algorithm. As seen in Fig. 5 , an input vector that consists of 7 energy coefficients (i.e., D1-D6 and A6) is applied to the input layer. Then, all of the inputs are distributed to each unit in the hidden layers. The output of the final layer is computed by multiplying the output vector from the hidden layers by the weights into the final layer. We use the common asymmetric sigmoid function as activations of these units. It is known that finding the appropriate number of hidden layers is one of the most critical tasks in neural network design. A network with too few hidden nodes would be incapable of differentiating between complex patterns. In contrast, too many hidden nodes will lead to poor generalization for unseen data and become time-consuming. For this experiment, we found that the best performance is achieved with 5 hidden layers by trial and error and 10 cross-validation procedure.
IV. EXPERIMENTAL EVALUATION
A. Data Collection
We use the Massachusetts Institute of Technology (MIT)-Beth Israel Hospital (BIH) polysomnographic database [19] . This dataset contains a collection of eighteen recordings of multiple physiological signals during sleep. The patients were monitored for evaluation of sleep stages. The dataset also contains over 80 hours of four-, six-, and seven-channel polysomnograms, each of them with an EEG signal annotated by experts. The recording time for patients ranged from 2 to 7 hours, and the polysomnograms corresponded to men between 32 and 56 years of age.
B. EEG Signal Processing and Segmentation
Because of long EEG recordings, we segment the EEG signals for the analysis of EEG. In this experiment, we
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International Journal of Machine Learning and Computing, Vol. 5, No. 4, August 2015 Update the centers and variances of the cluster in both input and output space as follows:
For the input space:
For the output space:
Repeat step 3) to update the distance metrics for the input and output spaces.
IF _ ≤ choose the following duration time of signal segmentations: 1, 5 and 10 seconds respectively. Each segment is annotated with a label of "alertness" or "drowsiness" and is used as the training and test sets for classifier evaluation. According to our experimental results, we obtained the best performance when using a collection of 1s segments of EEG records (i.e., 71.84% of mean square errors). Thus, we use this signal collection for this experiment.
The Daubechies 2 mother wavelet is used to decompose the EEG segments of 1s duration in six levels. The D1-D6 and A6 energy coefficient are the input features. The output categories are "0 1" and "1 0" to represent alert and drowsiness stages, respectively. There are 107,460 EEG segments (i.e., 84,000 alertness and 23,460 drowsiness records).
C. Lognormal Distribution Parameters
To verify the distribution density of energy coefficient using lognormal distribution, we examine the distribution by using plots of probability density. Three probability distribution functions are compared: Lognormal, Gamma and Exponential distributions. The probability density plots of D1 energy coefficient are shown in Fig. 6 . Fig. 6 . Three types of probability density plots of D1 energy coefficient. Fig. 6 illustrates the superior fitting with lognormal distribution compared the other distributions. To verify the energy coefficient distribution of other levels, we will also use similarly procedure. The 2-parameters of lognormal distribution of all levels are shown in Table II . All of X 2 are less than X 2 with alpha 0.05 and degree of freedom (df) 60-1-2 show that all level of energy coefficient are lognormal distribution. Table II shows the average () and standard deviation () of each feature. Since the data are divided into 60 bins and we have estimated two parameters, the calculated value may be tested against the chi-square distribution with 60 -1 -2 = 57 degrees of freedom. For this distribution, the critical value for the 0.05 significance level is 75.61. Since all X 2 < 75.61, we do not reject the null hypothesis that the data are log-normal distributed. Table III compares the accuracy performance of three different feature extraction methods based on wavelet transform (WT). Our proposed method that uses the energy coefficient with probability distribution (ECPD) to represent the distribution of EEG signals is compared to the two baseline methods, including Power Spectrum Density (PSD) [11] and the method that uses multi-modal features from time analysis, PSD, and WT, named Multi-Modal Analysis (MA) [5] . As seen in Table III , ECPD achieves the best performing method for feature extraction in EEG signals with 90.72% of the classification accuracy. MA that uses a set of multiple features from time analysis, PSD, and WT, also performs the second best one with 85.66% of accuracy on this collection of EEG data. We also compare ECPD with PSD obtained from DTW. As seen in Table III , ECPD largely outperforms PSD for the measure of accuracy. Furthermore, the number of extracted features from ECPD is less than that of PSD.
D. Results and Discussions
One interesting point reveled in this table is that PSD, a commonly used method for the classification analysis of EEG signals, is not effective enough to achieve the encouraging performance since there are redundant and noisy information extracted from wavelet transform. Furthermore, the results support the superiority of the distribution of energy coefficients for enhancement of wavelet transform. The improvements are also consistent in the number of correct and incorrect classification on the test data made by the proposed method. As seen in Table IV , ECPD achieves the best correct classification of drowsy (98.09%) and alert (82.45%) signals with the lowest incorrect classification rates compared to MA and PSD respectively.
We also examine the effect of feature revision. Fig. 7 illustrates the average values of energy coefficient distribution of alert (blue line) and drowsy (red line) class before/after the revision process. As seen in this figure, the average values of energy coefficients at each level are not significantly different between alert and drowsy signals (the above graph). This may lead to a negative impact on classification methods used for making a decision. However, after the weight revision is performed, the obvious differences of alert and drowsy signals can be easily identified.
Consequently, this can facilitates the classification method for the discrimination of brain signals. This result also highlights the use of input-output clustering for feature revision. 
V. CONCLUSIONS AND FUTURE WORK
In this work, we tackle the deficient use of wavelet transform for reliable classification of EEG signals. We have presented a novel method to enhance wavelet transform for classification of EEG signals. This method basically extracts energy coefficients which captures meaningful information of wavelet transform based on the Parseval's property. Then, the process of feature revision is applied to each energy coefficient to facilitate the classification method. We evaluate the proposed method by using the energy-based features to train a neural network for characterization of alert and drowsy signals. The experimental results conducted on MIT-BIH Polysomnographic database have shown that the proposed method achieves encouraging performance in comparing with standard wavelet-based features.
Although the proposed method is promising for classification of EEG signals, a fair computation is usually required. Consequently, it might be not suitable to apply this method for real-time signal processing. We thus plan to improve the efficiency issue of our method for future work.
