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In this note we show the existence of positive solutions for a one-dimensional class of
semipositone boundary value problems with nonlinear boundary conditions. We study
both the sublinear and superlinear situations by means of phase plane analysis.
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0. Introduction
This note is concerned with existence of positive solutions for problems with nonlinear boundary conditions of the form
−u′′ = λf (u)
−u′(0)+ u(0) = g(u(0))
u′(1)+ u(1) = g(u(1)),
(0.1)
where λ > 0 is a positive parameter, f : [0, ∞)→ R is a locally Lipschitz continuous (nonlinear) functionwhich is negative
at the origin,
f (0) < 0, (0.2)
and g : [0, ∞)→ R is a continuous nonlinear function.
Equations as in (0.1) with f satisfying condition (0.2) are referred to as semipositone equations (cf. Castro et al. [1]) in
contrastwith the terminology positone equations coined by Cohen and Keller in [2]where the nonlinear function f is positive
and monotone. The existence of positive solutions to problems of type (0.1) with condition (0.2) is considered challenging
and important for applications (see [3]).
The current work was motivated by the works in [4–6]. In [4], Costa and Tehrani studied one-dimensional semipositone
Dirichlet problems with the p-Laplacian. Using phase plane analysis, they proved existence of positive solutions when the
nonlinear function f is sub, super, and asymptotically (p − 1)-linear. In [5], the present authors considered the Dirichlet
problem for a 2 × 2 system of semipositone equations with sublinear nonlinearities. Combining phase plane analysis and
fixed point theory, they proved existence of positive solutions, thus generalizing when p = 2 the scalar result in [4] and
showing the sufficiency of Dancer–Schmitt necessary condition in the case of systems (see [7]). In [6], Song et al. considered
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a nonlinear elliptic problem with a nonlinear boundary condition where the functions f and g were both positive. They
used the method of sub–super solutions and the Mountain Pass Theorem to prove the existence of positive solutions. To
our knowledge, the question of existence of positive solutions in the case of semipositone equations with nonlinear boundary
conditions has not been addressed.
In this paper, we consider one-dimensional semipositone equations with nonlinear boundary conditions. Unlike in [6],
there is no positivity restriction on the function g . Using phase-plane analysis, we prove the existence of positive solutions
when the nonlinear source f is sublinear or superlinear.
Let us introduce the parameter L = √λ and the new state variable w(Lt) = u(t). If we consider the function h defined
by g(s) = Lh(s)+ s thenw satisfies
−w′′ = f (w)
−w′(0) = h(w(0)) and w′(L) = h(w(L)).
Now, by definingw1 = w andw2 = w′, the above problem is equivalent to
w′1 = w2
w′2 = −f (w1)
w2(0) = −h(w1(0)) and w2(L) = h(w1(L)).
(0.3)
In the next two sections we show existence of positive solutions for (0.3), hence for our original problem (0.1). We note
that (0.3) is a conservative system in the sense that, by letting F(w) =  w0 f (s) ds denote the potential energy, the total energy
is constant along the trajectories (w1(t), w2(t)) of (0.3) in thew1w2-plane, that is,
1
2
w22 + F(w1) = E = constant ∀t ∈ R. (0.4)
Also, we note thatw1 needs to be positive to yield a positive solution.
Next, one can define the Time Map T : [0,+∞) −→ (0,+∞],
T (k) =
 w(k)
0
dw√
2(E − F(w)) , (0.5)
corresponding to an initial value problem with initial conditions w1(0) = w(0) = 0, w2(0) = w′(0) = k ≥ 0. The above
integral T (k) gives the length of time for the solution starting at w1(0) = w(0) = 0, w2(0) = w′(0) = k ≥ 0 to reach
the positivew1-axis for the first time, say atw(k), this latter being the ‘height’ reached byw(t) half-way on its way back to
the w2-axis. We remark that, throughout the paper, we will be considering smaller intervals of integration for the variable
w = w1 in the defining integral of T (k) but (for simplicity of notation), we still denote such integrals as T (k). Moreover, we
point out that T (k) is a continuous function and a solution of (0.3) exists if and only if there exists k such that L = 2T (k).
Finally, note from (0.4) that E := E(k) = F(w(k)) = 12k2.
1. The sublinear case
Here we assume that the nonlinear source f satisfies the following condition:
(f1) There exist 0 < s0 < s1 such that
f (s) < 0 for s < s0 and s > s1, f (s) > 0 for s0 < s < s1, and
 s1
0 f (s)ds > 0.
Also, since we are interested in positive solutions of (0.3) that start at time t = 0 on the curve C1 : w2 = −h(w1), and
reach the curve C2 : w2 = h(w1) at time t = L, we note that necessary conditions for existence of such solutions are that
k ≥ 0 and
H ∩ Ek1 ≠ ∅, (1.1)
whereH denotes the graph ofw2 = −h(w1) over (0, s1), andEk1 denotes the graph ofw2 =
√
2(E(k1)− F(w1)) over (0, s1).
Here, k1 > 0 is defined by the fact that T (k) → +∞ as k ↑ k1 (so that 12k21 = F(s1) in (0.4) corresponding to the initial
conditions w1(0) = 0, w2(0) = k1). We similarly denote Ek for 0 ≤ k < k1 (Fig. 1 shows sketches of the potential function
F and of the phase portrait, whereas in Fig. 2 we sketch graphs ofw2 = h(w1) andw2 = −h(w1) in this sublinear case).
For the sake of clarity in our approach (and to avoid making additional technical hypotheses), we shall assume in this
section without further mention that the above necessary conditions are satisfied and thatH ∩ Ek consists of a unique point
for each 0 ≤ k ≤ k1. We shall now consider the following condition on the (nonlinear) boundary function h:
(h) h(0) > k1 and h is strictly decreasing with lims→∞ h(s) = −∞.
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Fig. 1. Potential function and phase portrait in sublinear case.
Fig. 2. Curves C1 and C2 .
Theorem 1.1. Assume (f1), (h) and let z0 > 0, a ∈ (s0, s1) be such that h(z0) = 0, F(a) = 0.
(i) If 0 < z0 < a there existsΛ1 > 0 such that (0.1) has a positive solution if and only if λ ≥ Λ1;
(ii) If a ≤ z0 < s1 then (0.1) has a positive solution for all λ > 0.
Proof. As already noted, we will be looking for positive solutions which start on the curve C1 : w2 = −h(w1) at time
t = 0 and reach the curve C2 : w2 = h(w1) at time t = L. Let m = F(s0),M = F(s1) (cf. Fig. 1), and note that
M = F(w(k1)) = 12k21 = E(k1) (see (0.4)) with T (k1) = +∞ since 12w22 + F(w1) = E(k1) = M is a homoclinic at the
steady-state (s1, 0).
(i): In this case, since z0 ∈ (0, a), the intersection ofH with the upper-half of the zero-energy orbit E0 : w2 = √−F(w1),
0 ≤ w1 ≤ a (which starts at (0, 0) and ends at (a, 0)) consists of a unique pointw00 ∈ (0, a), with
T (0) =
 a
w00
dw√−2F(w) > 0 and a = w(0).
Next, for each 0 < k < k1, let w1k ∈ (0, s1) satisfy −h(w1k ) = k, and denote by (w1k, w2k) the solution of (0.3) with initial
condition (w1k , k). Then
w1k → s1 and T (k)→+∞ as k → k1,
where the time map T (k) is given by
T (k) =
 w(k)
w1k
dw√
2(E(k)− F(w)) =
 w(k)
w1k
dw√
2(F(w(k))− F(w)) , 0 ≤ k < k1, (1.2)
andwe recall thatw(k) denotes the ‘height’ reached byw1k(t) at the first timewhenw2k(t) = 0. Since F(w(k)) ≤ F(s1) = M
and F(w) ≥ m for all 0 ≤ k < k1, it follows that
T (k) ≥
 w(k)
w1k
dw√
2(M −m) =
w(k)− w1k√
2(M −m) ,
so that T (k) is bounded below. In fact, since T (k1) = +∞, it follows that T (k) −→→ +∞ as k ↑ k1 (see a typical timemap
in Fig. 3, case (i)).
Therefore, since T (k) > 0 for all 0 ≤ k < k1, by defining T1 := mink∈[0,k1) T (k) > 0, problem (0.3) has a positive solution
if and only if L ≥ 2T1. In this case letΛ1 := 4T 21 .
(ii): If z0 ∈ [a, s1), then z0 = w(k0) for some 0 ≤ k0 < k1 and H intersects each Ek, k0 ≤ k ≤ k1, at a unique point
(w1k , k). In this case, since w(k0) = w10 , it follows that T (k0) = 0 and, since 0 < T (k)→ +∞ as 0 < k ↑ k1, problem (0.3)
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Fig. 3. Time maps: sublinear cases (i), (ii).
Fig. 4. Potential function and phase portrait in superlinear case.
has a positive solution for each L > 0, where L = 2T (k) for some k ∈ (k0, k1) (cf. the time map in Fig. 3, case (ii)). The proof
of Theorem 1.1 is complete. 
2. The superlinear case
We now suppose that the nonlinear source f satisfies the condition
(f2) f (s) < 0 for 0 ≤ s < s0, f (s) > 0 for s > s0 and lims→∞ f (s)s = ∞
(the potential function and phase portrait are depicted in Fig. 4). We have the following.
Theorem 2.1. Assume (f2), (h) and let z0 > 0, a > 0 be such that h(z0) = 0, F(a) = 0.
(i) If 0 < z0 < a there existsΛ2 > 0 such that (0.1) has a positive solution if and only if λ ≤ Λ2;
(ii) If z0 ≥ a there exists Λ2 > 0 such that (0.1) has at least two positive solutions for 0 < λ < Λ2, at least one positive
solution for λ = Λ2, and no solution for λ > Λ2.
Proof. As in the sublinear case, the time map is given by
T (k) =
 w(k)
w1k
dξ√
2(E(k)− F(ξ)) ,
withw1k andw(k) defined as before. However, in view of (f2), we now note that T (k) is defined for all k ≥ 0 and
w(k)→∞ and w1k →∞ as k →∞.
On the other hand, as in the sublinear case, we point out that z0 = w(k0) = w10 , hence T (k0) = 0, when z0 ≥ a. Therefore,
both cases (i) and (ii) will follow if we show that T (k)→ 0 as 0 < k →∞. So, let us rewrite T (k) as
T (k) =
 w(k)+w1k
2
w1k
dξ√
2(E(k)− F(ξ)) +
 w(k)
w(k)+w1k
2
dξ√
2(E(k)− F(ξ))
and denote the first integral by I1 and the second integral by I2.
Since f (s)/s → ∞, then for any given N > 0, there exists s¯ such that f (s) ≥ Ns for all s ≥ s¯. Also, Since w1k → ∞ as
k →∞, there exists k0 such thatw1k ≥ s¯ for k ≥ k0. So, for k ≥ k0, we have f (ξ) > Nξ for any ξ > w1k .
A.K. Drame, D.G. Costa / Applied Mathematics Letters 25 (2012) 2411–2416 2415
Fig. 5. Time maps in superlinear cases (i), (ii).
Now, since the potential function F is increasing in (s0,∞), we have that
I1 ≤
 w(k)+w1k
2
w1k
dξ
2

F(w(k))− F

w(k)+w1k
2
 .
Using the Mean Value Theorem gives
I1 ≤
 w(k)+w1k
2
w1k
dξ
2f (ξ¯ )

w(k)−w1k
2
 , where w(k)+ w1k2 ≤ ξ¯ ≤ w(k).
So, for k ≥ k0 we have f (ξ¯ ) ≥ N ξ¯ and, therefore,
I1 ≤ 1√
N
 w(k)+w1k
2
w1k
dξ
ξ¯ (w(k)− w1k )
≤ 1
2
√
N
w(k)− w1k
w(k)+w1k
2

(w(k)− w1k )
≤ 1√
2N
. (2.1)
Next, we estimate the second integral I2. We have
I2 =
 w(k)
w(k)+w1k
2
dξ√
2(E(k)− F(ξ)) =
 w(k)
w(k)+w1k
2
dξ√
2(F(w(k))− F(ξ))
and, again, using the Mean Value Theorem yields
I2 =
 w(k)
w(k)+w1k
2
dξ
2f (ξ¯ )(w(k)− ξ)
, where
w(k)+ w1k
2
≤ ξ ≤ ξ¯ ≤ w(k).
So, for k ≥ k0 we have f (ξ¯ ) ≥ N ξ¯ ≥ N w(k)+w
1
k
2 and, therefore,
I2 ≤ 1
N(w(k)+ w1k )
 w(k)
w(k)+w1k
2
dξ√
(w(k)− ξ) =
1
N(w(k)+ w1k )
 w(k)−w1k
2
0
dτ√
τ
≤

2
N
. (2.2)
Since N > 0 was taken arbitrarily in (2.1) and (2.2), we conclude that limk→∞ T (k) = 0 and the time map has one of the
shapes displayed in Fig. 5, depending on whether 0 < z0 < a or z0 ≥ a. Therefore, the proof of Theorem 2.1 is complete by
setting T2 := maxk∈[0,∞) T (k) > 0 (resp.T2) and definingΛ2 := 4T 22 (resp. Λ2 := 4T 22 ). 
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