The aim of bootstrapping is to approximate the sampling distribution of some estimator. An algorithm for combining method is given in SAS, along with applications and visualizations.
Introduction
Multiple linear regression (MLR) is an extension of simple linear regression. Table  1 displays the data for multiple linear regression. 
885
MLR is used when there are two or more independent variables where the model using population information is
where β 0 is the intercept parameter and β 0 , β 1 , β 2 ,…, β k -1 are the parameters associated with k -1 predictor variables. The dependent variable Y is now written as a function of k independent variables, x 1 , x 2 ,…, x k . The random error term is added to make the model probabilistic rather than deterministic. The value of the coefficient β i determines the contribution of the independent variable x i , and β 0 is the y-intercept. (Ngo, 2012) . The coefficients β 0 , β 1 ,…, β k are usually unknown because they represent population parameters. Below is the data presentation for multiple linear regression. General linear model in matrix form can be defined by the following vectors and matrices as below: 
YX βε

Results from Original Data
Below are the results from the analysis using the original data. The residual plots do not indicate any problem with the model. A normal distribution appears to fit our sample data fairly well. The plotted points form a reasonably straight line. In our case, the residual bounce randomly around the 0 line (residual vs. predicted value). This suggest that the assumption that the relationship is linear is reasonable. A higher R-squared value of 0.62 indicated how well the data fit the model and also indicates a better model. 
Leverage Diagnostics
From Figure 2 , we can see that there is no detection of outlier in observations. The leverage plots available in the SAS software are considered useful and effective in detecting multicollinearity, non-linearity, significance of the slope, and outliers (Lockwood & Mackinnon, 1998) . Both of figures above indicate that this sample have no peculiarity and a data entry have no error. Figure 2 presented a regression diagnostics plot (a plot of the standardized residuals of robust regression MM versus the robust distance). Observations 2, 9, 10, 11, 18, 24, 27 and 33 are identified as leverage points. Below is the results of bootstrapping with n = 50: Table 4 shows the results by using bootstrapping method. The aim of bootstrapping procedure is to approximate the entire sampling distribution of some estimator by resampling (simple random sampling with replacement) from the original data (Yaffee, 2002) . The next step is to calculate the efficiency of the Residual bootstrap method with the original sample data. Table 5 summarize the findings of the calculated parameter. 
