Abstract. A functional dependency (fd) family was recently defined [20] as the set of all instances satisfying some set of functional dependencies. A Royce-Codd normal form, abbreviated RCNF. family is defined here as an fd-family specified by some RCNF set of functi!)nal dependem& . The purpose of this paper is to present set-theoretic/algebraic characterizations relating to both types of families.
Introduction
Since its introduction ten years ago [I 21, the relational model for data reprcsentatic111 has had a tremendous impact on the field of database<. It has spurred research ranging from the very applied to the very theoretical. The model itself essentiall> consists of instances (or .xlations) to represent data, relational operators to manipulate these instances, and semantically motivated constraints to specify properties of these instances. Among the many types of constraints already in the literature, the best known (and most thoroughly studied) is that of the functional dependency [ 131. It has been used as a foundation for decomposing relations [S, 10, 13 1. ;md W;I~ the first type of dependency for which inference rules were discovered [3,7, 171. In a plumber of investigations, the concept of families consisting of ail instances *;.1:sfying a given set of functional (or other) dependencies has arisen implicitly [I. 5. Hi, 17, 2(7] . hi ore recently, it has hwn mentioned explicitly 1%. 9. 24, 251. but not as the central object of attention. The idea of studying this concept in its own right, rather than as a peripheral concept, was introduced in [XI] . The approach there provides a framework within which many important questions can be raised.
The purpose of the present paper is to extend the investigation initiated in [ZO] .
AS defined in [2()] , a functional dependency (fd) family is a family of ~41 instances which satisfy a given set of functional dependencies. Such a family cart be viewed ;K the set of all valid instances of a (single relation) database implement:?tion whose contents are expected to satisfy certain functional dependencies.
Within this framework it is natural to examine the impact of the relational operators on fd-families, since the resulting families of instances correspond to the sets of al1 ~2id instances of user views of the original implemented database. Indeed, in [X3] ;I met hod is described for determining which functional dependencies art' satisticd by instances in the image of fd-families under algebraic operators. And in [20] ch;lr;tctcrizations for when the projection, join and union of fd-families art' again fd-families arc' giwn.
Also in [20] the notion of the smallest fd-family containing a +en family of instances is introduced. (This notion suggests questions about ,~cner;ttc~rs and generating sets as custom:lrily found in algebra and formal language t hcory. i used to characterize 3(9 1 atid @jc(9) as the smallest families (of instances) containing 9; and closed under certai I of these operations. Section 4 concerns the collection 1 If all fd-(BCNF-) families. In particular, it is shown that two natural inverse prcjxtion operators, in conjunction with intersection, are sufficient to 'build' any fd-(BCNF-) family from the collection of fd-families defined over one attribute.
Section 5 deals with projections of fd-(BCNF-) families.' It is shown that the projection of a BCNF-family is always a BCNF-family. However, this is not true for arbitrary fd-families [20] . Two characterizations for when the projection of an fd-family is again an fd-family are presented. One of these is given in terms of the set of functional dependencies specifying the original fd-family, uhile the other involves instances of bounded size. Several corollaries are obtained, one being the decidability of whether the projection of an fd-family is an fd-family.
The final section establishes analogues for BCNF-families of results obtained in [X] for arbitrary fd-families. Specificaily, characterizations are given for when the join and the union of BCNF-families are again BCNF-families.
Preliminaries
In this section we recall the concept of a functional dependency family in the sense of [Xl, and then introduce the notion of a Boyce-Codd ,lormal form family. In the process we present precise notation for the relational model and review some well-known results. (For a more complete dtscussion of these and related results, stx [4, 7, 17, 2H] . ) We begin by formally defining sevcrai of the fundamental concepts of the relational model. First, we introduce a collection of objects which provide the foundation for the model. Specifically, WC have the following.
Definition. A ~rrk~~std
crrtrihrrte spcificnrinn is a pair ( U, , , (DA 1 A in I/&, where ti) tf, is an infinite set of abstract objects (called attributes), and (ii) for each attribute A in CIA, L '? \ (called the dormin of A) is a set of at least two elements.
Note that although the (univcrsal~ set I/., of attributes must be infinite, the d~x~1ains D.., may be finite or infinite. The condition that each domain have at least two clemcnts is included in order that logical implication and provability coincide relational database literature, if X u Y, and if A is an attribute, 246 S. Ginshug, R. Hull In accordance with the usual convention in the X and Y are sets of attributes, then XY denotes then A is frequently used to denote {A}.
For each fd-schema (U, l3, r is fini .e since U is finite. We are now ready for the first cc tk e two central concepts in this paper, namely that of an fd-family.
Definition. For each fd-schema (I/, r), the fztnctiotmf dependency (fd) fmniiy determined by (L', f ), denoted SAT( Lr, r), is the family ckf all instances (U, I) satisfying f, i.e., SAT( U, f') = {(U, I) 1 I satisfies I'). A fami'ly 9 of instances is called a furzctiorzal dqendencv (fd) familv if 9 = SAT( U, r) for some fd-schema t U, r).
. _
If U is understood, SAT(U, r) is written as SAT(T).
We now briefly describe a method for specifying fd-families first introduced in [20] .
Definition. Let ,P he a family of instances with domain U. The fd-family generated by 9, denoted .Y(.Y)), is the smallest fd-family containing 9.
As shown in [N] , s(9) always exists because of three facts:
(1) Given fd-families SAT(T) and SAT(J) with domain U, SAV')n SAT(J) = SAT( r ~1 J ).
(2) The collection of all fd-fami!ies over a given U is finite (sir ce there arc onI4 a finite number of fd-schemas {U, r)).
i-3) .+ is a subset of at least one fd-family, namely SAT( U, (3). in [ZO] , describes ,-F(4) in ttti-ms of functional set of all functional dependencies over U, and
In order to define the second of the two major concepts in the paper, that of a Boyce-C'odd normal form family, we must introduce the notion of logical implication of functional depcndencics.
We also take this opportunity to briefly review rccults co Iccrning inference rules for functional dependencies, although we assume the reader to have some familiarity with this topic in general [3, 7, 171. Inference rules provide a means for inferring when a set of functional dependencies logicaily implies a given functional dependency. If X -+ Y and Y + 2, then X -* 2. We assume that the reader is familiar with the notions of proof and provable, relative to U, from r using a given set of inference rules [7, 28] . Here, we only consider provability using FDl, FD2 and FD3.
As with logical implication, it is well known [7, 171 that if y is provable from r relative to CJ and U 5 U', then y is provable from r relative to U'. Thus, when speaking of either logical implication or provability, if a set U of attributes is not specified then it is to be assumed that these notions are relative to a set U containing all the relevant attributes.
It is well known [3, 171 that the inference rules listed above are sound, that is, if y is prova!lle from r, then I' logically implies y. The rules are also known to be complete, that is, if r logically implies y, then y is provable from r [3, 171. In all the proofs of the latter result found in the literature, the attribute domains ar,: assumed to be infinite (or at least arbitrarily large). However, it is easily verified that the arguments used also apply when all attribute domains have at least two elements.
To summarize, we have the following theorem.
In the prcscnctz of one-clement domains, the inference rules are no longer complcttz. I'hc next proposition (of which the proof is onlittcd) clarifies this situation, and Completeness Theorem implies that logical implication is independent of the attribute domains.
We ntJw define two notions of closure associated with logical implication.
Definition. The clusrrre of an fd-schema (U, r) is the fd -schema t U, P"), where I'*' ={X + Y 1 XY c I/, I' logically implies X -+ Y}. If I'= I'*:' , then I' is said to bc chcd (with respect to U 1. If U is understood, then f * is used to denote r":".
It is clear that this type of closure is idempotent and monotone, that is, for fixed 3, (f *:)* = f * and r c J implies r* c J*. Also, SAT(T) = SAT (P) .
By the Soundncss and Completeness Theorem, r* = (X + 1'1 XY c U, X --f Y is provable from I'}. Finally suppose I U, I'! and ( CL f I arc fd-schomas. It is easily cw-ified that I-* z -I :" iff SAT(f) zSAT (&. and that r* = J* iff SAT(T) = SAT(J). The second notion of closure applies to subsets of CJ.
Definition. Let ( U, I7 be an fd-schema. If X c U, then the closr~c ( f'X urder 1: denoted by (X. I-)*, is the set ('4 in U 1 X + A is in r*). If X = cX, F I*:, then X is said to hc &.~d (with respect to I').
Clcrtrly. S G (X, 3* and (X, r)* = (X, P*)*. It is easily verified that this type of closure is idcmpotcnt and monotone, that is, LX, r)* is closed and X s Y impIies IX, I')* cz ( Y. IT'. Also, (X, /'I* is the ~r:,lJlcst CJoscd set containing X. Finally, let i LJ, 13 aml (LJ, _I I be fd-schemas. Then T* q -1": iff cX, I')* G (X, A )* for each X c_ U, and I'* -A* iff PC, I')* = (X, A )* for each X c U.
Because closed sets play a central role in our development, we introduce the following.
htatian.
Given I/ and a family .'I of subsets of U. let (Cl) and K'3_) denote the followin,~: conditiclns:
! CL' 1 1 CJ is in 7. tC '2) .i" is closed under interssctioq, i.e., X c7 Y is in .55 for each A', i' in .'/-. It is wtAJ known [3] that 01') satisfies (('I I and (('2) for each fd-schema (27, I') . C'krii\.crscJl 1.3 1. if ./ is ;i family of suhscts of Ci satisfying (Cl ) alld (('2 1. thcfl 9 == f-(I') for some fd-schema (U, I'} (namely, r = { Y -+ 2 1 for each X in ,Y, Y c X I nplies 2 c X}L We conclude our discussion of logical implication with a simple characterization ot when X is closed (a proof is omitted).
Proposition 1.3. Let (U, f) be cm fd-schema md X c U. Then X = (X, r)* ifl for each dependency Y + 2 irz r, Y C X itnpl.+s Z C X.
We now present the second central concept of the paper, namely, that of a Royce-Codd normal form family.
Definith.
A Boyce-Codd tiorvnnl form schetnn (abbreviated BCNF-schema) is an fd-schema (U, F') such that, for each X s 27, either' (X, r)* =X or (X, r)* = U. A Hoye-Codd normal form frrtnily (abbreviated BCNF-family) is a family 9 of instances such that ,P = SAT( U, f) for some BCNF-schema (U, IT.
Obviously a RCNF-family is an fd-family. As mentioned in the Introduction, the purpose of this paper is to present chaz acterizations pertaining to fd-families, and their analogues for BCNF-families. These characterizations include an alternative method for specifying fd-families, descriptions of fd-families in terms of closure properties of families of instances, and the effects of various operations on fd-families.
We conclude the section with some observations about BCNF. It is clear that if ( Cl, 1') and 1 I/, A I are fd-schemas such that (U, I') is in RCNF and I'* = A*, then f I/, A I is in RUVF. Furthermore, RCNF-schcmas can be charactcrizcd in terms of the following special type of functiowll dependency.
Definition. A kq-tlrp~v~d~r~-_v owr I.i is a functional dqwnciency oc't'r U of the form ,Y -+ lJ.
The ~h;~r-;tc,~r~/lation, proved in [ 1 X], is the following. PnIposition 1.4. '+1/r /;l-s(*l~~r-l~~ ( I.J. I '\ is irk C3CNF if ot~d otzl!* if ' I-* -L _I* /iv .s~~ttzc WC i o,/ krl\* c(c'C,r'llli~~lir,ic~.~ cll'cr I!. /II prlrtic*i~lilr, color\' sot c,f' kc>\* r~~'l,~'tlij~'~lc'il 
b'c IWW turn tcj anotkr observation ahout RCr\lF-families. In particular, wc dt*\crikw fww to qxcifv HCNF-families using a family of instanocs (as w~c' done fix i'(l-f;tmilicb1. '1'0 lwgifl, wt' first show that 13C'VF-families are closed under .Iciinltit>ll L)t .I 13~ SF-\chcknu g~cn Proposition 1 S. Let (U, f) and (U, A ) be BCNF-schemas. Then (U, r LJ A) is a BCNF-schema, so that SAT(T) n SAT(A ) = SAT(r u A) is a BCNF-family.
Proof. By Proposition 1.4 there are sets rl and A 1 of key dependencies such that rT =r* and -1: =.I*. As is easily seen, (ruA)*=(~luAl)*.
Hence (U,ru& is a BCNF-schema by Proposition 1.4. [II Now let 9 be a family of instances with domain b'. Then 9 z SAT(U, (3). Note that (U, 8) is a BCNF-schema. (In particular, (X, O)* =X for each X c U.) Combining this with Proposition 1.5 and the fact that there are only a finite number of BCNF-families having domain U, it follows that there is a smallest BCNF-family containing 9.
Notation. Let 5""(9 ) be the smallest BCNF-family containing 9.
Analogous to Theorem 1.1, we have the following theorem (of which the proof is omitted 1. If .u' is empty, then ;P. (J) = F(Y) = SATI{& U}).
Agreements
In this section we use sets of attributes to characterize in a simple manner the fd-i RCNF-) family determined by a family of instances. The results are based on the notion of agrecmen ts,' a set-theoretic analogue of the closed sets discussed in Section 1 . Before relating agreements to fd-(BCNF-) families, we present a lemma indicating the strong bond between agreements and closed sets. Now suppose I i; in SAT{ II), i.e., I satisfies LT. If I is empty, then Agtl) = 8 c %(!I suppose 1 is nonempty. Let D and 13 be in I and X = Ag(u, t' ). Suppose Y + 2 is in I' and k't; X. Since I satisfies /I Z C, X. By Proposition 1.3, X is closed as desired. Suppose A is not in X. Since X = (X, r)*, X +A is not in r* --I'. Hence, some I in S does not satisfy X +A. Thus there exist 14 and t' in I such that u[X] = v[X] and u(A) Z v(A). Then Ag(u, v) is in 3 and A is not in Ag(rt, v) . Therefore A is not in (7% This implies that n% E X, whence X = n"Y. Cl
Corollary. For ecu-h furnily 9 of instances, A@(9)) = TC(Ag (9)).
Proof. Let 1' tw as in Lemma 2.2. Hy Theorem 1.1, .Y%Y ) = SAT(!'). Thus Ag($@)) = Ag(SAT(T)). By the corollary to Lemma 2.1, Ag(SAT(T);) = %W). By Lemma 2.2, %(r) = IC(Ag (9 )). Hence the result. 0
We now have the characterization of 3~9). In order to develop a RCNF analogue (see Theorem 2.6) for the above result, wt' now introduce a modified version of (C2). A n:~logous to the converse oV %(/') satisfying (Cl) and (C2), it can be shown whkti k 1i0f dcInc hcrc 1. that if ;! family .Y of subsets of C! satistics (('! 1 and fC'2'1, 25-l Note that RSCW) is the closure of F-(U) under subset. Also, IC(RSC(Y')) = RSC(Y) u(U). Clearly IC(RSCW) satisfies (Cl) and (C2').
Suppose that 4; is 3 family 01 instances. By Theorem 1.6, 9?4) = SAT(f ), where r is the set of all key dependencies satisfied by each instance in 9. This motivates the l'ollowing analogue of Lemma 2.2.
Proof. Since U is in both sides of the desired equality, it suffices to show that RSCI AgU 1) = %(I') -(U}. Suppose X is in RSC (Ag(9 ) ). Then X c Y for some t' in Agr$) --{U]. 'Thus there is some instance I in 9 and tuples 14 and c in I such that Y = Ag( If, c ) . Then for each Z c X 2 Y, I does not satisfy 2 + U. Hence, for each Z +Z' in /' with Z z X, namely none, it is true that Z' c X. By Proposition 1.3, X is closed and thus in %\r') -{U}.
Corollary. Let 4 be a family of instances with domain U. Then SC.9) is a BCNFfamily if and only if IC( A&9)) -(U) is closed under subset.
Proof. Suppose 9t.g) is a BCNF-family. Then 9($) = @'-(9). From the coroElaries of Lemmas 2.2 and 2.5, it follows that IC(AgV ,) = AgV(4 )) = Ag(@"(9 )) = RSC(Ag@)) u {U}.
Thcrefortz. IC( Agt,Y' I ) -{I/) is closed under subset. Now suppose IC(Ag(S)) --(U} is closed under subset. Then IC(Ag@)) = RSC(Ag($)) u(v). From this, Theorems 2.6 2nd 2.3 easily imply that 5f"'(4) = ,F1 a,. Kl
Operations generating St9 )
Earlier, we described the fd-(HCNF-) family 3~9) c#"(9 )) generated by a family 9 of instances in terms of the fd-(BCNF-) families containing 9. The questions arise: Can .%(,B) and ?" (9) be described in terms of the instances of 9 and operations on instances ? Expressed otherwise, can $(4) and sf"'(4:) be described as the smallest family of instances containing ,9' and closed under certain operations on instances'? In this section we shail resolve these questions in the attirmative. Specifically, we show that s (9) is the smallest family of instances containing 9 and closed under the operations of 'subinstance', 'version', 'pairwiserestricted union' and 'partially-disconnected augmentation'.' For sBC'(9 ), partiallydisconnected augmentation is replaced by *pseudo-partially-disconnected augmentation'.
In a sense, these results provide a 'constructive' view of 9(41 and PC (9 1. ') WC begin by presenting five ways of forming new instances fr<Jrn old. All will be used in the current section, and all but the last in Section ,S as well.
'l'hc first operation consists of taking a subset of an instance.
The second operation consists of taking an *isomorpW copy of an instance.
Definition. An instance (U, J I is a wrsim of ( lJ, I h if there exists a set /I = (II,., Thus a pru is a finite union of instances in which ever] pair (14, v} in the union lies in at least one of the summands.
Definition. Let ,P hc a family of instances and (U, I) in Sr. An instance (U, J) is a pclrrinll!,-discollrlccted augrnmtatiorz of ( U, I) (relative to 9) (abbreviated pda) if there exist I{ in Tup( U ), c in I, and X in Al@ 1 such that
Thus I LJ{U} is a pda of I if, for some tuple I' in I, (a) II agrees with t' on some clcmcnt X of AgU), and (b) the value of II r>n each attribute not in X differs from all the values of i' on that attribute.
The word 'disconnected' here refers to the values of 14 on the atriibutes not in Agcrt, t' 1. These values do not yet occur in I 01 t these attributes, and so 14 is disconnected from I on these attributes.
Usin;! the notation of the above definition, ii follows from conditions tiir and
WC shall sown show that fd-families are closed under the preceding four operations. Furthermore, in case there is no attribute present whose domain has exactly two elements, the operations are sufficient to generate an fd-family. However," it turns out that if there is at least one attribute whose domain has exactly two ckments, then the following is necdect instead of pdn.
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T'hus (I -{P})u{u} is a pdr of I if -( cAg(u, v) for some X in Ag (9), and the a': lue of II on each attribute not in X differs from all the values of I -(u} on that attribute.
Using the notation of the above definition, it is easily verified that Ag(Mj, u I = Ag( ttr, ~1) n X for each 11-9 in I -{t'}.
We now show that fd-families are closed under each of the above operations.
Lemma 3.1. Each fd-family is closed under subinstance, version, pairwise-restricted union, partially-disconnected augmerltation, and partially-disconnected replacement.
Proof. The verifications for subinsktnce and version are straightforward, and therefore omitted. We thus consider only the remaining three. Let SAT( U, I? = SAT(T) be an arbitrary fd-family. Consider pru. Suppose I = UT= I I,, where 1, is in SAT(T) for each j; and for each two-element set (LI, P) G I there is some j, 1 c j s II, such that {II, o} c Ij. Then Ag(1) c lJi'= 1 Ag(1, ). By Lemma 2.1, Ag(I,)c %(/') for each j. Thus Ag(l) c Ul' l Ag(l,)c %(I? By Lemma 2.1 again, I is in SAT(T).
Consider pda. Let I be in SAT(T). Suppose II is in Tup(U) and for some t' in
Now suppose that 12' is in I and consider Ag(rt, M' ). As observed l ifter the definition of pda, Ag(ll, )+.I \ = Agtrr, c ) n Ag(c, IV). Since both sets on the right-hand side are in $'(r), and since E'(f) is closed under intersection, Ag (Ll, 11') is in %([I Thus.
so I u {II} is in SAT(T) by Lemma 2.1. Finally, consider pdr. The argument here is similar to that for pda. Let 4 be in S:i\T$), c in I, 14 in Tup( U), and X in Ag(SA'I'(T)) = %(rI such that X E Agk L!) and, for each A in u -X, M(A ! is not in {w(A) 1 M: in I -{tl}}. As with pda, Ag(l -{c'}) E +5(r) and Ag(ld, u) is in Y;(T). Now let cv be in I -{v}. As observed after the definition of pdr, Ag(rc, 1%') = Ag(\t*, v) nX, and hence is in WIY Thus Ag((I -{c}) u (14)) s VW'), and (I -{c}) U{U} is in SAT(T). El
We are now ,eady to characterize, in terms of the operations defined above, the fu family 4 lrcratcd by a family of instances. Our result is stated in two parts. The firs1 hc rJs rel:ardless of the cardinalities of the attribute domains, whereas the st'co~~if is valid when no attribute domain is of cardinality exactly 2. The Slrrerence bcttwecn the two parts is that pdr is required in the first, while pda sI+Irces in the second. ProoS. Let 9 be the smallest family of instances containing 9 and closed under the specified operations. (Obviously 9 exists.) By Lemma 3.1, Yi c $(,g 1. It remains to establish the converse.
(ii) We begin by showing that IC(Ag (9)) C_ AgW. Since 9 c 2% AgV) c AgW). Since 9 has at least one nonempty element, U is in Ag( 3). Thus, to see that IC'(A~L#)) cr Ag(%), it suffices to show that Ag(W is closed under intersection. Suppose that X and Y are two proper subsets of U which are in Ag(W. Then there is an instance I in % and tuples U, c in 1 such that Ag(lr, t!) = X. Since % is closed under subinstance, II = {u, v} is in 9. Since # ( (1,
U -Y, e'(A 1 is not in (u(A), o(A))
. 'BJ hypothesis # (DA) a 3 for each A in U -Y, so c' exists.) Now 1, u {P') is a pda 01 I, relative to 9. Therefore II u {u') is in 5% As observed after the definition of pda, Ag(u, ~7 = Ag(u, U) nAg(v, u') = X n Y. Thus X n Y is in Ag(%) as desired. III To see that pda cannot replace pdr in (a) of the above theorem, consider the following example. Let U = {A, B, C), DA and DR be the set of nonnegative integers, and DC. = {0, 1). Let 9 = {I,, I,), where (representing tuples as triples in the natural manner) I', = {(O, 0, O), (0, 1, 1)) and I? = ((0, 0, 01, (1, 0, 1)). Then S(9) = SAT({AB + C, C -P AD)) and I.1 = ((0, O,(l), ( 1, 1, 1)) is in S(9). Although not proved here, 13 cannot be obtained from 9 by repeated applications of subinstance, version, pru and pda.
We now turn to the BCNF analogue of Theorem 3.2. For this we need a slight modification of pda. (The modification consists in permitting the relevant agreement to be a subset of a set in Ag(9 )- (U) rather than the set itself.) As we shall see, this nes.v operation. in conjunction with subinstance, version and pru, suffices even when two-element attribute domains are present.
Defimitiora. Let be a family instances and ( I) in An in stance (U, is a pserrrio-pnrtiaIl~-cii~~onnecte~~ mgmmtr'ztion of (U, I ) (relntiw w 9 1 (abbreviated pseudo-pda) if there exist 11 in Tupi U), c in I, X in .
and Y G X such that (i) .I = I u{lf}.
(ii) 1' = Ag(rr. v), and t iii) for each A in U -Y, II (A ) is not in {H* tA ) 1 II* in I).
Thus I ti(zl} is a pseudo-pda of I if, for some tuple t in I, (3) II agrees with z: on some subset Y of some set in Ag(4) -{U}.
and (b) the value of II on each attribute not in Y differs from all the values of I on that attribute.
Using the notation in the above definition, it follows from conditions (ii) and (iii) that Ag( \\I, 14 j = Ag( W, I-I (7 1' for each tuple ~7 in I.
We next note the closure under pseudo-pda of BCNF-families.
Proof. The argument here is essentially the same as that in Lemma 3.1 ior pda, and uses Lemma 2.4. The details are omitted. '3
We are now ready for the BCNF version of Theorem 3.2.
Proof. The argument is similar to that in (a) of Theorem 3.2. The only essential difference consists in establishing that Ag(%) -{U) is closed under subset. To see this, suppose that X is in Ag(%) -{ U} and Y c X. Since 9 contains a nonempty instance, there is some J in 4; which contains some tuple O. Since %' is closed under subinstance, (v) is in 59. Let 14 in Tup( U) be such that Ag(v, u) = Y. Then {v, u} is a pseudo-pda of {u} relative to 9. Since % ig closed under pseudo-pda, {u, v) is iv '8. Thus Y = Agitr, t') is in Ag( %), so RSC(Ag( 3)) c Ag(%) as desired. 0
Inverse projection
One of the most important relational operators is that of projectkn. This natural operator has been studied in a variety of contexts [ 1, 8, 12, 21, 26] .
It has been shown [ZO] that fd-families are root preserved under projection,' and, in the next section, an involved characterization is presented for when a projection of an fd-family is an fd-family. The situation with inverse projection is nicer. In this section two types of inverse projection, IT,\' and P,~' (where X is a finite set of attributes) are defined. It is shown that fd-families are preserved under both types of operators, and RCNF-families under ps' . Also, fd-families are characterized in a simple way using families of instances of the form Jlslp ,Vf/' (%), where % is ;UI fd-family over one attribute. RCNF-families are characterized using families of in-itanccs of the form &H l I (9) and (I,~' ( W), where 1-4 and 3' are fd-familik aver WC attribute with certain properties.
To kgin the formal dcvclopment, we recall the well-known concepts of projection of an instance and of a family of instanocs.
Definition. Gi\cn an instance ( U, I j and X c II, the rc.strictc~d projeetid0 of I onto ,y, dcnokd p1 (1 1, is II,, (1) if k (II, (I j) -= k (I ), ;uld is undcfincd othcrwisc'. Given ;I family .9 of instances with domain U, the rr~.~r~ict~?tilirt,jc'ct~(~rl of 9 onto X, denoted 0~ c.J t. is the family { LY, /I,& )) 1 I in $1.
When viewed as an operator on inst'. *,ces, restricted projection is thus a partial function.
The following natural inverses of our projection mappings allow us to 'extend' the domain of a family of instances.
Definition. Let (X, I) be an instance and Y a finite set of attributes. The inverse (restricted) projection of (X, I) to Y, denoted n-,! (X, I) (p;! (X, I)), or r1;' (I)
is the family of instances {(XY, J) 1 &-(J) = I> ({(XV, J) Ipx(J) = I)). Given a family 9 of instances with domain X, the ~~ZLVXS~ (re.stricted) projection of 9 to Y, denoted /7 V' (9) (p u' (9)), is the family Ul,n.Jk.
(1) (U ,111. Jj&I)).
If Y c X and 9 is a family of instances over X, then 27.' (9) = pi?' (4;) = 9.
The following easily verified result (of which the proof is omitted) shows that both types of inverse projection preserve fd-families.
Lemma 4.1. Let SAT(X, r) be nrz fd-family and Y a finite set of attr 'butes. TI-ren ( 1) IZ ,-' (SAT(X, r)) = SAT(XY, r), arld (2) p ,r' (SAT(X, I-)) = SAT(XY, f u {X + Y)).
WC now introduce the special class of fd-families which will serve as the initial set for our characterization.
Definition. An fd-family whose domain has exactI:/ one attribute is called rrrrary.
Using unary fd-families and inverse projections, we have the following characterization of arbitrary fd-families. Proof. Consider (1) :+ (2). Thus let $ = SAT( U, r) be an fd-family. Let H be the collection of all fd-families SAT{ U, {X -9 A}), where A is in U and X +A is in r*. Since U is norkmpty and A +A is in r* for each A in U, If is nonempty. Clearly H is finite-and SAT( U, f) is the intersection of the fd-families in W. It thus suffices to show that each family SAT( U, {X -+ A!) in H is of the form specified in the last phrase l.>f (2) . Two cases arise. Suppose X = 8. Let 3' be the unary fd-family SAT (A, (fl+A}) The implication (2) 3 (3) is immediate. Consider (3) 3 (1). By Lemma 4.1 the collection of all fd-families is closed under both inverse and restricted inverse projection. From this and the fact that the intersection of a finite number of fd-families is an fd-family, the result follows. 0
We note the following c~~rollary. the proof of which is omitted. 'tA, (64 -+ A}) and ttnrestricred if 9 = SAT(A, 13).
For each attribute A there are exactly two unary fd-families over A, namely, the restricted one and the unrestricted one.
Wc now present the RCNF analogue of Thcorc~m 4.1. The csscntial diff~renccs hctwecn the two theorems arc (a) the outermost II ' is omitted in the second asscrtttrn, and t b I the third assertion is considcrahty wcakcned.
Prrmf. Consider i 1 ) 3 (2 I. Thus let $7 hc a 13CNF family clvcr Il. By Proposition f 43 = SAT( U, I') Tot-some set i' of key dependencies. Without loss of generality, we may assume U -+ U is in r'. Let N be the collection of all fd-families SAT( U, (X -+ C}). whet-c X -+ I! is in 1: Since U -+ U is in r, H is nonempty. Clearly H is finite, itnd the intc'rscction of Ff is SAT(L.! I'). It thus suffices to show that each Furtctiurd depertdency artd Boyce-Codd rlorrnal form families 26.3 SAT(U, (X + U}) in H is of the form specified in (2) . Suppose X = Q), i.e., (?l-+ U is in 7Y Then, for each A in U,
Suppose X ZQ). By Lemma 4.1, SAT(U, (X -j U}) = p;,'l'&' (SAT(A, fl)) for each A in X. In either case, SAT(U, (X + U}) is of the form specified in (2).
The i:,lplication (2) 
S. Projection
Intuitively, an fd-family is the set of a!1 possible states of a time-varying (single relation) database which satisfies certain integrity constraints (here, functional dcpcndcncies).
It is thus natural to examine the behavior of fd-databases under the relational operators, since the resulting objects correspond to (the set of possible 1 user views of the under lying database. (i;or a discussion of user views, see [ 11, 16, 2X] .) Several results in this area were obtained in [20, 23] . It is clearly reasonable to consider the same issues with respect to BCNF-families.
In Section 1 we noted that fd-(,BCNF-) families are closed under intersection. In [20] it was shown that fd-families are not preserved under projection, join or union; and necessary and sufficient conditions were given for when these operations did preserve fd-families. In the remainder of the paper we consider these results, and present BCNF analogues. Specifically, we examine projection in this section, and join and union in the next. Our discussion of projection is of particular interest sin& it involves several tools developed in Sections 2 and 3.
In order to focus attention on the major issues of projection, we shall primarily consider attributes which have infinite domains.
Definition. A finite set U of attributes is domain infinife if DA is infinite for each A in U. An fd-family SAT! U, f) and an fd-schema (U, I') are domain infinite if I/ is.
IJnless otherwise stated, we shall assume in this section that nil fd-families und fd-~chemas under consideration are domain infinite.
We shall present a characterization, closely linked to the functional dependencies, of when the projection of an fd-family is an fd-family. (A different characteriz5tion of this problem was given in [20] , employing so-called 'implied dependencies'.) As a corollary, we obtain the decidability of whether the projection c+ an fd-family is ari fd-family. (The decidability cannot be obtained from the characterization in [ 201.) We also derive a characterization involving instances of bounded size. Finally. we prove the surprising result that domain infinite BCNF-families are al~ys closed under projection.
We begin with an extension of the notion of projection. 
I) = I is in &(SAT(T)).
Thus 77&AT(7')1= SATc V, Cl j is an fd-family as desired.
To coilciudc the proof, we show that ( V, 1'1) is BCNF. Suppose X C_ V and r X, /'J z X. Since XC (X, I', 1": E (X, r)*, (X, r)* f X. Since (U, I7 is a BCNFschem:), cX, I')* = U and X + U is in /'? Thus X -+ v is in I'* and hence in r,. Therefore, (X, /', )* = V, and ( V, 1-, ) is a BCNF-schema.
i?
The assumption that ail attribute domains are infinite cannot be arbitrarily ciiminatcd. For cxampie, let U = {A, B, C'). where D,, and Dn are infinite and WD,., = 2, and I' = {BC -+ A). Clearly ( U. I') is a BCNF-schema. Now JI..,,J r*) contains only trivial functional dependencies, so SAT(AR, 11,&? = SAT(AR, (91. Let I = {!tr,, h 1, (cl>, 131, ((I~, h)}, where (1 I, ~'1:. (I> are distinct elements in D.,4 and /j is in II,,. It is rcadiiy seen that I is in SAT(,4H, O), but has r10 extension in %Z'I'N). Thus SATtAR. Il.\rl!ll"\) f il,.,,&Kl'~U, I')), so II.,,,J~SAT\I.~, 7')) is not ;III fd-datahasc by Proposition 5.1, WC now turn to a consideratkn of projections of arbitrary fd-families. III particular, WC' shall prcscnt two charactcrizatiorls for WIXJI the projection of an fd-family is an fd-family. Our tirst step in that direction (Lemma 5.-t) is a characterization of when an instance ( \', I) is in II,qSAT( I/, f )).
The 
From (i) and (ii) it is dear that each -A,i is reflexive, i.e., u -A,, II for each u in 1. By reflexitivity and (ii), each -A,i +I is a coarsening

Remark.
The relations -A.r and -/\, and our LX of them, are closely related to the notion of 'chasing' as introduced in [2, 251 and applied in [22] . In particular, tising the notation of [22] , one can define a 'tableau' T over U, whose projection onto C' corresponds to I in the above lemma, such that all entries i,l the U -V columns are distinct 'undistinguished' variables (and all entries in the V columns arc vicwcd as 'distinguished' variables). If the relation II -A ~7 holds, then the undistinguished variables in the ,-4 column of the iuples in 7' corresponding to II :inci L' will bc 'ccluatcd ;lftcr somlz number of 'applications of FD rules' in the chase of 7: Following 1221. Ict T* he the end result of chasing T (and equating undistinguished variables as required). Then Lemma 5.3 states that for each extension J of I, there is a natural homomo!*phism from T* onto J. !Also, using an argument similar to that of Lemma 5.3 bklow, it can be shown that I has an extension iff T*, viewed as an instance, sati-:Ges K)
Returning to the formal discussion. Lemma 53 shows th;it the relations -, express dependency information which holds in all extensions of the instance I. This result is now extended to obtain a characterization of when an instance is in ~~,~(SAT(Ci, r)).
Proof. Consider the necessity. Suppose (V, I) is in &+,.i.~T( U, r)). Then I has an extension ( U, J ). Let A be in V, II (2) It can be shown that the extension J constructed in the above proof, if it exists, is isomorphic to the tableau T* mentioned in the remark after Lemma 5.3.
(3) Lemma 5.4 implies that it is decidable whether an instance (V, I) is in & (SATi U, r)). To see this, we need only demonstrate that each relation -A is effectively calculable. Guided hy the above suggestion, we now examine how the relationship II -H o can arise 'independent' of i, that is, without explicit reference to the instance 1. To this end, we i.ntroduce the following notion. It is easily seen that if X + A is in 7*, with X in %(rl) and A in U -5', then X is a potential determinant of A. Although not done here, it can be shovn that if &iSAT( U, T))-is not an fd-family, then (fl, rl)* is a potential determinant of each A in U -V.
Definition. Let
It is immediate from the definition that potential determinants are closed under superset (as long as the superset is in %(r,)). We now present a key lemma which egtablishes two additional properties of potential determinants. Part (a), which concerns the closure under intersection of potential determinants, is of particular interest. Its proof is based on the fact that fd-families x-e closed under pru and pda. The next lemma, the last before our first characterization of projection, suggests that the kernels K(A ) are small enough as potential determinants to capture all the dependency information lost by projecting instances onto V. In particular, it relates the kernels to the equivalence relations -A defined on the tuples of instances (V, I). Since (X u (B 1 II y3,, c}) + A is in r*:, so is XZ --, A. Since X = (X, f 1 I* and X c V, X = (X, I')* r7 V. Thus X is in Yf, + ](A ), so that K, + &A i z X. Hence the induction is extended, and (8) holds.
We now show that Ki +l(A) E Ki(A) for each
As already noted, there is an integer ~'1 such that -R = -H,,,t +, for all i 2 0 and BinU-C'.LetI=(#(UI)'.ThenforeachBinU-VandjbO,K(B)=KI(B)= K,, ,(R ) by definition and Lemma 5.6. Let A be in U -. V and suppose LI -/I c. Then 14 -,)a + 1 I'. By (X,, k'(A) =K, , , +, z.9. Cl We are now ready to establish our first characterization of when a projection of an fd-family is an fd-family. As suggested prior to the definition of potential determinants.
in order for &(SAT(T)) to be an fd-family, Ag(lr, v) -+ C must be in I-) if (' ik in V, 14 and P are in some instance I of SAT(f )), and (Ag(u, c )U it3 j0 -fj L')) + C' is in f *. In turn, Lemma 5.8 suggests that I7,.4SAT('T)l will be an fd-family if Agill, L' ) +C isin r) whenever (Ag(lr, P)u{B~K(B)G Ag(lJ. P)))--C is in I". Theorem 5.9 betow asserts that this condition is indeed sufficient und also necessary. To facilitate the statement of the theorem, we extend the notion of kernels to include V. For each B in V, the kernel of B, denoted K(B), is the set (B f-',) , where rl= I&Jr*).
Notation.
Assume that the specified set of functional dependencies is not a subset of fl. We shall show that I7, (SAT( U, r)) # SAT( V, I',), thereby effecting a contradiction.
Hy assumption, there exists an X -4 inI'*suchthatA isin V andURIIISKG3)+ A is not in I', = 1.7, Clearly X -I' f 0. (Otherwise, X E V. Then XA c V, so X --, A isin I',. Since K tZ31 ={B)for each R in V,U,jirl.v K (B ) -+ A is in 1', , a contradiction. ) Let Y = I& inx K(B ). We now construct an instance in SAT( V, rl) -Ilr4SAT( U, I')). Let 14 and u be tuples in Tup( V) such that Ag(lc, p) = (Y, rl)*.
Since Y +A is not in rl, A is not in Ag(u, u) . Since Ag(u, tl Since A' -+ A is in I'*, u(A) = u"(A) = C'(A) = u(A), But A is not in Ag(lc, r) by definition, so II (A) f c(A). This is a contradiction. Therefore, ( V, I,,,) has no extension, i.e.. ( I,', I,,,) is not in If,,(SAT(U, IN This completes the argument for the ncoessity. Now consider-the .SU~~C?CVICJ*. Thus assume that i i contains the specified set of dcpendencics.
By Proposition 5.1 it is enough to prove that SAT( 1'. rl ) c II@ATMI, , f ) ) is therefore an G-family. 13 We now give a sufficiency condition which does not explicitly refer to the kernels, and is thus easier to apply. is an fd-family.
Proof. We first show (using only (a:,) that
To see this, it is enough to verify that L(A) cKi(A) for each A in U -V and i 20. Using the previous corollary we now prove that each projection of an fd-family onto at most two attributes is an fd-family. is an fd-family regardless of the cardinalities of the other attribute domains.
We now turn to our second characterization of when a projection of an fd-family is an fd-family. This characterization is entirely in terms of instances. In particular, it specifies an integer s with the property that n,(SAT(U, I')) is an fd-family if and only if all instances of SAT( V, rl) with at most s tuples are in n,(SAT( U, r)). The proof of Theorem 5.10 is based on a consideration of instances arising in the development of Theorem 5.9. Since the forward, although lengthy, the proof is given in Appendix A.
Join and union
the cardinalities of details are straightIn the previous section we studied the behavior of fd-(BCNF-) families under projection.
An operation often studied in conjunction with projection is join [ i, 8, 12 . 2 1, 261. The operation of union has also been studied, although primarily in connection with 'relational expressions' [ 1 2 15,23,27] . In [20] characterizations for when the join and the union of fd-families ar*; agaiq fd-families are given. In the present section we develop BCNF analogues of thos'e results. We first consider the behavior of fd-(I3 ZNF-) families under join. Tb, ((a, b, c I, (a, b', c 1, (a, b, c'), (a, b', c') } is in !4', hut {(a, 6, c A (a ', 6, ~'1) is i. Since 59 is not closed under subinstance, 9 is not an fd-family by Lemma 3.. . ,
We now establish two characterizations for when the join of two BCNF-families is a BCNF-family.
Theorem 6.2. Let ( U1, rl) and (Uz, l-3 be BCNF-schemas, with U, -U2 f 0 arid Uz -U1 # 8. Then the followirqg statements arc' equivcferrt :
(ii) (L!, n U2) + U1 U2 is in (f, u&)*, i.e., both (U, n Uz) + U1 al; d (U, n U2) -+ U, arc in (r, u &I*.
(iii) (U1 n II,) -+ U1 is irt f T and (U1 n U2) + U2 is in r,*. 1~ each case, SAT holds.
(ii) 3 (iii). Suppose (ii) holds, i.e., ( LII n Uz) + Ui U2 is in (rl 1.~ &)*. By symmetry, to demonstrate (iii) it suffices to show that (U1 n U2)+ C5 is in r:. Thus suppose (U1 n Uz) --* U, is not in r'f. Therefore, X = ( U1 n Uz, lJ)* 5 UI. By An example is given in [2(1] which shows that Theorem 6.4 is no longer true if the infinite domain hypothesis is removed.
The key point in the proof of Theorem 6.4 involves constructing an instance in SAT(I'T n f F ) which simultaneously witnesses the failure of some dependency in ['f _.r'z and some dependency in f T -f 7. Such an instance is not in SAT(TI) u SAT&). Intuitively, pda can be used to add tuples to an instance so that the result witnesses the failure of specific functional dependencies.
This suggests that the union SAT(f 1) u SAT(&) is typically not closed under pda.
In order to establish the analogue of Theorem 6.4 for BCNF-families, we need an auxiliary result, Lemma 6.5. L_ef ( U, f ,) and (U, &) be domnitz ittfinite BCNF-schemns. Theta 9( SAT( T, ) v SAT( r2 1) is a BCNF-fatnilv.
Proof. By Lemma 6.3, S(SAT(I',)USAT(/'~))=SAT(~~ nI '2) .
Let r= r? nrz. Clearly r = I'*. To see that (U, r) is a BCNF-schema, let X be a subset of U such that (X, r)* # X. Hence there exists an element A in U -X with X -+ A in r = r*. Let i be in { 1,2}. Then X --) A is in r:, so (X, ri)* # X. Since (U, ri) is a BCNF-schema, (X, rij* = U. Thus X + U is in r:. Hence X + U is in r, and (x, r)* = u. 0
We now present several conditions which characterize when the union of BCNFfamilies is a BCNF-family. Recall that the key to the establishment of the necessity of Theorem 5.9 was the creation of an instance in SAT(f&-&(SAT(T)) if
The proof in the present appendix consists in showing t!lat an upper bound on the size of the smallest of such instances can be determiner' Since our primary interest here is the existence of such a bound, our estimates ieading to that bound will often be crude. We begin our discussion by analyzing how many tuples must be added to instances to satisfy the definition of potential determinant.
To this end we introduce the following.
Notation. Let X E V be a potential determinant of A in c/ -V, and suppose there is some integer I with the following property:
Then let I(X, A) denote the least integer I wfth property (A.1).
If (V, I) is an instance in SAT(V, rl) containing tuples u, v such that X c Ag(u, u) , then there is an instance (V, I') in SAT( V, r,) (A.1) such that I E I', # (1') < # (I) + f, and each extension (U, J) of I' satisfies uJ(A) = &A).
Note that if Z(X, A) exists, Y is a potential determinant of A, and X E Y, then l(. Y, A) exists and is at most I(X, A).
By Lemma 5.7, K(A) is a potential determinant for each A in U -V. We shall show (Lemma A.2) that Z(K(A), A) exists. First though, we present a technical lemma establishing upper bounds on the numbers f(X, A) in certain cases. Proof. Consider part (a). By Lemm;l 5.5, X is a potential determinant of A. Now suppose (V, I) is an instance in SAT( V, &) containing tuples IC and u such that X c_ Ag(u, v ) . If tz = 1, then X = [yl and, by assumption, 1(X, A 1 exists and is at most I s 4Zp'. Assume IZ > 1. Sink Xi E V for each i (1 s i s n), there obviously is some subsequence il ,, . . . , ik such that k s u and X = n;_l Xi,. Without loss of generality, we may thus assume that n s u < p. For each k, 1 s k d II, let if each element of this set is defined, and let I(k) be undefined otherwise. Clearly, ic 1) exists and is at most 1. Using induction, we shall exhibit a bound on the I(k), k ~2. For the basis of the kduction, we compute l(2) and l(3). We first show that f (2) is defined and at most 3 + 31. To see this, select i and j ( t s i <j s n), and let ( V, I) be an instance in SAT(rl) containing tuples u, v such t$at (X, nX,)c A g 14, u). Using the technique described in the proof of part (a) of I Lemma 5.5, let ul, 112 and ~3 be new tuples such that Ag(ic, 11~) =Xi, Ag(ul, ~(2) =Xj, Agiuz, 113) = Xi, Ag(u3, O) =X1 and 10 = 2 u {M~,LI~, 143) is in SAT(T,). Since /(Xi, A? ztnd I(X,. ,LZ I arc: 'both defined and at most I, for each t ( 1 s t s 4) there is an instance Lemma A. 2. For each A in U -V, 1 (K(A), A) exists and is at most (4p3)"' . Then J does not satisfy X +A. Since X +A is in f *, J is not in SAT(U, r), a contradiction. Therefore Z,,, is not ir, ZIv(SAT( U, I')). q
