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A SEMI-LINEAR BACKWARD PARABOLIC CAUCHY
PROBLEM WITH UNBOUNDED COEFFICIENTS OF
HAMILTON-JACOBI-BELLMAN TYPE AND APPLICATIONS TO
OPTIMAL CONTROL
DAVIDE ADDONA
Abstract. We obtain weighted uniform estimates for the gradient of the
solutions to a class of linear parabolic Cauchy problems with unbounded co-
efficients. Such estimates are then used to prove existence and uniqueness of
the mild solution to a semi-linear backward parabolic Cauchy problem, where
the differential equation is the Hamilton-Jacobi-Bellman equation of a suitable
optimal control problem. Via backward stochastic differential equations, we
show that the mild solution is indeed the Value Function of the controlled
equation and that the feedback law is verified.
1. Introduction
The aim of this paper is to study of the backward parabolic Cauchy problem
(BPDE) of HJB type Dtv(t, x) +Av(t, x) = ψ(x,G(x)∇v(t, x)), t ∈ [0, T ), x ∈ R
N ,
v(T, x) = ϕ(x), x ∈ RN ,
(BPDE)
by analytic methods, and show some of its applications to stochastic optimal control
problems.
Here, A is the uniformly elliptic differential operator defined on smooth functions
f by
Af(x) =
1
2
Tr[G(x)G(x)D2xf(x)] + 〈B(x),∇f(x)〉,
where G : RN −→ RN × RN , B : RN −→ RN , ψ is a continuous function which
satisfies some additional conditions and ϕ is a bounded and continuous function
in RN (for short f ∈ Cb(RN )). The particular form of the nonlinear term arises
naturally in the theory of stochastic control (see [12], [20]), but it has also an
analytic interest.
In recent years much attention has been paid to the uniformly elliptic operator
A, with unbounded coefficients in RN , since they naturally appear in the theory of
Markov processes. If f ∈ Cb(RN ), under suitable hypothesis the Cauchy problem
Dtu(t, x) = Au(t, x), t > 0, x ∈ RN ,
u(0, x) = f(x), x ∈ RN ,
(1.1)
has a unique bounded solution. Moreover, there exists a semigroup {S(t)}t≥0 of
linear operators in Cb(R
N ) such that u(t, x) = S(t)f(x). In general, this semigroup
is neither strongly continuous nor analytic (see [19]). The problem of estimating the
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gradient of the solution u has already been studied in literature by both analytic
([3], [4], [5], [6], [9], [17]) and probabilistic methods ([8], [10]).
In this paper, under suitable assumptions on the coefficients of the operator
A, we prove the existence and uniqueness of a mild solution to problem (BPDE).
This is not a straightforward task since both G and B may be unbounded. More
precisely, let {S(t)}t≥0 be the semigroup associated to the Cauchy problem (1.1),
and F be the functional defined by
F (t, u)(x) = ψ(x,G(x)∇u(t, x)), t ∈ [0, T ), x ∈ RN ,
for suitable functions u. We show that the functional
(Γv)(t, x) := S(T − t)ϕ(x) −
∫ T
t
S(r − t)F (r, v)(x)dr,
admits a unique fixed point if v ∈ Cb([0, T ]×RN)
⋂
C0,1([0, T )×RN) which satisfies
the following growth condition:
‖G∇v(t, ·)‖∞ ≤
C
(T − t)1/2 ‖ϕ‖∞, t ∈ [0, T ),
for some C > 0.
The novelty and issue of this estimate is the presence of an unbounded coeffi-
cient which multiplies the gradient; indeed no unbounded function is present in the
classical gradient estimates, obtained both by analytic and probabilistic methods.
As one expects, the presence of this term yields to additional growth conditions on
the coefficients of the operator A, since we require not only that the gradient of the
solution is bounded, but that its decreasing could balance the growth of G.
As it is well known Equation (BPDE) is the Hamilton Jacobi Bellman (HJB)
equation corresponding to an optimal stochastic control problem. Namely If ϕ ∈
BUC(RN ) the regularity of the mild solution v allows us to show that it is exactly
the Value Function associated to the control problem given by the state equation
DτX
u
τ = B(X
u
τ )dτ +G(X
u
τ )r(X
u
τ , uτ )dτ +G(X
u
τ )dWτ , τ ∈ [t, T ],
Xut = x ∈ RN ,
(1.2)
and the cost functional is
E
∫ T
0
l(Xut , ut)dt+ Eϕ(X
u
T ), (1.3)
where l, ϕ are measurable functions.
The existence of ∇xv and the estimate on its growth allow us to identify the
optimal feedback law for the control problems.
The key tool to link (BPDE) and the controlled equation are the backward
stochastic differential equations. This connection was proved in the paper [20]
for the finite dimensional case and for classical solutions of the parabolic Cauchy
problem
∂u
∂t
(t, x) + Lu(t, x) + f(t, x, u(t, x), (∇u σ)(t, x)) = 0, t ∈ [0, T ], x ∈ RN ,
u(T, x) = g(x), x ∈ RN ,
where
L = 1
2
N∑
i,j=1
(σσ∗)ij(t, x)
∂2
∂xixj
+
N∑
i=1
bi(t, x)
∂
∂xi
,
σ is a (N × d)−matrix valued function and bi are scalar functions, for i = 1, . . . , N .
For the infinite dimensional case, we refer to [12] where the authors prove that the
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solution to the backward stochastic differential equation is also the unique mild
solution of a suitable partial differential equation.
It is well known that the forward backward stochastic differential equation we
deal with, which is
dYτ = ψ(Xτ , Zτ )dτ + ZτdWτ , τ ∈ [t, T ],
dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],
YT = ϕ(XT ),
Xt = x, x ∈ RN ,
(FBSDE)
has a solution (X,Y, Z) with X,Y, Z belonging to some suitable spaces, and under
opportune regularity and growth assumptions on ψ,B,G, ϕ the processes Y and Z
are indeed v and G∇v, respectively (see [20]). These assumptions are quite strong,
since they require differentiability for G,B, f and g. Our analytic results allow us
to obtain these identifications relaxing the hypotheses on the terms of the Cauchy
problem, and so to study the control problem in a more general setting. We also
notice that the needed regularity could be obtained by Bismut-Elworthy formula
but such an approach was exploited in letterature, at our best knowledge, only in
the case of a bounded diffusion, see [8] and [11].
The paper is organized as follows. In Section 2 we prove the existence and unique-
ness of a mild solution to (BPDE), and study some of its regularity properties.
In the first subsection, we show that the estimate
‖G∇S(t)ϕ‖∞ ≤
C
t1/2
‖ϕ‖∞, ∀t ∈ (0, T ],
holds for any ϕ ∈ Cb(RN ), any T > 0 and some positive constant C = C(T ).
In the second subsection, we prove some regularity results for the mild solution
v of (BPDE). Moreover, a classical fixed point argument shows the existence and
uniqueness of a local solution to the Cauchy problem (BPDE), solution which can
be extended to the line (−∞, T ].
The second part of the paper is devoted to the study of (FBSDE) which, as
we stressed above, is the key tool to prove that v is indeed the Value Function
associated to problem (1.2).
Finally, in Section 4 we introduce the stochastic controlled equation. The regu-
larity of v and the solvability of (FBSDE) enable us to prove that v is the value
function and that, under suitable assumptions, the feedback law is verified.
Notation. Throughout the paper we denote by B(R) the open ball in RN with
center at x = 0 and radius R, and by B(R) its closure.
2. The Semi-Linear PDE
Let us consider the backward Cauchy problem Dtu(t, x) +Au(t, x) = ψ(x,G(x)∇u(t, x)), t ∈ [0, T ), x ∈ R
N ,
u(T, x) = ϕ(x), x ∈ RN ,
(2.1)
where A is the second order elliptic operator, defined on smooth functions f :
R
N −→ R by
Af(x) =
1
2
Tr[Q(x)D2xf(x)] + 〈B(x),∇f(x)〉, (2.2)
Q(x) is a positive defined matrix for any x ∈ RN , G = √Q, ϕ ∈ Cb(RN ), and ψ is
a continuous function, which satisfies the following conditions:
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Hypothesis 2.1. (i): ψ(·, 0) is bounded in RN .
(ii): For some constant Lψ > 0 and any x, x1, x2, y1, y2 ∈ RN we have
|ψ(x1, x2)− ψ(y1, y2)| ≤ Lψ|x2 − y2|+ Lψ|x1 − y1| (1 + |x2|+ |y2|) ,
|ψ(x, 0)| ≤ Lψ. (2.3)
We introduce some definitions, to enlighten the computations in the next pages:
for any i = 1, . . . , N and any x ∈ RN , we set
fi(x) =
∣∣∣∣∣∣
N∑
j=1
Qij(x) (DjG(x))G
−1(x)
∣∣∣∣∣∣, (2.4)
h(x)γ =
N∑
j,k,l,m=1
|Gjk(x)DkGlm(x)|γ , ∀γ > 0, (2.5)
liR(x) =
1
1 +R2
∣∣∣∣∣∣
N∑
j=1
Qij(x)xj
∣∣∣∣∣∣, ∀R ≥ 1. (2.6)
Now we can state the growth hypotheses on the coefficients Qij(x), Bi(x);
Hypothesis 2.2. (i): Bi ∈ C1(RN ) and Qij ∈ C2(RN ), for any i, j = 1, . . . , N .
(ii): Q(x) is a uniformly positive-definite matrix, i.e. there exist a positive function
ν and a constant ν0 > 0, such that ν(x) ≥ ν0 > 0, for any x ∈ RN , and
〈Q(x)ξ, ξ〉 ≥ ν(x)|ξ|2, for any ξ, x ∈ RN ,
and B is uniformly dissipative, which means that
〈B(x)ξ, ξ〉 ≤ 0, ∀ξ ∈ RN , , ∀x ∈ RN ;
(iii): There exist a positive function b and a positive constant b0 such that
−M(x) ≥ b(x) ≥ b0 > 0, (2.7)
where M is the matrix-valued function defined by
M := G (DB)G−1 −
N∑
i,j=1
Qij (DijG)G
−1 −
N∑
j=1
Bj (DjG)G
−1; (2.8)
(iv): growth conditions on Q and B: there exist positive constantsKj , j = 1, . . . , 6,
Cn (n ∈ N), and δ ∈ [0, 3/2], α, β ∈ [0, 2] such that
max
j=1,...,N
∣∣∣∣∣
N∑
i=1
Qij(x)xi
∣∣∣∣∣
δ
≤ K1(1 + |x|2)δν(x), ∀x ∈ RN , (2.9)
K2
N∑
j=1
|Qij(x)xi|lR(x)3−2δ + 4|xi|fi(x) + xiBi(x) ≤ K3(1 + |x|2), (2.10)
∀i = 1, . . . , N, ∀|x| ≤ R, R ≥ 1,
K4
(〈Q(x)x, x〉
1 + |x|4
)2
+
(
Tr(Q(x))
1 + |x|2
)2− b(x) ≤ K5, ∀x ∈ RN , (2.11)
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n
(
N∑
i=1
fi(x)
α + h(x)β
)
− b(x) ≤ Cn, ∀x ∈ RN , ∀n ∈ N,
fi(x)
2−α ≤ K6ν(x), ∀x ∈ RN , i = 1, . . . , N,
h(x)2−β ≤ K7ν(x), ∀x ∈ RN .
(2.12)
Under these hypotheses, the Cauchy problem
Dtu(t, x) = Au(t, x), t > 0, x ∈ RN ,
u(0, x) = ϕ(x), x ∈ RN ,
admits a classical solution
u ∈ C([0,∞)× RN ) ∩C1+δ/2,2+δloc ((0,∞)× RN )
for any δ ∈ (0, 1) satisfying
|u(t, x)| ≤ ‖ϕ‖∞, t > 0, x ∈ RN
(see [18]).
If we assume that there exist λ > 0 and a function f ∈ C2(RN ) such that
lim
|x|→+∞
f(x) =∞, sup
x∈RN
(Af(x)− λf(x)) <∞,
then the classical solution is unique, and we can define a family of bounded operators
{S(t)}t≥0 by S(t)f(x) = u(t, x), for any t ≥ 0, x ∈ RN . {S(t)}t≥0 is the contractive
semigroup of linear operators associated to the operatorA and, in general, {S(t)}t≥0
is neither strongly continuous nor analytic in Cb(R
N ) (see [19]).
Now we introduce a class of function spaces, which is a natural environment
where to set the Cauchy problem (2.1):
Definition 2.1. For any a > 0, let us consider the space
Ka =

h ∈ Cb
(
[T − a, T ]× RN) ∩ C0,1 ([T − a, T )× RN) :
sup
t∈[T−a,T )
x∈RN
(T − t)1/2|G(x)∇h(t, x)| <∞
 ,
endowed with the norm
‖h‖Ka = ‖h‖∞ + [h]Ka , (2.13)
where
[h]Ka := sup
t∈[T−a,T )
(T − t)1/2‖G∇h(t, ·)‖∞.
For any a > 0 we define the function Fa in such a way:
Fa : [T − a, T )×Ka −→ C(RN ), F (t, u)(x) = ψ(x,G(x)∇u(t, x)). (2.14)
Throughout this paper we will write F instead of FT .
At this stage formula
v(t, x) = S(T − t)ϕ(x) −
∫ T
t
S(r − t)F (r, v)(x)dr, (2.15)
is just formal. Since ψ and G may be unbounded, to justify this formula we need
first to show that the semigroup {S(t)}t≥0 can actually be applied to F .
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2.1. Weighted gradient estimates. Our purpose here is to prove that, for any
ϕ ∈ Cb(RN ) and any t > 0, the function x 7→ G(x)S(t)ϕ(x) is bounded in RN and
that, for any T > 0, there exists a positive constant CT such that
‖G∇S(t)ϕ‖∞ ≤
CT
t1/2
‖ϕ‖∞, t ∈ (0, T ].
For this purpose, for any R ≥ 1, we introduce the function ηR defined by ηR(x) =
η(|x|/R) for any x ∈ RN , where
η(t) =

1, t ∈ [0, 1/2],
exp
(
1− 11−(4t−2)3
)
, t ∈ (1/2, 3/4),
0 t ≥ 3/4.
Clearly, ηR ∈ C2c (RN ), 0 ≤ ηR ≤ 1 in RN , ηR ≡ 1 in B(R/2), and ηR ≡ 0 outside
the ball B(R). Moreover, we have
DiηR(x) = − xi|x|Rχ[1/2,3/4)(|x|/R)
12(4|x|/R− 2)2
(1− (4|x|/R− 2)3)2 ηR(x), (2.16)∣∣∣∣∣
N∑
i=1
Qij(x)DiηR(x)
∣∣∣∣∣ ≤ K8ljR(x)ηR(x)1/3, (2.17)
∣∣∣∣∣
N∑
i=1
Qij(x)DijηR(x)
∣∣∣∣∣ ≤ K9
(
〈Q(x)x, x〉
1 + |x|4 +
|Tr[Q(x)]|
1 + |x|2
)
, (2.18)
for any x ∈ RN and any R ≥ 1, where K8 and K9 are positive constant independent
of R.
Remark 2.1. In the right-hand side of (2.17) as exponent of ηR we could choose any
number between (0, 1). The exponent 1/3 is enough to prove the following theorem.
Theorem 2.1. Let Hypothesis 2.2 be fulfilled and let ϕ ∈ Cb(RN ). If u is the
classical solution to the homogenous Cauchy problem
Dtu(t, x) = Au(t, x), t > 0, x ∈ RN ,
u(0, x) = ϕ(x), x ∈ RN ,
i.e., u ∈ Cb
(
[0,∞)× RN) ∩ C1,2 ((0,∞)× RN) and it satisfies the above equation
and the initial condition, then the function
(t, x) 7→ G(x)∇u(t, x)
is bounded in [ǫ, T ] × RN , for any 0 < ǫ < T . Moreover, there exists a positive
constant CT such that
t1/2‖G∇u(t, ·)‖∞ ≤ CT ‖ϕ‖∞, ∀t ∈ (0, T ]. (2.19)
Proof. Fix R ≥ 1, T > 0 and let uR ∈ Cb
(
[0,∞)×B(R)
)
∩C1,2
(
(0,∞)×B(R)
)
be the solution to the Cauchy Dirichlet problem
DtuR(t, x) = AuR(t, x), t > 0, x ∈ B(R),
uR(t, x) = 0, t > 0, x ∈ ∂B(R),
uR(0, x) = ηR(x)ϕ(x), x ∈ B(R).
(2.20)
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We set
vR(t, x) = uR(t, x)
2 + atη2R|G(x)∇uR(t, x)|2, t ∈ [0, T ], x ∈ B(R).
Function vR is continuous in its domain, and it solves the Cauchy problem
DtvR(t, x) −AvR(t, x) = gR(t, x), t ∈ [0, T ], x ∈ B(R),
vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),
vR(0, x) = (ηRϕ)
2(x), x ∈ B(R),
(2.21)
where gR(t, x) = t
6∑
i=1
gi,R(t, x) and
g1,R = −2t−1|G∇uR|2 − 2aη2R
N∑
i,j=1
Qij〈G∇(DiuR), G∇(DjuR)〉
− 2aηR
N∑
i=1
BiDiηR|G∇uR|2,
g2,R = 2aη
2
R〈G(DB)∇uR, G∇uR〉 − 2aη2R
N∑
i,j=1
Qij〈(DijG)∇uR, G∇uR〉
− 2aη2R
N∑
j=1
Bj〈(DjG)∇uR, G∇uR〉,
g3,R = −2a|G∇uR|2|G∇ηR|2 − 2aη2R
N∑
i,j=1
Qij〈(DjG)∇uR, (DiG)∇uR〉,
g4,R = −2aηRTr[Q(D2ηR)]|G∇uR|2 − 8aηR
N∑
i,j=1
Qij(DiηR)〈(DjG)∇uR, G∇uR〉
− 8aηR
N∑
i,j=1
Qij(DiηR)〈G∇(DjuR), G∇uR〉,
g5,R = −4aη2R
N∑
i,j=1
Qij〈(DjG)∇(DiuR), G∇uR〉 − 4aη2R
N∑
i,j=1
Qij〈(DjG)∇uR, G∇(DiuR)〉
+ 4aη2R〈GTr[(∇G)G(D2uR)], G∇uR〉,
g6,R = 2aη
2
R|G∇uR|2.
We are going to prove that there exists a positive constant K, independent of R,
such that gR(t, x) ≤ KvR(t, x), for any (t, x) ∈ [0, T ]×B(R).
The terms g1,R and g2,R are crucial in the estimate of gR, since they allow us to
control all the other terms gi,R, i = 3, 4, 5, 6.
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Using (2.7) in Hypothesis 2.2, we get
g1,R(t, x) ≤ −2t−1|G∇uR|2 − 2aη2Rν(x)
N∑
i=1
|G∇(DiuR)|2 − 2aηR〈B,∇ηR〉|G∇uR|2,
g2,R = 2aη
2
R〈MG∇uR, G∇uR〉 ≤ −2aη2Rb(x)|G∇uR|2,
g3,R ≤ 0.
g4,R is the awkward term. We have to pay particular attention to the way we
estimate its addends which we want to compare with g1,R and g2,R.
As far as the first addend is concerned, taking advantage of (2.18) and of the
well known Young’s inequality ab ≤ (ǫ/2)a2 + (2ǫ)−1b2, which holds true for any
a, b, ǫ > 0, by (2.18) we get∣∣∣∣∣∣2aηR
N∑
i,j=1
Qij(DijηR)|G∇uR|2
∣∣∣∣∣∣
≤ a
ǫ
|G∇uR|2 + aǫη2R
∣∣∣∣∣∣
N∑
i,j=1
Qij(DijηR)
∣∣∣∣∣∣
2
|G∇uR|2
≤ a
ǫ
|G∇uR|2 + 2K9aǫη2R
( 〈Q(x)x, x〉
1 + |x|4
)2
+
(
|Tr[Q(x)]|
1 + |x|2
)2 |G∇uR|2.
As far as the second term in the definition of g4,R is concerned, we have∣∣∣∣∣∣8aηR
N∑
i,j=1
Qij(DiηR)〈(DjG)∇uR, G∇uR〉
∣∣∣∣∣∣
=
∣∣∣∣∣∣8aηR
N∑
i,j=1
Qij(DiηR)〈(DjG)G−1G∇uR, G∇uR〉
∣∣∣∣∣∣
≤ 8aηR
N∑
i=1
|DiηR|
∣∣∣∣∣∣
N∑
j=1
Qij (DjG)G
−1
∣∣∣∣∣∣|G∇uR|2
= 8aηR
N∑
i=1
|DiηR|fi|G∇uR|2.
The last term in the definition of g4,R is the worst one because we need to
estimate the growths of both |G∇uR| and |G∇DjuR|. We split it using the following
inequality, which follows applying twice the Young’s inequality, and holds for any
A,B,C, ǫ > 0:
ABC ≤ 1
4
(
2ǫC2 +
1
ǫ
A4 +
1
ǫ
B4
)
.
We set
A = a3/8η
δ/6
R
∣∣∣∣∣
N∑
i=1
QijDiηR
∣∣∣∣∣
1−δ/2
|G∇uR|1/2,
B = a1/8|G∇uR|1/2,
C = a1/2η
1−δ/6
R
∣∣∣∣∣
N∑
i=1
QijDiηR
∣∣∣∣∣
δ/2
|G∇(DjuR)|,
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where δ is defined in (2.9), and recall that
ljR(x) =
1
1 +R2
∣∣∣∣∣
N∑
i=1
Qij(x)xi
∣∣∣∣∣,
for any x ∈ RN , R ≥ 1, j = 1, . . . , N . The particular split into A,B and C
arises from the necessity of having coefficients of |G∇(DjuR)|2, j = 1, . . . , N , and
of |G∇uR|2 which we can estimate with g1,R and g2,R. (2.17) and straightforward
computations yield∣∣∣∣∣∣8aηR
N∑
i,j=1
Qij(DiηR)〈G∇(DjuR), G∇uR〉
∣∣∣∣∣∣
≤ 8
N∑
j=1
(
a1/2η
1−δ/6
R |(Q∇ηR)j |δ/2|G∇(DjuR)|
×a3/8ηδ/6R |(Q∇ηR)j |1−δ/2|G∇uR|1/2a1/8|G∇uR|1/2
)
≤ 4aKδ8ǫη2−δ/3R
N∑
j=1
(
ljR
)δ
η
δ/3
R |G∇(DjuR)|2
+
2a3/2K3−2δ8
ǫ
ηR
N∑
j=1
|(Q∇ηR)j |
(
ljR
)3−2δ
|G∇uR|2 + 2a
1/2N
ǫ
|G∇uR|2,
where we have estimated |(Q∇ηR)j |3−2δ by (2.17) and we have kept the factor
|(Q∇ηR)j | since we want as coefficient
1
|x|Rχ(1/2,3/4)(|x|/R)
12(4|x|/R− 2)2
(1− (4|x|/R− 2)3)2 .
Hence we get
≤ 4aK1Kδ8ǫη2Rν
N∑
j=1
|G∇(DjuR)|2 + 2a
3/2K3−2δ8
ǫ
ηR
N∑
j=1
|(Q∇ηR)j |
(
ljR
)3−2δ
|G∇uR|2
+
2Na1/2
ǫ
|G∇uR|2
≤ 4aK1Kδ8ǫη2Rν
N∑
j=1
|G∇(DjuR)|2
+
2a3/2K3−2δ8
ǫ
η2R
1
|x|Rχ(1/2,3/4)(|x|/R)
12(4|x|/R− 2)2
(1− (4|x|/R− 2)3)2
×
N∑
j=1
∣∣∣ N∑
i=1
Qijxi
∣∣∣ (ljR)3−2δ |G∇uR|2
+
2Na1/2
ǫ
|G∇uR|2,
The last term that we need to estimate is g5,R. Applying the Young inequality
with alpha and β as in (2.12) we get∣∣∣∣∣∣4aη2R
N∑
i,j=1
Qij〈(DjG)G−1G∇(DiuR), G∇uR〉
∣∣∣∣∣∣
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≤ 2a
ǫ
η2R
N∑
i=1
∣∣∣∣∣∣
N∑
j=1
Qij (DjG)G
−1
∣∣∣∣∣∣
α
|G∇uR|2
+ 2aǫη2R
N∑
i=1
∣∣∣∣∣∣
N∑
j=1
Qij (DjG)G
−1
∣∣∣∣∣∣
2−α
|G∇(DiuR)|2,
=
2a
ǫ
η2R|G∇uR|2
N∑
i=1
fi(x)
α + 2aǫη2R|G∇(DiuR)|2
N∑
i=1
fi(x)
2−α,
∣∣∣∣∣∣4aη2R
N∑
i,j=1
Qij〈(DjG)G−1G∇uR, G∇(DiuR)〉
∣∣∣∣∣∣
≤ 2a
ǫ
η2R|G∇uR|2
N∑
i=1
fi(x)
α + 2aǫη2R|G∇(DiuR)|2
N∑
i=1
fi(x)
2−α,
∣∣4aη2R〈GTr[(∇G)G(D2uR)], G∇uR〉∣∣
= 4aη2R
∣∣∣ N∑
i,j,l,m=1
GijDjGlm(G∇DjuR)m(G∇uR)i
∣∣∣
≤ 4aη2R
N∑
i,j,l,m=1
[∣∣∣GijDjGlm∣∣∣1−β/2|(G∇DjuR)m|] [∣∣∣GijDjGlm∣∣∣β/2|(G∇uR)i|]
≤ 2a
ǫ
η2R
N∑
i,j,l,m=1
|GijDjGlm|β |G∇uR|2
+ 2aǫη2R
N∑
i,j,l,m=1
|GijDjGlm|2−β
N∑
i=1
|G∇(DiuR)|2
=
2a
ǫ
η2Rh(x)
β |G∇uR|2 + 2aǫη2Rh(x)2−β
N∑
i=1
|G∇(DiuR)|2.
Hence, collecting the similar terms, and recalling that
DiηR(x) = − xi|x|Rχ(1/2,3/4)(|x|/R)
12(4|x|/R− 2)2
(1− (4|x|/R− 2)3)2 ηR(x),
we deduce that
gR(t, x) ≤ I1(t, x)|G(x)∇uR(t, x)|2 +
N∑
i=1
I2,i|G(x)∇(DiuR)(t, x)|2
for any t ∈ (0, T ], x ∈ RN , where
I1(t, x) =
(
−2 + 2a+ 2a
1/2Nt
ǫ
+
at
ǫ
)
(2.22)
+ 2atηR(x)
2χ[ 12 ,
3
4 )
(|x|/R) 12(4|x|/R− 2)
2
|x|R (1− (4|x|/R− 2)3)2
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×
 N∑
i=1
xiBi(x) + 4
N∑
i=1
|xi|fi(x) + K
3−2δ
8 a
1/2
ǫ
N∑
j=1
|(Qx)j |
(
ljR(x)
)3−2δ
(2.23)
+ 2atη2R(x)
(
2
ǫ
N∑
i=1
fi(x)
α +
1
ǫ
h(x)β
+K9ǫ
(〈Q(x)x, x〉
1 + |x|4
)2
+
(
|Tr[Q(x)]|
1 + |x|2
)2− b(x)
 , (2.24)
I2,i(t, x) = 2atη
2
R
(−ν(x) + 2K1Kδ8ǫν(x) + 2ǫfi(x)2−α + ǫh(x)2−β)
≤ 2atη2Rν(x)
(−1 + 2K1Kδ8ǫ + 2K6ǫ+K7ǫ) . (2.25)
We now choose the parameters a, ǫ, n to guarantee that I1(t, x) is bounded from
above and I2,i(t, x) ≤ 0 for any t ∈ (0, T ], x ∈ RN , i = 1, . . . , N . The choice for
I2,i is immediate; indeed, it is easy to see that the right-hand side in (2.1) is non
positive if and only if we choose ǫ > 0 such that
−1 + (2K1Kδ8 + 2K6 +K7) ǫ ≤ 0.
In such a way, the coefficients of |G∇(DiuR)|2 are negative, for any i.
Now we consider I1; it is bounded from above if and only if all the terms in the
brackets in (2.22), (2.23) and (2.24) are bounded. At first we find condition on ǫ
such that (2.24) is bounded; by (2.11) we can easily deduce that (2.24) is smaller
than
2
ǫ
N∑
i=1
fi(x)
α +
1
ǫ
h(x)β + (ǫK9/K4 − 1)b(x) +K5/K4.
This function has the same form of the left-hand side in (2.12), hence for any
n ∈ N, which satisfies
n ≥ 2
ǫ(1−K9ǫ/K4) ,
(2.24) is bounded from above.
Fixed ǫ, we get an estimate from above of (2.23) provided the following condition
on a is satisfied:
a1/2 ≤ K2ǫ
K8
.
Finally, (2.22) is bounded.
With the previous choices of the parameters, I1 turns out to be bounded from
above.
From (2.10), (2.11), (2.12) we obtain that g(t, x) ≤ cvR(t, x), for any (t, x) ∈
[0, T ]×B(R) and some c > 0. Hence, vR satisfies
DtvR(t, x)−AvR(t, x) ≤ cvR(t, x), t ∈ (0, T ], x ∈ B(R),
vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),
vR(0, x) = (ηRϕ)
2(x), x ∈ B(R).
The classical maximum principle shows that
|vR(t, x)| ≤ K‖ηRϕ‖2∞ ≤ K‖ϕ‖2∞, t ∈ [0, T ], x ∈ B(R),
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for some positive constant K independent of R. Taking the limit as R → ∞, we
deduce that the function v(t, x) = u(t, x)2 + at|G(x)∇u(t, x)|2 satisfies
|v(t, x)| ≤ K‖ϕ‖2∞,
so that the statement is proved. 
Remark 2.2. By the semigroup property, it easily follows that, for any ω > 0, there
exists C = C(ω) > 0 such that
‖G∇S(t)ϕ‖∞ ≤
Ceωt
t1/2
‖ϕ‖∞, (2.26)
for any t > 0 and any ϕ ∈ Cb(RN ).
Indeed, for any ω > 0, we can choose σ = σ(ω) such that eωtt−1/2 > 1, for any
t > σ. If t > σ we can estimate (using (2.19) and recalling that {S(t)}t≥0 is a
contraction semigroup)
‖G∇S(t)ϕ‖∞ = ‖G∇S(σ)S(t − σ)ϕ‖∞ ≤
Cσ
σ1/2
‖S(t− σ)ϕ‖∞
≤ Cσ
σ1/2
‖ϕ‖∞ ≤
Cσe
ωt
σ1/2t1/2
‖ϕ‖∞,
and therefore (2.26) holds with C = max{Cσ, σ−1/2Cσ}.
Now we provide a class of operators A which satisfy Hypothesis 2.2.
Example 2.1. Let Q,B be defined as follows:
Qij(x) = qij(1 + |x|2)m, Bi(x) = −bixi(1 + |x|2)p, ∀x ∈ RN ,
where m, p > 0, bi > 0 for any i = 1, . . . , N , and q = qij is a positive-definite
matrix such that
〈qξ, ξ〉 ≥ ν0‖ξ‖2, ∀ξ ∈ RN .
If N ≥ 2, condition (2.7) is satisfied if and only if
m ≤ b
B
,
where b = min{bi}, B = max{bi}. With this restriction, in (2.9) it is possible
to choose δ = 3/2, and conditions (2.10), (2.11) and (2.12) are fulfilled for any
p > m− 1.
If N = 1, (2.7) is satisfied if 2p+1 > m, and, to satisfy also (2.9), it is necessary
to take δ ∈ [0, 3/2] such that δ ≥ 2m(δ − 1). One can easily check that there exists
δ ≥ 1 which satisfies the previous inequality, and, consequently, if p > m, then even
(2.10), (2.11) and (2.12) are fulfilled.
Proposition 2.1. Under the same assumptions of Theorem 2.1, if ϕ ∈ C1b (RN ),
then the function
(t, x) 7→ G(x)∇S(t)ϕ(x)
is bounded in [0, T ]× RN .
Proof. The proof is quite similar to the one of Theorem 2.1, hence we just sketch
it. We fix R ≥ 1, and denote by uR the solution to the Dirichlet Cauchy problem
(2.20). Further we set
vR(t, x) = uR(t, x)
2 + aη2R|G(x)∇uR(t, x)|2, t ∈ (0, T ], x ∈ B(R).
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Function vR is continuous in its domain and it solves the Cauchy problem
DtvR(t, x) −AvR(t, x) = g˜R(t, x), t ∈ [0, T ], x ∈ B(R),
vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),
vR(0, x) = (ηRϕ)
2(x), x ∈ B(R),
where g˜R(t, x) = g˜1,R(t, x) +
5∑
i=2
gi,R(t, x),
g˜1,R = −2|G∇uR|2 − 2aη2R
N∑
i,j=1
Qij〈G∇(DiuR), G∇(DjuR)〉
− 2aηR
N∑
i=1
BiDiηR|G∇uR|2,
and gi,R, i = 2, 3, 4, 5, have been defined in Theorem 2.1. Repeating the computa-
tions of Theorem 2.1, we see that
g˜R ≤ I1|G∇uR|2 +
N∑
i=1
I2,i|G∇(DiuR)|2,
where
I1 =
(
−2 + aηR + 2a
1/2N
ǫ
+
a
ǫ
)
+ 2aηR(x)
2χ( 12 ,
3
4 )
(|x|/R) 12(4|x|/R− 2)
2
|x|R (1− (4|x|/R− 2)3)2
×
 N∑
i=1
xiBi(x) + 4
N∑
i=1
|xi|fi(x) + K
3−2δ
8 a
1/2
ǫ
N∑
j=1
|(Qx)j |
(
ljR(x)
)3−2δ
+ 2aη2R
(
2
ǫ
N∑
i=1
fi(x)
α +
1
ǫ
h(x)β
+ K9ǫ
( |〈Q(x)x, x〉|
1 + |x|4
)2
+
(
|Tr[Q(x)]|
1 + |x|2
)2− b(x)
 ,
I2,i = 2aη
2
R
(−ν(x) + 2K1K8ǫν(x) + 2ǫfi(x)2−α + ǫh(x)2−β)
≤ 2aη2Rν(x) (−1 + 2K1K8ǫ+ 2K6ǫ+K7ǫ) .
A suitable choice of the parameters a, ǫ, n guarantees that I2 ≤ 0 and that there
exists a positive constant C such that I1 ≤ C. Hence, vR satisfies
DtvR(t, x)−AvR(t, x) ≤ CvR(t, x), t ∈ [0, T ], x ∈ B(R),
vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),
vR(0, x) = (ηRϕ)
2(x), x ∈ B(R),
and the classical maximum principle shows that
|vR(t, x)| ≤ K‖ϕ‖∞, (t, x) ∈ [0, T ]×B(R),
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for some positive constant K = K(T ) independent of R. Taking the limit as
R→ +∞, the assertion follows. 
2.2. Existence and uniqueness of a mild solution to the problem (2.1). In
this part we will prove that the operator Γ defined for any u ∈ KT by
(Γu)(t, x) := S(T − t)ϕ(x) −
∫ T
t
S(r − t)F (r, u)(x)dr, ∀t ∈ [0, T ], x ∈ RN ,
admits a unique fixed point. We call a mild solution of problem (2.1) any fixed
point v ∈ KT of the operator Γ.
Remark 2.3. If ψ satisfies Hypothesis 2.1, then (see (2.14))
(i) ‖F (s, u)− F (s, v)‖∞ ≤ Lψ(T − s)−1/2[u− v]KT , s ∈ [0, T ), x ∈ RN ,
(ii) ‖F (s, u)‖∞ ≤ Lψ
(
1 + (T − s)−1/2[u]KT
)
,
(2.27)
for any u, v ∈ KT . Moreover, if u ∈ KT , F (·, u)(·) : [0, T )× RN −→ RN belongs to
C([0, T )× RN ).
The following proposition shows some continuity and boundless properties of the
functions which belong to Ka, for some a > 0.
Proposition 2.2. If u ∈ Ka, for some a > 0, F satisfies (2.27) and
sup
t∈(T−a,T )
(T − t)1/2‖G∇u(t, ·)‖∞ <∞,
then the functions
(t, x) 7→ F˜ (t, x) :=
∫ T
t
S(r − t)F (r, u)(x)dr
and
(t, x) 7→ G(x)∇F˜ (t, x)
are continuous and bounded in [T − a, T ]× RN .
Proof. For any t ∈ [T − a, T ], the functions
x 7→ F˜ (t, x) :=
∫ T
t
S(r − t)F (r, u)(x)dr, x 7→ G(x)∇F˜ (t, x)
are continuous in RN . Hence it is enough to show that these functions are contin-
uous with respect to t, locally uniformly with respect to x.
Let (t0, x0) ∈ (T − a, T )× RN , B = B(x0, 1) ∈ RN , and fix t ∈ (t0 − δ, t0 + δ),
where 0 < δ < min{T − t0, a+ t0 − T }. We will only prove the continuity from the
right with respect to time, uniformly with respect to x, since the continuity from
the left can be proved arguing in the same way. Hence we consider t ∈ (t0, t0 + δ).
We have∣∣∣F˜ (t0, x) − F˜ (t, x)∣∣∣ ≤ ∫ T
t
|S(r − t0)F (r, u)(x)− S(r − t)F (r, u)(x)|dr
+
∫ t
t0
|S(r − t0)F (r, u)(x)|dr
=
∫ T
t0
|S(r − t0)F (r, u)(x)− S(r − t)F (r, u)(x)|χ(t,T )(r)dr
+
∫ t
t0
|S(r − t0)F (r, u)(x)|dr
=: I1(t, x) + I2(t, x).
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Since ‖S(r − t0)F (r, u)‖∞ ≤ C, for any r ∈ (t0, t0 + δ), I2 tends to 0, as t tends
to t0, uniformly with respect to x ∈ B.
Now we consider I1. Since u ∈ Ka, we can estimate the function under the
integral sign as follows:
‖S(r − t0)F (r, u)− S(r − t)F (r, u)‖∞χ(t,T )(r) ≤ 2M0‖F (r, u)‖∞
≤ 2M0Lψ
(
1 + (T − r)−1/2[u]Ka
)
,
for any r ∈ (t0, T ), and the last function is integrable in (t0, T ).
Finally, for any r ∈ (0, T ), F (r, u) ∈ Cb(RN ) by (2.27). Hence S(·)F (r, u)(·)
belongs to C([0,∞)× RN ), and
lim
t↓t0
|S(r − t0)F (r, u)(x) − S(r − t)F (r, u)(x)| = 0,
uniformly with respect to x ∈ B, for any r ∈ (0, T ).
By dominated convergence we can conclude that I1 tends to 0 as t approaches
t0, uniformly with respect to x ∈ B.
Proving the continuity of the gradient is a bit more complicated. Let t0, x0, t, B, δ
be as above; we have∣∣∣G(x)∇F˜ (t0, x) −G(x)∇F˜ (t, x)∣∣∣
≤
∫ T
t
|G(x)∇S(r − t0)F (r, u)(x) −G(x)∇S(r − t)F (r, u)(x)|dr
+
∫ t
t0
|G(x)∇S(r − t0)F (r, u)(x)|dr
=: I˜1(t, x) + I˜2(t, x).
By Theorem 2.1, there exists a positive constant C such that
‖G∇S(r − t0)F (r, u)‖∞ ≤ (r − t0)−1/2C,
for any r ∈ (t0, t0 + δ). Hence I˜2 tends to zero as t tends to t0, uniformly with
respect to x ∈ B.
The term I˜1 should be analyzed differently. Fix ǫ > 0 and t ∈ (t0, t0 + δ) such
that t− t0 < ǫ2. Now we split the integral:
I˜1(t, x)
=
∫ T
t0+ǫ2
|G(x)∇S(r − t0)F (r, u)(x) −G(x)∇S(r − t)F (r, u)(x)|dr
+
∫ t0+ǫ2
t0
|G(x)∇S(r − t0)F (r, u)(x) −G(x)∇S(r − t)F (r, u)(x)|χ(t,T )(r)dr
=: J1(t, x) + J2(t, x).
Easy computations show that there exists a positive constant C > 0, independent
of t, x, such that
J2(t, x) ≤ Cǫ, ∀t ∈ (t0, t0 + ǫ2), ∀x ∈ B.
For J1, it is enough to observe that the function under the integral sign converges
to 0 pointwise with respect to t, locally uniformly with respect to x, and that the
function h, defined by
h(r) = CTLψ
(
1 + (T − r)−1/2[u]KT
)(
(r − t0)−1/2 + (r − t0 − ǫ2)−1/2
)
is independent on t and x and bounds J1 from above. Dominated convergence
allows us to conclude that J1(t, x) vanishes to 0 as t tends to t0, locally uniformly
with respect to x. Hence, there exists cǫ ≤ ǫ2 such that, if t0 − t < cǫ and x ∈ B,
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then J1(t, x) ≤ ǫ. It means that there exists a suitable C > 0 such that I˜1(t, x) ≤ Cǫ
for any t > t0 − cǫ and x ∈ B. 
We now look for a solution to problem (2.1) in KT . At first, we show that, if
u is a mild solution of (2.1) in Ka, for some a ∈ (0, T ), then it is the unique mild
solution in such a space.
Proposition 2.3 (Uniqueness). If problem (2.1) admits a mild solution in Ka, then
it is unique.
Proof. Let u, v ∈ Ka be two mild solutions of (2.1). Then, taking (2.3) and (2.19)
into account, for any t ∈ [T − a, T ] we get
‖G∇(u − v)(t, ·)‖∞ ≤
∥∥∥∥∥
∫ T
t
G∇S(r − t) (F (r, u)− F (r, v)) dr
∥∥∥∥∥
∞
≤ CTLψ
∫ T
t
(r − t)−1/2‖G∇(u− v)(r, ·)‖∞dr
≤ C2TL2ψ
∫ T
t
(r − t)−1/2dr
(∫ T
r
(s− r)−1/2‖G∇(u− v)(s, ·)‖∞ds
)
= C2TL
2
ψ
∫ T
t
‖G∇(u− v)(s, ·)‖∞ds
(∫ s
t
(r − t)−1/2(s− r)−1/2dr
)
= C2TL
2
ψπ
∫ T
t
‖G∇(u − v)(s, ·)‖∞ds
Hence, by the Gronwall Lemma we deduce that ‖G∇(u− v)(t, ·)‖∞ = 0, for any
t ∈ [0, T ). To conclude, it is enough to observe that
‖u− v‖∞ ≤
∥∥∥∥∥
∫ T
t
S(r − t) (F (r, u)− F (r, v)) dr
∥∥∥∥∥
∞
≤ Lψ
∫ T
t
‖G∇(u(r, ·)− v(r, ·))‖∞dr
= 0.

Now, we prove the existence of a mild solution of problem (2.1).
Theorem 2.2. There exist δ < T such that the operator Γ, defined by
Γ(v)(t, x) = S(T − t)ϕ(x) −
∫ T
t
S(r − t)F (r, v)(x)dr, (t, x) ∈ (T − δ, T ]× RN ,
(2.28)
for any v ∈ Kδ, admits a unique fixed point.
Proof. Set
Kδ,R =

h ∈ Cb
(
[T − δ, T ]× RN) ∩ C0,1 ([T − δ, T )× RN) :
‖h‖Kδ ≤ R
 ,
endowed with the norm ‖·‖Kδ (see (2.13)). Since Kδ,R ⊂ Kδ, Proposition 2.3 shows
that if we find that Γ is a contraction in Kδ,R then its unique fixed point is the
unique mild solution to problem (2.1) which belongs to Kδ.
Hence we prove that Γ(v) ∈ Kδ,R for any v ∈ Kδ,R, and there exists c < 1 such
that
‖Γ(u)− Γ(v)‖Kδ,R ≤ c‖u− v‖Kδ,R , ∀u, v ∈ Kδ,R.
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For this purpose, we set
CT := sup
t∈(0,T ]
t1/2‖G∇S(t)‖
and recall that supt∈[0,T ]‖S(t)‖ ≤ 1 since {S(t)}t≥0 is a contraction semigroup.
Then by the second inequality in (2.27) we have
‖Γ(v(t, ·))‖∞ ≤ ‖ϕ‖∞ +
∥∥∥∥∥
∫ T
t
S(r − t)F (r, v)dr
∥∥∥∥∥
∞
+
∥∥∥∥∥
∫ T
t
S(r − t)F (r, 0)dr
∥∥∥∥∥
∞
≤ ‖ϕ‖∞ + 2Lψ(T − t)1/2‖v‖Kδ,R + (T − t)Lψ
≤ ‖ϕ‖∞ + 2Lψδ1/2‖v‖Kδ,R + δLψ.
(2.29)
and
(T − t)1/2‖G∇Γ(v(t, ·))‖∞
≤ CT ‖ϕ‖∞ + (T − t)1/2CTLψ
∫ T
t
(r − t)−1/2 (‖G∇v(r, ·)‖∞ + 1) dr
≤ CT ‖ϕ‖∞ + CTLψ(T − t)1/2‖v‖Kδ,R
∫ T
t
(r − t)−1/2(T − r)−1/2dr
+ 2(T − t)CTLψ
≤ CT ‖ϕ‖∞ + πCTLψ(T − t)1/2‖v‖Kδ,R + 2(T − t)CTLψ
≤ CT ‖ϕ‖∞ + πδ1/2CTLψ‖v‖Kδ,R + 2δCTLψ.
(2.30)
Moreover,
‖Γ(u(t, ·))− Γ(v(t, ·))‖∞ ≤
∫ T
t
‖S(r − t) (F (r, u)− F (r, v))‖∞dr
≤ 2Lψδ1/2‖u− v‖Kδ,R
(2.31)
and
(T − t)1/2‖G∇Γ(u(t, ·))−G∇Γ(v(t, ·))‖∞
≤ (T − t)1/2CTLψ
∫ T
t
(r − t)−1/2‖G∇u(r, ·)−G∇v(r, ·)‖∞dr
≤ (T − t)1/2CTLψ‖u− v‖Kδ,R
∫ T
t
(r − t)−1/2(T − r)−1/2dr
≤ π(T − t)1/2CTLψ‖u− v‖Kδ,R
≤ πδ1/2CTLψ‖u− v‖Kδ,R .
(2.32)
Now we have to choose δ and R. Set
δ = (4Lψ + 2πCTLψ)
−2 ∧ T
in (2.31) and (2.32); it immediately follows that
‖Γ(u)− Γ(v)‖Kδ,R ≤ 2Lψδ1/2‖u− v‖Kδ,R + δ1/2πCTLψ‖u− v‖Kδ,R
= δ1/2 (2Lψ + πCTLψ) ‖u− v‖Kδ,R
≤ 1
2
‖u− v‖Kδ,R ,
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and so Γ is a 1/2-contraction. To show that Γ maps Xδ,R into itself, it is sufficient
to take
R = 2 (1 + 2CT ) (‖ϕ‖∞ + δLψ) .
Indeed, substituting in (2.29) and (2.30), we get
‖Γ(v)‖Kδ,R ≤ ‖ϕ‖∞ + 2Lψδ1/2‖u‖Kδ,R + δLψ
+ CT ‖ϕ‖∞ + δ1/2πCTLψ‖v‖Kδ,R + 2δCTLψ
≤ (1 + 2CT ) (‖ϕ‖∞ + δLψ) + δ1/2 (2Lψ + πCTLψ) ‖v‖Kδ,R
≤ R
2
+
R
2
≤ R.

Remark 2.4. If ϕ ∈ C1b (RN ) the same arguments as in the proof of Theorem 2.2
and Proposition 2.3 show that the operator Γ in (2.28) admits a unique fixed point
in the space Kδ defined by
Kδ =

h ∈ Cb
(
[T − δ, T ]× RN) ∩ C0,1 ([T − δ, T ]× RN) :
sup
(t,x)∈(T−δ,T )×RN
|G(x)∇h(t, x)| <∞.

for some δ > 0.
Now, we can construct the maximally defined solution of (2.1). Set τ(ϕ) = inf{0 < a < T : problem (2.1) has a mild solution va in Ka},
v(t, x) = va(t, x), if t ≥ T − a.
The function v is well defined, thanks to Theorem 2.2, in the interval
I(ϕ) = ∪{[T − a, T ] : problem (2.1) has a mild solution va in Ka},
and we have τ(ϕ) = inf I(ϕ).
Proposition 2.4. If ϕ ∈ Cb(RN ) is such that I(ϕ) 6= [0, T ], and F satisfies (2.27),
then the function
t 7→ (T − t)1/2‖G∇v(t, ·)‖∞
is unbounded in I(ϕ).
Proof. Even if proof is rather classical, for the reader’s convenience we provide the
details. Let us suppose that the function
t 7→ (T − t)1/2‖G∇v(t, ·)‖∞
is bounded in I(ϕ), and let v be the maximally defined solution to (2.1). Moreover,
we set τ(ϕ) = τ . S(·)ϕ is continuous in (0,∞) × RN , and by Proposition 2.2 the
function
(t, x) 7→
∫ T
t
S(r − t)F (r, v)(x)dr
is continuous and bounded in [τ, T ] × RN . Hence, we can extend v up to t = τ ,
defining
v(τ, x) := T (τ)ϕ(x) −
∫ T
τ
S(r − τ)F (r, v)(x)dr.
Since v(τ, ·) ∈ Cb(RN ), by Theorem 2.2 the Cauchy problem w(t, x) +Aw(t, x) = ψ(x,G∇w(t, ·))(x), t < τ, x ∈ R
N ,
w(τ, x) = v(τ, x), x ∈ RN ,
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admits a unique mild solution in [τ − δ, τ ], for some δ > 0. If we define
z(t, x) =

w(t, x), τ − δ ≤ t ≤ τ, x ∈ RN ,
v(t, x), τ ≤ t ≤ T, x ∈ RN ,
then z is a mild solution of (2.1) in [τ−δ, T ]×RN which extends v, and it contradicts
the maximality of v. 
Proposition 2.5. If F satisfies (2.1), then the mild solution v of problem (2.1)
exists in [0, T ]× RN .
Proof. By Proposition 2.4, it is enough to show that the function
(t, x) 7→ (T − t)1/2G(x)∇v(t, x)
is bounded in I(ϕ)× RN .
For sake of simplicity, we set
l(t) := ‖G∇v(t, ·)‖∞,
where v is the maximally defined solution of problem (2.1). Then for any t ∈ I(ϕ)
and x ∈ RN ,
(T − t)1/2l(t)
≤ CT ‖ϕ‖∞ + Lψ
∫ T
t
(T − t)1/2(r − t)−1/2 (1 + l(r)) dr
≤ CT ‖ϕ‖∞ + 2TLψ
+ Lψ(T − t)1/2
∫ T
t
(r − t)−1/2(T − r)−1/2(T − r)1/2l(r)dr
≤ CT ‖ϕ‖∞ + 2TLψ
+ Lψ(T − t)1/2
∫ T
t
(r − t)−1/2(T − r)−1/2 (CT ‖ϕ‖∞ + 2TLψ) dr
+ L2ψ(T − t)1/2
∫ T
t
(r − t)−1/2
(∫ T
r
(s− r)−1/2(T − s)−1/2(T − s)1/2l(s)ds
)
dr
≤ (CT ‖ϕ‖∞ + 2TLψ)(1 + T 1/2πLψ)
+ πL2ψ(T − t)1/2
∫ T
t
(T − s)−1/2(T − s)1/2l(s)ds.
The generalized Gronwall Lemma guarantees that the function (t, x) 7→ (T −
t)1/2G(x)∇v(t, x) is bounded in I(ϕ)× RN , and the thesis follows. 
Remark 2.5. Since the problem (2.1) is autonomous, in Propositions 2.4 and 2.5 we
can replace [0, T ] with (−∞, T ].
Remark 2.6. Under the Hypotheses of Proposition 2.5, if ϕ ∈ C1b (RN ) then the mild
solution v of problem (2.1) exists in (−∞, T ]×RN , it belongs to C0,1((−∞, T ]×RN)
and it is bounded in (a, T ]× RN , for any a < T .
3. The Forward Backward Stochastic Differential Equation
Associated to the Semi-Linear PDE
Let (Ω,F ,P) be a complete probability space, (Wt)t≥0 a real Brownian motion
and N the family of elements of F of probability 0. We define as FWt the natural
filtration with respect to Wt, completed by the P−null set of F , i.e.
FWt := σ{Ws : 0 ≤ s ≤ t, N}.
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In this setting we study the Forward Backward Stochastic Differential Equation
dYτ = ψ(Xτ , Zτ )dτ + ZτdWτ , τ ∈ [t, T ],
dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],
YT = ϕ(XT ),
Xt = x, x ∈ RN ,
(FBSDE)
where
ψ : RN × RN −→ R, ϕ : RN −→ R,
are given Borel functions, and
B,G : RN −→ R
are Borel measurable.
For any p ∈ [1,∞), let Hp be the space of progressively measurable with respect
to FWt random processes Xt such that
‖X‖
Hp
:= E sup
t∈[0,T ]
|Xt|p <∞,
and let K be the space of (FWt )−progressively measurable processes Y, Z such that
‖(Y, Z)‖2
cont
:= E sup
t∈[0,T ]
|Yt|2 + E
∫ T
0
|Zσ|2dσ <∞.
Moreover, we denote by Y (s, t, x) and Z(s, t, x) the solution to (FBSDE).
Throughout this section we assume the following additional assumptions on B
and G:
Hypothesis 3.1. There exists C > 0 such that, for all x, x′, z, z′ ∈ RN , we have
|B(x)− B(x′)|+ |G(x)−G(x′)| ≤ C|x− x′|. (3.1)
If Hypothesis 3.1 is satisfied and
|ϕ(x)|+ |ψ(x, 0)| ≤ C(1 + |x|), ∀x ∈ RN .
then system (FBSDE) admits a unique solution (X,Y, Z), where X ∈ Hp, for any
p ∈ [1,∞), and (Y, Z) ∈ K (see [20]). Henceforth, X denotes the solution to the
forward equation in (FBSDE).
Remark 3.1. The hypotheses on the growth of B and G in 3.1 are compatible with
the growth conditions on the coefficients of the operator A in Hypothesis 2.2 (see
Example 2.1).
The parabolic Cauchy problem studied in Section 2 Dtv(t, x) +Av(t, x) = ψ(x,G(x)∇xv(t, x)), x ∈ R
N , t ∈ [0, T ),
v(T, x) = ϕ(x), x ∈ RN ,
is strictly linked with (FBSDE). Indeed, if v ∈ C1,2([0, T ] × RN ) is a solution to
(2.1), then v(t, x) = Y (t, t, x). Conversely, if ψ, ϕ,B,G, satisfy stronger conditions,
then, setting v(t, x) = Y (t, t, x), it turns out that v ∈ C1,2([0, T ]× RN ) and it is a
solution to (2.1) (see [20]).
We want to relax regularity conditions on ψ and ϕ, and growth conditions on B
and G, and prove that V is still a solution to (FBSDE). For this purpose, we will use
the results in Section 2. Notice that since G may be unbounded a straightforward
application of Bismut-Elworthy formula as in [8] is not allowed.
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Assume that G,B, ψ satisfy Hypotheses 2.1 and 2.2. Moreover, suppose that
ϕ ∈ BUC(RN ). Hence, by Theorem 2.2 and Proposition 2.5, there exists a unique
solution v to (2.1) in [0, T ] which belongs to KT (see Definition 2.1).
To use the result of [20], we approximate the functions ϕ, ψ by convolution: let
(ρn)n∈N be a standard sequence of mollifiers in R
N and set
ϕn = ϕ ⋆ ρn, ψn = ψ ⋆z ρn,
where ⋆z denotes the convolution with respect only to the variable z.
ψn and ϕn, are smooth functions and ϕn are bounded. In particular, for any
n ∈ N we have that ‖ϕn‖∞ ≤ ‖ϕ‖∞ and by (2.3) we deduce that for any n,m ∈ N
and x, z1, z2 ∈ RN , it holds that
|ψn(x, z1)− ψ(x, z2)| ≤ Lψ|z1 − z2|+ Lψ
n
, (3.2)
|ψn(x, z1)− ψm(x, z2)| ≤ Lψ|zn − zm|+ Lψ
(
1
n
+
1
m
)
. (3.3)
For any n ∈ N, let us consider the approximated Cauchy problem Dtvn(t, x) + Avn(t, x) = ψn(x,G(x)∇vn(t, x)), t ∈ [0, T ), x ∈ R
N ,
vn(T, x) = ϕn(x), x ∈ RN ,
(3.4)
whose mild solution is given by (see Theorem 2.2)
vn(t, x) = S(T − t)ϕn(x)−
∫ T
t
S(r − t)ψn(x,G(x)∇vn(r, x))dr
= S(T − t)ϕn(x)−
∫ T
t
S(r − t)Fn(r, vn)(x)dr,
(3.5)
where
Fn : (0, T )×KT −→ Cb(RN ), Fn(t, u)(x) := ψn(x,G(x)∇u(t, x)).
Remarks 2.4 and 2.6 guarantee that vn ∈ Cb([0, T ]× RN) and ‖G∇vn(t, ·)‖∞ ≤
Cn, for any t ∈ (0, T ) and any n ∈ N.
We recall that, since ϕ ∈ Cb(RN ) and the coefficients of B,Q belong to Cδloc(RN ),
S(·)f(·) ∈ C1+δ/2,2+δ
loc
((0,∞)×RN ) (see Hypothesis 2.2). Hence the Hypotheses in
[20] are satisfied. It means that the function vn ∈ C0,1([0, T ]×RN ), and vn(t, x) =
Y n(t, t, x), where Y n is the solution to
dY nτ = ψn(Xτ , Z
n
τ )dτ + Z
n
τ dWτ , τ ∈ [t, T ],
dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],
Y nT = ϕn(XT ),
Xt = x, x ∈ RN .
(3.6)
Now we need to study how vn and G∇vn converge to v and G∇v, respectively.
We claim that, for any fixed t ∈ [0, T ), vn(t, ·) and G∇vn(t, ·) converge uniformly.
Then, we can define
Y (s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇v(s,X(s, t, x)), (3.7)
for any t ∈ [0, T ], t ≤ s < T , and x ∈ RN . Finally, we will show that (X,Y, Z) is a
solution to (FBSDE).
To prove the above claim, we need an intermediate result, contained in the
following lemma.
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Lemma 3.1. [vn]KT is uniformly bounded.
Proof. Let t ∈ [0, T ). Since |ψn(x, 0)| ≤ Lψ, the same computations of Proposition
2.3 yield to the thesis. 
Theorem 3.1. Suppose that Hypotheses 2.1, 2.2 and 3.1 hold. Moreover, let ϕ ∈
BUC(RN ). Then, for any t ∈ [0, T ), vn(t, ·) and G∇vn(t, ·) converge uniformly to
v(t, ·) and G(·)∇v(t, ·) respectively. Moreover, (X,Y, Z) is a solution to (FBSDE),
where Y and Z are defined by (3.7).
Proof. As usual, first we prove the convergence of G∇vn, since it is involved in the
definition of vn. To simplify the notations, we set
hn(t) := ‖G∇vn(t, ·)−G∇v(t, ·)‖∞.
We have
(T − t)1/2hn(t)
≤ CT ‖ϕn − ϕ‖∞ + CT (T − t)1/2
∫ T
t
(r − t)−1/2‖Fn(r, vn)− F (r, v)‖∞dr
≤ CT ‖ϕn − ϕ‖∞ + CT (T − t)1/2
∫ T
t
(r − t)−1/2‖Fn(r, vn)− F (r, vn)‖∞dr
+ CT (T − t)1/2
∫ T
t
(r − t)−1/2‖F (r, vn)− F (r, v)‖∞ds
=: In1 + I
n
2 (t)
+ CTLψ(T − t)1/2
∫ T
t
(r − t)−1/2(T − r)−1/2(T − r)1/2hn(t)dr.
Now we use the estimate
In2 (t) ≤ CT
Lψ
n
∫ T
t
(r − t)−1/2dr = 2CT Lψ
n
T 1/2,
which follows from (3.2) with z1 = z2 and holds for any t ∈ [0, T ). Hence
≤ In1 + 2CT
Lψ
n
T 1/2
+ CTLψ(T − t)1/2
∫ T
t
(r − t)−1/2(T − r)−1/2
(
In1 + 2CT
Lψ
n
T 1/2
)
dr
+ C2TL
2
ψ(T − t)1/2
∫ T
t
(r − t)−1/2
(∫ T
r
(r − s)−1/2(T − s)−1/2((T − s)1/2hn(r)ds
)
dr
≤
(
In1 + 2CT
Lψ
n
T 1/2
)
(1 + πCTLψT
1/2)
+ πC2TL
2
ψ(T − t)1/2
∫ T
t
(T − s)−1/2(T − s)1/2hn(r)ds.
Since ϕ ∈ BUC(RN ), In1 tends to zero, as n→ +∞. Clearly, also
2CT
Lψ
n
T 1/2
vanishes as n→∞
Now we apply the generalized Gronwall Lemma to the function
(T − t)1/2‖G∇vn(t, ·)−G∇v(t, ·)‖∞,
and we obtain
(T − t)1/2‖G∇vn(t, ·)−G∇v(t, ·)‖∞ ≤
(
In1 + 2CT
Lψ
n
T 1/2
)
exp
(
πC2TL
2
ψT
)
,
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and the right-hand side tends to zero, as n→ +∞.
Using the fact that [vn − v]KT tends to zero, similar computations yield the
uniformly convergence of vn(t, ·) to v(t, ·), for any t ∈ [0, T ].
Finally, we prove that the processes Y, Z defined in (3.7) are solutions to (FBSDE).
Since Yn, Zn are solutions of (3.6), and the equalities hold P−a.s., there exists a
family of elements of F , {Ωn}, such that each of them has zero measure. Moreover,
if we set Ω˜ = ∪nΩn, then P(Ω˜) = 0, and in Ω˜c (3.6) holds, for any n ∈ N.
Now we fix x ∈ RN , t ∈ [0, T ], set Xτ := X(τ, t, x), and define
Yτ = v(τ,Xτ ), Y
n
τ = v
n(τ,Xτ ), Zτ = G(Xτ )∇v(τ,Xτ ), Znτ = G(Xτ )∇vn(τ,Xτ ),
for any τ ∈ [t, T ]. The previous estimates guarantee that
Y nτ −→ Yτ , ϕn(XT ) −→ ϕ(XT ),
uniformly in Ω, and ∫ T
τ
ψn(Xσ, Z
n
σ )dσ −→
∫ T
τ
ψ(Xσ, Zσ)dσ.
Indeed, by (3.3) we deduce that
|ψn(Xσ, Znσ )− ψ(Xσ, Zσ)| ≤ Lψ|Znσ − Zσ|+
Lψ
n
,
|ψ(Xσ, Zσ)|, |ψn(Xσ, Znσ )| ≤ LψC(1 + (T − σ)−1/2),
for any x ∈ RN and σ ∈ [τ, T ). Since |Znσ − Zσ| tends to zero uniformly in Ω,
as n → +∞, and |ψ(Xσ, Zσ)|, |ψn(Xσ, Znσ )| can be estimated by an integrable
function, we can apply dominated convergence to the integral term.
It remains to prove the convergence of
∫ T
τ
ZnσdWσ to
∫ T
τ
ZσdWσ . At first, we
prove that
∫ T
τ
ZσdWσ makes sense, since this is not guaranteed by previous esti-
mates, which show only that the growth Zσ can be estimated by (T −σ)−1/2, which
is not square integrable in T .
We are going to show that {Znτ } is a Cauchy sequence in the space L2(Ω×(0, T )),
the space of the square integrable processes V , endowed with the norm E
∫ T
0 |Vσ|2dσ.
Since this is a Hilbert space, {Znτ } converges to a process Z˜τ which is square
integrable, and so, up to a subsequence, {Znτ } converges to Z˜τ [0, T ]⊗ P−a.s. But
{Znτ } converges to Zτ uniformly, hence pointwise, for any τ ∈ [0, T ]. Therefore,
Z˜τ = Zτ P−a.s., for almost every τ ∈ [0, T ]. This means that Zσ is a square
integrable process.
For the reader’s convenience, we introduce some new notations:
Y
n,m
σ := Y
n
σ − Y mσ ,
Z
n,m
σ := Z
n
σ − Zmσ ,
ϕn,mσ := ϕn(Xσ)− ϕm(Xσ),
ψ
n,m
σ := ψn(Xσ, Z
n
σ )− ψm(Xσ, Zmσ ),
for any n,m ∈ N, σ ∈ [0, T ]. By the Itô formula, we get
d|Y n,mτ |2 = −2Y
n,m
τ ψ
n,m
τ dτ − 2Y
n,m
τ Z
n,m
τ dWτ + |Z
n,m
τ |2dτ,
and, recalling that Y
n,m
T = ϕ
n,m
T , we obtain
|Y n,mτ |2 +
∫ T
τ
|Zn,mσ |2dσ = |ϕn,mT |2 − 2
∫ T
τ
Y
n,m
σ ψ
n,m
σ dσ − 2
∫ T
τ
Y
n,m
σ Z
n,m
σ dWσ.
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Let us estimate the terms in the right-hand side. Note that (Y n, Zn), (Y m, Zm) ∈
K, since they are solutions of a backward stochastic differential equation. Hence,
the process Iτ =
∫ τ
0 Y
n,m
σ Z
n,m
σ dWσ is a martingale. Indeed
E
(∫ τ
0
|Y n,mσ Z
n,m
σ |2dσ
)1/2
≤ cE
(
sup
τ∈[0,T ]
|Y n,mτ |2 +
∫ τ
0
|Zn,mσ |2dσ
)
< +∞.
In particular EIτ = 0, for any τ . Computing the expectation, we get
E|Y n,mτ |2 + E
∫ T
τ
|Zn,mσ |2dσ = E|ϕn,mT |2 − 2E
∫ T
τ
Y
n,m
σ ψ
n,m
σ dσ. (3.8)
Moreover, by (3.3), the last term in the right-hand side of (3.8) can be estimated
as follows:
E
∫ T
τ
|Y n,mσ ψ
n,m
σ |dσ ≤ E
(
sup
τ∈[0,T ]
|Y n,mτ |
∫ T
τ
|ψn,mσ |dσ
)
≤ 2Lψ sup
n∈N
‖vn‖∞
(
E
∫ T
τ
|Zn,mσ |dσ +
T
m
+
T
n
)
≤ c
(
E
∫ T
τ
|Zn,mσ |dσ +
T
m
+
T
n
)
.
By the definitions of Zn, Zm, Z
n,m
and the above estimates, it is easy to prove,
using dominated convergence, that, for any ǫ > 0, there exists n¯ ∈ N such that
E
∫ T
0 |Z
n,m
σ |dσ ≤ ǫ, for any n,m ≥ n¯.
The same arguments can be applied to ϕn,mT . Indeed, recalling that ϕ is uniformly
continuous, for any ǫ > 0 there exists n¯ ∈ N such that E|ϕn,mT |2 ≤ ǫ, for any
n,m ≥ n¯.
Hence {Znτ } is a Cauchy sequence, and this implies that
∫ T
τ
ZσdWσ makes sense.
Moreover, since Zn converges to Z in L2(Ω× (0, T )), we see that
E
∣∣∣∣∣
∫ T
τ
(Znσ − Zσ)dWσ
∣∣∣∣∣
2
−→ 0, n→∞.
We can conclude that
∫ T
τ Z
n
σdWσ tends to
∫ T
τ ZσdWσ P−a.s., and passing to
the limit (3.6), we obtain that the processes (X,Y, Z) are a solution to (FBSDE)
P−a.s. 
4. An application to the Stochastic Optimal Control in Weak
Formulation
In this section we consider the controlled equation
dτXτ = B(Xτ )dτ +G(Xτ )r(Xτ , uτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],
Xt = x ∈ RN ,
(4.1)
and the cost functional
E
∫ T
0
l(Xt, ut)dt+ Eϕ(XT ), (4.2)
where u is a progressive measurable stochastic process with values in some specified
set U ⊂ RN , r : RN ×U −→ R, W is a RN−valued cylindrical Wiener process, and
l : RN × U −→ R. Our purpose is to minimize over all admissible controls the cost
functional.
We assume the following hypotheses on l and r:
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Hypothesis 4.1. There exists C > 0 such that for all x, x′ ∈ RN , t ∈ [0, T ], u, u′ ∈
U , we have
|l(x, u)− l(x′, u′)|+ |r(x, u) − r(x′, u′)| ≤ C (|x− x′|+ |u− u′|) ,
|l(x, u)|+ |r(x, u)| ≤ C. (4.3)
Definition 4.1. An admissible control system (acs) U is the set
U = (Ω̂, F̂ , (F̂t)t≥0, P̂, û, Ŵ , X̂),
where (Ω̂, F̂ ,P) is a probability space, the filtration (F̂t)t≥0 verifies the usual con-
ditions, the process Ŵ : [0, T ] × Ω̂ −→ RN is a Wiener process with respect to
(F̂t)t≥0, û is progressive measurable with respect to the filtration (F̂t)t≥0, and X̂τ
is a solution to
X̂τ = x+
∫ τ
t
B(X̂σ)dσ +
∫ τ
t
G(X̂σ)r(X̂σ, ûσ)dσ +
∫ τ
t
G(X̂σ)dŴσ , τ ∈ [t, T ].
In this setting, the cost functional has the form
J(t, x,U) = Ê
∫ T
t
l(X̂σ, ûσ)dσ + Êϕ(X̂T ). (4.4)
An acs is called optimal for the control problem starting from x at the time t, if
it minimizes J(t, x, ·), and the minimum value of the cost is called the optimal cost.
Finally, we introduce the value function V : [0, T ]× RN → R, defined by
V (t, x) := inf
u∈U
J(t, x, u), t ∈ [0, T ], x ∈ RN . (4.5)
The Hamiltonian function of the problem, defined below, is crucial in the analysis
of the stochastic control problem.
Definition 4.2. The function ψ : RN × RN −→ R, defined by
ψ(x, z) = inf
u∈U
{l(x, u) + zr(x, u)}, (4.6)
is called Hamiltonian function.
Lemma 4.1. There exists a positive constant c such that
|ψ(x, 0)| ≤ c,
|ψ(x, z)− ψ(x′, z′)| ≤ c|z − z′|+ c|x− x′| (1 + |z|+ |z′|) ,
for any x, x′, z, z′ ∈ RN .
Proof. The result is well known, we report the proof for the reader’s convenience.
We prove only the second inequality. For all u ∈ U we have
l(x, u) + zr(x, u) ≤ l(x′, u) + z′r(x′, u) + |l(x, u)− l(x′, u)|
+ |zr(x, u)− z′r(x′, u)|
≤ l(x′, u) + z′r(x′, u) + |l(x, u)− l(x′, u)|
+ |zr(x, u)− z′r(x, u)|+ |z′r(x, u) − z′r(x′, u)|
≤ l(x′, u) + z′r(x′, u) + c|x− x|+ c|z − z′|+ c|x− x′||z′|.
Taking the infimum over u and exchanging x, z with x′, z′ we get the conclusion.

To prove the main theorem of this section, we need the following hypothesis:
Hypothesis 4.2. For any x, z ∈ RN , the minimum in (4.6) is attained.
Remark 4.1. The minimum in (4.6) is always attained if U is a compact set, see [2].
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Remark 4.2. If Hypothesis 4.2 is satisfied, then Filippov Theorem guarantees that
there exists a measurable function γ : RN × RN → U such that
ψ(x, z) = l(x, γ(x, z)) + zr(x, γ(x, z)), ∀x, z ∈ RN . (4.7)
Section 2 assures that the Hamilton Jacobi Bellman equation, associated to the
problem (4.1) and (4.2), admits a unique solution v in the space KT . We stress
that this solution has a good regularity, but not the optimal one; hence, we can not
use the Itô formula. However, the BSDE’s techniques enable us to prove that v is
indeed the value function of the problem, and has enough regularity to identify the
optimal feedback law.
Theorem 4.1. Let Hypotheses 2.1, 2.2, 3.1, 4.2 and 4.3 hold. Moreover, let ϕ ∈
BUC(RN ). Then the following properties are satisfied:
(i): there exists a unique solution v of HJB such that v ∈ KT . Hence, G(x)∇v(t, x)
is defined for any t ∈ [0, T ), x ∈ RN ;
(ii): v(t, x) ≤ V (t, x), for any t ∈ [0, T ], x ∈ RN ;
(iii): v(t, x) = V (t, x) if and only if there exists an acs U∗ such that
ψ(XU
∗
t , Zt) = l(X
U
∗
t , u
∗
t ) + Ztr(X
U
∗
t , u
∗
t ), (4.8)
where XU
∗
t is the solution to (4.1), with u = u
∗;
(iv): there exists an acs U# such that (4.8) is satisfied.
Proof. For the reader’s convenience we report the proof, which is closed to the one
in [12].
(i): since the HJB equation associated to (4.1) and (4.2) is (2.1), the existence
and uniqueness of the mild solution follow from Section 2.
(ii): we fix an acs U, t ∈ [0, T ], x ∈ RN , and consider the equation
XUτ = x+
∫ τ
t
B(XUσ )dσ +
∫ τ
t
G(XUσ )r(X
U
σ , uσ)dσ +
∫ τ
t
G(XUσ )dWσ, τ ∈ [t, T ].
Since r is bounded, by Girsanov Theorem there exists a probability measure P˜
such that
W˜τ = Wτ +
∫ t∧τ
t
r(XUσ , uσ)dσ
is a Wiener process with respect to P˜, and XU is a solution to
XUτ = x+
∫ τ
t
B(XUσ )dσ +
∫ τ
t
G(XUσ )dW˜σ , τ ∈ [t, T ].
Notice that XU is measurable with respect to the σ−field generated by W˜ . Now
we introduce the backward equation
Y˜τ +
∫ τ
t
Z˜σdW˜σ = ϕ(X
U
T ) +
∫ τ
t
ψ(XUσ , Z˜σ)dσ.
By the Theorem 3.1 there exists a unique solution (Y˜ , Z˜) of this equation. Writ-
ing the backward equation with respect to W , we get
Y˜τ +
∫ T
τ
Z˜σdWσ +
∫ T
τ
Z˜σr(X
U
σ , uσ)dσ = ϕ(X
U
T ) +
∫ T
τ
ψ(XUσ , Z˜σ)dσ. (4.9)
By easy computations, we have that E
(∫ T
0 |Z˜t|2dt
)1/2
< ∞. Hence, taking the
expectation in (4.9) with respect to P and τ = t, we obtain
Y˜t = Eϕ(X
U
T ) + E
∫ T
t
[
ψ(XUσ , Z˜σ)− Z˜r(XUσ , uσ)
]
dσ.
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Adding and subtracting E
∫ T
t l(X
U
σ , uσ)dσ, and recalling that v(t, x) = Y˜ (t, t, x),
we get
v(t, x) = J(t, x,U) + E
∫ T
t
[
ψ(XUσ , Z˜σ)− Z˜σr(XUσ , uσ)− l(XUσ , uσ)
]
dσ. (4.10)
From the definition of ψ, the term in square brackets is non positive. Hence
v(t, x) ≤ J(y, x,U) for any acs U, and taking the minimum we deduce that
v(t, x) ≤ V (t, x), t ∈ [0, T ], x ∈ RN .
(iii): from (4.10), it is clear that v(t, x) = J(t, x,U∗) if and only if the acs U∗
satisfies (4.8). In this case, the integral term in (4.10) is zero; hence
v(t, x) ≤ V (t, x) ≤ J(t, x,U∗) = v(t, x).
(iv): by Hypothesis 4.2 and (3.7), it is natural to define
γ˜(x) = γ(x,G(x)∇v(t, x)), t ∈ [0, T ), x ∈ RN .
Notice that γ˜ is, a priori, not regular. Let W be an N−dimensional Brownian
Motion on (Ω,F , {Ft}t,P), and X# be the solution to dX
#
τ = B(X
#
τ )dτ +G(X
#
τ )dWτ , τ ∈ [t, T ],
X(t) = x ∈ RN .
For any τ ∈ [t, T ], we set
W#τ = Wτ −
∫ t∧τ
t
r(X#σ , γ˜(X
#
σ ))dσ;
then X# satisfies the closed-loop equation
X#τ = x+
∫ τ
t
B(X#σ )dσ +
∫ τ
t
G(X#σ )r(X
#
σ , γ˜(X
#
σ ))dσ +
∫ τ
t
G(X#σ )dW
#
σ ,
for any τ ∈ [t, T ]. Clearly, U# = (Ω,F , {Ft}t,P, γ˜(X#), X#, w#) is an acs with
u# = γ˜(X#). Moreover, u# satisfies (4.8): indeed
ψ(X#τ , Z
#
τ ) = l(X
#
τ , γ(X
#
τ , Z
#
τ )) + Z
#
τ r(X
#
τ , γ(X
#
τ , Z
#
τ ))
= l(X#τ , γ˜(X
#
τ )) + Z
#
τ r(X
#
τ , γ˜(X
#
τ ))
= l(X#τ , u
#
τ ) + Z
#
τ r(X
#
τ , u
#
τ ),
where Z#τ = G(X
#
τ )∇v(τ,X#τ ). Hence U# is an optimal control system for the
problem. 
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