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Abstract 
Our main contribution lies in formulation of a generalized, parametric model for 
stochastic frontier analysis (SFA) that nests virtually all forms used so far in the field 
and includes certain special cases that have not been considered so far. We use the general 
model framework for the purpose of formal testing and comparison of alternative 
specifications, which provides a way to deal with model uncertainty – the main issue of 
SFA that has not been resolved so far. SFA dates back to Aigner et al. (1977) and 
Meeusen and van den Broeck (1977), and relies upon the idea of compound error 
specification with at least two error terms, one representing the observation error and 
the other interpreted as some form of inefficiency. The models considered here are based 
on the generalized t distribution for the observation error and the generalized beta 
distribution of the second kind for the inefficiency-related term. Hence, it is possible to 
relax a number of various potentially restrictive assumptions embedded in models used 
so far. We also develop methods of Bayesian inference that are less restrictive (though 
more demanding in terms of computation time) compared to the ones used so far and 
demonstrate inference on the latent variables (i.e., object-specific inefficiency terms, 
which are important for, e.g., policy-oriented analyses).  
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1 Introduction 
Formal research on fundamentals of productivity and productive inefficiency can be traced 
back to Debreu (1951) and Koopmans (1951) who provided the first formal definition of technical 
inefficiency as “the result of managerial choice” (Koopmans, 1951; p. 34). The first empirical 
technical inefficiency analysis was conducted by Farrell (1957) using data on US agriculture 
industry. He estimated the so-called technological frontier, also known as the best practices 
frontier, which describes the maximum output given inputs or alternatively, the minimum inputs 
required to produce a level of output. The interest in measuring productivity and inefficiency has 
grown enormously since then. It encompasses numerous approaches, estimation methods and 
most notably an impressive diversity in fields of applications. These include, e.g., agriculture (e.g. 
Marzec and Pisulewski, 2017), healthcare (Koop et al., 1997), energy economics (e.g. Kumbhakar 
and Lien, 2017; Farsi et al., 2006), banking (e.g. Inanoglu et al., 2016), transportation (e.g. Stead 
et al., 2019), education (e.g. Mayston, 2003) and even macro-level studies of entire economies 
(Makieła and Ouattara, 2018; Koop et al., 1999, 2000; Fare et al. 1994). Moreover, the interest 
in frontier analysis has spread beyond just economics and management sciences; see, e.g., Fried 
et al. (2008, pp. 16-19) for a lengthy list of applications in about fifty different fields. This is 
largely due to the fact that the ability to quantify efficiency provides management with a reliable 
mechanism to monitor and control their performance. Furthermore, these methods have also 
become crucial tools for designing credible, performance-oriented policies (see, e.g., Makieła and 
Osiewalski, 2018; and works cited therein). 
Methodologies used in frontier analysis can be generally divided into two approaches. The 
first one is the mathematical programming approach dominated by Data Envelopment Analysis 
(DEA hereafter) and proposed by Charnes et al. (1978). The second one is the econometric 
approach developed independently by Aigner et al. (1977) and Meeusen and van den Broeck 
(1977); see Greene (2008), or Parmeter and Kumbhakar (2014) for an overview.  
DEA is a popular nonparametric method that amounts to creating a piece-wise linear 
frontier (a “cone”) over the data points and measuring objects’ distances (i.e., inefficiencies) to 
it. Although often used as an alternative to SFA it lacks some key features: (i) no measurement 
error, (ii) factor elasticities equal to zero by default or (iii) no counterpart to the so-called Varying 
Efficiency Distribution SFA models, in which determinants of inefficiency can be introduced in a 
single-step estimation process. Furthermore, DEA is a fundamentally non-stochastic method 
which means that (iv) formal model comparisons is precluded (v) statistical inference about 
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model parameters and inefficiencies is limited at best, and (vi) there is no statistical way to verify 
the underlying assumptions made in DEA. This provides a limited understanding of the 
underlying economic process. Although there have been many adjustments or extensions to DEA 
that address some of its shortcoming, they do not fully mitigate the abovementioned problems. 
This paper focuses on the econometric approach. The main idea of SFA is that observables 
in economic analyses are driven not only by some underlying structural process governing the 
unobserved, potential quantities, but also by random disturbances of two kinds. The first one 
represents observation/measurement error typical for econometric analyses, having no tendency 
and possessing standard properties. The second one reflects imperfect operating mode of real 
economic agents and hence clearly has adverse effects upon economic outcomes. It has an 
economic interpretation in terms of inefficiency and its statistical properties (resulting from the 
interpretation) are non-standard. This allows us to capture subtle differences in the “noise” 
asymmetry and provide meaningful interpretation to its sources (as inefficiency). Since 
measurement uncertainty is accounted for, we can relatively easily move beyond simple point 
estimates of inefficiency, analyze its entire distribution and formally test possible model 
simplifications. Moreover, a single-stage approach to analyzing efficiency determinants is 
available with SFA (via VED-SFA; see Koop et al., 1997). 
Random symmetric disturbance in SFA is usually normally distributed, although new 
proposals emerge in this field (see, e.g., Tchumtchoua and Dey, 2007; Griffin and Steel, 2007; 
Stead et al., 2018, 2019; Wheat, et al., 2019; Florens et al., 2019). Inefficiency is treated as a 
nonnegative disturbance that “gives skewness” to the compound error 𝜀 and can have only 
decreasing effect on the observed output (or, e.g., only increasing on observed cost). Originally 
inefficiency has been assumed to follow either half-normal (the normal-half-normal model; 
Aigner et al. 1977) or exponential distribution (the normal-exponential model; Meeusen and 
van den Broeck, 1977). Although these models still dominate applied research, a plentiful of 
proposals about inefficiency distribution have been made since the introduction of SFA (see, 
e.g., Griffin and Steel, 2008), and SFA models can currently have a complex structure with as 
many as four stochastic components (Makieła, 2017).  
The main goal in SFA is to estimate (in)efficiencies of decision making units and the 
results can vary dependently on the stochastic assumptions made on the compound error. In 
general, SFA models have been used for statistical inference with respect to four issues: 
1) Inefficiency detection (testing for the existence of inefficiency-related asymmetric term). 
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2) Identification of inefficiency determinants or its dynamic/spatial features. 
3) Quantification of object-specific inefficiency characteristics. 
4) Analysis of determinants of the potential quantity taking into account the inefficiency 
process. 
We would like to emphasize three essential points. First, despite the aforementioned long 
history of development, drawbacks and limitations of existing methods are still present, which 
is crucial from the research point of view. In particular, the use of existing methods might 
result in an implicit introduction of strong, possibly irrelevant assumptions without empirical 
verification. This is very likely to produce an erroneous quantification of strengths of statistical 
evidence in favor of certain hypotheses regarding the technology or inefficiency processes. 
Consequences of such as distorted inference about structural properties of the analyzed 
processes or spurious detection of non-existing phenomena are therefore not unlikely to happen. 
Thus, our goal is to propose an improved model framework and inference procedures that 
alleviate these adverse effects. 
The paper is structured as follows. Section 2 provides and overview of the existing SFA 
literature. Section 3 contains main distributional assumptions of the model together with a 
discussion of nested special cases. Section 4 describes statistical inference methods and is 
followed by Section 5, which provides information about the computational details and priors. 
Further extensions of the basic model are discussed in Section 6. Finally, Section 7 presents 
the empirical study which demonstrates feasibility of the presented methods, including 
estimation and model averaging procedures. Section 8 concludes with a discussion. 
2 Existing SFA specifications: an overview 
Existing SFA models are used in a number of variants. The basic formulation, labeled 
Common Efficiency Distribution (CED-SFA), does not allow for heterogeneity (across 
observations) in the inefficiency process. The assumption is relaxed within the Varying 
Efficiency Distribution model class (VED-SFA; see, e.g., Koop et al. 1997). VED-SFA models 
allow exogenous variables to influence the inefficiency process. Additionally, more complicated 
specifications are considered, including static and dynamic panel SFA models or multivariate 
models for analyzing various aspects of inefficiency (see, e.g., Tsionas, 2006; Koop et al., 2000). 
New developments in SFA usually go in one, or several, of the following five directions: (i) 
new distributions for inefficiency, (ii) new distributions for random disturbance, (iii) more 
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complex composed error for panel data modelling, (iv) analysis of inefficiency determinants, or 
(v) investigation of the very existence of inefficiency in the analyzed data. The first direction 
mentioned above, which concerns developing new distributions for inefficiency, is the oldest and 
probably the most intensely researched field in the SFA literature. The first proposed extension 
to basic SFA models by Aigner et al. (1977) and Meeusen and van den Broeck (1977) is probably 
the normal-truncated normal model by Stevenson (1980); see also van den Broeck et al. (1994), 
Tsionas (2002). It is a natural generalization of the normal-half-normal model, in which location 
is not necessarily at zero. It should be noted, however, that as van den Broeck et al. (1994) point 
out, this model can be troublesome because of very poor identification. That is, multiple 
combinations of the two parameters’ values that govern this distribution (location and scale) 
after truncation (at zero) can lead to very similar shapes. Also, if the location parameter is less 
than zero the resulting shape after truncation becomes similar to the exponential case. Another 
popular extension is the normal-gamma model, proposed by Greene (1990) and Beckers and 
Hammond (1987), which generalizes the normal-exponential model. Although numerically 
challenging to estimate, see e.g. Ritter and Simar (1997), it provides a good middle ground 
between half normal and exponential, which can be viewed as its two extreme cases (Greene, 
2008). Other adoptions of this model have also been proposed in the literature; see, e.g., van den 
Broeck et al. (1994) and Tsionas (2002) for normal-Erlang(p) models, or Griffin and Steel (2008) 
for generalized gamma cases. An interesting generalization is also proposed by Tancredi (2002) 
who uses a half-Student’s t distribution. Tsionas (2006), on the other hand, proposes the normal-
lognormal model which allows us to model inefficiency over time as a stationary AR(1) dynamic 
process. This, however, comes at a cost. Lognormal distribution has virtually no probability mass 
near zero, which implies that full efficiency is excluded by construction. This technical assumption 
is restrictive and possibly that is the reason why this very interesting concept of dynamic 
inefficiency model has not received much attention in the SFA literature. Tsionas (2007) also 
studies models in which inefficiency follows Weibull distribution, a good competitor to gamma. 
This model, he argues, is better at handling outliers. The most general distribution for inefficiency 
up to this date has been probably proposed by Griffin and Steel (2008) who develop an SFA 
model based on generalized gamma distribution. Apart from its flexibility the model nests most, 
if not all, distributions proposed for inefficiency. Interestingly, the authors find that the best 
model is the one where inefficiency follows Weibull distribution. Furthermore, some 
contemporary research has turned its attention to Rayleigh distribution, which is a special case 
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of Weibull (Hajargasht, 2015) or experimented with a uniform and half-Cauchy distributions 
(Nguyen, 2010). A recent paper by Horrace and Parmeter (2018) also considers truncated Laplace 
distribution for inefficiency, though only its simplified, exponential case is used in application. 
This large volume of proposals for inefficiency distribution comes from the fact that the theory 
provides very limited information as to how inefficiency distribution should look like. Oikawa 
(2016) provides some evidence in favor of gamma distribution. This, however, is dismissed by 
Tsionas (2017) who argues that inefficiency does not follow any of the distributions known so 
far. Thus, further research is required to pursue more flexible distributions that better reflect 
inefficiency.  
The random symmetric disturbance is traditionally assumed to be normally distributed in 
SFA. This, however, may be too restrictive in practice especially in the presence of outliers or 
sample heterogeneity (not only in SFA; see, e.g., Lange et al., 1989). That is why more attention 
has been given recently towards relaxing assumptions about the random disturbance. Tancredi 
(2002) proposes to use Student’s t distribution and develops a Student’s t-half-Student’s t model, 
which directly generalizes the normal-half-normal case. Later, Tchumtchoua and Dey (2007) 
estimate this model using Bayesian inference and Griffin and Steel (2007) briefly discuss Bayesian 
estimation of Student’s t-half-normal, Student’s t-exponential, and Student’s t-gamma SFA 
models using WinBUGS software package. Nguyen (2010) discusses three additional non-
Gaussian SFA models which symmetric and non-symmetric errors follow Laplace-exponential, 
Cauchy-half-Cauchy and Cauchy-truncated-Cauchy distributions respectively. Unfortunately, 
these models may be of limited use in practice because of technical assumptions made to simplify 
their derivations. A good over-view of contemporary methods for handling outliers is provided 
by Stead et al. (2018) who propose a logistic-half-normal model, and Stead et al. (2019) who use 
Student’s t distribution. Along the same line Wheat et al. (2019) use a mixture of normal 
distributions. It should be noted, however, that though a two-component mixture of normally 
distributed variables is indeed more flexible, from the formal viewpoint its tails are still Gaussian 
(hence not heavy). Variety of these proposal comes from the fact that there is no SFA model 
general enough (in respect to the symmetric disturbance) to encompass all interesting choices.  
To sum up, existing SFA models and inference methods are formulated using rather 
strong assumptions and only rarely verified. These assumptions are motivated mainly by 
computational or inferential convenience and are therefore likely to be empirically implausible 
in some cases. Validity of inference methods relies in turn upon adequacy of underlying 
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stochastic assumptions. Consequently, methods that fail to account for specific, non-typical 
random properties of actual observables might lead to inaccurate structural inference on 
determinants influencing the potential quantity as well as identification of the factors driving 
inefficiency. Moreover, in many cases existing inference methods provide results that are 
misinterpreted because of failure to account for alternative formulations that have practically 
the same explanatory power. The problem is closely related to that of weak identification; see 
“near-identifiability” issue in Bandyopadhyay and Das (2008). Our purpose is to deal with three 
essential objectives: 
• To encompass key existing model specifications, and thus allow for a formal model 
comparison and provide a framework for testing of competing sets of assumptions or 
for specification search.  
• To introduce more flexible forms of distribution for observation errors and inefficiency 
terms, i.e., capture such data features as heavy tails. 
• To allow for exogenous determinants of more complicated (e.g. shape) features of the 
inefficiency distribution, making it possible to conduct a more in-depth analysis of 
inefficiency determinants.  
3 Formulation of the general GT-GB2 model 
Consider the following observation equation arising from a multiplicative formulation 𝑦𝑡 =
𝑔(𝐱𝑡; 𝛃)𝜁𝑡𝜏𝑡 (see, e.g., Koop and Steel, 2007; eq. 3): 
ln 𝑦𝑡 = ln𝑔(𝒙𝑡; 𝜷) − 𝜔𝑢𝑡 + 𝑣𝑡 ,     𝑡 = 1,… , 𝑇 (1) 
with 𝑣𝑡 representing the i.i.d. error term with symmetric and unimodal pdf, 𝑢𝑡 being an i.i.d. 
latent variable, taking strictly positive values, representing the inefficiency term, and with 
known 𝜔 ∈ {−1,1}. We assume that 𝑔(𝒙;𝜷) is a known function of unknown parameters 𝜷 and 
exogenous variables 𝒙 representing the frontier under consideration (corresponding to, e.g., cost 
function if 𝜔 = −1, or production function if 𝜔 = 1), while 𝑦𝑖𝑡 denotes observable cost or 
output. Moreover, we make the following assumptions about 𝑣𝑡’s and 𝑢𝑡’s: 
A1. 𝑣𝑡’s are i.i.d. variables, with zero median, symmetric, unimodal and continuous pdf’s: 
𝑝𝑣(𝑣; 𝜽
(𝑣)), 𝑣 ∈ ℝ, 
A2. 𝑢𝑡’s are nonnegative i.i.d. variables, having continuous pdf’s: 𝑝𝑢(𝑢; 𝜽
(𝑢)), 𝑢 ∈ ℝ+, 
A3. all 𝑣𝑡’s are stochastically independent from all 𝑢𝑡’s. 
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In our view, the assumptions A1-A3 are minimalistic and motivated mostly by 
considerations regarding statistical identification of parameters. In particular, we claim that 
given sufficiently general form of 𝑝𝑢(. ), and 𝑝𝑣(. ), the potential gain in terms of statistical fit 
arising from the relaxation of A1-A3 would be very limited. The resulting likelihood function 
would have very small curvature in certain directions in the parameter space. Hence, although 
the resulting model would be locally identified almost everywhere, the parametrization would be 
inconvenient from the statistical inference viewpoint. Though a formal investigation of the issue 
is left for further research, there is an informal motivation for assumptions A1-A3. That is, crucial 
gains in terms of explanatory power are likely to stem from generalization of 𝑝𝑢(. ), and 𝑝𝑣(. ) 
rather than from relaxing A1-A3 (though we do not claim that A1-A3 are “realistic” or 
“relevant”). Furthermore, for the empirical application in Section 7 we also assume that:  
A4. 𝑢𝑡’s have non-increasing pdf’s.  
We note that there is a considerable SFA literature about non-monotonic distributions of 𝑢𝑡’s, 
which indicates their usefulness (see, e.g., Stevenson, 1980; Greene, 1990; van den Broeck et 
al., 1994; Griffin and Steel, 2004, 2007, 2008; among many). Such applications, however, assume 
restrictive forms of 𝑣𝑡’s, which may be the reason why non-monotonic distributions of 𝑢𝑡’s 
have been found relevant (e.g., due to outliers; see Stead et al., 2018; for a discussion about 
outliers detection and treatment). In our view, generalization of 𝑣𝑡 is sufficient to maintain 
similar statistical fit and a strictly decreasing distribution of 𝑢𝑡. Consequently having both, 
generalized distributions of 𝑣𝑡 and non-monotonic distributions of 𝑢𝑡 in the same model, may 
yield statistical identification problems which already motivated assumptions A1-A3. 
Nevertheless, we emphasize that A4 is an additional assumption (or model restriction) used in 
the empirical application, not a modelling requirement itself. The modelling framework 
proposed in this paper, based on A1-A3, accommodates non-monotonic distributions of 𝑢𝑡’s 
(though given our preliminary research in this regard we remain skeptical about their practical 
usefulness).  
Once the parametric form of 𝑝𝑢(. ) and 𝑝𝑣(. ) is set, the vector of all statistical parameters 
is 𝜽′ = (𝜷   𝜽(𝑣)′ 𝜽(𝑢)′)′. Statistical inference regarding 𝜽 relies upon properties of the compound 
error term 𝜀𝑡 = 𝑣𝑡 − 𝑢𝑡, following the distribution with density 𝑝𝜀(. ) defined in the general case 
by the convolution of the respective densities for 𝑣𝑡 and 𝑢𝑡: 
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𝑝𝜀(ln 𝑦 − ln 𝑔(𝒙; 𝜷) ; 𝜽
(𝜀)) = ∫ 𝑝𝑣(ln 𝑦 − ln𝑔(𝒙;𝜷) + 𝜔𝑢;𝜽
(𝑣))
ℝ+
𝑝𝑢(𝑢; 𝜽
(𝑢))𝑑𝑢 (2) 
Note that in the majority of practical applications 𝑣𝑡 is assumed to follow Gaussian 
distribution, while 𝑝𝑢(. ) is half-normal or exponential. Moreover, for now we assume that there 
exists one-to-one relationship between parameters of the structural form, i.e.: 𝜷, 𝜽(𝑣), 𝜽(𝑢), and 
the parameters of the reduced form: 𝜷, 𝜽(𝜀), so no identification issues arise (possible 
identification problems are discussed later). However, in the case of stochastic frontier models, 
the statistical inference is not restricted to 𝜃’s, since the latent variables (𝑢𝑡’s), are also within 
the scope of interest, as they represent object-specific inefficiency terms. 
We assume a general parametric distributional form of 𝑝𝑣(. ), and 𝑝𝑢(. ), making use of 
two distributions: the generalized t distribution (GT), see MacDonald and Newey (1988), and 
the generalized beta distribution of the second kind (GB2), see references in Harvey and Lange 
(2017), respectively, given by: 
𝑓𝐺𝑇(𝑣; 𝜎𝑣 , 𝜈𝑣 , 𝜓𝑣) =
1
𝜎𝑣
𝜓𝑣
𝛣(1/𝜓𝑣 ,  𝜈𝑣/𝜓𝑣)2𝜈𝑣
1/𝜓𝑣
[
1
𝜈𝑣
(
|𝑣|
𝜎𝑣
)
𝜓𝑣
+ 1]
−(1+𝜈𝑣)/𝜓𝑣
, (3) 
𝑓𝐺𝐵2(𝑢; 𝜎𝑢, 𝜈𝑢, 𝜓𝑢, 𝜏) =
1
𝜎𝑢
𝜓𝑢
𝛣(𝜏/𝜓𝑢,  𝜈𝑢/𝜓𝑢)𝜈𝑢
𝜏/𝜓𝑢
(
𝑢
𝜎𝑢
)
𝜏−1
[
1
𝜈𝑢
(
𝑢
𝜎𝑢
)
𝜓𝑢
+ 1]
−(𝜏+𝜈𝑢)/𝜓𝑢
, (4) 
with B(.,.) denoting the beta function. The above formulation of the GT distribution assumes 
that the mode, median and mean (if the latter exists) is zero, in line with the usual formulation 
of SF-type models. The GB2 density is sometimes formulated as: 
𝑓𝐺𝐵2(𝑥; 𝑎, 𝑏, 𝑝, 𝑞) =
|𝑎|𝑥𝑎𝑝−1
Β(𝑝, 𝑞)𝑏𝑎𝑝
[(
𝑥
𝑏
)
𝑎
+ 1]
−(𝑝+ 𝑞)
.  
The parametrization (4) used throughout this paper is equivalent to the above and 
implies 𝑝 = 𝜏/𝜓, 𝑞 = 𝜈/𝜓, 𝑎 = 𝜓, 𝑏 =  𝜎𝜈1/𝜓. The reason for using an alternative parametrization 
is to emphasize the relationship between GT and GB2 distributions. Note that with 𝜏 = 1, the 
𝑓𝐺𝐵2(. ; 𝜎, 𝜈, 𝜓, 1) distribution is equivalent to half-GT distribution with parameters 
𝑓𝐺𝑇(. ; 𝜎, 𝜈, 𝜓). In other words, the absolute value of a GT variable (distributed as 𝑓𝐺𝑇(. ; 𝜎, 𝜈, 𝜓)) 
follows the GB2 distribution 𝑓𝐺𝐵2(. ; 𝜎, 𝜈, 𝜓, 1). However, the reason for not using the double GB2 
instead of GT for 𝑝𝑣(. ) is that we would violate A1 (by double GB2 we mean an equal-weight 
mixture of X1 and -X2, with Xi being independent copies of a GB2 variable with the same 
parameters). The double GB2 distribution with 𝜏 > 1 would be bimodal, whereas 𝜏 < 1 implies 
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lack of continuity at the mode (with the density function approaching infinity from both sides of 
zero). We find such properties to be undesirable given the interpretation of the symmetric error 
term 𝑣𝑡 that is broadly accepted in SFA. However, this assumption could be relaxed within the 
framework described here as the resulting density of observables, 𝑝𝜀(. ), would be nevertheless 
continuous. 
It is clear that 𝜎v in (3) and 𝜎u in (4) are scale parameters (with 𝜎v being analogous to the 
inverse of precision in Student’s t distribution), while 𝜓’s and 𝜈’s are shape parameters. In 
particular, 𝜈𝑢 and 𝜈𝑣 control tail thickness (and, hence, the existence of finite moments – 
analogously to the degrees-of-freedom parameter in Student’s t distribution). Moreover, for 
parameters 𝜈𝑢 and 𝜈𝑣 we will also consider the limiting cases (of 𝜈𝑢 → ∞ or 𝜈𝑣 → ∞). In order to 
analyze the limiting behavior of the normalizing constants and the kernels of (3) and (4), note 
that (following Harvey and Lange, 2017, who cite Davis, 1964): 
𝜓
Β(𝜏/𝜓, 𝜈/𝜓)𝜈𝜏/𝜓
    
→
𝜈 → ∞
   
𝜓
Γ(𝜏/𝜓)𝜓𝜏/𝜓
, (5) 
[
1
𝜈
(
|𝑥|
𝜎
)
𝜓
+ 1]
−(𝜏+ 𝜈)/𝜓
    
→
𝜈 → ∞
      exp [−
1
𝜓
(
|𝑥|
𝜎
)
𝜓
], (6) 
where Γ(. ) denotes the gamma function. The above formulations indicate the relationship with 
the exponential family of densities, nested as limiting cases in the general model used here. In 
principle, it is also possible to consider the limiting behavior for 𝜓𝑢 or 𝜓𝑣, though these cases are 
less interesting from the empirical point of view (given the usual interpretation underlying SFA), 
so this option is not considered here (e.g., 𝜓𝑣 → ∞ implies convergence towards uniform 
distribution on an interval).  
We would like to emphasize the importance of the following special cases: 
1. As 𝜓v = 2, the GT distribution (3) reduces to the Student-t distribution: 
𝑓𝑆𝑇(𝑥; 𝜎, 𝜈) =
1
𝜎
2
Β(1/2, 𝜈/2)𝜈1/2
[
1
𝜈
(
𝑥
𝜎
)
2
+ 1]
−(1+ 𝜈)/2
, (7) 
with 𝜎 equivalent to 𝜎v and 𝜓 equivalent to 𝜓𝑣 in (3) (consequently, the GB2 distribution in (4) 
with 𝜏=1 and 𝜓𝑢 = 2 reduces to the half Student’s t case). 
2. As 𝜈v → ∞, the GT distribution (3) reduces to the Generalized Error distribution (GED) 
of the form:  
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𝑓𝐺𝐸𝐷(𝑧; 𝜎, 𝜓) =
1
𝜎
𝜓
2Γ(1/𝜓)𝜓1/𝜓
exp [−
1
𝜓
(
|𝑧|
𝜎
)
𝜓
], (8) 
consequently, the GB2 distribution with 𝜏=1, 𝜈v → ∞ reduces to half-GED. 
3. The GB2 distribution (4) reduces to the Generalized Gamma (GG) as 𝜈u → ∞: 
𝑓𝐺𝐺(𝑧; 𝜎, 𝜓, 𝜏) =
1
𝜎
𝜓
Γ(𝜏/𝜓)𝜓𝜏/𝜓
(
𝑧
𝜎
)
𝜏−1
exp [−
1
𝜓
(
𝑧
𝜎
)
𝜓
] (9) 
The original parametrization of the generalized gamma distribution (Stacy, 1962, eq. 1) is: 
𝑓𝐺𝐺(𝑧; 𝑎, 𝑑, 𝑝) =
𝑝
Γ(𝑑/𝑝)𝑎𝑑
𝑧𝑑−1 exp [− (
𝑧
𝑎
)
𝑝
] (10) 
The relationships between the original parametrization of the generalized gamma distribution 
(10), and the one used here (9) are given by the following: 𝑑 = 𝜏, 𝑝 = 𝜓,  𝑎 =  𝜎𝜓1/𝜓.  
Note that the Gaussian case can be obtained as a conjunction of the Student’s t or GED 
sub-cases since it requires 𝜈v → ∞, and 𝜓v = 2 (analogously, GB2 becomes half-normal with 
𝜏=1, 𝜈u → ∞, and 𝜓u = 2). Moreover, setting 𝜓v = 1 instead 𝜓v = 2 leads to the Laplace 
distribution (or the exponential case for the GB2 variable with 𝜓u = 𝜏 = 1, and 𝜈u → ∞). 
The general SF model considered here is labeled GT-GB2, while its special case which 
assumes 𝜏=1 is labeled GT-hGT (as the GB2 distribution is reduced into the half-GT case). A 
number of special cases (with literature references where available) are listed in Table 1.  
In the case of technology analysis the compound error term is: 𝜀𝑡 = 𝑣𝑡 − 𝑢𝑡 . The density of 
𝜀𝑡 implied by (2), (3), and (4) in GT-GB2 is in general asymmetric; it includes skew-t and 
skew-normal distributions as special cases; some examples of possible shapes of the resulting 
density are given in Figure 1. 
[Table 1 about here] 
[Figure 1 about here] 
4 Inference: likelihood-based methods for the GT-GB2 model 
Parametric inference in the above model relies upon the likelihood function implied by 
(2), (3), and (4). Under our baseline assumptions A1-A3, the observations are i.i.d. variables, 
so full log-likelihood for all the data can be trivially decomposed into a sum of observation-
specific log-likelihoods of the form: 
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𝑙𝑛 ℒ𝑡 = 𝐴 + 𝐶𝑡 (11) 
𝐴 = ln
(
 
 1
𝜎𝑣
1
𝜎𝑢
𝜓𝑣
𝛣 (
1
𝜓𝑣
,
𝜈𝑣
𝜓𝑣
) 2𝜈𝑣
1
𝜓𝑣
𝜓𝑢
𝛣 (
𝜏
𝜓𝑢
,
𝜈𝑢
𝜓𝑢
) 𝜈𝑢
𝜏
𝜓𝑢
)
 
 
 (12) 
𝐶𝑡 = ln (∫ [
1
𝜈𝑣
(
|ln 𝑦𝑡 − ln𝑔(𝒙𝒕; 𝜷) + 𝑢|
𝜎𝑣
)
𝜓𝑣
+ 1]
−
(1+ 𝜈𝑣)
𝜓𝑣+∞
0
(
𝑢
𝜎𝑢
)
𝜏−1
[
1
𝜈𝑢
(
𝑢
𝜎𝑢
)
𝜓𝑢
+ 1]
−
(𝜏+𝜈𝑢)
𝜓𝑢
𝑑𝑢) (13) 
This is not given in a closed form, as the integral in (13) cannot be solved analytically in the 
general case. However, as the integral is one-dimensional, it can be evaluated with arbitrary 
precision for any given data point and parameter vector using numerical methods. Hence, with 
T observations, one evaluation of the log-likelihood requires T computations of the above one-
dimensional integral. The problem can be parallelized, so given modern techniques the 
computational cost is not prohibitive even in the case of simulation-based estimation techniques 
relying upon many evaluations of the likelihood. Numerical aspects of inference are discussed 
in Section 5. 
Point estimation of parameters in the general GT-GB2 model can be obtained by 
maximization of the likelihood function (11). As to the issue of interval estimation, the usual 
asymptotic approximations based on multivariate normality are likely to be inadequate in small 
samples due to highly complicated form of the likelihood. Properties of MLE estimation of 
models of similar form (though allowing for closed-form likelihood) are discussed by Harvey 
and Lange (2017).  
Practical usage of the GT-GB2 SFA model requires adequate description of the 
estimation uncertainty. This could be obtained using, e.g., bootstrap methods. However, we 
make use of Bayesian inference techniques to deal with the issue. Our empirical results indicate 
that indeed the multivariate normal approximation is not necessarily relevant in the case of 
shape parameters (𝜓u, 𝜓v, 𝜈𝑢, 𝜈𝑣, 𝜏). Obviously, the use of Bayesian approach requires 
specification of priors. We use of informative priors (to ensure the existence of posterior) which, 
informally, can be considered as close to being uninformative. Details are discussed in Section 5. 
Note that the Bayesian models are quite widespread in the area of SFA, since Bayesian 
paradigm provides convenient solutions to the problem of statistical inference on latent variables. 
However, standard numerical tools for Bayesian inference used in well-known SFA models display 
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certain drawbacks. In particular, the most widespread methods of Bayesian estimation of SFA 
models are based on Gibbs sampling (see Osiewalski and Steeel, 1998; Griffin and Steel, 2007). 
Although such sampler is very efficient (in terms of computational power) and makes it possible 
to simulate the statistical parameters jointly with the latent variables in a single Markov chain 
(MCMC), its successful application relies upon certain simplifying assumptions as to the form of 
priors as well as the frontier. That is why we suggest an alternative approach. In our view, 
estimation of statistical parameters of the GT-GB2 model could be carried by a more general 
Bayesian tool (such as Metropolis-Hastings algorithm, which does not rely upon specific form of 
likelihood or prior). In such case, which requires one or two evaluations of the log-likelihood (11) 
per iteration, 𝜽′𝑠 can be sampled in a single MCMC chain (without u’s, which are T-dimensional 
latent variables). This approach might be less efficient in terms of computational power needed, 
but it is also less restrictive. Hence, the estimation strategy advocated here, though 
computationally demanding, has three important advantages over Gibbs sampling-based 
estimation in SFA: 
• It does not require specific, “convenient” forms of 𝑝𝑣(. ) or 𝑝𝑢(. ) - Gibbs samplers have 
been developed only for some of special cases listed in Table 1.  
• It does not require specific classes of priors, so it is possible to conduct in-depth analysis 
of prior sensitivity and prior coherence. 
• It does not rely upon specific (e.g. linear) form of the frontier 𝑔(𝒙𝒕; 𝜷). 
As u’s are not drawn within the same Markov chain, the resulting sampler is likely to display 
better mixing properties. Moreover, based on estimation results for 𝜽′𝑠, it is possible to draw 
u’s in a separate MCMC run. Details regarding inference on u’s are provided in Section 6. 
The general GT-GB2 model described here is likely to be overparametrized, and thus in 
our view it might serve rather as a vehicle for specification search (as it is not obvious which 
of reduced cases is relevant for the problem at hand). Consequently, it is likely that in practice 
it would be preferable to use approximate inference procedures. It is possible to run a sequence 
of maximum-posterior (or ML) estimates over the number of nested special cases listed in 
Table 1. The computational cost of such procedure is not large. Such a sequence of point 
estimates can be used either for model comparison or model selection (based on quasi-LR tests, 
BIC values or BIC/Laplace approximation-based Bayes factors). If the results indicate one 
clearly superior model, full MCMC inference can be conducted for this case only. Alternatively, 
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it is possible to run MCMC over a couple of winning models and combine the results (as in 
BMA). Such approximate strategies might be sufficient to deal with model uncertainty 
problems. Obviously, it is in principle possible to perform full Bayesian model averaging (BMA) 
over the whole range of models. However, it is likely that some approximate procedure (similar 
to the one mentioned above) might be more practical.  
To summarize, increasing computational power (with emphasis on parallelization-friendly 
problems, as the one considered here) makes the abovementioned approach more appealing as 
the costs of the less restrictive approach advocated here are likely to decrease in time while the 
benefits remain the same. 
5 Computational issues  
Statistical inference in the GT-GB2 SFA model relies upon adequate evaluation of the 
log-likelihood. This in turn requires reliable evaluation of the integral in (13) in different points 
of the parameter space. As the integral is one-dimensional, we suggest the use of traditional, 
non-stochastic methods. Our experience is, however, that standard numerical procedures 
require some fine-tuning to obtain satisfactory precision. As the integrand is defined as a 
product of GB2 and truncated GT densities, it is likely to be multimodal in some cases 
(depending on location of the truncation point). It is therefore vital to impose knots at points 
that correspond to (at least approximate) location of the modes, taking into consideration 
possible contrast between 𝜎𝑢 and 𝜎𝑣 as well. Our experience indicates that such tuned 
procedures provide satisfactory precision of the likelihood evaluation.  
Moreover, standard methods of multi-core parallelization available, e.g., in MATLAB 
(we have used the 2019a release with Parallel Computation Toolbox and a quad-core CPU) 
provide an efficient way of reducing the computational time (as each of T integrals can be 
computed independently). Our experience is that by optimizing parallelization and 
vectorization it is possible to obtain acceptable computational time using fairly standard single-
processor workstations. 
As mentioned, full SFA requires inference on latent variables that represent individual 
(observation or object-specific) inefficiency terms (u’s). Moreover, a nonlinear transformation 
of u’s, having the form of r = exp (-u), provides the so-called efficiency factors (r). Note that 
within the Bayesian approach it is possible to draw u’s conditionally on the statistical 
parameters and the data. Within the GT-GB2 model the terms should be drawn from a 
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distribution that is nonstandard. However, a MH-step can be used to obtain the sample. 
Obviously, this requires an efficient proposal. As the target distribution corresponds to the 
integrand function mentioned above (being a product of densities, see (2) and (13)), we suggest 
the use of a mixture of respective variables (GB2 and truncated GT) as a proposal. It is feasible 
to sample from such mixture and it is likely to provide relevant location of modes. Our 
experience shows that such a proposal is sufficient to draw inefficiency terms as well. Moreover, 
contrary to the usual Gibbs sampling case, imperfect properties of the procedure do not affect 
the estimates of the statistical parameters (as these are sampled in a separate Markov chain). 
In order to sample from GB2 distribution, one might make use of the following procedure: 
firstly, draw 𝑋1~𝜒
2(2𝜏/𝜓) and 𝑋2~𝜒
2(2𝜈/𝜓); compute 𝑍 = 𝑋1/𝑋2, then 𝑌 = 𝑍
1/𝜓, and 𝑊 =
𝜎𝜈1/𝜓𝑌 where 𝑊 is distributed as 𝑓𝐺𝐵2(. ; 𝜎, 𝜈, 𝜓, 𝜏). The procedure can be modified using the 
relationship between GT and GB2 making it possible to sample from the GT distribution as well. 
Bayesian estimation requires formulation of prior beliefs on possible values of model 
parameters. However, nowadays priors are often motivated by properties of numerical methods 
necessary to sample from posteriors. Our approach makes it possible to overcome this 
requirement and to conduct sensitivity analyses. In the empirical part of the paper we assume 
that all the model parameters in GT-GB2 are a priori independent and follow proper priors. 
Moreover, we assume that a priori 𝜏~ U(0.5,1), 𝜎𝑣, 𝜎𝑢~𝐺𝐺(1,1,1), (𝜓𝑣 − 1)~𝐺𝐺(1,1,1), (𝜓𝑢 −
1)~𝐺𝐺(1,1,1), (𝑣𝑢 − 2)~𝐺𝐺(30,1,1), (𝑣𝑣 − 2)~𝐺𝐺(30,1,1). The assumptions are ad-hoc, 
motivated by authors experience in the field; elicitation of well-justified priors for the GT-GB2 
specification is left for further research.  
As our formulation nests a number of well-established models (including the most popular 
ones) it allows for the so-called coherence analysis. The analysis provides a way to verify 
whether prior beliefs that are assumed in specific reduced models can be shown to arise from 
prior beliefs formulated in a general case. Consequently, within our framework it is possible to 
re-evaluate standard priors used so far in SFA. The issue is important from the viewpoint of 
model averaging. It is well-known that Bayesian model averaging (BMA) depends crucially 
upon the so-called Bayes factors. The latter in turn are sensitive to prior assumptions. 
Consequently, checks for prior sensitivity and coherence are particularly important if one aims 
to deal with model uncertainty issues. 
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6 M odel extensions  
6.1 Varying Efficiency Distribution 
Varying-efficiency distribution SF models (VED) are characterized by the fact that the 
inefficiency distribution depends upon certain covariates (hence, u’s are independent but no 
longer identically distributed); see Koop et al. (1997). Within the GT-GB2 framework a natural 
option is to replace 𝜎𝑢 in (4) with: 
𝜎𝑢,𝑡 = exp (𝛾 + 𝜹𝒘𝑡), (14) 
where 𝒘𝑡 represent a vector of covariates driving differences across objects with respect to 
inefficiency distribution, 𝛾 and 𝜹 are model parameters replacing 𝜎𝑢. Importantly, such a general 
formulation carries over to VED-type versions of all nested special cases listed in Table 1 – which 
results in a whole new class of coherent VED-SFA formulations. 
In principle, it is possible to extend the idea to consider individual effects in shape 
parameters as well. However, it is not obvious whether such formulation would turn out to be 
empirically relevant. From empirically viewpoint, an important distinction would be between 
covariate-driven 𝜎𝑢,𝑡 (individual effects in inefficiency terms) and covariate-driven 𝜎𝑣,𝑡 
(heteroskedasticity in observation error). Such formulations are fully feasible extensions to the 
GT-GB2 framework presented here. 
6.2 Analysis of panel data  
To be added.   
7 Empirical application: productivity of Spanish dairy farms 
Empirical example is based on a balanced panel of Spanish dairy farms available in 
Greene (2017). It contains information on 247 objects observed over 6 years. We use the 
following translog production function: 
ln 𝑦𝑖𝑡 = 𝛽0 + 𝛽1𝑡 +∑𝛽𝑗 ln 𝑥𝑡𝑖,𝑗
𝐽+1
𝑗=2
+∑∑𝛽𝑗,𝑔 ln 𝑥𝑖𝑡,𝑗 ln 𝑥𝑖𝑡,𝑔
𝐽+1
𝑔≥𝑗
𝐽+1
𝑗
+ 𝑣𝑖𝑡 − 𝑢𝑖𝑡 
where y is milk output, x is a vector of inputs (number of milk cows, land, labor and feed), J 
denotes the number of inputs (J=4) while i=1,...,247 and t=1,…,6 are object and time indices 
respectively. Although research on the form of the frontier is of interest in SFA literature (see, 
e.g., Makieła and Osiewalski, 2018) we leave the frontier parametrization unchanged 
throughout this section in order to focus on inference about the stochastic components (v, u).  
17 
 
We consider a number of possible distributions for 𝑣𝑖𝑡 and 𝑢𝑖𝑡, which can be viewed in 
Table 2 and 3. Table 2 shows MLE estimates of the statistical parameters in each model, while 
Table 3 shows posterior means of the same statistical parameters based on Bayesian inference. 
In both cases we notice considerable differences between the estimates with respect to statistical 
parameters; only the estimate of 𝜎𝑣 is similar across most models.  
[Table 2 about here] 
[Table 3 about here] 
These abovementioned difference create suitable circumstances to perform Bayesian 
model averaging (or model selection if only one model is dominant). Table 4 shows posterior 
model probabilities based on Bayes factors or Bayesian Information Criterion (BIC) and under 
different prior probabilities. If we choose to calculated Bayes factors based on the popular BIC 
there is only one model we should focus on regardless of prior model probability, and thus 
Laplace-half-normal should be selected. If we use Bayes factors calculated based on marginal 
data density, Laplace-half-normal is still the best specification, but there are others which are 
nonnegligible (i.e., Student's t half-normal, GT half-normal, GT half-Student's t, Student's 
half-Student's t). Nonetheless, a pattern can be noticed. Information in the data clearly prefers 
“fat-tailed” symmetric distribution while inefficiency term is likely to be half-normal (it should 
be noted that the two half-Student's t distributions mentioned earlier have large estimates of 
𝑣𝑢). The GT-GB2 specification is at the end of the ranking and this is not surprising at all. 
The model generalizes known (and some unknown) SFA specifications and is thus likely to be 
found over-parametrized in applied work. However, as the above example shows, it is a good 
platform for model search and sheds light on the nature of the compound error 𝜀. 
[Table 4 about here] 
For a more in-depth analysis of stochastic parameters 𝜎𝑣, 𝜎𝑢, 𝜓𝑣 , 𝜓𝑢, 𝑣𝑣, 𝑣𝑢, 𝜏 of the GT-
GB2 model we also turn to Bayesian inference. Results are summarized in Figures 2-5. As 
expected there is strong information in the data as regards scale parameters (𝜎𝑣 , 𝜎𝑢); see Figure 
2. We find that posterior distribution of 𝜎𝑢 is more dispersed and centered around much larger 
values than the posterior for 𝜎𝑣. We also find negative relationship between the two.  
[Figure 2 about here] 
As for the shape parameters, we find that conclusions are different for u and v, see Figure 
3, and that much depends on the interaction between 𝜓 and 𝑣. For example, in case of u, for 
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values of 𝜓𝑢 around two there is practically no information in the data as to the “preferable” 
range of 𝑣𝑢; only as 𝜓𝑢 approaches high values, lower values of 𝑣𝑢 become likely (Figure 4). 
This may indicate a distribution which is even more flat around the mode than half-normal.  
Finally, given the results in Table 4 we can pool inference about model specific 
parameters, e.g., efficiencies (r), from all models considered in the study. This, in a way, allows 
us to “abstract” from any particular stochastic parametrization. That is, every model 
parametrization listed is taken into account and contribution of each model is weighted by its 
explanatory power (i.e., posterior model probability). Figure 5 presents posterior distribution 
of efficiency (r) in a “pooled” model for a typical farm based on prior I and II. Two findings 
are worth noting here. First, the prior has hardly any influence on the posterior as the two 
lines (dashed and solid) overlap almost entirely. Second, the posterior distribution is well 
separated from value one, which denotes full efficiency. This indicates that there is substantial 
information in the data about inefficiency, which cannot be neglected. The use of SFA in 
analyzing this dataset is thus warranted. 
[Figure 3 about here] 
[Figure 4 about here] 
[Figure 5 about here] 
8 Conclusions 
The main contribution of this paper comes with the development of a new stochastic 
frontier model, labeled GT-GB2, which generalizes almost all specifications used in the field. It 
is based on flexible parametric assumptions regarding the compound error, with sampling 
density defined as a convolution of generalized t and generalized beta of the second kind 
densities. Consequently, the GT-GB2 structure allows for a broad range of deviations from the 
popular normal-half-normal or normal-exponential benchmark models, while maintaining 
certain regularity conditions described in the paper. We also develop Bayesian (and 
approximate Bayesian) inference methods based on general MH approach, including inference 
on latent variables or their functions (representing individual inefficiency (u) or efficiency (r) 
terms). The inference strategy is numerically costly but well feasible given contemporary 
computation power of a PC. We show that with T = 1482 observations and a heavily-
parametrized frontier (15 parameters in 𝜷), it is possible to estimate the general GT-GB2 model 
with its nested sub-cases, and to conduct full model averaging procedure. Importantly, the 
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inference techniques do not rely upon specific priors; hence, it is possible to relax certain 
potentially restrictive assumptions used in SFA so far. The approach advocated here has a 
number of advantages: 
▪ The general GT-GB2 model is a very convenient tool for specification search and model 
comparison, since it nests a large number of interesting special cases. 
▪ Bayesian inference methods allow for adequate description of small-sample estimation 
uncertainty regarding shape parameters of the model (the usual multivariate Gaussian 
approximation is likely to deliver very poor approximation in this case). 
▪ The framework allows for in-depth analysis of prior sensitivity, as the numerical 
methods used do not impose any particular class of priors (contrary to the Gibbs 
sampling approach, used broadly in Bayesian SFA). 
▪ As the GT-GB2 model nests almost all specifications used in SFA, it is possible to 
develop a coherent prior structure. Moreover, the analysis of GT-GB2 model shows that 
some well-established priors in popular SF models are likely to be incoherent. 
▪ The GT-GB2 model provides a natural framework for model averaging or inference 
pooling (as Bayes factors are well-defined). Importantly, dealing with prior sensitivity 
is crucial in successful application of BMA. 
▪ Due to its parametric structure the model provides a natural generalization towards 
the VED-like family, as shown in Section 6. 
Since one of key advantages of the GT-GB2 SF class is its flexibility, one might be 
tempted to consider its non-parametric alternatives. In particular, an interesting option is that 
of Florens et al. (2019). However, despite some obvious limitations of the parametric approach, 
it is possible to impose within the GT-GB2 model the monotonicity assumptions given in A1-
A1-A3 as well as A4; this is non-trivial within the non-parametric framework. Moreover, the 
basic GT-GB2 model can be augmented in order to account for covariate-dependent 
scale/shape characteristics (along the lines suggested in Section 6), which again might be 
difficult to achieve within the nonparametric setup. Nonetheless, the parametric framework 
considered in this paper provides a research strategy that is complementary to that of Florens 
et al. (2019). 
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Tables and Figures 
 
Table 1: Models nested in GT-GB2 specification 
𝑝𝑣(𝑣; . ) 𝑝𝑢(𝑢; . ) Restrictions in GT-GB2 SF model reference 
normal half-normal 𝜈𝑢, 𝜈𝑣 → ∞,𝜓𝑢 = 𝜓𝑣 = 2, 𝜏 = 1 Aigner et al. (1977) 
normal exponential 𝜈𝑢 , 𝜈𝑣 → ∞,𝜓𝑢 = 1,𝜓𝑣 = 2, 𝜏 = 1 Meeusen & Broeck (1977) 
normal gamma 𝜈𝑢 , 𝜈𝑣 → ∞,𝜓𝑢 = 1,𝜓𝑣 = 2 Greene (1990) 
Student’s t 
half-Student’s 
t 
𝜓𝑢 = 𝜓𝑣 = 2, 𝜏 = 1 
Tancredi (2002)** 
Tchumtchuoa & Day (2007)** 
normal Weibull 𝜈𝑢, 𝜈𝑣 → ∞,𝜓𝑣 = 2;𝜓𝑢 = 𝜏 
Tsionas (2007) 
Griffin & Steel (2008) 
Student’s t half-normal 𝜈𝑢 → ∞,𝜓𝑢 = 𝜓𝑣 = 2, 𝜏 = 1 
Griffin & Steel (2007)* 
Stead et al. (2019) 
Student’s t exponential 𝜈𝑢 → ∞,𝜓𝑢 = 1, 𝜓𝑣 = 2, 𝜏 = 1 Griffin & Steel (2007)* 
Student’s t gamma 𝜈𝑢 → ∞,𝜓𝑢 = 1,𝜓𝑣 = 2 Griffin & Steel (2007)* 
normal gen-gamma 𝜈𝑢, 𝜈𝑣 → ∞,𝜓𝑣 = 2 Griffin & Steel (2008) 
Laplace exponential*** 𝜈𝑢, 𝜈𝑣 → ∞,𝜓𝑢 = 𝜓𝑣 = 1, 𝜏 = 1 
Nguyen (2010) 
Horrace & Parmeter (2018) 
Laplace half-normal 𝜈𝑢 , 𝜈𝑣 → ∞,𝜓𝑢 = 2,𝜓𝑣 = 1, 𝜏 = 1 NEW 
Student’s t gen-gamma 𝜈𝑢 → ∞,𝜓𝑣 = 2 NEW 
Student’s t half-GED 𝜈𝑢 → ∞,𝜓𝑣 = 2, 𝜏 = 1 NEW 
GED 
half-Student’s 
t 
𝜈𝑢 → ∞,𝜓𝑢 = 2, 𝜏 = 1 NEW 
GED half-GED 𝜈𝑢, 𝜈𝑣 → ∞, 𝜏 = 1 NEW 
GED gen-gamma 𝜈𝑢, 𝜈𝑣 → ∞ NEW 
GED gamma 𝜈𝑣 , 𝜈𝑢 → ∞,𝜓𝑢 = 1 NEW 
GED Weibull 𝜈𝑣 , 𝜈𝑢 → ∞,𝜓𝑢 = 𝜏 NEW 
GED half-normal 𝜈𝑣 , 𝜈𝑢 → ∞,𝜓𝑢 = 2, 𝜏 = 1 NEW 
GED exponential 𝜈𝑣 , 𝜈𝑢 → ∞,𝜓𝑢 = 1, 𝜏 = 1 NEW 
Note: * these models were only briefly discussed; ** only models with common degrees of freedom parameter 
(i.e. η(u) = η(v)) where considered; *** the paper discusses truncated Laplace but only exponential 
is used in estimation 
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Table 2: Spanish dairy farms: MLEs of statistical parameters across models 
pv(.) pu(.) No. par. ln 𝐿 𝜎v 𝜎u 𝜏 𝜓v 𝜓u 𝜈v 𝜈u 
GT GB2 23 871.799 0.070 0.167 0.9999 2.311 1.809 4.517 99999 
GT half-GT 22 871.799 0.070 0.167 (1) 2.312 1.808 4.517 99999 
GT half-GED 21 871.799 0.070 0.167 (1) 2.312 1.808 4.516 (inf) 
GT half Student t 21 871.794 0.067 0.173 (1) 2.091 (2) 4.743 45.826 
GED half GED 20 871.109 0.060 0.180 (1) 1.000 1.993 (inf) (inf) 
GED half Student t 20 871.137 0.061 0.178 (1) 1.011 (2) (inf) 90.884 
GT half-normal 20 871.690 0.065 0.180 (1) 1.927 (2) 4.871 (inf) 
GT exponential 20 869.402 0.095 0.095 (1) 3.400 (1) 4.657 (inf) 
Student’s t half GED 20 871.778 0.068 0.171 (1) (2) 1.857 5.017 (inf) 
Student’s t half Student t 20 871.792 0.067 0.174 (1) (2) (2) 4.933 47.942 
GED exponential 19 865.518 0.090 0.096 (1) 1.487 (1) (inf) (inf) 
GED half-normal 19 871.108 0.060 0.180 (1) 1.000 (2) (inf) (inf) 
Student’s t exponential 19 868.075 0.089 0.096 (1) (2) (1) 8.687 (inf) 
Student’s t half-normal 19 871.688 0.065 0.180 (1) (2) (2) 4.701 (inf) 
Laplace exponential 18 858.068 0.071 0.105 (1) (1) (1) (inf) (inf) 
Laplace half-normal 18 871.108 0.060 0.180 (1) (1) (2) (inf) (inf) 
Normal exponential 18 860.722 0.103 0.093 (1) (2) (1) (inf) (inf) 
Normal half-normal 18 857.571 0.092 0.170 (1) (2) (2) (inf) (inf) 
Note: ln 𝐿 denotes value of the log-likelihood function at maximum, estimates of parameters represent 
MLEs, (.) denote known values resulting from model-reducing restrictions. Based on results in 
GT-GB2 and GT-hGT, we do not consider specific models that assume 𝜏 < 1 (with pu(.) of gamma, 
generalized gamma or Weibull class) to maintain clear focus and simplicity; the models display 
inferior statistical fit, relevant results are available upon request) 
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Table 3: Spanish dairy farms: posterior means of statistical parameters across models 
pv(.) pu(.) No. par. ln p(𝑦|𝑀𝑖) 𝜎v 𝜎u 𝜏 𝜓v 𝜓u 𝜈v 𝜈u 
GT GB2 23 719.6336 0.064 0.149 0.971 1.002 1.679 53.848 51.679 
GT half-GT 22 720.4564 0.066 0.177 (1) 1.371 2.672 30.504 32.671 
GT half-GED 21 720.5438 0.066 0.173 (1) 1.400 2.086 21.607 (inf) 
GT half Student t 21 721.4486 0.065 0.173 (1) 2.098 (2) 14.809 47.587 
GED half GED 20 719.2195 0.069 0.171 (1) 1.162 1.946 (inf) (inf) 
GED half Student t 20 719.7458 0.072 0.163 (1) 1.206 (2) (inf) 42.004 
GT half-normal 20 721.7328 0.064 0.181 (1) 1.439 (2) 21.501 (inf) 
GT exponential 20 717.5896 0.091 0.097 (1) 2.425 (1) 15.869 (inf) 
Student’s t half GED 20 720.2481 0.076 0.158 (1) (2) 1.878 6.602 (inf) 
Student’s t half Student t 20 721.0565 0.070 0.168 (1) (2) (2) 5.782 42.154 
GED exponential 19 715.4872 0.091 0.096 (1) 1.506 (1) (inf) (inf) 
GED half-normal 19 720.4841 0.067 0.178 (1) 1.139 (2) (inf) (inf) 
Student’s t exponential 19 718.1454 0.093 0.096 (1) (2) (1) 11.471 (inf) 
Student’s t half-normal 19 721.1589 0.069 0.178 (1) (2) (2) 5.320 (inf) 
Laplace exponential 18 709.5071 0.073 0.106 (1) (1) (1) (inf) (inf) 
Laplace half-normal 18 722.0919 0.060 0.183 (1) (1) (2) (inf) (inf) 
Normal exponential 18 712.4496 0.105 0.092 (1) (2) (1) (inf) (inf) 
Normal half-normal 18 709.709 0.094 0.168 (1) (2) (2) (inf) (inf) 
Note: ln p(𝑦|𝑀𝑖) represents so-called marginal data density (MDD), calculated by Laplace approximation 
at posterior mode (with Hessian matrix numerically evaluated at the mode). Estimates of 
parameters represent posterior means obtained from MCMC sampler, (.) denote known values 
resulting from model-reducing restrictions.  
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Table 4: Spanish dairy farms: model comparison, posterior model probabilities for BMA 
pv(.) pu(.) 
No. par. 
(k) 
BIC 
difference 
ln(𝐵𝐹𝑖) 
ln(𝐵𝐹𝑖) 
from 
BIC 
𝑝(𝑀𝑖) 
∝ 2−𝑘 
𝑝(𝑀𝑖|𝑦) 
(I) 
𝑝(𝑀𝑖|𝑦) 
(II) 
𝑝(𝑀𝑖|𝑦) 
(III) 
𝑝(𝑀𝑖|𝑦) 
(IV) 
GT GB2 23 35.2 -2.46 -17.58 0.004 0.02 0.00 0.00 0.00 
GT half-GT 22 27.9 -1.64 -13.93 0.008 0.05 0.01 0.00 0.00 
GT half-GED 21 20.5 -1.55 -10.27 0.016 0.05 0.02 0.00 0.00 
GT half Student t 21 20.6 -0.64 -10.28 0.016 0.13 0.04 0.00 0.00 
GED half GED 20 14.6 -2.87 -7.31 0.032 0.01 0.01 0.00 0.00 
GED half Student t 20 14.6 -2.35 -7.28 0.032 0.02 0.01 0.00 0.00 
GT half-normal 20 13.5 -0.36 -6.73 0.032 0.17 0.10 0.00 0.00 
GT exponential 20 18.0 -4.50 -9.01 0.032 0.00 0.00 0.00 0.00 
Student’s t half GED 20 13.3 -1.84 -6.64 0.032 0.04 0.02 0.00 0.00 
Student’s t half Student t 20 13.2 -1.04 -6.62 0.032 0.09 0.05 0.00 0.00 
GED exponential 19 18.5 -6.60 -9.24 0.064 0.00 0.00 0.00 0.00 
GED half-normal 19 7.3 -1.61 -3.65 0.064 0.05 0.06 0.02 0.01 
Student’s t exponential 19 13.4 -3.95 -6.69 0.064 0.00 0.01 0.00 0.00 
Student’s t half-normal 19 6.1 -0.93 -3.07 0.064 0.10 0.11 0.04 0.02 
Laplace exponential 18 26.1 -12.58 -13.04 0.127 0.00 0.00 0.00 0.00 
Laplace half-normal 18 0 0 0 0.127 0.25 0.57 0.93 0.96 
Normal exponential 18 20.8 -9.64 -10.39 0.127 0.00 0.00 0.00 0.00 
Normal half-normal 18 27.1 -12.38 -13.54 0.127 0.00 0.00 0.00 0.00 
Note: ‘BIC difference’ refers to difference between model-specific 𝐵𝐼𝐶𝑖 and that of the best model 
(Laplace/half-normal, denoted 𝑀∗), with BIC = 𝑘 ln 𝑇 − 2 ln 𝐿; ln(𝐵𝐹𝑖) is (natural) log of Bayes 
Factor of model 𝑀𝑖 vs the best one i.e. ln(𝐵𝐹𝑖) = ln 𝑝(𝑦|𝑀𝑖) − ln 𝑝(𝑦|𝑀
∗); ‘ln(BF) from BIC’ refers 
to ln(𝐵𝐹𝑖) calculated using ln 𝑝(𝑦|𝑀𝑖) obtained from BIC by the approximate relationship: 𝐵𝐼𝐶𝑖 ≈
−2 ln 𝑝(𝑦|𝑀𝑖). We consider two variants of prior model probabilities (𝑝(𝑀𝑖)), that is: (I) equal 
(𝑝(𝑀𝑖) ∝ 𝑐) and (II) 𝑝(𝑀𝑖) ∝ 2
−𝑘, with the latter expressing prior preference towards simpler 
models. Consequently, we report four variants of posterior model probabilities 𝑝(𝑀𝑖|𝑦): (I) using 
𝑝(𝑀𝑖) ∝ 𝑐 with ln(𝐵𝐹𝑖), (II) using 𝑝(𝑀𝑖) ∝ 2
−𝑘 with ln(𝐵𝐹𝑖), (III) using 𝑝(𝑀𝑖) ∝ 𝑐 with ln(𝐵𝐹𝑖) 
from BIC, and (IV) using 𝑝(𝑀𝑖) ∝ 2
−𝑘 with ln(𝐵𝐹𝑖) from BIC. 
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Figure 1: Examples of 𝑝𝑢(𝑢; 𝛉
(𝑢)), 𝑝𝑣(𝑣; 𝛉
(𝑣)), and 𝑝𝜀(𝜀; 𝛉
(𝜀)) in GT-GB2 model 
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Figure 2: Spanish dairy farms: estimation of scale parameters in GT-GB2 
(Bayesian inference: bivariate and univariate marginal posteriors) 
  
Joint inference on 𝜎u and 𝜎v Marginal inference on 𝜎u. and 𝜎v 
 
 
 
Figure 3: Spanish dairy farms: estimation of shape parameters in GT-GB2:  
univariate marginal posteriors for shape parameters 
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Figure 4: Spanish dairy farms: estimation of shape parameters in GT-GB2  
bivariate marginal posteriors for shape parameters 
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Figure 5: Spanish dairy farms: model averaging – posterior inference on r (for ‘typical’ object, 
with inputs and output equal to sample means), obtained by Bayesian model averaging 
(BMA), with two variants of prior model probabilities: (I) and (II), as in Table 4 
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