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In this thesis, algorithms for image registration and segmentation are developed to
locate and identify depleted uranium penetrators and associated metal projectile debris on
or near the surface. The proposed registration algorithm supports fusing the long
wavelength infrared and visible images. Control points are indentified by area-base
detection and followed by eliminating outliers. Associated with bilinear interpolation, the
gravity centers of control points are used to estimate the transformation parameters. The
segmentation with a statistical detector is developed to improve the fusion result. The
power spectrum density is invoked to extract and identify the image properties, and the
probability of each pixel classified as target further the decision. The final result is
consistent with the true vision and carries distinguished target information. The
combination of registration and segmentation approaches can effectively orientate and
investigate the target area.
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CHAPTER I
INTRODUCTION

1.1

Statement of work
The objective of this thesis is to apply advanced imaging techniques to locate and

identify depleted uranium (DU) penetrators and associated metal projectile debris on or
near the surface at the United States Department of Defense (US DoD) firing ranges and
proving grounds. Long wavelength infrared (LWIR) imaging and the registration of
LWIR and visible images are applied for locating DU penetrators and associated
projectile debris under simulated and in actual field deployment at Yuma Proving Ground
(YPG). Image segmentation with a statistical detector is also developed to improve the
fusion of the LWIR and visible images.
Various image processing techniques have been applied to perform image
analysis, such as image registration and image segmentation. The registration of LWIR
(sensed) and visible (reference) images is invoked for locating DU penetrators and
associated projectile debris. LWIR images will be utilized for finding metal objects
(MOs) on or near the surface that have a different temperature from the surroundings,
such as soil, rocks, and vegetation. Once the search area is narrowed using LWIR
imaging, higher-pixel-resolution (pixels per image) optical images in the visible spectral
range will provide further confirmation. In order to make the registration result further
1

agree with actual scene structure, image segmentation with a statistical detector is
proposed to extract the MO from LWIR images.

1.2

Approach

1.2.1

LWIR Imaging
Human vision is limited to the visible region (400-700nm); consequently, most

conventional optical photographic technologies (in both digital and analog forms) are
developed in this region. However, visible (optical) imaging alone is often not adequate
to discriminate the targets in actual field situation for the following reasons:
1. Obscurity from surrounding elements - The environments of the investigated areas
are unpredictable. MO may be covered or partly covered by soil, rocks, and
vegetation.
2. Similarity with surrounding elements - Even when the metal object is completely
exposed. Its intensity (pixel value) and color are not significantly different from
the surrounding elements. Accordingly, it is often extremely challenging to
recognize the targeted object.
In order to solve the above problems, long wavelength infrared (LWIR) imaging
is applied. The basis for thermal imaging technology is that any object whose temperature
is above absolute zero emits radiation. The amount of radiated energy is a function of the
object’s temperature and its relative efficiency of thermal radiation, known as emissivity.
Emissivity of a surface is defined as the ratio of radiation emitted by the surface to that
emitted by a blackbody (ideal source) at the same temperature. Because of its longer
wavelength, infrared (IR) light can penetrate environmental obscurants (such as dust,
2

smoke from a fire, fog around a port, or even light rain and other conditions that stymie
visible light cameras) much better than visible light. Planck radiance is a nearly linear
function of temperature near 300K (“room temperature”) in the long wavelength infrared
(LWIR) region (the HDUWK¶V WKHUPDO UDGLDWLRQ SHDN LV DW  ȝP  '8 SHQHWUDWRUs and
associated projectile debris on or near the surface typically have temperatures within this
range, depending on the time of the day. Consequently, thermal emission from these
objects occurs in the 8-12 µm atmospheric window of the LWIR spectral region. LWIR
imagers are capable of detecting small temperature differences (fractions of a degree).
This makes LWIR imagers excellent candidates for identifying a metal subject that has a
temperature different from that of the soil surface and surroundings because of the
metal’s higher heat capacity and emissivity.
In this thesis, all image data was collected by a LWIR system modified and
deployed under simulated and actual environments. One experimental set-up with a
scaffold is shown in Figure 1.1. The detail information of this system and data will be
described in chapter IV.

3

Figure1.1 LWIR imaging system set up on a scaffold

1.2.2

The Challenges
During the last decades, image acquisition devices have developed rapidly. This

development invokes the research on image registration. But a single image registration
program cannot be applied to all applications, because specific requirements, sensor
characteristics, and the nature of the imaged area can be different. The performance of a
specific image registration method may not be well suited for all these different
characteristics. The data type, features in the image scene, registration accuracy of the
4

image, and noise characteristics of the sensed images are the factors that need to be
considered in the development of automated image registration [6]. Our research is
challenging because existing techniques cannot be directly applied to this specific project.
The first challenge is the LWIR and visible images acquired by different cameras,
having different appearance, due to different solar reflectance in different wavelength. A
typical LWIR image and a visible image taken from a common scene at YPG are shown
in Figure 1.2.

Figure 1.2 The LWIR image and visible image

The second challenge is induced by the actual field. The environments of the
investigated areas are open and desolate. In feature-based image registration methods,
distinctive features, such as building corners and sharp edges, are essential. In our
database, the existence of distinctive features is quite unpredictable.
The third challenge is caused by various sizes and shapes of MOs. The size of
penetrators varies, and shapes of projectile debris are often irregular. The segmentation
method should be able to detect different sizes and shapes of MOs, taking into
consideration the computational cost as well.
5

1.3

Summary of main contributions
In this thesis, a semi-automatic image registration and segmentation methods

along with a statistical detector are developed. An image registration method is employed
to implement the fusion procedure. The fusion results take advantage of the visible and
LWIR images. The visible image agrees with true vision, and the LWIR image carries the
distinguished MO shape and location information. Additionally, segmentation with a
statistical detector scheme is proposed to segment the LWIR image in order to improve
the fusion result. The main contributions of our approach are listed as follows:
The fusion result obtained from the proposed method agrees with the actual scene
structure.
2. The statistical detector is invoked to solve the contention of the computational cost
and accuracy in segmentation.
3. The registration result can be improved by the proposed segmentation method.
4. The LWIR/optical fusion significantly lowers false alarm.

1.4

Organization of thesis
The rest of the thesis is organized as follows. In Chapter II, we present the review

and fundamentals of the existing schemes related to image segmentation and image
registration. Chapter III describes the proposed methods, which are the semi-auto
registration and segmentation with a statistical detector schemes. In chapter IV, the
proposed schemes are evaluated experimentally and the corresponding results are
reported. Chapter V provides the conclusions and discussions on future work.
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CHAPTER II
LITERATURE REVIEW

2.1

Image registration

2.1.1

Overview
Image registration is the process of overlaying images, at least two, taken of the

same scene under different conditions; for example, different times, different viewing
angles points, and/or different sensors. Image registration is a crucial step in all image
analysis tasks in which the final information is gained from the combination of various
data sources. The methods and implementation of image registration vary with the
application. In general, its applications can be divided into four main groups (multiview,
multitemporal, multimodal, and template analysis) based on image acquisitions [1].
Multiview Analysis (different viewpoints): in this category, images taken of the
same scene are acquired at different viewpoints in order to gain a larger 2D view or 3D
representation of the scanned scene. Examples of this application are creating a
mosaicing of an image of the surveyed area in remote sensing and shape recovery in
computer vision [2, 3].
Multitemporal Analysis (Different Times): in this category, images are taken at
different times and possibly under different conditions in order to find and evaluate
changes in the scene which appear between consecutive image acquisitions. Examples of
7

this application are monitoring global land usage, landscape planning [4], automatic
change detection, motion tracking and monitoring the healing therapy, and the
monitoring of the tumor evolution.
Multimodal Analysis (Different Sensors): in this category, images are taken by
different sensors in order to integrate the information obtained from different sources to
gain more complex and detailed scene representations. Examples of this application are
the combination of anatomical body structure images, such as MRIs (magnetic resonance
images), CTs (computer tomographiesy), and MRS (magnetic resonance spectroscopy)
[5].
Template Analysis (Scene to model): in this category, images of a scene and a
model of the scene are registered in order to localize the acquired image in the
scene/model and/or to evaluate the correspondence. Examples of this application are
registration of aerial or satellite data into maps or other GIS layers [6], comparison of the
patient’s image with digital anatomical atlases, and specimen classification.

2.1.2

Image registration Methodology
Due to the diversity of an image to be registered and the varieties of possible

degradations, it is impossible to design a universal method that is applicable to all
registration tasks. Each method should take into account the assumed type of geometric
deformation between the images and radiometric deformation [7].
Generally, the majority of the registration methods consist of the following four
steps.

8

1. Feature detection: salient and distinctive objects are manually or automatically
detected. For further processing, these features can be represented by their point
representatives (centers of gravity, line endings, and distinct points), which are
called control points (CPs).
2. Feature matching: the correspondence between the CPs in sensed images and CPs
in the reference image is established.
3. Transform model estimation: in this step, the mapping function, aligning the
sensed image with the reference image, is estimated. The parameters of the
mapping function are computed by means of the established CPs’ correspondence.
4.

Image transformation: the sensed image is transformed by means of the mapping
function. Image values in non-integer coordinates are computed by the
appropriate interpolation technique.

2.1.2.1

Feature detection
Formerly, the features are objects manually selected by an expert. Based on the

data characteristics, there are two main automatic approaches that can be invoked in this
step as well; area-based and feature-based methods.
The area-based method deals with images without attempting to detect salient
objects but rather puts emphasis on the feature matching step, which will be discussed in
section 2.1.2.2.
The feature-based approach is based on the extraction of the salient structures in
the image. Significant regions, lines or points, are understood as features here and they
are expected to be stable in time to stay at fixed positions during the entire experiment.
9

The area-based method is usually applied to those images which are not rich in
details [5]. Compared to the area-based methods, the feature-based ones do not work
directly with image intensity values. This property makes the feature- based method
suitable for situations where illumination changes are expected or multi-sensor analysis is
demanded. The applicability of area-based and feature-based methods for images with
various contrast and sharpness is analyzed in [8]. The simultaneously method of both
area-based and feature-based is employed by P. Hellier and C. Barillot [9].

2.1.2.2

Feature matching
Two major categories of feature matching (Area-based and Feature-based

methods) for image registration are introduced in the following paragraph.
Area-based Methods: Windows of predefined sizes or even entire images are used
for the correspondence estimation during the feature matching step. Classical area-based
methods, like cross-correlation, are exploited for matching directly image intensities,
without any structural analysis. Consequently, they are sensitive to intensity changes.
Some classical area-based methods are:
Correlation-like methods: The classical representation of the area-based methods
is the normalized cross-correlation (CC) and its modifications [10].
(, ) =

, (, )
, (, )

(, ) ((, ) ((, ))

(, )

2

, (, )

(, )

2

(2-1)

where (i,j) is the pixel coordinates in the windows, B is the window in the reference
image, W(·) is the template window in the sensed image, and

(·) denotes the mean

operation. The best match occurs when the value of CC is maximized. The CC can be
generally used when the rotation and scaling factors are small.
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According to practical situations, some new forms of the correlation method are
developed. Simper [11] proposed to use a divide and conquer system and the crosscorrelation technique for registering images differing by perspective changes as well as
changes due to the lens imperfections. Kaneko et al. proposed a new version of the CC,
which was called increment sign correlation for the partially occluded images [12, 13]. A
simple and fast version of CC is the Sequential Similarly Detection Algorithm (SSDA)
[14]. SSDA accumulates the sum of the absolute difference between the two image pixels
and applies a threshold criterion. If the accumulated value exceeds the threshold, the
image pair is rejected. Recently, a big interest has been paid to the correlation ratio-based
methods. This similarity measure can handle intensity differences between images due to
the usage of different sensors. This approach can be found in [15].
The flatness of the similarity measure maxima (due to the self-similarity of the
image) and the high computational complexity are the main drawbacks. However, the
correlation-like registration methods are still often in use as they are particularly useful
for real-time applications as their hardware implementation is easy [16].
Fourier methods: Fourier methods are applied for accelerating the computational
speed rather than the correlation-like methods. The concept of these methods is to process
images in the frequency domain, compute the cross-power spectrum of the sensed and
reference images, and then look for the location of the peak in its inverse. The
computational time savings are more significant if the data sets are large.
De Castro and Morandi developed the extension of phase correlation for the
rotation cases [17]. Fourier-Mellin Transform [18], phase correlation [19], and spectrum
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filter [20] are also proposed methods for registration, and satisfactory results were
reported in [21].
Mutual information methods: Mutual information (MI) methods have appeared
recently and represent the leading techniques in multimodal registration. It is originated
from information theory and is a measure of the statistical dependency between two data
sets.
MI is particularly suitable for registration of images from different modalities and
is based on the maximization of MI (if the images are aligned correctly, MI is
maximized). One of the first articles proposing this technique is Viola and Wells [22].
Th´evenaz and Unser [23] tried to combine various approaches and solve individual steps
of MI registration. Some other discussions on its properties in image registration are
given in [24].
Optimization methods: optimization methods aim to find the minimum of a
dissimilarity function or the maximum of a similarity function, in which the parameters
depend on the characteristic of geometric transformation. The dimensions of the
optimization problem are related to the degrees of freedom of the transformation [1].
As the transformation becomes complex, the number of parameters increases, so
the optimization gets sophisticated. Wolberg and Zokai [25] used this combination for
registering perspectively deformed images. The Powell’s multidimensional direction set
method is applied in Maes et al. [26] and Klein, S et al. evaluated some optimal methods
in [27].
Feature-based methods˖after the CPs have been detected in both sets of features
in the sensed and reference images, feature-based methods are employed to find the pair12

wise correspondence between them in the feature space. Generally, a matching method,
based on spatial relations, invariant descriptors, relaxation methods, and pyramids and
wavelets, is used
Spatial relations methods: these methods primarily invoke to handle ambiguous
detected features or neighborhoods of these detected features are distorted. Stockman et
al. [28] proposed a clustering technique to match the CPs from sensed and reference
images. The parameters of the transformation of each pair of the CPs are computed and
represented as a point in the space of transformation parameters. The parameters of
transformations that closely map the highest number of features tend to form a cluster.
The cluster is detected and its centroid is assumed to represent the most probable vector
of matching parameters. Mapping function parameters are thus found simultaneously
with the feature correspondence. Goshtasby in [29] described the registration based on
the graph matching method. The number of features in the sensed image that, after a
particular transformation, falls within a given range next to the features in the reference
image is calculated. Transformation parameters with the highest score are then set as a
valid estimate. Barrow et al. [30] introduced the chamfer matching for image registration,
in which the line features were matched by minimum means of the distance between
them. An improved version of the chamfer matching method was proposed by Borgefors
in [31].
Invariant descriptions methods: these methods estimate the correspondence of
features using their descriptions, which should be invariant, stable, unique, and
independent. Features from sensed and reference images with the most similar invariant
are paired as the corresponding ones. Then, the minimum distance rule with a threshold is
13

applied to avoid mismatches. Vujovic and Brzakovic in [32] represented every detected
feature (elongated structure intersections) by its signature formed by the longest structure
and angles between all other structures participating in the intersection. Montesinos et. al.
[33] proposed to use differential descriptors of the image function in the neighborhood of
the detected CPs. In [32], a chain code representation of contours was proposed as the
invariant description and a chain code correlation-like measure was used for finding the
correspondence.
Relaxation methods: these methods first label the features form both sensed and
reference images and then calculate the match quality of the pair features and their
neighbors until a stable situation is reached. These methods can handle shifted images
and it tolerates local image distortions. Wang et al. used the description for corners with
the relaxation method [35]. Medioni and Nevatia used the line feature descriptions, such
as coordinates, orientation, and average contrast [36]. Different relaxation methods are
compared in [37].
Pyramids and wavelets methods: the goal of these methods is to reduce the
computational cost due to the large image size. Pyramids and wavelets methods employ
usual methods in the registration process. However, they start with a coarse resolution
(generated using Gaussian pyramids, simple averaging or wavelet transform coefficients,
among others).Then, they gradually improve the estimates of the correspondence or the
mapping function parameters while going up to the finer resolutions. As they
considerably decrease the search space at every level, the necessary computational time
can be saved. Sharma and Pavel used multiresolution Laplacian pyramid [38]. Turcajova
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and Kautsky [39] used different wavelets in conjunction with the CC. Some other related
methods can be found in [40-42].

2.1.2.3

Transform model estimation
After the feature correspondence has been established, the mapping function is

constructed. It should transform the sensed image to overlay it over the reference one.
The basic concept is that corresponding CP pairs should be as close as possible.
Similarity Transform˖ it consists of rotation, translation, and scaling only. It is
one of the simplest models used. This model is often called “shape-preserving mapping”
because it preserves angles and curvatures and is unambiguously determined by two
control points.
Affine Transform˖it is a linear transformation and can map a parallelogram to a
square. Theoretically, three independent CPs are necessary. In practice, the number of
CPs is much more than the needed number for higher registration accuracy. The least
squares solution is also used to estimate the parameters that can minimize the estimation
error. The affine transform can be used for both local and global transformation.

2.1.2.4

Image transformation
After transformation, the pixel coordinates are not integers. Thus, interpolation

needs to be applied. The most commonly used interpolation schemes are the nearest
neighbor function, bilinear and bicubic functions, quadratic splines [43], cubic B-splines
[44], Gaussians [45], and truncated sinc functions [46]. Some other different interpolation
techniques are reviewed in [47-49].
15

Bilinear interpolation is commonly used because of its effectiveness and low
computational cost. Cubic interpolation is used for high enlargements. The nearest
neighbor method is the simplest method, but it produces jagged edges and chunky
artifacts.

2.1.3

Summary
Image registration is a process to estimate an optimal transformation between two

images. Different techniques, combining feature detection, feature matching, transform
model estimation, and image transformation, can resolve various image fusion problems,
which are induced by image properties and acquired sensors. The result produced by
image registration can be used as a preliminary data in other image processing
applications.

16

2.2

Image segmentation

2.2.1 Overview
Image segmentation subdivides an image into its constituent regions or objects.
The level to which the subdivision is carried depends on the problem being solved. The
goal of segmentation is to simplify and/or change the representation of an image into
something that is more meaningful and easier to analyze [50]. The segmentation accuracy
determines the eventual success or failure of computerized analysis procedures. For this
reason, considerable care should be taken to improve the probability of rugged
segmentation. Image segmentation is widely used in medical imaging [51], industrial
inspection, object location in satellite images, face recognition, fingerprint recognition,
traffic, machine vision, as well as others. Several general purpose techniques have been
developed for image segmentation. The most common techniques are threshold and edge
finding. Since there is no general solution to the image segmentation problem, these
techniques often have to be combined with domain knowledge in order to effectively
solve an image segmentation problem for a problem domain.

2.2.2

Threshold
Because of its intuitive properties and simplicity of implementation, image

threshold is widely used in applications pertaining to image segmentation. This technique
is based upon a simple concept, which includes setting a threshold value to separate the
object of interest and the background. Let [x, y] be any point in an image f(x,y). A
parameter T, called the brightness threshold, is chosen and applied to the image. The
threshold image is then defined as
17

(, ) = 

1  (, )  

0  (, ) < 

(2-2)

where pixels labeled 1 correspond to objects, whereas pixels labeled 0 correspond to the
background.
The threshold T can be a constant value or a function based value T(x,y). When T
is a constant, this approach is called global threshold. Otherwise, it is called local
threshold, which does not have to be applied to the entire image but can be used on a
region by region basis.

2.2.2.1

Global threshold
When the background and object are clearly distinct, a fixed threshold is the most

effective way to segment the image. The threshold value can be directly found using an
intensity histogram. A sample example is illustrated in Figure 2.1
Another method of choosing T is by trial and error, picking different thresholds
until one is found that produces a good result as judged by the observer. This is
particularly effective in an interactive environment. A variety of techniques have been
devised to automatically choose a threshold starting from the gray-value histogram. The
Multi Otsu method [52] assumes that the image to be processed contains two classes of
pixels (e.g. foreground and background) and then calculates the optimum threshold
separating those two classes so their combined spread (intra-class variance) is minimal.
The Isodata method [53], developed by Ridler and Calvard, is an iterative technique for
choosing a threshold. The histogram is initially segmented into two parts using a starting
threshold value such as T 0 , half the maximum dynamic range. The sample mean of the
gray values associated with the foreground pixels and the sample mean of the gray values
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associated with the background pixels are computed. A new threshold value T 1 is now
computed as the average of these two sample means. The process is repeated, based upon
the new threshold, until the threshold value is constant.

Figure 2.1 Using intensity histogram to find threshold value
NOTE: (a) Original image [65]; (b) processed image with T=120; (c) Histogram of (a).

19

2.2.2.2

Local Threshold
Global threshold methods can fail when the background illumination is uneven. A

common practice in such situations is to preprocess an image to compensate for the
illumination problems and then apply a global threshold to the preprocessed image.
Based on this concept, the threshold image g(x,y) can be represented as
(, ) = 

1  (, )  (, )

0  (, ) <  (, )

(2-3)

Chow and Kaneko developed a variation in which the M x N image was divided
into non-overlapping regions [55]. In each region, a threshold is calculated and the
resulting threshold values are put together (interpolated) to form a threshold surface for
the entire image. The regions should be a "reasonable" size so there are a sufficient
number of pixels in each region to make an estimate of the histogram and the threshold.
The utility of this procedure, similar to many others, depends on the application at hand.

2.2.3

Edge finding
Threshold produces a segmentation that yields all the pixels that, in principle,

belong to the object or objects of interest in an image. Edge detection is the most
common approach for detecting meaningful discontinuities in intensity values. An
alternative to this is to find those pixels that belong to the borders of the objects.
Techniques that are directed to this goal are termed as edge finding techniques. Such
discontinuities are detected by using first- and second-order derivatives.
The basic idea behind edge detection is to find places in an image where the
intensity changes rapidly, using one of two general criteria:
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Find places where the first derivative of the intensity is greater in magnitude than
a specified threshold.
Find places where the second derivate of the intensity has a zero crossing.

2.2.3.1

First-order derivate
The gradient 2-D function, f(x,y), is defined as the vector
 = 







 =  !

(2-4)



The magnitude of this vector is
1

 = "#() = $2 + 2 %2

(2-5)

To simplify the computation, this quantity is approximated sometimes by omitting
the square-root operation, i.e.,
 & 2 + 2

(2-6)

or by using absolute values,
 & | | + | |

(2-7)

One of the key issues is how to estimate the derivatives Gx and Gy digitally.
Various approaches, such as Soble edge detector, Prewitt edge detector, and Roberts’
edge detector are well discussed by Gonzalez, Woods, and Eddins [54].

2.2.3.2

Second-order derivate
Second-order derivatives in image processing are generally computed using the

Laplacian of a 2-D function, f(x,y),
 2 (, ) =

 2 (, )
 2

+

 2 (, )

(2-8)

 2
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The Laplacian is seldom used by itself for edge detection because, as a second
order derivative, it is unacceptably sensitive to noise, its magnitude produces double
edges, and it is unable to detect edge direction. However, the Laplacian can be a powerful
complement when it is used in combination with other edge detection techniques [54],
such as the Laplacian of a Gaussian (LoG) detector, Zero-Crossing detector, and Canny
edge detector.

2.2.4

Other segmentation methods
Several other techniques have been developed for image segmentation during

these decades. These include the followings:
Region-based segmentation: this method takes a set of seeds as input along with
the image. The seeds mark each of the objects to be segmented. The regions are
iteratively grown by comparing all unallocated neighboring pixels to the regions. The
difference between a pixel's intensity value and the region's mean, įLVXVHGDVDPHDVXUH
of similarity. The pixel with the smallest difference measured this way is allocated to the
respective region. This process continues until all pixels are allocated to a region. The
procedure of this method is well discussed by Rafael C. Gonzalez and Richard Eugene
Woods [56]. Some variants of this technique is proposed by Shapiro et. al. [57],
Cardelino, J. et. al. [58].
Watershed transform segmentation: this technique considers the gradient
magnitude of an image as a topographic surface. Pixels having the highest gradient
magnitude intensities (GMIs) correspond to watershed lines, which represent the region
boundaries. Water placed on any pixel enclosed by a common watershed line flows
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downhill to a common local intensity minimum (LMI). Pixels draining to a common
minimum form a catch basin, which represents a segment. This method is proposed by
Grau, V. Mewes, A.U.J. Alcaniz, M., and Kikinis, R [59]. For medical image processing,
Hill, P.R. el. [60] utilized a marker driven watershed transform to segment the identified
regions properly.
Model-based segmentation: The central assumption of such an approach is that
structures/organs of interest have a repetitive form of geometry. Therefore, one can seek
a probabilistic model towards explaining the variation of the shape of the organ and then,
when segmenting an image, impose constraints using this model as prior. The variants of
this method are proposed by Yih-Ming Su Chaur-Heh Hsieh [61], and Freedman, D. et. al.
[62].

2.2.5

Summary
Image segmentation is an essential preliminary step in most automatic pictorial

pattern recognition and scene analysis problems. As indicated by the range of examples
presented in this section, it is important to understand that there is no universally
applicable segmentation technique that will work for all images, and no segmentation
technique is perfect. The choice of one segmentation technique over another is dictated
mostly by the particular characteristics of the problem being considered.
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CHAPTER III
METHODOLOGY

3.1

Overview
In this thesis, semi-automatic registration and segmentation with statistical

detector algorithms for image analysis are developed. Images acquired by the ICET/MSU
LWIR imaging system are used in this study. The main goal is to make the final image,
having the MO information, represent the actual scene structure. The semi-automatic
registration approach is employed to fuse the LWIR and visible images. In order to
improve the final results, a segmentation scheme with a statistical detector is developed
to extract the MO information from the LWIR image.

3.2

Semi-automatic Registration Methodology
In this section, a semi-automatic registration scheme is proposed. A flowchart of

the proposed scheme is shown in Figure 3.1. It summarizes all the steps involved into the
registration process. First, the region of interest (ROI) is selected for control points (CP)
detection; second, CP pairs with good quality are selected to determine the mapping
function; third, spatial transformation is calculated; and the last step is to fuse the LWIR
image and the visible image.
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CPs
Identification

CP Pairs
Selection

Tranformation
Calculation

 ROI identification
 CPs on visible image-- Correlation Coeffienct
 X and Y displacement frequency
 Spatical Transform
 Image resampling--Bilinear Interpolation
 Overlapping LWIR and visible images

Fusion

Figure 3.1 Flowchart for the registration procedure

3.2.1

Control Points Identification
The LWIR imaging system, developed by ICET/MSU, consists of one digital

camera and one LWIR camera. The relative positions of the two cameras were fixed, and
can be applied to all experiments. This relationship f(x, y) is found by comparing the
coordinates of the same check points on both the LWIR image and the visible image.
This relationship can be expressed as:
(, ) = '   = *


-  .
/ = * 3/
-  .
3

(3-1)

where A and B are the check point coordinates on the LWIR and visible images.
In order to simplify the procedure, the CPs on the LWIR image are selected
randomly. Then, a template window, which contains the selected CPs, is selected as the
ROI of the LWIR. For each CP of the LWIR image, f(i,j), the central coordinator of the
corresponded ROI of the visible image is f(i+Xd, j+Yd). In the CPs identification
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procedure, the ROI of the visible image is set as four times larger than the ROI of the
LWIR image to increase matching accuracy.
When the ROI of the visible image is selected, each ROI in the LWIR window is
compared with its corresponding ROI in the visible image. The comparison procedure is
shown in Figure 3.2. A template window, which is of the same size as the ROI of the
LWIR, is used to scan the ROI in the visible image from top to bottom, left to right. The
correlation coefficient (CC) of the ROI of the LWIR and template window is calculated
for each scan.
The correlation coefficient (CC) map, shown in Figure 3.3, is the result after the
comparison procedure. The CC map describes the similarity of the two ROIs. If two areas
are very close, the CC will be close to 1. Therefore, the brighter areas in the CC map
correspond to higher correlation.

Figure 3.2 ROI of the LWIR and visible images, and the scanning template window in
the visible image
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Figure 3.3 The CC map of the ROI

3.2.2

Control Points Selection
A threshold T is used to select the candidate CPs on the visible image. This

threshold value is T=95%*t, where t is the maximum value on the CC map. Each CP pair,
P, is composed as
P [CP L , CP V (i)],
where i= 1,2,……N, CP L is a CP in the LWIR image and CP V is its corresponding CP in
the visible image, which is selected by T, and N is the number of corresponding CPs. The
optimal CP pairs will be selected as follows [63]:
1. Compute the distance in each CP pairs, in both the x & y directions.
2. Calculate the occurrence frequencies of all x and y-directional displacements.
3. Find the center point with the largest occurrence frequencies in the x and y
directions.
4. Select CP pairs around the center point within the threshold values.
Figure 3.4 illustrates of the control point pairs selection
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Figure 3.4 CP pairs selection

3.2.3

3.2.3.1

Spatial Transformation

Transformation Parameter Estimation
After the CP pairs are identified, the transformation parameters can be determined

using their coordinates. According to our data, the scaling factor does not need to be
included, and the rotation angle is between -15°and 15°. The spatial transformation
function is determined as follows:
1. Calculate the center of gravities of the CPs on both the LWIR and visible images,
which are the coordinate mean of all CPs on each image.
2. Estimate the transform function of the LWIR image by matching its gravity center
to the one of the visible image.
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3. Rotate the LWIR image and calculate the sum of the squared distance of all CP
pairs for each rotation angle.
4. The rotation angle corresponding to the least sum of the squared distance is the
optimal angle solution. After this rotation, bilinear interpolation, as discussed in
Section 3.3.2, is employed.

3.2.3.2

Image Re-sampling
After transformation, pixel coordinates are no longer integers. An interpolation

method is utilized to solve this problem. Bilinear interpolation is a good choice because
of its simplicity and effectiveness. Bilinear interpolation uses the four nearest pixel
values, which are located in a diagonal direction from that specific pixel, in order to find
the appropriate intensity value of a desired pixel. Figure 3.5 illustrates of the bilinear
interpolation procedure [64].

Figure 3.5 Bilinear interpolation
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Suppose that we want to find the value of the unknown function f at a point P =
(x, y), and assume that we know the value of the four points Q 11 = (x 1 ,y 1 ), Q 12 = (x 1 ,y 2 )ˈ
,Q 21 = (x 2 ,y 1 ), and Q 22 = (x 2 , y 2 ), we first do linear interpolation in the x-direction. These
yield:
 

 1

(41 ) &  2 (511 ) + 
1

2  1

 

 1

2

(42 ) &  2 (512 ) + 
2

1

2  1

(521 )

(3-2)

(522 )

(3-3)

with R1=(x,y 1 ) and R2=(x, y2 ). We then proceed by interpolating in the y-direction to
obtain
 

(41 ) &  2

2 1

(411 ) +

  1
 2 1
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(3-4)

After bilinear sampling, the pixel location is mapped to the corresponding points
on the texture.

3.2.4

Image Fusion
After calculating the parameters of the spatial transformation, the last registration

step is to fuse the visible and LWIR images. The simplest method of fusion is to overlap
two images together. The ultimate objective of the project is to locate targeted MO; the
overlapping of the LWIR and visible images suits this objective well. Overlapping the
scaled LWIR image onto the visible image is a simple and effective scheme. It makes the
results agree with the actual scene structure. The images before and after registration are
shown in Figure 3.6.
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Figure 3.6 The final generation of the registered image
NOTE: (a) Visible image; (b) LWIR image; (c) Overlapping with the LWIR image

3.2.5

Summary
In this section, a semi-automatic registration method is developed. This approach

is employed to fuse the visible image and the LWIR image in order to take advantage of
both wavelengths. The visible image agrees with operator (human) vision, and the LWIR
image carries the distinguished MO shape, temperature, and location information. The
registration procedure has four steps; control points identification, control points
selection, spatial transformation, and image fusion. After registration, the data should be
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available to identify MO from the surroundings. The evaluation of this method is
presented in the next chapter.

3.3

Segmentation with a Statistical Detector
In this section, a segmentation approach with a statistical detector is developed to

extract the MO information from the LWIR image. The flowchart shown in Figure 3.7
summarizes all the steps that include sampling, expression, labeling, and making
decision. In the first step, the metal and background images are sampled. In the second
step, the Power Spectral Density (PSD) is used to express both the test and sample
images in the frequency domain in order to extract the image properties. In the third step,
all pixels are labeled. In the fourth step, a threshold value is utilized to construct a black
and white (BW) image based on the labeled value assigned to the test image in step three.
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Figure 3.7 Flowchart of the segmentation system

3.3.1

Sampling
The first step of the segmentation system is to sample the MO and background

images and construct an L-by-L sample matrix. The sample size (L) is the same as the
moving window which will be used to scan the test image. The optimal sample size
depends on the size of both the object and test images. In order to expatiate the
segmentation algorithm, some basic matrices are used in this section, as illustrated in
Figure 3.8. In addition, the size of the sample image matrix is always smaller than the
size of the test image matrix.
Sample Matrix: samples of metal and background, for example a 3*3 matrix,
shown in Figure 3.8 (a).
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Moving Window: a window, which is of the same size as the sample matrix, is
used to scan the test image, for example a 3*3 matrix. The moving window scans the test
image from left to right and from top to bottom.
Windowed Test Image: the result of each time the moving window scans the test
image, shown with color borders in Figure 3.8 (b).
Test Image: the image should be segmented, for example an 8*8 matrix, shown in
Figure 3.8 (b)
Mask Matrix: a matrix counts the number of times that each pixel is scanned by
the moving window, for example an 8*8 matrix, shown in Figure 3.8 (c).

Figure 3.8 Basic matrix formulation used in segmentation
NOTE: (a) Sample matrix; (b) Moving window and test image; (c) Mask matrix.
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3.3.2

Expression
The PSD, which is a frequency domain method, is employed to express the

sample (metal and background) matrices and the windowed test images. In statistical
signal processing, the power spectral density is a positive real function of a frequency
variable associated with a stationary random process, or a deterministic function of time,
which has dimensions of power per Hz, or energy per Hz. It is often called simply
the spectrum of the signal. There are two ways for PSD computation.

3.3.2.1

Direct Method (Periodogram):
The PSD is obtained by a statistical average of the squared magnitude of the

Fourier transform of a data set divided by its data length, i.e.,
6 () = -"78

1

 2>: 
27+1 97
9
:87 (:);

2

(3-5)

If we neglect the expected value operator E(g) and use the available data
{(0), (1) … … (?  1)}, we get
1

 2>: 
6 () = ? ?1
:=0 (:);

2

(3-6)

where N is a length of vectors, j is an imaginary unit, and T is a period coefficient.

3.3.2.2

Indirect Method (Correlogram):
The PSD is obtained directly by taking the Fourier transform of the

autocorrelation function, i.e.,
 2> A 
6 () = 
 @ (A);

(3-7)

with
@ (A) = -"78

1

7

27+1 B: 87  C (:)(: + A)
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(3-8)

where (2M+1) is the length of the vectors and x(·) is the complex conjugate of x(·).
For finite length sequences, an autocorrelation estimate is first obtained, and then
the PSD can be computed by taking the Fourier transform of the autocorrelation estimate.
This yields,
 2> A 
6 () = 7
A=7 @D (A);

(3-9)

where
1

?A1

@D () = ?|A| B: =0

 C (:)(: + A)

(3-10)

The LWIR image along with the corresponding PSD is shown in Figure 3.9. The
difference of the PSD curves of the metal matrix and background matrix is significant.
Accuracy is another important reason the PSD is employed. This is mainly because the
PSD ignores the information of the position of each pixel, which sometimes disturbs the
detection.
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Figure 3.9 The LWIR image and its PSD of metal and background
NOTES: (a) LWIR image; (b) PSD curve of background and metal matrixes
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3.3.3

Labeling
The labeling step is the main detection step. At the beginning of this procedure, a

correlation between the windowed test image and the metal matrix and a correlation
between the windowed test image and the background matrix are calculated. Secondly,
the two correlations are compared. The windowed test image is considered to be either
metal or background based on the largest correlation. At this point, the detected matrix is
updated. The detected matrix updating procedure is shown in Figure 3.10. The purpose of
the detected matrix is to count how many times each pixel of the test image is considered
as metal. After updating, the moving window will move to the next position and start the
same detection procedure over again until it hits the end of the test image.
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Figure 3.10 Detected matrix updating procedure
NOTES: (a) The windowed image considered as background; (b) Next position of the
windowed test image, and the windowed image considered as metal; (c)
Another position of windowed test image, and the windowed image
considered as metal.
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3.3.4

Classification
The classification procedure is the last step of the segmentation algorithm. The

input data of this procedure is the last detected matrix, and a threshold value is set to
classify the input data. The final BW image g can be expressed as
1 if DM(x, y)  T
g(x, y) = 

0 if DM(x, y) < 

(3-11)

where (x,y) is the coordinate of any pixel, DM is the last detected matrix, and T is the
threshold value, defined as
T = Į C MM

(3-12)

with Įbeing a constant value depending on the practical data. Here T is not only related
WRĮEXWDOVRGUDZVWKHSUREDELOLW\RIHDFKSL[HOFODVVLILHGDVPHWDOLQWRWKHVHJPHQWDWLRQ
algorithm. Another expression of g is,
1 if

g(x, y) = F
0 if
where

DM (x,y)
MM (x,y)

DM (x,y)
MM (x,y)
DM (x,y)
MM (x,y)

Į
<G

H,

(3-13)

is the probability of each pixel classified as metal.

The probability here is a solution to the contention of the computational cost and
accuracy of the results. It is obvious that the larger the size of the moving window is, the
lower the computational cost will be. On the other hand, the larger the moving window is,
the more pixels will be considered as in the classification process, which means the
contribution of small inhomogeneous objects will be ignored. Obviously this is not
appropriate for detecting small objects. Additionally, the probability is very simple to
calculate. Figure shows the classifying result by the above method. Figure 3.12 shows the
registration result with the original and segmented LWIR images. Compared to the
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registration result of the original LWIR image, the segmented one highlights the MO
better.

Figure 3.11 Classified BW LWIR image via the PSD method with a window size of
7*7, and Į 0.75

Figure 3.12 The registration result with the original and segmented LWIR images

3.3.5

Summary
In this section, a segmentation approach based on a statistical detector is

proposed. This method is utilized to segment a LWIR image to support locating and
identifying DU penetrators and associated metal projectile debris on or near the surface.
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The segmentation is composed of four steps: metal and background sampling, expressing
both samples in the frequency domain (PSD), pixel labeling, and decision making. After
segmentation, the regions standing for MOs should be extracted and the surrounding
should be wiped off. The approach works well with images generated under simulated
environments with MO and vegetation. The experimental results of this approach are
presented in the next chapter.
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CHAPTER IV
EXPERIMENT RESULTS AND DISCUSSION

4.1

Experimental Set-up
The experimental data is collected at several locations at the US DoD’s YPG. The

DU penetrators and associated metal projectile debris typically were found on or near the
surface; and the surroundings were soil, rocks, and vegetation. All images were taken by
an LWIR system (shown in Figure 1.1). The imaging system includes a microbolometer
type of a LWIR camera with a spectral range of 8-12µm; a visible CCD camera
control/image acquisition/preliminary processing software package, an image acquisition
board; and a PC computer.

4.2

Experimental Results of Registration
The visible image in this experiment is shown in Figure 4.1. The shadow was

caused by the scaffold, which was used to host the camera.

Figure 4.1 Visible image of a scene at YPG
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4.2.1

Control Points Identification
The results of four different CPs identifications are shown in Figures 4.2-4.5. In

each figure, (a) corresponds to the ROI of the LWIR image, where the center point
chosen randomly; (b) corresponds to the ROI of the visible image; and the CC map of
these two ROIs is shown in (c). In Figures 4.3-4.5, it is obvious that the area in the top
left of each figure is brighter than the others. This indicates the top left sub-ROI has
higher correlation to the ROI of LWIR images. In Figure 4.6, the top left corner is
brighter than other areas, which implies the candidate CPs on this ROI should be less
than other three, and the CP selection results certificate it.

4.2.2

CP Selection
As shown in Figure 4.6, the candidate CP pairs are close to each other (less than

5 pixels). In this case, the CP pairs with the maximum CC value are selected to estimate
the transformation parameters. The selected results corresponding to the above four CPs
are shown in Figures 4.2-4.5 (d), and the center of these images are the selected CPs in
the visible images.

Figure 4.2 CP1 identification
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Figure 4.3 CP2 identification

Figure 4.4 CP3 identification

Figure 4.5 CP4 identification
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Figure 4.6 CP selection plot

4.2.3

Transformation
After the identification of the CP pairs, based on the methodology presented in

Chapter 3.2, the squared distance of the CP pairs with different rotation angles is shown
in Figure 4.7. According to this figure, there is no need to rotate the LWIR image during
the registration, as a rotation angle of 0ecorresponds to the minimum sum of squared
distance of all CP pairs. Figure 4.8 shows the transformed result of the LWIR image.
The LWIR image is shifted up and a little bit to the left.
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Figure 4.7 The sum of squared distance plot at different rotation angles

Figure 4.8 The original LWIR image and transformed result
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4.2.4

Fusion
The overlapping results, based on the registration parameters’ estimation (CPs

and rotation angles), are shown in Figure 4.9.

Figure 4.9 The fusion results
NOTE: (a) Registration result with LWIR image; (b) Zoom-in version
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Figure 4.10 illustrates the fusion results of another actual scene at YPG. The
object under consideration is a 20 mm penetrator. The visible image of the scene is
shown in Figure 4.10 (a). Figure 4.10 (b) is the LWIR original image and transformed
image. Using the same approach, the LWIR image is shifted to the right left and the
rotation angle is 2e7he corresponding fusion results are shown in Figure 4.10(c).

Figure 4.10

Registration results of another actual scene at YPG

NOTE: (a) Visible image; (b) Original LWIR image and transformed result
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Figure 4.10 (continued)
NOTE: (c) Registration result with the LWIR image; (d) Zoom in result of (c)
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4.2.5

Discussion
In order to locate and identify the MO, CP identification, CP selection, image

transformation, and image fusion are investigated, and the corresponding results are
presented. Image registration is effective since it takes advantage of both visible and
LWIR images. The registration accuracy is compared with the pre-installed camera
software and the corresponding results are illustrated in Figure 4.11. Figures 4.11 (c) and
(d) show the results obtained from different methods.
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Figure 4.11 Images used for accuracy evaluation
NOTE: (a) Visible image; (b) LWIR image; (c) Result from the camera image; (d)
Result from the proposed method

According to Figures 4.11 (c) and (d), the proposed method has less
misalignment than the pre-installed software. To compare these two registration results,
six check points on each of the resulting images are utilized for further analysis.
Assuming that these check points coordinates on the visible and LWIR images
were A and B, then after the registration C=f(B), A and C should be very close. Ideally,
A=B, where
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The Euclidian distance between A and C is considered as the misalignment D.
Moreover, the mean µ of the misalignment and the standard deviation į are calculated to
quantify the misalignment. These quantities can be expressed as
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The coordinates of the check points in the different images are shown in Figure
4.12. It is clearly seen that the check points’ coordinate locations obtained from the
proposed method are closer than the ones obtained from the camera software, as
illustrated in Figures 4.12 (a) and Figure 4.12 (b). This indicates that the misalignment
obtained from the proposed registration scheme is less than the one obtained from the
camera software.
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Figure 4.12 Check point locations
NOTE: (a) Camera software method; (b) Proposed method
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Misalignment evaluation
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Figure 4.13 Misalignment illustration

Figure 4.13 illustrates the distance of the check points and their corresponding
mean and standard deviation. This figure reveals that the proposed registration method is
more effective than the pre-installed software. It is seen that the registration accuracy
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obtained from the proposed method is significantly higher than the one obtained from the
pre-installed software.

4.3

Image Segmentation

4.3.1

Experimental Results
The same scene shown in Figure 4.1 is considered in this study to evaluate the

segmentation approach. The results from each step are shown in Figures 4.14~4.17.
Figure 4.14 displays the original LWIR image and sample images of the metal and the
background; Figure 4.15 shows the corresponding PSD curves of the sample images;
Segmentation results are shown in Figures 4.16 and 4.17. Another image taken at YPG is
investigated as an additional example, and the results are shown in Figure 4.18.

Figure 4.14 LWIR image and sample images
NOTE: (a) The original LWIR image; (b) metal sample; (c) background sample.
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Figure 4.15 PSD plot

Figure 4.16 Segmentation results with different moving windows and the same
threshold (T=0.95).
NOTE: (a) 7*7; (b) 6*6; (c) 5*5; (d) 4*4
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35

Figure 4.17 Segmentation results with different threshold values and the same moving
window (size of 5*5)
NOTE: (a) T=0.98; (b) T=0.95; (c) T=0.7; (d) T=0.5.

Note that the segmented image with N=5*5 and T=.95 is used to show the
improvement of the fusion results, as illustrated in Figure 4.17. The registration
parameters are the same as the ones representing the images of Figure 4.8. In order to
show result more clearly, the segmented metal objects are highlighted in red. Figure 4.19
illustrates the results obtained from the proposed segmentation method for a test image,
where the registration parameters are the same as the ones representing the image of
Figure 4.10.
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Figure 4.18 Transformed segmented LWIR image and fusion results
NOTE: (a) The segmentation result of the LWIR image; (b) the transformed result of (a);
(c) The zoomed in fusion result with the original; (d) The zoomed in fusion
result with segmented LWIR images.
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Figure 4.19 Segmentation results of a test image
NOTE: (a) The segmentation result of the LWIR image; (b) The transformed result of
(a); (c) The zoomed in fusion result with the original LWIR images; (d) The
zoomed in fusion result with segmented LWIR images.

4.3.2

Discussion
Based on the original LWIR image, moving window sizes of 6*6 and 5*5 are

found to be more appropriate to use for MO segmentation (Figures 4.16 (b) and (c)) while
moving window sizes of 7*7 and 4*4 are found not suitable to use for detecting these
irregular MO under these experiment conditions (Figures 4.16 (a) and (d)). From Figure
4.17, one can see that, with the same size of a moving window, the larger the threshold is,
the sharper the segmentation results are. Therefore, for a fixed size moving window, the
shape of the MO can be examined by adjusting the threshold value. The corresponding
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results reveal that the proposed segmentation scheme with a statistical detector is capable
of recognizing MO with an appropriate moving window size and threshold value.
Overall, the segmented LWIR image, where the MO information is kept, is an
effective approach to improve the final registration result. With this proposed
segmentation approach, the final results are closer to the actual scene structure. The
registration results with the segmented LWIR image are “purer”--clearer and cleaner.
This improvement makes it much easier for the operators to orientate and investigate the
targeted area.
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CHAPTER V
CONCLUSION AND FUTURE WORK

5.1

Conclusion
Algorithms for image registration and segmentation are developed to locate and

identify DU penetrators and associated metal projectile debris in both simulated and
actual field environments. The developed system can be used to orientate and investigate
the targeted area. The proposed semi-automatic registration approach supports fusing the
LWIR and visible images. The registration result not only agrees with the actual scene
structure, but also carries distinguished MO shape and location information. The
proposed segmentation scheme with a statistical detector is employed to improve the
fusion result.
The proposed registration method is based on area-based detection, which is
applicable when no prominent feature details are present in image scenes. As the
correlative position of the two cameras is fixed, the ROI is chosen automatically. The
correlation coefficient (CC) is used for similarity comparison. The control points’
identification is a key step in this process. In this step, candidate CP pairs are first
detected by the CC method, followed by eliminating outliers. Transformation parameters
are calculated by matching the center of gravity of the CPs and the rotation angle is
estimated by minimizing the sum of squared distance of CP pairs. Bilinear interpolation
is invoked to resample the transformed images.
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The proposed image segmentation method is developed based on a statistical
detector, in which the probability of each pixel classified as metal is invoked to help
make a decision. A frequency domain analysis method, based on the power spectrum
density (PSD), is used to extract and identify the image properties. A final decision is
made according to the probability of each pixel classified as metal and a threshold value
is utilized to make a black and white (BW) image.

5.2

Future work
Future work includes the followings:
1. Software development - A software package for the proposed algorithm has been
developed in Matlab. The image processing toolbox in Matlab has been used, but
the requirements of the Matlab toolbox have been a problem for users. In order to
extend its portability, the algorithms should be developed in a Micosoft
WindowTM environment for easy access. This means that no additional software
packages, such as Matlab and C++ are required.
2. Registration transformation function - The currently used method for calculating
the transformation function is linear. However, when visible images are taken for
the same scene but at different positions, nonlinear image mapping is needed to
overcome the induced geometric distortion.
3. Segmentation accuracy- To estimate the accuracy of segmentation, some other
information is needed, such as several other LWIR images acquired from the
same scene at different time and spectral signatures of MO. As an example, an
analysis result of LWRI images acquired at different times for the same scene is
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shown in Figure 5.1. The ROIs are the tail and center part of a penetrator and the
body of a piston. The analysis results are presented as a ratio of the targets’
brightness to the background grass during eight hours at a location outside the
ICET building. The red curve stands for the ratio of piston to background; the
green and blue curves stand for the ratios of the tail part and the center part of this
penetrator vs background. With additional data (more images for the same scene
taken at different times) and in-depth statistical analysis, we can enhance the
accuracy of segmentation; hence enable us to discriminate different metal objects
against various backgrounds.

Figure 5.1 The brightness ratio of different penetrator parts vs background during an
eight-hour span.
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4. Segmentation method - Other segmentation methods, such as wavelet transform
segmentation will be considered in order to find an optimal one in different
environment.
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