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位プレイヤに匹敵する性能を得たという事例がいち早く 1994 年に報告された [1, 2]．2015 年に
は，Atari 2600に含まれる 49種のゲームに NNを使った強化学習法が適用され，29種のゲーム
で人間の上級者と同等以上のスコアを記録した [3]．また，同年，人間の上級者の棋譜を用いた教
師有り学習と強化学習を行って開発された AlphaGoが囲碁のヨーロッパチャンピオン Fan Hui
















































深層学習とは多層 NN を用いた機械学習手法である．NN は，脳の神経細胞であるニュー
ロンを模したユニットを複数個結合させたものである．あるユニットに対する入力を x =






z = f (u)
となる． ここで，関数 f を活性化関数と呼ぶ．
一般に活性化関数には広義単調増加する非線形関数が用いられ，近年は，正規化線形関数




順伝播型全結合ネットワークの例を示す． このネットワークでは， 入力 x1, x2, x3 に対して出力
y1, y2 を得ている．
L層のネットワークにおいて隣接する層間の全てのユニットが結合している場合，l層目の i番
目のユニットの出力を z(l)i ， l層目の i番目のユニットから l + 1層目の j 番目のユニットへの重
みを θ(l+1)ji ， l + 1層目の j 番目のユニットのバイアスを b(l+1)j ， l 層目の活性化関数を f(u)と













となる (l = 1, 2, · · · , L−1)．ただし，入力を x = (x1, · · · , xi, · · · )，出力を y = (y1, · · · , yi, · · · )
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図 1 3層 NNの例
明する．
高さ H，幅 W のサイズ H ×W のグレースケールの画像を考え，この画像の各画素の値を
xi,j ∈ R (i = 0, 1, · · · , H − 1; j = 0, 1, · · · ,W − 1) とする．また， カーネルと呼ばれるサイ
ズ Kh × Kw (Kh ≤ H,Kw ≤ W ) の小さな画像を考え， カーネルの各画素の値を θp,q ∈ R








で定義される．i = 0, 1, · · · , H − 1− 2⌊Kh/2⌋; j = 0, 1, · · · ,W − 1− 2⌊Kw/2⌋として式 (1)の




の縁をつけることで畳込み前の画像サイズを大きくすることをパディングと呼ぶ．Kw = Kh の












と表され，出力画像のサイズは (⌊(H −Kh + 2P )/s⌋+ 1)× (⌊(W −Kw + 2P )/s⌋+ 1)となる．
これまでは，グレースケールの画像 1 枚を 1 種類のカーネルで畳込むことを考えたが， 一般
に入力画像は多チャネルからなる．N チャネルからなる入力画像を NM 種類のカーネルで畳込
みM チャネルの画像を出力する層を畳込み層と呼ぶ．l + 1層目が NM 種類のサイズKh ×Kw
のカーネルを持つ畳込み層であるとする．l 層の出力が N チャネルからなるサイズ H × W
の画像であるとし，この画像の n チャネル目の各画素の値を z(l)i,j,n(i = 0, 1, · · · , H − 1; j =
0, 1, · · · ,W − 1) とする．また， n チャネル目に対応する m 番目のカーネルの各画素の値を
θ(l+1)p,q,n,m(p = 0, 1, · · · ,Kh − 1; q = 0, 1, · · · ,Kw − 1;n = 0, 1, · · · , N − 1;m = 0, 1, · · · ,M − 1)














と表される．このとき， この層の出力画像のmチャネル目の各画素の値は u(l+1)i,j,m となる．
プーリング層は主に畳込み層の直後に現れる層であり，畳込み層によって抽出される特徴の
位置感度を低下させる働きをする．プーリング層への入力画像の n チャネル目の各画素の値を





で表される最大プーリングを利用する． ただし， p∗ と q∗ は 0 ≤ p < Kh， 0 ≤ q < Kw で
usi+p,sj+q,m に最大値を与える p, q である．カーネルをストライド sずつ動かしながらこの式を
繰り返し適用することで， プーリング前の画像とチャネル数が等しく，各画素の値が u(l+1)i,j,m の画
像を得られる．
2.1.3 確率的勾配降下法
一般に，NNの重み θ の調整は適切な損失関数 E(θ)に極小点を与えるような θ を勾配法によ
り求めることでなされる．本項では NNの重み調整手法の一種である確率的勾配降下法について
述べる．




· · · ∂E(θ)∂θ|θ|
]⊤
と表す．E(θ + αd)を点 θ 周りでテイラー
展開し, 1次近似すると
E(θ + αd) ≈ E(θ) + α∇E(θ)d (2)
となる． ただし， α > 0とする．ここで， d = −∇E(θ)とすると，式 (2)より
E(θ − α∇E(θ)) ≈ E(θ)− α (∇E(θ))2 ≤ E(θ)
となるため， αが十分に小さくかつ |∇E(θ)| ̸= 0のとき
E(θ) > E(θ − α∇E(θ)) (3)
が成り立つ．
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勾配降下法は，式 (3)の関係を利用して損失関数 E(θ)に極小点を与える θ を求める方法であ
る．この方法では












θ ← θ − α∇Et(θ) (4)
なる更新を繰り返すことで学習を進める．以下，ミニバッチを用いる確率的勾配降下法を単に確
率的勾配降下法と表記する．







してモデル化される．有限 MDP は状態と行動の集合 S,A と 1 ステップダイナミクスから定義
される．1ステップダイナミクスは対 (s, a) ∈ S ×Aから次の状態 s′ ∈ S への遷移確率 Pass′ と
報酬の期待値Rass′ により主に特徴付けられる．
意思決定を行う主体の目的はエピソード (s0a0r1 · · · aT−1rT sT ) の各時間ステップ
t ∈ {0, . . . , T − 1} の収益 Rt = rt+1 + rt+2 + · · · + rT を最大化することである．確率
的方策 π(s, a)の値は状態が s ∈ S のときにこの主体が行動 a ∈ Aをとる確率である．決定論的
方策 π(s)の値は状態が s ∈ S のときにこの主体が確率 1でとる行動である．状態・行動対 (s, a)
の行動価値 Qπ(s, a)は，状態 sで行動 aを行い，以降方策 π に従った場合の期待収益を表す．状
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図 2 TD(λ) 法のバックアップ線図．白丸は状態，黒丸は行動，グレーの四角は終端状態を
表す．状態 st の価値の更新は，n ステップ（n = 1, 2, · · · , T − t）先までの報酬と推定価値
を λ ∈ [0, 1]で重み付けしてバックアップすることでなされる．λ = 0 のときは左端のバック
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た先行研究を紹介する．3.1.1 項ではバックギャモン，3.1.2 項では Atari 2600，3.1.3 項では囲
碁・チェス・将棋，3.1.4項では大貧民に適用した事例を紹介する．
3.1.1 TD-Gammon




















その性能をビデオゲーム Atari 2600で検証した [3]．
Mnih らは，畳込み層 3 層と全結合層 2 層からなる CNN を用いて行動価値関数を近似した．















Atari 2600に含まれる 49種類のゲームで DQNの性能を計測した結果，43種のゲームで既存
の強化学習手法を上回り，29種のゲームで人間の上級者と同等かそれ以上の性能を持つことが確
認された．
Atari 2600はエピソードの長さが 103 程度で，行動集合の大きさが 10程度のマルコフ決定過
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network pσ と rollout policy pπ なる 2 つの方策関数の学習を行った．pσ は 13 層の CNN，pπ
は約 11万の特徴に基づく線形ソフトマックス関数である．学習データには KGS Go Server*3の
棋譜 3,000万件を用いた．
次に，policy network pρ の重み初期値を pσ のそれとして，pρ の重みをさらに改善するために
自己対戦型の強化学習を行った．この強化学習は，pρ の自己対戦の勝敗に基づき勝った着手の確
率を高く，負けた着手の確率を低くするように重みを調整する．
最後に，pρ の自己対戦結果 3,000万件に基づき value network vθ を学習を行った．vθ は 14層
の CNNであり，vθ(s)はある状態 s以降を pρ がプレイした場合に得られる推定期待利得を表す．
ここで利得は勝ちで +1，負けで −1 であり，得られた利得との二乗誤差の標本平均を最小化す
るように重みを調整した．自己対戦の際には，様々な状態を観測するため時刻 U − 1 までは pσ
に従って着手し，時刻 U では合法手全てから一様乱数で着手を決定し，時刻 U + 1以降は pρ に
従って着手する．ここで，時刻 U は対戦毎に区間 [1, 450]の一様乱数により決定され，学習には
時刻 U + 1の状態とその利得のみが用いられた．
AlphaGoはこうして得た pπ，pσ，vθ を用いたモンテカルロ木探索を行い，着手を決定するプレ
イヤである．pσ の与える着手確率が高い行動ほど行動価値に高いボーナスを与えられ，優先的に
探索される．葉節点の評価は，pπ によるロールアウトの結果と vθ の重み付き平均で与えられる．
当時最強とされていた複数の囲碁プログラムとの対戦の結果，AlphaGoの勝率は 98%となり，
既存の囲碁プログラムよりも強いことが示された．また，2015 年 10 月にヨーロッパチャンピ










2. AlphaGo のときはゲーム状態から手作業で抽出した特徴を NN に与えていた．一方で，
AlphaGo Zeroのときはゲーム状態から直接的に得られる石の配置と手番プレイヤのみを
与えた．
3. AlphaGo のときは 13 層の CNN を用いた．一方で，AlphaGo Zero のときは 39 個の
residual block [19]からなるものを用いた．
4. AlphaGoのときは方策を出力する policy networkと価値を出力する value networkを別
個の NNとしてそれぞれ学習した．一方で，AlphaGo Zeroのときは単一の NNが方策と
価値を共に出力するようにして同時に学習した．



















以下に AlphaGo Zeroと AlphaZeroとの主な違い 3点を示す．
1. AlphaGo Zeroでは勝率を推測していたが，AlphaZeroでは期待利得を推定した．これに
より，引き分けなどの勝敗以外の利得も扱えるようにした．












である．チェスでは 4,672通り，将棋では 11,259通り，囲碁では 362通りの着手を扱う．
AlphaZero アルゴリズムを適用して得られたプレイヤはチェスでは Stockfish 相手に 155 勝











方策とする実験ではさらに，挙動方策を Glicine そのものとする実験と Glicine に確率 ε = 0.03
でランダム行動させるようにした Glicine-ε とする実験の 2通りが試みられた．
こうして得たプレイヤの性能を，1,000 ゲームの期待合計獲得点を用いて評価した．期待合計
獲得点は，Glicineは 333± 2，挙動方策を Glicineとして方策改善して得たプレイヤは 308± 2，









































KR-DRL-MESは，2016年度 Game AI Tournament（GAT）杯で優勝した歩（あゆむ）を初
期方策とする強化学習を用いて Leeらが開発したプログラムである．




込み NNが扱う行動は離散化されているが，kernel regression based upper confidence bounds






学習を行った．5つの GPUを用いて 1週間かけて 500万の状態を観測し，モンテカルロ木探索
の結果に基づき畳込み NNの重みを更新した．こうして得られた畳込み NNを用いるプレイヤを
kernel regression-deep reinforcement learning（KR-DRL）と表記する．最後に，自己対戦で収
集したデータに基づいて，得点差と残りエンド数から勝率を推定して表を作成した．KR-DRLの
畳込み NNとこの勝率表を用いて，ゲームの勝率を最大にするようにエンドをプレイするプレイ
ヤを kernel regression-deep reinforcement learning-multi ends strategy（KR-DRL-MES）と表
記する．
こうして得た 3体のプレイヤと 2016年度および 2017年度の GAT杯上位プログラムとで対戦
し，Eloレーティングを計算した．KR-DLは初期方策とした歩（2016年度版）に対してレーティ
ングで 20程度劣る結果となったが，KR-DRLは KR-DLに対して 150程度勝り，「じりつくん」
（2017 年度版）を除く全ての GAT 杯上位プログラムよりも高いレーティングを示した．さらに
KR-DRL-MES は KR-DRL に対してレーティングで 100 程度勝り，「じりつくん」（2017 年度












現された 1人麻雀の探索結果を用いる麻雀プレイヤ Ako Atarashiも提案した [11]．本研究はこ
の Ako Atarashi を初期方策とする強化学習法により，より強いプログラムを開発することを目
指す．
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表 2 各種 1人麻雀において考慮されている要素
1人麻雀の目的 自摸・副露 アガリ 形式聴牌 放銃
アガリ yes yes no no
形式聴牌 yes no yes no
降り no no no yes
包括 yes yes yes yes
栗田らは，麻雀 1局の目的に応じて 4種類の 1人麻雀を考え，これらのゲーム木の複数の節点
をいくつかの特徴に基づいて 1つにまとめてより小さい DAGで近似的に表現した．表 2に各 1
人麻雀の目的と，1人麻雀において考慮されている麻雀の主な要素を示す．








オープンソースの麻雀 AIであるmanue*5との対局の結果 Ako Atarashiの平均順位は 2.193±
0.026となり，manueより有意に強いことが確かめられた．
















































座標は，バックラインと平行な x軸と，サイドラインと平行な y 軸により表現される．
プレイエリアにある各ストーン座標は単精度浮動小数点数の対で表現される．また，ショット






行動の集合 Aは初速度 v = (vx, vy)と回転方向 r の対 a = (v, r)すべてからなる集合とする．
ただし，本研究では，v の成分 vx は区間 [−3.10, 3.10]に属し，vy は区間 [−33.7,−26.7]に属す
単精度浮動小数点数とする．この行動集合 Aは，ホッグラインを通過するデジタルカーリングの









まず，CNNの構成について述べる．エンド得点確率の推定値はショット番号m ∈ {0, . . . , 15}，
ストーン配置X，行動の初速度 v = (vx, vy)，行動の回転方向 r ∈ {右,左}，エンド得点インデッ




1 (2R < −Nout + 1)
Nout (2R > Nout − 1)
R+ (Nout + 1)/2 (otherwise)
である．CNN は，ショット番号 m 各々に対応する重みベクトル θ = (θ0, . . . ,θ15) を持つとし
て，入力 (X,v)と重みベクトル θm から各回転方向 r に対応する Nout 個の値 zr(X,v,θm)を出







次に，ストーン配置 X の表現方法を述べる．配置 X は，11のチャネルからなる画像により表
現される．各チャネルは，区間 [0, 1]の輝度を持つ 128× 64の画素からなる．この画素は格子状
に区切られたプレイエリアの各マスに対応し，輝度はこのマスにおけるある特徴の値を表す（表
2）．ストーンに関する特徴の値は，図 3に示すようにその画素とストーンが重なる面積の割合と
する．距離に関する特徴の値は，その画素の中心までのシートの xy 座標平面上の距離を d とし






速度 v の順伝播計算が容易になる. GPUは，誤差逆伝播法をこの CNNで行うときに用いた．























畳込み部128 x 64 x 11











図 4 CNN 概形
さらに，重みベクトルの調整法について述べる．この重み調整法にはミニバッチを用いる慣性
項付きの確率的勾配降下法（SGD）と Adam [25]を用いる．慣性項の係数は 0.9，Adamのパラ
メタは文献 [25] で推奨されるものと同じとする．損失関数は CNN が推定する得点確率分布 zr
と実際の得点 Rの交差エントロピー誤差 E(zr, R) = − ln zr iR を用いて，
L(m,X,v, r, R, θ) = E(zr(X,v,θm), R)
とする．ミニバッチは同じ回転方向 r を持つ 32組から構成し，重みベクトルは Glorotらの手法




ら見た得点であり，符号 ±は sがエンド先攻の手番ならば +，後攻の手番ならば −の意である．
本研究ではデジタルカーリングの 1つのエンドを有限MDPの 1つのエピソードと見なして扱う．
状態の集合 S は，ショット番号mとストーン配置の対 s = (m,X)により表される非終端状態す
べてと，終端状態すべてからなる集合とする．なお，本論文では以降，非終端状態 sの対 (s, a)を
組 (m,X, a)と書いたり，組 (m,X,v, r)と書いたりする．デジタルカーリングでは対 (s, a)から
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表 3 畳込み部詳細．ストライドは畳込み 1，プーリング 2
層（フィルタサイズ） 出力サイズ ReLU
入力層 128× 64× 11
畳込み（5× 5） 128× 64× 32 !
畳込み（3× 3） 128× 64× 32
最大プーリング (2× 2) 64× 32× 32
畳込み（3× 3） 64× 32× 64 !
畳込み（3× 3） 64× 32× 64
最大プーリング (2× 2) 32× 16× 64
畳込み（3× 3） 32× 16× 96 !
畳込み（3× 3） 32× 16× 96
最大プーリング (2× 2) 16× 8× 96
畳込み（3× 3） 16× 8× 128 !
畳込み（3× 3） 16× 8× 128









定常的な確率 P ass′ に従い次の時間ステップの状態 s′ が生成されると仮定する．非終端状態 s は
ショット番号mをあらわに含むため，1つのエンドのプレイで 2回以上同じ状態が現れることは
ない．
12行目において，推定方策 π の評価精度を高めるために，θ を調整して，損失関数 LB の値を
小さくする．方策が改善される様子の分析が容易になることを期待して，CNNの重みの調整は毎
回独立に行う．すなわち，重みベクトル θ を調整するときには毎回 θ を初期化し（10行目），メ
モリ B を空にする（13行目）．
14 行目において，方策 π が改善される．行動価値 Q(s, a,θ) は期待エンド得点 zr(t,X,v) に




0.0 0.78 1.0 1.0
0.0 0.94 1.0 1.0
0.0 0.71 1.0 1.0




1: 学習データメモリ B ← 空集合
2: π ← ある決定論的推定方策
3: loop
4: π′ ← ある挙動方策
5: π′ でエンド (s0a0 . . . s15a15R)をプレイ
6: τ ← aτ ̸= π(sτ )を満たす最も大きい τ，なければ 0
7: for each 時間 τ から NT に出現した (s, a) do
8: B に (s, a,±R)を追加
9: if |B| ≥ Nth then




12: LB をある程度小さくするように θ を調整
13: B ← 空集合






Algorithm 1 の 14 行目の方策改善を 2 回行う．1 回目で用いる推定方策 π と挙動方策 π′ は，
それぞれ π0,π′0 と書く．これにより得られたグリーディ方策は π1 と書く．同様に，2回目はそれ
ぞれ π1,π′1h であり，これにより得られた方策は π2 である．
方策改善 1回目の推定方策 π0 は一様ランダムに値が初期化された決定論的方策とする．以降，
これをランダム方策と呼ぶ. 挙動方策 π′0(m,X, a)は，m = 0ならば一様ランダムな行動 a ∈ A
を生成し，m > 0ならば推定方策と同じ行動 aに確率 1を与える．Nth は 2.6 × 108，NT は 15
とする．また，簡単のために行動 π0(m = 0, X)が挙動方策の行動と同じになることは実験をとお
してないと仮定して，τ はつねに 0としてプログラムを実装する．重み θ の調整は，学習率 10−3
の慣性項付き SGD で行う．ミニバッチの処理回数は，各ショット番号 m に対してそれぞれ 50
万回とする．
方策改善 2回目では，挙動方策 π′1h(m,X, a)は，m < hならば一様ランダムに初速度を 16点
生成した中から行動価値の推定値が最も高い行動 a，m = h ならば一様ランダムな行動 a ∈ A，
m > h ならば行動 a = π1(m,X) を生成する．h には 0 から 15 までの整数をランダムに与え
る．Nth は 3.2× 108（各 hあたり約 2,000万），NT は hとする．重みの調整は，学習率 10−5 の
Adamを用いて，各ショット番号mに対しそれぞれミニバッチを 1,000万回処理し，さらに，学
習率 10−6 にして，それぞれさらにミニバッチを 1,000万回程度処理して行う．また，CNNが扱
う行動集合 Aの大きさをおおよそ半分にするため，センタラインでストーン配置 X を反転させ
るテクニックを用いて，0未満の初速度 vx の値を CNNに入力しない．なお，実験をとおして，
Nout = 15，Ngd = 4, 096とする．
実験は Xeon X5690×2 相当のワークステーションを 3～9台，Geforce GTX 1080 相当 1～4
枚を 3ヶ月程度占有して行った．台数や枚数が一定でないのはその時々で空いているものを用い
たためである．なお，3ヶ月程度の実験期間のうち，π0 から π1 への方策改善は 1週間程度，π1





2 回目の方策改善では Adam の学習効率は，SGD の効率よりも良かった．行動の初速度の各成
分を区間 [−1, 1] に収まるように線形変換するのも，そうしない場合と比較して，推定精度が良












確率 1 − ε で CurlingAI と同様に行動する CurlingAI(ε) も用意する．対戦は 8 エンドからなる
ゲームで行い，第１エンドの先攻と後攻は順番に入れ替える．













交互に合計 2,000エンドプレイして，方策 π1 の性能を評価した．π1 が得たエンド得点 Rの標本
平均は 2.92± 0.08であった．π0 の Rの期待値は 0（理論値）であるから，π0 から π1 の方策の
更新が，期待収益を大きくするという意味で改善になっていたと考えられる．同様に，π2 が π1
に対して得た Rの標本平均は 2.94 ± 0.12であったことから，π1 から π2 の方策の更新も改善に
なっていたと考えられる．
表 3に，8エンドからなるゲームの対戦の勝敗をもとに推定されたレートを示す．この結果か
ら，GPIに基づく 2回の方策改善が有効なものであり，π0 から π1，π1 から π2 と方策改善を行
うたびに性能が向上していったことが分かる．グリーディ方策 π2 の性能は CurlingAIより劣っ
ているが，2回の方策改善でレートが約 2,000も上昇したことから，さらなる方策改善によって得










CurlingAI(ε = 1516 ) 287
CurlingAI(ε = 1416 ) 450
CurlingAI(ε = 1216 ) 787
π1 1170
CurlingAI(ε = 816 ) 1402
CurlingAI(ε = 416 ) 1652
CurlingAI(ε = 116 ) 2029
π2 2053
CurlingAI 2169
表 6 学習データメモリ Bに追加した組 (m,X,v, r, R)が，m = 15かつ 2R /∈ [−n+1), n−1]
であった割合（%）．括弧内の値は誤差を表す
n 方策改善 1回目 方策改善 2回目
17 0 0
15 5(7)× 10−6 2.2(7)× 10−4
13 4(2)× 10−5 3.81(9)× 10−2
11 1.9(2)× 10−3 7.78(4)× 10−1
9 3.48(6)× 10−2 4.956(10)
7 4.33(2)× 10−1 14.79(2)
ないでだろうということを簡易な予備実験により確認している．
表 4に，学習データのエンド得点が区間 [(−Nout+1)/2, (Nout− 1)/2]から外れた確率を示す．
表には m = 15の組の得点分布のみを示したが，他の組もおおむね同様であった．学習データの
得点分布は方策改善 1回目よりも 2回目の方が広いことが分かった．本実験で生成した各 hにつ




タの組 (m,X,v, r, R)も先攻後攻両方が π′1h でエンドをプレイして生成した．データサイズは各
hごとに 10万とした．期待エンド得点 zr(X,v,θm)の重み θm は，方策改善 2回目が終わった
ときのものを用いた．推定精度は，決定係数と，相関係数を用いて比較した*10．各mごとに，テ
*10 決定係数の定義には，文献 [29] の式 (1) を用いた．標本 n 点から計算した相関係数 x の誤差は，偏差を
(1− x2)/√nにより近似的に計算して見積もった [30]．
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CNN 比較手法 CNN 比較手法
0 0.00 −0.02 0.048(7) -
1 0.05 0.00 0.224(6) 0.061(7)
2 0.07 −0.16 0.270(6) 0.163(7)
3 0.18 0.04 0.428(6) 0.280(6)
4 0.14 −0.13 0.371(6) 0.266(6)
5 0.19 −0.04 0.436(6) 0.334(6)
6 0.24 −0.05 0.492(5) 0.389(6)
7 0.31 0.12 0.562(5) 0.466(5)
8 0.32 0.04 0.570(5) 0.476(5)
9 0.38 0.18 0.617(4) 0.539(5)
10 0.43 0.21 0.657(4) 0.585(5)
11 0.55 0.39 0.740(3) 0.685(4)
12 0.58 0.40 0.760(3) 0.705(4)
13 0.69 0.59 0.831(2) 0.793(3)
14 0.81 0.72 0.898(2) 0.866(2)
15 0.94 0.91 0.9717(4) 0.9574(6)














表 8 π1 のショット傾向．誤差は 1.3未満である
m ドロー TO1 TO2 その他
0 100/0/-/- -/- -/-/- 0/100
1 98/0/0/0 -/2 -/-/- 0/84
2 99/0/0/4 0/0 -/0/- 0/49
3 76/0/2/2 8/3 -/0/0 10/16
4 72/1/1/3 3/3 0/1/0 16/16
5 26/3/1/1 5/3 0/0/0 50/3
6 13/1/2/1 9/13 1/3/1 47/18
7 40/5/2/2 9/13 0/1/1 25/14
8 34/15/2/2 7/6 0/1/0 30/15
9 41/9/2/2 6/10 0/0/0 30/13
10 20/10/2/1 9/10 1/2/1 38/14
11 9/6/3/1 8/12 1/3/2 50/12
12 14/15/2/1 8/9 1/2/1 45/12
13 26/13/3/1 7/14 0/1/1 32/15
14 18/16/2/1 5/7 0/1/0 49/14













する．ここで，表には示さないが，π0 のそれは 10%以下である．π1 のm = 0のショットはすべ
*11 ショットしたストーンがハウス内にあり，かつ，他のストーンがプレイエリア外へ移動しない．
*12 ショットしたストーンがフリーガードゾーン（ティーラインに達しないハウス外のプレイエリア）にとどまった．
*13 ショットしたストーンの手前に x座標の差がストーン半径 (rstone)未満のストーンがある．




表 9 π2 のショット傾向．誤差は 1.7未満である
m ドロー TO1 TO2 その他
0 100/0/-/- -/- -/-/- 0/100
1 56/0/0/9 -/44 -/-/- 0/77
2 74/0/0/8 6/18 -/0/- 0/60
3 26/0/0/2 15/52 -/2/1 1/72
4 78/0/1/4 4/14 0/1/0 1/55
5 14/1/2/2 14/55 0/3/2 5/61
6 86/1/1/4 1/8 0/0/0 2/51
7 18/1/3/3 15/50 1/5/3 2/56
8 84/1/2/5 2/9 0/0/0 2/51
9 11/1/4/2 17/42 2/9/4 5/53
10 79/1/2/4 3/10 0/1/1 3/60
11 18/1/5/3 16/46 1/5/3 4/55
12 70/4/4/4 5/14 0/1/1 3/55
13 31/2/6/3 13/35 1/6/3 3/59
14 73/3/3/4 4/14 0/1/1 3/69
15 42/1/5/4 12/33 1/5/3 1/74
てハウスへのドローであった．また，すべてのショット番号でこの割合が π0 より高かった．さら




のストーンのテイクアウトと相手ストーンのテイクアウトの 2 種の割合を比較する*17．π0 では
どちらも 5%以下である．π1 では π0 と比較してこれらの割合が増加したものの，2種の割合に大


















































麻雀では 27種の数牌と 7種の字牌を各 4枚，合計で 136枚の牌を使用する．数牌は 1から 9
まであり，萬子・筒子・索子の 3色に分類される．字牌は風牌（東・南・西・北の 4種）と三元牌
*19 天鳳 https://tenhou.net (last access, 2018)
*20 天鳳の上級者に 2 番目に遊ばれているルール．1 番目は喰い断・赤有り 4 人東南戦ルールだが，本研究では対戦 1
回の長さが東南戦の半分程度である東風戦を対象にする．










































表 10 事後状態 X(s,a) が表現するゲーム状況


















まず，事後状態について述べる．事後状態 X(s,a) は，状態 sで行動 aをとった直後のゲーム状
況に対応する複数の特徴からなる数ベクトルとする．X(s,a) に対応づけられたゲーム状況を表 10
に示す．X(s,a) は，手牌や場の情報などを表現した X(s,a)tehai（表 11）と各プレイヤの公開情報を表













となる．ここで，プレイヤ番号 i = 1, 2, 3, 4は順に行動 aをとった自家・下家・対面・上家に対
応する．本論文では以降，エピソードの時間ステップ tに観測された状態・行動対 (st, at)に対応
する事後状態 X(st,at) を X(t) と書く．






















qAko(s, a) * 1
qAko(s, a)入手可能フラグ * 1















で行動 aが立直して打牌のときにのみ対応する成分を 1とし，そうでなければ 0として表現する．
「qAko(s, a)」は，Ako Atarashiが状態・行動対 (s, a)に与える推定価値（qAko(s, a) ∈ [−1, 1]）で
ある．qAko が入手できない場合は 0 とする．「qAko(s, a) 入手可能フラグ」は，行動 a に対して
qAko(s, a)が入手できる場合はその成分を 1とし，入手できない場合*30は 0として表現する．
表 12の各特徴の表現方法は次のようである．「河の各牌枚数」は，牌種ごとに河に含まれる枚
数（0枚から 4枚）に対応する成分を 1とし，他を 0として表現する．「河の赤牌フラグ」は，赤
五萬・赤五筒・赤五索のそれぞれに対応する成分を河に含まれていれば 1，含まれていなければ 0
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次に，事後状態価値の推定に用いた NN の構成について述べる．図 6 に，NN の概形を示す．
この NNの入力は X(s,a) で，出力は v (X(s,a),θ)である．ここで θ は NNの重みベクトルであ
り，出力 v (X(s,a),θ)の目標値は 1位が +1，2位が +1/3，3位が −1/3，4位が −1となるよう
に線形変換した最終順位である．各全結合層間の活性化関数は ReLUである．
重みベクトルの調整には SGDを用いる．損失関数は，NNが推定する期待最終順位 v (X(t),θ)











とする．ここで，エピソードの終端時間ステップを T，時間ステップ t < T で得られた報酬を 0，
t = T で得られた報酬を r としたとき，λ収益は
Rλt =
{
r (t = T )




(0 ≤ t < T )
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Algorithm 2
1: 学習データメモリ B ← 空集合
2: θ ← ある重み
3: π ← ある決定論的推定方策
4: π′ ← ある挙動方策
5: loop
6: π′ による 4人対局で，各プレイヤ iがエピソード X(0)i , · · · , X(T )i , ri を観測
7: for each プレイヤ i ∈ {1, 2, 3, 4} do
8: τ ← どのプレイヤも π に従っていた終端までの事後状態列 X(τ)i , · · · , X(T )i の時間ス
テップ τ
9: B に (X(τ)i , · · · , X(T )i , ri)を追加







12: LB をある程度小さくするように θ を調整




14: B ← 空集合
となる．重みベクトルは Heらの手法にならって初期化する [31]．重みベクトル θ の調整と出力
値 v (X(s,a),θ)の計算は Caﬀe 1.0を用いて行う．
5.3.2 関数近似手法を利用した方策オフ型 TD(λ)法の適用
本研究で用いた強化学習法の大枠を Algorithm 2に示す．
本研究では推定方策 π を Ako Atarashi として，Algorithm 2 の 13 行目の方策改善を 1 回行
う．挙動方策 π′ は，確率 εでランダムに行動する Ako Atarashi-εとする．
エピソード終端で観測される報酬 ri について述べる．ri は，局終了時の得点移動直後のゲーム
状況（表 13）に基づき 3層 NNで推定した期待最終順位を，区間 [−1,+1]に収まるように線形
変換した値である．この 3層 NNの中間層のユニット数は 32，出力層は 4である．中間層の活性
化関数は ReLUで，出力層の活性化関数は softmax関数であり，4つの出力 zk(k ∈ {1, 2, 3, 4})
はそれぞれプレイヤ iの最終順位が 1位・2位・3位・4位となる確率に対応する．このとき，プ









として求められる．実際の最終順位を R としたとき，この 3 層 NN の重みは交差エントロ
ピー誤差 − ln zR を最小化するように調整される．この調整に用いる学習データは，挙動方策を

























挙動方策 Ako Atarashi-ε で生成した牌譜である．ランダム行動確率 ε は，これを 0 とする実験
と 0.03とする実験の 2通り行い*31，それぞれ約 30万対戦分の牌譜を用意する．NNの全結合層
のユニット数 Nunit は，Nunit = 4, 8, 16, 32, 64, 128, 256, 512 の 8 通りを検証する（ユニット数
Nunit の NNの重み総数は表 14参照）．MC法と TD法の組合せのバランスをとるパラメタ λは，
λ = 0, 0.5, 0.95, 1.0の 4通りを検証する．さらに，事後状態に qAko(s, a)を含める場合と含めな
い場合の 2通りを検証する．これらの設定の組合せで，24通りの NNを学習させる．
Algorithm 2の 12行目の θの調整は，学習率 10−2 の SGDでミニバッチを 1,000万回処理し，
学習率を 10−3 としてミニバッチをさらに 1,000 万回処理して行う．ミニバッチ 1 つは，対戦 1
回でプレイヤ 1人が観測した事後状態列 X(τ)i , · · · , X(T )i で構成される．
挙動方策を用いて牌譜を約 30万対戦分生成するのは，Xeon X5690×2相当のワークステーショ
*31 事後状態列 X(τ)i , · · · , X(T )i の平均的な長さは，ε = 0のとき 15程度，ε = 0.03のとき 7程度である．
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ンを 15台用いて 1ヶ月程度要する．重み θ の調整は，NN1つあたり Geforce GTX 1080 1枚を
用いて 3日程度必要である．最大で 6枚の Geforce GTX 1080を用いて複数の NNの重み調整を
並列に行う．
このようにして学習させた NN の性能を，3 通りの指標を用いて評価する．1 つ目の指標は最
終順位の推定精度である．Ako Atarashi を挙動方策とした牌譜を 1 万対戦分用意し，各牌譜か
ら，事後状態 X とその対戦での最終順位 R の対を一様ランダムに 1つ取り出してテストデータ
メモリ Btest に追加する．ただし，Ako Atarashiの推定精度との比較を行うため，Btest に追加す
るのは qAko(s, a)が入手可能な事後状態X(s,a) のみとする．推定精度は，最終順位 Rと推定順位





(R− f (v (X, θ)))2
により評価する．ここで，f(x) = (−3x+5)/2は，価値（区間 [−1, 1]）から順位（区間 [1, 4]）への
線形写像である．2つ目の指標は Ako Atarashiとの行動の一致率である．Ako Atarashiによる
東風戦を 10戦行い，NNを用いるグリーディプレイヤが選ぶ行動と Ako Atarashiが選んだ行動
が一致する割合を調べる．3つ目の指標はグリーディプレイヤの平均順位である．Ako Atarashi
3体とグリーディプレイヤで東風戦を複数回行い，グリーディプレイヤの平均順位を調べる．
NN を用いるグリーディプレイヤの挙動は事後状態に qAko(s, a) を含めない場合と含める場合
で異なる．qAko(s, a)を含めない場合は，状態 sで可能な行動 a ∈ A(s)すべての価値を推定して
行動選択する．qAko(s, a)を含める場合は，Ako Atarashiがルールベースに行動を決定するよう
な状態では，可能な行動全ての価値を推定して行動選択する．Ako Atarashiが複数の行動の価値
を推定して最も価値の高い行動を選択するような状態 sでは，Ako Atarashiが qAko(s, a)を与え













*32 Mjai https://github.com/gimite/mjai（last access, 2019）
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表 15 観測された最終順位と推定最終順位との平均二乗誤差（MSE）
Nunit λ ε MSE（qAko(s, a)無） MSE（qAko(s, a)有）
4 0.95 0.03 [1.232, 1.273] [1.234, 1.273]
8 0.95 0.03 [0.846, 0.888] [0.833, 0.874]
16 0.95 0.03 [0.848, 0.889] [0.831, 0.873]
32 0.95 0.03 [0.845, 0.886] [0.831, 0.872]
64 0.95 0.03 [0.841, 0.883] [0.831, 0.873]
128 0.95 0.03 [0.843, 0.884] [0.832, 0.874]
256 0.95 0.03 [0.840, 0.882] [0.831, 0.872]
512 0.95 0.03 [0.840, 0.882] [0.831, 0.873]
256 0.00 0.03 [0.845, 0.886] [0.832, 0.873]
256 0.50 0.03 [0.847, 0.888] [0.832, 0.873]
256 1.00 0.03 [0.841, 0.883] [0.832, 0.874]
256 0.95 0.00 [0.841, 0.882] [0.832, 0.873]
Ako Atarashi [0.833, 0.875]
3層 NNによる推定 [0.873, 0.918]
常に 2.5位と推定 [1.233, 1.272]
終順位を推定する方法である．2つ目の比較手法は，エピソード終端での報酬を計算するために用
いていた 3 層 NN を用いる方法である．事後状態 X を観測した局において点数移動が起こらな
かったと仮定した場合の最終順位をこの 3層 NNを用いて推定する．3つ目の比較手法は，常に
最終順位を 2.5位と推定する方法である．
表 15より，Nunit = 4の NNの推定精度は他と比較して顕著に低く，常に 2.5位と推定する場
合と同程度であることが分かった．Nunit ≥ 8の場合はいずれも Ako Atarashiの推定精度と有意
な差はみられなかったことから，これらの NNの推定精度は Ako Atarashiとおおよそ同等である
と考えられる．また，事後状態に qAko(s, a)を含めた場合には，3層 NNによる推定よりも有意に
高精度に推定した NNがいくつか見られた．手牌などのゲーム状況と qAko(s, a)の双方を考慮す
ることで，得点状況などの限られた特徴から最終順位を推定するよりも高度な推定が可能になっ
たことがうかがえる．λや εの値は，本実験で試した範囲では推定精度に影響を与えなかった．
表 16に，Ako Atarashiの行動との一致率を示す．行動の一致率は必ずしも 100%に近いほど




表 16より，Nunit = 4の場合を除き，事後状態に qAko(s, a)を含めた場合の方が qAko(s, a)を含
めない場合より一致率が高かった．Nunit = 4の場合および qAko(s, a)を含めず Nunit = 8, 32の
場合は，ランダムに行動を選択するのと一致率が同等であった．λの値は，事後状態に qAko(s, a)
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表 16 Ako Atarashiの行動との一致率 [%]
Nunit λ ε 一致率（qAko(s, a)無） 一致率（qAko(s, a)有）
4 0.95 0.03 [10.4, 11.7] [9.6, 11.2]
8 0.95 0.03 [10.2, 11.6] [55.0, 59.0]
16 0.95 0.03 [13.2, 14.9] [60.4, 64.2]
32 0.95 0.03 [11.9, 13.4] [59.8, 63.7]
64 0.95 0.03 [23.7, 26.2] [62.0, 65.1]
128 0.95 0.03 [18.3, 20.4] [52.9, 56.3]
256 0.95 0.03 [22.4, 24.8] [54.0, 57.3]
512 0.95 0.03 [13.7, 15.3] [45.7, 49.1]
256 0.00 0.03 [20.6, 22.8] [51.5, 55.0]
256 0.50 0.03 [15.8, 17.7] [53.7, 57.1]
256 1.00 0.03 [22.8, 25.3] [51.8, 55.2]
256 0.95 0.00 [17.5, 19.5] [51.4, 54.8]
一様ランダムに行動選択 [11.1, 12.7]
表 17 Ako Atarashi 3体との対戦結果．λはすべて 0.95．副露率・立直率・和了率・放銃率
は，それぞれ副露・立直・和了・放銃した局の割合 [%]を表す
Nunit ε qAko(s, a) 平均順位 副露率 立直率 和了率 放銃率
16 0.03 無 [3.69, 3.79] [64.3, 67.9] [1.4, 2.4] [1.5, 2.5] [28.1, 31.5]
16 0.03 有 [2.48, 2.58] [34.2, 36.0] [18.1, 19.5] [18.8, 20.3] [11.8, 13.0]
256 0.03 無 [3.27, 3.42] [62.0, 65.6] [7.7, 9.8] [9.7, 12.1] [25.1, 28.4]
256 0.03 有 [2.60, 2.69] [32.0, 33.8] [17.0, 18.4] [17.3, 18.8] [13.4, 14.7]
256 0.00 無 [3.32, 3.47] [72.3, 75.3] [6.4, 8.3] [9.4, 11.5] [26.1, 29.2]
256 0.00 有 [2.56, 2.65] [33.9, 35.6] [17.6, 18.9] [17.5, 18.9] [13.3, 14.5]
Ako Atarashi 2.5（理論値） [33.3, 36.3] [20.3, 22.9] [21.3, 24.0] [11.6, 13.7]
を含める場合には一致率に影響を及ぼさなかった．事後状態に qAko(s, a) を含めない場合は，
λ = 0.50 の一致率が λ = 0.00, 0.95, 1.00 よりもやや低かった．また，λ = 1.00 は λ = 0.00 よ
りも一致率が高く，λ = 0.95 と λ = 1.00 には差が見られなかった．この観測から，λ の値は
qAko(s, a)の有無に関わらず 1.00で十分，すなわちMC法で十分だという感触を得た．ε = 0.00
と ε = 0.03 の比較では，qAko(s, a) 有りの場合には一致率に有意な差は見られなかったが，
qAko(s, a)無しの場合には ε = 0.03の方がやや高くなった．
表 17 に，Ako Atarashi 3 体との対戦結果を示す．比較手法として，Ako Atarashi の結果も
示す．
表 17の qAko(s, a)無しの場合の結果について述べる．qAko(s, a)無しの場合はいずれも平均順













と，ε = 0.00 より ε = 0.03 の方が副露率が 10% 程度低い．これは，Ako Atarashi が行わない
ような行動も学習した ε = 0.03の方が悪い行動の価値もある程度正確に推定できるようになり，
不適切な副露を行う割合が減少したとして理解することができる．ただし，ε の変更は副露率以
外の値には変化をもたらさず，NNの過適合を十分に防ぐことはできなかったと考えられる．な
お，Nunit = 256のプレイヤの和了率は 10%程度であり，ランダムプレイヤの和了率よりは高い
ことから*35，qAko(s, a)無しの場合でもランダムプレイヤよりは強いプレイヤを得られたと考え
られる．
表 17 の qAko(s, a) 有りの場合の結果について述べる．qAko(s, a) 有りの場合には，qAko(s, a)
をそのまま出力するように NN が学習すれば，少なくとも性能はほとんど悪化しないと期
待される．結果としては，qAko(s, a) 無しの場合のような著しい性能悪化は見られなかった．
Nunit = 16 のプレイヤは 4 割近くの行動が Ako Atarashi と異なるにも関わらず（表 16 参照），
Ako Atarashiとおおよそ同等の強さを持つことが確かめられた．Nunit = 256のプレイヤは平均
順位が Ako Atarashi よりやや劣る結果となった．いずれのグリーディプレイヤも立直率と和了
率が Ako Atarashiよりやや低いことから，門前で聴牌する効率がやや悪いものと推測される．









































) として，λ 収益 Rλ との二乗誤差 (Rλ − v (X(s,a),θ))2 を最小化させるように θ
を調整した．これに対して，qAko(s, a) + v
(
X(s,a),θ
) を事後状態 X(s,a) の推定価値と見なし，(
Rλ − (qAko(s, a) + v (X(s,a),θ)))2 を最小化させるように θ を調整する方法が考えられる．こ
の方法では，Ako Atarashiが価値の推定を行うような任意の (s, a)に対して v (X(s,a),θ) = 0と











の重みの値を約 2, 000 万 ×16 本のエピソードを用いて調整して，サンプルプログラムとして公
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