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Abstract
The main purpose of this paper is to investigate a discrete time non-autonomous difference system of plankton allelopathy with
delays. By employing continuous theorem proposed by Gains and Mawhin and some new techniques, a set of veriﬁable sufﬁcient
criteria are established for the existence of at least one strictly positive (componentwise) periodic solution, and as an application,
we also examine some special case, showing that these conditions are similar to those of continuous differential system. It is also
shown that the time delays are harmless for the existence of positive periodic solutions of system.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The study of tremendous ﬂuctuations in abundance of many phytoplankton communities is an important subject
in aquatic ecology. These changes of size and density of phytoplankton have been attributed to several factors,
such as physical factors, variation of necessary nutrients, or a combination of these by various workers (see Refs.
[5,16,7,9–11,26,19,8,14]). One important observation deserves our attention, that is, the increased population of one
species might affect the growth of another species or of several other species by the production of allelopathic toxins or
stimulations, thus inﬂuencing seasonal succession [17], and evidence of widespread toxic inhibition of phytoplankton
by other phytoplankton has been observed by many researchers [5,16,7–11,26,19,17,13,2]. Maynard Smith [13] and
ﬁnally Chattopadhyay [2] modiﬁed a two species Lotka–Volterra competitive system by considering that each species
produces a substance toxic to the other but only when the other is present and studied the stability properties of the
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following system:
dN1
dt
= N1[K1 − 1N1 − 1N2 − 1N1N2],
dN2
dt
= N2[K2 − 2N2 − 2N1 − 2N1N2], (1.1)
where N1(t), N2(t) stand for the population density of two competing species; K1,K2 are intrinsic growth rate of two
competing species; 1, 2 are the rate of intra-speciﬁc competition of the ﬁrst and second species, respectively; 1, 2
are the rate of inter-speciﬁc competition of the ﬁrst and second species, respectively. 1 and 2 are, respectively, the
rate of toxic inhibition of the ﬁrst species by the second and vice versa.
Notice that the production of the toxic substance allelopathic to the competing species, simply term “allelochemic”,
will not be instantaneous, but delayed bydifferent discrete time lags required for thematurity of both species.Mukhopad-
hyay et al. [14] have modiﬁed system (1.1), and the modiﬁed system can be written as
dN1
dt
= N1[K1 − 1N1 − 1N2 − 1N1N2(t − 2)],
dN2
dt
= N2[K2 − 2N2 − 2N1 − 2N1(t − 1)N2], (1.2)
where i > 0, i = 1, 2 are the times required for the maturity of ﬁrst species and second species, respectively. For
simplicity Mukhopadhyay et al. [14] only focused on the ﬁrst species and discussed the local stability and hopf
bifurcation of the above delay allelopathic inhibitory system (1.2) when 2 ≡ 0.
Considering any biological and environmental parameters are naturally subject to ﬂuctuation in time. The effects
of a periodically varying environment are important for evolutionary theory as the selective forces on systems in a
ﬂuctuating environment differ from those in a stable environment. Song and Chen [20] extended (1.2) to the following
corresponding continuous non-autonomous differential system with periodic delays:
dN1
dt
= N1[K1(t) − 1(t)N1 − 1(t)N2 − 1(t)N1N2(t − 2(t))],
dN2
dt
= N2[K2(t) − 2(t)N2 − 2(t)N1 − 2(t)N1(t − 1(t))N2]. (1.3)
It has been proven that for system (1.3) there exists at least one positive periodic solution if
¯i
¯j
>max
(
¯i
¯j
,
K¯i
K¯j
e2K¯i
)
, i, j = 1, 2 and i = j ,
where Ki(t), i (t), i (t), i (t) are positive -periodic functions and
¯i = 1

∫ 
0
i (t) dt, ¯i =
1

∫ 
0
i (t) dt, ¯i =
1

∫ 
0
i (t) dt, K¯i =
1

∫ 
0
Ki(t) dt .
Obviously, system (1.3) will have at least one positive periodic solution if these inequalities ¯i ¯j > ¯j ¯i and ¯i K¯j >
¯j K¯ie
2K¯i hold, where i, j = 1, 2 and i = j . The ﬁrst inequality implies that the rate of intra-speciﬁc competition of
population i, the rate of toxic inhibition of population j by population i are high and the rate of inter-speciﬁc competition
of population j, the rate of toxic inhibition of population i by population j are low. The second inequality implies that
the rate of intra-speciﬁc competition of population i, the intrinsic growth rate of population j are high and the rate of
inter-speciﬁc competition of population j, the population i intrinsic growth rate are low.
However, many authors [1,15] have argued that the discrete time model governed by difference equations are more
appropriate than the continuous ones when the populations have non-overlapping generations. Discrete timemodels can
also provide efﬁcient computational models of continuous models for numerical simulations. Although the studies of
the dynamics of populationmodels governed by difference equations have received great attention from both theoretical
and mathematical biologists (see [21,18,12,28,4,25]), in most of the models considered so far, it has been assumed that
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all biological and environmental parameters are constant in time (see[21,18,12]) or ﬂuctuate in time without time delay
(see [28,4,24]). In fact, more realistic and interesting models of multiple species growth should take into account both
the seasonality of the changing environment and some of the past states of these systems, that is, the effects of time
delays.
Noting that recent studies of the dynamics of natural population indicate that the density-dependent population
regulation probably takes place over many generations (Crone [3], Turchin and Taylor [23], Turchin [22]). Recently,
Wang et al. [25] studied the effect of more than one past generation and investigated the following discrete population
models with time delays and ﬂuctuating environment:
xi(k + 1) = xi(k) exp
⎧⎨
⎩ri(k) −
n∑
j=1
m∑
l=0
alij (k)xj (k − l)
⎫⎬
⎭ , i = 1, . . . , n. (1.4)
They have obtained the global stability of the above model of Volterra type. Xu et al. [27] investigated a discrete
non-autonomous Lotka–Volterra predator–prey model with time delays
x(k + 1) = x(k) exp
[
r1(k) −
m∑
l=0
a1l (k)x(k − l) −
m∑
l=0
b1l (k)y(k − l)
]
,
y(k + 1) = y(k) exp
[
−r2(k) +
m∑
l=0
a2l (k)x(k − l) −
m∑
l=0
b2l (k)y(k − l)
]
, (1.5)
and discussed the existence of periodic solution of system (1.5). Motivated by the above work [3,23,22,25,27], in this
paper we will investigate the inﬂuence of many generations on the density of species population and discuss in the
following a general discrete non-autonomous system of plankton allelopathy with time delays
N1(k + 1) = N1(k) exp
[
r1(k) −
m∑
l=0
a1l (k)N1(k − l) −
m∑
l=0
b1l (k)N2(k − l)
−
m∑
l=0
c1l (k)N1(k)N2(k − l)
]
,
N2(k + 1) = N2(k) exp
[
r2(k) −
m∑
l=0
a2l (k)N2(k − l) −
m∑
l=0
b2l (k)N1(k − l)
−
m∑
l=0
c2l (k)N2(k)N1(k − l)
]
(1.6)
with
Ni(−l)0, l = 0, 1, . . . , m, Ni(0)> 0, i = 1, 2, (1.7)
whereNi(k) represent the densities of population i at the kth generation. ri(k) are the intrinsic growth rate of population
i at the kth generation, and ail(k) measure the intra-speciﬁc inﬂuence of the (k − l)th generation of population i on the
density of own population. bil(k) stand for the inter-speciﬁc inﬂuence of the (k − l)th generation of population j on
population i. cil(k) stand for the effect of toxic inhibition of population i by population j at the (k − l)th generation,
i, j = 1, 2 and i = j .
A very basic and important ecological problem associated with the study of multi-species population interaction in a
periodic environment is the global existence of positive solution which plays the role played by the equilibrium of the
autonomous models. The principle aim of this article is to derive easily veriﬁable sufﬁcient conditions for the global
existence of positive periodic solutions of system (1.6). To the best of our knowledge, no work has been done for the
discrete non-autonomous difference system (1.6) with time delays.
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The rest of this paper is organized as follows. In the next section we will introduce the continuous theorem proposed
by Gains and Mawhin [6], and some notations and concepts. In section 3, by using the continuous theorem we study
the existence of positive periodic solutions of discrete system (1.6) and a set of sufﬁcient conditions are obtained. We
give a brief discussion in the last section.
2. Preliminaries and notations
It is our belief that difference equations with periodic coefﬁcients have wide ranging applications, it is reasonable
to investigate the periodic solutions of difference equations with periodic coefﬁcients. Thus, we will conﬁne ourselves
to the case when the parameters in system (1.6) are periodic functions of the time variables having a common integer
period. This situation usually occurs for the dynamics of populations living in a periodic environment. The periodic
oscillation of the parameters seems reasonable in view of seasonable factors, i.e., mating habits, availability of food,
weather conditions, harvesting and hunting, etc.
Let Z,Z+, R+ and R2 denote the sets of all integers, nonnegative integers, nonnegative real numbers, and two-
dimensional Euclidian vector space, respectively. In this paper, for system (1.6) we always assume that the following
holds: ri, ail, bil, cil : Z → R+ are -periodic, that is,
ri(k + ) = ri(k), ail(k + ) = ail(k), bil(k + ) = bil(k),
cil(k + ) = cil(k), i = 1, 2, l = 1, 2 . . . , m (2.1)
for any k ∈ Z, where, a ﬁxed positive integer, denotes the common period of the parameters in (1.6). The exponential
form of the equations in (1.6) ensures that any forward trajectory {(N1(k),N2(k))} of system (1.6) with initial
conditions (1.7) remains positive for all k ∈ Z+.
In the following we will introduce some basic tools in the frame of Mawhin’s coincidence degree that will be used
in our whole paper.
Let X and Y be two Banach spaces. Consider an operator equation
Lx = Nx,  ∈ (0, 1),
where L : DomL ∩ X → Y is a linear operator and  is a parameter. Let P and Q denote two projectors such that
P : X ∩ DomL → KerL and Q : Y → Y/ImL.
Denote by J : ImQ → KerL is an isomorphism of ImQ onto KerL. Recall that a linear mappingL : DomL∩X →
Y with KerL = L−1(0) and ImL = L(DomL), will be called a Fredholm mapping if the following two conditions
hold:
(i) KerL has a ﬁnite dimension;
(ii) ImL is closed and has a ﬁnite codimension.
Recall also that the codimension of ImL is dimension of Y/ImL, i.e., the dimension of the cokernel coker L of L.
When L is a Fredholm mapping, its index is the integer IndL = dim KerL − codim ImL.
We shall say that a mapping N is L-compact on  if the mapping QN : ¯ → Y is continuous, QN(¯) is bounded,
and Kp(I − Q)N : ¯ → X is compact, i.e., it is continuous and Kp(I − Q)N(¯) is relatively compact, where
Kp : ImL → DomL ∩ KerP is an inverse of the restriction Lp of L to DomL ∩ KerP , so that LKp = I and
Kp = I − P . In the sequel, we will use the following result of Mawhin [6, p. 40].
Lemma 2.1 (Gaines and Mawhin [6]). Let X and Y be two Banach spaces and L a Fredholm mapping of index zero.
Assume that N : ¯ → Y is L-compact on ¯ with  open bounded in X. Furthermore assume:
(a) for each  ∈ (0, 1), x ∈  ∩ DomL, Lx = Nx,
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(b) QNx = 0 for each x ∈  ∩ KerL and
deg{JQNx, ∩ KerL, 0} = 0.
Then the equation Lx = Nx has at least one solution in DomL ∩ ¯.
In what follows we shall use the following notations:
I = {0, 1, . . . ,− 1}, f¯ = 1

−1∑
k=0
f (k), f L = min
k∈I
f (k), f U = max
k∈I
f (k),
where {f (k)} is an -periodic sequence of real numbers deﬁned for k ∈ Z. The following result was given by
Lemma 3.2 in Ref. [4].
Lemma 2.2. Let f : Z → R be -periodic, that is, f (k + ) = f (k), then for any ﬁxed k1, k2 ∈ I and any k ∈ Z,
one has
f (k)f (k1) +
−1∑
s=0
|f (s + 1) − f (s)|,
f (k)f (k2) −
−1∑
s=0
|f (s + 1) − f (s)|.
Denote
l2 = {x = {x(k)} : x(k) ∈ R2, k ∈ Z}.
For a=(a1, a2) ∈ R2, deﬁne |a|=max{a1, a2}.Let l ⊂ l2 denote the subspace of all-periodic sequences equipped
with the usual supremum norm ‖ · ‖, i.e.
‖x‖ = max
k∈I
|x(k)| for x = {x(k) : k ∈ Z} ∈ l.
Then it follows that l is a ﬁnite dimensional Banach space.
Let
l0 =
{
x = {x(k) ∈ l} :
−1∑
k=0
x(k) = 0
}
,
lc = {x = {x(k) ∈ l} : x(k) = h ∈ R2, k ∈ Z}.
Then it follows that l0 and lc are both closed linear subspaces of l and
l = l0lc , dim lc = 2.
3. Main results
We are now in a position to state our result on the existence of positive periodic solutions of system (1.6).
Theorem 3.1. Assume that∑m
l=0 a¯il∑m
l=0 b¯j l
>max
(∑m
l=0 c¯il∑m
l=0 c¯j l
,
r¯i
r¯j
e2r¯i
)
, i, j = 1, 2 and i = j .
Then system (1.6)–(1.7) has at least one positive -periodic solution.
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Proof. Make the change of variables
x1(k) = ln{N1(k)}, x2(k) = ln{N2(k)}. (3.1)
By substituting (3.1) into (1.6) we can get
x1(k + 1) − x1(k) = r1(k) −
m∑
l=0
a1l (k)e
x1(k−l) −
m∑
l=0
b1l (k)e
x2(k−l) −
m∑
l=0
c1l (k)e
x1(k)ex2(k−l),
x2(k + 1) − x2(k) = r2(k) −
m∑
l=0
a2l (k)e
x2(k−l) −
m∑
l=0
b2l (k)e
x1(k−l) −
m∑
l=0
c2l (k)e
x2(k)ex1(k−l). (3.2)
It is easy to see that if system (3.2) has one -periodic solution {(x∗1 (k), x∗2 (k))}, then {(N∗1 (k),N∗2 (k))} =
{(ex∗1 (k), ex∗2 (k))} is a positive -periodic solution of system (1.6). Therefore, to complete the proof, it is only to
show that system (3.2) has at least one -periodic solution.
Set X = Y = l. Denote by L : X → X the difference operator given by Lx = {(Lx)(k)} with
(Lx)(k) = x(k + 1) − x(k) for x ∈ X and k ∈ Z
and N : X → X as follows:
N
[
x1
x2
]
=
⎡
⎢⎣ r1(k) −
m∑
l=0
a1l (k)ex1(k−l) −
m∑
l=0
b1l (k)ex2(k−l) −
m∑
l=0
c1l (k)ex1(k)ex2(k−l)
r2(k) −
m∑
l=0
a2l (k)ex2(k−l) −
m∑
l=0
b2l (k)ex1(k−l) −
m∑
l=0
c2l (k)ex2(k)ex1(k−l)
⎤
⎥⎦
for any (x1, x2) ∈ X and k ∈ Z. It is easy to see that L is a bounded linear operator and
KerL = lc , ImL = l0 , dim KerL = 2 = codim ImL,
then it follows that L is a Fredholm mapping of index zero.
Deﬁne
P
[
x1
x2
]
= Q
[
x1
x2
]
=
⎡
⎢⎢⎣
1

−1∑
s=0
x1(s)
1

−1∑
s=0
x2(s)
⎤
⎥⎥⎦ ,
[
x1
x2
]
∈ X = Y .
It is not difﬁcult to show that P and Q are continuous projectors such that
ImP = KerL, KerQ = ImL = Im (I − Q).
Furthermore, the inverse (to L) Kp : ImL → DomL ∩ KerP exists and is given by
Kp(x) =
k−1∑
s=0
x(s) − 1

−1∑
s=0
(− s)x(s).
Then QN : X → Y and Kp(I − Q)N : X → X are given by
QNx = 1

−1∑
s=0
Nx(s)
and
Kp(I − Q)Nx =
k−1∑
s=0
Nx(s) − 1

−1∑
s=0
(− s)Nx(s) −
(
k

− 1 + 
2
)−1∑
s=0
Nx(s).
In order to apply Lemma 2.1 we need to search for an appropriately open, bounded subset .
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Corresponding to the operator equation Lx = Nx,  ∈ (0, 1), we have
x1(k + 1) − x1(k) = 
[
r1(k) −
m∑
l=0
a1l (k)e
x1(k−l) −
m∑
l=0
b1l (k)e
x2(k−l) −
m∑
l=0
c1l (k)e
x1(k)ex2(k−l)
]
,
x2(k + 1) − x2(k) = 
[
r2(k) −
m∑
l=0
a2l (k)e
x2(k−l) −
m∑
l=0
b2l (k)e
x1(k−l) −
m∑
l=0
c2l (k)e
x2(k)ex1(k−l)
]
. (3.3)
Suppose that x = {x(k)} = {(x1(k), x2(k))} ∈ X is a solution of (3.3) for a certain  ∈ (0, 1). Summing on both sides
of (3.3) from 0 to − 1 with respect to k, we can derive
r¯1=
−1∑
k=0
m∑
l=0
a1l (k)e
x1(k−l) +
−1∑
k=0
m∑
l=0
b1l (k)e
x2(k−l) +
−1∑
k=0
m∑
l=0
c1l (k)e
x1(k)ex2(k−l),
r¯2=
−1∑
k=0
m∑
l=0
a2l (k)e
x2(k−l) +
−1∑
k=0
m∑
l=0
b2l (k)e
x1(k−l) +
−1∑
k=0
m∑
l=0
c2l (k)e
x2(k)ex1(k−l). (3.4)
Since x = {x(k)} ∈ X, there exist i ∈ I such that
xi(i ) = min
k∈I
{xi(k)}, i = 1, 2. (3.5)
It follows from (3.5) that
r¯i
−1∑
k=0
m∑
l=0
ail(k)e
xi (i ) +
−1∑
k=0
m∑
l=0
bil(k)e
xj (j ) +
−1∑
k=0
m∑
l=0
cil(k)e
xi (i )exj (j )
>
−1∑
k=0
m∑
l=0
ail(k)e
xi (i ), i, j = 1, 2 and i = j , (3.6)
which implies
xi(i ) < ln
{
r¯i∑m
l=0 a¯il
}
= ln
{
r¯i
Ai
}
, i = 1, 2, (3.7)
where Ai =∑ml=0 a¯il , besides, from (3.3) and (3.4)
−1∑
k=0
|xi(k + 1) − xi(k)|
{−1∑
k=0
[
ri(k) +
m∑
l=0
ail(k)e
xi (k−l) +
m∑
l=0
bil(k)e
xj (k−l)
+
m∑
l=0
cil(k)e
xi (k)exj (k−l)
]}
2r¯i, i, j = 1, 2 and i = j . (3.8)
By (3.8) and Lemma 2.2, we have
xi(k)xi(i ) +
−1∑
s=0
|xi(s + 1) − xi(s)| ln
{
r¯i
Ai
}
+ 2r¯i. (3.9)
On the other hand, there also exist 	i ∈ I such that
xi(	i ) = max
k∈I
{xi(k)}, i = 1, 2. (3.10)
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In view of (3.4) we can obtain
r¯i
−1∑
k=0
m∑
l=0
ail(k)e
xi (	i ) +
−1∑
k=0
m∑
l=0
bil(k)e
xj (	j ) +
−1∑
k=0
m∑
l=0
cil(k)e
xi (	i )exj (	j )

{
m∑
l=0
(a¯il + c¯ilexj (	j ))exi (	i ) +
m∑
l=0
b¯ile
xj (	j )
}
, i, j = 1, 2 and i = j .
So,
r¯i
m∑
l=0
(a¯il + c¯ilexj (	j ))exi (	i ) +
m∑
l=0
b¯ij e
xj (	j ), i, j = 1, 2 and i = j . (3.11)
Then
exi (	i ) >
r¯i −∑ml=0 b¯ilexj (	j )∑m
l=0[a¯il + c¯ilexj (	j )]
>
r¯i −∑ml=0 b¯il((r¯j /Aj )e2r¯j)∑m
l=0[a¯il + c¯il((r¯j /Aj )e2r¯j)]
= Aj r¯i −
∑m
l=0 b¯il r¯j e2r¯j∑m
l=0[Aj a¯il + c¯il r¯j e2r¯j]
:= Mi, i, j = 1, 2 and i = j . (3.12)
That is,
xi(	i ) > ln{Mi}, i, j = 1, 2 and i = j . (3.13)
By (3.8), (3.13) and Lemma 2.2 we derive
xi(k)xi(	i ) −
−1∑
s=0
|xi(s + 1) − xi(s)| ln{Mi} − 2r¯i, i = 1, 2. (3.14)
Eqs. (3.9) and (3.14) imply
|xi(k)| max
{∣∣∣∣ln
{
r¯i
Ai
}
+ 2r¯i
∣∣∣∣ , | ln{Mi} − 2r¯i|
}
:= Hi, i = 1, 2. (3.15)
Obviously, Mi,Ai and Hi in (3.13) and (3.15) are independent of , respectively. Denote H = H1 + H2 + h0, where
h0 is taken sufﬁciently large such that the unique solution (x∗1 , x∗2 )
 of the system of algebraic equation
m∑
l=0
a¯1le
x1 +
m∑
l=0
b¯1le
x2 +
m∑
l=0
c¯1le
x1ex2 = r¯1,
m∑
l=0
a¯2le
x2 +
m∑
l=0
b¯2le
x1 +
m∑
l=0
c¯2le
x1ex2 = r¯2 (3.16)
satisﬁes ‖(x∗1 , x∗2 )‖=max{|x∗1 |, |x∗2 |}<h0. This satisﬁes the condition (a) in Lemma 2.1.When x ∈ ∩KerL, x =
{(x1, x2)}, and (x1, x2) is a constant vector in R2 with ‖x‖ = max{|x1|, |x2|} = H . Thus, we have
QN
[
x1
x2
]
=
⎡
⎢⎣ r¯1 −
m∑
l=0
a¯1lex1 −
m∑
l=0
b¯1lex2 −
m∑
l=0
c¯1lex1ex2
r¯2 −
m∑
l=0
a¯2lex2 −
m∑
l=0
b¯2lex1 −
m∑
l=0
c¯2lex1ex2
⎤
⎥⎦ = [00
]
.
This proves that condition (b) in Lemma 2.1 is satisﬁed.
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Now we prove that the last condition in Lemma 2.1 holds. Let J = I : ImQ → KerL, (x1, x2) → (x1, x2), in
view of assumption of Theorem 3.1, a straightforward calculation shows that
deg{JQN(x1, x2), ∩ KerL, (0, 0))} = sgn
{(
m∑
l=0
a¯1l
m∑
l=0
a¯2l −
m∑
l=0
b¯1l
m∑
l=0
b¯2l
)
ex
∗
1+x∗2
+
(
m∑
l=0
a¯1l
m∑
l=0
c¯2l −
m∑
l=0
b¯2l
m∑
l=0
c¯1l
)
e2x
∗
1+x∗2 +
(
m∑
l=0
a¯2l
m∑
l=0
c¯1l −
m∑
l=0
b¯1l
m∑
l=0
c¯2l
)
ex
∗
1+2x∗2
}
= 1 = 0.
Finally, we will show that N is L-compact on ¯. For any x ∈ ¯,
‖QNx‖ =
∥∥∥∥∥ 1
−1∑
s=0
Nx(s)
∥∥∥∥∥  max
{
rU1 +
m∑
l=0
aU1le
H1 +
m∑
l=0
bU1le
H2 +
m∑
l=0
cU1le
H1+H2
×rU2 +
m∑
l=0
aU2le
H2 +
m∑
l=0
bU2le
H1 +
m∑
l=0
cU2le
H1+H2
}
:= B.
Hence, QN(¯) is bounded. Obviously, QNx : ¯ → Y is continuous.
It is easy to see that
‖Kp(I − Q)Nx‖
−1∑
s=0
‖Nx(s)‖ + 1

−1∑
s=0
(− s)‖Nx(s)‖ + 1 + 3
2
−1∑
s=0
‖Nx(s)‖ 1 + 7
2
B.
For any x ∈ ¯, k1, k2 ∈ I, without loss of generality, let k2 >k1, we have
|Kp(I − Q)Nx(k2) − Kp(I − Q)Nx(k1)| =
∣∣∣∣∣∣
k2−1∑
s=k1
Nx(s) − k2 − k1

−1∑
s=0
Nx(s)
∣∣∣∣∣∣

k2−1∑
s=k1
|Nx(s)| + k2 − k1

−1∑
s=0
|Nx(s)|2B|k2 − k1|.
Thus, the set {Kp(I − Q)Nx | x ∈ ¯} is equicontinuous and uniformly bounded. By using the Arzela–Ascoli theorem,
we see that Kp(I − Q)N : ¯ → X is compact. Consequently, N is L-compact.
By now we know that  veriﬁes all the requirements in Lemma 2.1 and then (3.2) has at least one -periodic
solution. By the medium of (3.1), we derive that system (1.6) has at least one positive -periodic solution. The proof is
complete. 
Finally, we will consider a special case, that is, there is no effect of time delays on the system.
N1(k + 1) = N1(k) exp[r1(k) − 1(k)N1(k) − 1(k)N2(k) − 1(k)N1(k)N2(k)],
N2(k + 1) = N2(k) exp[r2(k) − 2(k)N2(k) − 2(k)N1(k) − 2(k)N1(k)N2(k)]. (3.17)
From the proof of the Theorem 3.1, it is easy to obtain the following Corollary 3.1.
Corollary 3.1. Suppose that
¯i
¯j
>max
(
¯i
¯j
,
r¯i
r¯j
e2r¯i
)
, i, j = 1, 2 and i = j .
Then system (3.17) has at least one positive -periodic solution.
Remark 1. Compared with the main results in Ref. [20], it is interesting that the above criteria established are similar
to those for continuous non-autonomous system in Ref. [20].
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Remark 2. In view of the proof of Theorem 3.1, one can see that Theorem 3.1 can remain valid if some or all time
delays are replaced by periodic delays.
4. Discussion
In this paper, we have discussed the combined effect of the periodicity of environment and time delays on the
dynamics of a discrete non-autonomous system of plankton allelopathy. By applying Gaines and Mawhin’s contin-
uation theorem of coincidence degree theory, we have shown the existence of positive periodic solutions for the
above delay system (1.6). By Theorem 3.1, we see that system (1.6) will have at last one positive periodic solution
if
∑m
l=0 a¯il
∑m
l=0 c¯j l >
∑m
l=0 b¯j l
∑m
l=0 c¯il and r¯j
∑m
l=0 a¯il > r¯ie2r¯i
∑m
l=0 b¯j l , that is, if system (1.6) satisﬁes the con-
ditions: (1) the coefﬁcients measuring the inﬂuence of (k − l)th generation of population i on the density of own
population, the coefﬁcients representing the effect of toxic inhibition of population j by population i at the (k − l)th
generation are high and the coefﬁcients standing for the inﬂuence of (k − l)th generation of population i on population
j, the coefﬁcients measuring the inﬂuence of toxic inhibition of population i by population j species at the (k − l)th
generation are low; (2) the intrinsic growth rate of population j, the coefﬁcients measuring the inﬂuence of population
i at the (k − l)th generation on the density of own population are high and the intrinsic growth rate of population i, the
coefﬁcients representing the inﬂuence of population i at the (k − l)th generation on population j are low, then system
(1.6)–(1.7) will have at least one positive periodic solution. By Theorem 3.1, we note that the time delays are harmless
for the existence of positive periodic solutions of system (1.6).
We would like to mention here that an interesting but challenging problem associated with the studies of system
(1.6) should be the uniqueness and global stability of positive periodic solutions. We leave this for future work.
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