The inclusion of multimodal inputs improves the accuracy and dependability of smart healthcare systems. A user satisfaction monitoring system that uses multimodal inputs composed of users' facial images and speech is proposed in this paper. This smart healthcare system then sends multimodal inputs to the cloud. The inputs are processed and classified as fully satisfied, partly satisfied, or unsatisfied, and the results are sent to various stakeholders in the smart healthcare environment. Multiple image and speech features are extracted during cloud processing. Moreover, directional derivatives and a weber local descriptor is used for speech and image features, respectively. The features are then combined to form a multimodal signal, which is supplied to a classifier by support vector machine. Our proposed system achieves 93% accuracy for satisfaction detection.
I. INTRODUCTION
The demand for medical practitioners increases with population. The introduction of smart sensors, fast and low-cost storage and processing, and smart healthcare frameworks has provided alternative solutions for the shortage of medical practitioners. Smart healthcare systems have recently gained substantial attention because they improve health services within smart cities and the overall quality of life. These systems reduce travel time and provide patients with fast, accurate, and low-cost healthcare solutions. Thus, the systems are projected to become a billion-dollar industry in the coming years [1] .
To make smart healthcare framework attractive and successful, researchers have tried to build easy-to-use and low-cost smart sensors that are capable of fast and accurate decision making and have ubiquitous computing properties. However, including these features in a single framework remains challenging [2] - [5] . Cost and ease of use affect depend on the complexity of processes for acquiring and processing multimodal signals, whereas accuracy of the decision-making ability of a smart sensor requires intelligent processes for detecting or classifying signals.
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With the advancement of technology smart healthcare frameworks have been able to achieve good performance and high accuracy, which has inspired the use of multimodal signals for smart healthcare applications [6] . Multitude of mobile smart healthcare sensors like smart phones, smart bands, and wearable smart sensors for recording glucose levels, blood pressure are being used in smart healthcare systems [1] . Few years back the focus of smart healthcare systems was on smart sensors, real-time monitoring, intelligent accessing of health conditions etc. But recently the focus has shifted to inducing mobility and use of multimodal inputs. Smart healthcare sensors and medical data processing techniques have evolved to aid accurate clinical monitoring and effective feedback. Advancement in biomedical research has made possible to analyze huge amount of medical data (e.g., human genome) which has helped in identification, monitoring and evolution of diseases. Thanks to these recent advancements, smart healthcare services have now expanded to include healthcare related areas such as clinical research and pharmaceutics. The multimodal healthcare data are continuously monitored and analyzed. Medical report is then prepared which can gives comprehensive insight into patients' health status. Patients' feedback and response can be taken into account to monitor their health. Medical practitioners use these reports to decide on drug prescription, lifestyle changes and future course of action. Many smart healthcare frameworks for different types of domains have been proposed. Some of them deal with smart cities [5] , patient's state monitoring [9] , emotion recognition [8] , voice pathology [6] , image forgery detection [7] , electrocardiogram (ECG) [2] , electroencephalogram (EEG) [10] , [17] , service delivery [13] , and consumer satisfaction [15] .
User or patient satisfaction has been the primary goal of the smart healthcare industry. Healthcare service providers can measure user satisfaction by obtaining feedback through electronic or paper-based surveys. Unfortunately, many users or patients avoid participating in these surveys, and thus survey results are often inaccurate. A smart healthcare system that monitors the patients' facial image, gestures, emotions, speech can detect satisfaction levels accurately and solve this problem.
In the current work, we develop a smart healthcare framework and propose a patient satisfaction classification system. We use multimodal data and novel techniques to process speech and facial image signals obtained from the patients. The captured speech and image signals are then sent to the cloud server for further processing. The multimodal signals are classified, and the results are sent to the respective stakeholders via the cloud manager. The smart healthcare framework is shown in Figure 1 . Various types of smart multimedia sensors are installed inside a smart home. These sensors can continuously monitor and record multimedia signals from the patient. Speech and facial expression signals, which indicate satisfaction level, are sent to the cloud server for classification. The satisfaction levels are recognized and transmitted to various stakeholders, which include medical practitioners who can analyze the satisfaction levels of the patients and decide programs for future improvements.
The remainder of the article is organized as follows: Related works and the overview of the proposed patient satisfaction classification system is provided in Section II. The experiments, results, and discussion are provided in Section III. Finally, conclusions are presented in Section IV.
II. RELATED STUDY
Many studies on monitoring the emotions and status of patients have been conducted recently. We present some of the most important studies in this section.
Human emotion recognition is based on speech, facial image, multimodal features, or a combination of these features. In [20] , the authors proposed a system for emotion detection using nonlinear speech features. The system used particle swarm optimization on the Emo-DB dataset to extract optimal features and showed approximately 99.4% accuracy. Emo-DB has been used by researchers for emotion recognition. Researchers in [21] employed spectral and prosody features from speech and used a support vector machine (SVM) for classification. They reported 94.9% accuracy on the same dataset. In [22] , the authors proposed automatic audiovisual emotion recognition system for healthcare industry for patients' states and satisfaction levels. They employed 2D and 3D CNN model for the speech and video modalities respectively. In another study [23] , the hidden Markov model (HMM) was used for classification and resulted in 73% accuracy. In [24] , the researchers employed extreme learning machine for classification and used wavelet packet energy to extract features, obtaining an accuracy of 97.2%.
Many recent studies regarding facial expression recognition in humans utilize facial images or videos; many of these studies used the Cohn-Kanade (CK) [25] dataset emotion recognition. Two such studies [26] , [27] extracted geometric, wavelet, and texture features, and used SVM for classification; the studies reported 96% accuracy on the CK dataset.
Expression detection systems for patients were proposed in [28] - [30] . The authors in [28] used big data of emotions and developed a healthcare framework, which employed deep learning technique for classification. In [29] , a smart healthcare framework was proposed for smart city perspective, and local binary pattern (LBP) features were extracted. Researchers in [8] proposed a system to monitor patients' status using speech and facial image features. In [30] , the authors proposed an e-healthcare system for facial expression recognition. They employed weber local descriptor to extract features and reported 98% accuracy.
Recently, some of the researchers proposed human expression recognition systems based on multimodal inputs [4] , [8] , [22] , [28] , [38] . They combined speech and image signals and reported higher accuracy than the systems that used one type of input. In [38] , the authors performed emotion classification based audio and video inputs. They used MPEG-7 for audio features and LBP for facial features to achieve 89% accuracy for the fused signal. A multi-modal system for big data emotion recognition is proposed in [28] , it uses speech and face video and achieves 83.10 % accuracy for combined inputs. Another emotion recognition system is proposed for bimodal inputs in [22] which is based on deep learning. It uses a 2D CNN model for the speech input and a 3D CNN model for the video input. The features from the two CNN models are fused using ELM networks. This system achieves 91% accuracy for emotion recognition. The authors in [39] proposed an edge-cloud based privacy preserving system for emotion recognition which used IoT devices to capture real time audio and video signals.
A study proposed a multimodal expression recognition system based on feature selection mechanism and employed Deep Belief Network (DBN) [40] . They reported low accuracies. In another study [41] the authors used DBN for audio classification and CNN for video input. They also used bag-of-mouth technique and autoencoders were employed for feature fusion. Some authors proposed Convolutional DBN (CDBN) for emotion recognition [42] . They achieved an accuracy of 58.5% using the MAHNOB-HCI database.
A study proposed pretrained 2D CNN for speech and a pretrained 3D CNN model for images [43] . The 2D CNN used Mel-spectrogram of the speech signal. They also employed DBN for feature fusion. The system achieved good accuracy of 85.97% on the eNTERFACE'05 database. In another work [30] the authors used Multi-Directional Regression (MDR) and the ridgelet transform to extract speech features and image features respectively. The features were fused using an Extreme Learning Machine (ELM). The proposed system achieved an accuracy of 83.06% on the eNTERFACE'05 database. In [44] the authors used pretrained CNN models for emotion recognition and achieved an accuracy of 74% on the RML database.
Recently a study employed two ELM with pretrained CNN models for audio and video feature fusion [9] . They achieved a very high accuracy of 86.4% on the eNTER-FACE'05 database. Big Data [45] was also used for emotion classification using active learning in a recent study [18] .
III. MATERIAL AND METHOD
In Figure 1 , we present the overall structure of the proposed patient satisfaction classification system within a healthcare framework. A multimodal input composed of processed speech and image signals is used. A video camera and a microphone are employed to capture the facial expressions and to record the speech signals, respectively. The framework has three main components: smart home, cloud server, and hospitals and doctors. The first component is the smart home with smart sensors that are connected to a local server via Wi-Fi or Bluetooth. The local server sends the captured signals to a cloud server. The cloud server has several components, such as an authentication and distribution manager, data storage, and speech and video processing component. The authentication and distribution manager authenticate the signals that come from a registered user and distributes the task to the processing component. The processing component may use a parallel processing to make the computing fast. After completing the classification task, the decision is sent to the stakeholders of the healthcare framework.
A. SPEECH PROCESSING
The speech of each patient is continuously monitored and recorded. The signal is then sent to the cloud server for further processing. The cloud server is responsible for extracting speech features using machine learning techniques. These features are then sent to the classifier, which acquires all the extracted features and classifies the input into satisfaction-level classes. The cloud server first preprocesses the speech signal, calculates frames, and applies Hamming window. The length and shift of the frame are 40 ms and 20 ms, respectively. Fourier transform is applied after the windowing operation and the frames are converted into a frequency domain. A total of 24 band-pass filters are used with the central frequencies spread on the mel perceptual scale. The bandwidth of the filters coincides with the critical bandwidth. A spectrogram is obtained after this process. The Hamming window is used to make sure that successive frames are continuous to avoid spectral leakage. All the windowed frame are converted into a frequency-domain. These frequency-domain frame representations are concatenated to get a spectrogram. The filters represents linear regression in the one of the four direction. These directions represent the relationship between frames and frequency bands. After applying the filters, we have three images. These images are normalized in the range between 0 and 255. The following equation shows the process of linear regression along time (0 0 ), where S n,f corresponds to the spectrogram at frame n and filter f.
The expressions for fully satisfied speech may have slow transformation in the direction of time and frequency. However, when the patient is unsatisfied, the speech shows regular variations in time and frequency. For the compression and decorrelation of the signal, the discrete cosine transform is used to process the directional derivatives. After these operations, 48 features for each frame of the speech input are obtained.
B. IMAGE PROCESSING
Initially, a key frame for each second of the captured video is selected. This frame is calculated by comparing the histogram for each video frame. The frame with least distance from the succeeding frames and the last frame is selected. The image signal is composed of these key frames. The facial area of the image input is acquired through a face detection technique.
The key frame is selected by a local machine, the selection process is such that the total time to transmit and process the frames in the cloud is reduced.
The key frame is processed by using a Weber local descriptor (WLD) [32] . WLD is a powerful local descriptor and has been applied to many image-processing applications [33] - [37] . A brief description of the WLD calculation is given below.
WLD has two components: differential excitation (DE) and gradient orientation (GO). DE is calculated by taking the arctan of the ratio between the outputs of the filter f D and the filter f C of Figure 3 . The calculation is shown in Eq. 1, where p c corresponds to the center pixel of a 3 × 3 region.
GO is calculated by taking the arctan of the ratio between the outputs of the filter f H and the filter f V of Figure 3 . The calculation is shown in Eq. 2.
GO is mapped between 0 • and 180 • and discretized to T dominant orientations. DE is divided into M histograms, where each histogram has S bins.
C. CLASSIFICATION
After the speech and image features are extracted, the cloud server feeds them to SVM, as shown in Figure 4 . The speech features from derivative filtering and the WLD video features were concatenated in an array and this array was supplied to the SVM classifier. The SVM uses the speech and audio features to give combined result for satisfaction classes. SVM is a binary classifier with numerous successful applications in signal-processing domain [16] . It has been applied for image classification, recognizing speaker, EEG, and ECG classification. SVM classifier works by increasing the interclass distance from a linear separation. In a two-dimensional space, where it is not possible to differentiate two classes clearly, we apply a kernel to map the classes to high-dimensional space. Kernel function separates the data via hyperplane. Many kernel functions are proposed in literature, but the polynomial and RBF (radial basis function) are most commonly used and have produced good results in speech and image-processing tasks. Hence, we use these kernel functions for our proposed system.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, it is described how to setup for experiments, the related database used and the analysis of the results.
A. SETUP FOR EXPERIMENTS
Our satisfaction recognition system recognizes three satisfaction levels: fully satisfied, partly satisfied, and not satisfied. The SVM classifier uses the one-against-the-rest technique. Several experiments were conducted for the evaluation of the system in different setups. Some setups used the speech input only, some used the image input only, and some used speech and video inputs. SVM parameters, such as optimization and kernel parameters, were fixed while the system was being trained.
B. DATABASE
We used our own speech and facial image dataset in the evaluation of the proposed system. A total of 40 male students participated in the dataset. The average age of the participants was 21 years. We trained all the students for the three satisfaction level classes. Speech signals and video were recorded simultaneously, and the recording of the dataset was commenced during the training session.
We made three sessions for each satisfaction level for each participant. We collected nine samples of each class from each participant. After the actual recording of the dataset, we validated them by playing the recording before each participant. We achieved an average score of 4.2 for the dataset. We used silent office environment for recording the dataset. The setup had extremely low noise level, and we used noise cancellation techniques. We also had best lightning setup to reach a uniform illumination to clarify the video. The labelling for the collected data were carried out by two persons. Whenever there was a conflict or disagreement between the two, a third person vote was taken into account.
The experiments were performed by using five-fold crossvalidation for which we had divided the dataset into five sets. All the experiments were executed in five groups, and four sets in each group were used for training and one set for testing. We used 5-fold cross evaluation instead of 10 fold because our dataset is small in size hence using 10 fold cross evaluation would have made each training set very small in size, hence we preferred 5-fold cross evaluation. We calculated the average accuracy for the combined results.
C. RESULTS
In Figure 5 , we show the accuracy of the satisfaction level classification system when we use only speech features. We used four directional derivatives to extract the features. The accuracy for each directional derivative is shown. We achieved the highest accuracy for the speech signal with 0 • directional derivative. The next best accuracy was achieved using 45 • directional derivative. The RBF kernel gave us better result than the polynomial kernel. As shown in Figure 5 , the RBF kernel together with the 0 • filter gave 83.4% accuracy, whereas the polynomial kernel together with the 0 • filter gave 82.7% accuracy. In addition, time derivative is found to be the most important for patient satisfaction level classification when only speech signal is used. Accuracy went up to 88.4% using the RBF kernel and all the filters. The accuracy using the polynomial kernel was 87.6%. Table 1 shows accuracies, sensitivities, and specificities of the system using speech modality only. 0 • directional derivatives capture temporal dynamics of a speech signal. The dynamics effectively encode the co-articulation effect of the speech, which is very important for speech recognition applications such as emotion from speech. This is well supported by experimental results as we see the highest accuracy was obtained by the 0 • directional derivative filter (Fig. 5 ). Tempo-spatial features during an onset (45 • directional derivative) are more powerful than those during an offset (135 • directional derivative). This is evident in Fig. 5 .
The accuracies of the system using images only can be found in Figure 6 . WLD has three parameters, namely, T, M, and S. Results are shown with different combinations of these three parameters. As shown in Figure 6 , the highest accuracy was with (T, M, S) = (4, 6, 8) and the RBF kernel. Table 2 shows accuracies, sensitivities, and specificities of the system this best case. If we compare the performance shown in Tables 1 and 2, it is found that the system shows better performance using the image-only case than the speech-only case. The accuracy results of the system when speech and image input are used are shown in Figure 7 . The directional derivatives for speech input are combined. As shown in Figure 6 , our proposed system reached 88.4% accuracy for speech only input, 89.4% accuracy for image only input, and 92.7% accuracy when both image and speech input were used. All these results were achieved with SVM classifier using RBF kernel function. The results show that image features are more significant than speech features for satisfaction level classification. However, their accuracy improves when both features are combined.
We also compared the performance of our proposed satisfaction level classification result with other systems, which use other methods for extracting features from such type of signals. Some of the popular techniques are LBP, linear predictive coding (LPC) and mel-frequency cepstral coefficients (MFCC) [11] for speech features, and histogram of gradients (HoG) [14] for image features. We tested rectangular LBP and circular LBP, since the performance of rectangular LBP was better, we compared its result with our proposed system. Table 3 shows the comparison of these methods with our proposed system. The proposed system clearly has the best performance. The LPC and the MFCC do not use multi-directional derivatives, whereas the proposed system uses fourdirectional derivatives. The proposed system can, therefore, extract relative information not only along time instances or frequency instances, but also along the joint instances. This makes the proposed system effective using speech signals. The LBP captures local relative intensity information of an image, while the HoG finds the major gradients information of an image. On the other hand, the WLD has both the relative intensity information and the gradient information. This makes the proposed system which uses the WLD performs better than the LBP or the HoG-based systems.
The bandwidth requirement of the proposed system was also calculated. Fig. 8 , shows the bandwidth required in bps to transmit speech and image. From the figure, we see that the bandwidth needed for image transmission is higher than that needed for speech transmission.
V. CONCLUSION
A patient satisfaction level recognition system that utilizes speech and image signals was proposed for a smart healthcare framework. Directional derivative features were used for the speech, and WLD features were used for the image. We employed an SVM classifier based on RBF kernel function to classify the data. The experiments showed high accuracy (92.7%) when both speech and image features were used.
In our future works, we would try advanced classifying techniques like active learning [18] , which has given good results for emotion recognition. In another study [38] , MPEG-7 audio features gave good results for emotion recognition. We also plan to employ similar features and combine other inputs to improve the performance of the system.
