ABSTRACT. Let fn(X) be the n th iterate of a function in some interval [0, c]. It is known that if f(x) x-xc, a > 1, then fn(X) An a for some A and a. In this paper we prove a converse of this theorem: The rate of convergence of the iterates determines the form of a function.
Let f(x) be a real valued function; denote the nth iterate of f(x) by fn(X), i.e., fo(X) x, fn+ (x) f(fn(x))" If on some interval [0,c] the function f is continuous and satisfies the inequality 0 < f(x) < x (z 0), then nli_,mfn(X) 0 for every x e [0, c]. Indeed, for every such x, fn(X) is monotonically decreasing and it is easy to see that the limit must be 0. The rates of convergence of the sequence fn(X) have been studied extensively, see Ostrowski [1] or Seneta [3] .
If f(0) < 1, the sequence converges at least geometrically fast: There is a constant 0 < 7 < such that fn(X) < .),n for large n. The situation is more delicate when f'(O) 1 . This is known as "slow convergence problem". A. M. Ostrowski [1] 
This is a decreasing sequence in k, hence gic(v) < z is equivalent to k > N, and gic(v) > z is equivalent to k < N. PROOF of Theorem 2. It is enough to show that, under the hypothesis of the theorem,
We break the proof into two parts: I. lim inf _> p, and II. lim sup < p. We have just proved that f(x)< g(z), so fro(x)< gin(x) for all integers m (f is monotone, i.e., We remark that if y < xk_ then gnt,(y < x k. Indeed, if y < xk, the result is immediate since g(x) < x; if x k _< y < xt_ 1, then gn(Y) < xt for some n < nk, so gnu:-n (gn(y)) < xk" Thus fn2(zl) < gn2(X) _< x 2 f n + n3(l) 
By hypothesis of the theorem, if b > a then the left side of (6) goes to as k . To obtain the desired contradiction we will show that the right hand side of (6) 
where < 1 + 1/a. Since log(1 + u) u as u 0, the expression in (9) is less than 2z'/' +' -'-log(z) A word or two regarding the concavity assumption in the Theorem 2. The assumption is certainly needed in the proof. The result is also not true without it. The idea is this: Construct an arbitrary sequence 0 < Xn < 1, Xn 0 at an arbitrary rate. It is easy to see that one can construct a function f(z) such" that f(1)= z and f(zn)= Xn+ (Just draw a picture). The values of f(x) at other point can be taken completely arbitrarily so that the conclusion of Theorem 2 need not hold.
