In this correspondence, the cumulants of the mutual information of the flat Rayleigh fading two-hop amplify-and-forward multiple-input multiple-output (MIMO) relay channel under independent and identically distributed (i.i.d.) Gaussian input vectors are derived in the large array limit. The analysis is based on the replica trick and covers both spatially independent and Kronecker correlated fading. Beamforming at all terminals is restricted to weight matrices that are independent of the channel realization and constant over time. Expressions for mean and variance of the mutual information are obtained. Their parameters are determined by a nonlinear equation system. All higher cumulants are shown to vanish as the number of antennas per terminal, n, grows to infinity. In conclusion, the distribution of the mutual information I becomes Gaussian in the large n limit. In this asymptotic regime, it is completely characterized by the expressions obtained for mean and variance of I, which are in 2(n) and O(1), respectively. Comparisons with simulation results show that the asymptotic results serve as excellent approximations for systems with only few antennas at each terminal.
I. INTRODUCTION
Cooperative relaying has obtained major attention in the wireless communications community in recent years due to its various potentials regarding the enhancement of diversity, achievable rates and range. An important building block in this field is the multiple-input multipleoutput (MIMO) relay channel. Such a channel consists of a source, a relay and a destination terminal, each equipped with multiple antennas.
Generally, there are different ways of including relays in the transmission between a source and a destination terminal. Most commonly, relays are introduced to either decode the noisy signal transmitted by the source or another relay, to reencode the signal and to transmit it to another relay (multihop) or the destination terminal (two-hop). Or the relay simply forwards a linearly modified version of the noisy signal. These relaying strategies are referred to as decode-and-forward and amplify-and-forward, respectively. Currently, the simple amplify-andforward approach seems to be promising in many practical applications, e.g., since it is power efficient, does not introduce decoding delay and achieves optimal diversity in many settings. Another approach is the so called compress-and-forward strategy, which quantizes the received signal and reencodes the resulting samples efficiently. Manuscript We briefly give an overview over important contributions to the field of cooperative communications and relaying. The capability of relays to provide diversity for combating multipath fading has been studied in [1] , [2] , and [3] . In [4] , the potential of spatial multiplexing gain enhancement in correlated fading channels by means of relays has been demonstrated. Tight upper and lower bounds on the capacity of the fading relay channel are provided in [5] - [9] . Furthermore, in [10] the capacity has been shown to scale like N log K for the fading MIMO relay channel, where N is the number of source and destination antennas and K is the number of relays.
In this paper, we focus on the two-hop amplify-and-forward MIMO relay channel with either independent and identically distributed (i.i.d.) or Kronecker correlated Rayleigh-fading channels. Our quantities of interest are the cumulant moments of the mutual information of this channel, when the input vector is complex Gaussian and i.i.d. over time. Of particular importance in this context are its mean and variance. While the mean completely determines the long term achievable rate in a fast fading communication channel, the variance is crucial for the characterization of the outage capacity of a channel, which is commonly the quantity of interest in slow fading channels. Seeking for closed form expressions of the cumulant moments of the mutual information in MIMO systems usually is a difficult task. For the conventional point-to-point MIMO channel, it turned out to be useful to defer the analysis to the regime of large antenna numbers. For the i.i.d. Rayleigh-fading MIMO channel, closed-form expressions for the mean were obtained in [11] and [12] in this regime. For correlated fading at either transmitter or receiver side, the mean was derived in [13] . Reference [14] derives various MIMO channel models based on different levels of a priori knowledge about the channel and provides expressions for the corresponding mean mutual information each. Reference [15] finally provided the mean for the case of i.i.d. Rayleigh fading and MIMO interference. All these results are obtained via the deterministic asymptotic eigenvalue spectra of the receive signal and noise covariance matrices.
Higher moments were also considered, e.g., in [16] , [17] , [18] , and [14] , where the distribution of the mutual information in the large antenna limit was identified to be Gaussian each. Generally, these large array results turned out to be very tight approximations of the respective quantities in finite dimensional systems. Recently, also for two-hop amplify-and-forward MIMO relay channels progress has been achieved in the large array limit. The mean mutual information of Rayleigh fading amplify-and-forward MIMO relay channels in the large array limit has been studied in [10] for case of a forwarding matrix proportional to the identity matrix and channel matrices with i.i.d. elements of zero-mean. In this paper, a fourth order equation for the Stieltjes transform of the corresponding asymptotic eigenvalue spectrum is found, which allows for a numerical evaluation of the mean mutual information. Since even for this special case no analytic solution has been obtained so far via asymptotic eigenvalue spectra, we choose an alternative approach.
The key tool enabling the evaluation of the cumulant moments of the mutual information in the large array limit in this paper is the so called replica method. It was introduced by Edwards and Anderson in [19] and has its origins in physics, where it is applied to large random systems, as they arise, e.g., in statistical mechanics. In the context of channel capacity, it was applied by Tanaka in [20] for the first time. Moustakas et al. [18] finally used a framework utilizing the replica trick developed in [21] to evaluate the cumulant moments of the mutual information of the Rayleigh fading MIMO channel in the presence of correlated interference. The respective paper [18] is formulated in a very explicatory way, and our correspondence goes very much along the lines of this reference. Though not being proven in a rigorous way yet, the replica method is a particularly attractive tool when dealing with functions of large random matrices, since it allows for the evaluation of arbitrary moments.
There are also some large array results by Müller based on free probability theory that are of importance for amplify-and-forward MIMO relay channels. The considered concatenated fading vector channels in [22] (two hops) and [23] (limit of infinitely many hops) can be considered as multi-hop MIMO channels with noiseless relays.
The contributions of this paper are summarized as follows. • In the large array limit, we derive mean and variance of the mutual information of the two-hop amplify-and-forward MIMO relay channel for Kronecker correlated Rayleigh fading and beamforming/forwarding matrices that are independent of the channel realization and constant over time. The obtained expressions depend on coefficients that are determined by a system of six nonlinear equations.
• We show that all higher cumulant moments are O(n 01 ) or smaller and thus vanish as n grows large. Accordingly, we conclude that the mutual information is Gaussian distributed with mean and variance given by our derived expressions in the large n limit.
• Considering that not all doubts about the replica method are dispelled yet, we verify the obtained expressions by means of computer simulations and thus confirm that the replica method indeed works out in our problem.
II. THE CHANNEL AND ITS MUTUAL INFORMATION
The two-hop amplify-and-forward MIMO relay channel under consideration is defined as follows. Three terminals are equipped with n s (source), nr (relay), and n d (destination) antennas, respectively. We allow for communication from source to relay and from relay to destination. Particularly, we do not allot a direct communication link between source and destination. Both the uplink (first hop from source to relay) and the downlink (second hop from relay to destination) are modeled as frequency-flat, i.e., the transmit symbol duration is much longer than the delay spread of up-and downlink. We denote the channel matrix of the uplink by H 1 2 n 2 n , the one of the downlink by H2 2 n 2 n . Furthermore, we assume that the relays process the received signals linearly. The matrix performing this linear mapping is denoted F r 2 n 2 n and called the "forwarding matrix" in the following.
With s the transmit symbol vector, a precoding matrix F s 2 n 2 n and n r and n d the relay and destination noise vectors respectively, the end-to-end input-output-relation of this channel is then given by y = H 2 F r H 1 F s s + H 2 F r n r + n d :
The system is depicted in the upper block diagram in Fig. 1 .
The elements of the channel matrices H 1 and H 2 are assumed to be zero-mean circular symmetric complex Gaussian (ZMCSCG) random variables with covariance matrices as defined in the Kronecker model [24] [vec(H1)vec(H1)
where vec(X) stacks X into a vector columnwise, denotes the Kronecker product, while ( 1 ) H and ( 1 ) T denote the Hermitian transpose and transpose operator, respectively. Ts 2 n 2 n ; Rr 2 n 2 n ; T r 2 n 2 n and R d 2 n 2 n are the (positive definite) spatial correlation matrices of the antenna arrays at the respective terminals. These matrices are required to have full rank for the analysis below. We remind the reader that matrices whose elements are ZMCSCG distributed such that (1) and (2) The above described correlation model thus assumes separable transmit and receive correlations. This assumption is frequently made in the MIMO literature, since it usually simplifies analytic treatment significantly. However, we emphasize that it is not always supported in reality (cf. [25] for a discussion on the deficiencies of the model). A more general correlation model has been proposed by Weichselberger [26] , for instance. We assume all channel matrix elements to be constant during a certain interval and to change independently from interval to interval (block fading). The input symbols are chosen to be i.i.d. ZMCSCGs with variance =ns, i.e., [ss H ] = =nsIn , the additive noise at relay and destination is assumed to be white in both space and time and is modeled as ZMCSCG with unit variance, i.e., [n r n H r ] = I n and [n d n H d ] = In .
The assumptions on the channel state information (CSI) are as follows. The destination perfectly knows the instantaneous channel matrices H1 and H2 as well as Fs and Fr. The source and the relay only know the second order statistics of H 1 and H 2 , i.e., the corresponding covariance matrices. This implies, that F s and F r -and thus beamforming and power loading-can only depend on the covariance matrices of H 1 and H 2 , but not on the instantaneous channel realizations. Such a dependence could not be captured by our analysis, since it cannot be expressed as a Kronecker type of correlation. The elements of F s and F r thus are deterministic and remain constant over time.
It is useful to decompose the forwarding matrix into a scaling factor =n r and a matrixF r fulfilling TrfF rF H r g = n r , where Tr(1)
denotes the trace operator. We denote as the power gain of the forwarding matrix.
With TrfFsF H s g = ns the mutual information 1 conditioned on H1 and H 2 in nats per channel use can be written as Refer to the lower block diagram in Fig. 1 for an illustration. In terms of the respective equivalent channel matrices 
Due to the randomness inH1 andH2, also I is a random variable. The theorem stated in the following section fully characterizes the distribution of I in the limit of large antenna numbers.
III. RESULTS
We formulate our results in the subsequent theorem. Whenever we use the notation O(f(n)) in the following, we assume that ns; nr and 1 If the relay is assumed to be half-duplex, that is, not to be able to transmit and receive at the same time, a pre-log factor 1=2 would be required in order to account for the use of two time slots. n d are proportional to n and thus grow to infinity with all ratios among them fixed.
Theorem 1: Assuming that the moment generating function of I can be analytically continued at least in the positive vicinity of zero, as well as n s 2 2(n); n r 2 2(n); and n d 2 2(n) as n ! 1, the mutual information I as stated in (4) • has a mean which is 2(n) and given by
[I] = ln(det(In + s1Ts)) + ln(det(I n + s 2 R d )) 0 ln(det(In + s3Tr)) 0 ln(det(I n + t 3 R d )) + ln(det(I n + t 2 T r + t 1 t 2 R r T r )) 0 (n s s 1 t 1 + n r s 2 t 2 0 n r s 3 • has a variance which is O(1) and given by
[I]=0 ln j det(V1)j0lnj det(V2)j+2 ln j det(V3)j+O(n 02 ) with V1, V2, and V3 given in (5) • is a Gaussian distributed random variable (and thus fully determined by mean and variance) in the large n limit. Note that the asymptotic Gaussianity of I is an immediate consequence of a result in [27] in the special case thatTs = In ;Tr = R r = I n andR d = I n . Interestingly, the expression obtained for the mean can be written in closed form in the the special case of a forwarding matrix proportional to the identity matrix and channel matrices with i.i.d. elements.
IV. MATHEMATICAL TOOLS
In this section we briefly repeat the mathematical tools we use in the proof of the theorem. These are (cumulant) moment generating functions, the replica method and saddle point integration. At the same time we shall give a brief outline of the proof, which we provide in full detail in Section V.
A. Generating Functions
We define the moment generating function of the mutual information I as follows:
gI() = [e 0I ]: (6) This definition differs from the standard definition in the sign of the argument of the exponential function. The minus sign used in the definition above will simplify notation later on. Given that the moment generating function exists in the vicinity of = 0, we may expand (6) into a series as follows:
We will also consider the cumulant generating function of I, which is defined as ln g I () and can be expanded into the following series: ln(g I ()) = 0 1 [I] + 2 2 1 [I] + 1 p=3 (0) p p! C p (7) with Cp the pth cumulant moment of I. Once we have found this series, it is easy to extract mean and variance of I by a simple comparison of coefficients. Furthermore, since a Gaussian random variable has the unique property that only a finite number of its cumulants are nonzero (more precisely its mean and variance), we will be able to prove the asymptotic Gaussianity of I by showing that the cumulants C p vanish in the large n limit for all p > 2.
B. Integral Identities
We will need some useful integral identities in order to evaluate the moment generating function. Before stating them, we introduce a compact notation for products of differentials arising when integration over elements of matrices is performed. With { = p 01 as well as <fZg and =fZg the real and imaginary parts of a complex variable Z, we define the following integral measures, which coincide with those introduced in [18] : The defining properties of a Grassmann variable are listed in Appendix A. With this notation as well as the Kronecker product operator we specify the following identities, which are proven in [18] .
• For M 2 n 2 n ; N 2 2 positive definite, O 2 2 n and Z; P 2 n 2 , we have = exp(0Tr(OP)):
The application of these identities is known as the replica trick, which introduces multiple copies of the Gaussian integration that arises when computing the expectation of exp(0I) over the elements of H1 and H 2 . We emphasize that the machinery of repeatedly applying the above identities in the evaluation of g I () (see Section V-A) requires to be a positive integer. In order to extract the (cumulant) moments of I from the respective generating function, we thus need to assume that g I ()
can be analytically continued at least in the positive vicinity of zero in the end. This assumption is applied without being proven anywhere in the literature yet. Nevertheless, all results obtained based on this assumption-including those derived below-show a good match with results obtained through computer simulations.
C. Saddle Point Integration
For the final evaluation of the moment generating function, we use the saddle point method. In its simplest form it is a useful tool to solve integrals of the form lim n!1 e 0n19(x ;...;x ) 1 dx 1 11 1dx k ; where 9(1; . . . ; 1) is some function with well defined Hessian at its global minimum. For the sake of simplicity, we consider the univariate case in this section. In the actual proof of the Theorem we will then deal with integrals over multiple variables. Suppose we can rewrite the moment generating function of I in the form (as done in Section V-A) g I () = e 0f(x;;n) dx for some function f . By expanding f into a Taylor series in x around its global minimum at x 0 we can write gI () = e 0f(x ;;n) 2 e 0 f (x ;;n)(x0x ) 0 f (x ;;n)(x0x ) +... 1 dx (11) where ( 1 ) denotes derivative for x. From this expansion and the respective function f(1; ; n) it will be possible to show that (11) can be written as g I () = exp(0 1 (x 0 ) + 2 1 2 (x 0 )) + k3 k O(n 01 ) with 1 ( 1 ) and 2 ( 1 ) functions that we determine in Section V-B. The fact that
immediately reveals that the leading terms of mean and variance are given by 1 and 2 , respectively. The O(n 01 ) scaling of the residual terms is proven in Section V-C. Comparing ln gI() to the right hand side of (7) will reveal the higher cumulants to be O(n 01 ). Remember that we obtained (7) as a series expansion around = 0. We thus have implicitly assumed that the limit n ! 1 and ! 0 can be interchanged. This assumption is noncritical and made without proof in this paper.
In the subsequent sections, we apply this procedure in a multivariate framework. f(1; ; n) is then a function of multiple matrices (cf. next subsection), which appear inside trace and determinant operators. We make a symmetry assumption called the hypothesis of replica symmetry, namely that all these matrices are proportional to the identity matrix at the global minimum of f(1; ; n). This assumption is justified in [28] .
We emphasize that it is this saddle point method that makes the following derivations a large n approximation. If we had another tool capable to solve the critical integral for finite n, the procedure could also be applied to obtain non-asymptotic results.
V. PROOF
For the sake of clarity we structure the proof into three parts corresponding to the subsections below. In Section A, we repeatedly apply the integral identities stated in Section IV-B and thus bring the cumulant generating function into a form that allows for extracting mean and variance in Section B as well as all higher cumulant moments in Section C in the large n limit each.
A. Applying the Replica Trick
We introduce the auxiliary variables Z 1 2 n 2 ; Z 2 2 n 2 ; Z3 2 n 2 ; Z4 2 n 2 ; Z5 2 n 2 ; and A1; A1 ( 2 n d and n d 2 Grassmann matrices), A 2 ; A 2 ( 2 n r and n r 2
Grassmann matrices) and evaluate the moment generating function of I by means of identities (8)- (10) . More precisely, we start with applying the following identities (backwards each) in the following order with parameters as listed below.
• Identity (8) The first two steps allow to get rid of the determinants. Afterwards, we split the productsH 2H1H H 1H H 2 andH 2H H 2 at the expense of the introduced auxiliary matrices Z2 and Z3. The cumulant generating function can thus be rewritten as in (12) shown at the bottom of the next page.
In a next step, we also split the productsH2H1 andH We thus obtain (13) on the bottom of the page.
We are now ready to perform the integration over H 1 and H 2 . This can be done by applying (8) • Identity (8) with Z = H2; M = In ; N = I; O = Z4Z H 1 0
The cumulant moment generating function then simplifies to (14) at the bottom of the page. Next, we split all quartic terms into quadratic terms by making use of (9) and (10) as follows.
• Identity (10) 
Finally, we perform the integrations with respect to Z 1 ; Z 2 ; Z 3 ; Z 5 ; Z 6 ; Z 8 A 1 and A 2 analogously to those with respect to H 1 and H 2 by means of identity (8) for the complex integrals and identity (9) for the Grassmanian ones. This is done in four steps. We start out with integrating with respect to Z 1 ; Z 2 ; Z 6 ; Z 8 . Next, we perform the integration with respect to Z5 and A1. Then, we continue with Z3, before integrating with respect to A 2 finally. This yields gI() = exp(0S) 1 d At this point we have shaped the problem into the form of (11), where the role of x is played by the introduced 2 auxiliary matrices. Note that there appears no matrix with one of its dimension equal to ns; nr or n d in S anymore.
B. Evaluating Mean and Variance
In order to evaluate the remaining integral in (16) 
By symmetry all complex matrices are assumed to be proportional to the identity matrix at the minimum of S (replica symmetry). The Grassmann matrices have to vanish in order to obtain a real solution (by definition real numbers cannot be Grassmann numbers, since they commute). Thus, to develop the Taylor series (18) 
Q8:
By definition, S0 is given by (17) evaluated at the minimum of S, i.e., S 0 = 1 ln det I n + r 1Ts + ln det (I n + (r 2 + r 3 + r 5 + r 6 )R d ) + ln det I n + q 1 R r q 2Tr 0 q 5Tr q 1 R r q 3Tr +q 6Tr + q 1 R r q 2Tr q 6Tr 0 ln det I n + r 8Tr 0 ln det (I n + q 8 R d ) 0 (n s r 1 q 1 + n r r 2 q 2 + n r r 3 q 3 +n r r 5 q 5 + n r r 6 q 6 0 n r r 8 q 8 ) :
The respective coefficients r i and q i have to ensure that S 1 = 0. They are found by differentiating (19) for each of them and setting the resulting expressions to zero. The derivatives for the r i 's (note that we can summarize r 2 + r 3 + r 5 + r 6 + r 8r2 by symmetry) yield The leading term thus simplifies to S0 = 1 ln det In + r1Ts + ln det (I n + r 2 R d ) + ln det I n + q 1 q 2 R rTr + q 2Tr 0 ln det In + r8Tr 0 ln det (In + q8R d ) 0(nsr1q1 + nrr2q2 0 nrr8q8) 1 1: We note that 1 ( 1 ) in (20) is the multivariate version of the function mentioned in Section IV-C. We see that 1( 1 ) is 2(n). This quantity will turn out to correspond to the mean of I in the large n limit.
At this point, we make use of the variable transformations R x ! Rx and Qx ! Qx for x = 1 . . . 8, which preserve the integral measures. Furthermore, we define With this notation we can write the moment generating function in terms of the Hessians of (17), V 1 ; V 2 and V 3 , as defined in (5) 
In (21) we expanded exp(0S3 0S4 0111) into a series. The evaluation of the integral over the first term in (22) is provided in [18] . We note that 2( 1 ) 0 ln j det V1j0lnjdetV2j+2lnjdetV3j, which will turn out to correspond to the variance of I in the large n limit, is O(1). Again, 2 ( 1 ) is the multivariate version of the function mentioned in Section IV-C.
C. Proving Gaussianity
We next show, that the remaining integral expression Therefore, a Taylor coefficient resulting from i; j and k differentiations of the first, second and third type, respectively, will be O(n 10i0k=2 ). Moreover, a product of t Taylor coefficients resulting from i1; j1; k1; i2; j2; k2; . . . ; it; jt; kt differentiations of the first, second and third type, each, will be O(n t0 (i +k =2) ).
Next, consider integrals of the form For the complex matrices Wick's theorem allows us to split the integral into sums of products of integrals involving only quadratic correlations. Furthermore, it states that for odd numbers of multipliers the integral evaluates to zero. Ignoring the Grassmann matrices for the moment we can extract the order of these correlations in the following. We define V as the joint Hessian By det(V (a;b) ) we denote the sub-determinant when the ath row and the bth column in the matrix is deleted, xy denotes the Kronecker delta function. The orders follow, since deleting odd lines/columns in V amounts to a multiplication of the respective determinant by a multiplier which is 2(n), while deleting even lines/columns in V amounts to a multiplication of the respective determinant by a multiplier which is O(n 01 ). The Grassmannian integrations are easily verified to yield O(n 0 ) multipliers, since also the elements of V 3 are O(n 0 ).
Combining 1a) and 1b), 2a) and 2b) as well as 3a) and 3b), we can finally summarize, that terms resulting from the evaluation of (24) A comparison of coefficients with (7) immediately reveals
and
[I] = 2 + O(n 01 ): Also, the C p for p > 2 are O(n 01 ) and thus vanish for n ! 1. This implies that I is Gaussian distributed in this limit [29, Th. 1] . Note that indeed the residual term of the variance can be shown to be O(n 02 ) in the same way as it is done in [18] . The reason behind this is that no O(n 01 ) term proportional to 2 is generated in (23) . We skip this (in the present case very tedious) derivation for reasons of brevity.
VI. COMPARISON WITH SIMULATION RESULTS
We verify the results stated in the theorem by means of computer experiments. For the mean, this is done through Monte Carlo simulations. The respective plots are shown in Figs. 2 and 3 . In Fig. 2 , we present the ergodic mutual information versus the SNR for n = n s = nr = n d = 2; 4 and 8. We observe that even for only two antennas the approximation is reasonable, for four antennas the match is close to perfect, while for eight antennas no difference between analytic approximation and numeric evaluation can be seen anymore. In Fig. 3 , we test a configuration with different antenna array sizes at source, relay and destination and correlated fading. Defining the Toeplitz matrix (; n) 1 2 111 n 1 . . . the results look even tighter in this case lies in the larger number of antennas involved in total. In order to also verify our results for the higher cumulant moments we compare the empirical cumulative distribution function (CDF) of the mutual information to a Gaussian CDF with mean and variance given in the theorem. The respective plots are shown in Figs. 4 and 5. We observe that the analytic approximation becomes tight indeed as n = n s = n r = n d increases (see Fig. 4 ). For n = 8 even the tails of the distribution are reasonably approximated, which is an important issue for the characterization of the outage capacity. Again, we also present the curves forT s = (1=2;n s ); R r = (3=8;3n s );T r = (1=4; 3ns) and R d = (1=8;2ns) in Fig. 5 . Our simulation results thus also demonstrate that the replica method-despite its deficiency of not being mathematically rigorous yet-indeed reveals the correct solution to our problem.
VII. CONCLUSION
Having used the framework developed in [21] and [18] , we have evaluated the cumulant moments of the mutual information for amplify-and-forward MIMO relay channels with Gaussian input in the asymptotic regime of large antenna numbers. Similarly to the case of ordinary point-to-point MIMO channels, we observe that all cumulant moments higher than the variance vanish as the antenna array sizes grow large and conclude that the respective mutual information is Gaussian distributed. For mean and variance, we obtain expressions that allow for an analytic evaluation. Computer experiments show, that the derived expressions serve as excellent approximations even for channels with only very few antennas. The results confirm the linear scaling of the ergodic mutual information in the antenna array size and reveal that the respective variance is upper bounded by a constant.
APPENDIX A PRELIMINARIES OF GRASSMANN VARIABLES
Grassmann algebra is a concept from mathematical physics. A Grassmann variable (also called an anticommuting number) is a quantity that anticommutes with other Grassmann numbers but commutes with (ordinary) complex numbers. With 1; 2 Grassmann variables and a complex number the defining properties are 1 = 1 1 2 = 0 2 1 : Integration over Grassmann variables is defined by the following two properties d = 0 d = 1:
Note that also the differentials are anticommuting, i.e., d 1 d 2 = 0d2d1. Further details about integrals over Grassmann variables such as variable transformation can be found in the Appendix of [18] . 
