We introduce one technique for worst case analysis of heuristics. We use functions of continuous variables determined by the input data to represent the ratio of the solution value generated by an approximate algorithm(or a lower bound on it) over an upper bound on the optimal solution value. We then use standard mathematical techniques to analyze the fUlldion corresponding to the performance ratio. By taking the infimum of such function over all problem instances, the (tight) worst-case performance ratio of the algorithm is thus obtained. To illustrate the approach, we analyze a flexible 0-1 knapsack problem.
Introduction
The increased focus on heuristics for solving large-scale NP-hard [3] problems ha.'l led to interest in evaluating-and improving-their performance. In addition to serving as one criterion for evaluating the performance of a hE!Uristic, worst case analysis, especially in a data-dependent setting, can provide insights into the behavior of a heuristic [1] . In this paper we use an optimization approach for deriving a worst case performance ratio of a heuristic. This approach may be particularly useful for analysis of compound heuristics, where two or more heuristics are applied separately and the best solution is chosen [2] , [4] , [7] . When the individual heuristics complement one another, the worst case performance of the compound heuristic can be superior to that of the individual heuristics.
Without loss of generality, we assume our problem to be of the maximization type. We let ZH represent the objective value obtained by using heuristic H, Z· be the optimal solution, and TiH be its associated worst case performance ratio, i.e., for all problem instances 1, where ZH (1) and Z· (1) are the corresponding solutions given the problem instance 1.
Since an explicit form for the optimal solution, Z· (1), is typically not available, we introduce an attainable upper bound, Zs. (1) , as a substitute. IT an explicit form for the heuristic solution, ZH (1) , is also not availa.ble, we introduce an (attainable) inferior surrogate heuristic, H', in which ZH' (1) has an explicit simple form. We let fH (1) , which we call the surrogate worst-case performance ratio function for heuristic H, equal to ;:~I:l. This function serves as a lower bound for the worst-case performance ratio of the heuristic given 1. IT the bound is tight, a worst case performance ratio can be obtained by taking the infimum of the function fH (1) over all problem instances. Since a problem instance 1 can be represented as a point in Rk , the derivation of a worst case performance ratio boils down to the minimization of f H over an admissible region SHe Rk. IT the admissible region BH is difficult to characterize, to simplify the analysis, we further intr-oduce a relaxed admissible region S~, which is a superset of the admissible region. We summarize our approach as follows: We note that this optimization approach involves two steps of relaxations: the use of surrogate algorithms and the use of the relaxed admissible region. The bound mayor may not be tight depending on how we choose the surrogate algorithms and the relaxed admissible region.
To illustrate our approach, we analyze a flexible 0-1 knapsack problem, denoted by FKP, which can be formulated as follows:
where C2 is the unit cost to expand capacity and Cl is the unit salvage value of remaining capacity. Note that if b represents "capital", then C:;j and Cl can be interpreted as the borrowing and the lending rates of "capital", respectively. We assume b, Pj' Wi are positive rational numbers satisfying Wj ~ b for all j and C2 > Cl > 0. In section 4 we will discuss the effect of relaxing the assumption that Wj ~ b for all j. Note that the constraint Yl Y2 = ° is dropped in FKP since it is automatically satisfied in the optimal solution.
FKP is a variation of the 0-1 knapsack problem. The 0-1 knapsack problem, denoted by KP, can be formulated as follows:
We can define the "flexible versions" of BKP, UKP and SSP, denoted by FBKP, FUKP and FSSP, respectively, in a similar manner. We also note that FKP, FBKP, FUKP and FSSP are all NP-hard since each contains as a special case (when Cl = 0 and C:l = 00) KP, BKP, UKP and SSP, respectively, each of which is known to be NP-hard [3] . We then focus on approximate algorithms for FKP.
The remainder of this paper is organized as follows. In section 2, each of two basic heuristics (High Ratio First and High Value First) for the standard 0-1 knapsack problem is customized and expanded to two versions hy utilizing the "soft" constraint in FKP. We derive the worst case performance ratios for each of these four individual heuristics and provide the background for later analysis.
In section 3, we analyze the worst case behaviors of three different compound heuristics which are formed by combining two (or more) of the individual heuristics developed in section 2. We prove analytically that the worst case performance of each of the three compound heuristics is superior to the worst case performance of the individual heuristics. In section 4, data-dependent worst case performance ratios for the individual and compound heuristics are derived in terms of a summary statistic of the problem input data. In section 5, we extend our results to other types of flexible knapsack problems. We conclude with section 6.
Four Basic Heuristics for FKP
In this section, we present four individual heuristics and provide the background for later analysis. Two basic heuristics for the standard 0-1 knapsack problem are the high ratio first (HRF) and high value first (HVF) heuristics (Fisht!r 1980). HRF (known as the Greedy Algorithm) selects items with higher ratios of ~ first, while HVF selects items with higher values of Pi first. Since the capacity constraint in FKP is "soft", we will consider two versions (RI vs. R2 or VI vs. V2) of HRF or HVF, depending on whether we underuse or overuse the prespecified capacity b, respectively. Formal descriptions of these heuristics are as follows: RI: 1 Note that both R2 and V2 can yield a negative solution. In this case, we assume that we choose the do-nothing option and thus obtain a solution with value zero. We will assume for the remainder of this paper that the items have been indexed so that We let ZLP be an upper bound obtained by relaxing the integer constraints. It is instructive to mention here that we will use ZLP as an upper bound on Z· since it can be explicitly expressed and is attainable (thus the tightness of the bound in the worst case).
Since R2 and V2 pick up the first m + 1 and I + 1 items, respectively, expressions of simple forms for ZR2 and ZV2 are available. However, since RI and VI pick up, in addition to the first m and I items, respectively, some unknown items behind items m and l, respectively, no expressions of simple forms for ZR I and ZV I are available. Hence, to facilitate the derivations of the worst case performance ratios for RI, VI and their associated compound heuristics, we use one surrogate heuristic, denoted by RIL, for RI and two surrogate heuristics, denoted by VILI and VIL2 respectively, for VI. For RIL, we pick up the first m items onlyj thus ZR IL is a (attainable) lower bound for ZR I. For VILI and VIL2, we only pick up the first I items and item m + 1, respectively, and thus ZV ILl and ZV lL2 are (attainable) lower bounds for ZV 1. The following are expressions for ZRIL, ZR2, ZVILI, ZVIL2, ZV2, and ZLP in terms of the quantities defined above:
Since an explicit form for Z· is not available, we introduce an attainable upper bound ZLP as a substitute. Since an explicit form for ZR I or ZV I is also not available, we use RIL as a substitute for RI and VILI or VIL2 for VI.
Thus, we define Lemma 1, which follows, characterizes the hehaviors of these functions in terms of their arguments. We will use lemma 1 to derive worst case performance ratios for each of the four individual heuristics (lemma 2), as well as for three different compound heuristks (in section 3). Proof. The result can he verified hy examining partial derivatives. 0
and S4 C R7 he the admissihle regions characterized by RIL plus LP, R2 plus LP, VILl plus LP, and V2 plus LP, respectively. To simplify the analysis, it is useful to introduce a relaxed surrogate region S: for' Si' i = 1, 2, 3, 4, where
Since RIL plus LP, R2 plus LP, VILl plus LP, and V2 plus LP satisfy the constraints specified hy S~, S~, S~, and S~, respectively, we have Si cS:, i = 1,2,3,4. Furthermore, since the infimum of li' (i = 1,2,3,4) over Si is a lower hound for the worst case performance ratio and since Si c S:, the infimum of li over S: is also a lower hound. In fact, it can be shown that SI = S2 = S~ = S~. Also, note that the introduction of a relaxed surrogate region can yield a gap in the hound, hut, as we will show, the regions S: do not yield any gap. In the proof of lemma 2, we first; establish a lower hound for the worst case performance ratio of each of the four heuristics and then show that this bound is tight by constructing an example. 
C2
To show that the bound is tight, consider the example:
Hence, --z.--+ ~ as K -+ 00 and f2 -+ o.
Similarly, we can obtain the results for (2), (3) and (4). 0
Analysis of Compound Heuristics for FKP
In this section, two (or more) heuristics which can complement one another in the sense of worst case performance are combined to form a better compound heuristic [2] [4], [7] . In particular, we consider three such heuristics by combining (1) RI and R2, (2) RI and VI, and (3) RI, R2 and VI. The viability of such a heuristic depends on the extent to which the two (or more) heuristics employed do not share their worst case input.
Since, for a compound heuristic, we select the best solution from the two (or more) separately generated solutions, the derivation of a worst case performance ratio for a compound heuristic (in the case of a maximization problem) involves solving a minimax problem. The following lemma allows us, under some conditions, to convert a minimax problem into a minimization problem, and thus is useful in the subsequent analysis. Lemma 3 says that if two continuous functions are monotonic in opposite directions for each argument and neither dominates the other over a connected feasible region 8, then a minimax problem over 8 can be converted to a minimization problem over a more restricted region 8 0 , where 8 0 is that subset of the domain over which the two functions have equal value. It is straightforward to show that '1M R > max{'1Rl, '1R2}' We now consider a second compound heuristic, RVll, formed using RI and VI, and define Also, we let Since RIL plus LP and VIL2 plus LP satisfy the constraints specified by S~, Then:
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A similar analysis proves the result for i = 2,3. 0
We now use lemma 4 to establish the worst case performance ratio for RRV.
Theorem 3:
I -
Now, 11 is decreasing in R..., as can be verified by examining its partial derivative with respect to R".. Thus, we have R;" = C2 and we can then express which is minimized at r;"+l = ~ (which satisfies C 2 > r;"+1 > cd, so:
To show that the bound is tight, consider the example: 
Data-Dependent Bounds
In this section, we derive the worst case performance ratios for the seven heuristics considered above in terms of a summary statistic a of the problem input data, where a = min,.{,."}. The integral part of a represents the minimum number of items we can put into theJknapsack. Note that under our assumption that Wj ~ b Vj, we have a ~ 1.
We also assume that a < nj otherwise the problem trivially reduces to one where we can pick all the items.
As a function of a, the worst case performance ratios for the four basic individual heuristics are derived in lemma 5, which follows. The proof is straightforward if we follow the proof in lemma 2.
Lemma 5.
(1)
Proof.
The proof is similar to that of lemma 2 except that the constraint set S; is (3) Now, we require ~b > Wm+l > 0, which implies For 0: ~ 2, the constraints Cl < r m + I ~ R,.. make the feasible region empty, which means that VI is dominated in the sense of worst case performance and thus can be dropped in the derivation of the worst case performance ratio, i.e., '1RRV = '1M R'
In the the case of 0: < 2, the proof is similar to that of theorem 3 except that we now end up with which is convex in r m + 1 and achieves its minimum at Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. -cd r"a-(-a---l-) £1. > 3 -J2, while RVll is better than MR when £1. < 3 -J2.
c, c, Thus far, we have assumed that Wi ::; b, V j. If we relax this assumption, then a can be less than 1 (but we assume a > 0). In that case, 'IRI and 'Iv 1 are the same as the case of a = 1. Since, in RI and VI, we always underuse the prespecified capacity, any items exceeding the prespecified capacity will not be chosen. In the worst case, we can only choose an arbitrarily small item: then 'IRl and 'Iv I approach £1. in the limit since we can c.
sell the unused capacity for up to bCI , while the maximum possible profit we could make is bC:l. For R2, the results of lemma 5 apply since, in its proof, the requirement is a > o.
For V2, 'Iv 2 is the same as the case of a = 1 if i < a < 1; 'IV2 = max{;;;;--(~-1), O} if 0 < a < i. For MR and RVll, the results of theorem 4 apply since 'IM Rand 'IRV 11 are independent of a when a ::; 1 + ~ and a < 2, respectively. For RRV, the results of theorem 4 apply since 1 > a > 0 causes no change in the proof. 6. Conclusions Lemma 3 in section 3 is useful for analyzing a compound heuristic in general. One strength of this optimization approach is that its derivation of a worst case performance ratio is suggestive in the construction of the worst case examples. For example, in theorems 1, 2 and 3 (in section 3) once we know R;", r;;' + I' W,;., w;;' + 1 , the construction of a worst case example is straightforward. Some steps in this optimization approach remain to be a matter of design, e.g., the choice of surrogate algorithms and the choice of surrogate admissible regions. To provide some guidelines regarding these choices, more successful examples of using this optimization approach to analyze other heuristics are needed.
