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Abstract
Practical considerations for choosing between Tobit, symmetrically censored least
squares (SCLS) and censored least absolute deviations (CLAD) estimators are
offered. Practical considerations deal with when a Hausman test is better than a
conditional moment test for judging the severity of a misspecification, the need to
bootstrap the sampling distributions of theHausman tests, what to look for in a graphi-
cal examination of the residuals and the limited value of SCLS. The practical
considerations are applied to a model of the intergenerational transmission of
charitable giving using new data from the Panel Study of Income Dynamics (PSID).
The paper shows how to use relative distribution methods to calculate CLAD-based
marginal effects on the observable dependent variable.
I. Introduction
Alternatives to Tobit – symmetrically censored least squares (SCLS) and censored
least absolute deviations (CLAD) – are being used more frequently to estimate
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censored regression models (see Chay and Honore´, 1998; Chay and Powell, 2001).
SCLS and CLAD are attractive because, unlike Tobit, they are robust against depar-
tures of errors from homoskedasticity and normality. A natural question is then how
should one conduct a thorough specification evaluation to choose between Tobit and
SCLS or CLAD estimators?
One approach is to use all three estimators and informally compare the point esti-
mates to see if the differences between themare economically important – that is, large
in terms of the economic implications of the differences or large in percentage terms
relative to each other. An alternative approach is to use formal specification testing:
estimate Tobit and then conduct conditional moment tests to detect departures of the
errors from homoskedasticity and normality. Neither approach allows you to evaluate
whether the difference between point estimates caused by departures from homoske-
dasticity and normality is ‘statistically important’ – that is, whether the difference
betweenpoint estimates is large enough relative to the standard errors to be statistically
significant. However, a third approach – the Hausman test – is intended to detect mis-
specifications that are serious enough to cause a large difference between point esti-
mates, as Hausman (1978, p. 1253) explained in the motivation to his original article:
‘Hopefully, this procedure will lead to powerful tests in important cases because the
misspecification is apt to be serious only when the two estimates differ substantially’.
A thorough specification evaluation requires all three approaches, but only the
conditional moment test for normality has been subject to thorough Monte Carlo
investigation. It is now well known that the normality test is oversized, and in most
experiments the oversize is dramatic (cf. Ericson and Hansen, 1999; Skeels and
Vella, 1999; Drukker, 2002). However, approximating the sampling distribution
with a parametric bootstrap delivers a correctly sized test with moderate-to-good
power (Drukker, 2002). The conditional moment test for heteroskedasticity is also
oversized (in Skeels and Vella the oversize is negligible; in Ericson and Hansen
the oversize is dramatic), but no studies have analysed if a parametric bootstrap can
deliver a correctly sized test. Furthermore, these papers do not considerwhether statis-
tically significant differences in the tests are accompanied by economically important
differences in point estimators. Economically important differences in point estima-
tors were studied by early researchers (Paarsch, 1984; Powell, 1986) with Monte
Carlo experiments based on (only) one, synthetically created (rather than real-world)
independent variable, an experimental setting fine for an initial investigation but with
little resemblance to the setting in which most applied work is done. The early studies
did not consider whether differences in point estimators are statistically significant.
Indeed, very little is known about the statistical significance of differences in
point estimators caused by departures from homoskedasticity and normality. To my
knowledge, only Ericson and Hansen (1999) have investigated the Hausman test for
Tobit vs. SCLS. They found the Hausman test to be only slightly oversized. Ericson
and Hansen also found the Hausman test to have weak power in detecting hetero-
skedasticity and non-normal errors, but recall that a Hausman test is not intended to
have power against heteroskedasticity and non-normal misspecifications in general,
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rather only in misspecifications serious in Hausman’s sense of causing ‘the two
estimates [to] differ substantially’. Because differences in point estimators are not
reported in Ericson and Hansen’s article, it may be that the Hausman test’s ‘weak-
ness’ is due to the heteroskedasticity and non-normality specified in the experiments
not being serious enough to have caused large differences in the point estimators.
Finally, again to my knowledge, there has not been a Monte Carlo investigation of
the Hausman test for Tobit vs. CLAD.
This study extends this previous research by conducting a Monte Carlo investi-
gation of the Hausman tests for Tobit vs. SCLS and for Tobit vs. CLAD while simul-
taneously investigating the other two approaches – informal comparison of point
estimates and conditional moment tests. Therefore, the Monte Carlo results provide
some practical guidance about how to conduct thorough specification evaluation
using all three approaches. Then the paper illustrates the use of the approaches plus
the graphical analysis of residuals in an application: estimating the intergenerational
transmission of charitable giving using new data from the Center on Philanthropy
Panel Study (Wilhelm et al., 2001), a module recently added to the Panel Study of
Income Dynamics. Indeed, it was this application that motivated the Monte Carlo
investigations performed in this paper.
In addition to the first Monte Carlo results for the Hausman test for Tobit vs.
CLAD, the paper’s most important results are the considerations drawn from the
Monte Carlo experiments that offer practical guidance for researchers doing applied
work with censored regression models. In the experiments the conditional moment
tests generally have reasonable to very good power to detect departures from homo-
skedasticity and normality (after all, the tests are asymptotically locally most power-
ful, as pointed out by Pagan and Vella, 1989). But conditional moment test rejections
of homoskedasticity or normality – even with large values of the test statistics –
do not necessarily imply ‘serious’ misspecification in the sense that Hausman used
the term to motivate his original test. In large samples (N =2,500) the Monte Carlo
experiments suggest that the Hausman tests are reasonably powerful when the two
estimates differ substantially in percentage terms. Hence, when working with a large
sample a Hausman test’s failure to reject in a project’s baseline model provides justi-
fication for using Tobit to generate the bulk of the project’s point estimates. However,
the baseline model should nevertheless be subjected to conditional moment tests of
homoskedasticity and normality. If either of these reject, the heteroskedasticity and
non-normality of the residuals should be examined graphically to see if residuals
suggest either severe heteroskedasticity or asymmetry. The examination of residuals
is specifically for severe heteroskedasticity or severe asymmetry because the Monte
Carlo experiments suggest that it is possible for these types of misspecifications to
cause important biases in the Tobit point estimator that are not statistically significant
in theHausman sense. In the intergenerational transmission of charitable giving appli-
cation I examine the asymmetry of the CLAD residuals using relative distribution
techniques (see Handcock and Morris, 1999; relative distribution techniques are not
well known among economists). The advantage of relative distribution techniques
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is that they make the severity of any asymmetry easy to judge, and if the asym-
metry is judged to be severe the relative distribution suggests an easy way to generate
asymmetric errors for the estimation of marginal effects.
In small samples (N =610 in the experiments) the Hausman tests lack power even
when the percentage difference between the two estimates is large.Hence,whenwork-
ing with a small sample the researcher must rely on the conditional moment tests and
his/her judgements about the economic importance of any differences between the
Tobit and SCLS or CLAD point estimates.
There are several other results. First, the Monte Carlo experiments demonstrate
that the Tobit–SCLS and Tobit–CLAD Hausman tests can be dramatically oversized
if conducted with asymptotic approximations to the sampling distributions. Note that
the dramatic oversize result found for the Tobit–SCLS test is in contrast to the (only)
slight oversize foundbyEricson andHansen (1999). Second, approximating theHaus-
man tests’ sampling distributions with a parametric bootstrap using a modest number
of bootstrap replications delivers an asymptotic refinement and correctly sized tests.
Third, an error in the literature’s formulation of the Tobit–SCLS test (Newey, 1987)
is corrected. Without the correction, application of the test formulated by Newey is
dramatically oversized (and the parametric bootstrap cannot correct the problem).
Fourth, the oversize problem in the conditional moment–homoskedasticity test
documented by Skeels and Vella (1999) and Ericson and Hansen (1999) can be
resolved when a parametric bootstrap is used to approximate the sampling distri-
bution (this result is not all that surprising in the light of Drukker’s 2002 study
of the normality test). In addition, the Monte Carlo experiments suggest that the
bootstrapped homoskedasticity test has power against heteroskedasticity when the
heteroskedasticity is substantial or when the sample size is large, but not when
the heteroskedasticity is more modest and the sample size is small.
Fifth, the Monte Carlo experiments are fairly discouraging as regards the use of
SCLS. SCLS is consistent in the face of heteroskedasticity, but the experiments indi-
cate that the SCLS small sample bias can sometimes be worse than Tobit’s even when
the sample size is not all that ‘small’ (N =610). Neither Tobit nor SCLS is consistent
in the face of asymmetric errors, but in all the experiments with asymmetric errors
the SCLS bias was as bad as Tobit’s or worse, even in large samples.
Sixth, the experiments illustrate the importance of building data generating pro-
cesses with real-world data when conducting Monte Carlo experiments: the evidence
of dramatic oversize in the Hausman test for Tobit vs. SCLS would have been missed
if an experiment with a synthetic data generating process was the only one run.
Finally, the paper contains a new derivation of the Hausman test for Tobit vs.
CLAD. The Hausman test for Tobit vs. CLAD was first derived by Horowitz and
Neumann (1987), but unfortunately their paper is not well known (the only applica-
tion of their test of which I am aware is by themselves in Horowitz and Newman,
1989). In addition to fixing ideas, the new derivation of the Tobit–CLAD test in the
present paper has the advantage of making transparent the similarity between it and
Newey’s (1987) derivation of the Tobit–SCLS test.
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II. Hausman tests for Tobit vs. CLAD and SCLS
2.1. Tobit vs. CLAD
Consider the censored regression model:
yi*=Zi0+ui i=1, . . . ,N
yi=
{ yi* if yi*>0
0 otherwise
(1)
where yi* is an unobserved latent variable, yi is observed, Zi is a 1×q vector of exo-
genous variables, and 0 is the q× 1 parameter vector to be estimated. We assume
that the errors ui are independently and identically distributed (i.i.d.), but that their
distribution is unknown.
If the ui are N (0,20) – normal and homoskedastic – then the Tobit estimator
ˆT is consistent and efficient. However, if either assumption does not hold, then ˆT
is inconsistent. Pagan and Vella (1989) describe conditional moment tests of both
assumptions. The advantage of conditional moment tests is that they can be imple-
mented after Tobit estimation without estimating more complicated models. Should
these tests reject either or both assumptions, one option is to use the SCLS estima-
tor (Powell, 1986); SCLS is consistent if the ui are heteroskedastic and non-normal
as long as they are symmetrically distributed. Alternatively, the CLAD estimator
(Powell, 1984) is consistent even if the errors are asymmetrically distributed as long
as the median (ui |Zi)=0. Of course, the other estimators require that E(ui |Zi)=0.
Although the conditional moment tests alert us to specification problems, our
interest also lies in whether these problems are serious in the sense Hausman (1978)
suggested – serious enough to distort the Tobit estimator of 0 from the CLAD or
SCLS estimators. To fix ideas, I begin with a derivation of the Tobit–CLAD test and
then discuss the Tobit–SCLS test.1
The desired test statistic is:
h=N (ˆC − ˆT)′Vˆ−1(ˆC − ˆT) (2)
where ˆC is the CLAD estimator and Vˆ is an estimate of the covariance matrix of
N 1/2(ˆC − ˆT). Under the null hypothesis of normal, homoskedastic errors the test
statistic h is asymptotically chi-square with degrees of freedom q. Now form Vˆ as an
estimate of the covariance matrix of two method-of-moments estimators as follows.
Assuming normality and homoskedasticity the Tobit estimator is consistent and
asymptotically normal under regularity conditions (Amemiya, 1985, p. 363). In
particular:
N 1/2(ˆT −0)= [Iq, 0]Jˆ−1N−1/2
N∑
i=1
si(0)+op(1) (3)
1Because the conditional moment tests are well known, I do not discuss their derivation. See Pagan and
Vella (1989) or Greene (2003, pp. 772ff).
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where 0≡ (′0,20)′ is a (q+1)× 1 parameter vector, si(0) is the (q+1)× 1 score
vector of the Tobit log-likelihood, [Iq, 0] is a q× (q+1) matrix where the last column
contains zeros, and Jˆ is an estimate of the (q+1)× (q+1) Tobit information matrix.
I use the outer product gradient estimate of the information matrix:
Jˆ =N−1
N∑
i=1
si(0)si(0)′.
The CLAD estimator is (strongly) consistent and asymptotically normal under the
regularity conditions described by Powell (1984). In particular:
N 1/2(ˆC −0)= Hˆ−1N−1/2
N∑
i=1
gi(0)+op(1) (4)
where
Hˆ =2 1
NhN
N∑
i=1
1(ZiˆC>0)1(0≤ uˆi≤hN )Z ′i Zi (5)
gi()=1(Zi>0)sign[min(yi, 2Zi)−Zi]Z ′i (6)
and
uˆi= yi−ZiˆC. (7)
The uˆi are the CLAD residuals and the 1(Zi>0)sign[min(yi, 2Zi)− Zi] are the
symmetrically trimmed residuals (Pagan and Vella, 1989, p. s37).2
Subtract equation (3) from equation (4) to get N 1/2(ˆC − ˆT) whose covariance
matrix is (under independence of the ui conditional on Zi and the previously
mentioned regularity conditions):
Vˆ = AˆCˆAˆ′ (8)
where:
Aˆ= [Hˆ−1, −[Iq, 0]Jˆ−1] (9)
Cˆ=N−1[G,S]′[G,S] (10)
and G is the N ×qmatrix of CLADmoments and S is the N × (q+1) matrix of Tobit
scores (e.g. the ith rows are gi(ˆC)′ and si(ˆT)′, where ˆT is the Tobit estimator of 0).
Forming Vˆ in this way guarantees that it is positive semi-definite.
2As written, the expression in equation (5) for Hˆ makes the Hausman test robust to heteroskedastic errors
under the alternative. Instead, if it is assumed that the ui are homoskedastic then the estimate of fu(0 |Z) – i.e.
1(0≤ uˆi≤hN ) – can be factored out of the summation in equation (5). I use Silverman’s (1986) suggestion for
the bandwidth: hN =0.9N−1/5min[standard deviation, interquartile range/1.34].
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2.2. Revisiting the Hausman test for Tobit vs. SCLS
The above derivation of theHausman test forTobit vs. CLAD followsNewey’s (1987)
derivation of the Hausman test for Tobit vs. SCLS. In Newey’s derivation:
N 1/2(ˆS −0)= Hˆ−1N−1/2
N∑
i=1
gi(0)+op(1) (11)
where ˆS is the SCLS estimator,
gi()=1(Zi>0)[min(yi, 2Zi)−Zi]Z ′i
and
Hˆ =
N∑
i=1
1(ZiˆS >0)Z ′i Zi/N . (12)
However, equation (12) is not correct. First, the expression for Hˆ in equation
(12) does not follow from Powell’s (1986) derivation of SCLS covariance matrices.
Instead, Powell’s derivation leads to:
Hˆ =
N∑
i=1
1(0<yi <2ZiˆS)Z ′i Zi/N . (13)
Second, in Monte Carlo experiments the Hausman test statistic constructed using
equation (12) is dramatically oversized even when the parametric bootstrap is used
to approximate the sampling distribution (for details, see section 4.1, paragraph 3).
Therefore, I construct the Hausman test statistic for Tobit vs. SCLS as in Newey
(1987) except using equation (13) instead of equation (12) to define Hˆ . As will be
seen below, the test statistic constructed using equation (13) is correctly sized when
the parametric bootstrap is used.
2.3. Bootstrapping
Although the Hausman test statistic h comparing Tobit with CLAD or Tobit with
SCLS is asymptotically chi-square under the normal, homoskedastic null, Ericson
and Hansen (1999) found that the Tobit–SCLS Hausman test was slightly oversized
when using the asymptotic approximation to the sampling distribution. Compared
with the asymptotic distribution, the bootstrap of a pivotal statistic offers a better
approximation of the actual sampling distribution (Horowitz, 2001). Accordingly, I
investigate the parametric bootstrap of the Hausman test statistic h.
In the parametric bootstrap, bootstrapped errors are generated under the null
hypothesis that the errors in equation (1) are normal and homoskedastic. Specifi-
cally, the parametric bootstrap for the Tobit–CLAD test is implemented as follows
(the Tobit–SCLS bootstrap is obviously similar):
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Step i. With the sample data {(yi,Zi), i=1, . . . ,N} get the Tobit estimates ˆT and
ˆ2T and the CLAD estimates ˆC; calculate the value of the test statistic h.
Step ii. Generate bootstrapped errors {ui,b, i=1, . . . ,N} using N (0, ˆ2T).
Step iii. Generate the bootstrapped latent variable yi,b* and the bootstrapped observ-
able yi,b using Zi, ˆT, and the ui,b in equation (1).
Step iv. Get Tobit and CLAD estimates using yi,b and Zi; form the bootstrapped
test statistic hb.
Step v. Repeat steps (ii)–(iv) B times; {hb,b=1, . . . ,B} is the bootstrap approxi-
mation of the sampling distribution of h (under the null).
Step vi. Conduct the Hausman test by comparing the value of the test statistic h
from step (i) with critical values from {hb,b=1, . . . ,B}.
Steps (i)–(vi) produce a test with asymptotic refinement because h is asymptoti-
cally pivotal [h∼χ2(q) under H0]. An alternative procedure would be to generate a
bootstrap estimate of V (called Vˆ boot), form an alternative test statistic halternative =
N (ˆC − ˆT)′Vˆ−1boot(ˆC − ˆT), and compare halternative with χ2(q) critical values. How-
ever, because the estimator of V is non-pivotal, the alternative procedure would
produce a test without refinement. A test with refinement can also be obtained by
implementing steps (i)–(vi) but using the empirical distribution function of the data
rather than the parametric bootstrap; however, the numerical accuracy of the para-
metric bootstrap is likely superior (see Horowitz, 2001).
III. Experimental design
The Monte Carlo experiments use three sets of independent variables. The first set
contains six synthetic random variables correlated in the following way:
zi1= i1; zi2=0.3zi1+ i2; zi3=0.15zi1+0.15zi2+ i3;
zi4=0.1zi1+0.1zi2+0.1zi3+ i4; zi5=−0.1zi1−0.1zi2−0.1zi3−0.1zi4+ i5;
zi6=−0.075zi1−0.075zi2−0.075zi3−0.075zi4+0.075zi5+ i6 (14)
where the ij are N (0, 1). The latent variable is:
yi*= zi1+ zi2+ zi3+ zi4+ zi5+ zi6+ui. (15)
The second set of independent variables are from the National Longitudinal
Survey of Older Women data on labour supply originally analysed by Moffitt (1984);
the labour supply data are used to build the data generating process:
yi*=39.992−0.01084nwii+2.0173educi−6.3468clt6i−9.3085msi
−1.1148agei+1.7784racei+ui (16)
where yi* is latent hours worked per week and the independent variables are annual
non-wage income, years of education, number of children under 6 years old, mari-
tal status (1 if married), age and race (1 if white). The parameter values come from
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Tobit estimation of the labour supply function matching equation (16) with the 610
observations available in the data.
The third set of independent variables comes from the Center on Philanthropy
Panel Study data on charitable giving (see Wilhelm, 2006, 2007):
yi*=−16+0.968 log incomei+0.249educi+0.079kidsi+0.785msi
+0.043agei−0.226racei+ui (17)
where yi* is the latent log of charitable giving per year and the independent variables
are selected to match those in equation (16) as closely as possible, except that the log
of total family income replaces equation (16)’s linear non-wage income. Once more,
the parameter values come from Tobit estimation of the giving function matching
equation (17), but this time using the 4,834 observations available in the data.3
Design (16) generates results that can be compared with those of Skeels and
Vella (1999) and Drukker (2002), both of whom used this data generating process
to study conditional moment tests. The design provides a correlation pattern in the
independent variables from a real-world application, hence a pattern similar to that
which researchers may actually encounter. This turns out to be important. Interest
in real-world correlation patterns also motivates the use of design (17). In addition,
the larger sample N available with the giving data permits experimental study of the
results’ sensitivity with respect to N. The results from the real-world designs can be
compared with those of the synthetic design (14)–(15), similar to designs typically
used in Monte Carlo studies. Design (14)–(15) also facilitates experimental study of
the results’ sensitivity with respect to increasing the number of independent variables
while holding constant the percentage of observations being censored.As the number
of independent variables is increased, the correlation pattern among the independent
variables in equation (14) generates an increasingly complex Z ′Z . Although this
mimics what typically happens in applied work, design (14)–(15) can be easily modi-
fied so that the independent variables are not correlated with each other – then the
effect of increasing the number of independent variables can be studied while holding
constant the complexity of Z ′Z .
In the test size experiments (the experiments conducted to compare the actual size
of the tests with the nominal size), the ui are specified to be normal, homoskedastic
random variables with zero mean and variances 4, 1162.6 and 4.937 for the respective
designs [the latter two are the Tobit estimates corresponding to the parameter
values used in equations (16) and (17)]. For experiments considering departures
from homoskedasticity, the error variance is a linear function of Zi0, similar to the
departures considered by Powell (1986). Specifically, the observations are ordered
from smallest to largest according to values of Zi0 and then designs where the ratio
of variances var(uN )/var(u1) is 3, 15, 1/3 and 1/15 are examined. The departures from
3To make the percentage of observations censored in the giving model similar to the percentage censored
in the labour supply model (50%), the constant term from the Tobit estimation of the giving model (−14.382)
is replaced with −16 in the Monte Carlo experiments.
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normality are those considered by Skeels and Vella (1999) and Drukker (2002) – a
Cauchy distribution and a t-distribution with five degrees of freedom (symmetric dis-
tributions) and a chi-squared distribution with one degree of freedom, a chi-squared
distribution with five degrees of freedom and a mixture of chi-squares (asymmetric
distributions). The chi-squared distributions are re-centred to have zero mean (e.g.
χ21 − 1). The chi-squared mixture [0.4(χ21 − 1)+0.4(χ225 − 25)] is bimodal, though
not dramatically enough to be readily apparent from a visual inspection of the errors.
Each of the departures from normality is rescaled to have the same variance as
the original design to which it is applied [e.g. rescaled to have variance 4.937 for
design (17)].
Each Monte Carlo experiment consists of M =2,000 replications. Each repli-
cation performs a parametric bootstrap with B=100 bootstrap replications. Several
experiments were performed with B=250 bootstrap replications; the additional
bootstrap replications delivered no discernible improvements in the accuracy of the
bootstrapped Hausman–SCLS test and only very modest improvements in the boot-
strapped Hausman–CLAD tests. Experiments withB=500 bootstrap replications did
not improve the accuracy of either test beyond that achievedwithB=250 replications.
Because increasing the bootstrap replications above 100 substantially increases the
computational burden of the experiment (a typical M =2,000, B=100 experiment
takes 2 weeks on a 1.7 GHz Pentium IV computer with 2 GB of RAM), the modest (at
best) accuracy improvements do not seem worth the additional computational cost
of running the experiments.4
IV. Results
4.1. Test size experiments
Table 1 presents the actual test sizes of the conditional moment and Hausman tests
applied to the three designs (14)–(17), with sample N =610. The rejection decisions
are based on the asymptotic (top panel) and bootstrapped (bottom panel) approxima-
tions to the test statistics’ sampling distributions. When rejection decisions are based
on the asymptotic approximation, the results in the first six columns indicate that the
normality and homoskedasticity tests are dramatically oversized, replicating previ-
ous results (Ericson and Hansen, 1999; Drukker, 2002). At first, the Hausman–SCLS
test does not appear to be oversized – when applied to the synthetic data the actual
test sizes are 0.104, 0.061 and 0.012 – but the test is dramatically oversized when
applied to either the labour or giving designs. This result illustrates the importance of
going beyond synthetic designs to check test performance with independent variables
4Although an M =2,000 experiment takes 2 weeks, a single Monte Carlo replication with B=100 takes
only about 10 minutes. I say more about computation time in section 4.3. I use STATA programs written
by Jolliffe, Krushelnytskyy and Semykina (2001) and Moreira (see Chay and Powell, 2001) to estimate the
CLAD and SCLS models.
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drawn from real-world applications. The Hausman–CLAD test is dramatically over-
sized in all three designs.5
Rejection decisions based on the bootstrapped approximations are appropriately
sized in all but a few cases: the normality test using the labour design at 5% (actual
test size is 0.067) and the Hausman–CLAD test using the labour design at 10% (actual
test size is 0.082).6 Even in these cases the actual test sizes are much closer to the
nominals than when using the asymptotic distribution. Moreover, the bootstrapped
tests become appropriately sized when the sample N is increased to N =1,000 (not
shown), whereas the asymptotic test remains oversized (see Figure 3; to be discussed
below).
However, the bootstrapped Hausman–SCLS test remains dramatically oversized
when conducted with Newey’s (1987) formulation of Hˆ equation (12). For example,
when conducting the test with equation (12) using the synthetic design, the asymptotic
approximation produces actual test sizes 0.500, 0.393 and 0.228, and the bootstrap
approximation produces actual test sizes 0.499, 0.377 and 0.221. Hence, the boot-
strap approximation cannot correct the oversize problem in the Hausman–SCLS test
conducted with equation (12).
In the light of the evidence that the asymptotic distribution can produce substantial
over-rejection of a true null hypothesis, inwhat practical situationsmight this be prob-
lematic? Figures 1–3 present simulation evidence that the asymptotic distribution’s
over-rejections generally (although not always) increase:
(i) with the number of independent variables,
(ii) as censoring increases, and
(iii) at small N.
Figure 1 plots actual test sizes for the conditionalmoment andHausman testswhen
the tests are conducted nominally at 5% using the synthetic design (N =100) and
beginning with a single independent variable (zi1) and successively adding the next
variable until all six are included. As the number of independent variables increases,
the over-rejections become more frequent. The over-rejections increase more in the
conditional moment tests, less so in the Hausman–SCLS test, but not at all in the
Hausman–CLAD test. Regenerating Figure 1 with design (14)–(15), modified so
that the independent variables are not correlated with each other, produces similar
results (not shown) – hence, themore frequent over-rejections are due to the increased
number of independent variables, and not the increased complexity of Z ′Z .
Figure 2 plots actual test sizes from nominally 5% tests using the giving design
(N =610) but changing the constant term to adjust the amount of censoring from
5The Hausman tests are based on the slope coefficients only – the tests do not take account of differences
between estimates of constant terms, though including the constant terms in the tests makes no qualitative
difference in the results.
6In these cases the hypothesis that the actual size equals the nominal size can be rejected at 1%. Four other
cases can reject this hypothesis at 5%: the homoskedasticity test using the labour design at 5%, the Hausman–
SCLS test using the synthetic design at 10%, and the Hausman–CLAD test using the synthetic design at 5%
and 1%.
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Figure 1. Actual test size and number of variables. Data in the experiments were generated with the
synthetic design. N =100
Figure 2. Actual test size and censoring. Data in the experiments were generated with the giving design.
N =610
about 12% to 65%. As the censoring increases the over-rejections in the Hausman
tests become much more frequent; the conditional moment tests do not seem to be
sensitive to increased censoring.7 Figure 3 uses the giving design again (with the
constant term returned to −16 as in equation 17) and increases the sample N from
7There are minor differences between the Figure 2 results at 0.47 censoring (constant term set at −16) and
the Table 1 row 3 results. The two sets of results come from different Monte Carlo experiments.
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Figure 3. Actual test size and sample N. Data in the experiments were generated with the giving design
N =100 to N =4,834 (the maximum available in the Center Panel). Over-
rejections become less frequent as the sample N increases, but even with large
samples (N =2,000 to 3,000) the tests remain oversized. Even with a very large
sample (N =4,834) the Hausman–CLAD test remains noticeably oversized.
4.2. Departures from homoskedasticity and normality
Table 2 presents the rejection frequencies for bootstrapped tests conducted using
the giving design with various departures from homoskedasticity and normality.
Columns (1)–(3) present the means and standard errors (in parentheses) of Tobit,
SCLS and CLAD estimates of the coefficient on log income (true parameter=
0.968) to provide an indication of how seriously the various departures bias the Tobit
estimates and how well the alternative estimation techniques perform. Columns (4)
and (5) present the rejection frequencies from bootstrapped conditional moment tests
for homoskedasticity and normality. Finally, columns (6) and (7) contain the rejection
frequencies for the bootstrapped Hausman tests; these tests are based on all the slope
coefficients (not just the log income coefficients). All the tests are conducted at 5%
significance and the experiments are run at a small (N =610) and large (N =2,500)
sample size.
The experiment in row (1a) shows the effects of heteroskedasticity increasing
three times over the range of the data in a sample of size N =610. The Tobit esti-
mator of the income elasticity is biased too high, but only by about 7%. The finite
sample bias in SCLS is yet higher, even though SCLS is consistent in the face of
heteroskedasticity. There is negligible bias in the CLAD estimator. The rejection fre-
quency of the conditional moment–homoskedasticity test is 0.172, showing weak
power to detect the specification error. The Hausman tests seldom reject, a result
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TABLE 2
Departures from homoskedasticity and normality
Rejection frequency at =0.05
Coefficient on log income Conditional
(true coefficient=0.968) moment Hausman
Tobit SCLS CLAD Homo. Normal SCLS CLAD
Specification error N (1) (2) (3) (4) (5) (6) (7)
Heteroskedasticity
(1a) Increasing: three times 610 1.038 1.093 0.977 0.172 0.077 0.050 0.052
(0.155) (0.328) (0.263)
(1b) 2,500 1.026 0.985 0.964 0.484 0.192 0.074 0.100
(0.074) (0.132) (0.127)
(2a) Increasing: 15 times 610 1.105 1.118 0.976 0.488 0.126 0.068 0.068
(0.161) (0.380) (0.274)
(2b) 2,500 1.091 0.988 0.968 0.982 0.560 0.163 0.201
(0.079) (0.147) (0.137)
(3a) Decreasing: three times 610 0.902 1.026 0.951 0.144 0.054 0.064 0.052
(0.144) (0.240) (0.222)
(3b) 2,500 0.909 0.980 0.972 0.608 0.229 0.057 0.055
(0.068) (0.105) (0.111)
(4a) Decreasing: 15 times 610 0.806 0.999 0.943 0.857 0.221 0.067 0.076
(0.133) (0.189) (0.194)
(4b) 2,500 0.826 0.975 0.965 1.000 0.927 0.296 0.205
(0.065) (0.086) (0.095)
Non-normality
(5a) Cauchy 610 1.320 0.971 0.968 0.991 1.000 0.392 0.337
(0.297) (0.048) (0.017)
(5b) 2,500 1.370 0.969 0.968 0.996 1.000 0.862 0.888
(0.269) (0.015) (0.004)
(6a) t5 610 1.015 1.045 0.964 0.217 0.519 0.038 0.027
(0.157) (0.253) (0.201)
(6b) 2,500 1.009 0.984 0.974 0.340 1.000 0.059 0.054
(0.075) (0.104) (0.098)
(7a) χ21 610 1.221 1.293 0.964 0.980 1.000 0.010 0.031
(0.234) (0.308) (0.197)
(7b) 2,500 1.195 1.198 0.969 1.000 1.000 0.012 0.307
(0.115) (0.117) (0.092)
(8a) χ25 610 1.065 1.219 0.958 0.479 0.984 0.043 0.037
(0.203) (0.388) (0.265)
(8b) 2,500 1.058 1.100 0.969 0.988 1.000 0.042 0.059
(0.096) (0.146) (0.129)
(9a) 0.4 χ21 + 0.6 χ225 610 1.005 1.136 0.967 0.110 0.305 0.046 0.038
(0.170) (0.349) (0.270)
(9b) 2,500 1.003 1.028 0.966 0.396 0.995 0.054 0.054
(0.079) (0.129) (0.120)
Notes: The first three columns contain the mean of the estimates of the log income coefficient across
M =2,000 simulations; standard errors of the estimates are in parentheses. Columns 4 and 5 contain
the rejection frequencies for the conditional moment tests of homoskedasticity and normality. Columns 6
and 7 contain the rejection frequencies for the Hausman tests of Tobit vs. SCLS and CLAD. For each
simulation the specification tests are conducted at significance level 0.05 and with bootstrapped sampling
distributions.
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that is not at all surprising given that the standard errors of the estimators are much
larger than the amount of bias (0.155 for the Tobit and 0.263 for the CLAD, using the
income elasticity to illustrate). Rerunning the experiment with N =2,500 (row 1b)
shows improved performance of the SCLS estimator, more power in the conditional
moment–homoskedasticity test, but only slightly higher frequencies of rejection by
the Hausman tests.
In row 2 the heteroskedasticity is worse – increasing 15 times over the range of the
data – and the conditional moment–homoskedasticity test is better able to detect it.
Despite the substantially worse heteroskedasticity, the Tobit estimator of the income
elasticity is biased only 13% to 14% too high. The magnitude of bias is smaller than
the estimator’s standard errors in the smaller sample, and consequently the Hausman
tests seldom reject.AtN =2,500 the Hausman tests reject somewhat more frequently
but still in only 16% to 20% of the simulations; the standard errors of the point
estimators are smaller but still about the same size as the magnitude of the bias.
A similar pattern of results appears in the experiments, looking at decreasing hetero-
skedasticity (rows 3 and 4).
Among all the departures from homoskedasticity and normality in the experi-
ments, the Cauchy errors – symmetric but with extremely long tails – in row 5 cause
the most serious Tobit bias.8 However, both SCLS and CLAD estimators are robust
against Cauchy errors. The conditional moment test has very good power in detecting
the non-normality. The Hausman tests reject in 34% to 39% of the simulations when
N =610 and in 86% to 89% when N =2,500.
With the less extreme long tails of the t5 errors, bias in the Tobit estimator is very
slight.Again, the finite sample SCLS bias is somewhat worse than theTobit bias when
the sample is small. The conditional moment–normality test has reasonable power
when N =610 and very good power when N =2,500. The Hausman tests seldom
reject.
The remaining error distributions in rows 7–9 are asymmetric and SCLS is no
longer consistent. In these experiments the SCLS biases are as bad as the Tobits or
worse (hence it makes little sense to examine the Hausman–SCLS test results), while
CLAD is unbiased. In row 7 theχ21 errors cause large biases, and theHausman–CLAD
test rejects in 31%of the simulationswith the larger sample, but the test seldom rejects
in the smaller sample. Tobit estimators are only slightly biased when the errors are
χ25 or the chi-square mixture, and not surprisingly the Hausman–CLAD test seldom
rejects. In all these experiments the conditional moment–normality test has very good
power, except in the small-sample experiment with the chi-squared mixture.
How would a thorough specification evaluation using all three approaches play
out in each of these misspecifications? Let us begin with the large-sample experi-
ments. The largest Tobit bias is caused by the extremely long-tailed Cauchy errors
(row 5b): the income elasticity estimator is 42% too high. Of course, whether a bias
8This is similar to Chay and Honore´’s (1998) application in which ‘abnormally long tails in the log-earnings
distribution is the major source of misspecification in the [Tobit] estimates of the black-white earnings gap’
(p. 24).
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this size is economically important depends upon the application, but I assume that
in most applications this amount of bias would be considered serious and economi-
cally important. The conditional moment–normality test detects the departure from
normality and the Hausman tests seem to meet Hausman’s goal of being powerful
when the misspecification has serious effects.
At the other extreme, many of the misspecifications – the three-times-increasing
(or decreasing) heteroskedasticity, t5 errors, theχ25 errors, and the chi-squaremixture –
cause relatively small biases: from 4% to 9% in the estimator for income elasticity.
Again, whether this size of the bias is economically important depends upon the
application, but it would seem reasonable to assume that in many applications a
4% to 9% bias would be considered neither serious nor economically important.
The conditional moment tests reject often in these cases – 48% to 61% in the hetero-
skedasticity simulations and nearly always in the non-normality simulations. In
contrast, Hausman tests reject in only 4% to 10% of the simulations, again meet-
ing Hausman’s goal: in these simulations the misspecifications do not have serious
effects and the Hausman tests do not reject.
There is an area of ambiguity in between these two extremes. In the χ21 mis-
specification the Tobit estimator for income elasticity is biased 23% too high.
Readers may have different opinions as to whether this size of bias is serious, but
(my opinion) I would be concerned about it. The conditional moment–normality test
always rejects, but the Hausman–CLAD test rejects in only 31% of the replications.
The 15-times-increasing (or decreasing) heteroskedasticity is similarly ambiguous:
13% to 15% bias in the Tobit income elasticity estimator, the conditional moment–
homoskedasticity test nearly always rejects, but the Hausman tests reject in 30% of
the replications or less. In a sense, this is how you would expect the Hausman test to
perform: there is some ambiguity about whether the misspecifications have serious
effects and the Hausman tests have some, though not a lot of power. Still, this kind of
ambiguity reminds us of the potential danger in relying on the Hausman tests alone –
in isolation from conditional moment tests and an informal comparison of point
estimates – when evaluating a specification. More importantly for practical guid-
ance, the simulations suggest that this kind of ambiguity is likely to arise when
the misspecification is driven by strongly asymmetric errors, or perhaps by strong
heteroskedasticity.Toguard against this,when theHausman–CLADtest fails to reject,
but one of the conditional moment tests does reject and an informal comparison of the
Tobit and CLAD point estimates suggests an economically important difference, a
graphical examination of the residuals should be done to detect whether strongly
asymmetric or heteroskedastic errors are the likely cause of the Hausman test’s
failure to reject. I illustrate such a graphical examination of residuals in the application
below.
To summarize the large-sample experiments: the conditional moment tests have
power to detect departures fromhomoskedasticity andnormality evenwhen the depar-
tures donot have serious effects on the point estimates.TheHausman tests havepower,
but only when the departures have a serious effect on the point estimates.
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In the small-sample experiments the Hausman tests add little to what can be
learned from the conditional moment tests and an informal comparison of point esti-
mates. Even in the Cauchy N =610 experiment where the bias is most severe, the
Hausman tests reject in only 34% to 39% of the simulations. In the χ21, N =610
experiment the Hausman–CLAD test almost never rejects. For practical guidance,
the small-sample experiments suggest reliance on conditional moment tests and an
informal comparison of point estimates for specification evaluation.
4.3. Application: intergenerational transmission of charitable giving
Table 3 contains estimates of the intergenerational transmission of charitable giving.
Oncemore the data are from theCenter Panel but now the sample is restricted to adult
children whose parents are still respondents in the PSID (N =2,384). The dependent
variable is the adult children’s charitable giving (log). The independent variables
are the parent’s giving (log), the average income of the child over the past 5 years
(log), the child’s education, religious affiliation and marital status, and whether the
child resides in the south. The first column contains the Tobit estimates; they indicate
that the elasticity of children’s giving with respect to parent’s giving is 0.2 and the
children’s own income elasticity is 1.453. SCLS and CLAD estimates of these two
parameters are similar to the Tobits (0.167 and 1.320; 0.175 and 1.346). The other
point estimates are qualitatively similar across the three estimation methods. Most
of the SCLS estimates in column 2 are closer to zero than their Tobit counterparts
and most of the CLAD estimates in column 3 move back away from zero (back
toward the Tobit estimates). Roughly speaking, the differences between the Tobit and
SCLS/CLAD estimates are on the order of one standard error.
Despite the qualitative similarity of the point estimates across the three methods,
the conditional moment tests for homoskedasticity and normality both show rejec-
tions with large values of the test statistics. Are the biases caused by departures from
homoskedasticity and normality serious as judged by theHausman tests?No. For both
SCLS and CLAD, the Hausman test cannot reject the equality of the estimates with
Tobit. Despite the strong conditional moment test rejections, the qualitative similar-
ity of the point estimates and the failure-to-reject result of the Hausman tests justify
carrying out the bulk of the estimation work in this application with Tobit.9
Before settling on this conclusion some judgement must be made about whether
strongly asymmetric errors or strong heteroskedasticity could cause ambiguity in
the Hausman test results. Starting with heteroskedasticity, Figure 4 plots the second
moment residuals (minus one) from the Tobit model against the predicted values ZiˆT
and fits a locally smooth regression to the residuals (see Chesher and Irish, 1987).
The regression fit indicates that the error variance declines as the predicted value
9In some applications, interest may be focused on one estimate and the Hausman test can be conducted
accordingly. For example, in this application, interest may be focused on the parent giving estimate: the
Hausman test statistic for the Tobit–CLAD difference in this one estimate is 1.1 (P-value=0.302).
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TABLE 3
Intergenerational transmission of charitable giving: estimates and
specification tests
Variables Tobit SCLS CLAD
log parent’s charitable giving 0.200 0.167 0.175
(0.025) (0.027) (0.028)
log income 1.453 1.320 1.346
(0.087) (0.097) (0.090)
Less than high school −0.622 −0.655 −1.217
(0.188) (0.637) (0.507)
Some college 0.478 0.387 0.398
(0.118) (0.110) (0.129)
College 0.703 0.629 0.577
(0.144) (0.117) (0.130)
Post-college 1.105 0.933 1.028
(0.172) (0.140) (0.162)
Catholic 0.639 0.433 0.588
(0.171) (0.177) (0.206)
Protestant 1.257 0.983 1.009
(0.154) (0.151) (0.190)
Jewish 1.001 0.768 0.737
(0.307) (0.205) (0.247)
Other religious affiliation 0.837 0.596 0.661
(0.194) (0.191) (0.225)
Married 0.767 0.702 0.818
(0.117) (0.123) (0.125)
South 0.113 0.064 0.028
(0.105) (0.097) (0.111)
Constant −16.996 −14.734 −14.999
(0.909) (1.002) (0.961)
Conditional moment test
Homoskedasticity 127.3 — —
[0.000]*
Normality 200.1 — —
[0.000]*
Hausman test — 13.9 14.8
[0.311] [0.236]
Notes: The dependent variable is the log of children’s charitable giving. Stan-
dard errors in parentheses (500 bootstrap replications used to calculate the SCLS
and CLAD standard errors). Bootstrapped P-values in square brackets (based
on 500 bootstrap replications of the test statistics). N =2,384.
*Value of the test statistic is much larger than the largest bootstrapped value.
increases.10 The decline is only 3.5 times over the range of the data, and the Table 2
experiments suggest that that amount of heteroskedasticity is not likely to cause
much bias. Indeed, if declining heteroskedasticity causes serious bias and generates
10The rising ‘curve’ is not a regression fit, but rather the estimated expected values of the second moment
residuals for the censored observations.
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Figure 4. Second moment residuals and predicted values. The rising ‘curve’ is not a regression fit, but
rather the points representing the estimated expected values of the second moment residuals for the
censored observations
ambiguity in the Hausman tests, Table 2’s declining heteroskedasticity experiments
would lead us to expect SCLS estimates larger than the Tobit estimates, but that is
not the case in Table 3.
That leaves asymmetry. Figure 5 plots a kernel density estimate using the uncen-
sored residuals from the CLAD specification (Chesher, Lancaster and Irish, 1985).
The density is certainly non-normal, but not extremely asymmetric. This is easier to
see using the histogram of the residuals relative to the normal distribution (Handcock
andMorris, 1999) shown in Figure 6. The relative histogram defines bins based on the
normal distribution and then places the uncensoredCLAD residualswithin those bins;
if the residuals were normal, the relative histogram would be uniform. The relative
histogram shows more residuals (than a normal distribution) in both the lowest decile
and highest decile, and more residuals in both the fourth and seventh/eighth deciles;
hence, the departures from normality are roughly symmetric on both sides of the
median. Overall the relative distribution is not drastically different from a uniform
histogram (chi-squared tests show that only the difference at the lowest decile is
statistically significant). This evidence, along with the closeness of the SCLS esti-
mates to the CLAD estimates, suggests that asymmetric errors are not a large problem
in this application, and do not cause ambiguity in the Hausman tests.
Although the informal comparison of point estimates and the Hausman tests both
suggest that the departures from homoskedasticity and normality detected by the
conditional moment tests do not cause serious bias in the point estimates, it does not
necessarily follow that the marginal effects on the observable y calculated in the Tobit
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Figure 5. CLAD uncensored residuals
Figure 6. CLAD uncensored residuals relative to normal
model based on the homoskedastic-normal assumption should be accepted without
additional scrutiny. One might judge that the heteroskedasticity and non-normality
visually described in Figures 4 and 6 seem neither heteroskedastic enough nor
non-normal enough to qualitatively affect the marginal effects on the observable y
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TABLE 4
Intergenerational transmission of charitable
giving: marginal effects of parent charitable giving
Marginal effects Tobit CLAD
∂E[ y]/∂x 0.156 0.145
∂P[ y >0]/∂x 0.028 0.017
∂E[ y | y >0]/∂x 0.113 0.118
Notes: Marginal effects calculated using the point
estimates from Table 3 columns 1 and 3. The CLAD
marginal effects are based on a simulation of the ran-
dom errors so that the errors mimic the heteroskedas-
ticity pattern in Figure 4 and the distributional shape in
Figure 6. The simulation is based on 10,000 draws of
the random errors for each of the 2,384 observations.
relative to a Tobit approximation, but to my knowledge there has been no previous
experiencemaking such judgements.We can check this judgement by using the visual
descriptions of the departures in Figures 4 and 6 along with the CLAD estimates from
Table 3 to simulate the marginal effect of an increase in parent giving on the observ-
able y, the probability y>0, and the observable y conditional on y>0.That is, simulate
the random errors so that they mimic the empirical distribution in Figures 4 and 6.
Table 4 contains the results: column1 contains themarginal effects calculated from the
Tobitmodel and column2 contains the simulation – the two sets ofmarginal effects are
very close.The simulatedmarginal effects on the observable y and the probability y>0
are slightly smaller than theirTobit counterparts,while the calculations of themarginal
effecton theobservabley conditionalony>0arevirtually identical inTobitandCLAD.
Despite the strong rejections by the conditional moment tests, the graphical exam-
ination of the residuals and the similarity of the Tobit and CLAD-based marginal
effects back up the Hausman tests’ statistical justification for using Tobit. At this
point different applied researchers would make different choices as to how to pro-
ceed. The justification for usingTobit notwithstanding, some researchers nevertheless
would choose to use CLAD. Others would choose to carry out any remaining estima-
tionwork on this model usingTobit. Obviously, if there are only one or two remaining
models to estimate most researchers would just use CLAD and simulate the marginal
effects as described in the previous paragraph. Conversely, if there are numerous
sensitivity checks to be conducted on the baseline model, many researchers would
be inclined to carry out those checks using Tobit (and they would have a statistical
justification for so doing). If there are only one or two remaining models to estimate
the computational advantage of Tobit is negligible, but as the number of sensitivity
checks to be conducted increases, so does Tobit’s computational advantage.11
11The CLAD estimates in Table 3 took 11.5 minutes to calculate on the computer described at the end of
section 3 (most of this time is due to bootstrapping the CLAD standard errors). The HausmanTobit–CLAD test
in Table 3 took 15minutes to calculate (with B=500). SCLS is computationally less intensive than CLAD: the
SCLS estimates in Table 3 took 3 minutes and the Tobit–SCLS Hausman test took 4 minutes. The conditional
moment tests in Table 3 took 1 minute each.
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V. Conclusion
It has become common practice in applied work to estimate a censored regression
model with SCLS and CLAD in addition to Tobit, informally compare the three sets
of point estimates to judge the economic importance of any differences, and conduct
conditional moment tests of the homoskedasticity and normality assumptions upon
which the Tobit estimator’s consistency rests. The present paper uses Monte Carlo
experiments to draw additional practical considerations for a thorough specification
evaluation of censored regression models.
First, conditional moment test rejection of homoskedasticity or normality does
not necessarily imply serious misspecification of the Tobit estimator. In large
samples (N =2,500 in the paper’s experiments) the Hausman test can be used to
test for serious misspecification, but in small samples (N =610 in the experiments) it
cannot. In a large sample if the misspecification detected with a conditional moment
test is judged to be not serious according to the Hausman test, the researcher has a
statistical justification for carrying out the bulk of a project’s estimation work with
Tobit. Second, when conducting the conditionalmoment andHausman tests, rejection
decisions should be based on the bootstrapped sampling distribution to avoid over-
sized tests. Third, when a conditional moment test rejects either homoskedasticity
or normality but the Hausman test fails to reject, the residuals should be graphically
examined. The graphical examination can be done using a locally smooth regression
for the second moment residuals (to reveal the heteroskedasticity pattern) and the
relative distribution of the uncensored CLAD residuals (to reveal the non-normality
pattern). The graphical examination is to judge the severity of the heteroskedasticity
and asymmetry of the errors because the Monte Carlo experiments suggest that it
is against severe heteroskedasticity and asymmetry that the Hausman test may have
less power. The graphs can also be used to simulate the empirical distribution of the
errors that in turn can be used to calculate marginal effects from the CLAD estimates.
Finally, the Monte Carlo experiments suggest little value in using SCLS. When
heteroskedasticity or non-normality is thought to cause serious bias in the Tobit esti-
mator, CLAD is the better alternative.
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