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Given their widespread use, knitting machines must be maintained regularly. When the spare parts that make up these 
machines break down or become unusable, they must be replaced with new ones. However, the code/name information of the 
spare parts is not available to the end user, and can only be accessed with high-cost catalog procurement. Manufacturing 
companies keep the code/name information of such machine parts confidential. When the literature is examined, there are no 
studies in which spare parts are classified with machine learning–based algorithms. In line with this, this study focuses on the 
classification of spare parts using machine learning–based algorithms. The deep learning–based Convolutional Neural Network 
(CNN) architecture developed in this study can classify highly similar spare parts. In addition, since the code/name information 
received from the manufacturer and the spare part sample images require confidentiality, the CNN architecture has been 
developed in combination with the Differential Privacy (DP) method to present the DP-CNN method. As a result of the 
application of the Differential Privacy method, there has been no great loss of accuracy. This is an important development for our 
study. In the article, many optimizer algorithms are tested on the proposed method and comparative results are given. A 99.41% 
accuracy ratio has been obtained with the DP-RMSProp optimization method, which produces the best results. Experimental 
results of our study are presented in detail. 
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Introduction 
Knitting machinery building materials can break, 
crack, wear and so on. In order to obtain these 
products, people need a product catalog containing 
knitting machinery parts. However, the cost of the 
knitting machinery product catalog is quite high. In 
addition, the actual information on knitting machinery 
parts is only available from the manufacturer. 
A person who needs knitting machine part must know 
the actual code of the product in order to obtain it. In 
the solution of this problem, lost, broken, worn and so 
on it is important to determine which product code 
corresponds to the product that needs to be replaced. 
Since the price of the manufacturer’s knitting 
machinery product catalog is quite high, it is better to 
determine which product corresponds to which code 
by using computer software. Deep learning (DL) has 
become very common recently in object classification 
applications. There are many studies on this subject in 
the literature. However, none involve machine 
learning–based algorithms for spare part 
classification. As the correct information about spare 
parts is available only from the manufacturer, there is 
a need to classify spare parts using computer vision 
methods. However, the confidentiality of the spare 
part information requires the use of the Differential 
Privacy (DP) algorithm. Differential privacy is a 
technique used to measure the privacy parameters 
provided by an algorithm. This study also discusses 
work in the literature that uses this technique. In this 
study, spare parts that are substantially similar to each 
other are classified with a CNN-based approach. 
Before the spare part classification stage, some image 
preprocessing steps have been applied to the training 
data. In this way, this study aims to contribute to 
classification performance by clarifying the important 
characteristic points of the data. The training images 
that passed through the pre-processing process have 
been trained on the developed CNN network. 
However, since the confidentiality of the spare part 
code/name information is important, the training of 
the CNN network is combined with the DP method. 
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experimentally tested and the experimental results 
obtained are shown in detail. The contributions of the 
proposed method are summarized below: 
• The literature lacks a machine learning–based
approach to spare part classification. Instead,
the literature generally adopts the linguistic
classification process. In this respect, our study will
contribute to the literature.
• A CNN model has been developed using deep
neural networks. This model can also be applied
adaptively for other datasets.
• To increase the security of the developed model, the
accuracy rates have been compared by applying
DP-based methods. We apply eight DP-CNN
approaches in our study, and that which gives the
best result has been determined experimentally.
• Adesuyi & Kim performed on two datasets, and
their success rates were 98.1% and 81.5%.
(1)
 Local
privacy was tested on the MNIST and CIFAR
datasets, achieving success rates of 96% and 91%,
respectively.
2
 In our study, on the other hand, the
accuracy rate is 99.41% on the dataset we created.
Literature Review 
Deep Learning-based Object Classification 
Human-animal images were taken with a camera, 
and it was determined whether the object was a 
human or animal using common background modeling 
and DL classification techniques. The operations 
performed in this study were as follows: modeling, 
cross-frame image path validation, and Deep 
Convolutional Neural Network (DCNN) Complexity 
Exactness Analysis (DCEA) for classification.
3
 Dolph 
et al. conducted a multiple DL classification of 
Alzheimer’s patients using similar features derived 
from structural MRI.
4
 Two distinct methodologies 
were introduced. Both models learned subtle 
differences.
4
 Liu et al. presented a successful 
classification of spectral data for DL.
5
 They proposed 
an active learning algorithm based on predominantly 
cumulative DL for these applications.
5
 Anavi et al. 
investigated various approaches to the acquisition of 
X-ray images and especially for pathology recovery 
of the breast. Once all data objects have received a 
total of 443 images, the goal of this research is to sort 
the images according to similarity.
6
 The classification 
scheme produced by the DL architecture can be seen 
in Fig. 1.
6 
Xu et al. made the classical classification system 
with a weak recognition rate and a lack of tolerance 
for noise.
7
 Sevakula et al. presented a transfer 
learning classification method for cancer forms. 
Feature selection and standardization techniques were 
used.
8
 Wood et al. suggested a new way for industry 
classification. They examined the six-digit NAICS 
codes of their model and the capacity of their model 
architecture to predict compliance with other industry 
segmentation schemes.
9
 Seth & Biswas used CNN to 
analyze mailings as images or text, and as a result, 
this mail content was classified as Spam or not 
Spam.
10
 Jiang et al. employed CNN to classify 
videos.
11
 Karahan & Akgül performed eye detection 
with the DL.
12
 Karabulut examined whether the DL 
approach could achieve successful results for 
biomedical data. Accordingly, the deep belief network 




Anwer used the convolutional neural network 
structure from the DL architecture to diagnose breast 
cancer. Data sets for breast cancer in the Wisconsin 
UCI Machine Learning Store have also been used to 
assess the ability of various DL approaches.
14
 Elitez 
used a DL technique to recognize handwriting. In the 
recognition of a series of figures, the aim is primarily 
to recognize these figures separately. In the method he 
developed, a fixed-size filter is shifted over an entire 
image containing a series of digits and all parts of the 
filter are taught to the DL network.
15
 Kaya applied DL 
to figure learning.
16
 Hatipoglu proposed a method 
focused on DL for the classification of time series. In 
Fig. 1 — Proposed CNN structure6




context of this study, both DBN and stacked auto-
encoder–based architectures have been established  






Teixeira & Figueiredo produced a group 
classification for a spare part inventory management 
system, aimed at classifying spare parts as a 
continuation of the computerized maintenance system 
for a production business.
18
 The goal of the study was 
to divide spare parts into three criticality categories 
and assign a criticality level to each spare part: very 
risky, risky, and risk-free.
18
 Molenaers et al. offered a 
part-based proposal for spare part classification. Their 
proposed model built a single score by combining 
relevant criteria that affected the importance of a 
piece.
19
 They used logical diagrams in problem-
solving.
19
 Hu et al. noticed that there were many 
criteria to consider when classifying spare parts: 
demand, price, criticality, wear, and lead time. They 
designed if-then rules using the dominance-based 
rough set procedure (DRSA).
20
 
The author evaluated the grades of replacements 
according to the criteria determined.
21
 A key benefit 
of the established model was the detection of spare 
parts, which greatly reduced the overall time 
requirements by eliminating system failures. Another 
advantage was that the model was simple and could 
be applied instantly in production conditions without 
the need for any additional input. Roda et al. 
explained the application of the multi-criteria 
classification, which has been widely used in spare 
part classification in the literature.
22
 Normalization 
and discretization were applied to a real dataset with 
ABC analysis using data mining.
23
 Another study 
classified a Support Vector Machine (SVM)–based 
spare part risk level.
24
 Fuzzy evaluation was done in 
terms of features such as the likelihood of failure, the 
importance of a spare part, and availability status. 
Like
24






was a multi-criteria classification model for the ABC 
classifier. Thus, the key contribution was the 
interaction between the SVM-ABC multi-criteria 
classification system. Li & Wei determined the value 
of the properties of each spare part with a decision 
tree.
26
 In the next step, as in the previous two 
studies
24,25
, SVM was adopted to determine the spare 
part category.
26
 The focus was on standardizing tasks 
for the evaluation and control of spare parts.
27
 In 
another study, the Analytical Hierarchy Process 
(AHP) was utilized for classification.
28
 This was 
presented as an application for the inventory tracking 
of replacement parts. Spare parts used the ABC  
(A: very important, B: important, and C: weakly 
important) classifier, as in the studies
23,25,28
 When all 
of these studies were examined by us, a computer 
vision–based application that could develop a 
linguistic expression–based classifier was not 
encountered. These classifier applications were 
mostly concerned with the inventory management of 
spare parts. Although expert knowledge was needed 
to apply the classifiers in these studies, there was no 
general framework to cover all spare parts. 
 
Differential Privacy 
An ϵ-tuple DP approach based on neuron impact 
factor estimation was proposed without significantly 
affecting accuracy.
1
 Adesuyi & Kimused the Laplace 
technique based on the privacy parameter ϵ to 
generate noise to ensure privacy, but this situation 
reduced accuracy, because the neurons in the model 
affected the output of the network equally.
1
 To 
prevent this, they used the information factors of 
different neurons before applying DP.
1
 They proposed 
an ϵ-tuple DP that predicts the impact factor of each 
neuron and generates a set of privacy budget 
parameters ϵ for different neurons. A new study 
redesigned the educational process DL, realizing an 




Materials and Methods 
This section details the quantitative criteria, as well 
as the spare parts classification using the CNN 
architecture developed with DP. In addition, we give 
optimizer algorithms and fundamentals of the  
DP technique. Then, we explain the details of the 
developed model and parameter adjustments. 
 
The Optimizer Algorithm 
Machine learning algorithms employ optimization 
algorithms to minimize error. Those most often used 
in DL models are Gradient Descent, Adam, Adagrad, 
and RMSProp. These algorithms enable a neural 
network to be trained faster and produce predictions 
more quickly. The loss function must be defined to 
train the developed neural network. This function is 
the difference between the value the network receives 
as a result of the forecast and the actual label values 
the network is expected to produce. We employ the 
difference between the actual value and the predicted 
value to determine functionalities in the error 
computation. To reach the values with the least error 
among all values calculated using the lost function, 




we use optimizer algorithms. The purpose of this 
algorithm is to reach the region where the error is the 
lowest. Mathematically, reaching this lowest region is 
the basis of the optimizer. The most basic element of 
this is gradient descent to reach the region where the 
error draws toward its minimum. 
 
The Differential Privacy Method 
This is a method of measuring the privacy 
parameter provided by an algorithm. With the DP 
parameter, algorithms can be created that train models 
on special data. Thanks to DP, the risk of disclosure 
of sensitive data is reduced. A DP-trained model 
should not be affected by any training sample or by 
small training samples in the data set. In this way, the 
risk of disclosing sensitive training data is reduced.
29
 
DP expresses the extent to which data in a certain 
dataset can be disclosed to third parties.
30
 The 
criterion that gives an indication of the privacy 
coefficient is the cost of privacy. The higher the 
privacy cost, the smaller the loss of privacy. The use 
of DP is beneficial in problems involving sensitive 
training sets. 
DL is widely used in many areas, but it has some 
privacy problems.
30
 Applying DP to DL training and 
classification processes is an effective means of 
protecting confidentiality.
30
 The ability to achieve and 
record training data presents a beneficial solution to 
determining whether appropriate data exists in the 
training dataset through an attacker deducing 
invasion. The privacy of the inputs of the test or 
prediction operation, the model's own privacy, the 
privacy of the training images, and model output’s 
privacy protection are all components of the 
confidentiality agreement of model learning. The 
prediction outcome does not vary depending on 
whether a query is added to or removed from a DP 
dataset, so it becomes impossible for third parties to 
examine the dataset. By adding noise during the 
calculation, the possibility of identifying any sample 
is reduced. However, this added noise can also result 
in a decrease in calculation accuracy. Therefore, there 
is a need to balance accuracy and privacy protection. 
The level of privacy is measured by the cost of 
privacy, and this value is inversely proportional to the 
privacy protection value. That is, the higher the cost, 
the lower the degree of data protection, and the higher 
the probability of revealing sample information. The 
basis of DP is adding random noise to data. This is 
done by adding noise when calculating model weights 
to ensure the safety of the model, which is an added 
benefit of its regularization.  
When an attacker observes the outputs in the 
dataset, query results indicating whether any two data 
samples are in the dataset should be indistinguishable 
from each other. For a random function  and any 
neighbor dataset   , the privacy budget ( ) of the DP 
is calculated as follows.    is a sterilized dataset. 
 
           ... (1) 
 
                  
           ... (2) 
 
           
                 
    ... (3) 
 
   and    are neighbor datasets differing in only 
one record.  is the budget for privacy regulation. The 
lower its value, the more privacy protection it offers. 
DP ensures that any query result is insensitive. The 
probability of an attacker guessing whether a single 
record exists is at most limited to   . 
The cost of privacy  can be considered 
accumulative as more inquiries are made. This cost 
value continues to accumulate until it reaches a 
predetermined privacy budget. The response generated 
by the three data samples means that the DP is obtained 
if the response produced by two data samples cannot be 
distinguished by an attacker. Model querying with and 
without DP is given in Fig. 2. 
 
The Proposed Method 
This study presents a method for the multi-
classification of substantially similar spare parts for 
knitting machines. When the images of these parts, 
which are quite like one another, are examined, it can 
be noticed that the similarity is quite high as shown in 
Fig. 3. To prevent this similarity from decreasing the 
 
 




Fig. 3 — The examples of spares used in this study 




performance of the classification process, we aim to 
make the distinguishing points of the spare parts more 
distinct by applying preprocessing steps to the images 
in the dataset. Preprocessing steps have been 
implemented to the images in the dataset and we use 
the dataset to train the CNN model. 
While performing the training process, the DP 
technique has been applied so that the images and 
information in the model cannot be obtained by  
third parties. This stage is important because the 
manufacturer of the spare parts keeps this information 
confidential. While applying the DP technique, we 
also apply many algorithms to reduce error one by 
one, such as Adam, Adagrad, SDG, and RMSProp, to 
determine the most successful. The CNN model 
developed in this study consists of many convolution 
and pooling layers. Attributes are extracted using the 
Convolution layer. Detailed information about the 
parameter settings of the CNN model are given in  
Table 1. Various optimizer algorithms are utilized 
throughout the training of the CNN model, the algorithm 
that gives the best result is determined, and privacy is 
fitted using DP. Using the DP technique changes the 
gradients of the optimization algorithms frequently used 
in normal DL algorithms. Differential privacy offers 
demonstrably different privacy guarantees for 
educational model input data. Two changes are made to 
normal optimization algorithms. First, the sensitivity of 
each gradient must be limited. It is important to restrict 
how many gradient calculations will impact each 
training point collected in the mini batch and the 
resulting updates to model parameters. DP does this  
by clipping the gradients calculated at each training 
point. 
This adjustment allows one to decide how much 
each training point will influence the parameters of 
the model. Second, we need to randomize the 
algorithm’s behavior to ensure that a certain point 
is included in the training set and to see how  
the algorithm will behave by comparing the 
optimization algorithm parameter updates when it 
runs with or without this point. This is achieved by 
sampling random noise and adding it to clipped 
gradients.  
There are three privacy-specific hyper-parameters 
in DP. The ‘l2 norm clip’ hyper-parameter is the 
maximal Euclidean norm of each gradient used to 
change the model parameters. This hyper-parameter 
is used to link the optimizer's precision to individual 
training points. The ‘noise multiplier’ hyper-
parameter is the amount of noise sampled and added 
to the gradients during training. Although it is not 
necessary to apply this noise addition process, the 
more noise is added, the better privacy will be. The 
‘micro-batch’ value of each data group is divided 
into units. Each micro-batch should contain a single 
training sample. This allows us to trim gradients by 
sample, not after they have been averaged on the 
mini batch. The higher the ‘learning rate’ hyper-
parameter, the more important each update will be.  
If updates are noisy, a low learning rate helps  
the educational process converge. This hyper-
parameter is already included in normal optimizer 
algorithms. 
In the DP pseudocode algorithms, C is the gradient 
norm bound, μ is the noise scale, and I is the identity 
matrix. The hyper-parameter adjustments in the  
DP algorithms performed in this study are given in 
Table 2. 
 
Table 1 — Architecture parameters of the suggested CNN 
Layer (type) Output shape 
Input image 150, 150 
Convolution-1 (32 filters of 3×3 size) 148, 148, 32 
Max Pooling-1 (32 filters of 2×2 size) 74, 74, 32 
Convolution-2 (64 filters of 3×3 size) 72, 72, 64 
Max Pooling-2 (64 filters of 2×2 size) 36, 36, 64 
Convolution-3 (64 filters of 3×3 size) 34, 34, 64 
Max Pooling-3 (64 filters of 2×2 size) 17, 17, 64 
Dropout 0.25 
Convolution-4 (128 filters of 3×3 size) 15, 15, 128 
Max Pooling-4 (128 filters of 2×2 size) 7, 7, 128 
Dropout 0.25 
Convolution-5 (256 filters of 3×3 size) 5, 5, 256 
Max Pooling-5 (256 filters of 2×2 size) 2, 2, 256 
Dropout 0.25 
Fully Connected 1 1×262400 
Fully Connected 2 1×65792 
Fully Connected 3 1028 
Softmax num = 6 
Epochs 50 
Batch size 128 
 
Table 2 — Hyper-parameter assignment of DP-optimizer 
algorithms in CNN 
Hyper-parameter Value 
Epoch 50 
Batch size 128 
L2 norm clip ( ) 
Noise multiplier ( ) 
Learning rate 
Micro-batch size 
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ALGORITHM  1: DP-SGD ALGORITHM PSEUDOCODE 
Input:               , I 
Output:   
while   not met: 
              # create random minibacth 
           with    
   
 
 
        
        
 
 
 # evaluate the gradient  
for    do 
              
      
 
   # clip gradient in l2_norm 
    
 
 
           
       
 
 
  # add noise 




ALGORITHM  2: DP-ADAGRAD ALGORITHM PSEUDOCODE 
Input:                  ,     
Output:   
while   not met: 
              # create random minibacth 
           with    
         
 
   
 # sum of the outer product of 
gradients  
    
 
 
      
        
 
   
 
for    do 
   
  
       
     
 
  
 # clip gradient in l2_norm 
   
 
 
          
           # add noise 
                 
 
            
   
   End for 
End while 
 
ALGORITHM 3: DP-RMSPROP ALGORITHM PSEUDOCODE 
Input:                         
Output:   
while   not met: 
              # create random minibacth 
           with    
for     do 
               
  
 
 # locally accumulated squared 
gradinets 
            
     
 
   # clip gradient in l2_norm 
   
 
 
          
       
 
 
  # add noise 
            
 
     






This study has examined many methods to ensure 
privacy for the classification of spare parts for 
knitting machinery. Six classes of spare parts are 
classified in our study. The hardware features of the 
computer used in this study are an Intel i7  
processor 1.8 GHz CPU, 8GB RAM, and NVIDIA 
GeForce MX150 GPU. The training process used 
approximately 200 training samples belonging to each 
class. Approximately 1200 image data samples have 
been used in total, and it took 298 seconds for the 
model to finish the training. Performance criteria 
obtained from these algorithms are illustrated in  
Table 3. Performance results of these methods are 
shown in detail in Table 4. The accuracy, loss, 
verification accuracy, and verification loss rates 
obtained by each algorithm as a result of the model 
training process are also shown in Figs 4–11. 
Confusion matrices produced by each algorithm are 
also given (Fig. 12). 
Eight different optimization algorithms have been 
tested to ensure DP privacy. These algorithms are DP-
GradientDescent, DP-GradientDescentGaussian, DP-
RMSProp, DP-RMSPropGaussian, DP-Adagrad, DP-
AdagradGaussian, DP-Adam, DP-AdamGaussian. 
The DP is described by the values of delta and 
epsilon. Epsilon is the value of the privacy budget  
that establishes the set. An epsilon value evaluates 
how much we cause the output of a dataset in a 
database to vary from the output of the same model  in a  










    
  
            
 




ALGORITHM 4: DP-ADAM ALGORITHM PSEUDOCODE 
Input:                         ,  ,       
Output:   
while   not met: 
              # create random minibacth 
           with    
                   # sum of the outer product of 
gradients  
for     do 
            
     
 
   # clip gradient in l2_norm 
   
 
 
          
       
 
 
  # add noise 
End for 
End while 




Table 3 — Classification report of different algorithms used in 
this study 
Label Precision Recall F1-Score Support 
DP-GradientDescent 
Nakcc1613 0.20 0.72 0.31 36 
Nanac0070a 0.14 0.05 0.08 56 
Nanac0148 0.20 0.54 0.29 37 
Nanbc0024 0.00 0.00 0.00 44 
Nanec0049 0.00 0.00 0.00 41 
Nanec0051 1.00 0.05 0.10 40 
DP-Adagrad 
Nakcc1613 0.46 0.76 0.57 37 
Nanac0070a 0.79 0.24 0.37 45 
Nanac0148 0.43 0.29 0.35 51 
Nanbc0024 0.38 0.26 0.31 42 
Nanec0049 0.46 0.68 0.55 40 
Nanec0051 0.43 0.62 0.51 39 
DP-RMSProp 
Nakcc1613 1.00 1.00 1.00 40 
Nanac0070a 1.00 1.00 1.00 34 
Nanac0148 1.00 1.00 1.00 41 
Nanbc0024 1.00 1.00 1.00 51 
Nanec0049 0.98 1.00 0.99 46 
Nanec0051 1.00 0.98 0.99 42 
DP-Adam 
Nakcc1613 0.96 1.00 0.98 45 
Nanac0070a 1.00 1.00 1.00 50 
Nanac0148 0.93 0.97 0.95 40 
Nanbc0024 1.00 0.86 0.96 36 
Nanec0049 0.98 1.00 0.99 40 
Nanec0051 0.98 0.98 0.98 43 
DP-GradientDescentGaussian 
Nakcc1613 0.43 0.47 0.45 49 
Nanac0070a 0.30 0.37 0.33 46 
Nanac0148 0.12 0.05 0.07 43 
Nanbc0024 0.29 0.28 0.28 43 
Nanec0049 0.22 0.35 0.27 40 
Nanec0051 0.16 0.09 0.12 33 
DP-AdagradGaussian 
Nakcc1613 0.42 0.93 0.58 44 
Nanac0070a 0.51 0.59 0.55 44 
Nanac0148 0.36 0.10 0.15 42 
Nanbc0024 0.50 0.07 0.12 42 
Nanec0049 0.65 0.31 0.42 48 
Nanec0051 0.38 0.74 0.50 34 
DP-RMSPropGaussian 
Nakcc1613 1.00 1.00 1.00 50 
Nanac0070a 0.97 1.00 0.99 34 
Nanac0148 1.00 1.00 1.00 43 
Nanbc0024 1.00 1.00 1.00 46 
Nanec0049 1.00 0.98 0.99 46 
Nanec0051 1.00 1.00 1.00 35 
DP-AdamGaussian 
Nakcc1613 1.00 1.00 1.00 47 
Nanac0070a 1.00 1.00 1.00 47 
Nanac0148 1.00 1.00 1.00 44 
Nanbc0024 1.00 1.00 1.00 41 
Nanec0049 0.97 1.00 0.99 33 
Nanec0051 1.00 0.98 0.99 42 
Table 4 — Performance metrics of the optimizer algorithms in this 
study 






0.1795 1.9967 0.2008 1.7690 
DP-Adagrad 0.2613 1.7178 0.4567 1.6719 
DP-RMSProp 0.9941 0.0414 0.9921 0.0311 
DP-Adam 0.9872 0.0821 0.9724 0.3082 
DP-Gradient  
Descent Gaussian 
0.1874 1.9414 0.2795 1.7474 
DP-Adagrad  
Gaussian 
0.2692 1.7232 0.4488 1.5906 
DP-RMSProp  
Gaussian 
0.9862 0.0645 0.9961 0.0108 
DP-Adam  
Gaussian 




Fig. 4 — DP-GradientDescent’s (a) accuracy and (b) loss ratio as 
a consequence of training and validation 
 
neighboring dataset. This variable shows whether 
privacy is preserved. The smaller the epsilon, the 
greater the privacy — delta is the rate at which we 
ensure privacy. Our cumulative privacy loss delta 
value   increases with each   estimation,   i.e.,    query.  


















Fig. 7 — DP-Adam’s (a) accuracy and (b) loss ratio as a consequence of training and validation 
 















Fig. 10 — DP-RMSPropGaussian’s (a) accuracy and (b) loss ratio as a consequence of training and validation 





















When parts of knitting machinery are damaged or 
need to be replaced, the end user finds it difficult to 
know the name/code of the spares due to 
confidentiality and high cost of product catalogue. It 
has been suggested to use a classifier to find the codes 
for spare parts; however, ensuring confidentiality 
since the manufacturer pays attention on the same. 
This study has developed privacy protection using a 
CNN-based classifier with DP. The points that 
distinguish this study from those in the literature are 
as follows: there is no machine learning–based 
classifier in the literature for the classification of 
spare parts. Also, this study achieved the highest 
accuracy rate when the DL classifier results were 
compared with those of other methods in the 
literature. This study showed which DP-based 
classifier gives the best results in image classification 
(DP-RMSProp optimization, with 99.41%) by 
applying many optimization techniques with DP and 
examining the results in detail. Future studies will 
examine the effects of hyper-parameters such as 
epoch and batch size on the DP method. 
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