The computational complexity of a problem is the amount of resources, such as time or space, required by a machine that solves the problem. The descriptive complexity of problems is the complexity of describing problems in some logical formalism over nite structures. One of the exciting developments in complexity theory is the discovery of a very intimate connection between computational and descriptive complexity. It is this connection between complexity theory and nite-model theory that we term computational model theory.
Introduction
The computational complexity of a problem is the amount of resources, such as time or space, required by a machine that solves the problem. Complexity theory traditionally has focused on the computational complexity of problems. A more recent branch of complexity theory focuses on the descriptive complexity of problems, which is the complexity of describing problems in some logical formalism over nite structures Imm89] . One of the exciting developments in complexity theory is the discovery of a very intimate connection between computational and descriptive complexity. It is this connection between complexity theory Pap94] and nite-model theory 1 Fag93] that we term computational model theory.
In this overview paper we o er one perspective on computational model theory. One of the themes of this perspective is that fact that although the relationship between descriptive and computational complexity is intimate, it is not without its problems, and the \partners" do have some irreconcilable di erences. While computational devices work on encodings of problems, logic is applied directly to the underlying mathematical structures. As a result, machines are able to enumerate objects that are logically unordered. For example, while we typically think of the set of nodes in a graph as unordered, it does become ordered when it is encoded on the tape of a Turing machine. This \or-der mismatch" complicates the relationship between logic and complexity signi cantly Var82, Imm86, AV95] .
A second theme of our perspective is the fact that rst-order logic has severely limited expressive power; for example, graph connectivity is not expressible in rst-order logic (see Fag75, AU79, Gai82, GV85] ). In view of that fact, there is an emphasis in database theory and in nite-model theory on logics that go beyond rst-order logic. One way to increase the limited expressive power of rst-order logic is by adding xpoint constructs. As xpoint is a fundamental computational construct Rog67, Acz77] , this extension can be viewed as transforming the logic from an assertional logic to a computational logic. Such extensions of rst-order logic have been the subject of extensive study { focusing on their expressive power, their relationship to complexity classes, in particular to P and PSPACE, and their asymptotic probability properties (cf. AV91a, Cha88, CH82, Imm86, KV87, Var82] ). Of particular importance among these extensions are in ationary-xpoint logic, which is obtained from rst-order logic by adding xpoints of in ationary rst-order formulas, and nonin ationary-xpoint logic, which is obtained from rst-order logic by adding xpoints of general rst-order formulas.
Since rst-order logic has a nitary syntax, a di erent way to increase its expressive power is to allow for in nitary formation rules. One of the most powerful logics resulting this way is the in nitary logic L 1! , which allows for arbitrary disjunctions and conjunctions. This logic has been studied extensively on in nite structures (cf. BF85]), but it is too powerful to be of interest or use in nite-model theory, because every class of struc-tures that is closed under isomorphisms is de nable in L 1! . A more interesting extension from the perspective of nite-model theory is that of nite-variable in nitary logic L ! 1! , which consists of all formulas of L 1! with a nite number of distinct variables. More formally, L ! 1! is the union S 1 k=1 L k 1! , where L k 1! is the collection of all formulas of L 1! with k variables. The in nitary logic L ! 1! was studied originally on in nite structures Bar77] , but it turned out to have several uses in nite-model theory KV92b, KV95] . In fact, L ! 1! could be said to underlie much of the work on lower bounds for expressibility on nite structures in Imm82, dR87, LM89, CFI92], although its use there is rather implicit.
One of the reasons for the importance of L ! 1! in nite-model theory is the fact that from an expressiveness standpoint L ! 1! constitutes a proper extension of both in ationary-and nonin ationary-xpoint logics KV92b] . Thus, L ! 1! can be used to derive both positive and negative results about xpoint logics. On the positive side, structural results about L ! 1! transfer to similar results for xpoint logics, while, on the negative side, lower-bound results for expressibility in L ! 1! yield, a fortiori, lower bounds for expressibility in xpoint logics (but not vice-versa). The main advantage of L ! 1! is that the expressive power of the in nitary logics L k 1! with k variables, k 1, has a clean and precise characterization in terms of simple k-pebble games between two players on a pair of structures (cf. Bar77, Imm82, KV92b] ). In contrast, xpoint logic is not known to possess a similar property. In this paper we review two such applications of L ! 1! . The rst concerns expressibility, while the second concerns 0-1 laws. While L ! 1! does provide an elegant framework for studying important phenomena such as 0-1 laws KV92b] and expressive power of query languages ACY95, KV95] , in nitary formulas have a non-e ective syntax and can de ne non-computable queries. We seek here to understand better the connection between e ective query languages and L ! 1! . The main focus is to identify natural e ective fragments of L ! 1! and relate them to known computational models for queries.
To formalize natural e ective fragments of L ! 1! , we de ne syntactic and semantic notions of recursively enumerable (r.e.) formulas. The syntactic notion is based on the enumeration of the (syntactic) components of the sentence. In contrast, the semantic notion of r.e. requires the set of models of a sentence to be r.e. We show an intimate connection between the e ective fragments of L ! 1! and a formal computing device that subsumes most database query languages. The device, called relational machine, consists of a Turing machine interacting with a relational store via rst-order queries. This model is similar in spirit to the computation carried out in practical database languages such as C+SQL, where rst-order queries are embedded in a host programming language. Unlike Turing machines, which operate on encodings of problems, relational machines operate directly on the underlying mathematical structures, overcoming the order mismatch.
For Turing machines, the most natural measure of complexity is in terms of the size of the input. This measure is not the most natural one for relational machines, since such machines cannot measure the size of their input. In fact, relational machines have a limited discerning power, i.e., the power to distinguish between di erent pieces of their input, since they are only able to manipulate their input relationally. This suggests that it is natural to measure the size of the input to a relational machine with respect to the discerning power of the machine. The new measure gives rise to a new notion of computational complexity, called relational complexity, resulting in classes such as PTIME r (relational polynomial time) and PSPACE r (relational deterministic polynomial space) AV95, AVV97].
Relational complexity can serve as a mediator between logical complexity and standard complexity. On one hand, questions about containments among standard complexity classes can be translated to questions about containments among relational complexity classes. On the other hand, the expressive power of xpoint logic can be precisely characterized in terms of relational complexity classes. This tight, three-way relationship among xpoint logics, relational complexity and standard complexity yields logical analogs to containments among complexity classes. In particular, this shows that some of the most tantalizing questions in complexity theory { P. vs. PSPACE, NP vs. PSPACE, and PSPACE vs. EXPTIME { boil down to one fundamental issue: understanding the relative power of in ationary vs. nonin ationary 1st-order operations.
Fixpoint Logics and In nitary Logic

Fixpoint Logics
Since its introduction in the early 1970s Cod70], the relational model has become the dominant data model for database management systems Ull89]. The core query language for the relational model is the relational calculus, which is a rst-order logic Cod72]. It is well known, however, that many natural graph-theoretic queries, such as transitive closure, connectivity, acyclicity, and 2-colorability, are not rst-order de nable AU79, Fag75, Gai82] . This motivated the proposal by Aho and Ullman to extend rst-order logic with a xpoint construct AU79].
Let be a vocabulary, let S be an n-ary relation symbol not in , let '(x 1 ; : : :; x n ; S) be a rst-order formula over a vocabulary fSg, and let D be a structure over . The formula ' gives rise to an operator from n-ary relations on the universe D of D to n-ary relations on D, where (T) = f(a 1 ; : : : ; a n ) : D j = '(a 1 ; : : : ; a n ; T)g; for every n-ary relation T on D.
Every such operator generates a sequence of stages that are obtained by iterating . We will be interested here in the relationship between the stages of the operator and its xpoints.
De nition 2.1: Let D be a structure over a vocabulary . We say that a relation T on D is a xpoint of the operator (or, of the formula ') if (T) = T.
Intuitively, one would like to associate with an operator the \limit" of its stages. This is possible only when the sequence m , m 1, of the stages \converges", i.e., when there is an integer m 0 such that m 0 = m 0 +1 and, hence, m 0 = m ; for all m m 0 : Notice that in this case m 0 is a xpoint of , since m 0 = m 0 +1 = ( m 0 ). The sequence of stages, however, may not converge. In particular, this will happen if the formula '(x; S) has no xpoints. Thus, additional conditions have to be imposed on the formulas considered in order to ensure that the sequence of stages converges.
A formula '(x 1 ; : : :; x n ; S) is in ationary in S if it is of the form S(x 1 ; : : : ; x n ) _ (x 1 ; : : :; x n ; S). This guarantees that T (T) for every n-ary relation T. In ationariness is a natural syntactic condition that guarantees convergence. as the sequence m , m 1, of stages is increasing. If D is a structure with s elements, then every stage m has at most s n elements and, consequently, there is an integer m 0 s n such that m 0 = m for every m m 0 . Thus, the sequence of stages of '(x; S) converges to m 0 . m 0 is the in ationary xpoint of '(x; S). We write ' 1 or 1 to denote the in ationary xpoint of '.
In ationary-xpoint logic, denoted IFP, is rst-order logic augmented with the inationary xpoint formation rule for in ationary formulas. The canonical example of a formula of IFP is provided by the in ationary xpoint ' 1 (x; y) of the rst-order formula S(x; y) _ E(x; y) _ (9z)(S(x; z)^S(z; y)):
In this case ' 1 (x; y) de nes the transitive closure of the edge relation E. It follows that connectivity is a property expressible in IFP, but, as noted above not in rst-order logic.
Remark 2.2: Fixpoints can also be guaranteed to exist when the formula '(x 1 ; : : : ; x n ; S) is positive in S, namely, when every occurrence of S is in the scope of an even number of negations. In that case, we have that is monotone, i.e., (T 1 ) (T 2 ) if T 1 T 2 , and consequently, the sequence m , m 1, of stages is increasing and has a limit that is a xpoint. In fact, that limit is the least xpoint of . Positive-xpoint logic is 1st-order logic augmented with the positive-xpoint formation rule for positive formulas. It is easy to see that IFP is at least as expressive as positive-xpoint logic. Gurevich and Shelah showed that in fact the two logics have the same expressive power GS86] (see also Lei90] ).
The complexity-theoretic aspects of IFP were studied in CH82, Imm86, Var82] . (These papers actually focused on positive xpoint logic, but, as observed above, positive xpoint logic and IFP have the same expressive power, which implies that they have the same data complexity in the sense of Var82] .) It is known that IFP captures the complexity class PTIME, where a logic L is said to capture a complexity class C if the following holds:
1. All problems expressible in L are in C, and 2. on ordered structures L can express all problems in C.
A more natural de nition would be to require that a problem is in C i it is expressible in L. There are, however, problems in PTIME (e.g., the evenness property, checking whether the cardinality of the structure is even) that are not expressible in IFP CH82]. Thus, requiring L to express precisely the problems in C would be too stringent.
How can we obtain logics with xpoint constructs that are more expressive than in ationary xpoint logic? A more powerful logic results if one iterates general rstorder operators, until a xpoint is reached (which may never happen). In this case, we may have non-terminating computations, unlike in ationary xpoint logic, where the iteration was guaranteed to converge. Notice that for every rst-order formula '(x 1 ; : : :; x n ; S), if D is a structure with s elements, then either the sequence m , m 1, of stages converges or it cycles. Which of the two is the case can be determined by carrying out at most 2 s n iterations of (as there are at most 2 s n distinct n-ary relations over s elements). Thus, the computation of the nonin ationary xpoint requires space polynomial in the sizefootnote The size of a structure is the length of a reasonable encoding of the structure. For example, the size of a n-ary relation with m tuples over a domain with s elements is O(mn log s As IFP captures PTIME and as NFP captures PSPACE, if IFP and NFP have the same expressive power, then PTIME=PSPACE. It is not clear, however, that the converse holds because IFP and NFP need order to \fully capture" PTIME and PSPACE, respectively. This phenomenon is called the order mismatch. Complexity classes are de ned in terms of Turing machines. Turing machines always receive ordered inputs, since the encoding of the input always impose a order (e.g., the nodes of an input graph have to be numbered). In contrast, logic operates at a more abstract level, which does not require the imposition of order (consider, as an example, how the transitive-closure query is expressed in IFP). We will return to the order mismatch in the sequel. 
Finite-Variable In nitary Logic
We consider the in nitary logic L 1! , which is the extension of rst-order logic that results by allowing in nite disjunctions and conjunctions in the syntax, while keeping the quanti er strings nite (cf. BF85]). To illustrate the gain in expressive power, recall the evenness property, which as we noted in not expressible in NFP. Let n be a rstorder sentence stating that there are exactly n elements. Then the in nitary sentence W 1 n=1 2n asserts that \there is an even number of elements". The semantics of in nitary formulas is a direct extension of the semantics of rst-order logic, with W interpreted as a disjunction over all formulas in and V interpreted as a conjunction.
In the context of nite-model theory, L 1! is too powerful to be of interest, as it can express any class of structure that is closed under isomoprhism (since any structure can be described up to isomoprhism by a rst-order sentence). In general, formulas of L 1! may have an in nite number of distinct variables. We now focus attention on fragments of L 1! in which the total number of variables is required to be nite. Variables, however, may have an in nite number of occurrences in such formulas.
De nition 2.5: Let k be a positive integer. The family L ! 1! of the in nitary languages L k 1! , k 1, was introduced rst by Barwise Rub75, Bar77], as a tool for studying positive-xpoint logic on in nite structures. Since that time, however, these languages have had numerous uses and applications in theoretical computer sciences. Indeed, they underlie much of the work in Imm82, dR87, LM89, CFI92] and they have also been studied in their own right in Kol85, KV92a, KV92b, Lyn93, Tys94, DLW95, KV95, LT95, KV96]. See KV92c] for a survey.
We now give some examples that illustrate the expressive power of in nitary logic with a xed number of variables.
Example 2.6: Paths and Connectivity
Assume that the vocabulary consists of a single binary relation symbol E and let p n (x; y) be a rst-order formula over asserting that there is a path of length n from x to y. The obvious way to write p n (x; y) requires n + 1 variables, namely (9x 1 : : :9x n?1 )(E(x; x 1 )^E(x 1 ; x 2 )^: : :^E(x n?1 ; y)): It is well known, however, that each p n (x; y) is equivalent to a formula in L 3 !! , i.e. a rst-order formula with at most three distinct variables x; y; z. To see this, put p 1 (x; y) E(x; y) and assume, by induction on n, that p n?1 (x; y) is equivalent to a formula in L 3 !! . Then p n (x; y) (9z) E(x; z)^(9x)(x = z^p n?1 (x; y))]:
It follows that \connectivity" is a property of directed graphs expressible in L 3 1! , since it is given by the formula (8x8y)( W 1 n=1 p n (x; y)): Similarly, the property \there is no cycle" is also in L 3 1! , since it is de nable by (8x)( V 1 n=1 :p n (x; x)): Notice that if P is any set of positive integers, then the property \x and y are connected by a path whose length is a number in P" is expressible in L 3 1! via the formula W n2P p n (x; y): It follows that L ! 1! can express non-recursive properties.
Properties such as \connectivity" and \there is no cycle" are also known to be expressible in IFP CH82]. We consider next extensions of rst-order logic with xpoint formation rules and compare the resulting logics to L ! 1! . A key observation underlying this paper is that IFP and NFP can be viewed as fragments of L ! 1! .
Theorem 2.7: KV92a] Let '(x 1 ; : : :; x m ; S) be an L k !! -formula over a vocabulary fSg, where S is an m-ary relation, m k. Let be the operator associated with '.
Then, for every l 1, the stage l (x 1 ; : : :; x k ) of is de nable by an L k !! -formula on all structures over . As a result, the nonin ationary xpoint ' 1 (x 1 ; : : : ; x k ) of '(x 1 ; : : : ; x k ; S) is de nable by a formula of L k 1! on all structures over .
Note, however, that L ! 1! is more expressive than NFP, since, as observed above, L ! 1! can express non-recursive properties.
Applications
One of the reasons for the importance of L ! 1! in nite-model theory is the fact that from the expressive power standpoint L ! 1! constitutes an extension of xpoint logics (Theorem 2.7). Thus, L ! 1! can be used to derive both positive and negative results about xpoint logics. On the positive side, structural results about L ! 1! transfer to similar results for xpoint logics, while, on the negative side, lower-bound results for expressibility in L ! 1! yield, a fortiori, lower bounds for expressibility in xpoint logics (but not vice-versa). The main advantage of L ! 1! is that the expressive power of the in nitary logics L k 1! with k variables, k 1, has a clean and precise characterization in terms of simple k-pebble games between two players on a pair of structures (cf. Bar77, Imm82, KV92b] ). In contrast, xpoint logic is not known to possess a similar property.
L k 1! -Equivalence and Pebble Games
Two structures are equivalent in some logic L if no sentence of L distinguishes them. This is a central concept in every logic and plays an important role in model theory. We discuss here equivalence in the in nitary logics with a xed number of variables.
De nition 3.1: Let A and B be two structures over a vocabulary and let k be a positive integer.
We say that A is L k 1! -equivalent to B, and we write A k 1! B, if A and B satisfy the same sentences of L k 1! .
We say that A is L k !! -equivalent to B, and we write A k !! B, if A and B satisfy the same sentences of L k !! .
The connection between de nability in L k 1! and the equivalence relation k 1! is described by the following two propositions. The Duplicator wins the game if he can continue playing \forever", i.e. if the Spoiler can never win a round of the game. The concept of a winning strategy for the Duplicator in the k-pebble game is formalized in terms a family of partial isomorphisms; see KV92b] for details.
The crucial connection between k-pebble games and L k 1! -equivalence is provided by the following result.
Theorem 3.5: Bar77, Imm82, KV92b] Let A and B be two structures over a vocabulary , and let k be a positive integer. The following are equivalent:
3. The Duplicator has a winning strategy for the k-pebble game on A and B.
We note that the fact that the k-pebble game captures both L k 1! -equivalence and L k !! -equivalence holds only for nite structures; for general structures the k-pebble game captures L k 1! -equivalence, which di ers from L k !! -equivalence KV92b].
As a consequence of Proposition 3.3 and Theorem 3.5, we get a game-theoretic characterization of de nability in the logics L k 1! , k 1. 
Expressiveness
Proposition 3.6 provides a method for establishing that certain properties are not expressible in in nitary logic with a nite number of variables. More speci cally, in order to establish that a property Q is not expressible by any formula of L ! 1! it is enough to show that for any k 1 there are structures A k and B k such that A k j = Q, B k 6 j = Q, and the Duplicator has a winning strategy for the k-pebble game on A k and B k . Moreover, Proposition 3.6 guarantees that this method is also complete, i.e., if Q is not expressible in L k 1! , then such structures A k and B k must exist.
As a demonstration of this method we show that the evenness property is not expressible in L ! 1! .
Proposition 3.7: KV92b] The evenness property is not expressible in L ! 1! .
Proof sketch: We describe the proof for a vocabulary that consists of one binary predicate symbol E; the proof for arbitrary vocabularies is similar. It su ces to show that the evenness property is not expressible in L k 1! , for arbitrary k. Consider K k and K k+1 , the complete directed graphs on k nodes and k + 1 nodes, respectively. Obviously, precisely one of these structures has even cardinality. Note, however, that every l-node substructure of K k is isomoprhic to K l , which is in turn isomorphic to every l-node substructure of K k+1 , for each l k. Thus, the Duplicator clearly has a winning strategy for the k-pebble game on K and K k+1 . The claim follows.
0-1 Laws for In nitary Logics
Let be a vocabulary consisting of nitely many relation symbols (but not proposition, function, or constant symbols) and let C be the class of all structures over with universe an initial segment f1; 2; : : : ; ng of the positive integers for some n 1. If P is a property of (some) structures in C, then the (labeled) asymptotic probability (P) on C is de ned to be equal to the limit as n ! 1 of the fraction of structures in C of cardinality n which satisfy P, provided this limit exists. We say that P is true almost everywhere on C in case (P) is equal to 1. If (P) = 0, then we say that P is false almost everywhere. It turns out that many interesting properties on the class G of all graphs are either true almost everywhere or false almost everywhere. It is, for example, well known and easy to prove that (connectivity)=1, (rigidity)=1, while (planarity)=0 and (l-colorability)=0, for l 2 Bol79]. On the other hand, evenness does not have an asymptotic probability. The study of asymptotic probabilities can be viewed as the foundations of the theory of average-case complexity, since it focuses on the average-case properties of mathematical structures (cf. ACV92]).
Fagin Fag76] and Glebskii et al. GKLT69] were the rst to establish a fascinating connection between logical de nability and asymptotic probabilities. More speci cally, they showed that if C is the class of all structures over some relational vocabulary and if P is any property expressible in rst-order logic, then (P) exists and is either 0 or 1. This result, which is known as the 0-1 law for rst-order logic, became the starting point of a series of investigations aiming in discovering the relationship between expressibility in a logic and asymptotic probabilities. The survey by Compton Com88] contains an eloquent account of developments in this area (see also Gur92] for an expository introduction).
If L is a logic, we say that the 0-1 law holds for L in case (P) exists and is equal to 0 or 1 for every property P expressible in the logic L. An important direction of investigation in nite-model theory pursued the study of 0-1 laws for xpoint extensions of rst-order logic. Talanov Tal81] showed that the 0-1 holds for rst-order logic augmented with a transitive closure operator. This result was extended by Talanov and Knyazev TK86] , and, independently, by Blass, Gurevich and Kozen BGK85] who proved that a 0-1 law holds for IFP. The latter results were extended further in KV87], where a 0-1 law was established for NFP. It turns out that these results are subsumed by a 0-1 law for L ! 1! .
In the past, 0-1 laws for various logics L were proved by establishing rst a transfer theorem for L of the following kind:
There is an in nite structure R over the vocabulary such that for any property P expressible in L we have: R satis es P () (P) = 1 on C:
This method was discovered by Fagin Fag76] in his proof of the 0-1 law for rst-order logic. It was also used later in BGK85] to establish the 0-1 law for IFP and in KV87] to show that the 0-1 law holds for NFP.
It turns out that there is a countable structure R over the vocabulary that satis es the above equivalence for all these logics. Moreover, this structure R is unique up to isomorphism. We call R the countable random structure over the vocabulary . The random structure R is characterized by an in nite set of extension axioms, which, intuitively, assert that every type can be extended to any other possible type. The precise de nitions are as follows.
De nition 3.8: Let be a vocabulary consisting of relation symbols only.
If x = (x 1 ; :::; x m ) is a sequence of distinct variables, then a type t(x) in the variables x over is the conjunction of all the formulas in a maximally consistent set S of equalities x i = x j , inequalities x i 6 = x j , atomic formulas in the variables x, and negated atomic formulas in the variables x. Let z be a variable that is di erent from all the variables in x. We say that a type t(x; z) extends the type s(x) if every conjunct of s(x) is also a conjunct of t(x; z). With each pair s(x) and t(x; z) of types such that t extends s we associate a rstorder extension axiom s;t stating that (8x)(s(x) ! (9z)t(x; z)):
Let T be the set of all extension axioms. The theory T was studied by Gaifman Gai64], who showed, using a back and forth argument, that any two countable models of T are isomorphic (T is an !-categorical theory). Fagin Fag76] realized that the extension axioms are relevant to the study of asymptotic probabilities and proved that on the class C of all structures over a nite vocabulary ( s;t ) = 1 for any extension axiom s;t . The equivalence between truth on R and almost sure truth on C (and consequently the 0-1 law for rst-order logic) follows from these two results by an application of the Compactness Theorem of mathematical logic. We now show that the 0-1 law holds for the in nitary logic L ! 1! using the gametheoretic characterization of L ! 1! . Unlike the proofs that are based on the transfer property, our proof here does note employ any \in nitistic" methods; the proofs does not assume the 0-1 law for rst-order logic, it does not involve the random structure R or any other in nite structure, and it does not make use of compactness 4 or of any of its consequences. Moreover, the 0-1 law is derived directly without establishing a transfer theorem rst. The 0-1 law for L ! 1! on the one hand subsumes all earlier ones in BGK85, Fag76, KV87, Tal81, TK86], and on the other hand provides a unifying treatment of 0-1 laws for rst-order logic and its extensions with xpoint operators or in nitary syntax.
Let k be a xed positive integer. If A is a structure, then we write A] for the equivalence class of A with respect to the equivalence relation k 1! . In what follows we will show that there is a tight connection between 0-1 laws and the asymptotic probabilities of equivalence classes A]. Actually, this turns out to be a general fact that holds for arbitrary probability measures.
So far all the results discussed here are about the uniform probability measures on C, i.e., all structures with n elements carry the same probability. There is, however, a well developed study of random structures under variable probability measures. This started with the work of Erd os and R enyi ER60] and is presented in detail in Bollob as Bol85].
In general, for each n 1 one has a probability measure pr n on all structures in C with n elements, where pr n may be a non-uniform distribution. The asymptotic probability pr(P) of a property P (relative to the probability measures pr n , n 1) is de ned by pr(P) = lim n!1 pr n (P), provided this limit exists. Note that the asymptotic probability de ned earlier for the uniform measure is simply a special case of this de nition. If L is a logic, then we say that a 0-1 law holds for L relative to the measure pr if for every sentence of L the asymptotic probability pr( ) exists and is either 0 or 1. Notice that, strictly speaking, pr is not a probability measure, because it is not countably additive (it is, however, nitely additive).
We now describe necessary and su cient condition for the existence of 0-1 laws for L k 1! under arbitrary probability measures.
Theorem 3.9: KV92b] Let K be a class of structures over a vocabulary , let k be a positive integer, and let pr n , n 1, be a sequence of probability measures on the structures in K with n elements. Then the following are equivalent:
1. The 0-1 law holds for the in nitary logic L k 1! relative to the measure pr. 2. There is an equivalence class C of the equivalence relation k 1! such that pr(C) = 1.
We now return to the uniform measure on L k 1! and give a proof of the 0-1 law for L k 1! using the preceding Theorem 3.9 and the characterization of k 1! in terms of pebble games. Corollary 3.11: Let C be the class of all structures over a vocabulary . The 0-1 law holds for IFP and NFP relative to the uniform measure on C.
E ective Fragments of L ! 1!
While L ! 1! is an elegant theoretical tool, its formulas have a non-e ective syntax, and can de ne non-computable queries. Thus, L ! 1! is not practical as a query language in the context of databases. The purpose of this section is identify natural e ective fragments of L ! 1! , and relate them to known computational models for queries.
Relational Machines
The language consisting of IFP and NFP queries can be viewed as a programming language with simple control interacting with the databases via a set of rst-order queries. A natural extension of this paradigm is to consider computationally complete computing devices interacting with the database via given rst-order queries AV95].
A relational machine is a Turing machine augmented with a relational store. The relational store consists of a set of relations of certain arities. Some of these relations are designated as input relations and some are designated as output relations. The type of a relational machine is the sequence of arities of its relations. The arity of the machine is the maximal arity of the relations in its store. For example, the relational store may consists of two unary relations and one binary relation, in which case the type is h1; 1; 2i and the arity is 2. The tape of the machine is a work tape and is initially empty. Transitions depend on the current state, the content of the current tape cell, and a test of emptiness of a relation of the relational store. Transitions involve the following actions: move right or left on the tape, overwrite the current tape cell with some tape symbol, and replace a relation of the store with the result of an rst-order operation on relations of the store.
The rst-order operations are: boolean operations (\; ; ?), i 1 :::im (project the tuples in a relation on the coordinates i 1 :::i m in the speci ed order), (cross-product of two relations), and i=j , i=a (resp., select from relation tuples whose i-th coordinate coincides with j-th one, or select those tuples whose i-th coordinate coincides with domain element a), see Ull89] . For example, the machine can have instructions such as:
If the machine is in state s 3 , the head is reading the symbol 1, and relation R 1 is empty, then change the state to s 4 , replace the symbol 1 by 0, move the head to the right, and replace R 2 by R 2 \ R 3 .
Relational machines model the embedding of a relational database query language Cod72] in a general purpose programming language. They are essentially the loosely coupled generic machines (GM loose ), introduced in AV91b]. Unlike Turing machines, which get their input spread on the input tape, relational machines get their input in a more natural way. For example, if the input is a graph, then the input to the machine is the set of nodes (a unary relation) and the set of edges (a binary relation). Thus, the order mismatch does not come up between relational machines and xpoint logics. We will come back later to the connection between relational machines and xpoint logics.
Relational machines give rise to three types of computational devices. First, we can think of a relational machine as an acceptor of a relational language, i.e., a set of structures. In that case, we assume that there is a single 0-ary output relation; the machine accepts if the output relation consists of the 0-ary tuple and rejects if the output relation is empty. We can also think of a relational machine as a relational function, computing an output structure for a given input structure. Finally, we can think of relational machine as a mixed function, i.e., a function from structures to strings, where the output is written on the machine's tape.
Since relational machines have a Turing machine component, they can perform arbitrarily complex computations on the tape. Thus, relational machines are Turing complete 5 on ordered inputs, since they can rst compute an encoding of the ordered input on the tape and then proceed to emulate any standard Turing machine. Relational machines are not Turing complete, however, in general. Indeed, as we shall see, they cannot compute evenness. This wide variation in expressive power generalizes the situation for the IFP and NFP languages and has similar causes. Like IFP and NFP, a relational machine interacts with the databases via a nite set of rst-order queries, which limits its ability to distinguish among tuples in the input. Essentially, relational machine can perform any computation on equivalence classes of tuples it can distinguish. We will return to this point shortly.
In nitary Logic and Relational Machines
As noted, neither the syntax nor the semantics of L ! 1! are e ective. To isolate natural e ective fragments of L ! 1! , we consider both the syntactic and the semantic aspects. This leads to two notions of recursively enumerable (r.e.) fragments of L ! 1! :
Syntactic: one can e ectively enumerate the syntactic \components" of the formula. Semantic: the set of models of the formula is r.e.
As we shall see, the two approaches do not lead to the same classes of formulas (nor the same sets of models).
We start with the syntactic approach. Consider the syntax tree of a given L ! 1! -formula '. By de nition, each path in the tree is nite. Suppose that each node in the tree has countably many children. Then each position in the tree is identi ed by a nite sequence i 1 :::i k of integers. The notion of recursive enumeration of the components of the formula is therefore captured by:
De nition 4.1: A formula ' in L ! 1! is r.e. if:
1. each of its disjunctions and conjunctions is countable; and 5 I.e., they have the same expressive power as Turing machines. It turns out that syntactic e ectiveness does not guarantee semantic e ectiveness. Indeed, we show that the r.e. formulas yield the analog of the arithmetic hierarchy de ned using relational machines.
The arithmetic hierarchy based on relational machines is de ned in analogy to the classical arithmetic hierarchy Rog67]. More precisely, add to relational machines oracles for sets of structures accepted by relational machines to obtain the rst level of the hierarchy; next, add oracles on the set of structures that can thereby be accepted; and so on. Let rel denote the collection of sets of structures in this hierarchy. It is easily seen that rel coincides on ordered inputs with the classical arithmetic hierarchy. Thus, r.e. L ! 1! -formulas can de ne non-computable queries. We therefore try to attack the problem of nding e ective fragments of L ! 1! using the semantic approach. The semantic notion of an e ective L ! 1! -formula simply requires that the set of models of the formula be r.e.
De nition 4.4: A set S of structures over a vocabulary is recursively enumerable (r.e.) if there exists a recursive enumeration I 1 ; :::; I i ; ::: of structures over such that I is in S i some structure isomorphic to I belongs to the enumeration.
We next characterize the L ! 1! sentences whose set of models is r.e. The result shows that these are semantically equivalent to relational machines. This also yields a normal form for such sentences. To prove this result, we use a normal form for L ! 1! in the style of AV95, DLW95]. The normal form says essentially that any L ! 1! -query can be reduced by a relational machine to an L ! 1! -query over ordered structures.
A structure is ordered if it contains a binary relation succ consisting of a successor function over the domain of the structure. The normal form reduces query evaluation on arbitrary structures to query evaluation on ordered structures. In the next lemma, the fact that the resulting structure is ordered is used to encode the structure on the tape of a relational machine.
Lemma 4.5: AVV95] For vocabulary and an L ! 1! formula ' over , there exists a vocabulary < and relational machine M order such that:
1. given a structure I over , the machine M order computes on the tape an encoding of an ordered structure I < over < ; 2. there exists an L ! 1! formula over < such that for each structure I over we have that I j = ' i I < j = .
We now have: Theorem 4.6: AVV95] Let S be a set of structures over a vocabulary . The following are equivalent:
1. S is accepted by some relational machine; 2. S = models(') for some sentence ' 2 L ! 1! and S is r.e.; Proof Sketch: Suppose that S is accepted by some relational machine M of arity k.
Clearly, S is r.e., since M can be simulated by a standard Turing machine. It can be shown that each accepting computation of M can be described by an L k !! -formula. Now let A be the set of L k !! -formulas describing accepting computations of M, i.e., A = f' j is an accepting computation of Mg:
Since an input is accepted by M i it yields some accepting computation of M, we have S = models( W A).
Suppose that S = models(') is r.e., where ' 2 L ! 1! . Since ' is in L ! 1! , we can use Lemma 4.5. Note that, since S is r.e., M order (S) is also r.e. A relational machine M accepting S can be constructed as follows. Given input I, the machine M rst computes M order (I) on the tape. Next, M enumerates the encodings of instances in M order (S) on the tape, which is possible since M order (S) is r.e. M accepts I if M order (I) is generated. Let us verify that M accepts precisely S. Suppose I is accepted by M. Then M order (I) is in M order (S), so M order (I) = M order (J) for some J satisfying '. Also, I < and J < are isomorphic. By Lemma 4.5, J < satis es , so I < also satis es . Finally, again by Lemma 4.5, I satis es ', so I is in S. Conversely, suppose I is in S. Then M order (I) occurs in M order (S), so M accepts I. Thus, relational machines can be viewed as a syntactic and semantic e ective fragment of L ! 1! .
Relational Complexity
Now that we have identi ed relational machines as an e ective fragment of L ! 1! , we would like to de ne complexity classes using relational machines. As noted in AV95], using as measure of the input its size is not appropriate for relational machines. This is because, unlike Turing machines, relational machines have limited access to their input, and in particular cannot generally compute its size. Indeed, relational machines are less \discerning" than Turing machines. We say that a relational machine M cannot discern between k-tuples u and v over an input D, if for each k-ary relation R in its store and throughout the computation of M over D, we have that u is in R precisely when v is in R. Since k-ary relational machines cannot discern among k-equivalent tuples, they cannot measure the size of their input. Intuitively, all that a k-ary relational machine \sees" in the input is the k-equivalence classes of tuples. This is best understood by looking at the extremes. As shown in AV95], relational machines are Turing complete on ordered inputs (where all distinct tuples can be distinguished from each other), but they collapse to rstorder logic on unordered sets (where the number of k-equivalence classes is bounded by a constant independent of the size of the input). Since all a k-ary relational machine \sees" in the input is the k-equivalence classes of tuples, it seems natural to measure the input size with respect to k . Let the k-size of a structure D, denoted size k (D), be the number of k -classes of k-tuples over D. Thus, is is reasonable to measure the time or space complexity of k-ary relational machines as a function of the k-size of their input. This measure, however, can reasonably serve as a basis for measuring complexity only if it can be calculated by relational machines. We rst state an important technical result.
Lemma 4.8: AV95, DLW95] For each input type and k > 0 there exists an IFP formula ' over , with 2k free variables x 1 ; :::; x k ; y 1 ; :::; y k such that for each input D of type , the formula ' de nes a partial order over k-tuples, and x 1 ; :::; x k is incomparable (via ) with y 1 ; :::; y k i x 1 ; :::; x k k y 1 ; :::; y k .
In other words, there exists an IFP query computing an order on the equivalence classes of k . Once we have an order, counting the number of classes is easy. From now on we measure the complexity of k-ary relational machines in terms of the k-size of their input. We can now de ne relational complexity classes in terms of deterministic or nondeterministic relational time or relational space, e.g., DTIME r (f(n)), NSPACE r (f(n)), and so on. Thus, we can de ne the relational complexity class PTIME r (relational polynomial time), NPSPACE r , etc. Proposition 4.9 guarantees the e ective enumerability of these classes. It is not obvious whether known relationships between deterministic, nondeterministic, and alternating complexity classes, such as PSPACE=NPSPACE=APTIME, hold also for relational complexity classes, since these relationships are typically the result of simulations that use order (although we show below that they do hold)
To simplify references to complexity classes, we use the notation Class(Resource, Control, Bound) and Class r (Resource, Control, Bound), where Resource can be time or space, Control can be deterministic, nondeterministic, or alternating, and Bound is the bounding function or family of functions. Thus, Class(time, nondeterministic; poly) is NP, and Class r (space; deterministic;poly) is PSPACE r . We will always assume that our bounds are at least linear. Typically, Bound will be a polynomially closed set of functions, i.e., a set of functions that contains the linear functions and contains p(f(n)) whenever it contains f(n), for all polynomials p(x). Furthermore, we assume that all bounds are fully time and space constructible (see HU79]). Note that most commonly used functions, including the logarithmic, linear, polynomial and exponential bounds, are fully time and space constructible; also, the fully time and space constructible functions are polynomially closed.
What is the relationship between relational and standard complexity? It is easy to see that the k-size of a structure D is always bounded above by a polynomial (O(n k )) in the size of D, for all k > 0. Furthermore, relational machines are strictly weaker than Turing machines because they cannot check that the cardinality of their input is even. The latter follows from Theorems 3.7 and 4.6. for any resource and control.
While relational machines are in some sense weaker than standard machines, the weakness is due only to the lack of order. This weakness disappears in the presence of order. Let w be string, say over the alphabet f0; 1g, of length n. We can encode w by a structure rel(w) consisting of a total order on the elements f0; : : : ; n ? 1g and a unary predicate on these elements, giving the positions of 1's in the string. Note than the k-size of rel(w) is bounded by n k . For a language L, let rel(L) = frel(w) j w 2 Lg.
Since rel(w) is ordered for each w, a relational machine can simulate a machine for L. It follows that there exists a Turing machine M rel(L) that accepts a standard encoding of rel(w) with control control 2 and with the resource resource 2 bounded by some function in 2 i w 2 L. Since a standard encoding of rel(w) can obviously be obtained from w in time/space polynomial in jwj, it follows that there exists a Turing machine M L which accepts L, with the same control and resource bound as M rel(L) . Thus, Class(resource 2 ; control 2 ; 2 ) contains L.
It follows from Corollary 4.12 that separation results among standard complexity classes translate into separation results among relational complexity classes. For example, it follows that PTIME r is strictly contained in EXPTIME r .
To further understand the relationship between standard and relational complexity, we introduce the notion of reduction from a relational language to a standard language. We say that a relational language L of type is relationally reducible in polynomial time to a standard language L 0 if there exists a deterministic polynomial-time relational machine T acting as a mixed function from -structures to strings, such that for each structure D of type we have that D 2 L if and only if T(D) 2 L 0 . It turns out that every relational language can be reduced to a standard language. This reduction uses the partial order constructed in Lemma 4.8. Theorem 4.13: AVV97] Let be a polynomially closed set of fully time/space constructible functions and let L be a relational language in Class r ( ; ; ) for some resource , control , and bound . Then L is relationally reducible in polynomial time to a language L 0 in Class( ; ; ).
According to the proof of the theorem, the reduction from L to L 0 depends only on the type of L and the arity k of its relational acceptor M. We denote the relational machine that does the reduction for type and arity k by T ;k , and call it the relational reduction machine of input type and arity k.
Combining Propositions 4.10 and 4.11, Corollary 4.12, and Theorem 4.13, we get that the relationships among relational complexity classes are analogous to the relationships among standard complexity classes. In particular, it follows from Corollary 4.14, that the known relationships between deterministic, nondeterministic, and alternating complexity classes, such as PSPACE=NPSPACE=APTIME, do hold for relational complexity classes, i.e. PSPACE r =NPSPACE r =APTIME r . Also, the open questions about standard complexity classes translate to questions about relational complexity classes, e.g., PTIME=PSPACE if and only if PTIME r =PSPACE r .
Relational Machines and Fixpoint Logics
Fixpoint logics involve iterations of 1st-order formulas. Since relational algebra has the expressive power of 1st-order logic, it is clear that relational machines with the appropriate control can simulate all xpoint logics. For example, IFP PTIME r and NFP PSPACE r . To nd the precise relationship between xpoint logics and relational machines consider again Theorem 4.13. According to that theorem, every relational language of a certain relational complexity can be reduced in relational polynomial time to a standard language of the analogous standard complexity. For example, a relational language in PTIME r can be reduced in relational polynomial time to a language in PTIME. As discussed earlier, IFP captures PTIME. Thus, the only gap now between PTIME r and IFP is the relational polynomial time reduction. This gap is now bridged by the following theorem, which uses the normal-form theorem of AV95]. Theorem 4.16: AV95] 1. IFP=PTIME r 2. NFP=PSPACE r Proof: To simulate a relational machine by a xpoint logic, one rst uses ' ;k to obtain rel(T ;k (D)), and then uses the logic to simulate a standard machine. This is possible because rel(T ;k (D)) is an ordered structure and because the xpoint logics express the corresponding standard complexity classes on ordered structures. Theorem 4.16 should be contrasted with our earlier discussion on the complexity of IFP and NFP. In that discussion, we talked about IFP and NFP capturing complexity classes, Theorem 4.16 provides a precise characterization of the expressive power of xpoint logics in terms of relational complexity classes. We can now use relational complexity as a mediator between xpoint logic and standard complexity. Corollary 4.14 relates standard complexity to relational complexity, while Theorem 4.16 relates relational complexity to xpoint logic. Together, they bridge the gap between standard complexity and xpoint logic.
Corollary 4.17: AV95] P = PSPACE i IFP=NFP Thus, one of the most tantalizing questions in complexity theory boil down to one fundamental issue: the relative power of in ationary vs. nonin ationary 1st-order operators. As is shown in AVV97], the questions of NP vs. PSPACE and PSPACE vs. EXPTIME can also be expressed in terms of the relative power of in ationary vs. nonin ationary 1st-order operators.
