An integral sliding mode observer (ISMO)-based method for estimating the structure and motion (SaM) of an object in general motion is proposed using a monocular dynamic (moving) camera. As the unknown range and object velocity can be considered as disturbances and should be quickly estimated, it is necessary to maintain the robustness against these disturbances from the start by eliminating the reaching mode. Therefore, the ISMO-based method is proposed on the basis of a relative camera-object motion model. By formulating the relative motion model with three-dimensional measurable state variables, three unknown components among the range, unknown object velocity components, and unknown camera velocity components can be estimated by the proposed method in the following cases: i) the camera is in dynamic motion and the object is in semigeneral motion [i.e., initially static (stationary) and then in general (static or dynamic) motion], ii) the camera is in dynamic motion and the object is in general motion within a constrained space, and iii) both the object and camera are in general motion within a less constrained space when the range information is available. Simulation and experimental results demonstrate that the range and object velocity can be estimated with a satisfactory transient response using a monocular dynamic camera.
I. INTRODUCTION
Three-dimensional (3D) estimation of the structure of an object (i.e., the relative Euclidean distances in the X , Y , and Z directions of an object with respect to the camera) requires the range information between an object and a camera to be obtained using a camera. In the stereo vision method using two cameras to obtain the range by triangulation [1] - [6] , inaccurate camera calibration results in the large estimation errors of the structure. Therefore, triangulationbased range estimation methods using a monocular camera were developed [7] - [10] ; however, most of their application for the real-time object tracking is limited in that the object should move along the restricted trajectories and the required batch processing involves a large amount of image data.
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Whereas 3D reconstruction methods and structure from motion (SfM) estimation methods using a monocular camera have been much studied in [7] - [30] , the motion of an object (i.e., the velocity of an object) along with the structure of an object need to be effectively used in practical applications. Accordingly, the structure and motion (SaM) estimation problem has been extensively studied in the field of vision-based control [31] , [32] . Structure and/or motion estimation can be readily employed for the visual servoing and tracking control of robots based on a vision system [33] - [36] . In particular, in the research on Euclidean 3D reconstruction using a monocular camera for different camera and object motions [12] , [19] , [37] - [40] , [42] - [49] , either the range and object velocity were not simultaneously estimated or the camera and object motions were constrained. Therefore, an estimation algorithm for the SaM of an object should be developed for more general object motion VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ than those in existing studies [19] , [37] - [49] for practical applications.
Although the algorithm for the range and motion estimation for a camera using two objects in [50] can be developed for the SaM estimation of an object using a monocular camera, it cannot consider the transient response. As more general camera and object motions come into existence, the existing nonlinear observers for SaM estimation in [19] , [37] - [48] , [50] cannot be effectively utilized against a fast object motion in that the SaM estimation of an object can give impractical initial estimates to be used for actual applications. Accordingly, the proposed method has been motivated by the fact that i) an improved method for the SaM estimation of an object in general motion should be developed by designing an observer that achieves a satisfactory transient response for the estimation error; ii) the restrictions on the motions of the camera and object and the required velocity information should be reduced and clarified in the SaM estimation method.
An integral sliding mode observer (ISMO) based on integral sliding mode control (ISMC) [51] - [60] is beneficial in that the reaching mode is eliminated in an ISMO and the sliding mode is enforced from the beginning of the estimation. Thus, by considering the unknown range and object velocity as disturbances, the robustness against disturbances throughout the entire estimation response can result in a much improved transient response. These objectives of the ISMO are different from those of sliding mode control methods [61] - [64] . However, ISMO has been relatively less studied [65] - [68] even with the advantages of the ISMC in [51] - [60] , When these advantages of the ISMC can be introduced in the ISMO-based SaM estimation method, the performance of the ISMO-based SaM estimation of an object in general motion using a monocular camera can be significantly improved in such a way that the range and velocity of the object in general motion can be estimated with a rapid and much improved transient response. This is another motivation of the proposed ISMO-based method. In particular, the ISMO-based SaM estimation method has not been studied before for the object in general motion using a monocular camera. Further development of various ISMOs by incorporating the ISMC methods in [51] - [60] is interesting, but this is not within the scope of this paper.
In this paper, an ISMO-based SaM estimation method for a single object in general motion using a monocular camera is proposed by considering the fast object motion and unknown information as disturbances so that the estimation response initially starts from the sliding surface. Owing to the performance of the proposed ISMO, the range and object velocity can be quickly estimated with a significantly improved transient response even in the presence of the unknown components of the camera velocity and the constraints on the camera and object motions unlike the existing algorithms [1] - [19] , [19] - [50] .
The contributions of the proposed method can be described in the follow way.
• The relative motion dynamics between the camera and the object are introduced in different forms depending on the camera and object motions. Considering that the measurable state vector is three-dimensional in nature, three unknown components among the range and object velocity components are considered as disturbances. Thus, the SaM can be estimated by designing an SaM observer even when the object is in more general motion. The insight for the derivation of the SaM dynamic equations for different scenarios can be explained as follows. When the number of the available state variables in the SaM equations are equal to or more than the number of the information to be obtained, the considered SaM estimation problem can be solved. Therefore, depending on the conditions and the number of available components of the object and camera velocity vectors, the SaM equations has been reformulated for each scenario in this paper such that SaM estimation problem can be solved by the proposed method for the scenarios that have not been studied before in the existing literature [19] , [37] - [50] . The dynamic systems such as SaM equations were shown to be useful in modeling the time series data such as the human pose and motion [69] . Similarly, the SaM equations can be effectively used for the SaM estimation of the object, as will be described in the following sections. The dynamic systems have been studied in the numerous computer vision applications including data visualization, dynamic texture categorization, identification of crowd behaviors in visual scenes, and video-based inference [70] - [74] .
• An ISMO-based SaM estimation method is proposed for an object in general motion. Robustness against the disturbances is maintained from the start by eliminating the reaching mode such that the transient response of SaM estimation can be greatly improved unlike the existing methods [1] - [19] , [19] - [50] . Among these studies, there has been much work on the non-rigid structure from motion (SfM) which studied both camera motion and structural deformation [22] - [30] . Whereas the proposed method does not handle the structural deformation, it studies the motion estimation such as the unknown components of the camera velocity and object velocity. In this sense, the proposed method achieves the objective that is not the same as the objective of the non-rigid SfM. It should be also noted that the performance of the SaM estimation using the proposed ISMO does not depend on the initial conditions of the object position, object velocity, camera position, and camera velocity, which is verified in the proofs of the theorem and corollaries in Sections IV-VI using the Lyapunov stability analysis [75] . In addition, the proposed method does not assume the constant velocities of the camera and object. That is, the proposed ISMO can estimate the range and the unknown components of the camera and object velocities irrespective of whether they are time-varying or time-invariant. These are also the advantages of the use of the proposed SaM dynamic equations and ISMO designed on the basis of the SaM equations. As will be shown in the figures in Section VII, the proposed observer maintains the improved estimation performance compared with the previous observer in [50] . Although the ISMOs were studied in [65] - [68] , the ISMO in [64] - [67] did not involve the integral sliding surface and the ISMO in [68] was designed only for the linear system instead of the nonlinear system unlike the proposed ISMO.
• The restriction on the motions of the camera and object and the requirement of the velocity information in the SaM is clarified by introducing several scenarios. The SaM of an object using a dynamic (moving) camera can be estimated via the ISMO based on the relative motion model even for more general object motion and less camera velocity information than existing studies in [19] , [37] - [50] . The following situations have been studied. The first case is when an object is in semigeneral motion (i.e., it initially remains static (stationary) for a certain period of time and is then in general (static or dynamic) motion) and the camera is in dynamic motion. The second case is when the object is in general motion within a constrained space and the camera is in dynamic motion. The third case is when both the object and camera are in general motions assuming that the range is available. The formulation of the SaM equations and the consideration of the several scenarios in the proposed ISMO-based method can obtain the closed-form solution of the SaM estimation problem, which has not been considered in [19] , [37] - [50] .
• Simulation and experimental results with a camera in dynamic motion and an object in semigeneral and general motions are provided to verify the proposed method. These results show that both the range and object velocity can be estimated well using the proposed method even when both the camera and object are in motion.
II. RELATIVE CAMERA AND OBJECT MOTION DYNAMICS
The motion of the feature points between consecutive camera images can be described in terms of two orthogonal coordinates attached to a camera, F * and F C . Although F * is attached to the camera at the location corresponding to the initial point at initial time t 0 , F C is changed from F * after the initial time through the rotation matrixR ∈ SO ( 
where p = [p u , p v , 1] T ∈ R 3 and A c ∈ R 3×3 is a known intrinsic camera calibration matrix [32] .
As the camera moves, the feature point q in F C satisfies
where the vector x Oq defined from the origin of F * to q. From (2) , the relative motion model can be obtained as [32] , [76] 
where [ω] X ∈ R 3×3 is a skew-symmetric matrix defined as
[ω] X :=
for the camera's angular velocity ω :
Considering the situation in which i) the camera and object are in stable motion for SaM estimation and ii) the measurement or estimation of the angular velocity of the camera using two consecutive 2D images is carried out using epipolar geometry, the following assumption can be made.
Assumption 1: The camera velocity v c , object velocity v p , and their time derivatives are bounded owing to the stable relative camera and object motions. In addition, ω is available.
On the basis of y : (3), the relative motion dynamics can be obtained aṡ
where y 1 and y 2 are measurable from (1) and y 3 should be estimated. The available variableȳ 3 satisfyinḡ
is then introduced as in [50] for an unknown positive constant d s such that d s needs to be estimated instead of the time-varying y 3 for range estimation. The measurable vector y := [y 1 , y 2 ,ȳ 3 ] T in [50] can be used to obtain from (5) the following relative motion dynamics:
where
Here, i for i = 1, 2, 3 is a measurable nonsingular matrix and g is an unmeasurable vector, all of which will be appropriately defined later in Sections IV and V depending on the conditions of the camera and object. Sinceȳ consists of three measurable variables, three variables among y 3 (t) and the unknown components of v p and v c can be estimated by using an ISMO that will be designed based on the relative motion dynamics in (7) in the next section. SaM estimation of an object can be still very difficult or even impossible to achieve unless the motion of either a dynamic camera or an object is restricted or at least some information of the camera velocity is given. Therefore, the following situations are considered as in Fig. 1 : i) an object is in semigeneral motion and a camera is in dynamic motion ( Fig. 1(a) ); ii) an object is in general motion within a constrained space and a camera is in dynamic motion ( Fig. 1(b) ); and iii) both the object and camera are in general motions assuming the known range information ( Fig. 1(c) ). These cases are described in more detail in Sections IV-VI as in Table 1 .
III. INTEGRAL SLIDING MODE OBSERVER BASED ON A RELATIVE CAMERA-OBJECT MOTION MODEL
Since g is bounded from Assumption 1 as 0 ≤ g ∞ < γ for a constant γ , an ISMO is designed on the basis of (7) aṡ
whereŷ andĝ are estimates ofȳ and g, respectively. The estimation error e s :=ȳ −ŷ and integral sliding surface are introduced as s e = e s + e sI (9) where e sI is obtained froṁ
with the initial condition e sI (0) = −e s (0). Owing to this choice of e sl (0), s e (0) becomes zero from (9) and s e will be maintained to zero thereafter by using the ISMO method described below so as to eliminate the reaching mode. Since e s is the difference ofȳ andŷ and bothȳ andŷ are available, e s (0) is available. Then, the estimateĝ can be obtained aŝ
where the pseudoinput v and its derivative u are obtained froṁ
k 1 ,k 2 > 0 are constants, and s is another sliding surface given by
for positive constants a and b and v(0) = −γ tanh{as e (0)}, satisfying s(0) = 0. Here, tanh(·), sech(·), and | · | in (10)- (19) are assumed to be functions applied to each element of the argument for simplicity. Then, s e and s can remain at zero, eliminating the reaching mode. The stability and performance of the proposed ISMO designed on the basis of (7) can be analyzed as the following theorem.
Theorem 1 (ISMO for the Relative Motion Model in (7) ): The state estimation errors between the actual states of the relative camera-object motion model in (7) and their estimates obtained by the ISMO in (8)-(14) under Assumption 1 are stable in the sense that i) s ∈ L ∞ ; ii) e s ∈ L 2 ∩ L ∞ ; iii) s, e s , andė s converge to zero asymptotically; and iv)ĝ converges to g asymptotically.
Proof: The state estimation error dynamics can be expressed using (7)- (11) and (14) aṡ
Owing to (11) , the time derivative of V 1 = s T e s e 2 can satisfẏ
where 0 ≤ α := g ∞ γ < 1. For the design of the ISMO, the time derivative of s in (14) is arranged aṡ
Substitution of (13) into (17) then giveṡ
The time derivative of V 2 = s T s 2 is obtained aṡ
By combining (16) and (19), the time derivative of the Lyapunov function V :
If |s e | ≥ē s whereē s :
Therefore, s e and s are ultimately bounded, and their ultimate bounds dependent onē s decrease to zero asē s decreases to zero. Thus, |s e | ≥ē s and (21) hold as time goes on. From (21) , s e , s ∈ L ∞ and s e ∈ L 2 hold. Moreover,ṡ e ∈ L ∞ holds from (15) , implying the uniform continuity of s e . Combining this with the L 2 -property of s e , Barbalat's lemma [75] can be used to show that s e converges to zero asymptotically. The boundedness ofs e can be also derived to show the asymptotic convergence ofṡ e and e s to zero from Assumption 1 and Barbalat's lemma, which leads to the convergence ofĝ to g.
The basic idea of the ISMO is based on the choice of the integral sliding surface and the Lyapunov candidate function, both of which are defined in terms of the estimation error and are made to converge to zero such that unmeasurable g can be asymptotically estimated well. The details on the stability analysis used in the proof of Theorem 1 can be referred to [75] . It should be noted that whereas the integral sliding surface s e in (9) is introduced to eliminate the reaching mode, the sliding surface s in (14) is introduced to inhibit the chattering phenomenon in the presence of the signum function in (13) by using the idea of backstepping method [75] .
On the basis of the ISMO in this section, an ISMO-based SaM estimation method will be designed in Sections IV, V, and VI.
IV. SAM ESTIMATION OF AN OBJECT IN SEMIGENERAL MOTION USING A PARTIALLY KNOWN CONSTANT DYNAMIC CAMERA
In this section, the case where a dynamic camera moves with a partially known nonzero constant velocity is considered. To estimate the range and object velocity, the following assumption for the object's motion is introduced.
Assumption 2: The object is in semigeneral motion; that is, it initially undergoes static motion followed by general motion.
Two ISMOs should be designed through the following two steps. First, a scale factor of the depth information (i.e., d s ) and the unknown components of the camera velocity can be obtained using the first ISMO in Section IV.A. The scale factor estimate is then used to estimate the range and object velocity using the second ISMO in Section IV.B. The structure of the SaM estimation method in this section is described in Fig. 2 .
A. ESTIMATION OF THE RANGE AND UNKNOWN CONSTANT COMPONENTS OF THE CAMERA VELOCITY WHEN AN OBJECT IS IN STATIC MOTION
When an object remains static for a certain amount of time (i.e., v p = 0 for 0 ≤ t < t s ), and g in (7) are given by
To estimate y 3 , the following assumption is introduced. Assumption 3: One component of the camera velocity vector v c (i.e., its i-th component v ci ) is nonzero and known. The remaining components are unknown constants.
The range and unknown constant components of the camera velocity can be estimated using the ISMO in (8)- (14) as in the following corollary to Theorem 1.
Corollary 1 (SaM Estimation of a Static Object): Suppose that Assumptions 2 and 3 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (22) is used. On the basis of (22) , an estimate of d s (i.e.,d s ) can then be obtained using the information of the known component v ci aŝ
Here, e i is a column vector with the appropriate dimensions whose i-th element is 1 and every other element is zero. In addition, a range estimate can be obtained from (6) and (23) asŷ and the estimate of v c can be obtained from (22) aŝ
Proof: v c d s is the same as −1 1 g from (22) owing to the nonsingularity of 1 and all components of −1 1 g are known from their estimates −1 1ĝ via the ISMO as in Theorem 1. Since one component of v c d s is available,d s andv c can be obtained from (23) and (25) . In addition, the range information y 3 can be obtained from (6) as (24) When a static object undergoes general motion (i.e., t ≥ t s ), both the range and object velocity should be estimated. As the constant scaling factor d s and range information are respectively available from (23) and (24), these estimates will be used to estimate the velocity of an object in general motion.
Using the available components of the camera velocity and the estimates of the unknown constant components of the camera velocity in (25) , and g in (7) can be given by
The estimate of v p then becomeŝ
Owing to the aforementioned arguments, the range and object velocity can then be estimated using the ISMO in (8) (8)-(14) for the SaM equations in (7) and (26) is used. The object velocity can then be estimated asv p in (27) .
Proof: Owing to the estimation performance ofĝ in Theorem 1 and the aforementioned arguments, v p can be estimated by using (27) .
(Q.E.D.)
V. SAM ESTIMATION OF AN OBJECT IN GENERAL MOTION IN A CONSTRAINED SPACE USING A DYNAMIC CAMERA
In this section, the following case is considered. The object is in general motion within a constrained space and the camera moves with a nonzero velocity component orthogonal to the object motion space (i.e., a space in which the object exists) such that the object motion space and camera motion space are not parallel to each other. Depending on whether a camera velocity is either completely or partially known, the object motion should be constrained on either a plane or a line for its SaM estimation. One of these situations would be the one where a camera in the air looks down on a vehicle moving either on flat ground or along a line on the ground. One of these situations is experimented in Section VII. The structure of the SaM estimation method in this section is described in Fig. 3 .
A. SAM ESTIMATION OF AN OBJECT IN GENERAL MOTION ON A PLANE USING A COMPLETELY KNOWN DYNAMIC CAMERA
In this case, an object moves along a plane or remains on it and a camera is in dynamic motion with a nonzero velocity component orthogonal to the object motion space. Thus, the following assumptions are made for an object in general motion and a dynamic camera. Assumption 4: In the object velocity vector v p , two components (i.e., its i-th and j-th components, v pi and v pj ) are unknown and the remaining component is zero (i.e., v pk = 0). Thus, the object moves along a plane or remains on it.
Assumption 5: A camera velocity vector v c is known and its component orthogonal to the unknown components of v p satisfying Assumption 4 is nonzero (i.e., v ck orthogonal to v pi and v pj is nonzero, where k is different from i and j such that [ 3i , 3j , 1k ] becomes nonsingular).
Considering the situation where Assumptions 4 and 5 hold, and g in (7) are arranged as
where¯ g := [ 1 v c , 3i , 3j ] is always nonsingular owing to the fact that v ck = 0 in Assumption 5 and thus the nonsingularity of [ 1k v ck , 3i , 3j ] hold. On the basis of (28), the estimates of d s , v pi , and v pj can all be obtained from
Therefore, both the range and object velocity can be estimated as in Corollary 3.
Corollary 3 (SaM Estimation of an Object in General Motion on a Plane):
Suppose that Assumptions 4 and 5 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (28) is used. Then, d s (i.e., y 3 ) and v p can be estimated using (29) . Proof: Under Assumptions 4 and 5, d s and the components of v p (i.e., v pi and v pj ) can be estimated using (29) . This yields the estimate of y 3 as (24). (Q.E.D.)
B. SAM ESTIMATION OF AN OBJECT IN GENERAL MOTION ON A LINE USING A PARTIALLY KNOWN DYNAMIC CAMERA
In this case, an object moves along a line or remains on it and a camera is in dynamic motion. The following assumptions are made for the object and camera.
Assumption 6: In the object velocity vector v p , one component (i.e., v pi ) is unknown and the remaining two components are zero (i.e., v pj = v pk = 0), implying that the object must move along a line or remain on it.
Assumption 7: For an object with motion satisfying Assumption 6, a component of a camera velocity vector v c parallel to v pi (i.e., v ci ) is known and one of the two components orthogonal to v pi (i.e., v cj among the components v cj and v ck orthogonal to v pi where i, j, and k are different) is nonzero and known.
Considering the situation in which Assumptions 6 and 7 are satisfied, and g in (7) are given by
where¯ g := [ 1i v ci + 1j v cj , 1k , 3i ] is nonsingular owing to v cj = 0 in Assumption 7; thus, [ 1j v cj , 1k , 3i ] is nonsingular. On the basis of (30), the estimates of d s , v ck , and v pi can then be obtained from
For an object in general motion on a line as well, the range and object velocity can then be estimated by Corollary 4.
Corollary 4 (SaM Estimation of an Object in General Motion on a Line):
Suppose that Assumptions 6 and 7 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (30) is used. Then, d s (i.e., y 3 ), an unknown component of v c (i.e., v ck ), and v p (i.e., v pi ) can all be estimated using (31) .
Proof: Corollary 3 and the aforementioned arguments can be used to obtain the results in this corollary. Since only v pi among the components of v p needs to be estimated from Assumption 6, d s and another unknown component v ck can be estimated by using (31) since non-zero v cj is known from Assumption 7. (Q.E.D.)
VI. MOTION ESTIMATION OF A GENERAL OBJECT USING A GENERAL CAMERA WHEN THE RANGE IS AVAILABLE
In this section, the motions of the object and camera are estimated when the range is available as in Assumption 8.
Assumption 8: The range information y 3 (i.e., d s ) is available.
In this case, the motions of the object and camera can be more general as shown in Fig. 1(c) and the requirement regarding the available information of the camera in the previous sections can be relieved.
Depending on the number of available components of the camera velocity, the motion of the object should be constrained as in the following subsections. The structure of the motion estimation method in this section is described in Fig. 4 . VOLUME 8, 2020 FIGURE 5. Simulation results using the proposed method for an object in semigeneral motion and a camera in dynamic motion in Section IV (black solid: actual; blue dash-dotted: estimate by the SaM method using [50] ; red dashed: estimate by the proposed method).
A. MOTION ESTIMATION OF A GENERAL OBJECT USING A GENERAL CAMERA WITH COMPLETELY KNOWN VELOCITY
In this case, the camera velocity is completely known and the object can have a general motion. Thus, the following assumption is introduced instead of Assumptions 3, 5, and 7.
Assumption 9: The camera velocity vector v c is completely known.
Considering the situation where Assumptions 8 and 9 hold, and g in (7) are arranged as
On the basis of (32), the estimate of v p can be obtained aŝ
Therefore, the object velocity can be estimated as in Corollaries 5, 6, and 7, the proofs of which are straightforward and thus will be omitted.
Corollary 5 (Motion Estimation of an Object in General Motion Using the Known Range):
Suppose that Assumptions 8 and 9 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (32) is used. Then, v p can be estimated using (33) .
B. MOTION ESTIMATION OF A GENERAL OBJECT ON A PLANE USING A GENERAL CAMERA WITH ONE UNKNOWN VELOCITY COMPONENT
In this case, one component of the camera velocity is unknown and the object should move or remain along a plane. Thus, instead of Assumption 5, the following assumption is introduced.
Assumption 10: In the non-zero camera velocity vector v c , one component orthogonal to the unknown components of FIGURE 6. Simulation results using the proposed method for an object in general motion in a constrained space and a camera in dynamic motion in Section V (black solid: actual; blue dash-dotted: estimate by the SaM method using [50] ; red dashed: estimate by the proposed method). v p satisfying Assumption 4 (i.e., v ck , where k is different from i and j such that [ 3i , 3j , 3k ] becomes nonsingular) is unknown and the remaining two components (i.e., v ci and v cj ) are known.
Considering the situation where Assumptions 4, 8, and 10 hold, and g in (7) are arranged as
where¯ g := [ 1k d s , 3i d s , 3j d s ] is always nonsingular. In this case, the estimates of v ck , v pi , and v pj can be obtained from
Therefore, the unknown components of the camera and object velocities can be estimated as in Corollary 6.
Corollary 6 (Motion Estimation of a General Object on a Plane Using the Known Range):
Suppose that Assumptions 4, 8, and 10 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (34) is used. Then, unknown components of v c (i.e., v ck ) and v p (i.e., v pi and v pj ) can be estimated using (35) .
C. MOTION ESTIMATION OF A GENERAL OBJECT ON A LINE USING A GENERAL CAMERA WITH TWO UNKNOWN VELOCITY COMPONENTS
In this case, two components of the camera velocity are unknown and the object should move or remain along a line. Thus, instead of Assumption 7, the following assumption is introduced.
Assumption 11: In the non-zero camera velocity vector v c , two components orthogonal to the unknown component of v p satisfying Assumption 6 (i.e., v cj and v ck , where j FIGURE 7. Simulation results using the proposed method for a general object and a general camera when the range is available in Section VI (black solid: actual; blue dash-dotted: estimate by the SaM method using [50] ; red dashed: estimate by the proposed method). and k are different from i such that [ 3i , 3j , 3k ] becomes nonsingular) are unknown and the remaining one component (i.e., v ci ) is known.
Considering the situation where Assumptions 6, 8, and 11 are satisfied, and g in (7) are arranged as
where¯ g := [ 1j d s , 1k d s , 3i d s ] is nonsingular. On the basis of (36), the estimates of v cj , v ck , and v pi can be obtained from
Therefore, the unknown components of the camera and object velocities can be estimated as in Corollary 7.
Corollary 7 (Motion Estimation of a General Object on a Line Using the Known Range):
Suppose that Assumptions 6, 8, and 11 are satisfied and that the ISMO in (8)- (14) for the SaM equations in (7) and (36) is used. Then, unknown components of v c (i.e., v cj and v ck ) and v p (i.e., v pi ) can be estimated using (37) .
Remark 2: When the range information is available as Assumption 8, the dimension of the object motion space (i.e., the space where the object can move or remain) increases owing to the known range (the dimension of which is 1). Therefore, whereas the object should be constrained on a line or a plane depending on the conditions of the camera and object as described in Section V, it can be less constrained on a plane or even unconstrained in a 3D space in this section for the same conditions of the camera and object.
VII. SIMULATION AND EXPERIMENTAL RESULTS
Simulation and experimental results will demonstrate the performance of the proposed SaM estimation method. The subscripts i, j, and k in the components of v c and v p are set to be the same as x, y, and z without loss of generality.
A. SIMULATION RESULTS
The ISMO gains in (8)- (14) are chosen ask 1 = γ = 15, a = k 2 = 1, and b = 0.1. The design parameters including γ in the integral sliding surface (14) need to be chosen through the trial and error by observing the estimation performance, as in the case of nonlinear control methods. The initial conditions for several estimates are chosen asĝ(0) =ŷ(0) = [0, 0, 0] T and the initial target location is selected with respect to the initial camera frame as y(0) = [0.4, 0.4, 0.2] T (m). In addition, camera calibration matrix A c (: (1) is set to be A c1 = [720, 0, 0] T , A c2 = [0, 720, 0] T , and A c3 = [320, 240, 1] T . The unknown constant d s is chosen to be 4 such thatȳ(0) = [0.4, 0.4, 0.05] T (m). The angular velocity of the camera is simply set to zero (i.e., ω = [0, 0, 0] T (rad s)) and the linear velocities of the camera and the object have different values in each scenario. To validate the robustness of the proposed method, white Gaussian noise with a signal-to-noise ratio of 100 dB is added to the image pixels. For comparison, the method in [50] , which was originally developed for the SaM estimation of a monocular camera using two objects, has been formulated into a method for the SaM estimation of a single object using a monocular camera, which will be referred to as ''SaM method using [50] '' for brevity. The simulation results of the proposed method described in Sections IV, V, and VI are shown in Figs. 5, 6, and 7. Fig. 5 shows the performance of SaM estimation for a dynamic camera looking at an object in semigeneral motion. First, in the case of static object motion, the ISMO for the estimate ofȳ in (8)- (14) is used such thatŷ can asymptotically converge to y in Fig. 5(a) . As the variable y is determined by the position variable x through y = [x 1 x 3 , x 2 x 3 , 1 x 3 ] T , Figs. 5(a), 6(a), and 7(a) indirectly show the relative position between the camera and object is changing with time. Using the estimate of g in (11),d s and the estimates of the unknown components of v c (i.e.,v cy andv cz ) can be obtained using (23) and (25) in Fig. 5(b) , which indicates that their estimates converge to the actual values within a short period of time. On the contrary,v cy andv cz obtained using the SaM method using [50] initially become too large to be used in practice, although they eventually converge to the actual values. Once d s and v c are available from their estimates based on a static object,ȳ and v p in the case of an object in general motion can be estimated using (6) , (23) , (24) , and (27) in Figs. 5(c) and 5(d) . In this case as well,v pz by the SaM method using [50] is initially too large. Fig. 6 shows the performance of the SaM estimation of an object in general motion within a constrained space using a dynamic camera. The motion of this object is constrained along a plane (or a line). The ISMO in (8)-(14) is used such thatŷ can asymptotically converge toy in Fig. 6 (a) (or Fig. 6(c) ). Furthermore, the estimate of g in (11) can be used to obtaind s ,v p , and/or an unknown component ofv c in Fig. 6 (b) (or Fig. 6(d) ). Althoughv px andv py immediately converge to their actual values by using the proposed method in Fig. 6(b) , their transient responses of the SaM method using [50] are much worse. In Fig. 6(d) ,v cz andv px by the SaM method using [50] show greatly degraded transient responses. On the other hand, the proposed method achieves fast estimation performance forv cz andv px without almost any transient estimation errors. Fig. 7 shows the performance of the motion estimation of a general camera and a general object within various spaces when the range is available. When all (or two or one) of the components of the velocity of the general camera are known and the motion of the general object is unconstrained (or constrained along a plane or constrained along a line), the ISMO in (8)- (14) is used such thatd s , unknown components ofv c , and all (or two or one) unknown components ofv p are estimated in Fig. 7(a) (or Fig. 7(b) or Fig. 7(c) ). Since the range is assumed to be known,ŷ does not need to be provided in the present case. All of the simulation results in Figs. 5-7 indicate that the estimates using the proposed method quickly converge to their actual values well. FIGURE 9. Experimental results using the proposed method for an object in semigeneral motion in Section IV (black solid: actual; black dotted: estimate by the SaM method using [50] ; red dashed: estimate by the proposed method).
B. EXPERIMENTAL ENVIRONMENT AND RESULTS
The experimental environment is shown in Fig. 8. Fig. 8(a) shows the configuration of SaM estimation system, by which the performance of the proposed ISMO-based SaM estimation method in Sections IV.A, IV.B, V.B, VI.B, and VI.C is experimenttally shown in Figs. 9, 10, and 11. A camera moving on the ceiling in Fig. 8(b) is used for observing from above a mobile robot object in Fig. 8(c) moving on the floor. Moreover, the SaM reference information is obtained by transferring the object information visualized by the camera to the external computer in Fig. 8(d) . Although the feature points required for the implementation of the proposed method has been obtained by using the in-lab setting in Fig. 8 , the state variables of the proposed ISMO are dependent on only the feature points and there is no other restriction in obtaining the required state variables. In this sense, it can be said that the proposed method can be applied to any image sequences as long as the feature points of the object can be readily extracted and the assumptions on the camera and object motions in Sections IV, V, and VI are satisfied. The presented work has focused more on the SaM problem than the feature extraction issues.
The proposed observer gains in (12) and the initial conditions for several estimates are chosen to be the same as those used to obtain the simulation results. On the other hand, the initial conditions of the several estimates such aŝ v c andv p are set to be different depending on the scenarios to show that the performance of the SaM estimation using the proposed observer does not depend on the initial conditions of the object position, object velocity, camera position, and camera velocity. The initial location of the point on the target with respect to the initial camera frame is selected as Fig. 9 shows the experimental results for the SaM estimation performance for the case in Section IV where a dynamic camera looks at an object in semigeneral motion.
Since v c is set to be constant, only one of its nonzero components (i.e., v cx ) is assumed to be available, and v cy and v cz can be estimated in this case. Figs. 9(a) and 9(b) show that the estimatesŷ,d s ,v cy , andv cz converge to their actual values well for a static object motion. Using these estimates,ŷ and v p for an object in general motion can also be estimated well in Figs. 9(c) and 9(d). Fig. 10 shows the experimental results for the case in Section V.B for a dynamic camera on a plane looking at an object in general motion on a line. Here, v cz is set to zero in the experiments, and its estimatev cz immediately becomes zero when using the proposed method. Moreover, the known nonzero components v cy is used to obtainŷ,d s ,v cz , andv px of an object moving along a line in Figs. 10(a) and 10(b). Fig. 11 shows the experimental results for the case in Sections VI.B and VI.C where a general camera looks at a general object on a plane and a line. In all of these results, the unknown components of v c and v p are shown to be estimated well. The improved performance of the proposed method over the SaM method using [50] can be seen in the experimental results in Figs. 9, 10, and 11.
VIII. CONCLUSION
An ISMO-based method for estimating the SaM of a single object was proposed using a monocular camera for various camera and object motions. Unlike the existing methods, our work can be applied even with the constraints on the object and camera motions, such as a dynamic camera and an object in semigeneral and general motions. Studying the situation where a camera freely moves and observes a dynamic object is more interesting. However, without any restriction on the camera and object motions it can be very difficult to estimate altogether the information of range, camera velocity, and object velocity. Therefore, both a camera and an object in general motions are considered by assuming the known range information such that the motions of a general object and a general camera can be estimated. Although the range is time-varying and both the object and camera are in motion, the proposed ISMO can work well such that the transient estimation performance of the range and object velocity becomes satisfactory. Several interesting issues for the future work need to be considered. First, the SaM estimation of an object using a monocular camera without any camera velocity information was not considered in this paper, which can be pursued in a further separate study. Second, the extension of the proposed method to the cases of multiple objects and multiple cameras can be pursued by reformulating the SaM depending on the conditions and the number of objects and cameras. In this case, whether a static object exists and its information is available may be important in handling the cases of multiple objects. Third, the application of the proposed method to various vision-based robot systems with a camera can be studied by considering that the SaM estimation as a typical computer vision problem relies heavily on the camera characteristics and a various object motion such as the rotation or sudden changing motion.
