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SOME PROPERTIES OF THRESHOLD EIGENSTATES AND
RESONANT STATES OF DISCRETE SCHRO¨DINGER
OPERATORS
YUJI NOMURA AND KOUICHI TAIRA
Abstract. In this note, we study some properties of threshold resonant states
or threshold eigenfunctions for discrete Schro¨dinger operators. We mainly
prove two theorems. First, we prove that resonant states at the elliptic thresh-
old have the same asymptotic expansion as the continuous Schro¨dinger oper-
ator. Second, we prove absence of resonant states at hyperbolic thresholds.
1. Introduction
We consider the discrete Schro¨dinger operators:
H = H0 + V (x) on H = l
2(Zd),
where H0 is the negative discrete Laplacian
H0u(x) = −
∑
|x−y|=1
(u(y)− u(x)),
and V is a real-valued function on Zd. We denote the Fourier expansion by Fd:
uˆ(ξ) = Fdu(ξ) =
∑
x∈Zd
e−2piix·ξu(x), ξ ∈ Td = Rd/Zd.
Then it follows that
FdH0u(ξ) = h0(ξ)Fdu(ξ) for u ∈
⋃
s∈R
l2,s(Zd)(1.1)
in the distributional sense, where h0(ξ) = 4
∑d
j=1 sin
2(piξj), and hence σ(H0) =
[0, 4d]. In this note, we often use [− 12 ,
1
2 ]
d as a fundamental domain of Td. Moreover,
we identify the integral over Td with the integral over this fundamental domain
[− 12 ,
1
2 ]
d. We denote 〈x〉 = (1 + |x|2)1/2 and l2,s(Zd) = 〈x〉−sl2(Zd). It is known
that l2,s(Zd) is isometric to the Sobolev spaceHs(Td) through the Fourier expansion
Fd.
Critical values of h0 are called thresholds of H0. We denote the set of all thresh-
olds by Γ:
Γ = {λ ∈ [0, 4d] | λ is a critical value of h0} = {4k}
d
k=0.
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Note that any critical points h0 is non-degenerate, that is, h0 is Morse. We say
that 0 and 4d are elliptic thresholds and λ ∈ {4k}d−1k=1 are hyperbolic thresholds.
Near each critical point of h0, we have the following Taylor expansion:
h0(ξ)− λ ∼ 4pi
2(−
k∑
j=1
(ξσ(j) − ησ(j))
2 +
d∑
j=k+1
(ξσ(j) − ησ(j))
2),
where η ∈ h−10 ({λ}), λ ∈ Γ, k = k(η) is the Morse index at η and σ : {1, ..., d} →
{1, ..., d} is a bijection. Moreover, it easily follows that k(η) = 0, d if η ∈ {0, 4d}
and k(η) 6= 0, d if η ∈ Γ \ {0, 4d}. This implies that h0 behaves like the symbol
±|ξ|2 of the elliptic operator ∓∆ near critical points with the elliptic thresholds and
behaves like the symbol −|ξ′|2+ |ξ′′|2 (ξ = (ξ′, ξ′′)) of the ultrahyperbolic operator
∆x′ −∆x′′ near critical points with the hyperbolic thresholds.
It is known that the behavior of the resolvent at thresholds is closely related
to a time decay of the propagator and that existence of eigenstates and resonant
states disturbs a decay property of the propagator [5]. Ito and Jensen obtain an
analytic continuation near thresholds of the integral kernels for discrete Schro¨dinger
operators [3]. The purpose of this note is to study some properties of resonant
states: Resonant states at elliptic thresholds have same properties as continuous
one’s and resonances at hyperbolic thresholds disappear. From this, we expect that
the hyperbolic thresholds is harmless for a decay property of the propagator.
First, we give a definition of resonances at elliptic thresholds.
Definition 1. Let d ≥ 3 and λ = 0 or 4d. Suppose that a real-valued function
V satisfies |V | ≤ C〈x〉−2−δ with δ > 0. We say that u ∈ l2,−3/2(Zd) \ l2(Zd) is a
resonant state of H = H0 + V if u satisfies
Hu = λu.
If such u exists, we say that λ is a resonance of H .
From now on, we concentrate the case of λ = 0. Now we state our first theorem,
which is an analogy of the continuous model (for example, see [9, Lemma 2.4]).
Theorem 1.1. Let d ≥ 3. Suppose V be a real-valued function satisfying |V | ≤
C〈x〉−2−ε for 0 < ε ≤ 1 and u ∈ l2,−3/2(Zd) satisfies (H0 + V )u = 0. Then there
exists C > 0 such that
|u(x)| ≤ C〈x〉−d+2,
u(x) = −cd|x|
−d+2
∑
y∈Zd
V u(y) +O(|x|−d+2−ε)
as |x| → ∞, where
cd =
Γ(d2 − 1)
4pi
d
2
.(1.2)
In particular, if
∑
x∈Zd V u(x) 6= 0 holds, then |u(x)| ≥ C|x|
−d+2 follows as |x| →
∞.
Remark 1.2. This theorem implies that
(i) Set Ns = {u ∈ l2,−s(Zd) | (H0 + V )u = 0} for 1/2 < s ≤ 3/2. Then Ns = Ns′
for s, s′ ∈ (1/2, 3/2].
3(ii) Suppose that d = 3 with ε > 1/2 or d = 4 with ε > 0. Then it follows that the
above u is an l2-eigenfunction of H0 + V if and only if
∑
y∈Zd V u(y) = 0.
(iii) There are no resonances at zero energy for d ≥ 5.
Let d ≥ 3. We recall some results from [8, Theorem 1.1, Theorem 1.8 and
Proposition 3.4]. We have the following limiting absorption principle with the
thresholds weight:
sup
z∈C\R
‖〈x〉−1+δ(H0 − z)
−1〈x〉−1−δ‖B(l2(Zd)) <∞(1.3)
if |δ| ≥ 0 is small enough. Moreover, the following limits exist in B(l2,s(Zd), l2,−s(Zd))
for s > 1:
(H0 − λ∓ i0)
−1 := lim
ε→0, ε>0
(H0 − λ∓ iε)
−1, λ ∈ [0, 4d].(1.4)
We note that (1.3) and (1.4) away from Γ directly follow from the Mourre theory
or [8, Proposition B.5]. The novelty of (1.3) and (1.4) lie in the estimates near
z, λ ∈ Γ. Furthermore, we have the following lemma which immediately follows
from a density argument.
Lemma 1.3. Let d ≥ 3. The operators (H0 − λ ∓ i0)−1 ∈ B(l2,s(Zd), l2,−s(Zd))
for s > 1 and λ ∈ [0, 4d] uniquely extend to bounded linear operators from l2,1(Zd)
to l2,−1(Zd). Moreover, we have
sup
λ∈R
‖〈x〉−1(H0 − λ∓ i0)
−1〈x〉−1‖B(l2(Zd)) <∞.(1.5)
Remark 1.4. This lemma does not assert
(H0 − λ∓ i0)
−1 = lim
ε→0,ε>0
(H0 − λ∓ iε)
−1 in B(l2,1(Zd), l2,−1(Zd)).
Now we give a definition of resonance at hyperbolic thresholds.
Definition 2. Let d ≥ 3. Suppose that a real-valued function V satisfies |V | ≤
C〈x〉−2−δ with δ > 0. Let λ ∈ Γ \ {0, 4d}, that is, λ is a hyperbolic threshold. We
call u ∈ l2,−1(Zd) \ l2(Zd) is a resonant state of H = H0 + V if u satisfies
u+ (H0 − λ∓ i0)
−1V u = 0.
If such u exists, we call that λ is a resonance of H .
Remark 1.5. The validity of this definition lies in Proposition 4.4: If λ is not
an eigenvalue and not a resonance of H , then the outgoing/ incoming resolvent
(H − λ∓ i0)−1 exist.
Remark 1.6. As is shown in Lemma 4.3, we can replace u ∈ l2,−1(Zd) by l2,−1−δ(Zd).
The following theorem implies that resonances of H at hyperbolic thresholds
disappear under a stronger assumption of V even when d = 3 or 4.
Theorem 1.7. Let d ≥ 3 and V be a real-valued function satisfying |V (x)| ≤
C〈x〉−δ with δ > d/2 + 2 . If u ∈ l2,−1(Zd) satisfies u+ (H0 − λ± i0)V u = 0, then
u ∈ l2(Zn).
We recall from [4] that for a finitely supported real-valued potential V , H has
no eigenvalues in (0, 4d). Combining this result with Theorem 1.7, we obtain the
following corollary.
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Corollary 1.8. Let d ≥ 3 and V be a finitely supported real-valued potential. Then
H0 + V has no resonances and no eigenvalues in (0, 4d).
This corollary implies the limiting absorption principle for H = H0 + V near
hyperbolic thresholds.
Theorem 1.9. Let d ≥ 3 and V be a finitely supported real-valued potential. Set
Ωε1,± = {z ∈ C | ±Im z > 0, |z| > ε1, |z − 4d| > ε1}.
for 0 < ε1 < 1 and a signature ±. Now fix a constant 0 < ε1 < 1 and a signature
±.
(i) We have
sup
z∈Ωε1,±
‖〈x〉−1(H − z)−1〈x〉−1‖B(l2(Zd)) <∞.(1.6)
(ii) For each s > 1, the operators z ∈ Ωε1,± 7→ (H − z)
−1 ∈ B(l2,s(Zd), l2,−s(Zd))
is Ho¨lder continuous. In particular, limits
(H − λ∓ i0)−1 := lim
ε→0, ε>0
(H − λ∓ iε)−1
exist in the norm operator topology of B(l2,s(Zd), l2,−s(Zd)) for ε1 < λ < 4d− ε1.
(iii) Let s > 1 and ε1 < λ < 4d − ε1. The outgoing/incoming resolvents (H −
λ∓ i0)−1 ∈ B(l2,s(Zd), l2,−s(Zd)) uniquely extend to bounded linear operators from
l2,1(Zd) to l2,−1(Zd). Moreover, we have
sup
ε1<λ<4d−ε1
‖〈x〉−1(H − λ∓ i0)−1〈x〉−1‖B(l2(Zd)) <∞.(1.7)
Remark 1.10. Suppose that there are no resonances and no eigenvalues at {0, 4d}.
Then the all results in the above theorem still hold if we replace Ωε1,± by C± =
{z ∈ C | ±Im z > 0}. See Proposition 4.4.
As mentioned above, for the case of finitely supported potentials it is known that
there are no eigenvalues in open interval (0, 4d) (see [3]). However it is possible that
the threshold 0 or 4d might be embedded eigenvalue. The persistent set (variety)
PS of embedded eigenvalue 0 is defined as the set of all potentials V supported on
S such that H = H0 + V has the eigenvalue 0, that is
PS = {V ⊂ R
S | suppV ⊂ S and 0 is an eigenvalue of H0 + V }.
Here S is a fixed finite subset of Zd. In [HNO], some geometrical structure and
properties of PS are considered. Moreover the notion of the threshold resonances
is defined and non-existence of them for d ≥ 5 and the persistent set of them
for d = 2, 3, 4 are studied. The ways of proofs for many statements in [HNO],
however, seem to depend on the finiteness of potential support. So in our article
we attempt to give an appropriate definition of threshold resonat states of more
general potentials and investigate some properties of them by using a method of
harmonic analysis. Furthermore we study the limiting absorption principle and
resonances at hyperbolic thresholds.
We fix some notations. For Banach spacesX,Y , we denote the set of all bounded
linear operators from X to Y by B(X,Y ) and set B(X) := B(X,X).
We need the following useful representation. We assume ∇h0 6= 0 on {h0(ξ) =
λ} ∩ U for λ ∈ R and and an open set U . Moreover, we assume {h0(ξ) = λ} ∩ U
5has the following graph representation:
{h0(ξ) = λ} ∩ U = {ξ | ξd = g(ξ
′)}, ξ = (ξ′, ξd).
Then the induced surface measure dσ on {h0(ξ) = λ} ∩ U is written as
dσ(ξ) =
√
1 + |∇g(ξ′)|2dξ′ =
|(∇ξh0)(ξ′, g(ξ′))|
|(∂ξdh0)(ξ
′, g(ξ′))|
dξ′.(1.8)
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2. Pointwise estimates, Proof of Theorem 1.1
2.1. Upper bounds. Let d ≥ 3. We consider the solution to
(H0 + V )u = 0.(2.1)
First, we reduce the equation (2.1) to the integral equation, which is useful for
estimating u:
u+H−10 V u = 0,(2.2)
where
K2(x) =
∫
Td
e2pix·ξh0(ξ)
−1dξ, H−10 w(x) =
∑
y∈Zd
K2(x− y)w(y),
for w ∈ l2,1/2+ε(Zd) with ε > 0. Here H−10 is the bounded operator from l
2,α(Zd) to
l2,−β(Zd) for α, β > 1/2 with α+β ≥ 2 (see Appendix B, Corollary B.3). Moreover,
it also follows that the multiplication operator
h−10 :
⋂
s>0
l2,s(Zd)→
⋃
s∈R
l2,s(Zd)
can be uniquely extended to the operator
h−10 : H
α(Td)→ H−β(Td), α, β >
1
2
, α+ β ≥ 2(2.3)
and that
h−10 = F
−1
d H
−1
0 Fd : H
α(Td)→ H−β(Td), α, β >
1
2
, α+ β ≥ 2.
Lemma 2.1. We assume |V (x)| ≤ C〈x〉−2−ε for some ε > 0. For u ∈ l2,−3/2(Zd),
(2.1) implies (2.2).
Proof. The relations (1.1) and (2.1) implies
h0(ξ)uˆ(ξ) = −V̂ u(ξ), uˆ ∈ H
−σ(Td).(2.4)
First, we note uˆ(ξ) = −h0(ξ)−1V̂ u(ξ) in D′(Td \ {0}). To see this, it suffices to
prove
(uˆ, ϕ) = −(h−10 V̂ u, ϕ), ϕ ∈ C
∞
c (T
d \ {0}).
Let ψ ∈ C∞c (T
d \ {0}) be a real-valued function such that ψϕ = ϕ. Then we have
ψ(ξ)uˆ(ξ) = −ψ(ξ)h0(ξ)
−1V̂ u(ξ)(2.5)
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in the distributional sense. In fact, since V̂ u ∈ L2(Td) and since h0(ξ)−1 is smooth
away from ξ = 0, then it follows that the both side of (2.4) are measurable functions
away from ξ = 0. In particular, ψ(ξ)h0(ξ)uˆ(ξ) and ψ(ξ)V̂ u(ξ) are measurable
functions. This implies (2.5) as measurable functions. Since V̂ u ∈ L2(Td) ⊂ L1(Td)
and since ψ(ξ)h0(ξ)
−1 is smooth, then it follows that ψ(ξ)uˆ ∈ L2(Td) ⊂ L1(Td).
Thus (2.5) follows in L1(Td). In particular, we have (2.5) in the distributional
sense. Hence we obtain
(uˆ, ϕ) = (ψuˆ, ϕ) = −(ψh−10 V̂ u, ϕ) = −(h
−1
0 V̂ u, ϕ).
This proves uˆ(ξ) = −h0(ξ)−1V̂ u(ξ) in D′(Td \ {0}). We note h
−1
0 V̂ u ∈ D
′(Td) by
(2.3). These imply that uˆ + h−10 V̂ u is supported in {0} as an element of D
′(Td)
and can be written as a linear combination of the derivatives of the Dirac measure.
Since ∂αξ δ /∈ H
−d/2(Td) for ant α ∈ Nd, it suffices to prove uˆ+h−10 V̂ u ∈ H
−d/2(Td)
in order to deduce uˆ = −h−10 V̂ u. Since uˆ ∈ H
−3/2(Td) ⊂ H−d/2(Td), we only need
to prove h−10 V̂ u ∈ H
−d/2(Td). Using V̂ u ∈ H1/2+ε(Td) and (2.3) with α = 1/2+ ε
and β = 3/2, we obtain h−10 V̂ u ∈ H
−3/2(Td) ⊂ H−d/2(Td). This completes the
proof. 
The main result of this subsection is the following proposition.
Proposition 2.2. Let u ∈ l2,−3/2(Zd) be a solution to (2.2). Then we have
|u(x)| ≤ C〈x〉−d+2.
The following lemma is useful.
Lemma 2.3. Let d ≥ 1.
(i) Let k, l < d with k + l > d. Then we have
I =
∑
y∈Zd
〈x − y〉−k〈y〉−l ≤ C〈x〉d−k−l.
(ii) Let 0 < k < d and l = d. For any δ > 0, there exists Cδ > 0 such that
I ≤ Cδ〈x〉δ−k.
(iii) Let 0 < k < d < l. Then we have
I ≤ C〈x〉−k.
(iv) Let k = d and l > d. Then we have
I ≤ C〈x〉−d.
Proof. (i) We decompose I = I1 + I2 + I3 such that
I1 =
∑
|x−y|≤1/2|x|
〈x− y〉−k〈y〉−l, I2 =
∑
|x−y|≥1/2|x|,
|y|≤2|x|
〈x− y〉−k〈y〉−l,
I3 =
∑
|x−y|≥1/2|x|,
|y|>2|x|
〈x− y〉−k〈y〉−l.
We note that |x− y| ≤ 1/2|x| implies 1/2|x| ≤ |y| ≤ 3/2|x|. Using this and k < d,
we have
I1 ≤C〈x〉
−l
∑
|x−y|≤1/2|x|
〈x− y〉−k = C〈x〉−l
∑
|y|≤1/2|x|
〈y〉−k ≤ C〈x〉d−k−l.
7Moreover, using l < d, we learn
I2 ≤ C〈x〉
−k
∑
|x−y|≥1/2|x|,
|y|≤2|x|
〈y〉−l ≤ C〈x〉d−k−l.
To estimate I3, we observe that |x − y| ≥ 1/2|y| holds in {|y| > 2|x|}. Using this
and k + l > d, we obtain
I3 ≤ C
∑
|y|>2|x|
〈y〉−k−l ≤ C〈x〉d−k−l.
Thus we conclude I ≤ C〈x〉d−k−l.
(ii) As in the proof of (i), using k < d and k + l > d with l = d, we have
I1 + I3 ≤ C〈x〉−k. We observe
I2 ≤ C〈x〉
−k
∑
|y|≤2|x|
〈y〉−d ≤ Cδ〈x〉
δ−k.
This proves (ii).
(iii) As in the proof of (i), using k < d, we have I1 ≤ C〈x〉d−k−l. The inequality
l > d implies I1 ≤ C〈x〉−k. On the other hand, using l > d, we observe
I2 + I3 ≤ C〈x〉
−k
∑
|y|≤2|x|
〈y〉−l ≤ C〈x〉−k.
We conclude I ≤ C〈x〉−k.
(iv) As in the proof of (iii), using l > d, we have I2 + I3 ≤ C〈x〉−d. Since
|x− y| ≤ 1/2|x| holds on {1/2|x| ≤ |y| ≤ 3/2|x|}, we have
I1 ≤ C〈x〉
−l
∑
|y|≤1/2|x|
〈x〉−d ≤ Cδ〈x〉
δ−l
for any δ > 0. We take δ = l − d > 0 and obtain I3 ≤ C〈x〉
−d.

Proof of Proposition 2.2. We may assume 0 < ε < 1. Using u ∈ l2,−3/2(Zd),
|V (x)| ≤ C〈x〉−2−ε and Corollary B.2 with l = 2, we have
|u(x)| = |H−10 V u(x)| ≤C
∑
y∈Zd
〈y〉−d+2|V u(x− y)|
≤C(
∑
y∈Zd
〈y〉−2d+4〈x− y〉−1−2ε)1/2‖〈x〉1/2+εV u‖l2(Zd).
Applying Lemma 2.3 with k = 1 + 2ε and l = 2d− 4, we have |u(x)| ≤ C〈x〉−ε ≤
C〈x〉−ε/2 for d = 3, |u(x)| ≤ C〈x〉−1/2−ε/2 for d ≥ 4.
The argument below is based on the standard bootstrap technique (for example,
see [7, Lemma 8 in the proof of Theorem XIII.33]). Set αd = 0 for d = 3 and
αd = 1/2 for d ≥ 4. Let N be a real number such that 2 + αd + (N + 1)ε < d.
Suppose |u(x)| ≤ C〈x〉−αd−Nε holds. Then it follows that
|u(x)| ≤ C
∑
y∈Zd
〈y〉−d+2〈x− y〉−2−αd−(N+1)ε
Applying Lemma 2.3 with k = 2 + αd + (N + 1)ε and l = d− 2, we have |u(x)| ≤
C〈x〉−αd−(N+1)ε. By an induction argument, we obtain |u(x)| ≤ C〈x〉−d+2.

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2.2. Lower bounds, Proof of Theorem 1.1. We need some elementary lemmas.
Lemma 2.4. [1, Theorem2.4.6] Let cd > 0 be as in (1.2). Then we have∫
Rd
e2piix·ξ
1
4pi2|ξ|2
dξ = cd|x|
−d+2.
We omit the proof of this lemma.
Lemma 2.5. There exists C > 0 such that
||x− y|−d+2 − |x|−d+2| ≤ C|x|−d+1|y|
for x, y ∈ Rd with |x|/2 > |y|.
Proof. First, we assume |x− y| ≤ |x|. For |x|/2 > |y|, we have
1
|x− y|d−2
=
1
|x|d−2| x|x| −
y
|x| |
d−2
≤
1
|x|d−2(1− |y||x|)
d−2
(2.6)
=|x|−d+2(1 +
|y|
|x|
∞∑
j=0
|y|j
|x|j
)d−2 ≤ |x|−d+2(1 + 2
|y|
|x|
)d−2
≤|x|−d+2 + C|x|−d+1|y|.(2.7)
Next, we assume |x − y| > |x|. Setting x′ = x − y and y′ = −y, we have
|x′ − y′| ≤ |x′| and |x′|/2 > |y′|. Applying (2.6) with x = x′ and y′ = y, we obtain
|x|−d+2 − |x− y|−d+2 ≤ C|x|−d+1|y|.
Thus we obtain ||x− y|−d+2 − |x|−d+2| ≤ C|y||x|−d+1. 
Proof of Theorem 1.1. Note that |V u(x)| ≤ C〈x〉−d−ε and
u(x) = −
∑
y∈Zd
G(x, y)V u(y), G(x, y) =
∫
Td
e2pii(x−y)·ξ
1
h0(ξ)
dξ.
For small r > 0, take χ ∈ C∞(Td, [0, 1]) such that χ = 1 on |ξ| ≤ r and χ = 0
outside |ξ| ≤ 2r. Then
u(x) = −
∑
y∈Zd
G1(x, y)V u(y) +O(〈x〉
−∞), G1(x, y) =
∫
Td
e2pii(x−y)·ξ
χ(ξ)
h0(ξ)
dξ.
We use the following lemmas.
Lemma 2.6. We have
u(x) = −
∑
y∈Zd
G2(x, y)V u(y) +O(〈x〉
−d),
where G2(x, y) =
∫
Rd
e2pii(x−y)·ξ χ(ξ)4pi2|ξ|2 dξ.
Proof. If |ξ| ≤ 2r for small r > 0, then we expand h0(ξ)−1 = 1/(4pi|ξ|2) + R(ξ),
where |∂αξ R(ξ)| ≤ Cα|ξ|
−|α|. Thus we have
u(x) = −
∑
y∈Zd
G2(x, y)V u(y)−
∑
y∈Zd
G3(x, y)V u(y) +O(〈x〉
−∞),
where
G3(x, y) =
∫
R3
e2pii(x−y)·ξχ(ξ)R(ξ)dξ.
9By Lemmas B.1 and 2.3 (iv) with k = d and l = d+ ε, the second term is O(|x|−d).
This completes the proof. 
Lemma 2.7. For |x| ≥ 1, we have∫
Rd
e2piix·ξ
χ(ξ)
4pi2|ξ|2
dξ = cd|x|
−d+2 +O(〈x〉−d+1).
Proof. By Lemma 2.4 and the Plancherel theorem, we notice that∫
Rd
e2piix·ξ
χ(ξ)
4pi2|ξ|2
dξ = cd
∫
Rd
1
|x− y|d−2
F−1χ(y)dy.
Since F−1χ is rapidly decreasing, we have∫
|x|/2<|y|
1
|x− y|d−2
F−1χ(y)dy) = O(〈x〉−∞).
Thus it suffices to prove that
cd
∫
|x|/2>|y|
1
|x− y|d−2
F−1χ(y)dy = cd|x|
−d+2 +O(〈x〉−d+1).(2.8)
By Lemma 2.5, we have
cd
∫
|x|/2>|y|
1
|x− y|d−2
F−1χ(y)dy =cd|x|
−d+2
∫
|x|/2>|y|
F−1χ(y)dy +O(〈x〉−d+1)
=cd|x|
−d+2
∫
Rd
F−1χ(y)dy +O(〈x〉−d+1)
=cdχ(0)|x|
−d+2 +O(〈x〉−d+1),
where we use the fact that F−1χ is rapidly decreasing in the second line. Using∫
Rd
F−1χ(y)dy = χ(0) = 1, we obtain (2.8). 
Lemma 2.8. ∑
|y|≥|x|/2
G2(x, y)V u(y) = O(〈x〉
−d+2−ε).
Proof. By Lemma B.1, we haveG2(x, y) = O(〈x−y〉−d+2). Since V (x) = O(〈x〉−2−ε)
holds, by Proposition 2.2, we have V u = O(〈x〉−d−ε). Now the lemma is proved by
an easy calculation using the condition {|y| ≥ |x|/2}. 
Lemma 2.9.∑
|y|<1/2|x|
G2(x, y)V u(y) = cd|x|
−d+2
∑
y∈Zd
V u(y) +O(〈x〉−d+1−ε).
Proof. By Lemma 2.7 and V u = O(〈x〉−d−ε), we have∑
|y|<1/2|x|
G2(x, y)V u(y) =cd
∑
|y|<1/2|x|
|x− y|−d+2V u(y)
+
∑
|y|<1/2|x|
O(〈x − y〉−d+1〈y〉−d−ε)
=cd
∑
|y|<1/2|x|
|x− y|−d+2V u(y) +O(〈x〉−d+1),
10 YUJI NOMURA AND KOUICHI TAIRA
where we use Lemma 2.3 with k = −d + 1 and l = −d − ε in the second line. By
Lemma 2.5, we have
cd
∑
|y|<1/2|x|
|x− y|−d+2V u(y) =cd|x|
−d+2
∑
|y|<1/2|x|
V u(y)
+
∑
|y|<1/2|x|
O(〈x〉−d+1〈y〉−d+1−ε)
=cd|x|
−d+2
∑
|y|<1/2|x|
V u(y) +O(〈x〉−d+2−ε)
=cd|x|
−d+2
∑
y∈Zd
V u(y) + cd|x|
−d+2
∑
|y|≥1/2|x|
V u(y)
+O(〈x〉−d+2−ε)
=cd|x|
−d+2
∑
y∈Zd
V u(y) +O(〈x〉−d+2−ε),
where we use V u = O(〈x〉−d−ε). This completes the proof. 
We return to the proof of Theorem 1.1. By virtue of Lemmas 2.6 and 2.8, we
write
u(x) = −
∑
|y|<1/2|x|
G2(x, y)V u(y) +O(|x|
−d+2−ε).
Note that |x − y| is large if |x| is large and |y| < 1/2|x|. Using Lemma 2.9, we
complete the proof of Theorem 1.1.

3. Absence of embedded resonances, Proof of Theorem 1.7
3.1. Preliminary lemmas. Let d ≥ 3 and λ ∈ {4k}d−1k=1. Set Mλ = {ξ ∈ T
d |
h0(ξ) = λ} and
Σλ ={ξ ∈ T
d | ∇h0(ξ) = 0} = {ξ ∈ T
d | sin 2piξj = 0, for all j = 1, ..., d}
={ξ ∈ Td | ξj ∈ {0,
1
2
}, for all j = 1, ..., d}.
We note Mλ \ Σλ is an embedded submanifold of T
d with codimension 1 and Mλ
is a Lipschitz submanifold in the sense that Mλ has a graph representation by a
Lipschitz function. We denote the induced surface measure of Mλ by dσ(ξ). Set
dµ(ξ) =
1
|∇h0(ξ)|
dσ(ξ)
We note that |∇h0(ξ)|−1 ∼ |ξ|−1 near Σλ implies that dµ is singular measure onMλ
for λ ∈ Γ, though |∇h0(ξ)|
−1 is harmless on Mλ with a regular value λ. Moreover,
we denote R0(λ± i0) = (H0−λ∓ i0)−1 ∈ B(l2,1(Zd), l2,−1(Zd)). First, we show Σλ
is measure zero with respect to dσ and dµ, which essentially follows from the fact
that dσ and dµ are finite sums of the absolutely continuous measures with respect
to d− 1-dimensional Lebesgue measure.
Lemma 3.1. dσ(Σλ) = 0 and dµ(Σλ) = 0.
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Proof. First, we note that the measure µ is absolutely continuous with respect
to dσ. To see this, it suffices to show that 1/|∇h0(ξ)| is integrable with respect
to the measure σ. We note that for η ∈ Σλ and ξ = (ξ′, ξd) ∈ Mλ, we have
|∇h0(ξ)| ∼ 2pi|ξ − η| ∼ C|ξ′ − η′| near ξ = η and ±(ξd − ηd) ≥ |ξ′ − η′|/2d. The
integrability of 1/|ξ′− η′| over {ξ′ ∈ Rd−1 | |ξ′− η′| : small} which follows from the
assumption d ≥ 3, implies 1/|∇h0(ξ)| is integrable over {±(ξd − ηd) ≥ |ξ′ − η′|}.
By using a partition of unity, the integrability of 1/|∇h0(ξ)| over Mλ follows.
Thus a proof of dµ(Σλ) = 0 reduces to a proof of dσ(Σλ) = 0. Let η ∈ Σλ. Since
#Σ <∞, it suffices to prove that {η} has zero measure with respect to χdσ, where
χ ∈ C∞(Td) is any function supported close to η. Set
Aj,± = {ξ ∈ supp χ | ±(ξj − ηj) ≥ |ξ − η|/2d}.
Then we have
χ(ξ)dσ(ξ) =
∑
j=1...,d, a=±
χAj,a(ξ)χ(ξ)dσ(ξ) =:
∑
j=1...,d, a=±
dσj,a(ξ),
where χA is the characteristic function of A ⊂ T
d. Thus it suffices to prove that
{η} is zero measure with respect to dσj,a for any j = 1, .., d and a = ±.
By rotating and reflecting the coordinate, we may assume j = d and a = +. If
supp χ is small enough, we have the following graph representation:
Mλ ∩ supp χ ∩ {±(ξd − ηd) ≥ |ξ − η|/2d} = {(ξ
′, g(ξ′))}
where g is a Lipschitz function. On this coordinate, we write
dσd,+(ξ) = χAj,a(ξ)χ(ξ)
√
1 + |∇ξ′g(ξ′)|2dξ
′
by (1.8). This implies that dσd,+ is absolutely continuous with respect to the d−1-
dimensional Lebesgue measure dξ′. This completes the proof.

We recall the standard L2-restriction theorem: For f ∈ l2,s(Zd) with s > 1/2,
then
fˆ |Mλ ∈ L
2
loc(Mλ, dσ).
For f ∈ l2,1(Zd), we have sharper integrability of fˆ |Mλ near Σλ with respect to dµ.
Lemma 3.2. For f ∈ l2,1(Zd), a restriction fˆ |Mλ ∈ L
2
loc(Mλ, dσ) satisfies fˆ |Mλ ∈
L2(Mλ, dµ). Moreover, we have
‖fˆ‖L2(Mλ,dµ) ≤ C‖f‖l2,1(Zd).(3.1)
Proof. Let z ∈ Σλ and χ ∈ C∞(Td) which has a sufficiently small support near z.
For proving fˆ |Mλ ∈ L
2(Mλ, dµ), it suffices to show
(χfˆ)|Mλ ∈ L
2(Mλ, dµ).(3.2)
Moreover, we take a partition of unity {(ψ˜j,a)2}j=1,...d,a=± of Sd−1 such that
supp ψ˜j,a ⊂ {x ∈ S
d−1 ⊂ Rd | ±xd ≥
|x|
2d
}.
We set ψj,a(ξ) = ψ˜j,a((ξ − z)/|ξ − z|).
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First, for j = 1, ...d and a = ±, we shall prove∫
Mλ\Σλ
|(ψj,aχfˆ)|Mλ(ξ)|
2dµ(ξ) ≤ C
∫
Rd−1
|(ψj,aχfˆ)(ξ
′, g(ξ′))|2
|ξ′ − z′|
dξ′.(3.3)
We may assume j = d and a = +. We define a real-valued function g by
sinpig(ξ′) =
√√√√(λ
4
−
d−1∑
j=1
sin2 piξj), g(ξ
′) > 0.
Then g satisfies
h0(ξ
′, g(ξ′)) = λ for ξ = (ξ′, g(ξ′)) ∈ supp (ψd,+χ) \ Σλ.
We note
|∂ξdh0(ξ
′, g(ξ′))| ∼ |g(ξ′)− zd| ≥ |ξ
′ − z′|,
|∂ξ′g(ξ
′)| = | −
(∂ξ′h0)(ξ
′, g(ξ′))
(∂ξdh0)(ξ
′, g(ξ′))
| ∼ |
ξ′ − z′
|g(ξ′)− zd|
| ≤ 1.(3.4)
on supp (ψd,+χ) \Σλ. These inequalities with (1.8) implies∫
Mλ
|(ψj,aχfˆ)|Mλ\Σλ(ξ)|
2dµ(ξ) =
∫
Rd−1
|(ψj,aχfˆ)(ξ′, g(ξ′))|2
|(∂ξdh0)(ξ
′, g(ξ′))|
dξ′
≤C
∫
Rd−1
|(ψj,aχfˆ)(ξ′, g(ξ′))|2
|ξ′ − z′|
dξ′.
Summing (3.3) over j = 1, ..., d and a = ±, we obtain∫
Mλ
|(χfˆ)|Mλ\Σλ(ξ)|
2dµ(ξ) ≤C
∫
Rd−1
|(χfˆ)(ξ′, g(ξ′))|2
|ξ′ − z′|
dξ′(3.5)
≤C‖〈Dξ′〉
1/2((χfˆ)(ξ′, g(ξ′)))‖2L2(Rd−1)
≤C‖χfˆ‖2H1(Rd).
where we use the Hardy inequality in the second line and use Proposition C.2 in
the third line. We recall that supp χ is small enough and we identify the integral
over Td with the integral over this fundamental domain [− 12 ,
1
2 ]
d. This implies
‖χfˆ‖H1(Rd) = ‖χfˆ‖H1(Td). Since f ∈ l
2,1(Zd), we have χfˆ ∈ H1(Td). Thus we
conclude (3.2). The estimate (3.1) follows from (3.5) by using a partition of unity
and the standard L2 restriction theorem.

Remark 3.3. The assumption d ≥ 3 is needed for using the Hardy inequality.
Now we prove the Stone theorem near the hyperbolic threshold.
Lemma 3.4. For f ∈ l2,1(Zd), we have
1
2pi
Im (f,R0(λ± i0)f) =
∫
Mλ
|fˆ(ξ)|2dµ(ξ).(3.6)
Proof. For fˆ ∈ C∞(Td), (3.6) follows from a simple calculation. Let f ∈ l2,1(Zd).
Take a sequence f̂k ∈ C∞(Td) such that f̂k → fˆ in H1(Td). Then (3.6) follows
from (1.3) and (3.1). 
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Lemma 3.5. Let V be a real-valued function satisfying |V | ≤ C〈x〉−2. If u ∈
l2,−1(Zd) satisfies u+R0(λ ± i0)V u = 0, then V̂ u|Mλ = 0.
Proof. We note V̂ u|Mλ and (V u, u) is well-defined, which follow from u ∈ l
2,−1(Zd)
and V u ∈ l2,1(Zd). Then we have
0 = −Im (V u, u) = Im (V u,R0(λ± i0)V u) = 2pi
∫
Mλ
|V̂ u(ξ)|2dµ(ξ).
Thus we obtain V̂ u|Mλ = 0. 
3.2. No resonance in the interior of the spectrum. For 0 ≤ k ≤ d, we define
pk(η) = −
k∑
j=1
η2j +
d∑
j=k+1
η2j .
The next lemma is a weaker version of [7, Theorem IX.41] near the hyperbolic
thresholds.
Lemma 3.6. Suppose d ≥ 3. Let f ∈ C1(Td) such that f |Mλ = 0. Then we have
(h0 − λ)−1f ∈ L2(Td).
Remark 3.7. We regard (h0 − λ)−1f as a principal-valued:
((h0 − λ)
−1f, ϕ) = lim
ε→0
∫
|h0−λ|>ε
f(ξ)ϕ(ξ)
h0(ξ)− λ
dξ.
However, since f |Mλ = 0, (h0 − λ± i0)
−1f coincide with (h0 − λ)−1f .
Proof. Take ξ0 ∈ Td such that h0(ξ0) = λ and dh0(ξ0) = 0. By the Morse lemma,
there exist an open neighborhood U ⊂ Td and a diffeomorphism κ from U to
its image such that h0(κ
−1(η)) − λ = pk(η) for some 0 ≤ k ≤ d. Set J(η) =
| det dκ−1(η)|. Take a cut-off function χ ∈ C∞(Td, [0, 1]) such that supp χ ⊂ U .
We only show that χ(h0 − λ)−1f ∈ L2(Td). Apart from the hyperbolic threshold,
the proof is easier and omitted since f vanishes at the submanifold h0 = λ.
We may assume that κ(U) ⊂ Rd is convex. We write fκ(η) = f(κ
−1(η)) for
η ∈ supp κ(U). Since f |Mλ = 0 holds, we have fκ(|η
′′|ω1, |η′′|ω2) = 0, where we
write η = (|η′|ω1, |η′′|ω2) with ω1 ∈ Sk−1, ω2 ∈ Sd−k−1. Set
a(η) =
∫ 1
0
ω1 · (∂η′f)(((1− t)|η
′′|+ t|η′|)ω1, |η
′′|ω2)dt.
By Taylor expanding, we see
fκ(η) =fκ(|η
′|ω1, |η
′′|ω2)
=fκ(|η
′′|ω1, |η
′′|ω2) + (|η
′| − |η′′|) · a(η)
=(|η′| − |η′′|) · a(η).
Thus we have |fκ(η)| ≤ Cη0 ||η
′| − |η′′|| on η ∈ κ(U). Hence we obtain∫
|η−η0|≤1
χκ(η)J(η)
|fκ(η)|2
pk(η)2
dη ≤ C2η0
∫
|η−η0|≤1
1
(|η′|+ |η′′|)2
dη <∞.
This implies χ(h0(ξ)− λ)−1f ∈ L2(Td).

Proof of Theorem 1.7. By the assumption, we note V̂ u ∈ C1(Rn) by the Sobolev
embedding theorem. By Lemma 3.5 and Lemma 3.6, we have u ∈ l2(Zn). 
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4. Limiting absorption principle, Proof of Theorem 1.9
Suppose d ≥ 3 and |V (x)| ≤ C〈x〉−2−δ with δ > 0. Fix a signature ±. Set
C± = {z ∈ C | ±Im z > 0}, C± = {z ∈ C | ±Im z ≥ 0}.
We define R0,±(z) ∈ B(l2,1(Zd), l2,−1(Zd)) for z ∈ C± by
R0,±(z) =
{
(H0 − z)−1 for ± Im z > 0,
(H0 − z ∓ i0)−1 for z ∈ R.
We recall from [8, Theorem 1.8] that
z ∈ C 7→ R0,±(z) ∈ B(l
2,s(Zd), l2,−s(Zd)) is Ho¨lder continuous(4.1)
for s > 1.
Lemma 4.1. Let 1 ≤ s < 1+δ. Then it follows that R0,±(z)V is a compact operator
in B(l2,−s(Zd)) for z ∈ C±. Moreover, a map z ∈ C± 7→ R0,±(z)V ∈ B(l2,−s(Zd))
is continuous.
Proof. In order to prove that R0,±(z)V is compact in B(l
2,−s(Zd)), it suffices to
prove that 〈x〉−1R0,±(z)V 〈x〉 is compact in B(l2(Zd)). We write
〈x〉−sR0,±(z)V 〈x〉
s = 〈x〉−sR0,±(z)〈x〉
−1 × V 〈x〉1+s
From (1.3), we have 〈x〉−sR0,±(z)〈x〉
−1 ∈ B(l2(Zd)). Moreover, |V (x)| ≤ C〈x〉−2−δ
with δ > 0 implies that V 〈x〉1+s is a compact operator since each multiplication
operator which vanishes at infinity is a compact operator on l2(Zd). Thus the
compactness of R0,±(z)V follows.
Next, we prove that a map z ∈ C± 7→ 〈x〉−sR0,±(z)〈x〉−1−δ ∈ B(l2(Zd)) is
continuous, which implies the continuity of R0,±(z)V ∈ B(l2,−s(Zd)). We may
assume δ > 0 is small enough. By (1.3) and a density argument, we have
sup
z∈C±
‖〈x〉−1+δR0,±(z)〈x〉
−1−δ‖B(l2(Zd)) <∞.(4.2)
for δ > 0 small enough. From (4.2), we see that there exists M > 0 such that
sup
z∈C±
‖〈x〉−sR0,±(z)〈x〉
−1−δ‖B(l2(Zd),l2(|x|≥M)) <
ε
3
.(4.3)
On the other hand, (4.1) implies that a map
z ∈ C± 7→ χ{|x|<M}〈x〉
−sR0,±(z)〈x〉
−1−δ ∈ B(l2(Zd))
is continuous, where χA is the characteristic function of A ⊂ Rd. Thus there exists
δ1 > 0 such that |z − z
′| < δ1 with z, z
′ ∈ C± implies
‖χ{|x|<M}〈x〉
−sR0,±(z
′)〈x〉−1−δ − χ{|x|<M}〈x〉
−sR0,±(z
′)〈x〉−1−δ‖B(l2(Zd)) <
ε
3
.
This inequality with (4.3) gives
‖〈x〉−sR0,±(z
′)〈x〉−1−δ − 〈x〉−sR0,±(z
′)〈x〉−1−δ‖B(l2(Zd)) < ε
for |z − z′| < δ. This completes the proof. 
Lemma 4.2. Let z ∈ C\R and let s ∈ R. Then H0, H, (H0− z)−1 and (H− z)−1
preserve l2,s(Zd). In particular, H0 − z and H − z are invertible on l
2,s(Zd).
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Proof. By using relations [V, 〈x〉s] = 0 and
[(P − z)−1, 〈x〉s] = (P − z)−1[〈x〉s, P ](P − z)−1, P ∈ {H0, H},
it suffices to prove [H0, 〈x〉
s]〈x〉−s ∈ B(l2(Zd)). This is easily proved since its
Fourier conjugate [h0, 〈Dξ〉s]〈Dξ〉−s of [H0, 〈x〉s]〈x〉−s is a pseudodifferential oper-
ator of order −1 on Td. This completes the proof.

Lemma 4.3. Let z ∈ C±. Suppose that u ∈ l2,−1−δ(Zd) satisfies (I+R0,±(z)V )u =
0. Then we have u ∈ l2,−1(Zd).
Proof. This lemma immediately follows from |V | ≤ C〈x〉−2−δ and (1.3). 
Proposition 4.4. Let U ⊂ C± be a bounded open set satisfying
{u ∈ l2,−1(Zd) | (I +R0,±(z)V )u = 0} = {0}, for any z ∈ U.(4.4)
(i) Let 1 ≤ s < 1 + δ. Then an inverse (I + R0,±(z)V )−1 ∈ B(l2,−s(Zd)) exists for
z ∈ U and
sup
z∈U
‖(I + R0,±(z)V )
−1‖B(l2,−s(Zd)) <∞.
(ii) For z ∈ U , we set
R±(z) = (I +R0,±(z)V )
−1R0,±(z) ∈ B(l
2,1(Zd), l2,−1(Zd)).
Then we have R±(z) = (H − z)−1 for z ∈ U \ R and
sup
z∈U
‖R±(z)‖B(l2,1(Zd),l2,−1(Zd)) <∞.
(iii) Let 1 < s ≤ 1 + δ/2. Then a map z ∈ U 7→ R±(z) ∈ B(l2,s(Zd), l2,−s(Zd)) is
Ho¨lder continuous.
Proof. Lemma 4.1 implies that {I +R0,±(z)V }z∈U is a continuous family of Fred-
holm operators with index 0 on B(l2,−s(Zd)). Thus the assumption (4.4) implies
that I +R0,±(z)V is invertible for z ∈ U and that a map z 7→ (I +R0,±(z)V )−1 ∈
B(l2,−s(Zd)) is continuous. This with the compactness of U gives the proof of (i).
The part (ii) follows from the part (i), (1.3) and the resolvent equation:
(I + (H0 − z)
−1V )(H − z)−1 = (H0 − z)
−1, z ∈ C \ R.
To prove part (iii), we observe that z ∈ U 7→ (I + R0,±(z)V )−1 ∈ B(l2,−s(Zd))
is Ho¨lder continuous. In fact, for z, z′ ∈ U , we have
(I +R0,±(z)V )
−1 − (I +R0,±(z
′)V )−1
= (I +R0,±(z)V )
−1(R0,±(z
′)−R0,±(z))V (I +R0,±(z
′)V )−1.
Part (i), (4.1), and V ∈ B(l2,−s(Zd), l2,s(Zd)) imply the Ho¨lder continuity of (I +
R0,±(z)V )
−1. This, (4.1) and the following representation:
R±(z)−R±(z
′) =(I +R0,±(z)V )
−1(R0,±(z)−R0,±(z
′))
+ ((I +R0,±(z)V )
−1 − (I +R0,±(z
′)V )−1)R0,±(z
′),
finish the proof of part (iii).

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Proof of Theorem 1.9. From now on, we assume that V is a finitely supported
potential. We take R > 0 such that σ(H) ⊂ {|z| < R}. Then (4.4) holds for
U = {z ∈ C | ±Im z ≥ 0, |z| < 2R, |z| > ε1, |z − 4d| > ε1}.
Moreover, we note σ(H)∩Ωε1,± \U = ∅. Now Theorem 1.9 follows from Corollary
1.8 and Proposition 4.4.

Appendix A. Lorentz space
For a measure space (X,µ), Lp,r(X,µ) denotes the Lorentz space for 1 ≤ p ≤ ∞
and 1 ≤ r ≤ ∞:
‖f‖Lp,r(X) =
{
p
1
r (
∫∞
0 µ({x ∈ X | |f(x)| > α})
r
pαr−1dα)
1
r , r <∞,
supα>0 αµ({x ∈ X | |f(x)| > α})
1
p , r =∞,
Lp,r(X,µ) = {f : X → C | f : measurable, ‖f‖Lp,r(X) <∞}.
Moreover, we denote Lp,r(Rd) = Lp,r(Rd, µL) and l
p
r(Z
d) = Lp,r(Zd, µc), where µL
is the Lebesgue measure on Rd and µc is the counting measure on Z
d. For a detail,
see [1]. In this section, we state some fundamental properties of the Lorentz spaces.
Note that Lp,p(X,µ) = Lp(X).
Lemma A.1 (The Young inequalities in the Lorentz spaces). Let 1 < pi < ∞,
1 ≤ qi ≤ ∞ with
1
r =
1
p1
+ 1p2 − 1 > 0 and s ≥ 1 with
1
q1
+ 1q2 ≥
1
s . Then we have
‖f ∗ g‖lrs(Zd) ≤ C‖f‖l
p1
q1
(Zd)‖g‖lp2q2 (Zd)
.
Lemma A.2 (The Ho¨lder inequalities in the Lorentz spaces). If 1 ≤ p1, p2, q1, q2 ≤
∞ and 1 ≤ r ≤ ∞ satisfy
1
p1
+
1
p2
=
1
r
< 1,
then
‖fg‖lr
min(q1,q2)
(Zd) ≤ ‖f‖lp1q1 (Zd)
‖g‖lp2q2 (Zd)
.
Appendix B. Harmonic analysis
Proposition B.1. Let m ∈ C∞(Rd \ {0}) satisfying that there exists 0 ≤ k < d
such that
|∂αξm(ξ)| ≤ Cα|ξ|
−k−|α|, x ∈ Rd.(B.1)
Moreover, we assume that m is compactly supported. Then if we set
I =
∫
Rd
e−2piix·ξm(ξ)dξ,
then |I| ≤ C〈x〉−d+k.
Proof. Since m is compactly supported, we may assume |x| ≥ 1. Take χ ∈ C∞c (R
d)
such that χ = 1 on |ξ| ≤ 1 and χ = 0 on |ξ| ≥ 2. Set χ¯ = 1−χ. For δ > 0, we have
I =
∫
Rd
(χ(ξ/δ) + χ¯(ξ/δ))e−2piix·ξm(ξ)dξ =: I1 + I2.
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We learn
|I1| ≤
∫
|ξ|≤2δ
|χ(ξ/δ)||ξ|−kdξ ≤ Cδd−k.
By integrating by parts, for N > d− k we have
|I2| ≤ C|x|
−N
∑
|α|=N
|
∫
Rd
e−2piix·ξDαξ (χ¯(|ξ|/δ)m(ξ))dξ|
≤C|x|−N
∑
|α|=N
|
∑
β≤α
∫
Rd
e−2piix·ξDβξ (χ¯(|ξ|/δ))∂
α−β
ξ m(ξ)dξ|
≤C|x|−N
∑
|α|≤N
∑
β≤α
∫
Rd
δ−βχ¯|β|(|ξ|/δ)|ξ|−k−(N−|β|)dξ.
For β = 0, ∫
Rd
χ¯(ξ/δ)|ξ|−k−Ndξ ≤ Cδd−k−N
follows and for β 6= 0,∫
Rd
δ−βχ¯|β|(|ξ|/δ)|ξ|−k−(N−|β|)dξ ≤C
∫
δ≤|ξ|≤2δ
δ−β |ξ|−k−N+|β|dξ
≤Cδd−k−N .
These imply |I2| ≤ C|x|−Nδd−k−N . We set δ = |x|−1 and obtain |I| ≤ C|x|−d+k
for |x| ≥ 1. 
Corollary B.2. Let d ≥ 1, 0 < l < d and Kl be defined by
Kl(x) =
∫
Td
e2piixξ˙h0(ξ)
−l/2dξ.
Then we have a pointwise bound |Kl(x)| ≤ C〈x〉−d+l.
Proof. By the Morse lemma, we have h0(ξ)
−l/2 ∼ |ξ|−l near ξ = 0. Moreover, it
follows that h0(ξ)
−l/2 is smooth away from ξ = 0. Applying Proposition B.1, we
obtain |Kl(x)| ≤ C〈x〉−d+l. 
Now we define operators H
−l/2
0 for 0 < l < d by
H
−l/2
0 u(x) =
∑
y∈Zd
Kl(x− y)u(y), u ∈
⋂
s>0
l2,s(Zd).
It is easily seen that H
−l/2
0 is a continuous linear operator:
H
−l/2
0 :
⋂
s>0
l2,s(Zd)→
⋃
s∈R
l2,s(Zd).
The next corollary implies that H−10 can be uniquely extended to the continuous
linear operator from l2,α(Zd) to l2,−β(Zd) for α, β > 1/2 with α+ β ≥ 2.
Corollary B.3 (Discrete version of the HLS inequality). Let d ≥ 1 and 0 < k < d.
Then H
−l/2
0 is bounded from l
p
r(Z
d) to lqr(Z
d) if 1 < p < q <∞ satisfies
1
p
−
1
q
=
l
d
(B.2)
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and 1 ≤ r ≤ ∞.
Moreover, if W1 ∈ lr1∞(Z
d) and W2 ∈ lr2∞(Z
d) with 1/r1+1/r2 = l/d with r1, r2 >
2. Then we have
W1H
−l/2
0 W2 ∈ B(l
2(Zd))
In particular, 〈x〉−αH−10 〈x〉
−β ∈ B(l2(Zd)) if α + β ≥ 2 and α, β > 0 if d ≥ 4
and α+ β ≥ 2 and α, β > 1/2 if d = 3.
Remark B.4. This corollary gives H
−l/2
0 〈x〉
−l ∈ B(l2(Zd)) for 0 < l < d. In fact,
‖H
−l/2
0 〈x〉
−lf‖l2(Zd) ≤ C‖H
−l/2
0 ‖
B(l
2l
l+2d
∞ (Zd),l2(Zd))
‖〈x〉−l‖
l
d
l
∞(Zd)
‖f‖l2(Zd).
These are exactly the discrete Hardy inequalities.
Appendix C. Restriction theorem for a Lipschitz manifold
In this appendix, we prove the L2-restriction theorem for a Lipschitz manifold.
The proof is standard, however, we give its proof for readers’ convenience.
Lemma C.1. Let f ∈ H1(Rd) and g be a real-valued Lipschitz function on Rd−1.
Then it follows that k(ξ) = f(ξ′, ξd + g(ξ
′)) belongs to H1(Rd) and there exists
C > 0 which is independent of f such that
‖k‖H1(Rd) ≤ C‖f‖H1(Rd).(C.1)
Proof. By changing of variables, we have ‖k‖L2(Rd) = ‖f‖L2(Rd). For j = 1, ...d− 1,
we have
∂ξj (k(ξ
′, ξd + g(ξ
′))) =(∂ξjk)(ξ
′, ξd + g(ξ
′)) + (∂ξjg)(ξ
′)(∂ξdk)(ξ
′, ξd + g(ξ
′)),
∂ξd(k(ξ
′, ξd + g(ξ
′))) =(∂ξdk)(ξ
′ + ξd + g(ξ
′)).
Using this computation, we obtain (C.1). 
Proposition C.2. Under the assumption of Lemma C.1, we have
‖〈Dξ′〉
1/2(f(ξ′, g(ξ′)))‖L2(Rd−1) ≤ C‖f‖H1(Rd).
Proof. In the following, we denote the Fourier transform of f by fˆ . By changing
of variable and and the Ho¨lder ineqality, we have
|
∫
Rd−1
f(ξ′, g(ξ′))e−2piix
′·ξ′dξ′| =|
∫
Rd
kˆ(x)dxd|
≤(
∫
R
〈x〉−2dxd)
1/2(
∫
R
|〈x〉kˆ(x)|2dxd)
1/2
≤C〈x′〉−1/2(
∫
R
|〈x〉kˆ(x)|2dxd)
1/2.
Thus we have
‖〈Dξ′〉
1/2(f(ξ′, g(ξ′)))‖2L2(Rd−1) =‖〈x
′〉1/2 ̂f(ξ′, g(ξ′))(x)‖2L2(Rd−1)
≤C2‖〈x〉kˆ‖2L2(Rd)
=C2‖k‖2H1(Rd).
This computation with Lemma C.1 completes the proof.

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