Abstract-We seek to find effective identification algorithms for a system that involves a set of spatially distributed sensors and a fusion center. The key problem is to identify models of the sensors and the fusion center. We show how the required models follow from the solution of the associated least squares problems.
I. INTRODUCTION
This paper deals with the new method for identification of a non-linear system which consists of a set of spatially distributed sensors , …, , and a fusion center, T. The sensors make local noisy observations , …, , correlated with a signal of interest, and cannot communicate with each other. Each sensor transmits compressed information about its measurements, , to the fusion center which should recover the original signal within a prescribed accuracy (see Fig. 1(a) ). Although such distributed systems exhibit a significant potential in many application fields [1] , [2] , up till now the results obtained are based on linear models and fall short of the extension to more effective non-linear systems. The objective of this paper is to provide a new effective technique for the modeling of a non-linear distributed system. The technique is based on an extension of the approach in [3] in combination with ideas of the generic Karhunen-Loè ve Transform (KLT) in [4] . 
A. Notation
Here, we provide some notation which is required to formalize the problem in the form presented in Section 2 below. Let us write (Ω, ∑, µ) for a probability space. We denote by ∈ 2 (Ω, ℝ ) the signal of interest (a source signal to be estimated) represented
Further, 1 ∈ 2 (Ω, 1 ) , … , ∈ 2 (Ω, ) are observations made by the sensors. In this regard, we write:
where (k) ∈ 2 (Ω, R), for = 1, …, . We would like to emphasize a difference between and (k) : in (1), the observation , for = 1, …, , is a 'piece' of random vector (i.e. , is a random vector itself), and (k) , for = 1, …, is an entry of (i.e.
(k) is a random variable). For = 1, …, , let us define a sensor model : 2 (Ω, ) → 2 (Ω, ) by the relation:
where ∈ × , and = 1 +…+ , where ≤ , for = 1, …, . Let us denote = ( ) and
T , where for = 1, …, , vector ∈ 2 (Ω, ℝ ) represents the compressed observation transmitted by a th sensor to the fusion center . A fusion center model is defined by :
), so that:
where ∈ × and ∈ 2 (Ω, R ) . To state the problem in the next section, we also denote:
where ‖ ( )‖ 2 is the Euclidean norm of ( ) ∈ .
II. STATEMENTS OF THE PROBLEM

A. Formalization of the Generic Problem
For the system depicted in Fig. 1(a) , the problem can be stated as follows: Find models of the sensors, 1 , …, , and a model of the fusion center, , that provide:
under the assumption that 1 , …, , and T are given by (2) and (3), respectively. The model of the fusion center, T, can be represented as = [ 1 , …, ] , where for = 1, …, , : 2 (Ω, ℝ ) → 2 (Ω, ℝ ). Let us write:
In general, and , for = 1, …, , are non-linear operators. In this paper, we study the case where is represented by the so called Hadamard-square polynomial, i.e. is non-linear.
B. Inducement to Introduce Second Degree Distributed
System Let us first consider the case when and , for = 1, …, , are linear operators. Denote by ℛ the variety of all × linear operators of rank at most . Then, for = , the generic problem in (5) can equivalently be reformulated as follows: Find 1 , … that solve:
such that ∈ ℛ , where ≤ , for = 1, …, .
Mathematically speaking, the problem in (6) is the problem of the best constrained linear approximation. It is known (see, for example, [3] - [5] ) that a 'proper' nonlinear approximation would provide a better associated accuracy, i.e. a better estimation of . In particular, it is shown in [3] , [4] (Section V.D) and [5] . By this reason, for each = 1, …, , we consider as a second degree operator given by:
where a random vector ,0 ∈ (Ω, ℝ ) , an linear operator , : 2 (Ω, ℝ ) → 2 (Ω, ℝ ) are to be determined, and 2 = ⨀ and ⨀ is the Hadamard product.
In (7), the term ,2 ( 2 ) can be interpreted as a 'second degree term'. In this regard, ( ) is called the second degree polynomial. Further, ( ) can also be written as:
where
. The above implies the following definition.
] and = , for = 1, …, . The distributed system is represented by the operator = , so that:
will be called the second degree distributed system. The distributed system represented by a particular case of the operator where j,0 and j,2 , for j = 1, …, p are the zero random vector and zero operator, respectively, will be called the linear distributed system.
C. Statement of the Problem for Second Degree
Distributed System On the basis of (8)- (10), for the second degree distributed system, the generic problem in (6) is reformulated as follows: Find 1 , …, that solve:
subject to ∈ ℛ , where ≤ , for = 1, …, . Note that is linear with respect to and non-linear with respect to . Further, to simplify the notation we will use the same symbol to denote an operator and the associated matrix. For example, we write to denote both the operator and matrix introduced in (2) . Similarly, we write to denote both operator :
) introduced above and matrix ∈ × , etc.
D. Assumptions
An assumption used in the known methods [6] - [10] is that covariance matrices and are known. Here, we use the same assumption.
Further, in many cases, it is difficult to know exact values of and . Therefore, we mainly concern the case when estimates of and can be obtained. Methods of estimation of covariance matrices were studied in a number of papers (see, for example, [11] - [15] ) and it is not a subject of our work. In particular, samples of training signals taken for some different random outcomes might be available. Then the aforementioned covariance matrices can be estimated.
III. SOLUTION OF PROBLEM (11)
The Moore-Penrose generalized inverse for a matrix is denoted by † . We set 1/2 † = ( † ) 1/2 , where
is a square root of M, i.e. = 1/2 † 1/2 † .
A. Determination of P 1 , …, P p
We wish to find 1 , …, that provide a solution to the problem in (11) for an arbitrary finite number of sensors in the linear distributed system model, i.e. for 
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Let us now represent matrices 1/2 and 1/2 † in blocks as follows:
where , ∈ +1×2 +1 and ∈ ×2 +1 . Then: 
where = , and:
In (12), only the last term depend on 1 , …, . Therefore: 
subject to ∈ ℛ , where ≤ , for = 1, …, . The following result motives the next step in the determination of requeired matrices 1 , …, . LEMMA 1. The following inequality holds:
subject to P j ∈ ℛ r j , where r j ≤ n j , for j = 1, …, p. Proof: For all ∈ ℛ , where ≤ , for = 1, …, , we have:
Summarizing, we obtain:
The inequality (16) holds for all ∈ ℛ , = 1, …, , in its RHS. Therefore, it holds, in particular, for * ∈ ℛ that solve:
Thus, (15) follows. On basis of (14)- (15), we now consider the problem of finding 1 , …, such that ∈ ℛ , that solve:
i.e., find that solves, for each = 1, …, :
DEFINITION 2. The distributed system model in form (10) where 1 , …, satisfy (17) is called the optimal second degree distributed system model.
The optimal second degree distributed system model is proved by Theorem 1 below where we use some more notations as follows.
Let the Singular Value Decomposition (SVD) of ∈ ×2 +1 be given by: 
In practice, an exact representation of matrices and might be unknown. Their estimates, ̃ and ̃, respectively, can be obtained by known method [11] - [15] . In this regard, we represent the procedure in (21)-(23) 
where ̃, and ̃, are blocks of matrices 1/2 and 1/2 † , respectively.
B. Models of Sensors and Fusion Center
The model of sensor of the second degree distributed system is represented by (8)- (9) and in Fig. 1 . Thus, to determine , for = 1, …, , we need to determine . The fusion center is represented by = [ 1 , …, ] . Both and follow from the the representation = . For the case when is determined by the iterative procedure (24)-(26), the mathematical model of the second degree distributed system is given by: 
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and H j ∈ R m×2n j +1 be block of matrices E zz 1/2 and E xz E zz 1/2 † , respectively. Let L C j and R C j be as above,
where M j ∈ R 2n j +1×2n j +1 is an arbitrary matrix.
Then P j given by:
is a minimizing matrix for the minimal problem (17). Any minimizing P j has the above form if and only either:
where σ r j (A j R G j,j ) is a singular value in the SVD for A j R G j,j . Proof: The proof follows, in particular, from [4] , pp. 309-314.
In (20), it is customary to choose = . The expression (20) represents the set of matrix equations with respect to , for = 1, …, . To find its solution, we consider, for = 1, 2, …, the following iterative procedure given as follows. For = 1, we set: 
If the iterative procedure (21)-(23) is exploited to determine , then the symbol "∼" in (27) should be removed. (21)- (23) AND (24)- (26) To start the procedures in (21)- (23) and (24)- (25) where = 1, 2, …, the initial iterations (0) and ̃( 0) , respectively, should be defined. We consider an associated method as follows. Let us consider (12) . Recall that in (12) , is given in terms of the second degree polynomial ( ) . In the RHS of (12), only the last term depends on where = [ 1 , …, 1 ]. Hence, unconstrained:
IV. DETERMINATION OF INITIAL ITERATIONS IN
is achieved when minimizes ‖
. This is given by [4] by:
where ∈ ℝ × is an arbitrary matrix. Let us now write:
where and are block matrices of † and ( − † ) , respectively, for = 1, …, . Then 1 , …, which solve (28) are given by = + . To satisfy the rank-constraints in (11), a truncated SVD taken with first non-zero singular values, for = 1, …, , is applied to each = + to obtain:
Similarly, we write:
where ̃ and ̃ are blocks matrices of ̃̃ † and ( −̃̃ †), respectively. In (32)-(33), it is normally chosen =̃= 0, for all = 1, …, .
A. Error Analysis: A Posteriori Associated Errors
given by (21)-(23), the errors associated with the proposed model of the second order distributed system is represented as:
given by (24)-(26), the errors associated with the proposed model of the second order distributed system is represented as:
The above formula (34) is used in our simulations represented in the section below.
V. SIMULATIONS
Here, we wish to illustrate the advantages of the proposed methodology with the numerical example carried out on the basis of simulations with estimates of matrices and obtained from samples of training signals. random entries, and is a random noise. Samples of and are simulated as matrices X ∈ R m×s and σ j N j ∈ ℝ m×s , respectively, where σ j ∈ R , such that X has uniformly distributed random entries and N j has random entries, chosen from a normal distribution with mean zero and variance one.
The proposed second degree model and the linear model presented in Section III, as well as the known methods mentioned above, have been applied to the case of two and three sensors (i.e. for p=2 and p=3 , respectively), and different choices of m, n j , s and r j , for j = 1, 2. In all simulations, the MSE associated with the second degree model is about half that for the known methods. A typical example of the MSE diagrams versus the number of iterations, for p=2, m=n 1 =n 2 =100, s=200 and r 1 =r 2 =35, is presented in Fig. 2 .
