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Abstract
The leading terms in the long-range interaction potential between an arbitrary pair
of matrix theory objects are calculated at one-loop order. This result generalizes previ-
ous calculations by including arbitrary fermionic background field configurations. The
interaction potential at orders 1/r7 and 1/r8 is shown to correspond precisely with
the leading terms expected from linearized supergravity interactions between arbitrary
objects in M-theory. General expressions for the stress tensor, membrane current and 5-
brane current of an arbitrary matrix configuration are derived, including fermionic con-
tributions. Supergravity effects which are correctly reproduced include membrane/5-
brane interactions, 0-brane/6-brane interactions, supercurrent/supercurrent interac-
tions and the spin contributions to moments of the supergravity currents. The matrix
theory description of the supergravity stress tensor, membrane current and 5-brane
current are used to propose an explicit formulation of matrix theory in an arbitrary
background metric and 3-form field.
December 1998
1 Introduction
Over a decade ago, a simple model of supersymmetric matrix quantum mechanics [1, 2, 3]
was proposed as a regulated form of the quantum supermembrane theory in 11 dimensions
[4, 5, 6]. Interest in this model declined when it was found to have a continuous spectrum
[7], which seemed incompatible with a first-quantized interpretation of the theory in 11D.
In 1996, interest in this “Matrix Theory” was rekindled when Banks, Fischler, Shenker and
Susskind (BFSS) proposed that it gives a complete description of light-front M-theory in
the large N limit [8]. They pointed out that the continuous spectrum is natural since the
theory should be understood as a second-quantized theory in 11 dimensions. BFSS argued
that M-theory interactions, including those of classical supergravity, should arise as quantum
effects in matrix theory. They gave as one piece of evidence for their conjecture the result
that the leading long-range interaction between a pair of gravitons in 11D supergravity can
be reproduced by a one-loop calculation in matrix theory [9].
In the two years following the BFSS conjecture, it has become clear that matrix theory
encodes a remarkable amount of the structure of M-theory and 11D supergravity (for reviews,
see [10, 11, 12, 13]). Matrix theory configurations corresponding to supergravitons [8, 14],
membranes [6, 8] and fivebranes [15, 16] have been identified. The interactions between
objects in Matrix theory have been found to agree with supergravity in a variety of situations.
Two-graviton interactions have been shown to agree with supergravity up to terms of the
form v6/r14 [17, 18, 19]. The spin-dependent interactions between two gravitons have been
checked to leading order in 1/r for each power of the fermion fields encoding the graviton
spin by performing one-loop matrix theory calculations [20, 21, 22, 23, 24]. It has been
shown that the first nonlinear gravitational correction to 3-graviton scattering is correctly
reproduced in a two-loop matrix theory calculation [25, 26, 27, 28, 29]. A subset of terms
in the N -graviton interaction potential have been reproduced by an (N − 1)-loop matrix
theory calculation, although there is an indication that some 3-loop matrix theory terms
may disagree with 4-graviton interactions in supergravity [29].
For more general matrix theory configurations, progress has been made towards identi-
fying the structure responsible for the agreement between matrix theory and supergravity
at leading orders. It was shown in [30] that the supergravity potential between an arbitrary
pair of bosonic M-theory objects arising from the exchange of quanta with zero longitudinal
momentum is exactly reproduced by terms in the one-loop matrix theory potential. This
result was achieved through the identification of matrix theory quantities corresponding to
the supergravity stress-energy tensor, membrane current and fivebrane current. Linearized
interactions between multipole moments of the supergravity currents were shown to be re-
produced correctly by an infinite series of terms in the effective matrix theory potential of
the form F 4X l/r7+l.
In this work, we extend the results of [30] to a pair of completely general configura-
tions, including non-vanishing fermionic fields in our matrix theory background. As in [30],
we do not require that the matrix theory configurations preserve any supersymmetry. We
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demonstrate in complete generality that the on-shell matrix theory potential vanishes below
1/r7 and that at orders 1/r7 and 1/r8 the matrix theory calculation reproduces exactly the
leading-order interactions expected from supergravity arising from the exchange of gravitons,
gravitinos, and three form quanta with zero longitudinal momentum. In addition to the in-
teractions considered in [30], these include a supercurrent-supercurrent interaction mediated
by gravitino exchange, as well as membrane-fivebrane and zerobrane-sixbrane interactions
(previously considered in [31, 32]). We give explicit matrix expressions for the integrated
stress tensor, membrane current and 5-brane current of general matrix theory objects, in-
cluding the fermionic contributions to these currents. We identify the fermionic contribution
to the first moments of the currents, generalizing the previously known result for the spin
contribution to graviton angular momentum [20]. We are also able to identify matrix ex-
pressions for the fermionic components of the supercurrent as well as a 6-brane current and
its first moments.
One motivation for the work described in this paper is the goal of developing a systematic
formalism for describing general N -body interactions in matrix theory in terms of structures
such as the stress tensor and membrane current which have natural interpretations in su-
pergravity. The nonlinear structure of gravity can be probed by studying 3-body processes
in matrix theory. As was mentioned in [27], however, knowledge of the full two-body in-
teraction between objects with nonzero fermionic degrees of freedom is a key step towards
carrying out a general calculation of 3-body interactions even between three purely bosonic
configurations.
Another application of the results in this paper is to the formulation of matrix theory
in a general metric and 3-form background. If the matrix theory conjecture is correct, then
the effective action for matrix theory in a wide class of backgrounds can be determined by
including extra background blocks in the matrices and integrating out the off-diagonal fields
connecting to the background. Armed with a precise knowledge of the form of the matrix
theory stress current, membrane and 5-brane currents, we propose a concrete algorithm for
constructing the matrix theory action in a general background, and we explicitly give the
leading terms for this action in the presence of a weak background field.
It has been proposed that the full set of matrix theory interaction terms which correspond
to classical 2-body interactions in gravity should take the form of a nonabelian Born-Infeld
theory [33, 34, 35]. Assuming this to be true, our result for the 1/r7 term in the effective
2-body potential should be related to a supersymmetric nonabelian Born-Infeld action. We
compare our results to previous results on supersymmetric Born-Infeld theory [36, 37] and
find that this correspondence seems to hold.
In Section 2 we calculate to order 1/r7 the complete one-loop matrix theory effective
potential for a background corresponding to general widely separated systems. We also
calculate the potential to order 1/r8 including all terms which are at most quadratic in the
fermion backgrounds. As the calculations are somewhat involved, we present only a summary
of some salient features in Section 2, leaving a more detailed account to Appendix A. The
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results for the effective potential are summarized in Section 2.4.
In Section 3 we describe the supergravity interactions at orders 1/r7 and 1/r8 which arise
from the exchange of gravitons, gravitinos and 3-form quanta. We show that these interac-
tions correspond precisely with the matrix theory potential computed in Section 2 when the
proper identification is made of the matrix theory stress tensor, membrane current, 5-brane
current, 6-brane current and fermionic components of the supercurrent. The expressions we
find for the supergravity currents are summarized in subsection 3.6.
Section 4 contains a discussion of our results, a comparison to other related results in
the literature, and some suggestions for how the results of this paper might be applied. In
particular, we discuss the connection to higher-order terms in the nonabelian Born-Infeld
theory, we briefly discuss the application to the general 3-body problem, we mention possi-
ble generalizations to higher-dimensional theories, and we give a concrete suggestion for a
formulation of matrix theory in a general background using the matrix forms we have found
for the supergravity currents.
2 Calculation of the effective action
We wish to study the Matrix Theory interaction between an arbitrary pair of isolated sys-
tems, whose centers of mass are separated at time t by a distance r which is large compared
to the sizes of the two individual systems. In particular, we wish to calculate the matrix
theory effective action around a background which is block-diagonal in both bosonic and
fermionic matrices.
There are a number of approaches which can be used to perform such a calculation. The
simplest approach is to use the quasi-static approximation to calculate the ground state en-
ergy of the harmonic oscillator modes corresponding to the off-diagonal degrees of freedom
in the theory. This approach was used in [38] to compute the leading term in the interac-
tion potential between a pair of purely bosonic matrix theory systems. Unfortunately, in
the presence of fermionic backgrounds this approach cannot be applied in a straightforward
fashion. The terms in the tree-level action which are quadratic in the off-diagonal fluc-
tuations include products of bosonic and fermionic fluctuations, complicating the problem
significantly. Furthermore, as we shall discuss in more detail, unlike the case of a purely
bosonic background, in the case of a completely general background there are non-vanishing
terms involving fermions which appear in the effective action below order 1/r7. These terms
vanish when we enforce the matrix theory equations of motion to calculate the effective
potential between two physical systems; the fact that such terms appear already at order
1/r3, however, makes the validity of the quasi-static approximation in the general case rather
questionable.
Another approach one might consider using to calculate the effective potential for general
backgrounds would be to find a supersymmetric completion of the bosonic potential of the
form F 4/r7 computed in [38]. Unfortunately, however, the supersymmetry transformations
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under which the tree level action is invariant are corrected by subleading terms [18]. Deter-
mining precisely how the supersymmetry transformations are modified seems to be just as
difficult a problem as doing the full calculation of the effective action.
In this paper we chose to do the calculation using the most conceptually straightforward
approach: an explicit summation over all one-loop diagrams in the chosen background. This
approach leads to a rather lengthy but finite calculation. In this section we describe the tools
used to do the calculation and give brief descriptions of each of the pieces of the calculations.
More details are included in Appendix A for the reader interested in following the calculations
in detail or carrying out analogous calculations themselves. The reader primarily interested
in the results may wish to skip from Section 2.1 directly to the summary of results for the
effective action in section 2.4
2.1 Action and propagators
We begin with the matrix theory action 1
S = − 1
2R
∫
dτTr
{
−DτXiDτXi + 1
2
[Xi,Xj][Xi,Xj]−
(
DclaX
qu
a
)2
+ΘαDτΘα −Θαγiαβ[Xi,Θβ]
}
with a covariant background-field gauge fixing term
DclaX
qu
a ≡ DτX0 + i[Bi,Xi]
plus the corresponding ghost action not written here. We expand the bosonic and fermionic
matrices in terms of background and fluctuation degrees of freedom
Xa =
[
rˆa + Xˆa + Zˆa Ya
Y †a r˜a + X˜a + Z˜a
]
, Θα =
[
θˆα + ηˆα χα
χ†α θ˜α + η˜α
]
. (1)
where r,X and θ describe background fields and Y, Z, χ and η are the fluctuating fields. The
two systems are described respectively by hatted matrices of size Nˆ × Nˆ and tilded matrices
of size N˜ × N˜ . We take rˆ0 = 0, r˜0 = 0, while rˆi and r˜i are constants, interpreted as the
centers of mass of the two systems at t = 0 (Tr (Xi) is taken to vanish at t = 0 for both
systems).
We would like to compute the effective action obtained by integrating out the off-diagonal
fields Y and χ to one loop. For this purpose, we need only keep the terms quadratic in these
fields, and we find that the relevant terms in the action (including the term quadratic in
off-diagonal ghost fields) are:
Squad = − 1
R
∫
dτ
[
Y †a
(
(∂2τ − r2 − 2r ·K −K2 + iK˙0 + 2iK0∂τ )δab + 2iFab
)
Yb
1We use Euclidian conventions, taking t → iτ , A → −iX0. Throughout the work, indices i, j, k, ... run
from 1 to 9 while indices a, b, c, ... run from 0 to 9.
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+χ†(∂τ − r/−K/)χ+ χ†γaLYa + Y †aLγaχ (2)
+C∗(∂2τ − r2 − 2r ·K −K2 + iK˙0 + 2iK0∂τ )C
]
Here, we are treating Ya and χα as (NˆN˜)-component vectors acted on by matrices
Ki ≡ Xˆi ⊗ 1 N˜×N˜ − 1 Nˆ×Nˆ ⊗ X˜Ti , (3)
Li ≡ θˆi ⊗ 1 N˜×N˜ − 1 Nˆ×Nˆ ⊗ θ˜Ti
and
F0i = ∂τK
i + i[K0, K
i]
Fij = i[K
i, Kj ]
We have defined
γ0 = −i
(though this does not satisfy the usual anticommutation relations with the other gamma
matrices). The only contribution from the quadratic ghost term here will be a set of terms
containing purely bosonic fields which will cancel terms from the boson and fermion loops.
For our calculation, we shall treat all terms involving the matrices K,L and F as vertices,
using only the terms
Sprop = − 1
R
∫
dτ(Y †a (∂
2
τ − r2)Ya + χ†(∂τ − r/)χ)
to determine the propagators. These are given simply by:
< Y kla (τ)Y
†mn
b (σ) >= δabδ
lmδkn
∫ dk
2π
eik(τ−σ)
k2 + r2
≡ δabδlmδkn∆(τ − σ)
for the bosonic propagator, and
< χklα (τ)χ
†mn
β (σ) >= δ
lmδkn
∫
dk
2π
eik(τ−σ)(r/+ ik)αβ
k2 + r2
≡ δlmδkn(r/ + ∂τ )αβ∆(τ − σ)
for the fermionic propagator. We thus have a fermion-fermion vertex,
− χ†K/χ (4)
two mixed vertices,
χ†γaLYa , (5)
Y †aLγ
aχ. (6)
and boson-boson vertices given by
iY †a K˙0Yb , (7)
2iY †aK0∂τYa , (8)
and
− Y †aMabYb (9)
where we define:
Mab = 2r ·K +K2 − 2iFab
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2.2 Tools
Before proceeding with the calculation, we make a few observations which help to simplify
the calculation considerably.
2.2.1 Gauge invariance
First, we may take advantage of the 0+1 dimensional gauge symmetry, noting that by our
choice of background field gauge, the effective action we calculate should be invariant under a
0+1 dimensional gauge transformation. In particular, the result must contain only covariant
derivatives, with ∂τ and K0 appearing in the combination ∂τX + i[K0, X ]. Thus, we could
set K0 = 0, calculating terms with all numbers of derivatives and restoring K0’s in the
end by replacing derivatives with covariant derivatives. Alternatively, we may restrict the
calculation to non-derivative terms, keeping a non-zero K0, and deduce the derivative terms
from the K0 terms. We will use both approaches, depending on which part of the calculation
we are interested in. One approach may also be used as a check of the other.
2.2.2 0+0 dimensional calculation
At this point, we note that the action (2) above is closely related to the 0 + 0 dimensional
action
S0+0 = − 1
R
(Y †a (−r2)δab −Mab)Yb
−χ†(r/+K/)χ + χ†γaLYa + Y †aLγaχ) (10)
which arises from the dimensional reduction of the theory to 0 dimensions. This is the
quadratic part in fluctuations of the (0+0)-dimensional action which was used by Ishibashi,
Kawai, Kitazawa and Tsuchiya (IKKT) to conjecture a matrix formulation of IIB string
theory [39]. If we restrict to considering terms involving no derivatives or factors of K0, we
find that the (0+0)- and (0+1)-dimensional calculations are exactly analogous, except that
the (0 + 0)-dimensional propagators are simply
< Y kla (τ)Y
†mn
b (σ) >= δabδ
lmδkn
1
r2
,
and
< χklα (τ)χ
†mn
β (σ) >= δ
lmδkn
r/αβ
r2
The form of the leading 1/r8 term in the bosonic 2-body potential in the (0+0)-dimensional
theory was computed by IKKT in [39] and is the same up to a constant as the 1/r7 2-body
term calculated for matrix theory in [38]. As we shall see below, the answer from the simpler
0+0 dimensional calculation will often aid us in computing the full 0+1 dimensional result.
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2.2.3 r ·K and r/ terms
A further simplification arises from the fact that in the action (2), ri and Ki appear only in
the combination (ri+Ki) (a trivial consequence of their definitions). Thus, a transformation
ri → ri + Λi (11)
is exactly equivalent to a transformation
Ki → Ki + Λi. (12)
As described in detail in the body of the calculation, this property will allow us to ignore all
terms containing r ·K and certain terms with an ri coupled to a gamma matrix during the
calculation, and to deduce these at the end using a transformation (12) on the remaining
terms.
2.2.4 D=10 Notation
It turns out that a certain subset of terms in the effective action at each order are the
dimensional reduction of D = 10 Lorentz and gauge invariant terms, while many of the
remaining terms are simply related to these by insertions of operators such as ~K2, r ·K and
(D0)
2 which are not invariant under the D = 10 symmetries but which do have the D = 0+1
dimensional gauge invariance and SO(9) rotational invariance of the Matrix Theory action.
Thus, we will find that the fermionic terms in the effective action may often be written
most naturally and concisely using D = 10 gamma matrices defined by
Γi =
[
0 γi
γi 0
]
, Γ0 =
[
0 γ0
−γ0 0
]
(13)
and a 32 component spinor L whose first sixteen components are taken to vanish and whose
remaining components are the 16 component spinor considered previously. Note that these
gamma matrices correctly satisfy the relations defining the D = 10 Clifford algebra,
{Γa,Γb} = 2δab.
Given that the original action has aD = 10 covariant form, one might wonder why not all
terms in the one loop effective action may be written in this way. However, in computing the
one loop potential, we integrate over only a single momentum rather than a ten-component
momentum vector. Further, in writing our result, we make an expansion in the transverse
seperation r. Neither of these respect the ten dimensional structure that we started with,
so we should not expect the full one loop effective action to be the dimensional reduction of
the D = 10 result.
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2.3 Summary of the calculation
We divide the calculation up by the number of fermionic fields appearing in the result. The
leading term with 2n fermions comes from choosing n each of the vertices (5) and (6). Such
a term will have n bosonic and n fermionic propagators, and thus appear at order (1/r)3n−1.
Thus, up to order 1/r7, where we expect the leading-order interactions, we will have terms
with zero, two, and four fermions.
2.3.1 bosonic terms
The purely bosonic terms at one loop were previously calculated for a general background in
[38], using the quasistatic approximation in which the background fields (and their deriva-
tives) appearing in the action (2) were assumed to be time-independent. Since we are no
longer restricting to this approximation, it is interesting to check whether any higher deriva-
tive terms appear up to 1/r7. In our calculation, these extra derivative terms come from
keeping higher order terms in the Taylor expansions of the background fields about a par-
ticular time, rather than assuming that the background fields are time independent.
Calculating with K0 = 0, the non-vanishing vertices containing only bosonic background
fields are (4), (9), and the ghost vertex. The only diagrams we may build with these are
loops with a single one of these vertex types repeated arbitrarily many times. These three
types of contributions are calculated explicitly in Section A.1 of the appendix, and it is found
that all terms with explicit derivatives cancel up to and including order 1/r7, leaving exactly
the action
Γbos1/r7 =
∫
dτ
15
16r7
STr (FabFbcFcdFda − 1
4
FabFabFcdFcd) (14)
calculated in [38]. Here, STr denotes a symmetrized trace in which we average over all
possible orderings of the matrices in the trace (treating any commutators such as F as a
unit).
Thus, to this order the result of our full calculation agrees with the quasistatic calculation.
However, as we shall see below, we expect the appearance of higher-derivative terms at order
1/r9 which would not appear in a quasistatic approximation. These are proportional to the
average of all possible insertions of D20 (covariant derivative squared) into the terms (14) of
the 1/r7 action. Interestingly, the cancellation up to order 1/r7 is off shell, that is, it does
not require use of the equations of motion. We will see that this is not the case for terms
with fermionic fields.
We will also be interested in terms of order 1/r8. At this order, we find two purely
bosonic contributions. The first, studied in [40, 30], is proportional to an insertion of r ·K
into the 1/r7 action,
−105
16
STr (FabFbcFcdFda(r ·K)− 1
4
FabFabFcdFcd(r ·K))
The second contribution contains a nine index totally antisymmetric tensor coming from the
8
trace of nine gamma matrices, and is given by
35rs
256r9
STr (FijFklFmnK˙pKq)ǫ
ijklmnpqs
We will discuss the physical interpretation of these two terms below.
2.3.2 two-fermion terms
We now move on to terms in the effective action with two factors of the background fermion
fields L. These terms arise from loops with a single insertion of each of the two boson-fermion
vertices (5) and (6) to give two factors of L. In addition, we may have an arbitrary number
of boson-boson vertices and fermion-fermion vertices.
The details of the calculation, performed using a non-vanishingK0 and ignoring derivative
terms, are found in Section A.2 of the appendix. In contrast to the case of the purely bosonic
terms, we find that the off-shell action does not vanish below 1/r7, and in fact there are non-
vanishing contributions to the effective action starting at 1/r3. However, if we are interested
in the effective potential between two physical systems, we must require that the background
fields satisfy the Matrix Theory equations of motion, and in this case, the non-vanishing
contributions begin at order 1/r7, in agreement with supergravity.
We now give our result for the two-fermion terms in the one loop matrix theory effective
action to order 1/r7. As mentioned above, we have a subset of terms which are the dimen-
sional reduction of a D = 10 Lorentz and gauge invariant action. These are given in D = 10
notation (omitting the leading 1/rn) by
Γcov1/r3 = Tr (L¯D/L)
Γcov1/r5 =
3
8
i Tr (L¯ Γb DaFab L)
+
3
16
i Tr (L¯ Γ[ab] FabD/L)− 3
16
i Tr (L¯ Γ[ab] D/LFab)
Γcov1/r7 = −
5
64
Tr (L¯ ΓeΓaΓbΓd FabD/LFde) (15)
− 5
16
Tr (L¯ ΓaΓc Fab FbcD/L)− 5
16
Tr (L¯ ΓcΓa D/LFab Fbc)
+
5
32
Tr (L¯ ΓdΓbΓc DaFab LFcd)
− 5
16
Tr (L¯ Γc DaFab LFcd)− 5
16
Tr (L¯ Γc FcbDaFab L)
+
15
16
STr (L¯ ΓbΓcΓd Fab FcdDaL)
All other terms up to order 1/r7 come from insertions of r ·K, ~K2, or D20 into the covariant
terms. To write these, we define an operation Sym (Tr (A1...An);B1, ..., Bn) to be the average
of all possible different insertions of the operators Bi between elements of the trace. For
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example,
Sym (Tr (L¯ D/L); ~K2, D20) =
1
6
[
Tr (D20L¯
~K2 D/L) + Tr (L¯ D20
~K2 D/L) + Tr (L¯ ~K2 D20D/L)
+Tr (D20L¯ D/L
~K2) + Tr (L¯ D20D/L
~K2) + Tr (L¯ D/L D20
~K2)
]
Note that any commutators in the trace are treated as single element. We can now write
the full set of two-fermion terms in the D = 0+ 1 off-shell action up to order 1/r7 as (again
omitting factors of 1/rn)
Γ1/r3 = Γ
cov
1/r3
Γ1/r4 = −3 Sym (Γcov1/r3 ; r ·K)
Γ1/r5 = Γ
cov
1/r5 +
1
4
Sym (Γcov1/r3 ;D
2
0)−
3
2
Sym (Γcov1/r3 ;
~K2) +
15
2
Sym (Γcov1/r3 ; r ·K, r ·K)
Γ1/r6 = −5 Sym (Γcov1/r5 ; r ·K)−
15
8
Sym (Γcov1/r3 ;D
2
0, r ·K)
+
15
2
Sym (Γcov1/r3 ;
~K2, r ·K)− 35
2
Sym (Γcov1/r3 ; r ·K, r ·K, r ·K) (16)
Γ1/r7 = Γ
cov
1/r7 +
5
8
Sym (Γcov1/r5 ;D
2
0)−
5
2
Sym (Γcov1/r5 ;
~K2) +
35
2
Sym (Γcov1/r5 ; r ·K, r ·K)
+
15
8
Sym (Γcov1/r3 ; ~K
2, ~K2)− 15
16
Sym (Γcov1/r3 ;D
2
0, ~K
2) +
1
16
Sym (Γcov1/r3 ;D
2
0, D
2
0)
−105
4
Sym (Γcov1/r3 ;
~K2, r ·K, r ·K) + 105
48
Sym (Γcov1/r3 ;D
2
0, r ·K, r ·K)
+
315
8
Sym (Γcov1/r3 ; r ·K, r ·K, r ·K, r ·K)
We will see that things simplify greatly when we restrict to a background that satisfies
the matrix theory equations of motion. In our D = 10 notation, these equations of motion
read
D/L = 0 (17)
and
DaFab = iL¯Γ
bL (18)
Examining the covariant terms above, we see that apart from the final term in the 1/r7
action, all terms listed contain either D/L or DaFab, and so these terms either cancel directly
or may be canceled by the four-fermion terms which we will soon calculate.
In the applications below, we will also be interested in certain terms at 1/r8. We find that
apart from terms containing r ·K, the two fermion terms at 1/r8 are given by the D = 10
gauge invariant expression
Γ1/r8 = − 35
256r9
rgSTr (L¯ FabFcdFefΓ
[abcdefg]L)− 105
32r9
reSTr (L¯ FabFbcFcdΓ
[ade]L)
− 105
128r9
reSTr (L¯ FabFabFcdΓ
[cde]L) (19)
Again, we’ll see the physical interpretation of these terms below.
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2.3.3 four-fermion terms
The remaining terms in the one-loop Matrix theory effective action up to order 1/r7 contain
four fermions. These arise from a loop with two each of the vertices (5) and (6) plus insertions
of the boson-boson vertices and the fermion-fermion vertex.
The calculation of four-fermion terms, performed setting K0 to 0 and calculating deriva-
tive terms explicitly, appears in Section A.3 of the appendix. The calculation relies heavily
on the use of Fierz identities for 16 × 16 symmetric gamma matrices, and a discussion of
these as they apply to non-abelian four-fermion terms is given in Appendix B.
We find first a set of terms (77), (84), (108) listed in the appendix which are obtained
simply by replacing DaFab with DaFab − iL¯ΓbL each time it appears in the two-fermion
terms. These terms serve to cancel all two-fermion terms containing DaFab in the on-shell
effective action.
The remaining four-fermion terms which do not contain D/L all appear at 1/r7, so we
indeed have complete cancellation of all terms below 1/r7 in the on-shell effective potential,
in agreement with supergravity. These remaining four-fermion terms are given by
Γ4L1/r7 =
5
32
(
Tr (L¯ΓaDbL L¯Γ
aDbL) + Tr (DbL¯Γ
aL DbL¯Γ
aL) + 2Tr (L¯ΓaL DbL¯Γ
aDbL)
)
+
5i
32
(
Tr (L¯ΓcFabL L¯Γ
[cab]L) + Tr (L¯Γ[cab]LFabL¯Γ
cL) + Tr (L¯ΓcL¯FabLΓ
[cab]L)
)
+
5
128
(
Tr (Lγ[ki][K˙i, L] Lγ
kL) + Tr (Lγ[ki]L[K˙i, L]γ
kL)
)
− 5
128
(
Tr (Lγ[kl]L˙ L˙γ[lk]L) + 2Tr (LγkL˙ L˙γkL) + 6Tr (LL˙ L˙L)
)
(20)
+
5
256
(
Tr (Lγ[kli]KiL˙ Lγ
[lk]L) + 6Tr (LK/L˙ LL) + 2Tr (LKiL˙ Lγ
iL)
−Tr (L˙γ[kli]KiL Lγ[lk]L)− 6Tr (L˙K/L LL)− 2Tr (L˙KiL LγiL)
)
+
15
256
(
Tr (Lγ[kli]KiL L˙γ
[lk]L) + 6Tr (LK/L L˙L) + 2Tr (LKiL L˙γ
iL)
−Tr (Lγ[kli]KiL Lγ[lk]L˙)− 6Tr (LK/L LL˙)− 2Tr (LKiL LγiL˙)
)
+
5
64
(
Tr (Lγ[kli]KiL Lγ
[lkj]KjL) + 2Tr (Lγ
[ki]KiL Lγ
[kj]KjL)
+6Tr (LγiKiL Lγ
jKjL) + 2Tr (Lγ
jKiL Lγ
iKjL)
−2Tr (LγiKjL LγiKjL) + 2Tr (LKiL LKiL)
)
Here, we note that some of the terms have a D = 10 form, while others do not seem to
combine into D = 10 covariant expressions. In particular, it appears that there is no way to
rewrite the above expression in a form with all K’s appearing in commutators, even taking
into account all possible Fierz identities.
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2.4 Summary of results for effective potential
We have now calculated the complete one-loop matrix theory effective action to order 1/r7 for
a background corresponding to two widely separated systems. The off-shell action is given
by expressions (15), (16), (20), (77), (84) and (108) and has non-vanishing contributions
beginning at order 1/r3. However, as we saw above, enforcing the Matrix theory equations
of motion (17) and (18) we find complete cancellation of all terms at orders less than 1/r7,
in agreement with supergravity. The on-shell effective action (which we may interpret as the
negative of an effective potential for the system) is given by
Γ1/r7 =
15
16r7
STr (FabFbcFcdFda − 1
4
FabFabFcdFcd) (21)
+
15
16r7
STr (L¯ ΓbΓcΓd Fab FcdDaL) + Γ
4L
where Γ4L is given in (20) (replacing, if we like, factors of L˙ by [K/, L]). At 1/r8, we have
terms proportional to the insertion of r · K into the symmetrized trace of the 1/r7 terms
plus additional terms. The full expression to quadratic order in in the fermion backgrounds
is given by
Γ1/r8 = −7 Sym (Γ1/r7 ; r ·K) + 35rs
256r9
STr (FijFklFmnK˙pKq)ǫ
ijklmnpqs (22)
− 35
256r9
rgSTr (L¯ FabFcdFefΓ
[abcdefg]L)− 105
32r9
reSTr (L¯ FabFbcFcdΓ
[ade]L)
− 105
128r9
reSTr (L¯ FabFabFcdΓ
[cde]L)
There are also four-fermion and six-fermion terms which contribute to Γ1/r8 which we have
not calculated. In the next section, we will compare the terms in (21) and (22) to leading-
order supergravity interactions, and will find a complete interpretation for all of these terms
in terms of physical quantities familiar from supergravity.
3 Comparison to supergravity
In order to compare our Matrix theory result with supergravity, we would like to understand
from a supergravity point of view the interactions that exist between two arbitrary widely
separated systems at leading orders in the inverse separation distance. The leading terms
in the long-range effective potential between two separated systems are described in super-
gravity by the linearized theory. The terms in the linearized theory arising from graviton
and 3-form exchange between arbitrary bosonic systems were analyzed in [30] and shown
to agree with matrix theory for processes with no longitudinal momentum transfer. In this
section we generalize that discussion to include fermionic backgrounds. This gives rise to
additional contributions from the fermion backgrounds to the gravitational, “electric” and
“magnetic” interactions mediated by the graviton and 3-form quantum, as well as new in-
teractions arising from gravitino exchange. Extending the analysis out to order 1/r8 we
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also find new interactions in the bosonic sector describing “dyonic” membrane-5-brane and
0-brane-6-brane interactions.
All the interactions in the linearized theory can be written in a current-current form
corresponding to an instantaneous potential in light-front time between the two separated
systems proportional to the product of moments of the stress tensor, membrane current,
5-brane current, 6-brane current and fermionic components of a supercurrent. To identify
the matrix theory and supergravity interaction potentials the only structure needed is the
detailed form of these currents in matrix theory language, expressed as traces of products of
the backgrounds for the two systems. A synopsis of our results for these currents is given in
section 3.6.
3.1 Linearized supergravity interactions
In this subsection we discuss the general structure of the linearized supergravity interactions
we expect to reproduce in matrix theory. The detailed forms of the specific interactions
are discussed and compared to matrix theory in the following subsections. The propagating
fields of eleven dimensional supergravity are a graviton, a three form gauge field, and a
gravitino. The classical linearized supergravity theory arises from considering all tree-level
processes in which a single quantum is exchanged between two classical sources. For an
eleven-dimensional spacetime with one compact direction, the propagators for all the fields
go like 1/r7, so at orders below 1/r14 all classical supergravity interactions can be described
by the linearized theory.
Arbitrary sources can be coupled linearly to the supergravity fields by adding extra terms
to the action of the form
S = SSUGRA(h,A, ψ) +
∫
d11x(hIJT
IJ +AIJKJ
IJK +ADIJKLMNM
IJKLMN + ψ¯αIS
I
α + S¯
I
αψαI)
(23)
where T IJ , JIJK ,M IJKLMN and SIα are the stress-energy tensor, membrane current, 5-
brane current and fermionic supercurrent components of the source. The field AD has a
7-form field strength dual2 to that of the 3-form field A
FD = dAD = ∗F = ∗(dA). (24)
It is difficult to formulate a consistent quantum theory which contains both A and AD
and which couples both to membranes and 5-branes since (24) is difficult to impose at the
quantum level. We are only interested in the classical theory here, however, so we may
impose (24) as a classical condition. This still leads to some complications since there is
not always a single-valued solution for AD of (24) for a given field A. We discuss this issue
further in 3.4.
2The true duality relation is somewhat more complicated, however we ignore the additional terms in the
linearized theory since they are products of more than one field.
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The classical interactions in the linearized theory can be determined by simply taking the
quadratic part of the supergravity action and solving explicitly for the propagating fields in
the presence of the given background. If we have a background containing two well-separated
objects, we may treat one object as a source, solve for the fields produced by this source,
and use (23) to find the effective action of the second object which is treated as a probe in
the fields produced by the first object.
Another approach to explicitly describing the linearized theory, which is slightly more
transparent in the light-front formalism, is to follow the standard field theory prescription
for writing the interactions in terms of the propagators of the gravity fields. Keeping only
the quadratic terms in the supergravity action, we have interactions arising from graviton,
3-form and gravitino exchange. To study interactions between two isolated systems, we
assume that each of the sources in (23) may be decomposed into the sum of two terms
whose supports are separated by some large distance, for example T IJ = Tˆ IJ + T˜ IJ . The
leading-order interactions are then given by all diagrams of the form
×̂−−−−−−˜× (25)
coupling a hatted source to a tilded source. The following non-vanishing terms appear in
the effective potential (up to overall coefficients):
Vgravity =
∫
d11x
∫
d11y Tˆ IJ(x)〈hIJ(x)hKL(y)〉T˜KL(y) (26)
Velectric =
∫
d11x
∫
d11y JˆIJK(x)〈AIJK(x)ALMN (y)〉J˜LMN(y) (27)
Vmagnetic =
∫
d11x
∫
d11y Mˆ IJKLMN(x)〈ADIJKLMN(x)ADPQRSTU(y)〉M˜PQRSTU(y) (28)
Vsuper =
∫
d11x
∫
d11y
¯ˆ
S
I
α(x)〈ψαI(x)ψ¯βJ (y)〉S˜Jβ (y) (29)
+
∫
d11x
∫
d11y ¯˜S
I
α(x)〈ψαI(x)ψ¯βJ(y)〉SˆJβ (y)
In addition, there are membrane-fivebrane interactions of the form JˆM˜ and MˆJ˜ proportional
to a propagator 〈A(x)AD(y)〉. These terms, however, cannot be completely described by a
potential. These terms are discussed separately in section (3.4) below.
To compare with matrix theory, we must take supergravity on a spacetime with a lightlike
direction compactified, and also consider only processes involving the exchange of quanta
with zero longitudinal momentum. The appropriate Green’s function and propagators for the
bosonic fields are discussed and calculated in [30]. Denoting the light-front time coordinate by
x+, the compact direction by x− , and the remaining spatial directions by ~x, the appropriate
propagators are all proportional to
δ(x+ − y+) 1|~x− ~y|7
Note that this is independent of x−, a consequence of the fact that we have restricted to the
exchange of quanta with zero momentum in x−, which therefore have wavefunctions spread
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evenly over this direction. Also notable is the fact that such a propagator gives rise to
interactions which are instantaneous with respect to light-front time (see, for example [41]).
We now show schematically how we can relate these supergravity interactions to the
matrix theory potential we have calculated. Examining the interactions (26-29) above, we
see that all have the form ∫
d11x
∫
d11y Cˆ(x)〈φ(x)φ(y)〉C˜(y) (30)
where C is a general source and φ is a propagating field. Note that in general, a gauge-
fixing choice may be necessary to explicitly calculate the propagator and to determine how
the components of the tensor currents are contracted. Since the propagator is independent
of x− and y−, the integrals over these variables act only on the background currents. We
may rewrite the interaction as an explicit series in 1/r by replacing the currents C(x) by
equivalent distributions∫
dx−C(x+, x−, ~x) = C(x+)δ(~x− ~x0)− C(i)(x+)∂iδ(~x− ~x0) + 1
2
C(ij)(x+)∂i∂jδ(~x− ~x0) + · · ·
(31)
where we define the spatial moments of the current C(x) about the point ~x0 by
C(i1...in)(x+) =
∫
dx−d~x C(x+, x−, ~x0 + ~x) x
i1 · · ·xin
We choose the points ~x0 and ~y0 to be the centres of mass of the two objects at some initial time
t = x+ = 0, so that ~x0− ~y0 may be identified with the vector ~r defined in our matrix theory
background. With these definitions, the supergravity interaction (30) may be rewritten as
(up to an overall proportionality constant)∫
dτ
∞∑
n=0
n∑
k=0
(−1)k
k!(n− k)!Cˆ
(i1...ik)C˜(jk+1...jn)∂i1 . . . ∂jn(
1
r7
) =
∫
dτ{ 1
r7
CˆC˜ + 7
ri
r9
(Cˆ(i)C˜ + CˆC˜(i)) + · · ·} (32)
Hence the supergravity interactions we are interested in may be written order by order in
1/r with terms at each order coupling some moment of the current for the hatted system
with a moment of the current for the tilded system.
Let us compare this discussion to the general form of the corresponding potential in
matrix theory. In Matrix theory, recalling the definitions (3), we see that each term in the
one-loop matrix theory effective action is a single trace of a product of matrices which are
the tensor product of an Nˆ × Nˆ matrix and a N˜ × N˜ matrix. Thus, the trace in a given
term splits into the product of two traces as
Tr
(
(Aˆ1 ⊗ A˜1) · · · (Aˆn ⊗ A˜n)
)
= Tr (Aˆ1 · · · Aˆn)Tr (A˜1 · · · A˜n) (33)
Exactly as in the supergravity expression (32), the one-loop matrix theory action may be
written as a series in 1/r with each term coupling a single hatted quantity to a tilded
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quantity. This suggests that for each moment of a given supergravity current, we may
identify a corresponding matrix theory quantity given by a single trace of matrix theory
variables.
We will now examine the explicit forms of the supergravity and matrix theory potentials
and show that this correspondence is precise, identifying explicit quantities corresponding
to moments of the supergravity currents and showing that the supergravity interactions are
exactly reproduced in the one loop matrix theory action.
3.2 Gravitational and 3-form interactions at order 1/r7
We first consider the interactions (26), (27), and (28) mediated by the exchange of bosonic
particles. In [30] these terms were analyzed for purely bosonic backgrounds. It was shown
that the leading contribution to the long-range potential of both linearized supergravity and
matrix theory could be expressed in the form
Vsugra = Vgravity + Velectric + Vmagnetic (34)
Vgravity = −15R
2
4r7
(
Tˆ IJ T˜IJ − 1
9
Tˆ II T˜
J
J
)
(35)
Velectric = −45R
2
r7
JˆIJK J˜IJK (36)
Vmagnetic = −3R
2
2r7
Mˆ IJKLMNM˜IJKLMN . (37)
where in the supergravity theory the tensors T IJ , JIJK andM IJKLMN are identified with the
integrated stress tensor, membrane current and 5-brane current of the two separated systems.
The identification with matrix theory was made by identifying matrix forms for each of these
tensors written as traces of functions of the bosonic fields describing the background.
In the more general situation we are considering here with background fermions, we
can perform a similar analysis. We can decompose the leading terms in the matrix theory
effective potential (21) in terms of a sum of products of traces of the bosonic and fermionic
degrees of freedom of the two systems as in (33), where we only retain terms with bosonic
indices contracted between the hatted and tilde’d variables. We find that in general this part
of the effective potential (21) can be expressed in the form (34), where in the presence of
fermionic backgrounds the matrix theory expressions for the integrated currents are defined
by (returning to a Minkowski formalism)
T++ =
1
R
STr (1 )
T+i =
1
R
STr
(
X˙i
)
T+− =
1
R
STr
(
1
2
X˙iX˙i +
1
4
FijFij +
1
2
θγi[X i, θ]
)
T ij =
1
R
STr
(
X˙iX˙j + FikFkj − 1
4
θγi[Xj , θ]− 1
4
θγj [Xi, θ]
)
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T−i =
1
R
STr
(
1
2
X˙iX˙jX˙j +
1
4
X˙iFjkFjk + FijFjkX˙k
)
− 1
4R
STr
(
θαX˙k[Xm, θβ]
)
{γkδim + γiδmk − 2γmδki}αβ
− 1
8R
STr (θαFkl[Xm, θβ ]) {γ[iklm] + 2γ[lm]δki + 4δkiδlm}αβ
+
i
8R
Tr (θγ[ki]θ θγkθ)
T−−f =
1
4R
STr
(
FabFbcFcdFda − 1
4
FabFabFcdFcd + θΓ
aΓbΓcFabFcdDaθ +O(θ4)
)
J+ij =
1
6R
STr (Fij) (38)
J+−i =
1
6R
STr
(
FijX˙j − 1
2
θ[Xi, θ] +
1
4
θγ[ki][Xk, θ]
)
J ijk =
1
6R
STr
(
X˙iFjk + X˙jFki + X˙kFij − 1
4
θγ[ijkl][Xl, θ]
)
J−ij =
1
6R
STr
(
+X˙iX˙kFkj − X˙jX˙kFki − 1
2
X˙kX˙kFij +
1
4
FijFklFkl + FikFklFlj
)
+
1
24R
STr
(
θαX˙k[Xm, θβ]
)
{γ[kijm] + γ[jm]δki − γ[im]δkj + 2δjmδki − 2δimδkj}αβ
+
1
8
STr (θαFkl[Xm, θβ ]) {γ[jkl]δmi − γ[ikl]δmj + 2γ[lij]δkm + 2γlδjkδim − 2γlδikδjm
+2γjδilδkm − 2γiδjlδkm}αβ
+
i
48R
STr
(
θγ[kij]θ θγkθ − θγ[ij]θ θθ
)
M+−ijkl =
1
12R
STr
(
FijFkl + FikFlj + FilFjk + θγ
[jkl[X i], θ]
)
The hatted and tilded currents Tˆ IJ , . . . are given by using the appropriate variables Xˆ, θˆ or
X˜, θ˜ in these expressions. Time derivatives are taken with respect to Minkowski time t. In
these expressions we have used the definitions F0i = X˙
i, Fij = i[X
i, Xj]. The order θ4 term
in T−− is given by (20) where K and L are replaced by X and θ.
A few comments may be helpful regarding the derivation of the currents (38). The purely
bosonic contributions to these tensors are those given in [30]. To determine the fermionic
contributions from (21) it is helpful to write C = Cbos+Cf (for C = T , J or M , suppressing
tensor indices in this schematic discussion), where Cbos is the set of purely bosonic terms in
C and Cf contains all other terms. If the matrix theory potential contains the interactions
(35), (36), and (37), then it must contain terms corresponding to CˆbosC˜f , Cˆf C˜bos, and Cˆf C˜f
in addition to the purely bosonic terms CˆbosC˜bos.
The terms CˆbosC˜f and Cˆf C˜bos, in particular, each have one trace with purely bosonic
fields and another trace which contains fermion fields. If we isolate such terms in the matrix
theory effective potential, we can simply read off all the components of Tf , Jf , and Mf .
For example, to determine T−if we collect all terms in the leading order potential (21) of
the form Tr (−i ˙ˆXi)Tr (A˜i) and identify T˜−if as the sum of all the Tr (A˜i) terms appearing
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(with an overall coefficient determined by (35)). Note that most of the bosonic currents
have more than one term, so that this presciption is only consistent if each bosonic term in
a given current couples to exactly the same set of terms containing fermions. The Matrix
theory potential we have calculated passes this non-trivial consistency check with the currents
defined as above.
Note that, on first glance, it appears that the last two terms in (20) should yield terms not
accounted for in the preceding analysis, where Tr (XiXj) couples to a four-fermion expression
and Tr (Xi) couples to a four-fermion expression. Both of these four-fermion expressions
vanish, however, by Fierz identities.
Note also that only the component M+−ijkl of the 5-brane current has been identi-
fied. Only this component appears in the supergravity interaction because 5-branes which
are not wrapped around the longitudinal (x−) direction decouple from the theory so that
M ijklmn = M+ijklm = 0. This decoupling follows from the fact that 5-branes act as Dirich-
let boundaries for membranes, and so do not appear as interacting transverse objects in
the light-front formalism [16]. The remaining component M−ijklm can be determined from
current conservation [42], as we will discuss shortly.
To complete the demonstration that Vgravity, Velectric, and Vmagnetic are completely repro-
duced in Matrix theory at leading order, we should show that the terms Tˆf T˜f , and the
corresponding terms for J and M also appear in the matrix theory potential. These must
appear in the decomposition of the matrix theory potential as terms with two fermions in
each trace (since T , J , and M may have no free fermionic indices) and therefore come from
the four-fermion terms (20).
We note here that any decomposition of a four-fermion term to two traces with two L
matrices in each trace may be written using a Fierz identity in a form where both the traces
have no free fermionic indices. We must therefore consider all possible decompositions of the
four-fermion terms into pairs of traces of fermion bilinears and show that these agree with
the expressions for Tˆf T˜f . Examining the list of moments, we see that all such terms take
the form
Tr(Lˆγˆ[Kˆ, Lˆ])Tr(Lˆγ˜[K˜, L˜]) (39)
in which γˆ and γ˜ are antisymmetric products of the same number of gamma matrices.
In the decomposition of (20) to pairs of traces with two fermions in each trace, we indeed
find terms of this form, though there is also the possibility of terms in which both factors of
K appear in a single trace, the other trace being either
Tr (LγijL)
or
Tr (LγijkL).
These two expressions are identified below as part of the higher moments J+ij(k) and T+i(j),
and should not affect the interactions at 1/r7, so we expect that all such terms will vanish,
leaving only the desired terms (39). The demonstration of this, and the verification that
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terms of the form (39) appear with the correct coefficients for their interpretation as Tˆf T˜f ,
will not be completed here, as it would involve a large amount of algebra and is not important
for our main applications.
There are various checks that may be performed on the expressions we have found. For
example, those tensors with a + index correspond to the light-front time component of a
conserved current integrated over all space, and therefore correspond to conserved charges
of the theory. In particular, T++, T+i, and T+− are longitudinal momentum, transverse
momentum and energy; J+ij and J+−i are the transverse and longitudinal membrane (string)
charges, and M+−ijkl is the longitudinal fivebrane charge. These charges all appear in the
fully extended eleven-dimensional supersymmetry algebra, and matrix theory expressions for
these charges were previously identified in [16] by taking commutators of the matrix theory
supersymmetry generators. Our expressions agree completely with that work, providing a
check for all components involving a +. The remaining components of the currents can be
checked by ensuring that they correspond to the zeroth moments of components of conserved
currents in 11 dimensions. To perform this check it is necessary to have expressions for the
first moments of the currents, which appear in the interaction potential at order 1/r8, to
which we now turn.
3.3 Gravitational and 3-form interactions at order 1/r8
We now consider the terms in the matrix theory potential at order 1/r8 which correspond to
bosonic interactions in the linearized theory. These terms arise from interactions involving
first moments of the supergravity currents, as in (32). For purely bosonic backgrounds, these
terms were studied in [40, 30], where matrix theory expressions for the first moments of the
bosonic currents were calculated and shown to give precise agreement between matrix theory
and supergravity for terms at this order. As an example of the terms which appear at order
1/r8, from expressions (35) and (32) we see that the potential due to the exchange of a
graviton with zero longitudinal momentum contains terms of the form
V
1/r8
gravity = −
105R2ri
4r9
(
TˆIJ T˜
IJ(i) + Tˆ IJ(i)T˜IJ − 1
9
(Tˆ I(i)I T˜
J
J + Tˆ
I
I T˜
J(i)
J)
)
Writing the 1/r8 matrix theory potential (22) as the product of a hatted trace and a tilded
trace, and comparing it to this expression as we did for the 1/r7 potential, we may now read
off the expressions for the first moments T˜ IJ(i).
We can perform this analysis for all of the first moments of the bosonic supergravity
currents. For each current, we find that the first moment in the i direction has a set of
terms arising from simply inserting a matrix Xi into the symmetrized trace expression for
the zeroeth moment. Contributions of this type to first and higher moments of the currents
were studied in [40, 30], and come from the terms in the Matrix theory potential with an
insertion of r · K (the first term in (22)). There are additional contributions to the first
moments from terms where the moment index i appears on a gamma matrix. It is a fairly
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straightforward exercise to derive the additional contributions to each of the first moments
which are quadratic in fermions from (22). It is interesting to note that the last two terms in
(22) decompose completely into interactions with first moments of the type we are interested
in, while the second and third terms have no such interpretation. We will return to these
other terms in the next subsection. Here, we list some of the θ2 contributions to the higher
moments. We give explicit expressions only for the set of terms we will need to check the
results of the previous subsection.
T
+i(j)
add =
1
8R
STr
(
θγ[ij]θ
)
T
+−(i)
add =
1
16R
STr
(
−iθFklγ[kli]θ + 2iθX˙lγ[li]θ
)
J
+ij(k)
add =
i
48R
STr
(
θγ[ijk]θ
)
J
+−i(j)
add =
1
48R
STr
(
iθX˙kγ
[kij]θ + iθFikγ
[kj]θ
)
M
+−ijkl(m)
add = −
i
16R
STr
(
θF [jkγil]mθ
)
These first moments have no contribution quartic in the fermion backgrounds. Note that
the expression given here for T i(j) is responsible for a “spin” contribution to the angular
momentum
J ij = T+i(j) − T+j(i).
This generalizes the calculation in [20] where the analogous computation was done in the
abelian case of 1× 1 matrices.
We can now use these expressions for the first moments of the currents to check that
the expressions (38) for the zeroth moments of the currents are correct. In [42] it was
shown that conservation of the supergravity stress-energy tensor, membrane current, and
fivebrane current implies relations among the matrix theory quantities identified with spatial
moments of these currents. In particular, for a current CI , agreement with the supergravity
conservation relations implies that
∂tC
+(i1···in) = C i1(i2···in) + · · ·+ C in(i1···in−1)
In [42], these relations as they apply to T , J , and M were shown to hold for a bosonic
background as exact matrix theory identities at finite N . Since we expect this to remain
true for a general background, these relations should provide checks on the components of
the currents we have determined with fermionic backgrounds.
In particular, we find for the case n = 1 that the relations for the stress-energy tensor,
membrane current, and fivebrane current are
∂tT
++(i) = T+i
∂tT
+i(j) = T ij
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∂tT
+−(i) = T−i
∂tJ
+ij(k) = J ijk (40)
∂tJ
+−i(j) = J−ij
∂tM
+−ijkl(m) = M−ijklm
∂tM
+ijklm(n) = M ijklmn
Thus, all components with a spatial index may be checked by comparing with the time
derivative of the first spatial moment of the conserved charges previously checked. Note that
none of the moments on the left hand sides of these relations contain four-fermion terms, so
that we have exact expressions for both sides of each of these equations. The first five of the
relations in (40) can be verified with some straightforward but tedious algebra. Note that
the term M−ijklm, which appears in the penultimate expression, could not be identified from
the interaction potential, since it couples to the transverse fivebrane charge M+ijklm, whose
matrix theory expression appears to vanish. The conservation relation therefore serves to
determine this component, as was done for its bosonic part in [42]. We find that
M−ijklm =
5
4R
STr
(
X˙[iFjkFlm] − 1
3
θX˙ [iγjkl[Xm], θ]− 1
6
θF [ijγklm]γi[X i, θ]
)
.
The final expression in (40) is consistent with the statement that in the light-front theory
M ijklmn = M+ijklm = 0 which, as mentioned above, arises from the fact that transverse
M5-branes decouple in the light-front theory.
We have now performed an explicit check on all components of the stress energy tensor,
membrane current, and fivebrane current given in (38) except for T−−. However, T−− is
exactly the expression for the complete Matrix theory action at 1/r7, with K and L replaced
by X and θ (since T++ is a constant). Since this is the expression from which we derived all
of the other components, it must be correct up to terms which would not contribute to any
of the other components. Such terms are four-fermion terms with all factors of Ki appearing
in commutators with Ls. Thus, these are the only terms in the currents we have calculated
for which we do not have an independent check. In principle these terms could be checked
by verifying that they decompose correctly into the product Cˆf C˜f of two-fermion terms we
have explicitly computed. We have not performed this check in detail.
3.4 Membrane-fivebrane and “zerobrane-sixbrane” interactions
We have now given a complete interpretation in terms of supergravity interactions of all terms
which appear in a decomposition of the leading-order interaction potential (21) into currents
with purely bosonic indices. We have also interpreted a subset of the analogous terms in
the potential (22) at order 1/r8. We have shown that the r · K terms and the last two
terms in (22) have supergravity interpretations and correspond to first multipole corrections
to (26-28), coupling the first spatial moment of each current to the zeroeth moment. The
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remaining terms in (22) have not yet been given an interpretation in terms of supergravity.
We can rewrite these terms using equation (110) from the appendix as
35 ri
256 r9
ǫijklmnpqrSTr
(
FjkFlmFnpK˙qKr − L K˙jFklFmnγ[pqr]L+ i
2
LFjkFlmFnpγ
[qr]L
)
(41)
We now consider all possible ways of decomposing this into a hatted trace times a tilded
trace. Guided by the definitions of the moments above, we find that the decomposition gives
a set of terms which can be identified as
V2−5 =
63R2
32
ri
r9
ǫijklmnpqr
(
Jˆ+jkM˜−lmnpq(r) + Jˆ+jk(l)M˜−mnpqr + (̂↔˜))
+
105R2
32
ri
r9
ǫijklmnpqr
(
Jˆ jklM˜+−mnpq(r) + Jˆ jkl(m)M˜+−npqr + (̂↔˜)) (42)
=
7R2
64
rI
r9
ǫIJKLMNPQRST
(
JˆJKLM˜MNPQSR(T ) + JˆJKL(M)M˜NPQSRT + (̂↔˜))
There are additional terms in the decomposition of (41) which do not have a simple inter-
pretation in terms of the moments of the currents we have already discussed. These terms
can be written in the form
V0−6 =
5R2
256
ri
r9
ǫijklmnpqr
(
Tˆ++S˜jklmnpq(r) + Tˆ++(j)S˜klmnpqr + (̂↔˜))
+
35R2
256
ri
r9
ǫijklmnpqr
(
Tˆ+jS˜+klmnpq(r) + Tˆ+j(k)S˜+lmnpqr + (̂↔˜)) (43)
=
5R2
256
ra
r9
ǫabcdefghij
(
Tˆ+bS˜cdefghi(j) + Tˆ+b(c)S˜defghij + (̂↔˜))
where we have defined the currents
S+ijklmn =
1
R
STr
(
F[ijFklFmn]
)
S+ijklmn(p) =
1
R
STr
(
F[ijFklFmn]Xp − θF[klFmnγpqr]θ
)
(44)
Sijklmnp =
7
R
STr
(
F[ijFklFmnX˙p]
)
Sijklmnp(q) =
7
R
STr
(
F[ijFklFmnX˙p]Xq − θ X˙[jFklFmnγpqr]θ + i
2
θ F[jkFlmFnpγqr]θ
)
We will now discuss the supergravity interpretation of the terms (42) and (43). We begin
with the potential V2−5 in (42). It is clear that this corresponds to a membrane-5-brane
interaction potential. Indeed, we expect to see such interactions since both the membrane
and the 5-brane couple to the 11D supergravity 3-form field AIJK . It is fairly straightforward
to see that, up to an overall multiplicative constant, (42) is precisely the right form for this
interaction, as we now discuss in more detail.
Matrix theory interactions between a membrane and 5-brane were first discussed by
Berkooz and Douglas in [31], where a 5-brane was put in as a static background for a
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dynamical matrix membrane. They showed that the fermion 0-modes corresponding to
strings stretching between the membrane and 5-brane experience a correct Berry’s phase
shift when the membrane is carried around the 5-brane.
A configuration containing a membrane and a 5-brane which are both of infinite extent is
analogous to a configuration in 4D electromagnetism containing both an electrically charged
particle and a magnetic monopole. In principle, one might hope to describe an effective
action for the electrically charged particle in the long-range field produced by the monopole.
The vector potential Aµ around a monopole is not single-valued, however, and has a Dirac
singularity. As a result, it is not possible to describe an interaction between electrically and
magnetically charged particles in classical electromagnetism in terms of an effective potential.
Similarly, it is not possible to construct an effective potential describing M-theory or matrix
theory interactions between infinite membranes and 5-branes, so a study of fermion 0-modes
is necessary to understand the interactions between such objects.
In this work, however, we are concerned with long-range interactions between finite-sized
objects in matrix theory. Such objects cannot have net membrane or 5-brane charge. This
can be seen directly from (38), where the membrane charge J+ij and the 5-brane charge
M+−ijkl vanish for finite N . Finite N matrix theory configurations can, however, have
nonzero moments of the membrane and 5-brane charges. Simple examples are given by the
membrane with S2 geometry and the L5-brane with S4 geometry studied in [38, 43]. Unlike
the interaction between an infinite membrane and an infinite 5-brane, an interaction between
either brane and any configuration with higher moments of the other brane charge can be
described by an effective potential. This is analogous to an interaction between an electron
and a particle with a magnetic dipole moment. The gauge field Aµ around the dipole is single
valued, so that the interaction can be written in the form
∫
Aµjµ where jµ is the 4-current
of the electron.
The “electric” interactions between a pair of matrix theory configurations with nonzero
moments of membrane charge are described by higher-order generalizations of (36). Al-
though the first nonvanishing term of this form in the interaction potential between a pair
of finite N configurations appears at order 1/r9, the expression (36) which formally ap-
pears in the potential at order 1/r7 is useful because it implies the precise forms of all
the higher-moment electric interactions, as discussed in [30]. This is precisely analogous to
the story in the case of membrane-5-brane interactions. The leading interaction (42) which
formally appears in the long-range potential at order 1/r7 vanishes for a pair of finite-size
configurations. Nonetheless, it correctly encodes all the higher-moment membrane-5-brane
interactions which do not vanish.
The fact that (42) has precisely the right form for a membrane-5-brane interaction po-
tential can be seen by a simple analogy with the electron-magnetic dipole case mentioned
above. It may be helpful to review this situation explicitly. The long-range field of a magnetic
monopole can be encoded in a dual vector potential
AD0 = −
g
r
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where g is the magnetic charge. This is related to a dual field strength FDµν = ∂µA
D
ν − ∂νADµ
with nonzero components
FD0i = −
gri
r3
which is related through F = ∗FD to the usual field strength of electromagnetism. This field
has nonzero components
Fij = −gǫijkr
k
r3
and cannot be written as the field strength of a single-valued potential Aµ. On the other
hand, the field strength around a magnetic dipole is found by taking the derivative of the
above expressions in the direction of the dipole di where mi = gdi. This gives
Fij = −ǫijkm
k
r3
+
3ǫijlr
l(r ·m)
r5
= ∂iAj − ∂jAi (45)
where the vector potential Aµ has nonzero components
Ai =
ǫijkd
jrk
r3
(46)
The generalization to the membrane-5-brane situation is straightforward. The long-
range field around a longitudinal 5-brane is described by a dual potential (dropping overall
constants)
AD+−ijkl =
∫
d4ξ
M+−ijkl(ξ)
r7
given by an integral over the local L5-brane charge. A finite volume configuration has
vanishing net 5-brane charge but may have a nontrivial first moment M+−ijkl(m) which gives
rise to a long-range field strength. F = ∗FD which is the curvature of a well-defined 3-form
field
Aijk = ǫijklmnpqs
M+−lmnp(q)rs
r9
If we consider a probe membrane in this long-range field, we find an effective potential
described by the first term in the second line of (42). The other terms in (42) correspond in
a similar fashion to the action for a probe 5-brane moving in the long-range field produced by
a configuration with a nonzero first moment of the membrane current, and to terms related
to these two by Galilean invariance.
Thus, we see that (42) precisely encodes the form of interaction we expect to see at
leading order between a pair of finite size objects in light-front supergravity. To connect this
situation with the general discussion in section 3.1 in which classical supergravity interactions
were described in terms of two-point functions of the propagating fields, we can consider a
term coupling the membrane current and 5-brane current which appears in the effective
action analogous to the expressions (26-28) for the interactions previously considered. The
sources in (23) give rise to terms in the effective action
VEM =
∫
d11x
∫
d11yJˆIJK(x)〈AIJK(x)ADPQRSTU(y)〉M˜PQRSTU(y) + (̂↔˜)
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It is not clear that the expectation values written here make sense in a quantum theory, since
they require a definition of the six form field as an operator written in terms of creation and
annihilation operators for the basic supergravity fields. We are interested in terms with at
least one higher moment, however, which give rise to propagators such as
〈AIJK(x)∂NADPQRSTU(y)〉 ∼ 〈AIJK(x)ǫGHLMNPQRSTU∂GAHLM(y)〉 (47)
which can be understood in terms of the original 3-form propagator. This analysis again
leads to a term of the form (42) in the supergravity potential.
We now return to the terms (43) which describe long-range interactions between gravitons
and a new set of currents defined in (44). In the language of type IIA string theory, where
we have a system of N 0-branes, the current S+ijklmn gives the 6-brane charge of the 0-brane
configuration described by the matrices X i. This is simply the T-dual of the statement that∫
F ∧ F ∧ F on a 6-brane counts 0-brane charge [13]. Given this interpretation, it is clear
from current conservation and 10-dimensional symmetry that the remaining components of
S correspond to other integrated components of the IIA 6-brane current. In (43) we see a
coupling between the 6-brane current and a vector T+a in the 10D IIA theory corresponding
to the integrated 0-brane current. Of course, in type IIA string theory we expect to see
precisely such a coupling. The 0-brane and 6-brane couple electrically and magnetically to
the R-R 1-form field in IIA. The interaction between 0-branes and an infinite 6-brane is
analogous to the interaction between an infinite membrane and 5-brane. Such an interaction
cannot be described by an effective potential, but can be seen from the fermion 0-modes in
the system, as in the case of the membrane-5-brane system. This leading-order interaction
between 0-branes and an infinite 6-brane was studied in [44, 45, 46, 47, 48, 32].
The 6-brane charge of any set of matrices with finite size N must vanish, just as the
membrane and L5-brane charge vanish. We therefore expect that the interactions between
moments of the 6-brane current of one finite-size configuration and the 0-brane current of a
second configuration should be described by a potential which has precisely the form (43),
based on considerations precisely analogous to those above in the membrane-5-brane case.
This 0-6 interaction, however, is completely described in terms of 10-dimensional currents.
Unlike all the other interactions we have found it cannot be expressed in terms of a simple
interaction potential with 11-dimensional invariance. This is a consequence of the fact that
the IIA 6-brane has a more subtle connection with the 11-dimensional M-theory than the 0-,
2- and 4-branes, which correspond to extended objects in M-theory of dimension 0, 2 and
5. The infinite flat 6-brane as a IIA background can be interpreted in 11D supergravity as
a Kaluza-Klein monopole background metric. The interpretation of a finite size IIA object
with local 6-brane charge is somewhat less clear. Presumably it corresponds to a more
complicated background metric in 11 dimensions. Thus, we have a physical interpretation
of the interactions in (43) in 10 dimensions which is somewhat more transparent than the
11-dimensional interpretation, in which the matrix theory configuration with 6-brane charge
seems to correspond to a nontrivial background geometry in M-theory.
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3.5 Supercurrent interactions
In the previous subsections, we have considered all terms in the decomposition of the matrix
theory action at orders 1/r7 and 1/r8 into two traces with no free fermionic indices and shown
that these terms correspond precisely with the leading and subleading order supergravity
interactions due to the exchange of a graviton or three form quantum. The only remaining
terms in the decomposition of the matrix theory potential contain a single free fermionic
index in each trace. (We argued above that terms with two fermionic indices in each trace
could be rewritten using a Fierz identity into a form with no free fermionic indices in either
trace.) We would like to identify these terms with interactions of the form (29) arising
from the exchange of a gravitino. It may seem unusual to consider an interaction between
two fixed sources in which a fermionic gravitino is exchanged, as this would seem to imply
a change of the statistics of the two objects in the course of the interaction. This can be
understood for classical objects, however in terms of a probe-source picture where one object
probes the long-range gravitino field ψJ produced by a distant source, giving an interaction
potential of the form
∫
ψ¯JS
J where SJ is the fermionic part of the supercurrent of the probe.
Interactions of this form have also been discussed recently in [49].
To see the form of the leading-order supergravity interaction due to gravitino exchange,
we must explicitly determine the gravitino propagator. In the supergravity action, the
quadratic terms are
ΓΨΨ = −1
2
Ψ¯IΓ
IJK∂KΨJ
Supergravity is invariant under local supersymmetry transformations which affect the grav-
itino field, so as for the case of a local gauge symmetry, we must add gauge fixing terms to
the action in order to quantize the theory [50]. These affect the form of the propagator, but
as for the case of graviton and three-form exchange, there appears to be a natural choice
which makes the correspondance with Matrix theory most clear. In this case, we choose a
gauge-fixing term
Γfix =
9
8
Ψ¯IΓ
I∂/ΓJΨJ .
This choice is analogous to Feynman gauge in electromagnetism, ensuring that the momen-
tum space propagator contains only terms with a single k in the numerator.
The propagator ∆αβIJ is then determined by
(−1
2
ΓIJL∂L +
9
8
ΓI∂/ΓJ)∆JK(x− y) = δIKδ(x− y) .
As with the graviton and three form propagators, we restrict to the x− independent term
corresponding to exchange of gravitinos with zero longitudinal momentum, and we find
∆IJ = 〈ΨI(x)Ψ¯J(y)〉 ∝ (ΓJ∂/ΓI − 7δIJ∂/)δ(x+ − y+) 1|~x− ~y|7
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We now insert this expression into (29) to determine the leading-order terms in the super-
gravity potential due to gravitino exchange. We find an interaction proportional to∫
dxdy
¯ˆ
S
I
(x){ΓJΓKΓI − 7δIJΓK}∂Kδ(x+ − y+) 1|~x− ~y|7 S˜
J(y) .
The only terms at order 1/r7 come from choosing ∂K to be a time derivative (K = +), since
the x− derivative vanishes, while the transverse spatial derivatives acting on 1/r7 result in
an additional power of 1/r. To find the explicit form of these leading-order interactions, we
expand the currents as distributions (31) and find
V super1/r7 ∝
R2
r7
∫
dτ
¯ˆ
S
I{ΓJΓ−ΓI − 7δIJΓ−} ˙˜S
J
where there is an overall rational coefficient we have not calculated. To connect with our
Matrix theory potential, we write S in terms of sixteen-component spinors qI and QI as
SI =
(
qI
QI
)
, S¯I = (SI)†Γ0
and choose gamma matrices
Γi =
(
γi 0
0 −γi
)
Γ0 =
(
0 −1
1 0
)
Γ10 =
(
0 1
1 0
)
(Note that the convention used in this section for 11D gamma matrices is different from the
convention (13) used elsewhere for 10D gamma matrices.) We have then
Γ+ = −Γ− =
(
0 0√
2 0
)
Γ− = −Γ+ =
(
0 −√2
0 0
)
and we find
V super1/r7 ∝
R2
r7
(
qˆ+ ∂t (7q˜
− −
√
2γiQ˜i) + (7qˆ− −
√
2Qˆiγi) ∂t q˜
+ − 2Qˆ+ ∂t Q˜+ (48)
+qˆiγi γj ∂t q˜
j − 9qˆi ∂t q˜i
)
Before comparing this with the matrix theory potential, we recall a few physical facts about
the supercurrent SI(x). Firstly, since the gravitino is massless and has a vector index, the
source SI must obey the constraint
∂IS
I(x) = 0
Thus, the zeroeth moment S+, and therefore the charges q+ and Q+ are conserved in light-
front time. These quantities are the supersymmetry generators of the theory, whose matrix
theory counterparts are known to be [16]
q+ =
c1
R
Tr (θ) (49)
Q+ =
c2
R
Tr ((X˙ iγi +
1
2
Fijγ
ij)θ)
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One may easily check that q˙+ = Q˙+ = 0. The overall numerical coefficient multiplying the
currents in this section depends on the conventions chosen to define the current S, so we will
not keep careful track of it. However, we will be able to fix the normalization on the other
components of the current using the constants c1 and c2 appearing in these expressions.
Looking back at the potential (48) we now see that last two terms on the first line vanish,
while the first is a total derivative and therefore does not correspond to a physical interaction.
The remaining terms involve only the component qi.
Turning now to the matrix theory potential, we expect that with the proper identification
of matrix theory quantities for the supercurrents, the expression (48) should reproduce all
terms in the decomposition of the 1/r7 potential with two fermionic traces. It is not difficult
to check that using the matrix theory equations of motion, such terms may be rewritten as
(ignoring four fermion terms)
Vmat ∝ STr
(
θˆ
)
∂τ STr
(
{−1
4
γ[ijkl]FijFkl +
1
2
FijFji − 2i ˙˜X iFijγj + ˙˜Xi ˙˜X i}θ˜
)
+
2i
9
STr
(
θˆ{i ˙ˆXi + Fijγj}
)
(γiγk − 9δik)∂τ STr
(
{i ˙˜Xk + Fklγl}θ˜
)
+{̂ ↔ }˜
This matches exactly with the nonvanishing terms in the supergravity potential (48),
provided we identify (in Minkowski notation)
qi =
c1
R
STr
(
{X˙i − Fijγj}θ
)
and
(7q− −
√
2γiQi) =
9c1
2R
STr
(
{−1
4
γ[ijkl]FijFkl +
1
2
FijFji + 2X˙iFijγ
j − X˙iX˙i}θ
)
(50)
(with overall coefficients which are determined relative to those of (49) below.) Note that the
latter definition comes from identifying a total derivative term in the supergravity potential
with a total derivative in the Matrix theory potential. For more solid evidence of the this
identification, it is necessary to look at higher order interactions at 1/r8. We also note
that Q+ and Q− do not appear in the potential at all, while q− and Qi appear only in the
combination (7q− −√2γiQi). To make explicit identifications of these terms by comparing
interaction potentials, one would again have to look at terms of order 1/r8.
As a check on the qi components we have identified and to identify the components Qi
and q−, we can use the conservation relation ∂IS
I mentioned above. As for the bosonic
currents, this implies that the spatial moments of q and Q are related to the time derivative
of moments with a + index. In particular, we expect
qi = ∂tq
+(i)
Qi = ∂tQ
+(i)
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Though we have not identified the first moments q+(i) or Q+(i) through an analysis of the
potential terms as with the bosonic currents, we expect these to have terms given by the
insertion of X i into the zeroth moments plus possibly other terms with the i index appearing
on a gamma matrix. Assuming no such additional terms are present, we would have
qi = ∂tq
+(i) = ∂t
c1
R
STr (Xiθ)
=
c1
R
STr
(
{X˙ i − Fijγj}θ
)
This agrees with our previous expression for qi and fixes the normalization relative to q+.
For the Q components, again assuming that all terms in Q+(i) are given by X i insertions
into Q+ we have
Qi = ∂tQ
+(i) = ∂t
c2
R
STr
(
X i{X˙jγj + 1
2
Fjkγ
jk}θ
)
=
c2
2R
STr
(
{2X˙iX˙jγj + X˙iFjkγjγk + 2X˙jFliγjγl + FjkFliγjγlγi}θ
)
It is possible that there are additional terms in Qi arising from extra terms in the moment
Q+(i) that we have not accounted for, however if this is not the case, we may use our
identification in expression (50) to define q−. A careful analysis of the potential at 1/r8
would provide a check on our definitions of q− and Qi as well as an identification of the
component Q−. Analysis of these higher order terms should also fix the coefficient c2 relative
to c1, not possible using only the 1/r
7 potential.
We have now given an interpretation of all terms at leading and subleading orders in the
general matrix theory potential between two isolated systems and found within this potential
all interactions expected from the exchange of a single quantum in supergravity.
3.6 Summary of supergravity currents
We summarize here our results for the matrix form of the supergravity currents. The in-
tegrated stress-energy tensor, membrane current and 5-brane current are given in matrix
theory by
T++ =
1
R
STr (1 )
T+i =
1
R
STr
(
X˙i
)
T+− =
1
R
STr
(
1
2
X˙iX˙i +
1
4
FijFij +
1
2
θγi[X i, θ]
)
T ij =
1
R
STr
(
X˙iX˙j + FikFkj − 1
4
θγi[Xj , θ]− 1
4
θγj [Xi, θ]
)
T−i =
1
R
STr
(
1
2
X˙iX˙jX˙j +
1
4
X˙iFjkFjk + FijFjkX˙k
)
− 1
4R
STr
(
θαX˙k[Xm, θβ]
)
{γkδim + γiδmk − 2γmδki}αβ
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− 1
8R
STr (θαFkl[Xm, θβ]) {γ[iklm] + 2γ[lm]δki + 4δkiδlm}αβ
+
i
8R
Tr (θγ[ki]θ θγkθ)
T−− =
1
4R
STr
(
FabFbcFcdFda − 1
4
FabFabFcdFcd + θΓ
aΓbΓcFabFcdDaθ +O(θ4)
)
J+ij =
1
6R
STr (Fij) (51)
J+−i =
1
6R
STr
(
FijX˙j − 1
2
θ[Xi, θ] +
1
4
θγ[ki][Xk, θ]
)
J ijk =
1
6R
STr
(
X˙iFjk + X˙jFki + X˙kFij − 1
4
θγ[ijkl][Xl, θ]
)
J−ij =
1
6R
STr
(
+X˙iX˙kFkj − X˙jX˙kFki − 1
2
X˙kX˙kFij +
1
4
FijFklFkl + FikFklFlj
)
+
1
24R
STr
(
θαX˙k[Xm, θβ]
)
{γ[kijm] + γ[jm]δki − γ[im]δkj + 2δjmδki − 2δimδkj}αβ
+
1
8
STr (θαFkl[Xm, θβ ]) {γ[jkl]δmi − γ[ikl]δmj + 2γ[lij]δkm + 2γlδjkδim − 2γlδikδjm
+2γjδilδkm − 2γiδjlδkm}αβ
+
i
48R
STr
(
θγ[kij]θ θγkθ − θγ[ij]θ θθ
)
M+−ijkl =
1
12R
STr
(
FijFkl + FikFlj + FilFjk + θγ
[jkl[X i], θ]
)
M−ijklm =
5
4R
STr
(
X˙[iFjkFlm] − 1
3
θX˙(iγjkl[Xm), θ]− 1
6
θF (ijγklm)γi[X i, θ]
)
M+ijklm = M ijklmn = 0
The first moments of these currents are given by
T IJ(i) = Sym (T IJ ;X i) + T
IJ(i)
add
JIJK(i) = Sym (JIJK ;X i) + J
IJK(i)
add (52)
M IJKLMN(i) = Sym (M IJKLMN ;X i) +M
IJKLMN(i)
add
where in particular
T
+i(j)
add =
1
8R
Tr (θγ[ij]θ)
T
+−(i)
add =
1
16R
Tr (−iθFklγ[kli]θ + 2iθX˙lγ[li]θ)
J
+ij(k)
add =
i
48R
Tr (θγ[ijk]θ)
J
+−i(j)
add =
1
48R
STr
(
iθX˙kγ
[kij]θ + iθFikγ
[kj]θ
)
M
+−ijkl(m)
add = −
i
16R
STr
(
θF [jkγil]mθ
)
are the two-fermion contributions to the first moments with a + index.
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The fermionic components of the supercurrent (excluding possible three fermion terms)
are given by
q+ =
c1
R
Tr (θ)
qi =
c1
R
STr
(
{X˙ i − Fijγj}θ
)
Q+ =
c2
R
STr
(
(X˙jγj +
1
2
Fijγ
ij)θ
)
Qi =
c2
2R
STr
(
{2X˙iX˙jγj + X˙iFjkγjγk + 2X˙jFliγjγl + FjkFliγjγlγi}θ
)
As discussed above, the components q− and Q− as well as the ratio c1/c2 should follow
from an analysis of the 1/r8 potential. The remaining overall coefficient depends on the
conventions used for defining the supercurrent.
There is also a current for the IIA 6-brane, corresponding to a Kaluza-Klein monopole
in 11 dimensions. This current has integrated components
S+ijklmn =
1
R
STr
(
F[ijFklFmn]
)
S+ijklmn(p) =
1
R
STr
(
F[ijFklFmn]Xp − θF[klFmnγpqr]θ
)
(53)
Sijklmnp =
7
R
STr
(
F[ijFklFmnX˙p] + f.t.
)
Sijklmnp(q) =
7
R
STr
(
F[ijFklFmnX˙p]Xq − θ X˙[jFklFmnγpqr]θ + i
2
θ F[jkFlmFnpγqr]θ
)
4 Conclusions and further directions
In this paper we have calculated the most general form of the leading 1/r7 term in the two-
body interaction potential between an arbitrary pair of objects in matrix theory. We included
completely general bosonic and fermionic background matrices corresponding to arbitrary
non-supersymmetric objects. We found that the general interaction potential decomposes
into a sum of parts which can be identified with supergravity interactions between extended
objects arising from the exchange of a single graviton, gravitino or 3-form quantum. This
correspondence was made by giving precise matrix expressions for the stress-energy tensor,
membrane current, 5-brane current and fermionic supercurrent components of an arbitrary
matrix theory configuration, generalizing the results of [30] for purely bosonic backgrounds.
We calculated the general form of the subleading 1/r8 terms in the interaction potential to
quadratic order in the fermion backgrounds. We found that beginning at this order a new set
of terms appear in the potential corresponding to membrane-5-brane and 0-brane-6-brane
interactions. These terms are analogous to the effective potential a probe electron would
see in the long-range electromagnetic field of an object with nonzero magnetic multipole
moments. We also derived explicit expressions for some of the fermionic contributions to
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the first moments of the gravity currents, generalizing the result for the spin contribution to
angular momentum in [20].
Although we only explicitly discussed the 1/r7 and 1/r8 terms in the effective potential
in this paper, the terms we calculated here correspond to an infinite series of higher-moment
interaction terms which appear at all orders in 1/r. As discussed in [40, 30], for every in-
teraction term in the 1/r7 interaction potential, an infinite number of other terms can be
produced by symmetrizing with an arbitrary number k of factors of r ·K and including an
appropriate combinatorial coefficient. In fact, most of the terms we discussed here formally
vanish for finite size objects unless some higher moments are taken. For example, the “elec-
tric” membrane-membrane interaction vanishes out to order 1/r9 for finite N configurations,
since a finite size object cannot have net membrane charge, but can have a dipole moment
of membrane charge.
In addition to the higher-moment terms which arise in the one-loop potential from factors
of r · K there will be terms of arbitrary order in the fermions which contribute to higher
moments, generalizing the results in [20, 21, 22, 23, 24] and the general results to quadratic
order in this paper. It would be nice to have some systematic understanding of the complete
set of higher-order fermion terms.
The fact that there is an infinite family of terms in the matrix theory effective potential,
including terms at all orders in 1/r, which agree with supergravity even for finite N is
rather remarkable. It suggests that it should be possible to extend to arbitrary backgrounds
the nonrenormalization theorems of [18, 19, 51]. At present there seems to be very little
understanding of why such nonrenormalization theorems may exist. This is clearly a crucial
issue to understand better, however, as these nonrenormalization theorems lie at the heart
of matrix theory’s ability to reproduce 11-dimensional gravitational physics.
This work connects to a wide range of questions which are currently of interest in the
study of matrix theory. We conclude this paper with a brief discussion of some ways in which
this work connects to other ideas and some directions for further study. In particular, we
discuss the connection of these results to supersymmetric nonabelian Born-Infeld theory, the
extension of these results to higher dimensions, the extension of this analysis to the N -body
problem in matrix theory, and a proposal for using the gravity currents defined here (and
their generalizations) to formulate matrix theory in a general background geometry.
4.1 Supersymmetric nonabelian Born-Infeld theory
It has been suggested by a number of authors [33, 34, 35, 52] that the infinite series of
terms in the 2-body matrix theory potential of the form F 2k/r7k−7 should naturally take
the form of a nonabelian Born-Infeld action. In the case of two gravitons, the Born-Infeld
theory is abelian and this is precisely the form of the effective potential expected from
supergravity [17]. Similar arguments have been made in other situations where the theory
is truly nonabelian. The symmetrized trace form of the F 4/r7 term (14) agrees with the
suggestion by Tseytlin [53] that the ordering problems inherent in defining a nonabelian
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Born-Infeld action should be resolved by symmetrizing the trace over all orderings of F ’s
at each order (in fact, (14) was derived in [54] from string theory as part of the nonabelian
Born-Infeld action). If it is true that the 2-body potential in matrix theory can be expressed
in a nonabelian Born-Infeld form, it should follow that the complete set of terms at order
1/r7 should be a supersymmetric completion of the F 4/r7 bosonic term. Although the exact
form of the corrections to the tree-level supersymmetry transformations are not known, it was
shown in [36] and [37] that the supersymmetric abelian Born-Infeld action is quite constrained
at orders F 2θ¯Dθ and θ¯Dθθ¯Dθ. Comparing our results to these two papers provides a further
check on our expressions for the two-fermion and four-fermion parts of the 1/r7 interaction.
Comparing to [36], equation (7) we find perfect agreement. Setting c1 = c3 = 0 and c2 = −2
in that equation through a field redefinition, and integrating by parts to put the derivative
on the fermion field, we find that their expression agrees perfectly with the abelianization of
the two-fermion terms in (21). (Note that our normalization of the fermion fields differs from
theirs by a factor of 2). For the four-fermion terms, we recall that our action (20) contained
D = 10 covariant terms as well as some non-covariant terms. We expect that the abelian
version of our covariant terms should obey the constraints found in [37], and we find in fact
that the D = 10 covariant terms in our action reduce exactly to the four-fermion term in
equation (12) of [37]. Our action contains one additional non-covariant term in the abelian
case, the first term in the fourth line of (20), but this part of the result would seem to be
specific to D = 1.
4.2 Effective action in other dimensions
In performing our calculation of the effective action, we found that the form of the effective
action in the 0 + 0 dimensional theory was almost identical to our 0 + 1 dimensional result.
For bosonic and two fermion terms, we found that up to an overall constant at each order,
the 0 + 0 dimensional action is obtained simply by ignoring the terms with insertions of D20
and replacing ~K2 with K2 in the other non-covariant terms. This suggests that for other
dimensions, the answer would also have an analogous form, generalizing the D20 insertions
we have found in the (0+ 1)-dimensional case to insertions of a covariant derivative squared
in higher dimensions, and in the other non-covariant terms interpreting ~K2 to be KiKi with
i ≥ D − 1. It is not immediately clear how to generalize the non-covariant pieces in the
four-fermion terms, however, since these do not appear to be simply related to any covariant
terms. It may be that there is an alternate way of writing these terms that would make their
generalization more transparent.
We note also that the results we have found are not really restricted in validity to the
case of a block-diagonal background. If we were to compute the effective action in the usual
sense with a general (N ×N) background, we would use an action formally identical to (2),
omitting the factors of r and interpreting Y and K as matrices in the adjoint of U(N). The
calculation would then be the same as what we have done here, except that we would have
only massless propagators and therefore we would have some divergent coefficients in place
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of powers of r. Thus, our result may alternately be interpreted as the full effective action
with r acting as a regulator. In the (0 + 1)-dimensional theory, this allows us to interpret
the one-loop potential as the linearized gravity self-interaction of a single matrix theory
configuration. In higher-dimensional theories, the result can be interpreted as an effective
action for excitations of the internal gauge fields as well as transverse scalars in the U(N)
gauge theory on the world-volume of a system of parallel D-branes.
The generalization of our results for the fermionic terms in the effective potential might
be of particular interest for the case D = 4, where the gauge theory in question is believed
to correspond to IIB string theory on AdS5 × S5 [55]. In this theory it is known that the
supersymmetric one-loop effective potential at order F 4 is not renormalized [56, 57]. To our
knowledge, the fermionic terms in this potential have not been written explicitly. The above
discussion gives an explicit conjecture for the F 2θ¯Dθ terms, although further work is needed
to find the terms quartic in fermion backgrounds.
4.3 n-body interactions
As discussed in the introduction, there has been a great deal of work done on the problem
of understanding how n-graviton interactions in supergravity can be reproduced by matrix
theory calculations. In fact, there has been an extended controversy regarding the question of
whether finite N matrix theory calculations can correctly reproduce the classical supergravity
interactions between an arbitrary number of gravitons. It is now generally agreed that the
first nontrivial term in the effective supergravity potential of a 3-graviton system can be
reproduced by a 2-loop matrix theory calculation. This issue was discussed in [25, 26, 27] and
was conclusively decided by the complete 2-loop calculation of Okawa and Yoneya in [28, 58].
Some terms describing n-graviton interactions were shown to be correctly reproduced by
matrix theory in [29]. In the same paper, however, it was suggested that some terms appear
in the 3-loop matrix theory description of a 4-body interaction which do not correspond
to terms in the supergravity theory. It has been suggested that 4-body interactions may
not be correctly reproduced from matrix theory based on other discrepancies found when
matrix theory is considered on general non-flat backgrounds; we discuss the issue of general
backgrounds further in the following subsection.
In general, the (n−1)st-order nonlinear effects of classical gravity can be seen most easily
in an interacting system of n bodies. Clearly, achieving a better understanding of whether
and how finite N matrix theory reproduces classical supergravity interactions between more
than two objects is a crucial issue. Resolving this issue will help answer the questions of
whether matrix theory is correct, and if it is correct whether it is possible to reproduce
supergravity effects to an arbitrary degree of precision by choosing large but finite N , or
whether there is some unexpected subtlety in the large N limit related to effects which
appear as the size of a graviton bound state exceeds the scale of its separation from other
objects in the theory.
While comparing amplitudes and potentials for n-graviton scattering is an interesting
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test of matrix theory, in general the resulting interactions are fairly constrained by the
Galilean invariance of the light-front theory, and give essentially only some numerical checks
for coefficients in a finite number of terms. (Although the structure found in [28] is indeed
quite nontrivial.) Furthermore, single gravitons are BPS objects which preserve much of the
supersymmetry of the theory, so a skeptic may argue that the agreement between matrix
theory and supergravity for interactions between such systems is easily protected by super-
symmetry and does not constitute a strong check of the theory. It would be a significantly
more powerful check of the theory if it were possible to generalize the structural arguments
used in this paper and in [30] to interactions between more than two objects. Even showing
that the leading nonlinear term in a general 3-body interaction is correctly reproduced by
supergravity using the definitions we have given of the stress-energy tensor and other super-
gravity currents would indicate that matrix theory completely encodes the 3-supergraviton
vertex of the light-front theory. It is conceivable that this alone would be sufficient to give
an inductive proof that matrix theory reproduces supergravity at all orders.
The results of this paper are an important intermediate step in the calculation of the
minimal general 3-body interaction potential of matrix theory. Note that the backgrounds
corresponding to n-body interactions are a special case of the background we have chosen.
We did not assume anything about the two systems we have studied, so we could take either
of our systems to contain two or more widely separated objects by choosing Xˆ or X˜ to be
block diagonal. For example, if we take X˜ to itself be a block-diagonal matrix representing
two matrix theory objects separated by a distance ρ which is large but still much less than r
then we can calculate the terms in the effective potential at order 1/(r7ρ7) by first integrating
out the off-diagonal fields corresponding to strings stretching between Xˆ and X˜ and then
integrating out further fields which are off-diagonal in X˜ . These terms should correspond to
the leading nonlinear terms in the gravitational effective potential of the corresponding 3-
body system. Such effects can be understood from one point of view as the effective action for
a body Xˆ considered as a probe moving in the long-range gravitational field produced by X˜ ,
where the terms of order 1/(r7ρ7) arise from the contribution to the long-range gravitational
field which is quadratic in the sources encoded by X˜ . This type of argument was used
to show that certain terms in the 3-graviton potential are correctly reproduced by matrix
theory in [27]. Furthermore, the problematic four graviton term discussed by Dine, Echols,
and Gray in [29] is obtained in just this way by performing successive loop integrals, so it
should also appear in our general framework.
There is one important subtlety here which must be considered in carrying out the cal-
culation at higher-loop order. The K appearing in our result for the effective action is really
a background field. Looking back at our definitions of the fields (1), we see that it is really
off-diagonal fields in Zˆ and Z˜, (rather than off diagonal fields in the background K) that we
would integrate out to get an n-body interaction. In the action, these Z matrices appear
in almost the same way as the background field matrices X , but they are absent from the
gauge fixing term defining background field gauge. Thus, if we start with our expression for
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the effective action and integrate out further components of the fields K, we have essentially
chosen a gauge different than the conventional background-field gauge for the 3-body system.
As we have seen, with the standard choice of background-field gauge the one-loop matrix
theory potential correctly reproduces supergravity interactions in a certain gauge. It may
be rather nontrivial to extract the gravitational physics of the 3-body system if we choose
an unorthodox gauge for the matrix theory calculation. (Issues along these lines were re-
sponsible for a discrepancy between calculations at the 2-loop level in [26, 27]). These issues
will probably need to be resolved to find a complete correspondence between the minimal
3-body interactions of matrix theory and supergravity.
4.4 Matrix theory in a general background
As a final application of our results, we discuss matrix theory in a general background. We
would like to generalize the matrix theory action to one which includes a general supergravity
background given by a metric tensor, 3-form field, and gravitino field which together satisfy
the equations of motion of 11D supergravity. This issue has been discussed previously in
[59, 60, 61, 62, 63, 64, 65]. In [63] it was argued that light-front M-theory on an arbitrary
compact manifold should be reproduced by the low-energy 0-brane action on the same com-
pact manifold; no explicit description of this low-energy theory was given, however. In [62]
an explicit prescription was given for the first few terms of a matrix theory action on a
general Ka¨hler 3-fold which agreed with a general set of axioms proposed in [61]. In [59] and
[64], however, it was argued that no finite N matrix theory action could correctly reproduce
physics on a large K3 surface. We propose here an explicit formulation of matrix theory in
an arbitrary background geometry. We leave an in-depth analysis of this proposal to further
work and only sketch the basic structure of the theory here.
If we assume that matrix theory is a correct description of M-theory around a flat back-
ground, then there is a large class of curved backgrounds for which we know it is possible
to construct a matrix theory action for N × N matrices. This is the class of backgrounds
which can be produced as long-range fields produced by some other supergravity matter
configuration with a known description in matrix theory. Imagine that a background metric
gIJ = ηIJ + hIJ , a 3-form field AIJK and a gravitino field ψI of light-front compactified
11-dimensional supergravity can be produced by a matter configuration described in matrix
theory by matrices X˜a. Then the matrix theory action describing N×N matrices Xa in this
background should be precisely the effective action found by considering the block-diagonal
matrix configuration
Xa =
[
Xa 0
0 X˜a
]
(and a similar fermion configuration) and integrating out the off-diagonal fields as well as
fluctuations around the background X˜ .
From the correspondence found in this paper and in [30], we know that for weak back-
ground fields, the first few terms in an expansion of this derived action in the background
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metric are given by
Seff = Smatrix +
∫
dx T IJ(x)hIJ(x) + · · · (54)
= Smatrix +
∫
dx+{T IJhIJ(0) + T IJ(i)∂ihIJ(0) + · · ·}+ · · ·
where T IJ(···) are the moments of the matrix theory stress-energy tensor, and there are
analogous terms for the coupling of the membrane, 5-brane and fermionic components of
the supercurrent to AIJK and SI . If the standard formulation of matrix theory in a flat
background is correct, the absence of corrections to the long-range 1/r7 potential around an
arbitrary matrix theory object up to at least order 1/r11 implies that this formulation must
be correct at least up to terms of order ∂4h and h2. As we have derived it, this formulation
of the effective action is only valid for certain background geometries which can be produced
by well-defined matrix theory configurations. It is natural, however, to suppose that this
result can be generalized to an arbitrary background. Thus, we propose that up to nonlinear
terms in the background, the general form of the matrix theory action in an arbitrary but
weak background is given by
Sweak =
∫
dτ
∞∑
n=0
∑
i1,...,in
1
n!
(
T IJ(i1···in)∂i1 · · ·∂inhIJ + JIJK(i1···in)∂i1 · · ·∂inAIJK (55)
+M IJKLMN(i1···in)∂i1 · · ·∂inADIJKLMN + fermion terms
)
Let us make several comments about this action. First, this formulation is only appropriate
for backgrounds with no explicit x− dependence, as we do not understand how to encode
higher modes in the compact direction in the components of the supergravity currents.
Second, note that the coupling to AD is free of ambiguity since the net 5-brane charge must
vanish for any finite matrices, so that only first and higher derivatives of AD appear in the
action. Third, note that though we have only provided explicit expressions for the zeroeth
and some of the first moments of T , the bosonic terms for the complete set of moments were
given in [30], and we may in principle generalize the calculation of this paper to determine all
the fermionic contributions from higher order terms in the one loop matrix theory potential.
The action (55) has precisely the form we would expect for the 11-dimensional supergrav-
ity action around a fixed classical background configuration. Typically, to study a quantum
field theory in the presence of classical background fields, one replaces each field φ in the ac-
tion with φcl + φ
′ where φcl is the background field, generally taken to satisfy the equations
of motion. Applying this presciption to supergravity with a background metric, we may
expand the resulting action in powers of the background field (considering the background
metric to be a small perturbation hIJ away from a flat background). Because of the
√
g in
the gravity action, this will generate an infinite series of terms with arbitrary powers of h,
which we may write as
S = SSUGRA +
∫
dx{hIJT IJ + hIJhKLU IJKL + . . .} (56)
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To leading order in h, this is the same as expression (23), but now h is the classical field and
T IJ is a quantum operator. Assuming that h depends only on the transverse coordinates,
we may make a Taylor expansion about the origin, and write∫
dx hIJT
IJ =
∫
dx+{hIJ(0)T IJ + ∂ihIJ(0)T IJ(i) + . . .} (57)
where
T IJ(i1...in) ≡
∫
dx−d~x T IJ(x)xi1 ...xin
By generalizing this argument to include the 3-form and gravitino fields, we can derive the
precise form of the action (54) which is linear in the background fields. Of course, it is
desirable to generalize our proposal to a matrix theory formulation for the action which
includes nonlinear terms in the background fields, corresponding to the higher order terms
in (56). Thus we need matrix theory quantities corresponding to moments of the operator
U in (56) and of the operators coupling to higher powers of h. However, in principle, we
should be able to determine these from an analysis of higher-loop terms in the matrix theory
potential for a two-body interaction. To see this, note that for the term Um that couples to
m powers of the background h, there should be a tree-level interaction in supergravity given
by ∫
dx1...dxmdz Tˆ (x1)...Tˆ (xm)U˜m(z) 〈h(x1)...h(xm)(h(z))m〉 (58)
This will contain m propagators, and will give leading-order terms at order 1/r7m. On the
matrix theory side this term must come from a diagram with at least m loops, since we
need m separate traces to give the m factors of T here. But the m loop contribution in
matrix theory is expected to vanish at orders less than 1/r7m (for agreement with classical
supergravity), so we see that the interaction (58) must appear in the leading-order m-loop
terms. From these terms it should be possible to read off Um as the tilded quantity coupled
to m hatted T s.
We have now given an explicit formulation of the matrix theory action in an arbitrary
background. The bosonic terms in the action are completely determined to linear order
in the background by the higher moments of the supergravity currents given in [30]. The
terms containing fermions are determined to quadratic order in the fermions to first order
in the derivatives of the backgrounds by the results in this paper. In general, the terms
appearing at mth order in the backgrounds can be precisely determined by a m-loop matrix
theory calculation. If matrix theory is correct in a flat space-time background, then this
formulation must be correct, at least for backgrounds which can be generated by other
matrix theory configurations. We hypothesize that the proposal is correct in a more general
class of backgrounds; more work is necessary, however, to determine the validity of this
generalization of the proposal. We conclude this section with a few brief comments on this
proposed action.
Our derivation of the general background matrix theory action has been completely within
the context of matrix theory, however in priciple one should be able to follow the arguments
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of [63] to derive this action as a limit of the action for D0 branes in an arbitrary type IIA
supergravity background. It turns out that the necessary terms in the D0 brane action are
known only for the case N = 1. In this case, the matrix theory action derived directly from
the single D0 brane action exactly matches our result here. Requiring that such a derivation
should work for the case N > 1, one may use our result to derive previously unknown leading
terms in the action for multiple D0 branes in an arbitrary type IIA supergrvity background.
These results will be presented in a forthcoming paper [69].
One other approach which one might take to define matrix theory in a general background
geometry is to follow the original derivation of matrix theory as a regularized membrane
theory, but to include a general background geometry instead of a flat background as was
used in [4, 6]. The superspace formulation of a supermembrane theory in a general 11D
supergravity background was given in [5]. In principle, it should be possible to simply
apply the matrix regularization procedure to this theory to derive matrix theory in a general
background geometry. Unfortunately, however, the connection between superspace fields and
component fields is not well-understood in this theory. Until recently, in fact, the explicit
expressions for the superspace fields were only known up to first order in the component
fermion fields θ [66]. In [67], this analysis was extended to quadratic order in θ with the goal
of finding an explicit formulation of the supermembrane in general backgrounds in terms of
component fields, to which the matrix regulation procedure could be applied to generate a
general background formulation of matrix theory. It would be very interesting to carry this
work through and compare with our proposal (55), (56) for the general background matrix
theory action.
It was pointed out by Douglas in [61] that a natural Ansatz for matrix theory in a curved
background metric can be made by simply covariantizing the action in a flat background.
For the bosonic terms, this would lead to an action of the form
Scovariant =
∫
dτ Tr
(
gij(X)DτX
iDτX
i + gij(X)gkl(X)[X
i, Xk][Xj , X l]
)
. (59)
Douglas suggested that the correct action for matrix theory in a general background should
be a supersymmetrized version of this action in which the ordering ambiguities inherent in
the traces are somehow resolved. In fact, our proposal (55) corresponds precisely to this
sort of structure. It is straightforward to check that the terms which arise in an expansion
of (59) correspond precisely to the components described in (38) for the components of the
stress-energy tensor coupling to hIJ . The ordering ambiguities are resolved by using the
explicit formulae we have derived for the higher moments of the stress tensor. In a general
background, the theory is no longer in fact supersymmetric, since an arbitrary background
metric can break the supersymmetry. Nonetheless, the fermionic contributions to the action
arise from the generalizations of the expressions we have given for the fermionic contributions
to the supergravity currents. We note also that the argument which suggested (59) is not
easily generalized to suggest a form for the couplings of the membrane and 5-brane currents
to a background 3-form field, or for the couplings of the fermionic current components to a
background gravitino field.
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In [61], it was proposed that any formulation of matrix theory in a curved background
should satisfy a number of axioms. All these axioms are satisfied in a straightforward fashion
by our proposal, except one: this exception is the axiom that states that a pair of 0-branes
at points xi and yi should correspond to diagonal 2 × 2 matrices where the masses of the
off-diagonal fields should be equal to the geodesic distance between the points xi and yi
in the given background metric. In [69] we verify this axiom for the linear terms in the
background h which we have described here. It may be possible to find situations in which
this axiom is violated for our proposal at order h2 or higher. We note, however, that in
order to demonstrate the correspondence between linearized supergravity and matrix theory
interactions it was necessary to choose a gauge for the graviton field hIJ . The explicit
formulae given here and in [30] for the supergravity currents depended explicitly on this
choice of gauge. Thus, if we use these expressions for the currents in (55) we should expect
that the background must be chosen in the same gauge that we have chosen to fix the
graviton propagator.
Thus, we synopsize the discussion in this section as follows: we have given a proposal
for the matrix theory action in a general metric, 3-form and gravitino background. This
formulation of the action requires the explicit computation of matrix expressions for higher
moments of all the supergravity currents. At linear order in the background fields, these
expressions can all be found from a one-loop matrix theory computation, although we have
only performed the analysis explicitly to quadratic order in fermion backgrounds so far. At
mth order in the background fields, matrix expressions are needed for quantities which can
be determined from a m-loop matrix theory calculation. The definitions of the matrix theory
currents depend upon gauge choices for the propagating supergravity fields. For a given gauge
choice, the theory is only defined for backgrounds compatible with the gauge condition. We
leave the further study of this proposal for matrix theory in a general background to further
work. It would clearly be interesting to understand how the issues raised in [59, 64] can be
understood in the context of the action we have proposed. It would also be interesting to
consider this action on a general Ka¨hler manifold and to understand the connection with the
results of [62]. Finally, it would be interesting to study this proposal for general backgrounds
in the T-dual context of the matrix string theory formulation of Dijkgraaf, Verlinde and
Verlinde [68]. In that framework, our proposal gives a description of a fundamental string
theory in a general background which can have spatially dependent Ramond-Ramond fields.
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A The calculation in detail
In this section, we present in detail our calculation of the one-loop matrix theory effective
action for a background corresponding to widely separated systems. The setup was presented
in Section 2.1 above, along with the action and propagators.
We divide the calculation up by the number of fermionic fields appearing in the result.
The leading term with 2n fermions comes from choosing n each of the vertices (5) and (6).
Such a term will have n bosonic and n fermionic propagators, and thus appear at order
3n− 1. Thus, up to order 1/r7, where we expect the leading-order interactions, we will have
terms with zero, two, and four fermions.
A.1 Bosonic terms
For this part of the calculation, we set K0 = 0, and calculate derivative terms explicitly.
We have purely bosonic terms coming from a boson loop, a fermion loop, and a ghost loop
mentioned before.
For K0 = 0, the bosonic vertices (7) and (8) vanish, so the complete contribution from
the bosonic loop may be written as a sum over the number of insertions of the bosonic vertex
(9) as
Γbosloop =
∞∑
n=1
(−1)n
n!
∫ ∏
dτiTr 〈(Y †a1(τ1)Ma1b1(τ1)Yb1(τ1)) · · · (Y †an(τn)Manbn(τn)Ybn(τn))
=
∞∑
n=1
(−1)n
n
∫ ∏
dτiTr (Ma1a2(τ1)Ma2a3(τ2) · · ·Mana1(τn))
∆(τ1 − τ2)∆(τ2 − τ3) · · ·∆(τn − τ1)
In order to get the complete set of derivative and non-derivative terms in the effective action,
we now perform a Taylor expansion of all functions about a specific time, which we choose
to be τ1 and perform the remaining τ integrals. Defining σi = τi − τ1 and τ = τ1 we have
Γbosloop =
∞∑
n=1
(−1)n
n
∞∑
Di=0
∫
dτTr
(
Ma1a2(τ)M
(D2)
a2a3 (τ) · · ·M (Dn)ana1 (τ)
)
∫ n∏
i=1
dki
2π
∫ n∏
i=2
(
dσiσ
Di
i
Di!
)
e−ik1σ2
k21 + r
2
eik2(σ2−σ3)
k22 + r
2
· · · e
iknσn
k2n + r
2
=
∞∑
n=1
(−1)n
n
∞∑
Di=0
∏ 1
Di!
∫
dτTr
(
Ma1a2(τ)M
(D2)
a2a3
(τ) · · ·M (Dn)ana1 (τ)
)
∫ dk1
2π
(
n∏
i=2
dki{(−i∂ki)Diδ(ki − ki−1)}
)
1
k21 + r
2
· · · 1
k2n + r
2
=
∞∑
n=1
(−1)n
n
∞∑
Di=0
∏ 1
Di!
∫
dτTr
(
Ma1a2(τ)M
(D2)
a2a3
(τ) · · ·M (Dn)ana1 (τ)
)
1
r2n+D−1
∫
dk
2π
1
k2 + 1
(i∂k)
D2{ 1
k2 + 1
· · · (i∂k)Dn{ 1
k2 + 1
} · · ·}
42
The k integral is a sum of integrals of the type∫
kn
(1 + k2)m
which are always convergent (for n < 2m− 1 and all cases which may arise here) and easily
computed. Note that this integral vanishes for odd n, so we will only have terms with an
even number of derivatives. In an exactly analogous fashion, the fermion loop contribution
can be computed to be
Γfermiloop = −
∞∑
m=1
(−1)m
m
∞∑
Di=0
∏ 1
Di!
∫
dτTr
(
Ki1(τ)K
(D2)
i2 (τ) · · ·K(Dm)im (τ)
)
∫ dk
2π
Tr
(
γi1
r/+ ik
k2 + r2
γi2(i∂k)
D2{ r/+ ik
k2 + r2
· · · γim(i∂k)Dn{ r/+ ik
k2 + r2
}}
)
Up to order 1/r8we find again that only terms with an even number of derivatives contribute,
since the other terms either have an odd number of k’s in the numerator or an odd number
(less than nine) of gamma matrices in the trace.
Finally, the ghost loop contributes a term
−2
∞∑
n=1,Di=0
(−1)n
nDi!
∫
dτTr
(
(K2 + 2r ·K)(τ)(K2 + 2r ·K)(D2)(τ) · · · (K2 + 2r ·K)(Dn)(τ)
)
1
r2n+D−1
∫ dk
2π
1
k2 + 1
(i∂k)
D2{ 1
k2 + 1
· · · (i∂k)Dn{ 1
k2 + 1
} · · ·}
Using these general results, we can explicitly calculate the action at each order in 1/r, (with
the help of Maple) and we find that all terms with explicit derivatives cancel up to and
including order 1/r7, leaving exactly the action
Γbos1/r7 =
15
16
STr
(
FabFbcFcdFda − 1
4
FabFabFcdFcd
)
calculated in [38] using the quasistatic approximation. Thus, to this order, the result of our
full calculation agrees with the quasistatic calculation. However, as we shall see below, we
expect the appearance of higher derivative terms at order 1/r9 which would not appear in a
quasistatic approximation.
We will also be interested in terms at 1/r8. At this order, we find two contributions. The
first is proportional to an insertion of r ·K into the 1/r7 action,
−105
16
STr
(
FabFbcFcdFda(r ·K)− 1
4
FabFabFcdFcd(r ·K)
)
The second contribution contains a nine index totally antisymmetric tensor coming from the
trace of nine gamma matrices in a fermion loop term, and is given by
35rs
256r9
STr
(
FijFklFmnK˙pKq
)
ǫijklmnpqs
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A.2 two-fermion terms
We now move on to terms with two fermions. These arise from loops with a single insertion
of each of the two boson-fermion vertices (6) and (5) to give two factors of L. In addition, we
may have an arbitrary number of boson-boson vertices and fermion-fermion vertices. In this
case, we shall proceed with the calculation using a non vanishing K0 and ignoring derivative
terms. In this case, we have two types of bosonic vertices,
−Y †aMabYb
which we had before, plus the additional vertex
2iY †aK0∂τYa.
The derivative here gives an extra factor of k when acting on a propagator. Following
the same steps as in the calculation above (but keeping only the first term in the Taylor
expansions) we find the two fermion term to be
ΓLL =
∞∑
m,n,p=0
(−1)m+n+p2p
∫
dτTr (LαKa1 · · ·KamLβ
∑
K0 insertions
(Mb1b2 · · ·Mbnbn+1 ;Kp0))
∫
dk
2π
(
γbn+1
r/+ ik
k2 + r2
γa1
r/+ ik
k2 + r2
· · ·γam r/+ ik
k2 + r2
γb1
kp
(k2 + r2)n+p+1
)
αβ
(60)
Here, we sum over the
(
n+p+1
n
)
distinct ways of ordering the p K0’s and m M ’s.
Simplification of this expression becomes quite difficult even at the orders we are inter-
ested in. Though it is possible to calculate the integrals by computer, and perhaps to display
all terms with gamma matrices rearranged into some standard form, the number of distinct
terms calculated blindly in this way would be on the order of 500 at order 1/r7, making it
a virtually impossible task to simplify into a meaningful expression. Thus, at this point, it
is useful to make a couple of observations which will simplify the calculation considerably.
First, since our answer must have the SO(9) rotational symmetry of the original action,
any ri must appear in an r
2, an r ·K, or coupled to a gamma matrix. For two-fermion terms,
all gamma matrices appear together in a product between the L’s, so we may always write
such terms with a maximum of one ri coupled to a gamma matrix (since r/r/ = r
2). Now,
note that in the action (2), ri and Ki appear only in the combination (ri + Ki) (a trivial
consequence of their definitions). Thus, a transformation
ri → ri + Λi (61)
is exactly equivalent to a transformation
Ki → Ki + Λi. (62)
Applying transformation (61) to the effective action we see that for each term containing
some number of r ·K’s and/or an ri coupled to a gamma matrix, we would get a single term
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in which all of these r’s, but no others, were replaced with Λs. Such a term must also appear
when we apply the equivalent transformation (62) to the original effective action, and we
see that it can come only from a term in which all r’s appear only as r2’s. We conclude
that we may ignore all terms in our calculation containing r ·K or a single r coupled to a
gamma matrix, restoring them at the end by making a transformation (62) on the action,
then replacing all Λs not appearing as Λ2 with rs, and setting Λ to zero. The only caveat
is that one must calculate to higher orders to find the terms of a given order which contain
r ·K or ri coupled to a gamma matrix, however, we will often be able to deduce the form of
the relevant higher order terms without doing the full calculation.
Consider first the terms in (60) which contain only spatial Ks. For these terms, p = 0
and all the indices ai are spatial. By our simplifying assumption above, we may take r/ to
anticommute with any γi whose index is coupled to a K, since the anticommutator produces
a term containing r ·K which we ignore. Thus, effectively, we have the relation
r/+ ik
k2 + r2
γi
r/+ ik
k2 + r2
= − γ
i
r2 + k2
.
Using this, the general form (60) simplifies considerably. For even orders in 1/r (even m),
we are left with a single (r/+ ik) in the numerator, and we ignore all such terms, since they
either contain a single r coupled to a gamma matrix or a vanishing integral of k/(r2 + k2)n.
Thus we may ignore all K0 independent terms at even orders in 1/r. For odd orders in 1/r
the integral in (60) becomes simply
∫
dk
2π
(−1)(m+1)/2
(r2 + k2)n+m/2+3/2
=
(2n+m)!!
(n+m/2 + 1/2)!2(n+m/2+3/2)r2n+m+2
so the K0 independent terms can be written
ΓLL =
∞∑
l=0
∑
m+2n=2l−1
al
r2l+1
∫
dτTr (LαKi1 · · ·KimLβMb1b2 · · ·Mbnbn+1)(γbn+1γi1 · · · γimγb1)αβ
(63)
where we have the same coefficient for all terms of a given order, given by
al =
(−1)l−1
22l+1
(
2l
l
)
An analogous (but simpler) chain of reasoning shows that the 0+0 action (10) gives exactly
the same expression for the terms involving only spatial Ks, but with a different al. Though
we do not necessarily expect this equivalence to hold between the full 0 + 0 and 0 + 1
dimensional calculations (the 0 + 0 dimensional action displays an SO(10) symmetry while
the 0 + 1 dimensional calculation does not), it is interesting and helpful to carry out the
simpler 0+0 dimensional calculation including theK0 terms. We will see that this calculation
suggests the eventual form of the 0 + 1 dimensional effective action.
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From the action (10), we see that the complete set of two fermion terms in the 0 + 0
dimensional calculation at order 1/rq is proportional to:
∑
m+2n+2=q
1
r2n+2m+3
Tr (LαKa1 · · ·KamLβMb1b2 · · ·Mbnbn+1)(γbn+1r/γa1r/ · · · γamr/γb1)αβ (64)
Unfortunately, we can no longer assume that r/ anticommutes with the other γ matrices,
since the indices ai may now take a value of 0, in which case r/ and γ
ai clearly commute.
However, defining γa (lower index) such that
γi = γ
i, γ0 = −γ0 = i,
(index lowered by η, not δ!) we note that
γaγb + γ
bγa = 2δab
and
γaγ
b + γbγ
a = 2δab.
Finally, since r0 = 0, we have raγ
a = raγa, and we find
r/γa1r/ · · · γamr/ = γb1γa1γb2 · · · γamγbm+1rb1 · · · rbm+1
=
γa1γ
a2γa3 · · · γam−1γamrm+1 (m odd)
γa1γ
a2γa3 · · · γamγbrbrm (m even) (65)
We may choose to ignore the even m terms since they have a single r coupled with a gamma
matrix, but in either case, we see that there is an odd number of gamma matrices with
alternating upper and lower indices. This suggests an upgrade to ten dimensional notation
as follows.
First, note that the 32× 32 matrices defined by:
Γa =
[
0 γa
γa 0
]
satisfy the Clifford algebra
{Γa,Γb} = 2δab
and thus are true gamma matrices for an SO(10) spinor representation. If we define a 32
component spinor by
L =
(
0
L
)
(ie satisfying a Weyl condition Γ10L = L) we find that
L¯ΓaL = iLγaL
L¯ΓaΓbΓcL = iLγaγbγcL
L¯ΓaΓbΓcΓdΓeL = iLγaγbγ
cγdγ
eL (66)
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and so on, while expressions with an even number of Γs sandwiched between L¯ = LΓ0 and L
vanish. Thus, we see that the alternating upper and lower indices in (65) may be recovered
using an ordinary product of D = 10 gamma matrices. From now on we will drop the bold
font on 32 component spinors, as the dimension should be clear from the context.
We may therefore rewrite the expression (64) as
∑
m+2n+2=q odd
1
r2n+m+2
Tr (L¯αKa1 · · ·KamLβMb1b2 · · ·Mbnbn+1)(Γbn+1Γa1 · · ·ΓamΓb1)αβ (67)
where as above, we may ignore the terms at even orders in 1/r. But this is exactly obtained
from the 1/rq term in (63) by replacing γa with Γa everywhere and the left L with L¯. Since
manipulations with γ matrices and with Γ matrices are formally identical, we may actually
get the full set of terms from the K0 independent terms in this way regardless of what form
the K0 independent terms are in.
Using the tools just outlined, we would like to write the expression (60) for the two-
fermion terms in a more enlightening form. In particular, we will see that at each order
in 1/r, we can divide the terms into a set which are the dimensional reduction of D = 10
Lorentz and gauge invariant terms, plus some remaining terms which do not display the
full D = 10 symmetry. These terms must still respect the symmetries of the Matrix theory
action, namely 0 + 1 dimensional gauge invariance and SO(9) rotational invariance in the
(formerly) spatial indices. We proceed order by order in 1/r, and in each case we begin by
computing the 0+0 dimensional result and then determine the remaining terms in the 0+1
dimensional action.
A.2.1 Order 1
r3
Beginning at order 1/r3, we find a single term in expression (67), taking m = 1, n = 0,
proportional to
Tr (L¯KaΓ
bΓaΓbL) ∝ −4Tr (L¯Γa[Ka, L])
This is the dimensional reduction to zero dimensions of a ten dimensional Lorentz and gauge
invariant term proportional to
Tr (L¯D/L)
Now, from the general 0 + 1 dimensional expression (60) we see that at 1/r3, we have terms
coming from (p = 0, n = 0, m = 1) and (p = 1, n = 0, n = 0). These are easily calculated, and
combine to give the same expression (up to the overall coefficient) as in the 0+0 calculation,
Γ0+11/r3 = iTr (L¯Γ
a[Ka, L])
= iTr (L¯Γi[Ki, L]) + iTr (L¯Γ
0[K0, L])
= iTr (L¯Γi[Ki, L]) + Tr (L¯Γ
0D0L)
where in the last line we have restored the derivative term by replacing the K0 commutator
by a covariant derivative (dictated by 0+ 1 dimensional gauge invariance). We see that this
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is the dimensional reduction to 0 + 1 dimensions of the same expression,
Γ1/r3 = Tr (L¯D/L)
that gave the 0 + 0 dimensional action. Hence, we may guess that for any terms in the
0 + 0 dimensional action which are the dimensional reduction of D = 10 Lorentz and gauge
covariant terms, there will be terms in the 0 + 1 dimensional action which are the dimen-
sional reduction of the same terms. The coefficient of these is determined by the expression
(63). The presence of nonvanishing terms in the effective action below order 1/r7 may seem
surprising in light of the supposed correspondence with supergravity, whose leading-order
interactions are at 1/r7. However, to find a potential between two physical systems, we need
to require that the matrix theory equations of motion be satisfied by the background, and
we shall see that this results in cancellation for all terms below order 1/r7.
A.2.2 Order 1
r5
At order 1/r5, the 0 + 0 dimensional expression (67) gives terms proportional to
−3
16
(
Tr (L¯αKa1Ka2Ka3Lβ)(Γ
bΓa1Γa2Γa3Γb)αβ + Tr (L¯αKaLβMb1b2)(Γ
b2ΓaΓb1)αβ
)
We have chosen coefficients using (63) so that K0 independent terms agree with those in the
D = 0 + 1 calculation.
Manipulating these expressions, we find terms which are the dimensional reduction of
the D = 10 covariant action
Γcov1/r5 =
3
8
i Tr (L¯ Γb DaFab L)
+
3
16
i Tr (L¯ Γ[ab] FabD/L)− 3
16
i Tr (L¯ Γ[ab] D/LFab) (68)
plus additional terms
3
4
i
(
Tr (L¯K2[K/, L]) + Tr (L¯[K/, L]K2)
)
(69)
At this point, it is convenient to define an operation Sym (Tr (A1...An);B1; ..., Bn) to be the
average of all possible different insertions of the operators Bi between elements of the trace.
For example,
Sym (Tr (L¯ D/L); ~K2, D20) =
1
6
(Tr (D20L¯
~K2 D/L) + Tr (L¯ D20
~K2 D/L) + Tr (L¯ ~K2 D20D/L)
+Tr (D20L¯ D/L
~K2) + Tr (L¯ D20D/L
~K2) + Tr (L¯ D/L D20
~K2))
Note that any commutators in the trace are treated as single element.
Using this definition, the eqpression (69) may be written
3
2
i Sym (Tr(L¯[K/, L]);K2)
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Thus, we see that the non-covariant term is proportional to the average of all possible
insertions of K2 into the covariant 1/r3 action. Now, K2 is not gauge invariant in the
D = 0 + 1 sense since it contains K20 , so we must have additional terms in the D = 0 + 1
action which restore gauge invariance. We know, however, that the D = 0+1 and D = 0+0
actions contain the same K0 independent terms, so we expect a term
3
2
i Sym (Tr(L¯D/L); ~K2) (70)
in the D = 0 + 1 action plus additional terms whose sum with
3
2
i Sym (Tr(L¯D/L);K20 ) (71)
is gauge invariant. Using (60) we may calculate all terms in the D = 0 + 1 action at 1/r5,
and subtracting off a set of terms corresponding to (68), (70) and (71), it is not hard to show
that the remaining terms are
− 1
2
i Sym (Tr(L¯D/L);K0, K0) (72)
As desired, these combine with the term (71) to give a 0 + 1 dimensional gauge invariant
term
1
4
iTr (L¯[K0, [K0, D/L])
which we write (reinstating the covariant derivatives) as
1
4
i Sym (Tr(L¯D/L);D20),
an average over the insertions of the covariant derivative squared into the covariant action
at the previous order.
A.2.3 Order 1
r7
At order 1/r7, the picture is not significantly different. The D = 0 + 0 calculation gives
terms which are the dimensional reduction of the D = 10 covariant action
Γcov1/r7 = −
5
64
Tr (L¯ ΓeΓaΓbΓd FabD/LFde)
− 5
16
Tr (L¯ ΓaΓc Fab FbcD/L)− 5
16
Tr (L¯ ΓcΓa D/LFab Fbc)
+
5
32
Tr (L¯ ΓdΓbΓc DaFab LFcd)
− 5
16
Tr (L¯ Γc DaFab LFcd)− 5
16
Tr (L¯ Γc FcbDaFab L)
+
15
16
STr
(
L¯ ΓbΓcΓd Fab FcdDaL
)
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plus additional terms proportional to all possible insertions of K2 into the covariant terms at
1/r5, and all insertions of two K2 terms into the 1/r3 action. The D = 0+1 action contains
additional terms proportional to the sum of all possible insertions of two K0’s into terms in
the 1/r5 action, and as in the 1/r5 case these combine with terms containing insertions of
K20 to give terms which correspond to all possible insertions of D
2
0 into the 1/r
5 terms. We
will write the full 1/r7 action with coefficients below.
A.2.4 Even orders, r ·K terms
Recalling the prescription above for restoring terms with ri not appearing in r
2, we can take
the terms calculated so far, make a transformation Ki → Ki+Λi, replace Λ with r anywhere
it is coupled to K or a gamma matrix, and set Λ to zero. Noting that any covariant term is
invariant under such a transformation, we see that the only new terms will be those obtained
by replacing any number of ~K2s in a given term by 2r ·K.
We may also have r · K terms coming by our prescription from higher order terms.
However, it is easy to show that all r ·K terms are simply insertions of r ·K into lower order
terms: By the equivalence of transformations (61) and (62), for any term containing r · K
we must have a lower order term given by the removal of r ·K, since (62) produces a term
of this form, and (61) leaves the form of all terms unchanged.
The only other possible term we may have neglected would be a term at even order
containing a single ri coupled to a gamma matrix. However, such a term would have to
come from a term at one higher order with a gamma matrix coupled to a Ki not appearing
in a commutator. Since no such terms appear at orders up to 1
r7
, the only odd order terms
appearing up to order 1/r6 will be given by insertions of odd numbers of r ·Ks into terms
calculated above.
A.2.5 Order 1
r8
In the applications below, it will be useful to determine some of the terms at order 1
r8
. Using
the 0+0 dimensional action, we find that apart from terms containing r ·K, the two-fermion
terms at 1/r8 are given by the D = 10 gauge invariant expression
Γ1/r8 = − 35
256r9
rgSTr
(
L¯ FabFcdFefΓ
[abcdefg]L
)
− 105
32r9
reSTr
(
L¯ FabFbcFcdΓ
[ade]L
)
− 105
128r9
reSTr
(
L¯ FabFabFcdΓ
[cde]L
)
(73)
which should also be correct for 0+1 dimensions. Note that in the prescription above, these
terms would have come from non-covariant terms at 1/r9 with a gamma matrix coupled to a
single free Ki not appearing in a commutator. No such terms appeared at lower odd orders,
thus we did not have any terms of the form (19) at lower even orders.
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A.2.6 off-shell action to order 1/r7
Collecting the various terms calculated above, we now write down the complete off-shell
action to order 1/r7. The terms which come from the dimensional reduction of a D = 10
Lorentz and gauge invariant action are given by
Γcov1/r3 = Tr (L¯D/L)
Γcov1/r5 =
3
8
i Tr (L¯ Γb DaFab L)
+
3
16
i Tr (L¯ Γ[ab] FabD/L)− 3
16
i Tr (L¯ Γ[ab] D/LFab)
Γcov1/r7 = −
5
64
Tr (L¯ ΓeΓaΓbΓd FabD/LFde)
− 5
16
Tr (L¯ ΓaΓc Fab FbcD/L)− 5
16
Tr (L¯ ΓcΓa D/LFab Fbc)
+
5
32
Tr (L¯ ΓdΓbΓc DaFab LFcd)
− 5
16
Tr (L¯ Γc DaFab LFcd)− 5
16
Tr (L¯ Γc FcbDaFab L)
+
15
16
STr
(
(L¯ ΓbΓcΓd Fab FcdDaL
)
All other terms up to order 1/r7 come from insertions of r · K, ~K2, or D20. Using the
symmetrization operation defined above, we can now write the complete set of two-fermion
terms in the D = 0 + 1 off-shell action as
Γ1/r3 = Γ
cov
1/r3
Γ1/r4 = −3 Sym (Γcov1/r3 ; r ·K)
Γ1/r5 = Γ
cov
1/r5
+
1
4
Sym (Γcov1/r3 ;D
2
0)−
3
2
Sym (Γcov1/r3 ;
~K2) + +
15
2
Sym (Γcov1/r3 ; r ·K, r ·K)
Γ1/r6 = −5 Sym (Γcov1/r5 ; r ·K)
−15
8
Sym (Γcov1/r3 ;D
2
0, r ·K) +
15
2
Sym (Γcov1/r3 ;
~K2, r ·K)
Γ1/r7 = Γ
cov
1/r7
+
5
8
Sym (Γcov1/r5 ;D
2
0)−
5
2
Sym (Γcov1/r5 ;
~K2) +
35
2
Sym (Γcov1/r5 ; r ·K, r ·K)
+
15
8
Sym (Γcov1/r3 ; ~K
2, ~K2)− 15
16
Sym (Γcov1/r3 ;D
2
0, ~K
2) +
1
16
Sym (Γcov1/r3 ;D
2
0, D
2
0)
−105
4
Sym (Γcov1/r3 ;
~K2, r ·K, r ·K) + 105
48
Sym (Γcov1/r3 ;D
2
0, r ·K, r ·K)
+
315
8
Sym (Γcov1/r3 ; r ·K, r ·K, r ·K, r ·K)
We will see that things simplify greatly when we restrict to a background that satisfies
the matrix theory equations of motion. In our D = 10 notation, these equations of motion
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read
D/L = 0 (74)
and
DaFab = iL¯Γ
bL (75)
Examining the covariant terms above, we see that apart from the final term in the 1/r7
action, all terms listed contain either D/L or DaFab, and so these terms either cancel directly
or may be canceled by the four-fermion terms which we will soon calculate.
A.3 four-fermion terms
The remaining terms at orders up to 1/r7 contain four fermions. These arise from a loop
with two each of the vertices (5) and (6) plus insertions of boson-boson and fermion-fermion
vertices. In this part of the calculation, we will calculate using derivatives and setting K0 to
zero. Also, we will return to our 16 component spinor notation and 16×16 gamma matrices.
The leading-order four-fermion terms are at 1/r5.
The calculations below rely heavily on Fierz rearrangement identities for the 16 × 16
symmetric γ matrices. A treatment of these is given in Appendix B.
A.3.1 Order 1
r5
At order 1/r5 we have a single term, arising from two vertices each of the forms (6) and (5)
without any derivatives. This is given by
ΓLLLL1/r5 =
1
2
∫
dτ
∫
dk
2π
Tr (Lγa
r/+ ik
k2 + r2
γbL
1
k2 + r2
Lγb
r/+ ik
k2 + r2
γaL
1
k2 + r2
)
=
5
64r7
∫
dτTr (Lγar/γbL Lγbr/γaL)− 1
64r5
∫
dτTr (LγaγbL LγbγaL) (76)
Generally we would like to manipulate the gamma matrices in our expression into sums
of antisymmetric products in order to apply the Fierz identities from Appendix B. For the
trace in the first term, we have:
Tr (Lγar/γbL Lγbr/γaL)
= rirj{Tr (Lγ[kli]L Lγ[lkj]L) + 2Tr (Lγ[ki]L Lγ[kj]L) + 8Tr (LγiL LγjL)
+2Tr (LγkL LγkL))δij − 2Tr (LL LL)δij}
= rirj{4Tr (LγkL LγkL))δij − 4Tr (LL LL)δij}
where we have used Fierz identities (131,139) from Appendix B. Note that after application
of the Fierz identity, the two factors of r become contracted with one another. The second
trace in (76) becomes
Tr (LγaγbL LγbγaL)
= Tr (Lγ[kl]L Lγ[lk]L)− 2Tr (LγkL LγkL) + 10Tr (LL LL)
= −4Tr (LγkL LγkL)) + 4Tr (LL LL)δij}
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using Fierz identity (115). Thus, we find that the four fermion contribution at 1/r5 is given
by
ΓLLLL1/r5 =
3
8
∫
dτ(Tr (LγiL LγiL)− Tr (LL LL))
= −3
8
Tr (L¯ΓaL L¯ΓaL) (77)
Now, looking back at the result for the two fermion calculation, we see that the only term
up to order 1/r5 which does not vanish by the equations of motion is
3
8
i Tr (L¯ΓbDaFabL)
Bringing the last L to the front by the cyclic property of the trace and combining this with
the four-fermion term we have just calculated, we have
− 3
8
i Tr (L¯ΓbL (DaFab − iL¯ΓaL)) (78)
which clearly vanishes on-shell by the bosonic equation of motion (75). Thus, we have shown
so far that up to order 1
r5
all terms in the one loop matrix theory effective action vanish for
background fields satisfying the equations of motion.
A.3.2 Order 1
r6
At order 1/r6, we have four-fermion terms coming from taking the four mixed vertices above,
plus either a single fermion vertex or a single derivative (ie using the first order term in the
Taylor expansion of one of the background L fields). In either case, apart from r2 factors in
the denominator, each non-vanishing term contains exactly one ri coupled to a Ki or a γ
i, so
we may obtain such terms from the 1/r7 terms using the transformation (62), as described
above. We will return to these terms in section (A.3.5) and show that the four-fermion terms
at 1/r6 exactly cancel the two-fermion terms by the matrix theory equations of motion.
A.3.3 Order 1
r7
The contributions to the four-fermion terms at order 1/r7 are of four types. Firstly, we have
a term with two each of the mixed vertices (5) and (6) plus a single insertion of the bosonic
vertex (9),
ΓLLMLL =
∫
dτ
∫ dk
2π
Tr (Lγa(r/+ ik)γbLMbcLγ
c(r/+ ik)γaL)
1
(k2 + r2)5
(79)
Next, we have terms with the four mixed vertices plus two insertions of the fermion fermion
vertex, either between the same pair of L’s, or between different pairs of L’s. The first is
given by
ΓLKKLLL = −
∫
dτ
∫ dk
2π
Tr (Lγa(r/+ ik)K/(r/+ ik)K/(r/+ ik)γbL Lγb(r/+ ik)γaL)
1
(k2 + r2)6
(80)
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while the second contribution is
ΓLKLLKL = −1
2
∫
dτ
∫
dk
2π
Tr (Lγa(r/+ ik)K/(r/+ ik)γbL Lγb(r/+ ik)K/(r/+ ik)γaL)
1
(k2 + r2)6
.
(81)
The remaining terms involve Taylor expansions of the background fields (see the calculation
of the boson loop). For the first of these we take two each of the mixed vertices (5) and (6),
as in the 1/r5 term, but use the second order term in the Taylor expansion of the product of
background fields. This term will then have two derivatives, either on the same L or on two
different Ls. Following steps analogous to the boson loop calculation above, we find that
such terms are given by
Γdd =
∑
d1+d2+d3=2
∫
dk
2π
Tr (Lγa
r/+ ik
k2 + r2
γbL(d1)
(i∂k)
d1
d1!
{ 1
k2 + r2
L(d2)γb
(i∂k)
d2
d2!
{ r/+ ik
k2 + r2
γaL(d3)
(i∂k)
d3
d3!
{ 1
k2 + r2
)}}}(82)
Finally, we have a term coming from taking the four mixed vertices plus a single fermionic
vertex and using the first order term in the Taylor expansion (one derivative on one of the
background fields). This term may be written
ΓKd = − ∑
d1+d2+d3+d4=1
∫
dk
2π
Tr (Lγa
r/+ ik
k2 + r2
K/(d1)(i∂k)
d1{ r/+ ik
k2 + r2
γbL(d2) (83)
(i∂k)
d2{ 1
k2 + r2
L(d3)γb(i∂k)
d3{ r/+ ik
k2 + r2
γaL(d4)(i∂k)
d4{ 1
k2 + r2
)}}}
Before simplifying the expressions above, we note the following. Based on the calculation
at 1
r5
, we may expect to get four-fermion terms which pair with two-fermion terms containing
DaFab to cancel them by the bosonic equations of motion (75). These terms are given by:
ΓLLLLeom =
5
16
Tr (L¯Γa ~K2L L¯ΓaL) +
5
8
Tr (L¯ΓaL ~K2L¯ΓaL)
− 5
32
Tr (L¯ΓaL D20(L¯)Γ
aL)− 5
32
Tr (L¯ΓaL L¯Γa(D20L))−
5
32
Tr (L¯ΓaL (D0L¯)Γ
a(D0L))
+
5
32
Tr (L¯ΓcΓbΓdFcdL L¯Γ
bL)− 5
8
Tr (L¯ΓaLFabL¯Γ
bL) (84)
We will find it convenient to start with these terms and subtract off an equivalent set of
terms in the remaining calculation. We now calculate the remaining terms, proceeding by
the number of derivatives appearing.
Two derivative terms
We begin by calculating the terms containing two derivatives. These are exactly the
terms in expression (82), which we may rewrite as∑
d1+d2+d3=2
Tr (Lγar/γbL(d1) L(d2)γbr/γaL(d3)) (85)
54
∫ dk
2π
1
k2 + r2
(i∂k)
d1
d1!
{ 1
k2 + r2
L(d2)
(i∂k)
d2
d2!
{ 1
k2 + r2
γaL(d3)
(i∂k)
d3
d3!
1
k2 + r2
}}
− ∑
d1+d2+d3=2
Tr (LγaγbL(d1) L(d2)γbγaL(d3))} (86)
∫
dk
2π
k
k2 + r2
(i∂k)
d1
d1!
{ 1
k2 + r2
L(d2)
(i∂k)
d2
d2!
{ k
k2 + r2
γaL(d3)
(i∂k)
d3
d3!
1
k2 + r2
}}
Here, we have separated terms with zero ks and two ks in the numerator (the integral of
terms choosing a single k in the numerator vanish). Starting with the terms (85), we can
evaluate the integral, arrange the gamma matrices into sums of antisymmetric products and
perform integration by parts to rearrange the derivatives, giving the following expression:
7rirj
256r9
(
2Tr (L ∗ L L¨ ∗ L) + 2Tr (L ∗ L¨ L ∗ L) + Tr (L ∗ L˙ L˙ ∗ L) + Tr (L˙ ∗ L˙ L ∗ L)
)
{γ[kli] ⊗ γ[lkj] + 2γ[ki] ⊗ γ[kj] + 8γi ⊗ γj + 2γk ⊗ γkδij − 21 ⊗ 1 δij}
Here, we have introduced the notation
Tr (A ∗B C ∗D){γ ⊗ γ˜} = Tr (AγB Cγ˜D)
Now, using the Fierz identities (131, 139), this reduces to
7
64r7
(
2Tr (LγaL LγaL¨) + 2Tr (LγaL L¨γaL) + Tr (LγaL˙ L˙γaL) + Tr (L˙γaL˙ LγaL)
)
(87)
We now move to the remaining terms (86). After integration, gamma matrix algebra, and
differentiation by parts, these become:
−1
256r7
(
6Tr (L ∗ L L¨ ∗ L) + 6Tr (L ∗ L¨ L ∗ L) + 13Tr (L ∗ L˙ L˙ ∗ L) + 3Tr (L˙ ∗ L˙ L ∗ L)
)
{γ[kl] ⊗ γ[lk] − 2γk ⊗ γk + 10(1 ⊗ 1 )}
Using the Fierz identity (115) we may write this as
3
64r7
(
2Tr (LγaL LγaL¨) + 2Tr (LγaL L¨γaL) + Tr (LγaL˙ L˙γaL) + Tr (L˙γaL˙ LγaL)
)
− 5
128
(
Tr (Lγ[kl]L˙ L˙γ[lk]L)− 2Tr (LγkL˙ L˙γkL) + 10Tr (LL˙ L˙L)
)
Combining these terms with those in (87) and subtracting the two derivative terms in (84),
we find the remaining two derivative term to be
ΓL˙L˙ =
5
32r7
(
Tr (LγaL˙ LγaL˙) + Tr (L˙γaL L˙γaL) + 2Tr (L˙γaL˙ LγaL)
)
(88)
− 5
128r7
(
Tr (Lγ[kl]L˙ L˙γ[lk]L) + 2Tr (LγkL˙ L˙γkL) + 6Tr (LL˙ L˙L)
)
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Here, we have rewritten the terms with two derivatives on a single L using integration by
parts to leave only terms with derivatives on separate Ls. We note here that the last line is
equivalent by Fierz identity (115) to
5
128r7
(
Tr (L˙γ[kl]L˙ Lγ[lk]L) + 2Tr (L˙γkL˙ LγkL) + 6Tr (L˙L˙ LL)
)
(89)
however, we shall use the form given above.
One derivative terms
Terms with a single derivative come either from (83) or from terms in (79) in which the
indices on M are taken to be M0i or Mi0. We begin with the latter terms. Performing the
k integration in (79), we get
− 35
256
Tr (Lγar/γbLMbcLγ
cr/γaL) +
5
256
Tr (LγaγbLMbcLγ
cγaL)
Keeping only the terms with a derivative (K˙), and rearranging the gamma matrices into
sums of antisymmetric products, we have:
35
256
rmrp
r9
Tr (L ∗ LK˙iL ∗ L){2γ[kmi] ⊗ γ[kp] − 2γ[km] ⊗ γ[kpi] + 4γm ⊗ γ[pi]
+4γ[mi] ⊗ γp − 2δmp(γi ⊗ 1 − 1 ⊗ γi)} (90)
+
5
256r7
Tr (L ∗ LK˙iL ∗ L){2γ[ki] ⊗ γk + 2γk ⊗ γ[ki] − 4γi ⊗ 1 + 41 ⊗ γi} (91)
Moving to expression (83) we can compute the k integrals to obtain
5
256
(
Tr (L˙γaK/γbL LγbγaL)− Tr (LγaK/γbL˙ LγbγaL)
−3Tr (LγaK/γbL L˙γbγaL) + 3Tr (LγaK/γbL LγbγaL˙)
)
+
35
256
Tr (Lγar/K˙/γbL Lγbr/γaL) (92)
Here, we have also used an integration by parts to obtain the left-right antisymmetric form
of the terms in the first line. From the K˙ term in the last line, we now arrange the gamma
matrices into sums of antisymmetric products, to get
35
256
rmrp
r9
Tr (L∗ K˙iL L∗L){−γ[klmi]⊗γ[lkp]−4γ[mi]⊗γp+2γm⊗γ[pi]−2δmpγ[ki]⊗γk} (93)
At this point, we consider all terms containing K˙ together, and use a Fierz identity, (140)
to reduce these to a form in which all factors of r appear as r2. The K˙ terms then become
5
16
(
Tr (Lγ[ki]LK˙iLγ
kL) + Tr (LγkLK˙iLγ
[ki]L)− 2Tr (LγiLK˙iLL) + 2Tr (LLK˙iLγiL)
)
+
35
128
(
Tr (LγkK˙iL Lγ
[ki]L)− Tr (Lγ[ki]K˙iL LγkL)
)
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Finally, subtracting those terms in (84) with a K˙, we are left with
ΓK˙ =
5
16
(
Tr (LγkK˙iL Lγ
[ki]L) + Tr (Lγ[ki]LK˙iLγ
kL) + Tr (LγkLK˙iLγ
[ki]L)
)
(94)
+
5
128
(
Tr (Lγ[ki][K˙i, L] Lγ
kL) + Tr (Lγ[ki]L[K˙i, L]γ
kL)
)
Going back to the L˙ terms in (92), we rearrange the gamma matrices into sums of
antisymmetric products and obtain
ΓL˙ =
5
256
(
Tr (L ∗KiL˙ L ∗ L)− Tr (L˙ ∗KiL L ∗ L) + 3Tr (L ∗KiL L˙ ∗ L)− 3Tr (L ∗KiL L ∗ L˙)
)
{γ[kli] ⊗ γ[lk] + 6γi ⊗ 1 + 21 ⊗ γi} (95)
We will use this form, however, we note that by Fierz identities (122, 123), this is equivalent
to
5
512
(
Tr (L ∗ L˙KiL ∗ L)− Tr (L ∗ LKiL˙ ∗ L) + 3Tr (L˙ ∗ LKiL ∗ L)− 3Tr (L ∗ LKiL ∗ L˙)
)
{γ[kli] ⊗ γ[lk] + γ[kl] ⊗ γ[lki] + 4γ[ki] ⊗ γk − 4γk ⊗ γ[ki] + 8γi ⊗ 1 + 81 ⊗ γi} (96)
Zero derivative terms
Finally, we calculate the terms with no derivatives. These come from the term with a
boson-boson vertex, which we found above to be
− 35
256
Tr (Lγar/γbLMbcLγ
cr/γaL) +
5
256
Tr (LγaγbLMbcLγ
cγaL) (97)
plus the two terms with a pair of fermion-fermion vertices. Performing the k integrals in
these, (80) becomes
− 35
256
Tr (Lγar/K/K/γbL Lγbr/γaL) +
5
256
Tr (LγaK/K/γbL LγbγaL) (98)
while (81) gives simply
5
64
Tr (LγaK/γbL LγbK/γaL) . (99)
Rewriting this last term in our standard form with antisymmetric products of gamma ma-
trices, we get
5
64
Tr (L∗KiL L∗KjL){γ[kli]⊗γ[lkj]+2γ[ki]⊗γ[kj]+6γi⊗γj+2γj⊗γi+2γk⊗γkδij−21⊗1 δij}
(100)
We will return to this expression later.
Since terms in expressions (97) and (98) may be related by Fierz identities, we will deal
with them together. We first note that since
Mab = ~K
2δab + 2iFab
57
and
K/K/ = ~K2 − i
2
Fijγ
iγj
that terms in (97) and (98) split naturally into terms involving F and terms involving ~K2.
After some gamma matrix algebra, the ~K2 terms become
5
256r7
(Tr (L ∗ L ~K2L ∗ L) + Tr (L ∗ ~K2L L ∗ L))
{γ[kl] ⊗ γ[lk] − 2γk ⊗ γk + 101 ⊗ 1}
− 35
256
rirj
r9
(Tr (L ∗ L ~K2L ∗ L) + Tr (L ∗ ~K2L L ∗ L))
{γ[kli] ⊗ γ[lkj] + 2γ[ki] ⊗ γ[kj] + 8γi ⊗ γj + 2δij(γk ⊗ γk − 1 ⊗ 1 )}
We may now apply Fierz identities (131, 139 115) to reduce all of these terms to simply
−5
8
(
Tr (Lγa ~K2LLγaL+ Tr (LγaL ~K2LγaL)
)
Subtracting off the terms containing ~K2 in (84), we are left with only
ΓK
2
= − 5
16
Tr (LγaL Lγa ~K2L) (101)
At this point, we note that (101) and (100) may be combined to give a term
Γcov =
5
32
{Tr (Lγa[Ki, L] Lγa[Ki, L])+Tr (Ki, L]γaL [Ki, L]γaL)+2Tr (LγaL [Ki, L]γa[Ki, L])}
which combines naturally with (88) to yield a D = 10 covariant term, plus a remaining term
ΓLKL =
5
64
Tr (L ∗KiL L ∗KjL){γ[kli] ⊗ γ[lkj] + 2γ[ki] ⊗ γ[kj] + 6γi ⊗ γj + 2γj ⊗ γi
−2γk ⊗ γkδij + 21 ⊗ 1 δij}
By the Fierz identities (131, 137), we see that this has an equivalent form,
5
64
Tr (L ∗ LKiL ∗ LKj){−1
2
γ[kli] ⊗ γ[lkj] − 1
2
γ[klj] ⊗ γ[lki] − γ[ki] ⊗ γ[kj] − γ[kj] ⊗ γ[ki]
−4γi ⊗ γj − 4γj ⊗ γi − 4γ[kij] ⊗ γk + 4γ[ij] ⊗ 1 + 2γk ⊗ γkδij − 21 ⊗ 1 δij}
We now return to the terms in (97) and (98) invloving Fij . From (97), we have F terms
given by
−35irmrp
256r9
Tr (L ∗ LFijL ∗ L)
{2γ[kmi] ⊗ γ[kpj] + 2γ[mij] ⊗ γp + 2γm ⊗ γ[pij] − 2γ[mi] ⊗ γ[pj] − 2γi ⊗ γjδmp}
− 5i
256r7
Tr (L ∗ LFijL ∗ L){−2γ[ki] ⊗ γ[kj] − 2γ[ij] ⊗ 1 − 21 ⊗ γ[ij] − 2γi ⊗ γj}
58
while from (98), the corresponding terms are
−35irmrp
256r9
Tr (L ∗ FijL L ∗ L){−1
2
γ[klmij] ⊗ γ[lkp] − γ[kmij] ⊗ γ[kp] − 2γ[mij] ⊗ γp
+γm ⊗ γ[pij] − δmp(γ[kij] ⊗ γk − γ[ij] ⊗ 1 )}
− 5i
256r7
Tr (L ∗ FijL L ∗ L){1
2
γ[klij] ⊗ γ[lk] − γ[kij] ⊗ γk − 1 ⊗ γ[ij] + 3γ[ij] ⊗ 1}
Considering together all terms from these expressions in the 35/256 brackets, we may use
Fierz identity (141) to reduce these to a form with all factors of ri appearing as r
2. Simplifying
the remaining terms in the 5/256 brackets using Fierz identities (134, 136), we find that these
reduce to a set of terms proportional to the 35/256 terms, and combining all F terms, we
get
− 5i
32
Tr (L ∗ FijL L ∗ L){γk ⊗ γ[kij] − γ[kij] ⊗ γk + 1 ⊗ γ[ij] − γ[ij] ⊗ 1}
− 5i
32
Tr (L ∗ LFijL ∗ L){γk ⊗ γ[kij] + γ[kij] ⊗ γk − 1 ⊗ γ[ij] − γ[ij] ⊗ 1 − 4γi ⊗ γj}
Finally, we note that the only terms from (84) that we have not yet accounted for contain
Fij , and subtracting these off now, we are left with
ΓF = − 5i
32
{Tr (LγkFijL Lγ[kij]L) + Tr (Lγ[kij]LFijLγkL) + Tr (LγkLFijLγ[kij]L)
−Tr (LFijL Lγ[ij]L)− Tr (Lγ[ij]LFijLL) + Tr (LLFijLγ[ij]L)} . (102)
These terms combine with the K˙ terms (94) into a D = 10 covariant expression which we
write below.
A.3.4 Summary of four-fermion terms
We now review the four-fermion terms calculated above. Firstly, we have a set of terms
(84) which can be obtained by replacing DaFab with DaFab − L¯ΓaL everywhere it appears
in the two fermion action, and thus cancel the corresponding two-fermion terms when the
background fields satisfy the equations of motion. Collecting all the remaining terms, we
define
Γ4L1/r7 = Γ
L˙L˙ + ΓL˙ + ΓK˙ + Γcov + ΓF + ΓLKL
=
5
32
{Tr (L¯ΓaDbL L¯ΓaDbL) + Tr (DbL¯ΓaL DbL¯ΓaL) + 2Tr (L¯ΓaL DbL¯ΓaDbL)} (103)
+
5i
32
{Tr (L¯ΓcFabL L¯Γ[cab]L) + Tr (L¯Γ[cab]LFabL¯ΓcL) + Tr (L¯ΓcL¯FabLΓ[cab]L)
+
5
128
{Tr (Lγ[ki][K˙i, L] LγkL) + Tr (Lγ[ki], L [K˙iL]γkL)} (104)
− 5
128
{Tr (Lγ[kl]L˙ L˙γ[lk]L) + 2Tr (LγkL˙ L˙γkL) + 6Tr (LL˙ L˙L)} (105)
+
5
256
{Tr (Lγ[kli]KiL˙ Lγ[lk]L) + 6Tr (LK/L˙ LL) + 2Tr (LKiL˙ LγiL)
−Tr (L˙γ[kli]KiL Lγ[lk]L)− 6Tr (L˙K/L LL)− 2Tr (L˙KiL LγiL)}
+
15
256
{Tr (Lγ[kli]KiL L˙γ[lk]L) + 6Tr (LK/L L˙L) + 2Tr (LKiL L˙γiL)
−Tr (Lγ[kli]KiL Lγ[lk]L˙)− 6Tr (LK/L LL˙)− 2Tr (LKiL LγiL˙)} (106)
+
5
64
{Tr (Lγ[kli]KiL Lγ[lkj]KjL) + 2Tr (Lγ[ki]KiL Lγ[kj]KjL) + 6Tr (LγiKiL LγjKjL)
+2Tr (LγjKiL Lγ
iKjL)− 2Tr (LγiKjL LγiKjL) + 2Tr (LKiL LKiL)} (107)
One might hope that these terms might all be combined into a D = 10 covariant expres-
sion, however, this does not appear to be the case. In particular, one can show that there is
no way to rewrite the above expression in a form with all K’s appearing in commutators.
A.3.5 Order 1/r6 terms
To complete the demonstration of the cancellation of the on-shell action below order 1/r7
we now calculate the terms at order 1/r6 using the transformation (62) on the 1/r7 terms,
as described above. From the terms (84) we find r ·K terms given by
5
8
Tr (L¯Γar ·KL L¯ΓaL) + 5
4
Tr (L¯ΓaLr ·KL¯ΓaL) (108)
These are exactly the terms obtained by replacing DaFab with DaFab − iL¯ΓbL in the two
fermion 1/r6 terms, providing cancellation on-shell. We have additional terms at 1/r6 from
applying our transformation to (106) and (107), however by Fierz identities (122),(123),
(131), and (137), these may be written in a form with D/L in each term, and therefore vanish
on-shell.
This completes our calculation.
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B Fierz Identities
In manipulating four-fermion terms in our answer, it is necessary to make use of various
Fierz rearrangement identities which shall now be derived. All identities are based on the
fact that 1, γi, γ[ij], γ[ijk], and γ[ijkl] i, j, k, l ∈ {1...9} form a complete basis of the 16 × 16
matrices. This may be expressed by the completeness relation:
δαβδγδ =
4∑
n=0
1
16n!
γ
[a1...an]
βδ γ
[an...a1]
γα (109)
or equivalently:
M =
4∑
n=0
1
16n!
Tr (Mγ[a1...an])γ[an...a1]
for an arbitrary matrix M . Note in particular that
γ[a1...a9−n] =
1
n!
ǫ(a1...a9−nb1...bn)γ[bn...b1] (110)
We will derive a large class of Fierz identities as follows. Consider a term
fn ≡ Tr (Aγ1γ[a1...an]γ2B Cγ3γ[an...a1]γ4D)
where A,B,C, and D are N ×N matrices with a single fermionic index and γi are arbitrary
products of gamma matrices whose spatial indices are not contracted with other gamma
matrices. Then we may write a general non-abelian four-fermion term as a sum of such
terms, since we may always rearrange the individual gamma matrices to get a sum of terms in
which gamma matrices with contracted indices appear together in antisymmetrized products
as in fn. By relation (110), we need only consider n ≤ 4. The terms fn are certainly not all
independent (even without appealing to Fierz identities), however, choosing this form will
be useful for our derivation.
Now we will apply our general Fierz relation (109). We have:
fn = Tr ((Aγ1)αδαβ(γ
[a1...an]γ2B)β (Cγ3γ
[an...a1])γδγδ(γ4D)δ)
= −
4∑
m=0
1
16m!
Tr (BγT2 γ
[an...a1]γ[b1...bm]γ[a1...an]γT3 C Dγ
T
4 γ
[bm...b1]γT1 A)
where the minus sign is due to an odd rearrangement of fermionic matrices in the trace. To
simplify this, we may use the following identities, which can be easily checked:
γ[an...a1]γ[b1...bm]γ[a1...an] = cn,mγ
[b1...bm]
where
c0,m = 1
c1,m = (−1)m(9− 2m)
c2,m = {(9− 2m)2 − 9}
c1,m = {(−1)m(9− 2m)3 − 25(−1)m(9− 2m)}
c1,m = {(9− 2m)4 − 46(9− 2m)2 + 189}
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Then we have:
fn = −
4∑
m=0
cn,m
16m!
gm
or simply
~f = −M~g (111)
where we have defined
gn ≡ Tr (BγT2 γ[a1...an]γT3 C DγT4 γ[an...a1]γT1 A)
and
Mnm =
cn,m
16m!
=

1
16
1
16
1
32
1
96
1
384
9
16
−7
16
5
32
−1
32
1
384
9
2
5
2
1
2
0 −1
48
63
2
−21
2
0 1
2
−1
16
189 21 −21
2
−3
2
3
8

Note that gn and fn have the same form, and more importantly, that we may follow the
same steps to show that
~g = −M~f (112)
Now, (111) and (112) are equivalent to the relations
(~f + ~g) = −M(~f + ~g)
(~f − ~g) = M(~f − ~g)
or
(1 +M)(~f + ~g) = 0
(1 −M)(~f − ~g) = 0
The matrix (1 +M) has rank 3, and the space of its rows is spanned by the vectors:
~v4 = (1, 0, 0, 24, 216)
~v3 = (0, 1, 0,−6, 30)
~v2 = (0, 0, 1, 2, 6)
The matrix (1 −M) has rank 2, and the space of its rows is spanned by the vectors:
~u4 = (1, 0, 24,−120,−216)
~u3 = (0, 1,−3, 36,−36)
Thus, we have five basic relations, given by
~vi · (~f + ~g) (113)
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for (i = 2, 3, 4) and
~uj · (~f + ~g) (114)
for (j = 3, 4) which should generate all of our Fierz identities.
The identities we have derived provide relations among terms of the form fn, but we may
write the set of terms of this form in terms of a smaller set of terms of a standard form, for
example, terms of the form:
Tr (Aγ[a1...anb1...bk]B Cγ[an...a1c1...cm]D)
Using the the relation (110) we may further restrict our basis to terms with n + k ≤ 4 and
n + m ≤ 4. With these transformations, each of the relations above reduces to a Fierz
identity relating elements of this smaller basis.
We will mainly be interested in relations involving terms with a small number of free in-
dices. Here, we will derive the complete set of relations involving zero, one or two free indices,
plus particular relations for three and four free indices that are needed in our calculation.
B.1 Zero free indices
For the case of zero free indices, we have γi = 1, and all of the terms fn are already in
a standard form. Thus, in this case, we simply have the five relations (113, 114) above.
Explicitly, defining
Cn = Tr (Aγ
[a1...an]BCγ[an...a1]D)
Dn = Tr (Bγ
[a1...an]CDγ[an...a1]A)
we have
(C2 +D2) + 2(C1 +D1) + 6(C0 +D0) = 0 (115)
(C3 +D3)− 6(C1 +D1) + 30(C0 +D0) = 0 (116)
(C4 +D4) + 24(C1 +D1) + 216(C0 +D0) = 0 (117)
(C3 −D3)− 3(C2 −D2) + 36(C1 +D1)− 36(C0 +D0) = 0 (118)
(C4 −D4) + 24(C2 −D2)− 120(C1 +D1)− 216(C0 +D0) = 0 (119)
As an example, for the case A = B = C = D = L, we see that Cn = Dn, so the last
two relations are trivial, and and we have three independent Fierz identities. Explicitly, the
relation (115) is
Tr (Lγ[ij]L Lγ[ji]L) + 2Tr (LγiL LγiL) + 6Tr (LL LL) = 0
Note that except in this case of equal A,B,C, and D, the Fierz identities will always relate
terms with one ordering of the matrices to terms with another ordering.
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B.2 One free index
For the case of one free index, there are four possible choices for fn, corresponding to taking
three of the matrices {γ1, γ2, γ3, γ4} equal to the identity and the fourth equal to γi. For each
of these choices, we have five relations (113, 114), however, not all twenty of these relations
are independent. In order to rewrite the Fierz identities in terms of our standard basis with
only antisymmetrized products of four or less gamma matrices, we can use the relations
γiγ[a1...an] ⊗ γ[an...a1] = (−1)nγ[a1...ani] ⊗ γ[an...a1] + nγ[a2...an] ⊗ γ[an...a2i] (120)
and its mirror image
γ[a1...an]γi ⊗ γ[an...a1] = γ[a1...ani] ⊗ γ[an...a1] + (−1)n−1nγ[a2...an] ⊗ γ[an...a2i]
By (110), we note also that
γ[klmni] ⊗ γ[nmlk] = γ[klmn] ⊗ γ[nmlki] = 1
4!
ǫ(wxyzklmni)γ[zyxw] ⊗ γ[klmn] (121)
so we see that certain relations in the set we are considering (those corresponding to v4
and u4) will actually relate terms in our standard basis containing one free index to terms
containing eight free indices, via the nine-index epsilon tensor.
We now define
En = Tr (Aγ
[a1...ani]BCγ[an...a1]D)
E¯n = Tr (Aγ
[a1...an]BCγ[an...a1i]D)
Fn = Tr (Bγ
[a1...ani]CDγ[an...a1]A)
F¯n = Tr (Bγ
[a1...an]CDγ[an...a1i]A)
where the bar denotes swapping the two sets of gamma matrices in a term. Then writing
the basic relations (113) for each of our four choices of fn give:
vni ((−1)nE+n + nE+n−1 + F+n + (−1)n−1nF+n−1) = 0
vni ((−1)nE−n − nE−n−1 − F−n + (−1)n−1nF−n−1) = 0
vni (E
+
n + (−1)n−1nE+n−1 + (−1)nF+n + nF+n−1) = 0
vni (E
−
n + (−1)nnE−n−1 + (−1)nF−n − nF−n−1) = 0
Here we have written the relations in linear combinations involving only E+n ≡ En+ E¯n and
E−n ≡ En − E¯n. From (114), we get a set of relations of identical form with v replaced by u
and the signs on all B terms reversed.
It remains only to write these twenty relations explicitly for each v and u, and determine
a linearly independent set. This is easily done, and we find the following nine independent
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Fierz identities:
(E+2 + F
+
2 ) + 8(E
+
0 + F
+
0 ) = 0 (122)
E−2 + 4E
−
0 − 4F−1 = 0 (123)
F−2 + 4F
−
0 + 4E
−
1 = 0 (124)
(E+3 + F
+
3 ) + 42(E
+
1 + F
+
1 ) = 0 (125)
(E+3 − F+3 )− 6(E+1 − F+1 ) = 0 (126)
E−3 + 6E
−
1 + 48F
−
0 = 0 (127)
F−3 + 6F
−
1 + 48E
−
0 = 0 (128)
P +Q + 120(E+0 + F
+
0 ) = 0 (129)
P −Q+ 12(E+2 − F+2 )− 168(E+0 − F+0 ) = 0 (130)
In the last two identities, we have defined
P ≡ E4 = E¯4 = 1
4!
ǫ(wxyzklmni)Tr (Aγ[wxyz]BCγ[klmn]D)
and
Q ≡ F4 = F¯4 = 1
4!
ǫ(wxyzklmni)Tr (Bγ[wxyz]CDγ[klmn]A)
B.3 Two free indices
Here we proceed exactly as in the preceding section. In this case, there are sixteen indepen-
dent ways to choose fn to have two free indices on gamma matrices. For each of these, we
get Fierz identities from (113) and (114). We can use identities analogous to (120) to rewrite
these in terms of our standard basis. The relevant basis elements in this case are
An = Tr (Aγ
[a1...anij]BCγ[an...a1]D)
an = Tr (Aγ
[a1...ani]BCγ[an...a1j]D)
Bn = Tr (Bγ
[a1...anij]CDγ[an...a1]A)
Bn = Tr (Bγ
[a1...ani]CDγ[an...a1j]A)
cn = Cnδij
dn = Dnδij
plus the corresponding quantities A¯n, a¯n, B¯n and b¯n with gamma matrices swapped. Using
these definitions, the Fierz identities relating quantities with two free indices are then given
by
vn((−1)na+n + (−1)n−1n(n− 1)a+n−2 + 2nb+n−1 + 2ncn−1 + 2(−1)ndn) = 0
plus all other relations derived from this by one or more of the transformations
(A↔ B, a↔ b, c↔ d)
(a↔ A, b↔ −B, c→ 0, d→ 0)
(a+n → (−1)na−n , b+n → (−1)nB−n , cn → 0, dn → 0)
(v → u, B → −B, b→ −b, d→ −d)
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Here, we write explicitly only the relations corresponding to v2, which we find to be
0 = a+2 − 2a+1 + 4a+0 + 4b+1 + 4b+0 + 4c1 + 4c0 + 2d2 − 4d1 + 12d0 (131)
0 = b+2 − 2b+1 + 4b+0 + 4a+1 + 4a+0 + 4d1 + 4d0 + 2c2 − 4c1 + 12c0 (132)
0 = A+2 − 2A+1 + 4A+0 − 4B+1 − 4B+0 (133)
0 = B+2 − 2B+1 + 4B+0 − 4A+1 − 4A+0 (134)
0 = A−2 + 2A
−
1 + 4A
−
0 + 4b
−
1 − 4b−0 (135)
0 = B−2 + 2B
−
1 + 4B
−
0 − 4a−1 + 4a−0 (136)
0 = a−2 + 2a
−
1 + 4a
−
0 − 4B−1 + 4B−0 (137)
0 = b−2 + 2b
−
1 + 4b
−
0 + 4A
−
1 − 4A−0 (138)
0 = (c2 + d2) + 2(c1 + d1) + 6(c0 + d0). (139)
The last of these is simply relation (115) multiplied by δij .
B.4 Three free indices
We will need only a single Fierz identity with three free indices, in order to eliminate terms
at 1/r7 with two r/s and a K˙i. By a judicious choice of fn, we can generate the required
identity. Taking
fn = rmrpTr (Lγ
mγ[a1...an]γiK˙iL Lγ
[an...a1]γpL) + rmrpTr (Lγ
iγ[a1...an]γmK˙iL Lγ
pγ[an...a1]L),
we have
gn = rmrpTr (Lγ
nγ[a1...an]γmLK˙iLγ
iγ[an...a1]L) + rmrpTr (Lγ
[a1...an]γiLK˙iLγ
mγ[an...a1]γnL),
and the required relation is vn2 (fn+gn) = 0. This becomes (scaling by 1/2 and ignoring r ·K
terms),
0 = rmrpTr (L ∗ K˙iL L ∗ L)
{γ[klmi] ⊗ γ[lkp] + 4γ[mi] ⊗ γp − 2γm ⊗ γ[pi] + 2δmpγ[ki] ⊗ γk
−2δmp(γ[ki] ⊗ γk − 2γk ⊗ γ[ki])}
+rmrpTr (L ∗ LK˙iL ∗ L)
{−2γ[kmi] ⊗ γ[kp] + 2γ[km] ⊗ γ[kpi] − 4γ[mi] ⊗ γp − 4γm ⊗ γ[pi]
+δmp(2γ
[ki] ⊗ γk + 2γk ⊗ γ[ki] − 2γi ⊗ 1 + 21 ⊗ γi)} (140)
where we have used identity (124) to put the δmp terms in a simpler form.
B.5 Four free indices
Finally, we will need a single Fierz identity with four free indices, in order to eliminate terms
at 1/r7 with two r/s and an Fij . The required identity is given by v
n
2 (fn + gn) = 0, with
fn = rmrpTr (Lγ
iγmγ[a1...an]γjFijL Lγ
[an...a1]γpL)+rmrpTr (Lγ
iγ[a1...an]γmγjFijL Lγ
pγ[an...a1]L),
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and
gn = rmrpTr (Lγ
pγ[a1...an]γmγiLFijLγ
jγ[lk]L) + rmrpTr (Lγ
[a1...an]γiLFijLγ
jγmγ[an...a1]γpL)
Writing this identity explicitly with all gamma matrices appearing in antisymmetric prod-
ucts, we have (scaling by 1/4 and ignoring r ·K terms),
0 = rmrpTr (L ∗ FijL L ∗ L)
{−1
2
γ[klmij] ⊗ γ[lkp] − 2γ[mij] ⊗ γp + γm ⊗ γ[pij] − γ[kmij] ⊗ γ[kp]
+δmp(−γk ⊗ γ[kij] + 1 ⊗ γ[ij])}
+rmrpTr (L ∗ LFijL ∗ L)
{2γ[lmi] ⊗ γ[lpj] + 2γ[mij] ⊗ γp + 2γm ⊗ γ[pij] − 2γ[mi] ⊗ γ[pj]
+δmp(2γ
i ⊗ γj − γ[kij] ⊗ γk − γk ⊗ γ[kij] + γ[ij] ⊗ 1 + 1 ⊗ γ[ij]} (141)
where we have used identity (137) to put the δmp terms in a simpler form.
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