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Resumo
Três problemas de rotulação em grafos são investigados nesta tese: a Conjetura das Ár-
vores Graciosas, a Conjetura 1,2,3 e a Conjetura 1,2.
Uma rotulação graciosa de um grafo simples G = (V (G), E(G)) é uma função injetora
f : V (G) → {0, . . . , |E(G)|} tal que {|f(u) − f(v)| : uv ∈ E(G)} = {1, . . . , |E(G)|}. A
Conjetura das Árvores Graciosas, proposta por Rosa e Kotzig em 1967, afirma que toda
árvore possui uma rotulação graciosa. Um problema relacionado à Conjetura das Árvores
Graciosas consiste em determinar se, para todo vértice v de uma árvore T , existe uma
rotulação graciosa de T que atribui o rótulo 0 a v. Árvores com tal propriedade são
denominadas 0-rotativas. Nesta tese, apresentamos famílias infinitas de caterpillars 0-
rotativos. Nossos resultados reforçam a conjetura de que todo caterpillar com diâmetro
pelo menos cinco é 0-rotativo.
Também investigamos uma rotulação graciosa mais restrita, chamada rotulação-α.
Uma rotulação graciosa f de G é uma rotulação-α se existir um inteiro k, 0 ≤ k ≤ |E(G)|,
tal que, para toda aresta uv ∈ E(G), f(u) ≤ k < f(v) ou f(v) ≤ k < f(u). Nesta tese,
apresentamos duas famílias de lobsters com grau máximo três que possuem rotulações-
α. Nossos resultados contribuem para uma caracterização de todos os lobsters com grau
máximo três que possuem rotulações-α.
Na segunda parte desta tese, investigamos generalizações da Conjetura 1,2,3 e da Con-
jetura 1,2. Dado um grafo simples G = (V (G), E(G)) e L ⊂ R, dizemos que π : E(G)→ L
é uma L-rotulação de arestas de G e dizemos que π : V (G)∪E(G)→ L é uma L-rotulação
total de G. Para todo v ∈ V (G), a cor de v é definida como Cπ(v) =
∑
uv∈E(G) π(uv), se π
for uma L-rotulação de arestas de G, ou Cπ(v) = π(v) +
∑
uv∈E(G) π(uv), se π for uma L-
rotulação total de G. O par (π, Cπ) é uma L-rotulação de arestas semiforte (L-rotulação
total semiforte) se π for uma rotulação de arestas (rotulação total) e Cπ(u) 6= Cπ(v),
para toda aresta uv ∈ E(G). A Conjetura 1,2,3, proposta por Karónski et al. em 2004,
afirma que todo grafo simples e conexo com pelo menos três vértices possui uma {1, 2, 3}-
rotulação de arestas semiforte. A Conjetura 1,2, proposta por Przybyło e Woźniak em
2010, afirma que todo grafo simples possui uma {1, 2}-rotulação total semiforte.
Sejam a, b, c três reais distintos. Nesta tese, nós investigamos {a, b, c}-rotulações de
arestas semifortes e {a, b}-rotulações totais semifortes para cinco famílias de grafos: as
potências de caminho, as potências de ciclo, os grafos split, os grafos cobipartidos regulares
e os grafos multipartidos completos. Provamos que essas famílias possuem tais rotulações
para alguns valores reais a, b, c. Como corolário de nossos resultados, obtemos que a
Conjetura 1,2,3 e a Conjetura 1,2 são verdadeiras para essas famílias. Além disso, também
mostramos que nossos resultados em rotulações de arestas semifortes implicam resultados
similares para outro problema de rotulação de arestas relacionado.
Abstract
This thesis addresses three labelling problems on graphs: the Graceful Tree Conjecture,
the 1,2,3-Conjecture, and the 1,2-Conjecture.
A graceful labelling of a simple graph G = (V (G), E(G)) is an injective function
f : V (G) → {0, . . . , |E(G)|} such that {|f(u) − f(v)| : uv ∈ E(G)} = {1, . . . , |E(G)|}.
The Graceful Tree Conjecture, posed by Rosa and Kotzig in 1967, states that every tree
has a graceful labelling. A problem connected with the Graceful Tree Conjecture consists
of determining whether, for every vertex v of a tree T , there exists a graceful labelling of T
that assigns label 0 to v. Trees with such a property are called 0-rotatable. In this thesis,
we present infinite families of 0-rotatable caterpillars. Our results reinforce a conjecture
that states that every caterpillar with diameter at least five is 0-rotatable.
We also investigate a stronger type of graceful labelling, called α-labelling. A graceful
labelling f of G is an α-labelling if there exists an integer k ∈ {0, . . . , |E(G)|} such that,
for each edge uv ∈ E(G), either f(u) ≤ k < f(v) or f(v) ≤ k < f(u). In this thesis,
we prove that the following families of lobsters have α-labellings: lobsters with maximum
degree three, without Y -legs and with at most one forbidden ending; and lobsters T with
a perfect matching M such that the contracted tree T/M has a balanced bipartition.
These results point towards a characterization of all lobsters with maximum degree three
that have α-labellings.
In the second part of the thesis, we focus on generalizations of the 1,2,3-Conjecture
and the 1,2-Conjecture. Given a simple graph G = (V (G), E(G)) and L ⊂ R, we call
π : E(G) → L an L-edge-labelling of G, and π : V (G) ∪ E(G) → L an L-total-labelling
of G. For each v ∈ V (G), the colour of v is defined as Cπ(v) =
∑
uv∈E(G) π(uv), if π
is an L-edge-labelling, and Cπ(v) = π(v) +
∑
uv∈E(G) π(uv), if π is an L-total-labelling.
The pair (π, Cπ) is a neighbour-distinguishing L-edge-labelling (neighbour-distinguishing
L-total-labelling) if π is an edge-labelling (total-labelling) and Cπ(u) 6= Cπ(v), for every
edge uv ∈ E(G). The 1,2,3-Conjecture, posed by Karónski et al. in 2004, states that
every connected simple graph with at least three vertices has a neighbour-distinguishing
{1, 2, 3}-edge-labelling. The 1,2-Conjecture, posed by Przybyło and Woźniak in 2010,
states that every simple graph has a neighbour-distinguishing {1, 2}-total-labelling.
Let a, b, c ∈ R be distinct. In this thesis, we investigate neighbour-distinguishing
{a, b, c}-edge-labellings and neighbour-distinguishing {a, b}-total labellings for five fami-
lies of graphs: powers of paths, powers of cycles, split graphs, regular cobipartite graphs
and complete multipartite graphs. We prove that these families have such labellings for
some real values a, b, and c. As a corollary of our results, we obtain that the 1,2,3-
Conjecture and the 1,2-Conjecture are true for these families. Furthermore, we also show
that our results on neighbour-distinguishing edge-labellings imply similar results on a
closely related problem called detectable edge-labelling of graphs.
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Graph labelling is an area of Graph Theory whose main concern is to determine the
feasibility of assigning labels to the elements of a graph satisfying certain conditions.
Usually, the labels are elements of a set that supports some kind of mathematical operation
(for example, the set of nonnegative real numbers). Labelling a graph arbitrarily is a
simple exercise since, with no effort, we can assign numbers to the vertices or edges of
a graph and obtain a labelled graph. However, adding restrictions to the labelling may
turn the labelling problem into a big challenge.
In this thesis, we present new results on three types of labellings of graphs, namely,
graceful labellings, neighbour-distinguishing edge-labellings and neighbour-distinguishing
total-labellings. These three labellings are formally defined, discussed and investigated in
the next chapters of this thesis.
Sections 1.1 through 1.4 introduce basic definitions as well as some classic families
of graphs and basic operations on graphs. Section 1.5 discusses labellings in a broader
context and details the organization of the thesis.
1.1 Basic definitions
A graph G is an ordered pair (V (G), E(G)) consisting of a finite nonempty set V (G)
and a finite set E(G), disjoint from V (G), together with an incidence function ψG that
associates each element of E(G) with an unordered pair of (not necessarily distinct)
elements of V (G). The elements of V (G) are called vertices and the elements of E(G)
are called edges. Moreover, set V (G) is called the vertex set of G and E(G) the edge set
of G. An element of a graph is a vertex or an edge of the graph. A graph that has only
one vertex is called trivial . The order of a graph G is the cardinality of its vertex set and
the size of G is the cardinality of its edge set.
If e ∈ E(G) and ψG(e) = {u, v} for u, v ∈ V (G), we say that u and v are the
endpoints of edge e and that edge e links vertices u and v. The endpoints of an edge
are said to be incident with the edge, and vice versa. Two vertices that are incident
with a common edge are adjacent, as are two edges incident with a common vertex. Two
distinct adjacent vertices are neighbours. The set of neighbours of a vertex v ∈ V (G) is
denoted by NG(v). As an example, we present the graph G = (V (G), E(G)) with vertex
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set V (G) = {v1, v2, v3, v4}, edge set E(G) = {e1, e2, e3, e4, e5, e6, e7, e8} and incidence
function ψG defined by
ψG(e1) = {v1}, ψG(e2) = {v1, v2}, ψG(e3) = {v1, v4}, ψG(e4) = {v1, v3},
ψG(e5) = {v2, v4}, ψG(e6) = {v3, v4}, ψG(e7) = {v1, v3}, ψG(e8) = {v2, v3}.
Graphs are so named because they can be represented graphically in the plane. We
draw a graph in the plane such that each vertex is represented by a small circle and each
edge is a line linking its endpoints. It is common to refer to a graphical representation of












Figure 1.1: Graph G.
An edge with identical endpoints is called a loop. Two or more edges with the same
pair of endpoints are said to be multiple edges. For instance, in the graph G of Figure 1.1,
edge e1 is a loop and edges e4 and e7 are multiple edges. A graph that has no loops or
multiple edges is a simple graph.
In a simple graph G = (V (G), E(G)), an edge e ∈ E(G) such that ψG(e) = {u, v}
is completely determined by its endpoints since e is the unique edge linking u and v.
Therefore, in simple graphs, we can ignore the formality of the incidence function and
denote the edge e by {u, v}. Moreover, for simplicity, edge {u, v} ∈ E(G) is also denoted
by uv or vu. The graph G = (V (G), E(G)) with vertex set V (G) = {v1, v2, v3, v4} and
edge set E(G) = {v1v2, v1v3, v1v4, v2v3, v2v4, v3v4} is an example of this notation for simple









Figure 1.2: A simple graph G with four vertices and six edges. Each edge is labelled with
its endpoints. Names of edges are omitted in future drawings of simple graphs.
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Let G be a graph and v ∈ V (G). The degree dG(v) of v is the number of occurrences
of v as an endpoint of an edge. For example, in Figure 1.1, we have that dG(v1) = 6
and dG(v3) = 4. A vertex of degree 0 is an isolated vertex . A vertex that is adjacent
to all other vertices of the graph is called a universal vertex . The maximum degree of
graph G is ∆(G) = max{dG(v) : v ∈ V (G)} and the minimum degree of G is δ(G) =
min{dG(v) : v ∈ V (G)}. For instance, in Figure 1.1, ∆(G) = 6 and δ(G) = 3. If G is
a graph with n vertices v1, . . . , vn with degrees dG(v1) ≤ · · · ≤ dG(vn), then the n-tuple
(dG(v1), . . . , dG(vn)) is called the degree sequence of G. For example, the degree sequence
of graph G in Figure 1.1 is (3, 3, 4, 6) and the degree sequence of the graph G in Figure 1.2
is (3, 3, 3, 3). A graph is k-regular if all of its vertices have the same degree k; we may
simply say G is regular when the value of k is not relevant for the discussion.
The complement G of a simple graph G is the simple graph that has V (G) = V (G),
with two vertices of G being adjacent if and only if they are nonadjacent in G. Figure 1.3






Figure 1.3: A simple graph G and its complement G.
A matching M in a graph G is a subset of pairwise nonadjacent edges of E(G). We
say that a vertex v ∈ V (G) is saturated by M if v is an endpoint of some edge of M ;
otherwise, v is unsaturated. A perfect matching is a matching that saturates all vertices of
the graph. As an illustration, Figure 1.4 shows a graph H with a matching and a graph





Figure 1.4: A graph H with matching M = {v2v6, v4v5} and a graph G with perfect
matching M = {v1v4, v2v3, v5v6}.
Set S ⊆ V (G) is called an independent set of vertices if its elements are pairwise
nonadjacent and is called a clique if its elements are pairwise adjacent. For instance, in
Figure 1.4, S = {v1, v2, v3, v4} is an independent set of H and S = {v1, v4, v5} is a clique
of G.
Two graphsG andH are isomorphic, written G ∼= H , if there are bijections θ : V (G) →
V (H) and φ : E(G) → E(H) such that ψG(e) = uv if and only if ψH(φ(e)) = θ(u)θ(v);
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Figure 1.5: Two isomorphic graphs G and H . Isomorphism (θ, φ), where θ(v1) = e,
θ(v2) = b, θ(v3) = c, θ(v4) = d, θ(v5) = a, φ(e1) = k, φ(e2) = ℓ, φ(e3) = g, φ(e4) = m,
φ(e5) = i, φ(e6) = j, φ(e7) = f , φ(e8) = h, and φ(e9) = n.
Given two graphs G and H , we say that H is a subgraph of G, written H ⊆ G, if
V (H) ⊆ V (G), E(H) ⊆ E(G), and the incidence function ψH is a restriction of ψG to
E(H). In this case, we also say that G contains H or that H is in G. For example, graph
G of Figure 1.4 contains graph H in that same figure. A graph G contains a copy of a
graph H if G has a subgraph isomorphic to H . Let X ⊆ V (G). We denote G[X ] the
subgraph of G such that V (G[X ]) = X and E(G[X ]) comprises all edges of G that have
both endpoints in X. We say that G[X ] is the subgraph of G induced by X. Similarly,
given Y ⊆ E(G), we denote G[Y ] the subgraph of G such that E(G[Y ]) = Y and V (G[Y ])
comprises all vertices of G that are endpoints of edges in Y . We say that G[Y ] is the
subgraph of G induced by Y .
Two graphs G and H are disjoint if V (G) ∩ V (H) = ∅, and they are edge-disjoint if
E(G) ∩ E(H) = ∅. The union of two graphs G and H is the graph G ∪ H with vertex
set V (G ∪H) = V (G) ∪ V (H) and edge set E(G ∪H) = E(G) ∪ E(H). If G and H are
disjoint, we refer to their union as disjoint union. We denote kG the disjoint union of k
copies of graph G.
A graph G is connected if, for every partition of V (G) into two nonempty subsets X
and Y , there exists an edge with one endpoint in X and the other endpoint in Y . A
connected component of a graph G is a maximal connected subgraph of G. Figure 1.6
exhibits a graph with three connected components.
Figure 1.6: A non-connected graph with three connected components.
Let X, Y ⊂ V (G) be disjoint subsets. We denote EG[X, Y ] the set of edges of G with
one endpoint in X and the other endpoint in Y . When Y = V (G)\X, set EG[X, Y ] is
called the edge cut of G associated with X and is denoted by ∂(X). Note that ∂(X) =
∂(Y ) and ∂(V ) = ∅. As an illustration, Figure 1.7 shows a graph G and one of its edge
cuts.







Figure 1.7: A graph with edge cut ∂(X) = {v2v5, v3v5, v3v6, v3v7} shown in bold edges.
Let p, q ∈ Z such that p ≤ q. In this thesis, the set of consecutive integers {p, . . . , q} is
denoted by [p, q]. Moreover, the specific set of consecutive integers {1, . . . , q}, with q ≥ 1,
is denoted by [q]. For two sets A,B of positive integers, we write A < B if, for every
a ∈ A and b ∈ B, a < b.
1.2 Special families of graphs
Many problems in Graph Theory are hard to solve for arbitrary graphs. In order to face
these difficulties, a common approach consists of splitting the original graph into smaller
subgraphs for which the solutions are known and, from these solutions, try to obtain
the solution for the original graph. In this section, we define some families of graphs
commonly used in these approaches.
An empty graph is a graph whose edge set is empty. A complete graph is a simple
graph in which any two vertices are adjacent. A complete graph with n vertices is denoted
by Kn, for n ≥ 1. For instance, the graph in Figure 1.2 is the complete graph K4.
A graph is bipartite if its vertex set can be partitioned into two subsets X and Y so
that each of its edges has one endpoint in X and the other endpoint in Y ; such a partition
{X, Y } is called a bipartition of the graph, and X and Y are its parts. If G is a bipartite
simple graph with bipartition {X, Y } and every vertex in X is adjacent to every vertex
in Y , then G is a complete bipartite graph and is denoted by Kr,s, where r = |X| and
s = |Y |. A star is a complete bipartite graph Kr,s with r = 1 or s = 1. As an illustration,
K3,3 is the first graph exhibited in Figure 1.8.
K(3, 2)K3,3
Figure 1.8: The complete bipartite graphK3,3 and the complete equipartite graphK(3, 2).
An r-partite graph (also called a multipartite graph) is one whose vertex set can be
partitioned into r subsets, or parts , in such a way that no edge has both endpoints in
the same part. An r-partite graph is complete if any two vertices in different parts are
adjacent. When all r parts of a complete multipartite graph G have the same number n
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of vertices, n ≥ 1, G is also called a complete equipartite graph and is denoted by K(r, n).
Figure 1.8 exhibits graph K(3, 2).
A path Pn, with n ≥ 1 vertices, is a simple graph whose vertices can be arranged in a
linear sequence (v0, . . . , vn−1) such that two vertices are adjacent if and only if they are
consecutive in the sequence. Similarly, a cycle Cn, with n ≥ 3 vertices, is a simple graph
whose vertices can be arranged in a cyclic sequence (v0, . . . , vn−1), such that two vertices
are adjacent if and only if they are consecutive in the cyclic sequence. The length of a
path or a cycle is its number of edges. Figure 1.9 shows a path with five vertices and a
cycle with seven vertices.













Figure 1.9: A path and a cycle.
Given a graph G, the distance between two vertices u, v ∈ V (G), written dG(u, v), is
the number of edges in a shortest path connecting u and v in G. If G has no such path,
then dG(u, v) = ∞. As an example, dG(v4, v5) = 2 in Figure 1.10. The diameter of a
graph G is the greatest distance between two of its vertices and is denoted by diam(G).
Graph G of Figure 1.10 has diam(G) = 3. The central vertex of a graph G is a vertex
u ∈ V (G) such that max{dG(u, v) : v ∈ V (G)} is as small as possible. For example, the






Figure 1.10: A simple graph G.
A simple graph G is a forest if it is acyclic, i.e., it does not contain a cycle. Each
connected component of a forest is called a tree. In a tree, every vertex with degree one is
called a leaf . A spine of a tree T is a path in T that connects two vertices at maximum
distance in T , that is, a path in T with length equal to diam(T ). A rooted tree is a tree
T with a distinguished vertex x ∈ V (T ), called the root of T . Given a rooted tree T with
root x, the level of a vertex v ∈ V (T ) is the number dG(x, v).
Let T be a tree and P be one of its spines. We say that T is k-distant if all of its
vertices are at distance at most k from P . The k-distant trees with k ∈ {0, 1, 2} have
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specific names in the literature: 0-distant trees are paths, 1-distant trees are caterpillars ,
and 2-distant trees are lobsters. Figure 1.11 illustrates these definitions.
Figure 1.11: A path, a caterpillar and a lobster.
1.3 Operations on graphs
Given a graph G, we may be interested in obtaining a subgraph of G from an operation
that removes vertices and/or edges from G. The deletion of an element from graph G may
be suitable, for example, in the context of demonstrating a property of G by means of
mathematical induction. In this section, we define some operations on graphs that allow
us to obtain new graphs from others. In all the operations defined below, the incidence
function of the graphs under consideration are implicit and are properly updated.
Two natural ways of obtaining smaller graphs from G is by removing vertices or edges
from G. Formally, given an edge e ∈ E(G), an edge deletion is the operation of removing
e from E(G). The resulting graph is denoted by G\e. Given S ⊆ E(G), we denote G\S
the subgraph of G obtained by deletion of all edges of S from E(G). Given a vertex
v ∈ V (G), a vertex deletion is the operation of removing vertex v from V (G) and also
removing all edges that have v as an endpoint. The resulting graph is denoted by G− v.
Given S ⊆ V (G), G− S is the subgraph G[V (G)\S].
Let G be a graph and u, v two nonadjacent vertices of G. Graph G + e is obtained
from G by adding an edge e = uv to the set E(G), that is, V (G + e) = V (G) and
E(G + e) = E(G) ∪ {e}. This operation is called edge addition. Now, let w 6∈ V (G).
Graph G+w is obtained from G by adding w to V (G), that is, V (G+w) = V (G)∪ {w}
and E(G + w) = E(G). This operation is called vertex addition. Let X be a nonempty
set such that X ∩ (V (G) ∪ E(G)) = ∅. We denote G +X the graph obtained from G by
successive additions of elements of X.
Given a graph G and two nonadjacent vertices x, y ∈ V (G), the identification of x
and y is an operation performed in three steps: (i) add a new vertex vx,y to G; (ii) for
every e = {u, v} ∈ E(G), with v ∈ {x, y}, remove e from E(G) and add a new edge







Figure 1.12: Identification of vertices x and y and of vertices w and z.
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Given a graph G, the contraction of an edge e ∈ E(G) is the deletion of the edge
followed by (if the endpoints of e are different) the identification of its endpoints. The
resulting graph is denoted by G/e. This operation is illustrated in Figure 1.13.
e
G G/e
Figure 1.13: Contraction of an edge.
In a graph G, the subdivision of edge uv ∈ E(G) is the deletion of uv followed by
the addition of a new vertex w and edges wu and wv. Any graph obtained from G by a







Figure 1.14: Subdivision of edges v1v2 and v1v3 of a graph G.
1.4 Graph Decomposition
A decomposition of a graph G is a set D = {H0, . . . , Ht−1} of nonempty edge-disjoint




Graph G is called decomposable into subgraphs H0, . . . , Ht−1. If Hi is isomorphic to a
fixed graph H , for all i ∈ [0, t− 1], then we say that D is an H-decomposition of G and
that G is H-decomposable. Figure 1.15 exhibits a P4-decomposition of a graph G.




Figure 1.15: A graph G and a decomposition of G into three copies of P4.
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In this section, we are interested in a special kind of decomposition called cyclic de-
composition. We define this decomposition in the context of complete graphs. Let Kn be
the complete graph with vertex set V (Kn) = {v0, . . . , vn−1}. We draw Kn in the plane
as a regular n-gon, whose vertices are, in order, v0, v1, . . . , vn−1. Figure 1.16(a) illustrates
K6. The reach of an edge vivj ∈ E(Kn) is min{|i − j|, n − |i − j|}. For example, edge
v1v5 ∈ E(K6) has reach 2 and edge v1v2 ∈ E(K6) has reach 1. The rotation of an edge
vivj ∈ E(Kn) is the mapping of vivj into v(i+1) mod nv(j+1) mod n. Note that this operation
preserves the reach of the edge. The rotation of a subgraph H ⊆ Kn is the operation
by which we obtain a new subgraph H ′ ⊆ Kn, H ′ ∼= H , by simultaneous rotation of all
edges of H . A decomposition D of Kn is called cyclic if, for any graph H ∈ D, graph H ′,



























(b) A cyclic decomposition of K6 into five subgraphs.
Figure 1.16: A cyclic decomposition D = {H0, . . . , H4} of K6. By rotating any subgraph
in subsets {H0, H1} and {H2, H3, H4}, we obtain another subgraph in the same subset.
1.5 Graph labellings
Let G be a graph and L be a nonempty set. In general, a labelling of G is an assignment
of elements (labels) of the set L to elements of G satisfying certain conditions. In most
graph labelling problems, the labels are numbers. However, the idea of assigning symbols
other than numbers to the elements of a graph is almost as old as the study of graphs. For
example, an old and very studied problem in graph theory consists of assigning colours
to the vertices of a graph such that any two adjacent vertices receive distinct colours.
Such assignment is called a proper-vertex-colouring of the graph and is formally defined
as follows: a k-vertex-colouring of a graph G is an assignment f : V (G)→ L, where L is a
set of k colours. The set L of colours is usually [1, k]. We say that a vertex-colouring f of
G is proper if no two adjacent vertices are assigned the same colour. The minimum k for
which a simple graph G has a proper-k-vertex-colouring is called the chromatic number
of G and denoted by χ(G). Figure 1.17 shows two proper-vertex-colourings of a tree.
A k-vertex-colouring of a graph G can also be viewed as a partition {V1, . . . , Vk} of
V (G), where Vi denotes the set of vertices assigned colour i. The sets Vi are called the
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colour classes of the colouring. A proper-k-vertex-colouring is then a k-vertex-colouring
in which each colour class is an independent set. The idea of constrained partitioning is so
fundamental that many variations and generalizations of vertex-colouring were proposed.
For example, we may allow colour classes to induce subgraphs other than independent
sets [74] or we may restrict the colours allowed on each vertex [41]. We can also ask
questions involving numerical values when the colours are numbers. An example of the
latter is given in the following.
Given a proper-vertex-colouring f : V (G) → N>0 of a simple graph G, the colour sum
of f is the number
∑
v∈V (G) f(v). The chromatic sum of a graph G, written
∑
(G), is the
smallest colour sum among all proper-vertex-colourings of G with elements of N>0. The
strength of a graph G, written strength(G), is the minimum number of colours necessary
to obtain its chromatic sum. The chromatic sum problem was introduced by Kubicka [72],
in 1989. The author proved that the problem of computing the chromatic sum for arbitrary
graphs is NP-complete. She also observed that minimizing the colour sum may require
using more than χ(G) colours. For instance, the proper-2-vertex-colouring of the tree in
Figure 1.17(a) has colour sum 12, while there exists a proper-3-vertex-colouring of the

















(b) A proper-3-vertex-colouring with
colour sum 11.
Figure 1.17: Two proper-vertex-colourings of the same tree.
Chromatic sums were investigated by Thomassen et al. [111], who proved that any
connected graph G has ⌈√8e⌉ ≤ ∑(G) ≤ ⌊3
2
(|E(G)| + 1)⌋. An interesting conjecture
posed by Hajiabolhassan et al. [54] states that strength(G) ≤ ⌈(χ(G) + ∆(G))/2⌉.
In the last decades, new contexts have emerged where it is required to label the vertices
or the edges of a given graph with numbers. More formally, given a graph G and a set
L ⊂ R, we want to construct a vertex-labelling f : V (G) → L and an (induced) edge-
labelling g : E(G)→ R such that the value of g(uv) is a function of f(u) and f(v), for all
uv ∈ E(G), and g respects some specified restrictions. Two possible ways of defining the
induced function g are: g(uv) = f(u) + f(v) or g(uv) = f(u) · f(v), for all uv ∈ E(G).
Furthermore, an example of restriction imposed on g could be that any two distinct edges
of the graph are assigned distinct labels. As observed by Ringel and Hartsfield [97],
labelling problems with these properties are different from vertex-colouring problems,
since we shall use in their solution properties of numbers such as ordering and addition
that are not properties of colours.
One of the oldest and most studied graph labellings that uses numbers as labels is the
graceful labelling, defined as follows. Given a simple graph G with m edges, a graceful
labelling of G is an injective function f : V (G)→ [0, m] such that
{|f(u)− f(v)| : uv ∈ E(G)} = [1, m].
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Note that the induced edge-labelling g is implicitly defined: g(uv) = |f(u) − f(v)| for
all uv ∈ E(G). Figure 1.18 shows K4 with a graceful labelling. Graceful labellings are








Figure 1.18: Complete graph K4 with a graceful labelling. The number in each edge
uv ∈ E(K4) is its induced label |f(u)− f(v)|. All induced edge labels are distinct.
Note that a graceful labelling is a vertex-labelling that induces an edge-labelling of
a graph. Different from graceful labellings, there are labelling problems which aim at
primarily assigning an edge-labelling to a graph G so as to induce a vertex-labelling of G
satisfying certain properties. An example is presented below.
Let G = (V (G), E(G)) be a simple graph and let g : E(G) → L be an edge-labelling of
G, where L ⊂ R. From g we define f : V (G)→ R as f(v) =∑uv∈E(G) g(uv) (that is, v is
assigned the sum of the labels of its incident edges). There are many conditions one can
impose on g and f and then ask if they can simultaneously exist satisfying such conditions.
For example, we can require g to be any function from E(G) to L but require f to be
a proper-vertex-colouring of G. In fact, this labelling is called a neighbour-distinguishing
edge-labelling of G and is investigated in Chapter 5 and Chapter 6 of this thesis. A graph



















Figure 1.19: Graph G with a neighbour-distinguishing edge-labelling g : E(G) → {1, 2}.
The number inside each vertex v ∈ V (G) corresponds to the induced label f(v) =∑
uv∈E(G) g(uv). Note that f is a proper-vertex-colouring of G.
There are labelling problems which aim at assigning labels to every element of a graph
so as to obtain a second vertex-labelling of the graph. For example, let G be a simple graph
and let g : V (G)∪E(G) → L be a total-labelling of G, where L ⊂ R. From total-labelling
g, define f : V (G) → R such that, for each vertex v ∈ V (G), f(v) = g(v)+∑uv∈E(G) g(uv).
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Here, g is allowed to be any function but f is required to be a proper-vertex-colouring
of G. This labelling is called a neighbour-distinguishing total-labelling of G and is also






















Figure 1.20: Graph G with a neighbour-distinguishing total-labelling g : V (G)∪E(G) →
{1, 2}. The number inside each vertex v ∈ V (G) corresponds to the induced label f(v) =
g(v) +
∑
uv∈E(G) g(uv). Note that f is a proper-vertex-colouring of G.
Since the 1950’s, many other labelling problems have been proposed and investigated.
Some of the most studied graph labellings are graceful labellings [98], harmonious la-
bellings [53], edge-magic total-labellings [101], antimagic labellings [97], and neighbour-
distinguishing edge-labellings [65]. A survey on graph labellings containing recent results
on the previous mentioned labellings has been continuously updated by Gallian [49].
Many other labelling problems are presented and investigated in the books of López and
Muntaner-Batle [82], Marr and Wallis [83], Zhang [118] and also in the collection edited
by Acharya, Arumugam and Rosa [4].
The remainder of the thesis is divided into six chapters. Chapter 2 is dedicated
to graceful labellings of trees. In that chapter, we present the context in which graceful
labellings were introduced and also survey the main results known in the literature related
to the Graceful Tree Conjecture, which states that every tree has a graceful labelling.
Chapters 3 and 4 contain our results on the Graceful Tree Conjecture. In Chapter 3, we
present our results on graceful labellings of caterpillars and, in Chapter 4 we present our
results on graceful labellings of lobsters with maximum degree three.
Chapter 5 describes the context in which neighbour-distinguishing edge-labellings and
neighbour-distinguishing total-labellings of graphs were introduced. In that chapter, we
briefly survey some known results on these labellings, including those that are used in our
proofs. In Chapter 6, we present our results on neighbour-distinguishing edge-labellings
and neighbour-distinguishing total-labellings of some families of graphs. That chapter is fi-
nalized with a discussion on the relation between neighbour-distinguishing edge-labellings
and another kind of labelling called detectable edge-labelling. Chapter 7 summarises the
contributions of this thesis and suggests some problems for future research.
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Chapter 2
The Graceful Tree Conjecture
When does a combinatorial problem become a disease? Certainly, the
extreme ease of formulating the problem has something to do with it:
most identified “diseases” are understandable to undergraduates or
even to good high school students. They are highly contagious, and
so they attract the attention of not only professional mathematicians
but also of scores of layman mathematicians.
—Alexander Rosa [100]
In this chapter, we discuss graceful labellings of graphs. We start by giving a historical
background of this problem, presenting classical results related to graceful labellings of
trees and other families of graphs. We are particularly interested in graceful labellings of
trees, specifically in the Graceful Tree Conjecture, posed by Anton Kotzig and popular-
ized by Alexander Rosa’s 1967 paper [98]. This conjecture remains open for about fifty
years and has drawn much attention for its remarkably short and easily understandable
statement and hardness to settle.
Let G = (V (G), E(G)) be a simple graph with m edges. A graceful labelling of G is a
vertex-labelling f : V (G) → [0, m] such that
(i) f is injective, and
(ii) {|f(u)− f(v)| : uv ∈ E(G)} = [1, m].
If a graph G admits a graceful labelling, we say that G is graceful. Some examples of
























Figure 2.1: Four gracefully labelled graphs. In each graph G, the edge uv ∈ E(G) is
labelled with its induced edge label |f(u)− f(v)|.
Chapter 2. The Graceful Tree Conjecture 27
The origin of graceful labellings traces back to the Symposium on Graph Theory and
Its Applications held in Smolenice in 1963, Czechoslovakia. At that symposium, Gerhard
Ringel posed the following conjecture.
Conjecture 2.1 (Ringel’s Conjecture [96]). If T is an arbitrary tree with m edges, then
the complete graph K2m+1 can be decomposed into 2m+ 1 subgraphs isomorphic to T .
Conjecture 2.1 is known as Ringel’s Conjecture and it remains open until the conclusion
of this thesis. The introduction and development of graceful labellings and most of their
variants were motivated by Ringel’s Conjecture. In 1966, in the next symposium, Rosa [98]
reported Kotzig’s suggestion of adding a stronger constraint to Ringel’s Conjecture as a
way of approaching it.
Conjecture 2.2 (Ringel-Kotzig Conjecture). If T is an arbitrary tree with m edges, then
the complete graph K2m+1 can be cyclically decomposed into 2m+1 subgraphs isomorphic
to T .
Intuitively, such a cyclic decomposition ofK2m+1 can be accomplished by: (a) choosing
an arbitrary tree T withm edges; (b) identifying the edges of T with a suitable set of edges
of K2m+1; and then (c) “rotating” the subgraph T ⊂ K2m+1 2m times from its original
position. After the final rotation, every edge of K2m+1 will have been covered exactly
once by one of the 2m+1 positions of T . Figure 2.2 shows one such cyclic decomposition





Figure 2.2: A cyclic decomposition of K5.
Rosa observed that steps (b) and (c) of the above procedure could be accomplished
by assigning an appropriate labelling to the vertices of the tree T . As a way to attack the
Ringel-Kotzig Conjecture, he introduced four types of labellings [98], defined below.
Let G be a simple graph with m edges and with an injective labelling f : V (G)→ Z≥0.
Let LfV (G) = {f(v) : v ∈ V (G)} be the set that comprises the labels of the vertices of G
and let LfE(G) = {|f(u)− f(v)| : uv ∈ E(G)} be the set that comprises the induced labels
of the edges of G. Consider the following statements:
(a) LfV (G) ⊆ {0, 1, . . . , m};
(b) LfV (G) ⊆ {0, 1, . . . , 2m};
(c) LfE(G) = {1, 2, . . . , m};
(d) LfE(G) = {x1, x2, . . . , xm}, such that xi = i or xi = 2m+ 1− i;
(e) there exists k, with k ∈ {0, 1, . . . , m}, such that, for each edge uv ∈ E(G), either
f(u) ≤ k < f(v) or f(v) ≤ k < f(u). The constant k is called the separator of the
labelling f .
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Based on the previous five statements, Rosa [98] defined the following labellings:
(i) If f satisfies (a), (c) and (e), then f is called an α-labelling.
(ii) If f satisfies (a) and (c), then f is called a β-labelling.
(iii) If f satisfies (b) and (c), then f is called a σ-labelling.
(iv) If f satisfies (b) and (d), then f is called a ρ-labelling.












(a) α-labelling of T



























(d) ρ-labelling of T .
Figure 2.3: Four different labellings of a tree T with five edges.
Observe that, by the definition: an α-labelling is also a β-, σ-, and ρ-labelling; a β-
labelling is also a σ- and ρ-labelling; and a σ-labelling is also a ρ-labelling. However, the
converse is not true, that is, a ρ-labelling may not be a σ-labelling (see Figure 2.3(d)), a
σ-labelling may not be a β-labelling (see Figure 2.3(c)), and a β-labelling may not be an
α-labelling (see Figure 2.3(b)).
Note that β-labellings and graceful labellings are the same. In fact, the name graceful
was created by Solomon Golomb [52] in 1972, in a independent work, and it was later
popularized by Martin Gardner [51]. Since then, the name graceful labelling is commonly
used.
Rosa [98] observed that if a simple graph G with m edges cyclically decomposes the
complete graph K2m+1, then G naturally possesses a ρ-labelling. In fact, Rosa proved
that possessing a ρ-labelling is a sufficient condition for G to cyclically decompose K2m+1.
Theorem 2.3 (Rosa [98]). Let G be a simple graph with m edges. The complete graph
K2m+1 has a cyclic decomposition into 2m+1 copies of G if and only if G has a ρ-labelling.
Proof. Let G be a simple graph with m edges and K2m+1 a complete graph with vertex set
V (K2m+1) = {v0, . . . , v2m}. From the definition of reach1 of an edge of Kn, it follows that
there are only edges with reaches 1, . . . , m in K2m+1 and, for any fixed i ∈ {1, . . . , m},
exactly 2m+1 edges of K2m+1 have reach i (these are the edges v0vi, v1vi+1, . . . , v2mvi+2m,
where operations on indices are taken modulo 2m+1) obtained, for example, by rotating
consecutively 2m times any one of the edges with reach i. By rotating an edge of reach i,
a new edge with the same reach is obtained.
First, suppose that K2m+1 has a cyclic decomposition into 2m + 1 copies of G. Take
an arbitrary subgraph H ∼= G of the 2m + 1 subgraphs of this decomposition. Next, we
1Reach of an edge of Kn is defined in page 22.
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prove that the edges of H have mutually different reaches in K2m+1. Suppose that H
contains two edges of reach i, 1 ≤ i ≤ m, for example, vxvx+i and vyvy+i with x 6= y and
x < y. By the definition of a cyclic decomposition, this decomposition contains the graph
H(y−x), obtained from H by rotating it y − x times. But then this graph contains edge
vx+(y−x)vx+i+(y−x) = vyvy+i, which is a contradiction to the definition of decomposition
of a graph. Thus, all edges of H have different reaches in K2m+1, which means that the
injective vertex-labelling f : V (H) → [0, 2m] defined by f(vi) = i, for every vi ∈ V (H), is
a ρ-labelling of H . Finally, since H ∼= G, we obtain that G has a ρ-labelling, as asserted.
Now, suppose that G has a ρ-labelling f : V (G) → [0, 2m]. We obtain a subgraph
G0 ⊂ K2m+1, G0 ∼= G, as follows: the edge with endpoints vi and vj , as well as the
vertices vi and vj , belong to G0 if and only if G contains an edge whose endpoints are
labelled i and j under labelling f . By the definition of ρ-labelling, the set of induced
edge labels under f is {x1, . . . , xm}, where xℓ = ℓ or xℓ = 2m+ 1− ℓ, for ℓ ∈ {1, . . . , m}.
Recall that the reach of edge vivj ∈ E(K2m+1) is |i− j| if |i− j| ≤ m, or 2m+ 1− |i− j|
if |i− j| > m. These facts imply that the edges of G0 have mutually different reaches in
K2m+1 and these reaches are 1, 2, . . . , m.
For each k ∈ {1, . . . , 2m}, we obtain a new subgraph Gk ⊂ K2m+1 by rotating G0
exactly k times. Note that each of the subgraphs G0, G1, . . . , G2m has exactly one edge of
reach i, for i ∈ {1, . . . , m}. Moreover, by the construction of subgraphs G0, . . . , G2m, each
one of the 2m+ 1 edges of reach i, 1 ≤ i ≤ m, belongs to exactly one of these subgraphs.
Since G0 ∼= G, the same holds for each Gi, with 1 ≤ i ≤ 2m. Therefore, {G0, . . . , G2m} is
a cyclic decomposition of K2m+1 into 2m+ 1 copies of G.
Figure 2.4 shows a cyclic decomposition of K9 into nine subgraphs isomorphic to C4.
Since every α-labelling is also a ρ-labelling, by Theorem 2.3, we conclude that if a simple
graph G with m edges has an α-labelling, then K2m+1 has a cyclic decomposition into
2m + 1 subgraphs isomorphic to G. In fact, Rosa proved a stronger result concerning
α-labellings, as follows.
Theorem 2.4 (Rosa [98]). If a graph G with m edges has an α-labelling, then there exists
a cyclic decomposition of K2pm+1 into subgraphs isomorphic to G, where p is an arbitrary
positive integer.
Proof. Let G be a graph with m edges and p an arbitrary positive integer. Suppose that
G has an α-labelling f . By the definition of α-labellings, LfV (G) ⊆ {0, . . . , m}. Adjust
notation so that V (G) ⊆ {v0, v1, . . . , vm} with f(vi) = i. Also, by the definition of α-
labellings, there exists k ∈ [0, m] such that, for each edge vivj ∈ E(G), either i ≤ k < j
or j ≤ k < i. Adjust notation so that, for each vivj ∈ E(G), i ≤ k < j.
Next, we construct p edge-disjoint graphs G1, . . . , Gp, each isomorphic to G. Let
A = {vi ∈ V (G) : i ≤ k} and B = V (G)\A. For each r ∈ {1, . . . , p}, define graph Gr as
follows:
(i) V (Gr) = A ∪Br, where Br = {vj+m(r−1) : j ∈ LfB};
(ii) E(Gr) = {vivj+m(r−1) : vi ∈ A, j ∈ LfB and vivj ∈ E(G)}.




























Figure 2.4: Cycle C4 as a subgraph of K9. Note that the subgraph on the upper left corner
is shown with a graceful labelling (which is also a ρ-labelling). The subgraphs obtained
by rotating the first subgraph eight times form a cyclic decomposition of K9.
By the definition, each Gr is isomorphic to G. One can see this analysing sets A and Br
and observing the one-to-one relation between the edges of G and the edges of Gr. Note
that G1 = G. Also, since each edge in Gr has one endpoint in A and the other endpoint
in Br and the sets B1, . . . , Bp are pairwise disjoint, it follows that graphs G1, . . . , Gp are
edge-disjoint.
Now, define G′ = ∪pr=1Gr. Since G1, . . . , Gp are edge-disjoint and each isomorphic
to G, we have that |E(G′)| = p|E(G)| = pm. By construction, V (G′) ⊆ {v0, . . . , vpm}.
Define labelling g : V (G′) → {0, . . . , pm} as g(vi) = i, for vi ∈ V (G′).
In order to see that g is an α-labelling of G′, first note that g is injective, by construc-
tion of G1, . . . , Gp. Moreover, for each edge vivj+m(r−1) ∈ E(Gr), we have
|g(vj+m(r−1))− g(vi)| = |(j +m(r − 1))− i|
= (j − i) +m(r − 1)
= (f(vj)− f(vi)) +m(r − 1). (2.1)
By (2.1) and the fact that f is an α-labelling of G, we have that LgE(Gr) = {ℓ+m(r−
1) : 1 ≤ ℓ ≤ m}, for 1 ≤ r ≤ p. This implies that LgE(G′) = ∪pr=1LgE(Gr) = {1, . . . , pm}.
Finally, by the definition of G′, for each edge vivj+m(r−1) ∈ E(G′), we have that i ≤ k and
j +m(r − 1) ≥ j +m(1− 1) = j > k. Hence, g is an α-labelling.
Since g is an α-labelling, it is also a ρ-labelling. Therefore, by Theorem 2.3, there
exists a cyclic decomposition of K2pm+1 into 2pm+ 1 subgraphs isomorphic to G′. Since
G′ is the edge-disjoint union of p copies of G, the result follows.
Theorem 2.3 and Theorem 2.4 stress the importance of Rosa’s labellings to the cyclic
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decomposition of complete graphs. Theorem 2.3 implies that the Ringel-Kotzig Conjecture
is true if and only if every tree has a ρ-labelling. On the other hand, by Theorem 2.4,
proving that a graph G with m edges has an α-labelling is stronger than simply showing
that it has a ρ-labelling. For this reason, when considering families of graphs, many
authors have put their efforts into finding the strongest labellings in Rosa’s hierarchy,
namely α-labellings.
In fact, Rosa [98] was the first to follow this approach. When considering the family
of trees, he proved that not all trees have an α-labelling. For example, the smallest tree
that does not have an α-labelling is exhibited in Figure 2.5. (In Theorem 2.47 it is proved
that all trees with diameter four that are not caterpillars do not have α-labellings.)
Figure 2.5: The smallest tree that does not have an α-labelling.
Subsequently, Rosa considered graceful labellings of trees and, as he did not find any
trees without a graceful labelling and proved that many subfamilies of trees have graceful
labellings, he posed the following conjecture.
Conjecture 2.5 (The Graceful Tree Conjecture [98]). All trees are graceful.
The Graceful Tree Conjecture is a very important and challenging open problem in
Graph Theory, with hundreds of papers about it [49]. Although this conjecture has been
extensively studied, little is known about its validity for arbitrary trees. However, it has
been verified for several subfamilies of trees [24,58,61,98]. Currently, it is known that all
trees with at most 35 vertices are graceful [46]. Recent results involving graceful labelling
are maintained and annually updated by Gallian in his dynamic survey on graceful and
related labellings [49].
2.1 Early results and constructions
In the literature of graceful labellings of trees, there are some constructions and results
that have been extensively used since the very beginning of the study of these labellings.
Most of these constructions trace back to the first articles of Kotzig and Rosa on graceful
labellings [69,98,99]. We start by presenting some of these techniques that are used later.
A result that follows immediately from the definition of graceful labelling is that,
if a graph G has |E(G)| ≤ |V (G)| − 2, then G is not graceful, since the number of
available labels is not enough to label all the vertices of G. Another simple but important
observation, this time concerning α-labellings, is established in Lemma 2.6 below.
Lemma 2.6 (Rosa [98]). If a graph G has an α-labelling, then G is a bipartite graph.
Moreover, G has a bipartition {A,B} such that the labels of the vertices in A are smaller
than the labels of the vertices in B.
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Proof. Let G be a graph with an α-labelling f that has separator2 k. Define a partition
of V (G) into sets A and B such that A = {v ∈ V (G) : f(v) ≤ k} and B = V (G)\A. For
each edge uv ∈ E(G), we have that either f(u) ≤ k < f(v) or f(v) ≤ k < f(u) since f is
an α-labelling. This implies that, for each edge uv ∈ E(G), u and v belong to different
parts. Therefore, {A,B} is a bipartition of G with the required properties.
From Lemma 2.6, we obtain the following corollary.
Corollary 2.7. If a tree T has an α-labelling f , then there exists a bipartition {A,B} of
T such that LfA = {0, . . . , |A| − 1} and LfB = {|A|, . . . , |A|+ |B| − 1}.
Let G be a simple graph with m edges and a graceful labelling f . The complementary
labelling of f is the function f : V (G) → [0, m] such that f(v) = m − f(v), for every
v ∈ V (G). The function f is also a graceful labelling of G since:
(i) f is an injective labelling from V (G) to [0, m]; and
(ii) for every edge uv ∈ E(G), |f(u)− f(v)| = |m− f(u)− (m− f(v))| = |f(v)− f(u)|.
Therefore, the induced edge labels remain unchanged in the complementary labelling
of f . Moreover, vertex v ∈ V (G) with f(v) = 0 has label m in the complementary
labelling f . Figure 2.6(a) shows a tree T with an α-labelling f and Figure 2.6(b) shows
its complementary labelling f . The next lemma shows that if f is an α-labelling, then
also is f .
Lemma 2.8 (Rosa [99]). Let G be a graph with m edges. If G has an α-labelling f with
separator k, then its complementary labelling f is an α-labelling with separator m−k−1.
Proof. Let f be the complementary labelling of f . Since f is a graceful labelling, f is also
graceful. Let uv ∈ E(G). Adjust notation so that f(u) ≤ k < f(v). Then,
f(u) ≤ k < f(v),
−f(u) ≥ −k > −f(v),
m− f(u) ≥ m− k > m− f(v).
Since f(w) = m− f(w) for all w ∈ V (G), we have that
f(u) ≥ m− k > f(v),
f(u) > m− k − 1 ≥ f(v).
Therefore, f is an α-labelling of G with separator m− k − 1.
Let G be a graph with m edges and an α-labelling f with separator k. The reverse
labelling of f is defined by:
fˆ(v) =
{
k − f(v), if f(v) ≤ k;
m+ k + 1− f(v), if f(v) > k.
2The separator of an α-labelling was defined in page 27.
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Figure 2.6(a) shows a tree T with an α-labelling f and Figure 2.6(c) shows the reverse
labelling of f . The next lemma shows that fˆ is also an α-labelling of G.
Lemma 2.9 (Rosa [99]). If a graph G has an α-labelling f with separator k, then its
reverse labelling fˆ is also an α-labelling with separator k.
Proof. Let G and f be as stated in the hypothesis and m = |E(G)|. Let uv ∈ E(G).
Adjust notation so that 0 ≤ f(u) ≤ k < f(v) ≤ m. By a similar reasoning presented
in the proof of Lemma 2.8, we have that fˆ(u) ≤ k < fˆ(v). Moreover, |fˆ(v) − fˆ(u)| =
|(m+k+1− f(v))− (k− f(u))| = |(m+1)− (f(v)− f(u))|. Therefore, the induced edge
labels under fˆ are also 1, 2, . . . , m and fˆ is an α-labelling of G with separator k.
Let G be a bipartite graph and v ∈ V (G). Note that, if G has an α-labelling f with
separator k such that f(v) = 0, then the reverse labelling fˆ assigns label k to v. Labelling
fˆ is called the “reverse” of f because it reverses the order of the edge labels, that is, for
uv ∈ E(G), we have |fˆ(v)− fˆ(u)| = (m+ 1)− |f(v)− f(u)|.




















(c) Reverse labelling fˆ .
Figure 2.6: An α-labelling f of a tree T and its complementary and reverse labellings.
One of the great challenges in solving the Graceful Tree Conjecture is how to arbitrarily
combine two gracefully labelled trees in order to obtain a larger graceful tree. No general
method that allows us to do such an arbitrary gluing and subsequent adjustment of
labellings is known. Nevertheless, there are some constructions that allow us to take two
gracefully labelled trees and combine them in specific ways in order to obtain a larger
graceful tree [59, 108]. In the next result, we present one of these constructions, due to
Huang, Kotzig and Rosa [59].
Theorem 2.10 (Huang et al. [59]). Let T1 and T2 be disjoint trees with v1 ∈ V (T1) and
v2 ∈ V (T2). Let f1 be an α-labelling of T1 with f1(v1) = 0, and f2 be a graceful labelling
(α-labelling) of T2 with f2(v2) = 0. Then, tree T , obtained by identifying v1 and v2, has a
graceful labelling (α-labelling).
Proof. Let T , T1, T2, f1, and f2 be as stated in the hypothesis. Let k be the separator of α-
labelling f1. Define m1 = |E(T1)| and m2 = |E(T2)|. By Lemma 2.9, the reverse labelling





fˆ1(v), if v ∈ V (T1) and fˆ1(v) ≤ k;
fˆ1(v) +m2, if v ∈ V (T1) and fˆ1(v) > k;
k + f2(v), if v ∈ V (T2).
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First, recall that fˆ1(v1) = k and f2(v2) = 0. Therefore, f(v1) = fˆ1(v1) = k =
k + 0 = k + f2(v2) = f(v2) and labelling f is well-defined. Next, we prove that f
is graceful. Observe that f is injective, LfV (T1) = [0, k] ∪ [k + 1 + m2, m1 + m2] and
LfV (T2)\{v2} = [k + 1, k +m2]. Therefore, L
f
V (T ) = [0, m1 +m2]. It remains to show that
LfE(T ) = [1, m1 + m2]. Since every vertex v ∈ V (T2) has f(v) = k + f2(v), for every




Additionally, LfE(T1) = [m2 + 1, m2 +m1] since, for each edge uv ∈ E(T1), |f(v)− f(u)| =
|fˆ(v) + m2 − fˆ(u)| = m2 + |fˆ(v) − fˆ(u)|. Therefore, LfE(T ) = [1, m1 + m2] and f is a
graceful labelling of T .
Now, suppose that f2 is an α-labelling of T2 with separator k2, for k2 ∈ [0, m2]. Since
f is graceful, it remains to show that f has a separator k + k2. By Lemma 2.9, fˆ1 is
an α-labelling of T1 with separator k. Thus, for each edge uv ∈ E(T1), we have that
fˆ1(u) ≤ k < fˆ1(v). By this fact and by the definition of f , for every edge uv ∈ E(T1),
f(u) = fˆ1(u) ≤ k ≤ k + k2 < (k + 1) + k2 ≤ fˆ1(v) +m2 = f(v), as required. Since f2 is
an α-labelling of T2, for each edge uv ∈ E(T2), f2(u) ≤ k2 < f2(v). By this fact and by
the definition of f we have that, for each edge uv ∈ E(T2), f(u) = k + f2(u) ≤ k + k2 <
k + f2(v) = f(v). Therefore, for each edge uv ∈ E(T ), f(u) ≤ k + k2 < f(v), and the
result follows.
Note that we can easily grow a gracefully labelled tree T by adding k new leaves to
the vertex with label 0 and expanding the graceful labelling by assigning labels from the
set [|E(T )| + 1, |E(T )| + k] to these new leaves. From this observation, we obtain the
following result.
Lemma 2.11. Let T be a tree and T ′ obtained from T by adding k new leaves u1, . . . , uk
to a vertex v ∈ V (T ). If there exists a graceful labelling f of T such that f(v) = 0, then
there exists a graceful labelling f ′ of T ′ such that
f ′(u) =
{
i+ |E(T )|, if u = ui, 1 ≤ i ≤ k;
f(u), otherwise.
The procedure presented in Lemma 2.11 also works if we add k new leaves to the
vertex with label |E(T )|: in this case, we first apply the complementary labelling to T
and label the k new leaves as before. On the other hand, if the k new leaves are added to
any other vertex of T other than the vertices with labels 0 and |E(T )|, no general method
is known to relabel T so as to obtain a gracefully labelled tree.
In the context of the Ringel-Kotzig Conjecture, Kotzig [69] proved that if we add any
number of leaves to arbitrary vertices of a gracefully labeled tree, the resulting tree T has
a σ-labelling and, therefore, T cyclically decomposes the complete graph K2|E(T )|+1, by
Theorem 2.3.
Theorem 2.12 (Kotzig [69]). Let T1 be an arbitrary tree and T2 be the tree obtained from
T1 by adding an arbitrary nonnegative number of leaves to each vertex of T1. If T1 has a
graceful labelling, then T2 has a σ-labelling.
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Proof. Let T1 and T2 be as stated in the hypothesis, m1 = |E(T1)| and m2 = |E(T2)|.
Suppose that T1 has a graceful labelling f : V (T1) → [0, m1]. Adjust notation so that
V (T1) = {v0, . . . , vm1} and f(vi) = i, for 0 ≤ i ≤ m1.
If m1 = m2, the result follows. Then, suppose m1 < m2. By the definition of T2,
set S = V (T2)\V (T1) contains only leaves from T2. Let s = |S|. Denote by u1, . . . , us
the vertices of S and let vx(i) be the neighbour of ui in T2. Adjust notation so that,
for ui and uj with i < j, x(i) ≤ x(j). Define the labels of vertices of S as follows:
f(ui) = m1 + i+ x(i), for 1 ≤ i ≤ s.
In order to see that f is a σ-labelling of T2, first note that, for every edge uivx(i) ∈ E(T2),
|f(ui) − f(vx(i))| = |(m1 + i + x(i)) − x(i)| = m1 + i, for 1 ≤ i ≤ s. This im-
plies that LfE(T2) = L
f
E(T1)
∪ [m1 + 1, m1 + s] = [1, m1] ∪ [m1 + 1, m1 + s] = [1, m2].
It remains to show that f is injective and that LfV (T2) ⊆ [0, 2m2]. By the hypothesis,
{f(v) : v ∈ V (T1)} = [0, m1]. Furthermore, since f(ui) = m1 + i + x(i), where 1 ≤ i ≤ s
and 0 ≤ x(i) ≤ m1, we conclude that: (i) any two vertices ui and uj with i < j have
f(ui) < f(uj); (ii) for every i ∈ [1, s], m1 + 1 ≤ f(ui) ≤ 2m1 + s < 2(m1 + s) = 2m2.
These facts imply that f is injective, that LfV (T2) ⊆ [0, 2m2], and the result follows.


































(b) Tree T2 with a σ-labelling.
Figure 2.7: A tree T2 with a σ-labelling obtained from a tree T1 with a graceful labelling.
From Theorem 2.12, we immediately obtain the following corollary.
Corollary 2.13 (Kotzig [69]). Let T be a tree and T ′ ⊂ T be the connected subgraph
obtained from T by removing all of its leaves. If T ′ has a graceful labelling, then T has a
σ-labelling.
In Theorem 2.10 and Lemma 2.11, we saw that it is possible to expand a graceful tree
by adding new leaves to the vertex with label 0 and also that, by identifying the 0-labelled
vertices of two gracefully labelled trees, we obtain a graceful tree. In fact, many techniques
were proposed aiming at generating new families of graceful trees through some kind of
product or identification of two trees on specific vertices [67,68,84,108,116]. The following
theorem presents one of the earliest techniques, proposed by Stanton and Zarnke [108].
Theorem 2.14 (Stanton and Zarnke [108]). Let S and T be trees with nS and nT vertices,
respectively, and let {A,B} be a bipartition of T . Also, let V (S) = {u0, . . . , unS−1},
V (T ) = {v0, . . . , vnT−1} and v∗ be a distinguished vertex of T . Let T0, T1, . . . , TnS−1 be nS
copies of tree T . Finally, let S∆T be the tree obtained by identifying each vertex ui of S
Chapter 2. The Graceful Tree Conjecture 36
with the vertex v∗ of the copy Ti of T , 0 ≤ i ≤ nS − 1. If S and T have graceful labellings
fS and fT , respectively, then S∆T has a graceful labelling f defined as follows: for each
i ∈ [0, nS − 1], vertex vj ∈ V (Ti) receives label
f(vj) =
{
fS(ui)nT + fT (vj), if vj ∈ A;
(nS − fS(ui)− 1)nT + fT (vj), if vj ∈ B.
The construction presented in the statement of Theorem 2.14 is called ∆-construction








(a) Tree S with a graceful labelling fS ,
vertex set V (S) = {u0, . . . , u7} such that
fS(ui) = i, for 0 ≤ i ≤ 7.
0
1 2 3
(b) Tree T with a graceful labelling fT and with V (T ) =
{v0, . . . , v3} such that fT (vi) = i, for 0 ≤ i ≤ 3. T has
bipartition {A,B} such that A = {v0} and B = V (T )\A.































(c) Tree S∆T with a graceful labelling f .
Figure 2.8: Trees S, T and S∆T with graceful labellings fS, fT and f , respectively.
Graceful labelling f is constructed from graceful labellings fS and fT as defined in the
statement of Theorem 2.14.
It is notorious the importance of label 0 in a graceful labelling of a tree T : first, by
Lemma 2.11, we know that we can grow a gracefully labelled tree T by adding k new
leaves to its 0-labelled vertex; furthermore, by Theorem 2.10, it is possible to combine
any tree with an α-labelling and any tree with a graceful labelling, by identifying the
vertices labelled 0, such that the resulting tree is graceful. A natural question that arises
from this observation is the following: given a tree T and an arbitrary vertex v ∈ V (T ),
does there exist a graceful labelling of T that assigns label 0 to vertex v? This question
was first studied by Rosa [98]. In fact, the author proved that the answer is affirmative
for all paths.
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Theorem 2.15 (Rosa [99]). Let n be an arbitrary natural number and let v be an arbitrary
vertex of the path Pn. Then,
(i) there exists an α-labelling of Pn with f(v) = 0 if and only if v is not the central
vertex of P5;
(ii) if v is the central vertex of P5, then P5 has a graceful labelling f with f(v) = 0.
In the context of the importance of label 0 for graceful labellings, we say that a tree
T is 0-rotatable if, for every vertex v ∈ V (T ), there exists a graceful labelling f of T such
that f(v) = 0. By Theorem 2.15, we have that all paths are 0-rotatable. However, not
all trees are 0-rotatable [40]. As an example, the smallest non-0-rotatable tree is shown
in Figure 2.9.
v
Figure 2.9: This tree has no graceful labelling that assigns label 0 to the black vertex v.
In spite of the fact that not all trees are 0-rotatable, this property was revisited and
investigated by some authors [11,27,36]. For instance, after Rosa’s work on 0-rotatability
of paths, Chung and Hwang [36] investigated the 0-rotatability of trees generated through
∆-construction and proved the following interesting result.
Theorem 2.16 (Chung and Hwang [36]). If S and T are 0-rotatable trees, then the tree
S∆T is 0-rotatable.
Proof. Let S and T be two 0-rotatable trees with nS and nT vertices, respectively. Also,
let fS and fT be graceful labellings of S and T , and let w be an arbitrary vertex of
S∆T . We show that there exists a graceful labelling f of S∆T that assigns label 0 to
w. Suppose that w is in the copy Ti of T attached at vertex ui of S, and suppose w
corresponds to vertex vj of T (Note that w and ui can be the same vertex in S∆T ). Since
S and T are 0-rotatable, we can choose fS and fT such that fS(ui) = fT (vj) = 0, and
we can choose the bipartition {A,B} of T mentioned in the statement of Theorem 2.14,
such that vj ∈ A. Thus, by Theorem 2.14, S∆T has a graceful labelling f such that
f(vj) = f(ui)nT + fT (vj) = 0. Therefore, f(w) = 0. Since w is arbitrary, S∆T is
0-rotatable.
The following corollary is a consequence of Theorem 2.15 and Theorem 2.16.
Corollary 2.17 (Chung and Hwang [36]). Let k be a positive integer and let T be a
caterpillar such that, for every non-leaf vertex v ∈ V (T ), the number of leaves adjacent
to v is k. Then, T is 0-rotatable.
Proof. Let T be a tree as stated in the hypothesis. Note that T ∼= Pn∆K1,t, where n =
diam(T )− 1 and the distinguished vertex of K1,t is its central vertex. By Theorem 2.15,
path Pn is 0-rotatable. Moreover, every star K1,t is also 0-rotatable: a graceful labelling
f for K1,t is obtained by assigning label 0 to its central vertex and labels 1, . . . , t − 1 to
its leaves; by taking the complementary labelling f we obtain label 0 in a leaf. Therefore,
K1,t is 0-rotatable and, by Theorem 2.16, T is also 0-rotatable.
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Chung and Hwang [36] have further shown that another subfamily of caterpillars,
presented in Theorem 2.18, are 0-rotatable. Figure 2.10 illustrates the subtle difference
between the two families of caterpillars presented in Theorem 2.17 and Theorem 2.18.
Theorem 2.18 (Chung and Hwang [36]). Let T be a caterpillar whose non-leaf vertices
all have the same degree. Then, T is 0-rotatable.
T1 T2
Figure 2.10: A caterpillar T1 such that each one of its non-leaf vertices is adjacent to three
leaves and a caterpillar T2 whose non-leaf vertices all have the same degree.
2.1.1 Graceful labellings of families of graphs
Since Rosa’s article [98], graceful labellings have been investigated mostly for families of
trees. However, after Golomb’s work [52], graceful labellings were further investigated for
other classes of graphs.
In this section, we present selected results for some families of trees and other classic
families of graphs. First, we consider the family of caterpillars and show that every
caterpillar has an α-labelling.
Theorem 2.19 (Rosa [98]). Let T be a caterpillar with a spine P and let v ∈ V (P ) be a
leaf of P . Then, T has an α-labelling f such that f(v) = 0.
Proof. Let T , P and v be as stated in the hypothesis. We use induction on |V (T )| to
prove that T has an α-labelling f such that f(v) = 0. When T is a trivial graph, f is
obtained by assigning label 0 to v and we are done. Thus, consider T with k vertices,
k ≥ 2. Let u be the neighbour of v. We consider two cases depending on the number of
leaves adjacent to vertex u.
Case 1. u is adjacent to more than one leaf.
Let w be a leaf, neighbour of u, such that w 6= v. Note that path P ′, induced by
(V (P )\{v}) ∪ {w}, is a spine of subgraph T ′ = T − v and w is a leaf of P ′. Since T ′
is a caterpillar with k − 1 vertices, by the induction hypothesis, T ′ has an α-labelling g
with g(w) = 0. Since w has label 0, its neighbour u has label g(u) = |E(T ′)|. Thus,
the complementary labelling g assigns label 0 to vertex u. By taking T ′ labelled with g,
we obtain an α-labelling of T by adding vertex v and edge uv to T ′ and assigning label
|E(T ′)|+1 to vertex v. Finally, by applying the complementary labelling to T , we obtain
the required α-labelling of T that assigns label 0 to v.
Case 2. u is adjacent to exactly one leaf.
In this case, vertex v is the unique leaf adjacent to u. Recall that all leaves of T are
at distance at most 1 from the spine P . Therefore, all leaves of T are at distance at most
1 from the subpath P ′ = P − v and P ′ is a spine of subgraph T ′ = T − v. Moreover, u
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is a leaf of P ′. Since T ′ is a caterpillar with k − 1 vertices, by the induction hypothesis,
T ′ has an α-labelling g with g(u) = 0. We extend g to an α-labelling of T by adding
vertex v and edge uv to T ′, and assigning label |E(T ′)|+ 1 to vertex v. By applying the
complementary labelling to T , we obtain the required α-labelling of T that assigns label
0 to v, and the result follows.









Figure 2.11: A caterpillar with an α-labelling with separator k = 6. Note that the labels
of black vertices are smaller than the labels of white vertices.
From Theorem 2.19, we obtain the following corollary.
Corollary 2.20 (Rosa [98]). Let T be a caterpillar and P be a spine of T . Also, let
v ∈ V (P ) such that v is a leaf of P or is adjacent to a leaf of P . Then, T has an
α-labelling that assigns label 0 to vertex v.
Proof. By Theorem 2.19 and by the choice of v, T has an α-labelling f that assigns label 0
to v, if v is a leaf, or assigns label 0 to a leaf adjacent to v, otherwise. In the first case, we
are done. In the second, the complementary labelling of f gives the desired labelling.
Another class for which graceful labellings were studied is that of complete graphs.
In fact, Golomb [52] completely characterized graceful labellings of complete graphs, as
shown in the next theorem.
Theorem 2.21 (Golomb [52]). The complete graph Kn is graceful if and only if 1 ≤ n ≤ 4.
Proof. Graceful labellings of Kn, for 1 ≤ n ≤ 4, are illustrated in Figure 2.12. Next, we
prove that, if Kn is graceful, then n ≤ 4. We proceed by contradiction.
Suppose that Kn, n ≥ 5, has a graceful labelling f . Let m = |E(Kn)|. Then,
LfV (Kn) ⊆ {0, . . . , m} and LfE(Kn) = {1, . . . , m}. Note that 0 and m are vertex labels of
Kn since this is the only way of generating edge label m. In order to obtain an edge with
label m − 1, either 1 or m − 1 has to be a vertex label. For any graceful graph with m
edges, the replacement of every vertex label i by m − i does not change the edge labels
(this is the complementary labelling). Hence, without loss of generality, we can suppose
that label 1 appears in the labelling f instead of label m − 1. With vertex labels 0, 1,
and m, the edge labels m, m− 1, and 1 are generated.
In order to obtain m− 2 as an edge label, 0 and m− 2, or 1 and m − 1, or 2 and m
have to occur as vertex labels. Since labels 0, 1, and m are already used for vertices, there
must be a vertex with label m− 2, m− 1, or 2. However, vertex labels 2 and m− 1 both
generate a repeated edge label 1 with the existing vertex labels 1 and m, respectively.
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Therefore, only m − 2 can be used as the next vertex label, generating edge labels 2,
m− 2, and m− 3.
With vertex labels 0, 1, m− 2, and m, we get edge labels 1, 2, m− 3, m− 2, m− 1,
and m. By a similar reasoning, we conclude that the only way to yield edge label m− 4
is having a vertex with label 4.
With vertex labels 0, 1, 4, m− 2, and m, we have edge labels 1, 2, 3, 4, m− 6, m− 4,
m− 3, m − 2, m− 1, and m. This already proves that K5 is not graceful since the edge
labels 4 and m − 6 are equal for m = |E(K5)| = 10. Thus, consider n > 5. In this case,
m > 10 and so 4 < m−6 and there is no repetition of edge labels at this point. However,
we still need to generate the edge label m − 5. In fact, there is no way of obtaining
this edge label without repeating an existent edge label. This is a contradiction to our
assumption that Kn is graceful for all n > 5, completing our proof.
0 0 00 11 1
3 4
6
Figure 2.12: Graceful labellings of Kn, 1 ≤ n ≤ 4.
The next class of graphs we present is the class of complete bipartite graphs.
Theorem 2.22 (Rosa [98]). Every complete bipartite graph has an α-labelling.
Proof. Let p and q be positive integers with p ≤ q. Let G = Kp,q be a complete bipartite
graph and {X, Y } be a bipartition of G such that X = {x1, . . . , xp} and Y = {y1, . . . , yq}.
Note that |E(G)| = pq. Define a labelling f : V (G) → [0, pq] as follows: f(xi) = i− 1, for
i ∈ [1, p], and f(yj) = jp, for j ∈ [1, q].
In order to see that f is an α-labelling, first note that f is an injective function that
maps V (G) into [0, pq]. Moreover, note that f has separator p − 1 since, for every edge
xiyj ∈ E(G), f(xi) ≤ p−1 and f(yi) > p−1. In order to conclude the proof, it remains to
show that LfE(G) = [1, pq]. By the definition of f , |f(yj)−f(xi)| = f(yj)−f(xi) = jp−i+1.
Thus, for 1 ≤ j ≤ q, the labels of the edges incident with vertex yj are the labels in
Lj = {|f(yj)− f(xi)| : 1 ≤ i ≤ p} = {jp− (p− 1), jp− (p− 2), . . . , jp}. By the definition
of Lj , we have that:
(i) for all j ∈ [1, q−1], all labels in Lj are smaller than all labels in Lj+1, which implies
that L1 < L2 < · · · < Lq;
(ii) for all j ∈ [1, q], |Lj | = p; and
(iii) min{L1} = 1 and max{Lq} = pq.
These facts imply that that LfE(G) = [1, pq], as required. Therefore, f is an α-labelling.
Figure 2.13 illustrates the α-labelling f of K3,4 as defined in this proof.
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0 1 2
3 96 12
Figure 2.13: Complete bipartite graph K3,4 with an α-labelling.
Note that complete bipartite graphs are a subclass of complete multipartite graphs.
Beutner and Harborth [18] studied the graceful labelling of these graphs and proved
that the complete multipartite graphs K1,p,q, K2,p,q, and K1,1,p,q are also graceful, for
any positive integers p and q. The graceful labellings of these families are illustrated in
Figure 2.14. Furthermore, Beutner and Harborth [18] conjectured that these are the only
complete multipartite graphs which are graceful and checked computationally that this
conjecture is valid for all complete multipartite graphs up to 23 vertices.
p
p p












(q + 1)p + q
2p+ 2 2p+ 2
3p+ 4 3p+ 4
qp+ 2(q − 1)
pq + 2p + 2qpq + p+ 2q − 1 pq + 2p+ 2q + 1
(q + 1)p + 2q
Figure 2.14: Graceful labellings of Kp,q, K1,p,q, K2,p,q, and K1,1,p,q.
A closed trail of a graph G is a sequence W = v0e1v1 · · · vℓ−1eℓvℓ, whose terms are
alternately vertices and edges of G, such that: ei = {vi−1vi} for 1 ≤ i ≤ ℓ; v0 = vℓ; and
all edges in the sequence are distinct.
A graph in which each vertex has even degree is called an even graph. Even graphs
are extensively studied in the literature [48]. Rosa [98] and Golomb [52] proved that a
necessary condition for an even graph G to be graceful is that |E(G)| ≡ 0, 3 (mod 4) (see
Theorem 2.25). In the proof of this result, we use the following two lemmas.
Lemma 2.23 (Veblen [113]). A graph G admits a decomposition into cycles if and only
if G is even.
Lemma 2.24 (Rosa [98], Golomb [52]). Suppose that nonnegative integers, not necessarily
distinct, are assigned to the vertices of a graph G, and that each edge of G is assigned a
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number equal to the absolute difference of the labels of its endpoints. Then, the sum of
the edge labels of any closed trail of G is even.
Proof. Let G be a graph labelled as in the hypothesis. Let the consecutive vertex labels
of a closed trail C of G be a0, a1, . . . , ar−1, where ar−1 = a0. Then, the consecutive edge




Note that this sum is even since each ai appears exactly twice either with the same signal
or opposite signals.
Theorem 2.25 (Rosa [98], Golomb [52]). If an even graph G is graceful, then
|E(G)| ≡ 0, 3 (mod 4).
Proof. Let G be an even graph with a graceful labelling f and let m = |E(G)|. Suppose










Since m ≡ 1, 2 (mod 4), the sum of all edge labels of G is an odd integer. On
the other hand, we know that G is an even graph. Thus, by Lemma 2.23, G has a
decomposition D into cycles. Let C ∈ D be an arbitrary cycle. By Lemma 2.24, the
sum
∑
uv∈E(C) |f(u) − f(v)| is even. Thus, by adding all these sums over all cycles in
decomposition D, we obtain that the sum of all edge labels of G is even, which is a
contradiction. Therefore, m 6≡ 1, 2 (mod 4), and the result follows.
Kotzig [70, 71] proved that having |E(G)| ≡ 0, 3 (mod 4) is not a sufficient condition
for an even graph G to be graceful. For instance, he showed that graphs 2C3 ∪ C5 and
3C5 are not graceful despite having |E(2C3 ∪ C5)| ≡ |E(3C5)| ≡ 3 (mod 4). Kotzig [69]
also improved the necessary condition presented in Theorem 2.25 for the case when G is
both even and bipartite.
Theorem 2.26 (Kotzig [69]). If an even bipartite graph G is graceful, then
|E(G)| ≡ 0 (mod 4).
Proof. Let G be an even bipartite graceful graph. Since G is even, G has a decomposition
D into cycles. Since G is bipartite, every cycle in D has even length. This implies that
G has an even number of edges. By this fact and by Theorem 2.25, we obtain that
|E(G)| ≡ 0 (mod 4).
Since cycles are even graphs, by Theorem 2.25, if a cycle Cn is graceful, then n ≡ 0, 3
(mod 4). In fact, Rosa [98] proved that this necessary condition is also sufficient.
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Theorem 2.27 (Rosa [98]). Cycle Cn has a graceful labelling if and only if n ≡ 0, 3
(mod 4). Moreover, Cn has an α-labelling if and only if n ≡ 0 (mod 4).
Proof. Let Cn be a cycle with n vertices such that V (Cn) = {v0, . . . , vn−1} and E(Cn) =
{viv(i+1) (mod n) : 0 ≤ i ≤ n− 1}. Since cycles are even graphs, by Theorem 2.25, an even
cycle Cn is graceful only if n ≡ 0 (mod 4) and an odd cycle Cn is graceful only if n ≡ 3
(mod 4). Thus, in order to prove the result, it remains to show that, if n ≡ 0 (mod 4),
then Cn has an α-labelling and that, if n ≡ 3 (mod 4), then Cn has a graceful labelling.




i/2, if i is even;
n+ 1− (i+ 1)/2, if i is odd and i ≤ n/2− 1;
n− (i+ 1)/2, if i is odd and i > n/2− 1.
Figure 2.15 shows such labellings for C4 and C8. Next, we prove that f is an α-
labelling. By the definition of f , vertex v0 is assigned the smallest label (label 0) and
vertex v1 is assigned the greatest label (label n). It is not difficult to check that any two
distinct vertices with both indices even or with both indices odd are assigned distinct
labels. Furthermore, equations i/2 = n + 1− (j + 1)/2 and i/2 = n− (j + 1)/2 give rise
to a contradiction. These facts imply that any two vertices are assigned distinct labels
from [0, n]. Therefore, f is an injective function. Now, we show that LfE(Cn) = [1, n]. By
the definition of f :
(i) the set of edge labels of subpath (v0, v1, . . . , vn/2) of Cn is
L1 =
{∣∣∣ i2 − (n+ 1− (i+1)+12 )∣∣∣ : 0 ≤ i ≤ n2 − 1} = {n, n− 1, . . . , n2 + 1};
(ii) the set of edge labels of subpath (vn/2, . . . , vn−1) of Cn is
L2 =
{∣∣∣ i2 − (n− (i+1)+12 )∣∣∣ : n2 ≤ i ≤ n− 2} = {n2 − 1, . . . , 1}; and
(iii) edge v0vn−1 has label n2 .
Therefore, LfE(Cn) = L1 ∪ {|f(v0) − f(vn−1)|} ∪ L2 = [1, n], as required. In order to
conclude this case, note that f has separator n−2
2
since, for every i ∈ {1, 3, . . . , n − 1},
we have that f(vi−1) ≤ n−22 < f(vi) and f(vi+1) ≤ n−22 < f(vi). Therefore, f is an
α-labelling.




n+ 1− (i+ 1)/2, if i is odd;
i/2, if i is even and i ≤ (n− 3)/2;
(i+ 2)/2, if i is even and i > (n− 3)/2.
Figure 2.15 shows such labellings for C3 and C7. In the following, we prove that
f is a graceful labelling. As in the previous case, vertex v0 is assigned label 0 and
vertex v1 is assigned label n. Also, any two distinct vertices with indices of the same
parity are assigned distinct labels. Furthermore, equations n + 1 − (i + 1)/2 = j/2 and
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n+ 1− (i+ 1)/2 = (j + 2)/2 give rise to a contradiction, implying that any two vertices
with indices of different parities are assigned distinct labels. Since any two vertices are
assigned distinct labels, we obtain that f is injective. In order to conclude the proof, it
remains to show that LfE(Cn) = [1, n]. By the definition of f :
(i) the set of edge labels of subpath (v0, v1, . . . , v(n−1)/2) of Cn is
L1 =
{∣∣∣ i2 − (n+ 1− (i+1)+12 )∣∣∣ : 0 ≤ i ≤ n−32 } = {n, n− 1, . . . , n+32 };
(ii) the set of edge labels of subpath (v(n−1)/2, . . . , vn−1) of Cn is
L2 =
{∣∣∣n+ 1− ( i+12 )− ( (i+1)+22 )∣∣∣ : n−12 ≤ i ≤ n− 2} = {n−12 , . . . , 1}; and
(iii) edge v0vn−1 has label n+12 .
















Figure 2.15: α-labellings of C4 and C8, and graceful labellings of C3 and C7.
A complete characterization of graceful labellings for the family of 2-regular graphs is
still not known. A first step towards such a characterization was conducted by Abrham
and Kotzig [3], who proved that the 2-regular graph Cp ∪ Cq is graceful if and only if
p + q ≡ 0, 3 (mod 4). They also proved that Cp ∪ Cq has an α-labelling if and only if
p, q are even and p+ q ≡ 0 (mod 4). In 1997, Eshghi [44] proved that, with exception of
3C4, every 2-regular bipartite graph G with three components has an α-labelling if and
only if |E(G)| ≡ 0 (mod 4). In general, it is still unknown which 2-regular graphs with
|E(G)| ≡ 0, 3 (mod 4) and with more than three connected components are graceful.
However, some subfamilies of these graphs have been proved to be graceful [1, 45, 70, 71].
2.1.2 A necessary condition for graceful labellings
In Theorem 2.25, it was presented a necessary condition for an even graph to be graceful.
Such a condition is very useful and can be easily verified since it only requires to check
whether the number of edges of a graph is congruent to 0 or 3 modulo 4. In this section,
it is presented a necessary condition for the existence of graceful labellings in arbitrary
graphs.
Let G be a graph with m edges and let S be a nonempty subset of V (G). We say that
an edge cut ∂(S) with |∂(S)| = ⌈m
2
⌉ is a half cut . An example of graph that has a half cut
is the complete graph with four vertices: for any v ∈ V (K4), by taking S = {v}, we have
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that |∂(S)| = d(v) = 3 = ⌈|E(K4)|/2⌉. In 1972, Golomb [52] showed that a necessary
condition for a nontrivial graph G to be graceful is to have a half cut.
Lemma 2.28 (Golomb [52]). If a nontrivial graph G is graceful, then G has a half cut.
Proof. Let f be a graceful labelling of a nontrivial graph G and let m = |E(G)|. Also, let
VO = {v ∈ V (G) : f(v) is odd} and VE = V (G)\VO. Note that all edges with odd label
have one endpoint in VO and the other endpoint in VE , and these are the unique edges
in the edge cut ∂(VO). Therefore, |∂(VO)| is equal to the number of odd labels in the set
{1, . . . , m}, which is ⌈m
2
⌉.
Golomb [52] also observed that having a half cut is not a sufficient condition for a
graph to be graceful. For example, Theorem 2.29 shows an infinite subfamily of complete
graphs that have a half cut but, by Theorem 2.21, all complete graphs with more than
five vertices are not graceful.
Theorem 2.29 (Golomb [52], Sucupira et al. [109]). Let n ∈ Z with n > 1. The complete
graph Kn has a half cut if and only if n = q
2 or n = q2 + 2, for q ∈ Z.
Proof. Let n ∈ Z with n > 1. The complete graph Kn has m = n(n−1)2 edges. Note that
any edge cut ∂(S) of Kn has cardinality equal to s(n − s), where s = |S|. Since a half





, Kn has a half cut if and only if there exists a





. We analyse four cases depending on the values
of n modulo 4.
First, if n ≡ 0, 1 (mod 4), then n(n−1)
4
is an integer and the solutions of the equation
s(n− s) = n(n−1)
4








. Since s is a positive integer, we conclude
that n is a perfect square, that is, n = q2, for q ∈ Z.


















. Since s is an integer, 4k + 1 is a perfect square. Moreover,
since 4k + 1 = n − 2, we have that n − 2 is also a perfect square and, thus, n = q2 + 2,
for some q ∈ Z.
Now, consider n ≡ 2 (mod 4). In this case, n = 4k + 2, k ∈ Z≥0, and we have that










= 4k2 + 3k + 1. Solving the equation s(n − s) =
4k2+3k+1, we obtain that s = (2k+1)+
√
k or s = (2k+1)−√k. Since s is an integer,
k is a perfect square, that is, k = p2 and n = 4p2 + 2, for some p ∈ Z. Furthermore, note
that 4p2 + 2 = q2 + 2, for q = 2p. Hence, in this case, n also has the form q2 + 2, for
q ∈ Z and q even. Therefore, Kn has a half cut if and only if n = q2 or n = q2 + 2, for
q ∈ Z.
In general, it may not be easy to check for the existence of a half cut in an arbitrary
graph. In fact, Cairnie and Edwards [28] proved that it is NP-complete to decide whether
an arbitrary simple graph G with even number of edges has a half cut. In spite of this
result, it may be possible to determine if some classes of graphs have a half cut, as it was
determined for complete graphs in Theorem 2.29. In the context of the Graceful Tree
Conjecture, Golomb [52] proved, in 1972, that all nontrivial trees have a half cut.
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Theorem 2.30 (Golomb [52]). Let T be a tree with at least two vertices. Then, there
exists S ⊂ V (T ), with |S| = ⌊|V (T )|/2⌋, such that ∂(S) is a half cut.
Proof. We prove the result by induction on the number of edges of T . If T has one edge
or two edges, it is not difficult to see that ∂(S), where S = {v} and v ∈ V (T ) is a leaf, is
a half cut and |S| = 1 = ⌊|V (T )|/2⌋. Now, suppose that every tree with at most k edges,
k ≥ 2, has a half cut satisfying all the conditions of the theorem.
Let T be any tree with |E(T )| = k + 1 and define mT = |E(T )|. Let P = v0, . . . , vr
be a spine of T with leaves v0 and vr. We consider two cases depending on the degree of
the neighbour of vr, vertex vr−1.
Case 1. dT (vr−1) > 2.
By the maximality of the path P , vertex vr−1 is adjacent only to vertices vr−2, vr
and to leaves w1, . . . , ws, for s ≥ 1. Let T ′ be the tree obtained from T by removing
the leaves vr and w1. Define mT ′ = |E(T ′)|. By the induction hypothesis, there exists
S ′ ⊂ V (T ′), with |S ′| = ⌊|V (T ′)|/2⌋, such that |∂(S ′)| = ⌈mT ′
2
⌉
. Let S ⊂ V (T ) be defined
by S = S ′ ∪ {vr}.
Next, we prove that |S| = ⌊|V (T )|/2⌋ and that |∂(S)| = ⌈mT
2
⌉
. First, note that
|S| = |S ′| + 1 = ⌊|V (T ′)|/2⌋ + 1 = ⌊|V (T )|/2⌋, where the last equality holds by the fact
that |V (T ′)| = |V (T )| − 2. Second, since ∂(S)\∂(S ′) = {w1vr−1}, we have that |∂(S)| =
|∂(S ′)| + 1. By this fact and by the facts that |∂(S ′)| = ⌈mT ′
2
⌉
and mT ′ = mT − 2, we
obtain that |∂(S)| = ⌈mT
2
⌉
. Therefore, ∂(S) is a half cut of T such that |S| = ⌊|V (T )|/2⌋.
Case 2. dT (vr−1) = 2.
In this case, let T ′ be the tree obtained from T by removing vertices vr and vr−1.
Define mT ′ = |E(T ′)|. By the induction hypothesis, there exists S ′ ⊂ V (T ′), with |S ′| =
⌊|V (T ′)|/2⌋, such that |∂(S ′)| = ⌈mT ′
2
⌉
. Note that, either vr−2 ∈ S ′ or vr−2 ∈ V (T ′)\S ′.
Let S ⊂ V (T ) defined by
S =
{
S ′ ∪ {vr−1}, if vr−2 ∈ S ′;
S ′ ∪ {vr}, if vr−2 ∈ V (T ′)\S ′.
By a similar reasoning to that used in the previous case, we conclude that |S| =
⌊|V (T )|/2⌋ and that |∂(S)| = ⌈mT
2
⌉
. Therefore, ∂(S) is a half cut of T such that |S| =
⌊|V (T )|/2⌋.
2.2 Relaxed versions of graceful labellings
We have seen that it may not be possible to assign distinct labels from the set [0, |E(G)|]
to the vertices of an arbitrary graph G so that the induced edge labelling is also injective
(the induced edge labelling assigns to each edge of G the absolute difference of the labels
of its endpoints). However, as it was first observed by Golomb [52], such a labelling is
always possible if the set of vertex labels is expanded. This relaxed labelling was named
range-relaxed graceful labelling by Bussel [26].
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Formally, a range-relaxed graceful labelling of a simple graph G is an injective function
f : V (G) → [0, k], with k ≥ |E(G)|, such that the set {|f(u)− f(v)| : uv ∈ E(G)} com-
prises exactly |E(G)| distinct integers from the set [1, k]. Golomb defined the gracefulness
of a graph G, denoted grac(G), as the smallest positive integer k for which there exists a
range-relaxed graceful labelling f : V (G) → [0, k] of G. Note that, if grac(G) = |E(G)|,
then G is graceful.
Range-relaxed graceful labellings have been investigated for as long as graceful la-
bellings. For example, the σ-labelling and the ρ-labelling are special types of range-relaxed
graceful labellings and were introduced by Rosa [98] along with graceful labellings. The
first investigations on range-relaxed graceful labellings were restricted to graphs that are
not graceful [19,52], such as complete graphs with more than five vertices. The graceful-
ness of a graph G can be thought as a measure of how close G is of being graceful. The
next result presents a simple upper bound for the parameter grac(G), for every simple
graph G.
Proposition 2.31. If G is a simple graph, then grac(G) ≤ 2|V (G)|−1 − 1.
Proof. Let G be a simple graph with vertex set V (G) = {v0, . . . , vn−1}. Define an injective
labelling f : V (G) → [0, 2n−1 − 1] as follows: f(vi) = 2i − 1, for 0 ≤ i ≤ n − 1. Suppose
that there exist two edges vivj, vrvs ∈ E(G) with the same induced edge label. Without
loss of generality, consider f(vj) > f(vi) and f(vs) > f(vr). This implies that j > i
and s > r, which in turn implies that j = i + x and s = r + y, for x, y ∈ N. Since
f(vj)− f(vi) = f(vs)− f(vr), we have
f(vj)− f(vi) = f(vs)− f(vr)
2j − 2i = 2s − 2r
2i+x − 2i = 2r+y − 2r
2i(2x − 1) = 2r(2y − 1) (2.2)
Equation (2.2) implies that r = i, y = x and, since s = r + y, we obtain s = j; which
in turn implies that f(vj) = f(vs) and f(vi) = f(vr), a contradiction. Therefore, the
induced edge labels are pairwise distinct, and the result follows.
A better upper bound for the gracefulness of trees was published in 2002 [26]. Next,
we present this result.
Theorem 2.32 (Bussel [26]). If T is a tree with m edges, then grac(T ) ≤ 2m−diam(T ).
Proof. Let T be a tree with m edges and u0 be an arbitrary vertex of T . Consider T as
a tree rooted at u0, drawn in the plane such that vertices at the same distance from u0
are drawn on the same level, and edges are not allowed to cross each other. We assume
that a longest path from u0 to a leaf is the leftmost path in this representation of T . Let
the length of this path be ℓ, let the vertex on this path at level i be denoted by ui,0,
i ∈ {1, . . . , ℓ}, and ki be the number of vertices at level i. The following construction
provides a vertex labelling for T in the range [0, 2m− ℓ]:
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(i) Label u0 temporarily with an arbitrary integer α and u1,0 with α+1. After labelling
all vertices, we shift all labels by a constant so that the smallest value is 0;
(ii) For i > 1, each vertex ui,0 on the leftmost path receives label
f(ui,0) =
{





, if i is even;
f(ui−2,0) + ki−2 + ki−1 − 1 = α +
∑i−1
j=0 kj − i−12 , if i is odd.
(iii) Denote ui,j the vertex at the i-th level that is located j places to the right of ui,0.
For 0 ≤ j ≤ ki − 1, vertex ui,j receives label
f(ui,j) =
{
f(ui,0)− j, if i is even;
f(ui,0) + j, if i is odd.
Figure 2.16 exhibits a labelling f of a tree T obtained using this construction. By the
construction, all vertex labels are distinct: (i) vertex labels with even level are smaller
than or equal to α; they monotonically decrease as we go from left to right and from top
to bottom; (ii) on the other hand, vertex labels with odd level are greater than α; they
monotonically increase as we go from left to right and from top to bottom.
Next, we show that the induced edge labels increase as we go from left to right and
from top to bottom in the tree.
(a) Consider two edges ui,rui+1,p and ui,sui+1,q between vertices with consecutive levels i
and i+1, where ui,r is to the left of ui,s and i is even. By part (iii) of the construction,
since edges cannot cross, we have that f(ui,r) > f(ui,s) and f(ui+1,p) < f(ui+1,q).
Then, |f(ui+1,p) − f(ui,r)| = f(ui+1,p) − f(ui,r) < f(ui+1,q) − f(ui,s) = |f(ui+1,q) −
f(ui,s)|. The same follows for i odd by an analogous proof.
(b) Now, consider i even and let ui,ki−1 and ui+1,ki+1−1 be the rightmost vertices with
levels i and i + 1 respectively. Note that ui,ki−1 and ui+1,ki+1−1 have, respectively,
the minimum and the maximum labels on levels i and i + 1. Thus, by item (a),
any edge ui,rui+1,s from level i to i + 1 has label at most f(ui+1,ki+1−1) − f(ui,ki−1),
that is, f(ui+1,s) − f(ui,r) ≤ f(ui+1,ki+1−1) − f(ui,ki−1). On the other hand, the
leftmost difference f(ui+1,0) − f(ui+2,0) is a lower bound on the labels of the edges
between levels i+1 and i+2. So, it suffices to show that f(ui+1,ki+1−1)− f(ui,ki−1) <
f(ui+1,0) − f(ui+2,0). By the definition of f , f(ui+1,ki+1−1) − f(ui,ki−1) = f(ui+1,0) +
ki+1−1−(f(ui,0)−ki+1) < f(ui+1,0)−(f(ui,0)−ki−ki+1+1) = f(ui+1,0)−f(ui+2,0).
Note that the last equality holds by part (ii) of the construction. Again, the same
holds for i odd by an analogous proof.
Last, we show that the range of the vertex labels is [0, 2m− ℓ]. Let fMIN and fMAX
be, respectively, the minimum and the maximum vertex labels generated by labelling f .
Recall that ℓ is the length of the leftmost path of T . If ℓ is even, then the vertex with
largest label is the rightmost vertex on level ℓ− 1 and the vertex with the smallest label
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is the rightmost on level ℓ. Hence, by construction of f ,





kj − ℓ− 2
2
)
+ kℓ−1 − 1 = α +m+ 1− kℓ − ℓ
2
;









− kℓ + 1 = α−m+ ℓ
2
.
From these we obtain the bound on the range:
fMAX − fMIN =
(









= 2m− ℓ− kℓ + 1
≤ 2m− ℓ.
By an analogous reasoning, the inequality fMAX−fMIN ≤ 2m− ℓ also holds when ℓ is
odd. In order to conclude the proof, we remark that, if we choose the root u0 as one of the




7 8 9 10
−3 −5 −6 −7 −8
level 0, k0 = 1
level 1, k1 = 1
level 2, k2 = 3
level 3, k3 = 4
level 4, k4 = 5
Figure 2.16: A rooted tree T with a vertex labelling f obtained from the construction
presented in the proof of Theorem 2.32 by using α = 3 as starting value. Note that the
edge labels induced by f are pairwise distinct. Moreover, by adding the constant 8 to
each vertex label, we obtain a new vertex labelling f ′ of T in the range [0, 2|E(T )| − 4].
Note that the bound given by Theorem 2.32 is tight for paths, since grac(Pn) ≤ 2(n−
1)− diam(Pn) = n− 1 = |E(Pn)|. In 2017, Barrientos and Krop [13] made improvements
to the ideas of Bussel and were able to show better bounds for the parameter grac(T ) of
some trees. The authors showed that every lobster T with m edges and diameter d has





2017, Sethuraman et al. [105] presented a better upper bound for the parameter grac(G)
of trees.
The family of complete graphs is another family of graphs for which the parameter
grac(G) has been investigated. In fact, until the conclusion of this thesis, the exact value
of grac(Kn) is not known for n ≥ 24 [106].
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Range-relaxed graceful labellings of complete graphs are equivalent to another problem
popularized by Golomb and that became known as Golomb ruler.
An n-mark Golomb ruler is a straight line containing n distinct nonnegative integers
a1, a2, . . . , an (with 0 = a1 < a2 < . . . < an), called marks, such that the positive differ-
ences |ai− aj |, for all pairs i, j with i 6= j, are distinct. The 0 mark and the last mark are
the ends of the ruler. The length of the ruler is the largest mark. Figure 2.17 shows two
Golomb rulers.
0 01 14 46 9 11
Figure 2.17: The first Golomb ruler has 4 marks and length 6 and the second Golomb
ruler has 5 marks and length 11.
A Golomb ruler that is of minimum length for a given number of marks is called an
optimal Golomb ruler. A perfect Golomb ruler of n marks is a Golomb ruler in which every
integer from 1 up to the length of the ruler can be measured as the distance of exactly
two marks. For example, the two Golomb rulers exhibited in Figure 2.17 are optimal
but only the first is perfect (the Golomb ruler with five marks is not perfect because the
distance 6 cannot be measured). The following result, originally proved by Simmons [107],
is obtained as a consequence of Theorem 2.21.
Theorem 2.33 (Simmons [107]). A perfect Golomb ruler of n marks exists if and only if
n ∈ {1, 2, 3, 4}.
Proof. A ruler whose only mark is 0 is trivially a perfect Golomb ruler. By inspection,
one can verify that the rulers R2 = {0, 1}, R3 = {0, 1, 3} and R4 = {0, 1, 4, 6}, where
the elements of the sets label the ruler’s marks, are perfect Golomb rulers on 2, 3 and 4
marks, respectively. Now, suppose that there exists a perfect Golomb ruler on n marks,
for n ≥ 5. By the definition, every integer from 1 up to the length of the ruler can be
measured as the distance of exactly two marks and all distances are distinct. Since there










is the total number of
edges of complete graph Kn. Then, we can use the labels on the n marks to gracefully
label the vertices of Kn, contradicting Theorem 2.21. Therefore, there exists no perfect
Golomb ruler on n ≥ 5 marks.
Determining grac(Kn) is equivalent to determining the length of an optimal Golomb
ruler on n marks [52]. By Theorem 2.33 and also by Theorem 2.21, we have that
grac(Kn) > |E(Kn)| for all n ≥ 5. Rosa [98] observed that every complete graph Kpt+1,
where p is prime and t ∈ N>0, has a ρ-labelling. Therefore, for these complete graphs we
have that grac(Kpt+1) ≤ 2|E(Kpt+1)|. However, as previously remarked, the exact value
of grac(Kn) is not known for n ≥ 24. Table 2.1 shows some known optimal Golomb rulers
on up to 11 marks. For big values of n, some of the known optimal Golomb rulers with
n marks have been obtained using heavy computer calculations.
As pointed out by López and Muntaner-Batle [82], the study of Golomb rulers is still
a very active area of research and very few optimal Golomb rulers are known. Most of the
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Order n Length Marks
1 0 0
2 1 0 1
3 3 0 1 3
4 6 0 1 4 6
5 11 0 1 4 9 11
6 17 0 1 4 10 12 17
7 25 0 1 4 10 18 23 25
8 34 0 1 4 9 15 22 32 34
9 44 0 1 5 12 25 27 35 41 44
10 55 0 1 6 10 23 26 34 41 53 55
11 72 0 1 4 13 28 33 47 54 64 70 72
Table 2.1: Optimal Golomb rulers on n marks, for 1 ≤ n ≤ 11.
current work done on Golomb rulers involves the use of parallel computing to find and
verify optimal Golomb rulers [38,95]. A list of optimal Golomb rulers on up to 23 marks
can be found at James B. Shearer’s page [106].
As discussed above, one of the forms of relaxing the graceful labelling is to expand the
set of available vertex labels but still requiring the induced edge labels to be all distinct.
However, other relaxations are possible like assigning distinct labels 0, . . . , |E(G)| to the
vertices a graph G and allowing repeated induced edge labels. Such a labelling is called
an edge-relaxed graceful labelling . Note that any graph G has an edge-relaxed graceful
labelling since any injective function f : V (G) → [0, |E(G)|] is an example of such a
labelling. The difficult task is to find an edge-relaxed graceful labelling of G with the
minimum number of repeated induced edge labels. Given a graph G, the gracesize of G,
denoted gs(G), is the maximum number of distinct induced edge labels taken over all
edge-relaxed graceful labellings of G. Note that, if gs(G) = |E(G)|, then G is graceful.
The concept of gracesize was introduced by Heinrich and Hell [57]. The pioneer work
on gracesize of trees is due to Rosa and Širáň [102], who proved that gs(T ) ≥ 5n/7,
for every tree T of order n ≥ 4. Later, Bonnington and Širáň [20] improved this lower
bound by proving that every tree T of order n ≥ 12 and with maximum degree three has
gs(T ) ≥ 5n/6. Brankovic, Rosa and Širáň [22] improved this lower bound by proving that
gs(T ) ≥ ⌊6n/7⌋ − 1 for every tree T with n vertices and with maximum degree three.
Later, Brankovic et al. [21] proved that every tree T of order n with maximum degree
three and a perfect matching has gs(T ) ≥ ⌊14n/15⌋ − 1.
A third way of relaxing the graceful labelling is to allow the function f : V (G) →
[0, |E(G)|] to be non-injective but still requiring that the induced edge labels be pairwise
distinct. A labelling f satisfying these two conditions is called a vertex-relaxed graceful
labelling . Bussel [27] investigated vertex-relaxed graceful labellings of trees and proved
that every tree T with n vertices has a vertex-relaxed graceful labelling such that the
number of distinct vertex labels is greater than n/2.
We have previously seen that all simple graphs have a range-relaxed graceful labelling
and an edge-relaxed graceful labelling. However, not all graphs have a vertex-relaxed
graceful labelling. Examples of graphs that do not have a vertex-relaxed graceful labelling
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are the complete graphs with more than four vertices. This result is immediately obtained
from Theorem 2.21 and the next proposition.
Proposition 2.34 (Bussel [27]). Let G be a graph that has a universal vertex. If G has
a vertex-relaxed graceful labelling, then G is graceful.
Proof. Note that the presence of a universal vertex v in the graph G precludes the use of
repeated vertex labels since, in order to generate distinct edge labels at the edges incident
with v, the labels of all the other vertices of G must be distinct. This implies that any
vertex-relaxed graceful labelling f : V (G) → [0, |E(G)|] of G must be an injective function
and, therefore, is a graceful labelling of G.
The ultimate goal of these relaxed versions of graceful labelling is to push the bounds
so as to completely characterize graceful graphs. For trees, this implies to solve the
Graceful Tree Conjecture. As we have seen, most of these relaxed labellings have been
investigated for trees and complete graphs but remain completely open for many other
families of graphs.
2.2.1 Forbidden subgraphs
It is natural in graph theory to think of substructures that forbid graphs in a given
class from satisfying a certain property. Such substructures can be subgraphs or induced
subgraphs and they are called forbidden subgraphs for the graph class. Although one
might think of finding forbidden subgraphs for the class of graceful graphs, Acharya et
al. [5] proved that the class of graceful graphs has no forbidden subgraphs.
Theorem 2.35 (Acharya et al. [5]). Every simple graph is an induced subgraph of a
graceful graph.
Proof. Let G be a simple graph. If G is graceful, the result follows. Then, suppose G is not
graceful. Next, we construct a graceful graph H that contains G as an induced subgraph.
Let f : V (G) → [0, k] be a range-relaxed graceful labelling of G with k = grac(G). Since
k = grac(G), there exist vertices u, v ∈ V (G) such that f(u) = 0 and f(v) = k.
Let {ℓ1, . . . , ℓr} be the set of missing induced edge labels. Let {LV , LV } be a bipartition
of {ℓ1, . . . , ℓr} such that ℓi ∈ LV if and only if there exists w ∈ V (G) such that f(w) = ℓi.
For each ℓi ∈ LV , add a vertex wi with label ℓi and add an edge connecting wi to u so
that |f(u)− f(wi)| = ℓi. For each ℓi ∈ LV , add a vertex wi with label k + ℓi and connect
wi to u and v so that |f(u)− f(wi)| = k + ℓi and |f(v)− f(wi)| = ℓi. At this point, each
ℓi is an edge-label and new missing edge labels with values greater than k may have been
introduced. However, these new missing edge labels are not vertex-labels. Thus, for each
new missing edge label t, add a new vertex wt with label t and connect wt to u so that
|f(u)− f(wt)| = t. By the construction, the resulting graph H is graceful and contains
G as an induced subgraph.
The construction presented in the proof of Theorem 2.35 is illustrated in Figure 2.18.
























Figure 2.18: Constructing a graceful graphH that contains the forestG = K1,3∪K1,3 as an
induced subgraph. Note that G does not have a graceful labelling since |V (G)| > |E(G)|.
2.3 The technique of transfers
In this section, we present a technique that allows us to transform a graceful tree T into
a new graceful tree T ′ with the same order and size as T . First, we need some definitions.
Let T be a tree and uv ∈ E(T ) be an arbitrary edge. We define Tu,v as the connected
component of T−uv that contains vertex v. We also say that Tu,v is a component incident
with vertex u. Let w be a vertex distinct from u and v, that does not belong to V (Tu,v).
We call transfer the operation of deleting edge uv from T and adding edge vw. After the
transfer operation, we say that the component Tu,v has been transferred or moved from
vertex u to vertex w. For any two distinct vertices u and w of a gracefully labelled tree
T , the notation u→ w means that we moved some components incident with vertex u to
vertex w. We say that a transfer u→ w applied to a graceful tree is safe if the resulting
tree is also graceful. Henceforth, given a graceful labelling f of a tree T , we denote a
vertex u ∈ V (T ) with f(u) = k by vk.
The following lemma establishes when a transfer performed on a graceful tree generates
another graceful tree.
Lemma 2.36 (Wang et al. [114], Hrnčiar and Haviar [58]). Let f be a graceful labelling
of a tree T and let u, v ∈ V (T ) be two distinct vertices. If u is adjacent to (not necessarily
distinct) vertices u1, u2 ∈ V (T ), such that v 6∈ V (Tuu1 ∪ Tuu2) and f(u1) + f(u2) =
f(u) + f(v), then tree T ′, obtained from T by moving components Tuu1 and Tuu2 from u
to v, is also graceful.
Proof. Let T , T ′ and f be as stated in the hypothesis. Note that V (T ) = V (T ′) and all
vertices in T ′ have the same labels under f as they have in T since the transfer operation
does not modify vertex labels. Moreover, with exception of the edges vu1, vu2 ∈ E(T ′),
all other edges of E(T ′) are also edges of E(T ) and have the same induced edge labels
under f as they have in T . Therefore, in order to prove the result, it is sufficient to show
that edges uu1, uu2 ∈ E(T ) have the same induced labels as edges vu1, vu2 ∈ E(T ′). We
consider two cases depending on whether u1 and u2 are the same vertex.
First, consider that u1 6= u2. By the hypothesis, we known that f(u1) + f(u2) =
f(u)+f(v). This implies that |f(u1)−f(u)| = |f(u)+f(v)−f(u2)−f(u)| = |f(v)−f(u2)|
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and |f(u2)− f(u)| = |f(u)+ f(v)− f(u1)− f(u)| = |f(v)− f(u1)|, as required. This case
is illustrated in Figure 2.19.




implies that |f(u1)−f(u)| =
∣∣∣ f(u)+f(v)2 − f(u)∣∣∣ = ∣∣∣f(v)−f(u)2 ∣∣∣ and also that |f(u1)−f(v)| =∣∣∣f(u)+f(v)2 − f(v)∣∣∣ = ∣∣∣f(u)−f(v)2 ∣∣∣ = ∣∣∣f(v)−f(u)2 ∣∣∣. Therefore, |f(u1) − f(u)| = |f(u1) − f(v)|,

















(b) Tree T ′.
Figure 2.19: Trees T and T ′, each with a graceful labelling. Tree T ′ is obtained from T by
transferring components Tv0,v1 and Tv0,v7 from vertex v0 to vertex v8. Since f(v1)+f(v7) =

















(b) Tree T ′.
Figure 2.20: Trees T and T ′, each one with a graceful labelling. Tree T ′ is obtained
from T by moving the component Tv1,v4 from vertex v1 to vertex v7. Since 2f(v4) = 8 =
f(v1) + f(v7), by Lemma 2.36, we have that this transfer is safe and, therefore, T ′ is
graceful.
In this thesis, we always apply safe transfers in order to move leaves u1, . . . , ur adjacent
to a vertex u to another vertex v such that v 6∈ {u1, . . . , ur}. Therefore, in order to simplify
further definitions and statements of results related to the transfer technique, we always
consider that we want to move leaves. Nevertheless, we draw the reader’s attention to the
fact that this restriction does not affect the general case in which the moved components
have more than one vertex: in order to obtain a tree after the transfer of component Tu,ui
from a vertex u to a vertex v, we only have to guarantee that v 6∈ V (Tu,ui). With this
simpler context in mind, Lemma 2.36 can be restated as follows.
Corollary 2.37 (Wang et al. [114], Hrnčiar and Haviar [58]). Let f be a graceful labelling
of a tree T and let u, v ∈ V (T ) be two distinct vertices. If u is adjacent to (not necessarily
distinct) leaves u1, u2 ∈ V (T ), such that v 6= u1, v 6= u2 and f(u1) + f(u2) = f(u) +
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f(v), then the tree T ′, obtained from T by moving leaves u1 and u2 from u to v, is also
graceful.
Let T be a gracefully labelled tree and u and v be two distinct vertices of T such that
u is incident with leaves u1, . . . , ur and v 6∈ {u1, . . . , ur}. It is often possible to safely
transfer many leaves from u to v at the same time. Next, we describe two ways of doing
this. We say that a transfer u → v is a transfer of the first type if f(u) + f(v) = 2k + p
and the labels of the transferred leaves comprise the set [k, k + p]. A transfer of the first
type is also denoted by u
[k,k+p]−−−−→ v. On the other hand, if u and v are vertices such
that f(u) + f(v) = k + l + p and the labels of the transferred leaves comprise the set
[k, k + p] ∪ [l, l + p], with k + p < l, then this transfer u → v is of the second type. A
transfer of the second type is also denoted by u
[k,k+p],[l,l+p]−−−−−−−−→ v. Note that a transfer of
the second type u
[k,k+p],[l,l+p]−−−−−−−−→ v is equivalent to u [k,l+p]−−−→ v followed by v [k+p+1,l−1]−−−−−−−→ u,
which are two transfers of the first type. These two types of transfers are illustrated in
Figure 2.21 and Lemma 2.38 shows that they are safe transfers.
3
2 1
4 5 6 7 8 9
10 110
(a) Graceful tree T .
3
2 1
4 5 6 78 9
10 110
(b) Graceful tree T ′.
3
2 1
4 56 7 8 9
10 110
(c) Graceful tree T ′′.
Figure 2.21: Three graceful trees T , T ′ and T ′′. Tree T ′ is obtained from T by transfer
v11
[5,7]−−→ v1 of the first type and tree T ′′ is obtained from T by applying transfer v11 [3,5],[7,9]−−−−−→
v1 of the second type.
Lemma 2.38 (Mishra and Panigrahi [87]). Let T be a tree with a graceful labelling f .
Also, let u and v be two distinct vertices of T such that u is adjacent to a set of leaves S
with labels s, . . . , s+ p, with s < s+ p, satisfying the following properties:
(i) {s, . . . , s+ p} ∩ {f(u), f(v)} = ∅; and
(ii) either f(u) + f(v) = 2s+ p+ 1 or f(u) + f(v) = 2s+ p− 1.
Then, the following statements are true:
(a) let nu = 2r+1 be an odd integer such that 1 ≤ nu < |S|. If f(u) + f(v) = 2s+ p+1,
then it is possible to make a safe transfer u
[s+r+1,s+p−r]−−−−−−−−→ v of the first type, leaving
nu leaves of S adjacent to vertex u. Moreover, if f(u) + f(v) = 2s+ p− 1, then it is
possible to make a safe transfer u
[s+r,s+p−r−1]−−−−−−−−→ v of the first type, leaving nu leaves of
S adjacent to vertex u.
(b) let nu = 2r be an even integer such that 2 ≤ nu < |S|. If |S| is even and f(u)+f(v) =





of the second type, leaving nu leaves of S adjacent to vertex u. Moreover, if |S|
is even and f(u) + f(v) = 2s + p − 1, then it is possible to make a safe transfer






,s+p−r]−−−−−−−−−−−−−−−−−−−→ v of the second type, leaving nu leaves of S adjacent to
vertex u.
Proof. Let T, f, u, v,S be as stated in the hypothesis. We analyse two cases.
Case (a). Let nu = 2r + 1 be an odd integer with 1 ≤ nu < |S|. First, assume that
f(u) + f(v) = 2s+ p+1. In this case, we leave 2r+1 leaves adjacent to u, which consist
of the leaf with label s plus the pairs of leaves with labels s + 1 + i and s + p − i, for
0 ≤ i ≤ r − 1, and we move the rest of the leaves of S to v. Note that the labels of the
leaves that are moved to v are the integers in the set [s + r + 1, s+ p− r]. Moreover, by




can be safely transferred to v since (s+r+1+i)+(s+p−r−i) = 2s+p+1 = f(u)+f(v).
Therefore, the transfer of the first type u
[s+r+1,s+p−r]−−−−−−−−→ v is safe, as asserted.
Now, suppose that f(u) + f(v) = 2s + p− 1. In this case, we move from u to vertex
v all the leaves with labels in the set [s+ r, s+ p− r− 1] and leave the rest of the leaves
of S adjacent to u. By a reasoning similar to the previous case, the transfer of the first
type u
[s+r,s+p−r−1]−−−−−−−−→ v is safe and exactly 2r + 1 leaves of S are left adjacent to vertex u,
as required.
Case (b). Let nu = 2r be an even integer, with 2 ≤ nu < |S|, and let |S| be even.
This implies that p is odd. First, suppose that f(u) + f(v) = 2s+ p+ 1. In this case, we
move from vertex u to vertex v the pairs of leaves with labels s+r+ i and s+p+1−r− i,
for 0 ≤ i ≤ p−2r−1
2
. Note that the leaves of S which are left adjacent to vertex u have
labels in the set [s, s + r − 1] ∪ {2s+p+1
2
} ∪ [s + p + 2 − r, s + p] and the cardinality of
this set is exactly 2r. Moreover, by Corollary 2.37, for each i ∈ [0, p−2r−1
2
], the pairs of
leaves with labels s + r + i and s + p + 1 − r − i can be safely transferred to v since
(s + r + i) + (s + p + 1 − r − i) = 2s + p + 1 = f(u) + f(v). Therefore, the transfer of




,s+p+1−r]−−−−−−−−−−−−−−−−−−−→ v is safe, as asserted. The proof for the case
f(u) + f(v) = 2s+ p− 1 is similar.
Let T be a tree with a graceful labelling f and let v1, . . . , vk be k distinct vertices of
T such that v1 is adjacent to a set of leaves S = {u1, . . . , ur}, with S ∩ {v1, . . . , vk} = ∅.
Many authors [12,58,87,110,114] have observed that, if the labels of the vertices v1, . . . , vk
and u1, . . . , ur satisfy certain conditions, then it is possible to start at vertex v1 and make
a sequence of safe transfers v1 → v2 → v3 → . . .→ vk such that, at the end, each vertex
vi of the sequence is adjacent to a positive number of leaves of the original set S. Two
conditions frequently imposed to vertices v1, . . . , vk are:
(i) for every i, j ∈ [1, k], with i odd and j even, we have that f(vi) = f(vi+2) + 1
and f(vj) = f(vj+2)− 1, that is, labels f(v1), f(v2), f(v3), f(v4), . . . form a sequence
a, b, a− 1, b+ 1, . . ., where a, b ∈ [0, |E(T )|];
(ii) for every i, j ∈ [1, k], with i odd and j even, we have that f(vi) = f(vi+2) − 1
and f(vj) = f(vj+2) + 1, that is, labels f(v1), f(v2), f(v3), f(v4), . . . form a sequence
a, b, a+ 1, b− 1, . . ., where a, b ∈ [0, |E(T )|].
When vertices v1, . . . , vk satisfy any of these two conditions, we say that the labels of
v1, . . . , vk form an alternating sequence of labels.
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Lemma 2.39 and Lemma 2.40 show how to use vertices with an alternating sequence of
labels along with some additional conditions in order to make a sequence of safe transfers
of the second type in a gracefully labelled tree. The way Lemma 2.39 works is illustrated
in Figure 2.22 and item (a) of Lemma 2.40 is illustrated in Figure 2.23.
Lemma 2.39 (Mishra and Panigrahi [87]). Let T be a tree with a graceful labelling f
satisfying the following two properties:
(i) there exist distinct vertices in T with labels a− r1, . . . , a, b, . . . , b+ r2 such that a < b
and r1, r2 ∈ Z≥0;
(ii) the vertex with label a is adjacent to a set of leaves S with labels s, . . . , s + p, such
that:
(a) p ≥ 2;
(b) {s, . . . , s+ p} ∩ {a− r1, . . . , a, b, . . . , b+ r2} = ∅; and
(c) either a+ b = 2s+ p+ 1 or a+ b = 2s+ p− 1.
For each x ∈ X = {a − r1, . . . , a, b, . . . , b + r2}, let vx be the vertex of T with label x
and let nx be an even positive integer. If
∑
x∈X nx = |S|, then it is possible to make the
sequence of safe transfers of the second type va → vb → va−1 → vb+1 → va−2 → vb+2 →
. . . → vz, where z = a − r1 or z = b + r2, leaving, for each vx in the sequence, precisely
nx (additional) leaves adjacent to vx.
Lemma 2.40 (Mishra and Panigrahi [87]). Let T be a tree with a graceful labelling f
satisfying the following two properties:
(i) there exist distinct vertices in T with labels a, . . . , a+r1, b−r2, . . . , b such that a < b,
a+ r1 < b− r2, and r1, r2 ∈ Z≥0;
(ii) the vertex with label a is adjacent to a set of leaves S with labels s, . . . , s + p, such
that:
(a) p ≥ 2;
(b) {s, . . . , s+ p} ∩ {a, . . . , a+ r1, b− r2, . . . , b} = ∅; and
(c) either a+ b = 2s+ p+ 1 or a+ b = 2s+ p− 1.
For each x ∈ X = {a, . . . , a+ r1, b− r2, . . . , b}, let vx be the vertex of T with label x and
let nx be a positive integer. Then, the following statements are true:
(a) if na + nb + na+1 = |S| with na odd, nb and na+1 even, then it is possible to make a
safe transfer of the first type va → vb, leaving na (additional) vertices adjacent to va,




x∈X nx = |S| and each nx is even, then it is possible to make the sequence of safe
transfers of the second type va → vb → va+1 → vb−1 → va+2 → vb−2 → . . . → vz,
where z = a + r1 or z = b − r2, leaving, for each vx in the sequence, precisely nx
(additional) leaves adjacent to vx.




(a) Tree T with a graceful labelling f . Note that vertex v2 is adjacent to a set S of leaves with
labels 3, . . . , 14 and T has an alternating sequence of vertices v2, v16, v1, v17, v0. In order to apply
Lemma 2.39, we set a = 2, b = 16, r1 = 2, r2 = 1, s = 3, s+p = 14 and z = a−r1 = 0. By inspection,
it is possible to verify that these values satisfy the hypothesis of Lemma 2.39. Therefore, we can
apply the lemma in order to perform a sequence of safe transfers of the second type v2 → v16 → v1 →
v17 → v0 leaving a positive even number of leaves of S adjacent to each vertex of the sequence. The
quantity of leaves we will leave adjacent are, respectively, n2 = 2, n16 = 2, n1 = 4, n17 = 2, n0 = 2.
Note that n2 + n16 + n1 + n17 + n0 = 12 = |S|, as required. In order to make the first transfer
of the sequence, we leave v3 and v9 adjacent to v2 and move the remaining leaves of S to v16. By
Corollary 2.37, each pair of vertices with labels 4 + i and 14 − i, for 0 ≤ i ≤ 4, can be safely







(b) In order to make the required transfer of the
second type v16 → v1, we leave v8 and v14 adjacent
to v16 and move the remaining leaves from v16 to
v1. By Corollary 2.37, each pair of vertices with
labels 4 + i and 13 − i, for 0 ≤ i ≤ 3, can be
safely transferred to v1 since (4 + i) + (13 − i) =










(c) In order to make the required transfer of the
second type v1 → v17, we leave v4, v5, v10 and v13
adjacent to v1 and move the remaining leaves from
v1 to v17. By Corollary 2.37, each pair of vertices
with labels 6 + i and 12− i, for 0 ≤ i ≤ 1, can be
safely transferred to v17 since (6 + i) + (12 − i) =











(d) In order to make the required transfer of the second type v17 → v0, we leave v7 and v12 adjacent
to v17 and move the remaining leaves from v17 to v0. By Corollary 2.37, the vertices v6 and v11 can be







(e) Resulting tree obtained from T by a sequence of safe transfers of the second type.
Figure 2.22: Illustration of Lemma 2.39.





(a) Tree T with a graceful labelling f . Note that vertex v1 is adjacent to a set of leaves S =
{v4, . . . , v16} and T has an alternating sequence of vertices v1, v18, v2. In order to apply item (a)
of Lemma 2.40, we set a = 1, b = 18, r1 = 1, r2 = 0, s = 4, s + p = 16, na = 5, nb = 2,
and na+1 = 6. By inspection, it is possible to verify that these values satisfy the hypothesis of
Lemma 2.40. Therefore, we can apply the item (a) of the lemma in order to make a transfer of the
first type v1 → v18, leaving na = 5 leaves of S adjacent to v1, followed by a transfer of the second
type v18 → v2, leaving nb = 2 leaves S adjacent to v18. In order to make the first transfer, we leave
v4, v5, v14, v15, v16 adjacent to v1 and move the remaining leaves of S to v18. By Corollary 2.37,
each pair of vertices with labels 6 + i and 13 − i, for 0 ≤ i ≤ 3, can be safely transferred to v18
since (6 + i) + (13− i) = 19 = f(v1) + f(v18). The resulting tree is shown in Figure 2.23(b).
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(b) In order to make the required transfer of the second type v18 → v1, we leave v6 and v10
adjacent to v18 and move the remaining leaves from v18 to v2. By Corollary 2.37, each pair
of vertices with labels 7 + i and 13 − i, for 0 ≤ i ≤ 2, can be safely transferred to v1 since
(7 + i) + (13− i) = 20 = f(v18) + f(v2). The resulting tree is shown in Figure 2.23(c).
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(c) Resulting tree obtained from T by a sequence of safe transfers v1 → v18 → v2.
Figure 2.23: Illustration of item (a) of Lemma 2.40.
One of the first appearances of the technique of transfers is in the work of Wang et
al. [114], in 1994, in which the authors use transfers to construct a class of graceful lobsters.
Nevertheless, it was only seven years later that the technique of transfers became well-
known, due to the work of Hrnčiar and Haviar [58]. By using transfers, complementary
labellings and other ideas they proved that all trees with diameter four or five are graceful.
It is still unknown if all trees with diameter greater than five are graceful. The technique
of transfers was also used by Mishra and Panigrahi [85–89] to construct many families of
graceful lobsters. In 2007, Balbuena et al. [12] used transfers to prove that some families
of rooted trees are graceful. In 2013, Superdock [110] used transfers and other ideas to
show that some families of trees with diameter six are graceful.
In Chapter 3 of this thesis, we use the technique of transfers to prove that many infinite
families of caterpillars are 0-rotatable. Our results in Chapter 3 reinforce a conjecture
that says that all caterpillars with diameter at least five are 0-rotatable.
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2.4 Trees with no α-labelling
Many advancements towards a solution of the Graceful Tree Conjecture use α-labellings
as a main tool. For example, all lower bounds on the gracesize of trees presented in
Section 2.2 were obtained using α-labellings of trees. In fact, as can be seen in Chapter 4,
α-labellings possess special properties that allow us to combine two trees with α-labellings
in order to obtain a larger tree that also has an α-labelling. A first example of these gluing
properties was shown in the proof of Theorem 2.10.
As noted in page 31, not all trees have α-labellings. For example, Rosa [98] proved that
by subdividing each edge of a star K1,q exactly once, q ≥ 3, we obtain a tree that does not
have α-labellings. Thus, since not all trees have α-labellings and given the importance
of α-labellings in the developments of the Graceful Tree Conjecture, it seems relevant
to exhibit classes of trees without α-labellings. In this section, we present some known
families of trees that do not have α-labellings. We first introduce some definitions and
auxiliary lemmas.
Let G be a bipartite graph. A labelling f : V (G) → Z is bipartite if there exists an
integer k such that, for every edge uv ∈ E(G), either f(u) ≤ k < f(v) or f(v) ≤ k < f(u).
Note that an α-labelling is a bipartite graceful labelling. Figure 2.24 shows a tree with a








Figure 2.24: A path P6 with a bipartite labelling and with a bipartite graceful labelling.
Each edge uv ∈ E(P6) is shown with its induced label |f(u)− f(v)|.
Let T be a tree with an injective labelling f : V (T ) → [0, |E(T )|]. Define the edge








mod 2 = 1
2
(|V | − 1)|V | mod 2.
Hence, the edge parity of T is 0 if |V | ≡ 0, 1 (mod 4) and 1, if |V | ≡ 2, 3 (mod 4).




mod 2 is the sum of all edge labels
modulo 2. Define the vertex parity of T under f to be (
∑
v∈V (G) d(v)f(v)) mod 2 or,
equivalently, to be the parity of the number of vertices of odd degree with odd label.
Brinkmann et al. [23] presented the following necessary condition for an injective
bipartite labelling to be an α-labelling.
Theorem 2.41 (Brinkmann et al. [23]). Let f : V (T )→ [0, |E(T )|] be an injective bipar-
tite labelling of a tree T . If f is an α-labelling, then the edge parity of T and the vertex
parity of T under f are equal.
Proof. Let T be a tree with an α-labelling f . Also, let {V1, V2} be the bipartition of T such
that the labels of the vertices in V1 are smaller than the labels of the vertices in V2 (this
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 mod 2. (2.3)
Note that, for each v ∈ V (T ), the value f(v) occurs exactly d(v) times in the sum at the















which is, in fact, the vertex parity of T under f . Therefore, the edge parity of T and the
vertex parity of T under f are equal.
As noted by Brinkmann et al. [23], while the edge parity is a property of the tree that
does not depend on the labelling, the vertex parity in general does. However, Brinkmann
et al. [23] proved that, for some families of trees, the vertex parity does not depend on
the labelling but only on the tree. This result is presented as follows.
Lemma 2.42 (Brinkmann et al. [23]). Let T be a tree with bipartition {V1, V2} and
let f : V (T ) → [0, |E(T )|] be an injective bipartite labelling of T . Then, the following
statements are true:
(i) if all vertices of T have odd degree, then the vertex parity of T under f is the parity
of the number of odd integers in the set [0, |E(T )|];
(ii) if all vertices in V1 have even degree and all vertices in V2 have odd degree, then the
vertex parity of T under f is equal to |V2|
2
mod 2.
Proof. Let T be a tree with bipartition {V1, V2}. Also, let f : V (T ) → [0, |E(T )|] be an
injective bipartite labelling of T . First, suppose that all vertices of T have odd degree.
By the definition, the vertex parity of T under f is (
∑
v∈V (G) d(v)f(v)) mod 2, which is
the parity of the number of vertices of odd degree with odd label. Since all vertices of T
have odd degree, this number is equal to parity of the number of odd integers in the set
[0, |E(T )|].
Now, suppose that all vertices in V1 have even degree and all vertices in V2 have odd
degree. By the definition, the vertex parity of T under f is (
∑
v∈V (G) d(v)f(v)) mod 2.
Since all vertices of odd degree belong to V2, the vertex parity of T is the parity of the
number of vertices of V2 with odd label. Since the number of vertices with odd degree in
a graph is even, |V2| is even. Moreover, since f is a bipartite labelling and T is a tree,
the labels assigned to the vertices of V2 are either in the set [0, |V2| − 1] or in the set
[|V1|, |V1| + |V2| − 1]. This implies that the vertex parity of T is either the parity of the
number of odd integers in [0, |V2| − 1] or in [|V1|, |V1|+ |V2| − 1]. Since |V2| is even, these
parities are the same and are equal to |V2|
2
mod 2.
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In view of Lemma 2.42, when a tree T has a bipartition {V1, V2} so that the parity
of the vertex degrees is the same for all vertices in the same part, the vertex parity of T
is the same for every bipartite labelling f assigned to T and depends only on T . In this
case, we talk about the vertex parity of the tree.
We say that a tree T has the parity property if: (a) the parity of the vertex degrees is
the same for all vertices in the same part of the bipartition of V (T ); and (b) the vertex
parity of T and the edge parity of T are different. The following result presents some
properties of trees that have the parity property.
Lemma 2.43 (Brinkmann et al. [23]). If a tree T has the parity property, then
(i) T does not have an α-labelling;
(ii) All vertices in one of the parts of T have even degree;
(iii) T has an odd number of vertices.
Proof. Let T be a tree that has the parity property. Case (i). By Theorem 2.41, T does
not have an α-labelling since the vertex parity of T and the edge parity of T are different.
Case (ii). Suppose T has only vertices of odd degree. By the definition, the vertex
parity of T is (
∑
v∈V (T ) d(v)f(v)) mod 2 = (
∑
v∈V (T ) f(v)) mod 2 = (
∑|V (T )|−1
i=0 i) mod 2 =
(
∑|V (T )|−1
i=1 i) mod 2. However, since (
∑|V (T )|−1
i=1 i) mod 2 is also the edge parity of T , we
conclude that T does not have the parity property, which is a contradiction. Therefore,
T contains at least one vertex v of even degree and, since T has the parity property, all
vertices in the same part of v have even degree.
Case (iii). By the previous case, one of the bipartition classes of T contains only
vertices of even degree. This implies that |E(T )| is also even. Therefore, the number of
vertices of T , |E(T )|+ 1, is an odd number.
Using the facts provided by Theorem 2.41, Lemma 2.42, and Lemma 2.43, it is not
difficult to construct examples of trees that do not have α-labellings. An example of such
a tree is shown in Figure 2.25.
A family of trees that do not have α-labellings is presented in Theorem 2.44.
Theorem 2.44 (Huang et al. [59], Brinkmann et al. [23]). Let T be a tree with 4k vertices,
k ≥ 1, all of odd degree, and let T ′ be the tree obtained from T by subdividing each edge
of T exactly once. Then, T ′ has no α-labelling.
Proof. Let T and T ′ be as stated in the hypothesis and let {V1, V2} be a bipartition of T ′
such that V1 is the set of all vertices of degree two and V2 is the set of all vertices of odd
degree. By Lemma 2.43, in order to prove the result, it is sufficient to show that T ′ has
the parity property. By the definition of V2 and by the fact that the number of vertices
of odd degree in a graph is even, we have that |V2| is even. Since |V (T ′)| = 8k − 1, the
edge parity of T ′ is 1. On the other hand, the vertex parity of T ′ is the parity of the
number of vertices of odd degree with odd label. By Lemma 2.42, the vertex parity of T ′
is |V2|
2
mod 2 = 4k
2
mod 2 = 0. Therefore, since the edge parity of T and the vertex parity
of T are different, we conclude that T has the parity property.
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Figure 2.25: A tree T that does not have α-labellings. Note that V (T ) has a part formed
by the black vertices, all of odd degree, and another formed by the white vertices, all
of even degree. Since |V (T )| = 37, the edge parity of T is 1
2
(37 − 1)37 mod 2 = 0. On
the other hand, since all odd degree vertices belong to the same part and there are 22
of them, by Lemma 2.42, the vertex parity of T is 22
2
mod 2 = 1. Therefore, T has the
parity property and, by Lemma 2.43, T does not have an α-labelling.
In Theorem 2.45 we present a new family of trees that do not have α-labellings. This
family is a generalization of the family presented in Theorem 2.44.
Theorem 2.45. Let t be a positive odd integer and T be a tree with 4k vertices, k ≥ 1,
all with odd degree. Then, tree T ′, obtained from T by performing the three operations
described below, does not have α-labellings:
(i) for each leaf w ∈ V (T ), add t new vertices, linking them to w;
(ii) subdivide each edge uv ∈ E(T ) with dT (u) > 1 and dT (v) > 1, thereby creating a
new vertex xuv;
(iii) for each vertex xuv created in item (ii), add t− 1 new vertices, linking them to xuv.
Proof. Let t, T and T ′ be as stated in the hypothesis. By Lemma 2.43, in order to prove
the result, it is sufficient to show that T ′ has the parity property.
Let {VO, VE} be a bipartition of V (T ′) such that VE = {v ∈ V (T ′) : dT ′(v) is even}
and VO = V (T ′)\VE . Set VE comprises all vertices xuv, created in item (ii), and all
vertices w ∈ V (T ′) corresponding to leaves of T . Note that the vertices of VE are pairwise
nonadjacent since: (i) vertex w ∈ VE is adjacent to t leaves and to a vertex u ∈ V (T ′)
that corresponds to a non-leaf vertex in T ; and (ii) vertex xuv ∈ VE is adjacent to t − 1
new leaves and to two vertices u, v ∈ V (T ′) that correspond to non-leaf vertices in T .
Moreover, note that every vertex of VE has degree t + 1, which is even.
By the definition, VO = V (T ′)\VE , that is, VO comprises all leaves of T ′ and all
vertices u, v that are neighbours of vertices xuv. Leaves have degree one and, for each
vertex xuv ∈ V (T ′), the degrees of its neighbours u and v in T ′ are the same as their
corresponding in T , which are odd by the hypothesis. Hence, all vertices of VO have odd
degree. Furthermore, the vertices of VO are pairwise nonadjacent since a leaf of T ′ is
adjacent either to a vertex xuv or a vertex that corresponds to a leaf in T . Therefore, we
conclude that {VO, VE} is a bipartition of T ′ such that all vertices of VE have even degree
and all vertices of VO have odd degree; it remains to show that the edge parity of T ′ is
different from the vertex parity of T ′.
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By the definition of T ′, |V (T ′)| = |V (T )|(t+ 1)− t (to see this, observe that V (T ) ⊂
V (T ′) and that, for each edge of T , exactly t new vertices are added so as to construct T ′).





(|V (T ′)| − 1)|V (T ′)|) mod 2. Hence, considering the possible values of t modulo 4,
the edge parity of T ′ is:
(





1, if t ≡ 1 (mod 4); (2.4)
0, if t ≡ 3 (mod 4). (2.5)
By item (ii) of Lemma 2.42, the vertex parity of T ′ is equal to (|VO|/2) mod 2. We
claim that |VO| = (|V (T )| − 1)t+ 1. In order to see this, let |V (T )| = |I|+ |L| such that
L is the set of leaves of T and I = V (T )\L. By the construction of T ′,
|VO| = (|I| − 1)(t− 1) + |I|+ |L|t
= (|I|+ |L|)t− t + 1
= (|V (T )| − 1)t + 1.
Thus, |VO| = (4k − 1)t + 1 and, again considering the possible values of t modulo 4,
we conclude that the vertex parity of T ′ is:
(





0, if t ≡ 1 (mod 4); (2.6)
1, if t ≡ 3 (mod 4). (2.7)
Therefore, we conclude that the edge parity and the vertex parity of T ′ are different,
completing the proof.
In the same paper where Huang, Kotzig and Rosa [59] proved Theorem 2.44, they
also proved that all lobsters with diameter four not isomorphic to caterpillars do not have
α-labellings. This result is presented in Theorem 2.47 and its proof uses the following
lemma.
Lemma 2.46 (Huang et al. [59]). Let T be a caterpillar with diameter four and let
w ∈ V (T ) be the central vertex of T . Then, there is no α-labelling f of T such that
f(w) = 0.
Proof. Let T be a caterpillar with diameter four and m edges. Let w be the central vertex
of T and u1, . . . , ur be the leaves adjacent to w. Let v1, v2 be the non-leaf vertices adjacent
to w such that v1,1, v1,2 . . . , v1,q1 are the leaves adjacent to v1 and v2,1, v2,2 . . . , v2,q2 are the
leaves adjacent to v2. See Figure 2.26 for a sketch of T .
Suppose there exists an α-labelling f of T with separator k ∈ [0, m] such that f(w) = 0.
Then, by the definition of f , vertices v1, v2, u1, . . . , ur have labels greater than k and
vertices v1,1, . . . , v1,q1, v2,1, . . . , v2,q2 have labels smaller than or equal to k. This implies
that the labels of the edges incident with w are exactly k + 1, k + 2, . . . , m. Without loss
of generality, let f(v2,1) = 1. Then, f(v2) = k + 1 because all edge labels greater than k
already appear at the edges incident with w. Let j be the smallest label not appearing
at the vertices v2,1, v2,2, . . . , v2,q2. Note that j ≥ 2. This implies that {1, . . . , j − 1} ⊆
LfNT (v2)\{w} and all the labels k, . . . , k − j + 2 appear at edges incident with v2. By the
Chapter 2. The Graceful Tree Conjecture 65
definition of j, there exists v1,i such that f(v1,i) = j. Moreover, f(v1)− j ≤ k− j+1 since
all edge labels greater than k− j+1 appear at edges incident with v2 or w. However, this
implies that f(v1) ≤ k + 1, which is impossible to satisfy since all labels smaller than or








Figure 2.26: Sketch of a caterpillar with diameter four.
Theorem 2.47 (Huang et al. [59]). Let T be a lobster with diameter four such that T is
not a caterpillar. Then, T does not have an α-labelling.
Proof. Suppose that there exist lobsters with diameter four, not isomorphic to caterpillars,
and with α-labellings. Let T be such a lobster with the minimum number m of edges.
We refer to the vertices of T as follows: T has a central vertex w, adjacent to leaves
u1, . . . , ur, and to non-leaf vertices v1, v2, . . . , vp. Moreover, for each i ∈ {1, . . . , p}, vertex
vi is adjacent to leaves vi,1, vi,2 . . . , vi,qi (see Figure 2.26 for an example in which p = 2).
Let f : V (T ) → [0, m] be an α-labelling of T with separator k, k ∈ [0, m]. Let e be
the edge of T with label f(e) = m. We consider three cases depending on the endpoints
of e: e = wui; e = wvi; or e = vivi,j .
Case 1. e is an edge wui.
Suppose that f(w) = 0 and f(ui) = m (otherwise, take the complementary labelling).
Let T ′ = T −ui. Note that f restricted to T ′ is an α-labelling of T ′ and |E(T ′)| < |E(T )|,
contradicting the choice of T .
Case 2. e is an edge vivi,j.
In this case, e = vivi,j, where vi,j is a leaf and i ∈ [1, p]. Without loss of generality,
we can assume that f(vi,j) = m and f(vi) = 0. Let T ′ be the tree obtained from T by
removing vi,j . Note that the restriction of f to T ′ is an α-labelling. By this fact and by
the minimality of T , we obtain that T ′ is a caterpillar with diameter four and so, vi is a
vertex of degree two in T , adjacent to vi,j and w. Note that this implies f(w) = m − 1.
Hence vi is a leaf in T ′ and T ′ admits an α-labelling f ′ in which vi has label m − 1 and
w is labelled 0, by complementary labelling. Thus, f ′ is an α-labelling of the caterpillar
T ′ that assigns label 0 to w, contradicting Lemma 2.46.
Case 3. e is an edge wvi.
Without loss of generality, consider e = wv1, f(v1) = 0 and f(w) = m. Then, the
neighbours of w have labels 0, 1, . . . , k and the edge labels m,m− 1, . . . , m− k appear at
the edges incident with vertex w (note that k ≥ 2). Since edge label m − 1 appears at
an edge incident with w, vertex label m − 1 cannot be assigned to any neighbour of v1.
Chapter 2. The Graceful Tree Conjecture 66
Thus, without loss of generality, assume that f(v2,1) = m−1. This implies that f(v2) = k
since any other value smaller than k would generate a repeated edge label on the edge
v2v2,1. Let t be the largest label not appearing at the vertices of {v2,1, v2,2, . . . , v2,q2}. This
implies that labels t + 1, . . . , m − 1 all appear in some vertex of {v2,1, v2,2, . . . , v2,q2} and
m−k−1, . . . , t+1−k appear at edges incident with v2. Moreover, vertex label t appears
at some leaf vi,j adjacent to a vertex vi, i 6= 2, with label at most k − 1. However, this is
a contradiction since the label of the edge vivi,j is greater than or equal to t+ 1− k and,
therefore, is a repeated edge label.
As shown in Theorem 2.4, if a bipartite graph with m edges has an α-labelling, then
it cyclically decomposes the complete graph K2pm+1, for p an arbitrary positive integer.
Therefore, for graph decompositions of the complete graph K2pm+1, the most desirable
labelling (among α, β, σ and ρ) of a bipartite graph would be an α-labelling.
Some families of trees are known to possess α-labellings [49]. For example, by The-
orem 2.19, all caterpillars have α-labellings. A next step would be to consider the class
of lobsters. By Theorem 2.47, we know that not all lobsters have α-labellings. In fact,
it is still unknown if all lobsters have a graceful labelling and the lobsters that do not
have α-labellings are also not fully characterized. In fact, in one of our results, presented
in Chapter 4, we prove that some families of lobsters with maximum degree three have
α-labellings.
Despite the fact that the Graceful Tree Conjecture is still open for lobsters, it is well-
known that all lobsters have σ-labellings [49] (this result is shown in Corollary 4.1), which
implies that the Ringel-Kotzig Conjecture is true for lobsters.
2.5 Strongly-graceful labellings
In this section, we discuss a special type of graceful labelling, introduced by Broersma
and Hoede [24] and that is defined only for trees that have a perfect matching.
Let T be a tree with a perfect matching M . A labelling f of T is strongly-graceful if
f is a graceful labelling and, additionally, f(u) + f(v) = |E(T )| for every edge uv ∈ M .











Figure 2.27: A tree with a perfect matching and a strongly-graceful labelling.
Let f be a strongly-graceful labelling of a tree T with a perfect matchingM . There are
some properties that arise directly from the definition. For instance, for every edge uv ∈
M , the induced label of uv is |f(u)− f(v)| = |f(u)− (|E(T )| − f(u))| = |2f(u)−|E(T )||,
which is an odd number since |E(T )| is odd. Thus, the parities of the endpoints of
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each edge in M are different. Moreover, since f is a graceful labelling, the labels of the
edges in E(T )\M are the even numbers in set {1, . . . , |E(T )|}. Therefore, the endpoints
of each edge in E(T )\M have the same parity. These observations are summarized in
Proposition 2.48.
Proposition 2.48. Let f be a strongly-graceful labelling of a tree T with a perfect match-
ing M . Then, f(u) 6≡ f(v) (mod 2), if uv ∈ M and f(u) ≡ f(v) (mod 2), otherwise.
Thus, LfM = {2i+ 1: 0 ≤ i ≤ ⌊|E(T )|/2⌋} and LfE(T )\M = {2i : 1 ≤ i ≤ ⌊|E(T )|/2⌋}.
Given a tree T with perfect matching M , the contree of T is the tree T ′ obtained from
T by contracting all the edges ofM . In their article, Broersma and Hoede [24] also proved
the following result.
Theorem 2.49 (Broersma and Hoede [24]). If the contree of a tree T with a perfect
matching has a graceful labelling, then T has a strongly-graceful labelling.
In order to prove Theorem 2.49, Broersma and Hoede [24] defined a construction
(described below) that is used in some of our proofs in Chapter 4. This construction
allows us to obtain a strongly-graceful labelling of a tree T with a perfect matching from
any graceful labelling of its contree.
Broersma-Hoede’s construction. Let T be a tree with a perfect matching M . By
Proposition 2.48, in a strongly-graceful labelling f of T , we have f(u) 6≡ f(v) (mod 2),
if uv ∈ M , and f(u) ≡ f(v) (mod 2), otherwise. Note that, once the parity of the label
of one vertex of T is known, the parities of the labels of the other vertices are uniquely
determined since T is a tree. Thus, the first step of the construction is to choose the parity
of the label of an arbitrary vertex v of T and, then, obtain the parity of the labels of the
remaining vertices. This step is illustrated in Figure 2.28(a). Next, consider a graceful
labelling f ′ of the contree T ′ of T . Modify f ′ so that, for each vertex xuv ∈ V (T ′),
xuv is assigned label 2f ′(xuv), as illustrated in Figure 2.28(b) and Figure 2.28(c). Let
uv ∈ M . Considering that v has even parity and u has odd parity, assign label 2f ′(xuv)
to v and label |E(T )| − 2f ′(xuv) to u. Broersma and Hoede proved that this assignment
is a strongly-graceful labelling of T .
Let T be a tree with a perfect matching M and let uv ∈ M , u, v ∈ V (T ). Let T ′ be
the contree of T and xuv ∈ V (T ′) be the vertex of T ′ that corresponds to edge uv. One
of the first steps of Broersma-Hoede’s construction is to choose the parity of the labels of
the vertices of T . By Proposition 2.48, there are only two possibilities for the labels of the
endpoints of the edge uv: either u is even and v is odd or u is odd and v is even. Moreover,
as we discussed, each one of these two possibilities completely determines the parities of
the labels of the other vertices of T . This implies that a given graceful labelling of the
contree of T can, in fact, generate two strongly-graceful labellings f and f ′ of the tree T .
Furthermore, it is not difficult to see that f and f ′ are complementary labellings since,
for each edge of M , its endpoints have labels x and |E(T )| − x, with different parities.
These observations lead us to the following lemma.
Lemma 2.50 (Broersma and Hoede [24]). Let T be a tree with a perfect matching M
and uv ∈ M , u, v ∈ V (T ). Let T ′ be the contree of T and let x ∈ V (T ′) be the vertex









(a) A tree T with a perfect matching. Each vertex of
T is labelled with letters O or E, where letter O means






(b) Contree T ′ of tree T with






(c) A new labelling of T ′
obtained by assigning label








(d) Strongly-graceful labelling f of T . The even label
f(v) is taken from the previous labelling of T ′ and the
odd label is |E(T )| − f(v).
Figure 2.28: Construction of a strongly-graceful labelling f for a tree T with a perfect
matching. Note that, in this case, f is also an α-labelling.
corresponding to edge uv. If T ′ has a graceful labelling f ′, with f ′(x) = 0, then T has two
strongly graceful labellings f1 and f2, such that: (i) f1(u) = 0 and f1(v) = |E(T )|; (ii)
f2(u) = |E(T )| and f2(v) = 0.
Broersma and Hoede [24] also showed the following equivalence between graceful trees
and strongly-graceful trees.
Theorem 2.51 (Broersma and Hoede [24]). Every tree has a graceful labelling if and only
if every tree with a perfect matching has a strongly-graceful labelling.
Proof. First, suppose that every tree has a graceful labelling and let T be a tree with
a perfect matching. Since the contree of T is also a tree, it has a graceful labelling
and, by Theorem 2.49, T has a strongly-graceful labelling. Now, suppose that every
tree with a perfect matching has a strongly-graceful labelling and let T be an arbitrary
tree with vertex set V (T ) = {v1, . . . , vn}. We construct a new tree T ′ with a perfect
matching, such that T ⊂ T ′, as follows: for each vertex vi ∈ V (T ), 1 ≤ i ≤ n, add a
new vertex ui and an edge viui linking vi to ui. It is not difficult to see that the set
M = {uivi : 1 ≤ i ≤ n} is a perfect matching of T ′. By the hypothesis, T ′ has a strongly-
graceful labelling f : V (T ′)→ [0, 2n−1]. By Proposition 2.48, the edges in E(T ′)\M have
even labels 2, 4, . . . , 2n− 2 under f and the edges in M have odd labels 1, 3, . . . , 2n− 1.
Without loss of generality, we may assume that all f(vi) are even and all f(ui) are odd
(otherwise, we use the complementary labelling of f). Thus, define g(vi) = 12f(vi). Then,
{g(vi) : 1 ≤ i ≤ n} = [0, n− 1] and the edges of T have labels 1, 2, . . . , n− 1. Therefore,
g : V (T )→ [0, n− 1] is a graceful labelling of T .
Theorem 2.51 implies that the Graceful Tree Conjecture is equivalent to Conjec-
ture 2.52.
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Conjecture 2.52 (Broersma and Hoede [24]). Every tree with a perfect matching has a
strongly-graceful labelling.
In their seminal article, Broersma and Hoede [24] also showed some families of trees
with perfect matching that have strongly-graceful labellings. Posteriorly, Yao et al. [117]
proved that all trees with perfect matching and diameter at most five have strongly-
graceful labellings. Wang et al. [116] improved this result by showing that all trees with
perfect matching and diameter at most seven have strongly-graceful labellings. Strongly-
graceful labellings were also independently discovered by Haviar and Ivaška [56], who
proved similar results as those by Broersma and Hoede [24], Yao et al. [117] and Wang et




As soon as one starts assigning labels to the vertices of a graph so as to obtain a graceful
labelling, one of the first questions that arises is “which label goes where? ” A natural
starting point is to assign labels 0 and m to the endpoints of a certain edge since every
gracefully labelled graph has an edge with induced label m. If G is a tree, then its vertices
have all labels in the set {0, . . . , m}. However, for an arbitrary connected graph G with
|V (G)| < |E(G)| + 1, we know that labels 0 and m must be present but we cannot say
the same for any other labels. Some work in this direction was initiated by Abrham and
Kotzig [2], who proved that in any α-labelling of a 2-regular graph G with 4k vertices,
exactly one of integers k and 3k is not assigned to any vertex of G.
We now illustrate possible ways of approaching the construction of graceful labellings
using properties derived earlier, in Chapter 2. Let G be a graph with m edges and with
an injective vertex-labelling f . Given v ∈ V (G):
(i) if f is graceful and f(v) = 0, then v has a neighbour u such that f(u) = m since
this is the only way edge label m can be generated;
(ii) if f is graceful and f(v) = 0, then G also has a graceful labelling f such that
f(v) = m (complementary labelling);
(iii) if G is a tree, f is an α-labelling with f(v) = 0, and s is the size of the part
containing v, then there are α-labellings f ′ and f ′′ of G such that f ′(v) = s− 1 and
f ′′(v) = m− s− 1 (reverse labelling);
(iv) if v has a neighbour u with degree 1 and graph G′ = G− u has a graceful labelling
f ′ such that f ′(v) = 0, then G has a graceful labelling that assigns label 0 to v and
label m to u (by Lemma 2.11).
These observations and the construction presented in Theorem 2.10 stress the impor-
tance of knowing how to construct graceful labellings (or α-labellings) of a tree with the
label 0 appearing in a selected vertex. As defined in Section 2.1, trees T for which there
exists a graceful labelling of T that assigns label 0 to v, for every vertex v ∈ V (T ), are
called 0-rotatable. Figure 3.1 shows a 0-rotatable tree.
The first work published on 0-rotatable trees is due to Rosa [99], who proved that all
paths are 0-rotatable (see Theorem 2.15). In fact, for paths we have a stronger result: in
most cases we can find a graceful labelling such that a chosen vertex receives a chosen
label, as the following two theorems show.





























Figure 3.1: Six graceful labellings of a 0-rotatable tree T .
Theorem 3.1 (Flandrin et al. [47]). Let n ∈ Z with n ≥ 9. For every vertex v of path Pn
and for every integer k, with k ∈ [0, n− 1], there exists a graceful labelling f of Pn such
that f(v) = k.
Theorem 3.2 (Cattell [29]). Let n ∈ Z≥1. Given a path Pn and any vertex v ∈ Pn, there
exists a graceful labelling of Pn in which v has label i, for any i ∈ {0, . . . , n−1}, whenever
at least one of the following conditions is met:
(i) n is even;
(ii) n ≡ 5 or 9 (mod 12);
(iii) v is in the larger of the two partite sets of vertices;
(iv) i 6= n−1
2
.
As discussed in Section 2.1, it is well-known that not all trees are 0-rotatable. For
example, the smallest non-0-rotatable tree is illustrated in Figure 3.2.
v
Figure 3.2: A tree T that is not 0-rotatable. There is no graceful labelling of T with label
0 assigned to the black vertex v.
In 2004, Bussel [27] showed that all trees with diameter at most three are 0-rotatable.
Additionally, the author showed that there exist non-0-rotatable trees with diameter four.
In fact, he completely determined the non-0-rotatable trees of diameter four, starting with
the following result:
Theorem 3.3 (Bussel [27]). Let T be a tree of diameter four such that its central vertex v
has degree two. Let v1, v2 be the vertices adjacent to v and m1, m2 be the number of leaves
adjacent to v1, v2, respectively. Assume m1 ≥ m2. Tree T has a graceful labelling f with
f(v) = 0 if and only if there exist integers x and r such that m1 = (m2+2−x)(r−1)−x,
with:
(i) x, r not both odd;
(ii) 2 ≤ r ≤ |E(T )|/2; and
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(iii) 0 ≤ x ≤ min{r − 1, m2}.
In order to characterize the non-0-rotatable trees of diameter four, Bussel [27] defined
D as a class of diameter-four trees whose central vertex has degree two and that do not
satisfy the conditions of Theorem 3.3. Figure 3.3 shows the three smallest trees with
diameter four that belong to class D.
Figure 3.3: The three smallest diameter-four trees that are not 0-rotatable.
Additionally, he defined D′ as the class of trees built by identifying a leaf of an arbitrary
path Pn, n ≥ 1, with the central vertex of a tree in D. Bussel [27] proved that, given a
tree T with diameter four, T is 0-rotatable if and only if T 6∈ D′. Moreover, he showed
that all trees with at most 14 vertices and that are not 0-rotatable belong to class D′.
Thus, based on these results, the author posed the following conjecture.
Conjecture 3.4 (Bussel [27]). The class D′ contains all non-0-rotatable trees.
From the time it was first studied, 0-rotatability of trees has been considered a possible
way to approach the Graceful Tree Conjecture and also a challenging problem by itself.
Even for arbitrary caterpillars the result is not known. In fact, note that, if Conjecture 3.4
is true, then it implies that every caterpillar with diameter at least five is 0-rotatable.
Conjecture 3.5. Every caterpillar with diameter at least five is 0-rotatable.
In this chapter we prove that the following families of caterpillars are 0-rotatable:
(i) caterpillars with a perfect matching;
(ii) caterpillars obtained by identifying a central vertex of a path Pn with a vertex of
K2;
(iii) caterpillars obtained by linking one leaf of the star K1,s−1 to a leaf of a path Pn,
n ≥ 3 and s ≥ ⌈n
2
⌉;
(iv) caterpillars with diameter five or six; and
(v) caterpillars T with diam(T ) ≥ 7 such that, for every non-leaf vertex v ∈ V (T ), the
number of leaves adjacent to v is even and is at least 2 + 2((diam(T )− 1) mod 2).
These results reinforce Conjecture 3.5. In particular, the last three families show that,
for each integer d ≥ 5, there exist 0-rotatable caterpillars with diameter d and arbitrary
number of vertices.
3.1 Results
In this section, we prove our main results. We start by showing an interesting result which
is useful for proving that certain families of trees with a perfect matching are 0-rotatable.
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Theorem 3.6. Let T be a tree with a perfect matching. If the contree of T is 0-rotatable,
then T is 0-rotatable.
Proof. Let T be a tree with perfect matching M and uv ∈ M . Let T ′ be the contree
of T and x ∈ V (T ′) be the vertex corresponding to edge uv. Suppose T ′ is 0-rotatable.
Hence, T ′ has a graceful labelling f ′ such that f ′(x) = 0. Thus, by Lemma 2.50, T
has two strongly graceful labellings f1 and f2 such that: f1(u) = 0 and f1(v) = |E(T )|;
f2(u) = |E(T )| and f2(v) = 0. Therefore, there exist strongly graceful labellings of T
which assign label 0 to vertices u and v. Since uv is an arbitrary edge of M , we conclude
that T is 0-rotatable.
Theorem 3.7. Every caterpillar with a perfect matching is 0-rotatable.
Proof. The result follows from Theorem 3.6 and the fact that the contree of a caterpillar
with a perfect matching is a path, which is 0-rotatable by Theorem 2.15.
Theorem 3.10 and Theorem 3.12 prove that two families of caterpillars are 0-rotatable.
Before presenting these results, it is necessary to establish some auxiliary lemmas.
Lemma 3.8. Let n, p, q be positive integers and let X = [0, n − 1], Y = [n, n + p − 1],
Z = [n + p, n + p + q − 1]. If p ≥ n and p ≥ q, then, for every ℓ ∈ X ∪ Z, there exists
t ∈ Y such that |ℓ− t| = |Y |.
Proof. The result follows by letting t = ℓ+ |Y | when ℓ ∈ X, and letting t = ℓ− |Y | when
ℓ ∈ Z.
Lemma 3.9. Let T be either a path Pn, with n ≥ 1, or a star K1,n−1, with n ≥ 2. Let
v ∈ V (T ) be a leaf of T , t be a positive integer and S = {t, t + 1, . . . , t + n − 1}. Then,
for each i ∈ S, there exists an injective labelling f : V (T ) → S such that f(v) = i and
LfE(T ) = {1, . . . , n− 1}.
Proof. Let T , S and v be as stated in the hypothesis. First, suppose T is a path Pn, with
n ≥ 1. By items (i) and (iii) of Theorem 3.2, for each j ∈ {0, 1, . . . , n − 1}, Pn has a
graceful labelling g : V (Pn)→ {0, 1, . . . , n− 1} such that g(v) = j. In order to obtain the
required labelling f , it is sufficient to define f(v) = g(v)+ t, for all v ∈ V (Pn). Note that
the vertex labels of Pn under f are t, t+ 1, . . . , t+ n− 1 and, for every edge uv ∈ E(Pn),
|f(u)− f(v)| = |(t+ g(u))− (t+ g(v))| = |g(u)− g(v)|.
Now, suppose T is a starK1,n−1 with central vertex x ∈ V (T ). Let i ∈ S. We construct
two labellings f and f ′ depending on the value of i. If i 6= t, define f : V (T ) → S such
that: f(v) = i, f(x) = t, and the remaining leaves are assigned distinct labels in S\{t, i}.
If i = t, define f ′ : V (T ) → S such that: f ′(v) = t, f ′(x) = t + n− 1, and the remaining
leaves are assigned distinct labels in S\{t, t + n − 1}. Note that f and f ′ are injective
labellings from V (T ) to S and that LfE(T ) = L
f ′
E(T ) = {1, 2, . . . , n − 1}. Therefore, the
result follows.
Theorem 3.10. Every caterpillar obtained by identifying a vertex of K2 with a central
vertex of Pn is 0-rotatable.
Chapter 3. 0-rotatable graceful caterpillars 74
Proof. Let Pn = (v0, . . . , vn−1) be a path, with n ≥ 1. Let T be the caterpillar obtained
by identifying a vertex of K2 with the central vertex v⌊(n−1)/2⌋ of Pn. Let vn be the leaf
of T adjacent to vertex v⌊(n−1)/2⌋.
If diam(T ) ∈ {1, 2, 3, 4}, the result follows from Corollary 2.20 and Theorem 3.7. Now,
consider diam(T ) ∈ {5, 6, 7}. By Corollary 2.20, for v ∈ {v0, v1, vn−2, vn−1}, there exists
a graceful labelling f of T such that f(v) = 0. Moreover, Figure 3.4 exhibits two distinct
graceful labellings f 15 , f
2
5 of T with diam(T ) = 5, such that f
1
5 (v2) = 0 and f
2
5 (v3) = 0.
The complementary labelling of f 15 assigns label 0 to v6. Figure 3.5 exhibits three distinct




6 of T with diam(T ) = 6, such that f
1
6 (v2) = 0, f
2
6 (v3) = 0, and
f 36 (v4) = 0. The complementary labelling of f
2
6 assigns label 0 to v7. Finally, Figure 3.6




7 of T with diam(T ) = 7, such that
f 17 (v2) = 0, f
2
7 (v3) = 0, f
3
7 (v4) = 0. The complementary labelling of f
3
7 assigns label 0 to
v5, the complementary labelling of f 27 assigns label 0 to v8, and the result follows.
0 123 45
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(b) Graceful labelling f25 .




(a) Graceful labelling f16 .
0 12 34 56
7




(c) Graceful labelling f36 .
Figure 3.5: Three graceful labellings of a caterpillar T with diam(T ) = 6.
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(a) Graceful labelling f17 .
01 234 56 7
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(b) Graceful labelling f27 .
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2
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(c) Graceful labelling f37 .
Figure 3.6: Three graceful labellings of a caterpillar T with diam(T ) = 7.
Now, we consider the remaining case in which diam(T ) ≥ 8. Let P ⊂ T be the
subgraph induced by vertex set {v0, v1, . . . , v⌊(n−1)/2⌋, vn} and let Q ⊂ T be the subgraph
induced by vertex set V (T )\V (P ). Let nP and nQ denote the order of P and Q, respec-
tively, and let mP and mQ denote the sizes of P and Q, respectively. Note that both P
and Q are paths. Moreover, since diam(T ) ≥ 8, diam(P ) ≥ 5.
First, we prove that, for v ∈ V (P ), there exists a graceful labelling f of T such that
f(v) = 0. By Theorem 2.15, P has an α-labelling g : V (P ) → {0, 1, . . . , mP} such that
g(v) = 0. By Corollary 2.7, there exists a bipartition {A,B} of P such that LgA =
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{0, 1, . . . , |A| − 1} and LgB = {|A|, . . . , |A|+ |B| − 1}. Using this bipartition, we modify g
in order to obtain another labelling fP of P as follows:
fP (u) =
{
g(u), if u ∈ A;
g(u) + nQ, if u ∈ B.
Therefore, we obtain fP : V (P ) → A ∪ B′ such that A = {0, 1, . . . , |A| − 1} and
B′ = {|A|+nQ, |A|+1+nQ, . . . , |A|+ |B| − 1+nQ}. Since each label in B was increased
by nQ, L
fP
E(P ) = {1 + nQ, 2 + nQ, . . . , mP + nQ}.
Note that the vertex labels |A|, |A| + 1, . . . , |A| + nQ − 1 are missing in fP , as well
as the induced edge labels 1, 2, . . . , nQ. Let C = {|A|, |A| + 1, . . . , |A| + nQ − 1} and
let ℓ = fP (v⌊(n−1)/2⌋). Next, we show that there exists an integer t ∈ C, such that
|ℓ− t| = |C| = nQ.
By the definition of P , we have that |A|+ |B′| = nP = ⌈n2 ⌉+ 1. Moreover, since P is
a path, one of the following holds: (i) |A| = |B′| = (⌈n
2
⌉ + 1)/2; (ii) |A| = ⌊(⌈n
2
⌉ + 1)/2⌋
and |B′| = |A|+1; or (iii) |B′| = ⌊(⌈n
2





⌉ + 1)/2⌉ for n ≥ 9, we obtain that |C| > |A| and |C| > |B′|. Thus,
considering X = A, Y = C, Z = B′, and ℓ as previously chosen, by Lemma 3.8, there
exists t ∈ Y , such that |ℓ− t| = |Y | = |C|, as required.
By Lemma 3.9, there exists an injective labelling fQ : V (Q) → C such that: (i)
fQ(v⌊(n−1)/2⌋+1) = t; and (ii) L
fQ
E(Q) = {1, . . . , nQ − 1}. Define a labelling f : V (T ) →
{0, 1, . . . , |E(T )|} such that:
f(u) =
{
fP (u), if u ∈ P ;
fQ(u), if u ∈ Q.
Labelling f is a graceful labelling of T since: (i) f is an injective function from V (T )
to {0, 1, . . . , mP +mQ+1 = |E(T )|}; (ii) the induced edge labels of Q are 1, 2, . . . , nQ−1;
(iii) the induced edge labels of P are nQ + 1, nQ + 2, . . . , |E(T )|; and (iv) |f(v⌊(n−1)/2⌋)−
f(v⌊(n−1)/2⌋+1)| = nQ.
In order to conclude the proof, we have to show that, for each vertex v ∈ V (Q), there
exists a graceful labelling f of T such that f(v) = 0. It can be done by the previous
reasoning, considering V (P ) = {v⌊(n−1)/2⌋, . . . , vn−1, vn} and V (Q) = V (T )\V (P ).
Theorem 3.12 proves that every caterpillar obtained by linking one leaf of star K1,s−1
to a leaf of path Pn, with n ≥ 3 and s ≥ ⌈n2 ⌉, is 0-rotatable. In our proof we use a specific
labelling of a caterpillar which is presented in the next lemma.
Lemma 3.11. Let T be the caterpillar obtained by linking one leaf of star K1,s−1, s ≥ 3,
to a leaf of path P5. If v is the central vertex of P5, then there exists a graceful labelling
f of T such that f(v) = 0.
Proof. Let P5 = (v0, . . . , v4) and V (K1,s−1) = {x0, . . . , xs−1}, with xs−1 its central vertex.
Let T be the caterpillar obtained by linking x0 to v0. In the following, we construct a
graceful labelling f of T such that f(v2) = 0.
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Let m = |E(T )|. Define labelling f as follows: (i) vertices xs−1, x0, v0, v1, v2, v3, v4 are
assigned labels 2, 4, 3, m, 0, m− 1, 1, respectively; and (ii) the leaves adjacent to xs−1 are
assigned labels 5, 6, . . . , m− 2. A scheme of the labelling f is exhibited in Figure 3.7.
5
4 32 10m m − 1
m − 2




Figure 3.7: Scheme of a graceful labelling of a tree T .
By the definition, f is an injective map from V (T ) to {0, . . . , m}. By inspection,
LfE(P5) = {m− 3, m− 2, m− 1, m}, L
f
E(K1,s−1)
= {2, . . . , m− 4}, and |f(x0)− f(v0)| = 1.
Therefore, f is graceful.
Theorem 3.12. Let T be the caterpillar obtained by linking one leaf of the star K1,s−1 to
a leaf of the path Pn. If n ≥ 3 and s ≥ ⌈n2 ⌉, then T is 0-rotatable.
Proof. Let Pn = (v0, . . . , vn−1) and V (K1,s−1) = {x0, . . . , xs−1}, with xs−1 its central
vertex. Let T be the caterpillar obtained by linking x0 to v0. Thus, T has vertex set
V (T ) = V (K1,s−1) ∪ V (Pn) and edge set E(T ) = E(K1,s−1) ∪ E(Pn) ∪ {x0v0}.
Suppose n ≥ 3 and s ≥ ⌈n
2
⌉. In the following, we prove that, for every v ∈ V (T ), there
exists a graceful labelling f of T such that f(v) = 0. We consider two cases depending
on which subgraph, K1,s−1 or Pn, vertex v belongs to.
Case 1. v ∈ V (K1,s−1).
By Corollary 2.20, for every v ∈ {x1, . . . , xs−1}, there exists a graceful labelling f of
T such that f(v) = 0. Therefore, in order to conclude this case, it remains to show that
there exists a graceful labelling f of T such that f(x0) = 0.
Let H1 and H2 be subgraphs of T induced by the vertex set {v0, x0, x1, . . . , xs−1} and
{v1, v2, . . . , vn−1} = V (T )\V (H1), respectively. Define a graceful labelling h1 : V (H1) →
{0, . . . , s} as follows: (i) h1(xi) = i, for 0 ≤ i ≤ s − 1; and (ii) h1(v0) = s. Since
h1(xs−1) = s − 1 and its neighbours have labels 0, 1, . . . , s − 2, the edges incident with
xs−1 have induced labels 1, 2, . . . , s − 1. Moreover, since h1(x0) = 0 and h1(v0) = s, the
edge x0v0 has label s. Next, we modify h1 in order to obtain another labelling h′1:
h′1(v) =
{
h1(v), if v ∈ {x0, x1, . . . , xs−2};
h1(v) + |V (H2)|, if v ∈ {xs−1, v0}.
Since n ≥ 3 and |V (H2)| = n − 1, |V (H2)| ≥ 2. By the definition, h′1(xs−1) =





= {n, n + 1, . . . , n + s − 2}. Also, since h′1(x0) = 0 and h′1(v0) = n + s − 1,
we have that |h′1(x0) − h′1(v0)| = n + s − 1. Thus, we conclude that the vertex labels
s− 1, s, . . . , s+ n− 3 are missing, as well as the edge labels 1, 2, . . . , n− 1.
Since H2 is a path with |V (H2)| ≥ 2, by Lemma 3.9, H2 has an injective labelling
h2 : V (H2) → {s−1, s, . . . , s+n−3} such that h2(v1) = s and Lh2E(H2) = {1, 2, . . . , n−2}.
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We define labelling f : V (T )→ {0, 1, . . . , |E(T )|} as follows:
f(v) =
{
h′1(v), if v ∈ V (H1);
h2(v), if v ∈ V (H2).
Labelling f is graceful since: (i) f is an injective function from V (T ) to {0, . . . , |E(T )|};
and (ii) LfE(H2) = {1, . . . , n − 2}, L
f
E(H1)
= {n, . . . , n + s − 1}, and |f(v1) − f(v0)| =
|s− (n+ s− 1)| = n− 1. Thus, LfE(T ) = {1, . . . , n+ s− 1} and the result follows.
Case 2. v ∈ V (Pn).
If n = 5 and v is the central vertex of P5, the result follows by Lemma 3.11. Thus,
consider n 6= 5 or v different from the central vertex of P5. By Theorem 2.15, since v
is not the central vertex of P5, path Pn has an α-labelling g such that g(v) = 0. By
Corollary 2.7, there exists a bipartition {A,B} of Pn such that LgA = {0, 1, . . . , |A| − 1}
and LgB = {|A|, . . . , |A|+ |B| − 1}. Using this bipartition, we modify g in order to obtain
another labelling fP of Pn. For each u ∈ V (Pn), define
fP (u) =
{
g(u), if u ∈ A;
g(u) + s, if u ∈ B.
Thus, we obtain the labelling fP : V (Pn) → A ∪ B′, such that A = {0, 1, . . . , |A| − 1}
and B′ = {|A|+ s, |A|+ s+1, . . . , |A|+ s+ |B| − 1}. Since each label in B was increased
by s, LfPE(Pn) = {1 + s, 2 + s, . . . , n − 1 + s = |E(T )|}. Note that the vertex labels
|A|, |A|+1, . . . , |A|+ s−1 are missing in fP , as well as the induced edge labels 1, 2, . . . , s.
Let C = {|A|, |A|+1, . . . , |A|+ s−1} and let ℓ = fP (v0). Next, we show that there exists
an integer t ∈ C, such that |ℓ− t| = |C| = s.
Consider X = A, Y = C, Z = B′, and ℓ as previously chosen. Since |C| ≥ ⌈n
2
⌉, by
Lemma 3.8, there exists t ∈ Y , such that |ℓ− t| = |Y | = |C|, as required. By Lemma 3.9,
there exists an injective labelling fK : V (K1,s−1) → C, such that: (i) fK(x0) = t; and (ii)
LfKK1,s−1 = {1, 2, . . . , s−1}. Thus, define labelling f : V (T )→ {0, 1, . . . , |E(T )|} as follows:
f(u) =
{
fP (u), if u ∈ V (Pn);
fK(u), if u ∈ V (K1,s−1).
Labelling f is graceful since: (i) f is an injective function from V (T ) to {0, 1, . . . , |E(T )|};
and (ii) LfE(K1,s−1) = {1, . . . , s−1}, L
f
E(Pn)
= {s+1, . . . , s+n−1} and |f(x0)−f(v0)| = s.
Therefore, LfE(T ) = {1, . . . , |E(T )|} and the result follows.
3.1.1 Caterpillars with diameter five
The main result of this section is Theorem 3.15, which states that every caterpillar T
with diameter five is 0-rotatable. In order to prove it, for each non-leaf vertex v ∈ V (T ),
we construct a graceful labelling f of T that assigns label 0 to v and assigns label |E(T )|
to any leaf u ∈ V (T ) adjacent to v. Consequently, we use its complementary labelling f
Chapter 3. 0-rotatable graceful caterpillars 78
in order to obtain f(u) = 0 and f(v) = |E(T )|. Since f is also a graceful labelling and
f is constructed considering an arbitrary non-leaf vertex v of T , we conclude that T is
0-rotatable.
The above mentioned labellings are obtained either directly from Corollary 2.20, or by
modifying one of the trees presented in Figure 3.9. These trees are modified by transfer
operations and need some properties presented in Lemma 3.13.
An ordered 5-tuple (r, s, n−1, n0, n1) of nonnegative integers is special if:




ni ≤ s− r; and
(iii) either all of n−1, n0, n1 are even or n−1 and n1 have the same parity as r + s and n0
does not.
Lemma 3.13. Let (r, s, n−1, n0, n1) be a special 5-tuple. Let T be a tree with a graceful
labelling f having a vertex v adjacent to a set S of leaves such that LfS = [r, s]. If, for
i ∈ {−1, 0, 1}, T has a vertex wi /∈ S such that f(v)+ f(wi) = r+ s+ i, then, for all such
i, it is possible to simultaneously safely transfer ni vertices in S from v to wi.
Proof. Let (r, s, n−1, n0, n1), T , S, f , LfS , v and wi be as stated in the hypothesis. We
exhibit three disjoint subsets L−1, L0, L1 of [r, s] such that, for each i ∈ {−1, 0, 1}, |Li| = ni
and every vertex s ∈ S with f(s) ∈ Li can be safely transferred to wi.
We consider three cases, depending on the parities of n−1, n0, n1. In all cases, we set
nmin = min{n−1, n1}. For positive integers q, t, with q ≤ t and t − q even, the set [[q, t]]
is {q + 2j | j ∈ [0, t−q
2
]}, which is the same as {q, q + 2, q + 4, . . . , t}. We remark that, if
t < q, then [q, t] and [[q, t]] are both empty.
Case 1. All of n−1, n0, n1 are even.
Set L10 = [r, r +
n0
2
− 1], L20 = [s− n02 + 1, s], and L0 = L10 ∪ L20. For i ∈ {−1, 1}, Li is












































− nmin − (1−i)2 − (ni−nmin)2 + 1 , s− n02 − nmin − (1−i)2
]
.
By construction, |L1i | = |L2i |, for i ∈ {−1, 0, 1}. Moreover, the sum of the jth smallest
element of L1i and of the jth largest element of L
2
i is independent of j and equals r+s+ i.
Therefore, by Corollary 2.37, this pair of vertices can be safely transferred from v to wi
since f(v) + f(wi) = r + s+ i. For i ∈ {−1, 1}, the same statements hold for L3i and L4i
(when they are not empty).
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In order to conclude the case, it remains to prove the disjointness of the sets L−1, L0, L1.
Recall from page 18 that, for two sets A,B of positive integers, we write A < B if, for
every a ∈ A and b ∈ B, a < b.
By the definition, the elements of L10 and L
2
0 are consecutive integers. On the other
hand, the parities of the elements of L1−1 ∪ L2−1 are all the same and different from the
parities of the elements of L11 ∪ L21. Moreover, L10 < L1i < L2i < L20, for i ∈ {−1, 1}.
Now, consider Lpi , i ∈ {−1, 1} and p ∈ {3, 4}. Observe that at most one of L31∪L41 and
L3−1 ∪ L4−1 is nonempty. Also, note that these sets are composed by consecutive integers.
Suppose that L31 6= ∅ and L41 6= ∅. It implies that nmin = n−1. Since n−1+n0+n1 ≤ s−r,
we conclude that L31 < L
4



















0. By a similar reasoning, considering L
3
−1 6= ∅ and
L4−1 6= ∅, we obtain that L10 < L1i < L3−1 < L4−1 < L2i < L20. Summing up, we conclude
that Li ∩ Li′ = ∅, for distinct i, i′ ∈ {−1, 0, 1}, since L10 < (L1−1 ∪ L11) < (L3−1 ∪ L31) <
(L4−1 ∪ L41) < (L2−1 ∪ L21) < L20 and also L1−1 ∩ L11 = L2−1 ∩ L21 = ∅.
Further simple checks show that: (i) |L0| = n0; (ii) if j ∈ {−1, 1} is such that
nj = nmin, then L3j = ∅ = L4j and |Lj | = nj ; and (iii) if j ∈ {−1, 1} is such that
nj > nmin, then L3j 6= ∅ 6= L4j and |Lj| = nj. An example of this case is illustrated in
Figure 3.8, and is described in the text immediately following this proof.
Case 2. n−1, n1 and r + s are even, n0 is odd.







−1], L20 = [ r+s2 +1 , r+s2 + (n0−1)2 ], and L0 = L10∪L20∪{ r+s2 }.





























































The proof that L−1, L0, L1 have the required properties is similar to the previous case.
Case 3. n−1, n1 and r + s are odd, n0 is even.







− 1], L20 = [ r+s+12 + 1 , r+s+12 + n02 ], and L0 = L10 ∪ L20. For
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The proof that L−1, L0, L1 have the required properties is similar to the proof of the first
case.
As an example for the first case of the proof of Lemma 3.13, consider a special 5-tuple
(5, 20, 6, 0, 8). Figure 3.8(a) shows a tree T with a graceful labelling f , such that:
(i) there exists a vertex v ∈ V (T ) with label f(v) = 22 that is adjacent to a set S of
leaves such that LfS = [5, 20];
(ii) for each i ∈ {−1, 0, 1}, there exists wi ∈ V (T ) such that f(v) + f(wi) = r + s + i
and wi 6∈ S: w−1 is the vertex with label 2, w0 is the vertex with label 3, and w1 is
the vertex with label 4; and
(iii) all of n−1, n0, n1 are even: n−1 = 6, n0 = 0, and n1 = 8.
As described in the proof of Case 1, the three disjoint sets L−1, L0, L1 are:
(a) L0 = L10 ∪ L20, where L10 = L20 = ∅;
(b) L−1 = L1−1 ∪ L2−1 ∪ L3−1 ∪ L4−1, where
L1−1 = {5, 7, 9}, L2−1 = {15, 17, 19}, L3−1 = L4−1 = ∅;
(c) L1 = L11∪L21∪L31∪L41, where L11 = {6, 8, 10}, L21 = {16, 18, 20}, L31 = {12}, L41 = {14}.
By the construction, the vertices of S with labels in Li can be safely transferred from
v to wi, for i ∈ {−1, 0, 1}. The graceful tree T ′, obtained from T after these transfers, is






(a) Tree T with a graceful labelling.
2221
2019 1817 1615 14






(b) Tree T ′ with a graceful labelling.
Figure 3.8: A tree T with a graceful labelling and a graceful tree T ′ obtained from T after
a sequence of transfers.
Before proceeding further, we need to introduce an additional definition: the model-
tree Td(c1, . . . , cd−1) is the caterpillar with diameter d and spine P = u0 · · ·ud such that,
for i ∈ {1, . . . , d − 1}, vertex ui is adjacent to exactly ci leaves. Figure 3.9 shows three
model-trees with special graceful labellings.
Lemma 3.14. Let T be a caterpillar with diameter five and let w be either a central
vertex or a leaf neighbour of a central vertex. Then, T has a graceful labelling f such that
f(w) = 0.










(a) Model-tree T5(a+ 1, 0, b, 1). Note that u0
is one of the leaves adjacent to u1.
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(c) Model-tree T5(1, 0, 0, a+1). Note that u5 is
one of the leaves adjacent to u4.
Figure 3.9: Three model-trees with a graceful labelling and m edges.
Proof. Let T be a caterpillar with diam(T ) = 5 and spine P = u0u1u2u3u4u5. For each
i ∈ {1, 2, 3, 4}, define Ui as the set of leaves from V (T )\{u0, u5} that are adjacent to ui.
The central vertices of T are u2 and u3. We prove the result for u2; the result for u3 is
analogous.
Let T ′ be the subtree T − U2. Note that, if f ′ is a graceful labelling of T ′ with
f ′(u2) = 0, then adding the labels |E(T ′)| + 1, . . . , |E(T )| to the vertices in U2 yields a
graceful labelling f of T with f(u2) = 0. For the neighbour v of u2 with f(v) = |E(T )|,
the complementary labelling f has f(v) = 0, as required. Thus, we may assume U2 = ∅
and prove that T has a graceful labelling f such that f(u2) = 0. We consider two main
cases depending on the parities of |U1| and |U4|.
Case 1. (|U1| mod 2, |U4| mod 2) 6= (0, 1).
Let a = |U1|+|U4|, b = |U3|, and let T ′ be the model-tree T5(a+1, 0, b, 1). We illustrate
in Figure 3.9(a) a graceful labelling f of T ′ with f(u2) = 0. We show that it is possible
to safely transfer |U4| leaves from u1 to u4, obtaining a gracefully labelled tree isomorphic
to T .
Note that |E(T ′)| = |U1| + |U3| + |U4| + 5 = a + b + 5. Let r = b + 3, s = a + b + 3,
n−1 = n1 = 0, and n0 = |U4|. Initially, note that r ≤ s and
∑1
i=−1 ni ≤ s−r. To complete
the verification that (r, s, n−1, n0, n1) is a special 5-tuple, also note that: (i) when |U4| ≡ 0
(mod 2), each ni is even; (ii) when |U1| ≡ |U4| ≡ 1 (mod 2), n−1 ≡ n1 ≡ (r + s) (mod 2)
and n0 6≡ (r + s) (mod 2). Moreover, vertex u1 ∈ V (T ′) is adjacent to a set of leaves S
with labels b+3, . . . , a+ b+3, vertex u4 6∈ S, and f(u1)+f(u4) = r+ s. By Lemma 3.13,
we can safely transfer n0 = |U4| leaves of S from u1 to u4, resulting in a graceful labelling
of T .
Case 2. (|U1| mod 2, |U4| mod 2) = (0, 1).
Subcase 2.1. |U3| ≡ 1 (mod 2).
Let a = |U1| + |U3| + |U4| − 1 and let T ′ be the model-tree T ′ = T5(1, 0, 1, a + 1).
Note that |E(T ′)| = a + 6. Figure 3.9(b) exhibits a graceful labelling f of T ′ such that
f(u2) = 0. The verification that the 5-tuple (5, a+4, |U1|, |U3|−1, 0) is special is analogous
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to that given in Case 1. Lemma 3.13 implies that we can simultaneously safely transfer
|U1| leaves of S from u4 to u1 and |U3| − 1 leaves of S from u4 to u3 since u4 ∈ V (T ′) is
adjacent to a set of leaves S with labels 5, . . . , a+4; u1, u3 6∈ S, f(u1)+f(u4) = r+ s−1,
and f(u3) + f(u4) = r + s.
Subcase 2.2. |U3| ≡ 0 (mod 2).
If |E(T )| = 6, the result follows from the graceful labelling of T depicted in Fig-
ure 3.9(c). Thus, suppose |E(T )| ≥ 7. Let a = |U1| + |U3| + |U4| and let T ′ be the
model-tree T5(1, 0, 0, a+1). Note that |E(T ′)| = a+5. Figure 3.9(c) illustrates a graceful
labelling f of T ′ such that f(u2) = 0. By considering the following two subcases, we show
that it is possible to safely transfer |Ui| leaves from u4 to ui, for i ∈ {1, 3}.
Subcase 2.2.1. |U1| > 0.
Since f(u1) + f(u4) = a + 7 and u4 has two leaves with labels a + 4 and 3, it is
possible to safely transfer this pair of leaves from vertex u4 to vertex u1. The verification
that the 5-tuple (4, a+ 2, |U3|, 0, |U1| − 2) is special is analogous to that given in Case 1.
Lemma 3.13 implies we can safely transfer |U3| leaves from u4 to u3 and |U1| − 2 leaves
from u4 to u1.
Subcase 2.2.2. |U1| = 0.
In this subcase, it is sufficient to safely transfer |U3| leaves from u4 to u3. Since
f(u3)+f(u4) = a+5, we move the pairs of leaves with labels in the set {3+i, a+2−i : 0 ≤
i < |U3|/2} from u4 to u3. Since (3 + i) + (a+ 2− i) = a+ 5, by Corollary 2.37, the tree
obtained after these transfers is graceful.
Theorem 3.15. If T is a caterpillar with diameter five, then T is 0-rotatable.
Proof. The result follows from Corollary 2.20 and Lemma 3.14.
3.1.2 Caterpillars with diameter six
The main result of this section is Theorem 3.18, which states that every caterpillar with
diameter six is 0-rotatable. The technique used to prove this result is the same used to
prove Theorem 3.15. Accordingly, Lemma 3.16 and Lemma 3.17 present auxiliary results
needed in the proof of Theorem 3.18. Furthermore, Figure 3.10 shows four model-trees of
diameter six with graceful labellings f such that f(u3) = 0, that are used in Lemma 3.16.
Lemma 3.16. Let T be a caterpillar with diameter six and let w be either the central
vertex or a leaf neighbour of the central vertex. Then, T has a graceful labelling f such
that f(w) = 0.
Proof. Let T be a caterpillar with diameter six and spine P = u0u1u2u3u4u5u6. For each
i ∈ {1, 2, 3, 4, 5}, define Ui as the set of leaves from V (T )\{u0, u6} that are adjacent to
ui. Note that u3 is the unique central vertex of T . As shown in the proof of Lemma 3.14,
we can assume |U3| = 0.
In our proof, we consider five cases depending on the parities of the |Ui|s. In order
to do this, we introduce the following definition: given tree T , we assign T a 4-tuple
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3
21 0m m− 1m− 2
m− 3
u1 u2 u3 u4 u5 u6
(a) Graceful tree T6(a+ 1, 0, 0, 0, 1).
4 3
2 10m m− 1 m− 2
m− 3
u1 u2 u3 u4 u5 u6
(b) Graceful tree T6(1 + a, 0, 0, 1, 1).
4 3 2
1 0 mm− 1 m− 2 m− 3
m− 4
u1 u2 u3 u4 u5 u6
(c) Graceful tree T6(1 + a, 0, 0, 1, 2).
4 3 2
1 0m m− 1m− 2 m− 3
m− 4
u1 u2 u3 u4 u5 u6
(d) Graceful tree T6(1 + a, 1, 0, 1, 1).
Figure 3.10: Four model-trees of diameter six with graceful labellings.
(p1, p2, p4, p5) such that, for each i ∈ {1, 2, 4, 5}, pi is the parity of |Ui|. Since pi ∈ {0, 1},
there exist 16 distinct 4-tuples.
Case 1. Tree T is assigned one of the following 4-tuples: (0, 0, 0, 0), (1, 0, 0, 1),
(1, 0, 0, 0), (1, 1, 1, 0).
Let a = |U1| + |U2| + |U4| + |U5| and let T ′ be the model-tree T6(a + 1, 0, 0, 0, 1).
Figure 3.10(a) shows a graceful labelling of T ′ with f(u3) = 0. We show that it is possible
to safely transfer |Ui| leaves from u1 to ui, for i ∈ {2, 4, 5}, thus obtaining a gracefully
labelled tree isomorphic to T
Note that |E(T ′)| = a + 6. Let r = 3, s = a + 3, n−1 = |U4|, n0 = |U5|, and
n1 = |U2|. In order to verify that (r, s, n−1, n0, n1) is a special 5-tuple, note that: (i)
r ≤ s and ∑1i=−1 ni ≤ s − r; (ii) if T ′ is assigned (0, 0, 0, 0) or (1, 0, 0, 0), then each ni
is even; (iii) if T ′ is assigned (1, 0, 0, 1) or (1, 1, 1, 0), then n−1 ≡ n1 ≡ (r + s) (mod 2)
and n0 6≡ (r + s) (mod 2). By Lemma 3.13, we can safely transfer |Ui| leaves from u1 to
ui, for i ∈ {2, 4, 5}, since vertex u1 is adjacent to a set S of leaves with labels in the set
{3, . . . , a + 3}, u2, u4, u5 6∈ S, f(u1) + f(u2) = r + s + 1, f(u1) + f(u4) = r + s− 1, and
f(u1) + f(u5) = r + s,
Case 2. Tree T is assigned one of the following 4-tuples: (1, 0, 1, 0), (0, 0, 1, 0).
Let a = |U1| + |U2| + |U4| + |U5| − 1 and let T ′ be the model-tree T6(a + 1, 0, 0, 1, 1).
Figure 3.10(b) shows a graceful labelling of T ′ with f(u3) = 0. We show that it is possible
to safely transfer |Ui| leaves from u1 to ui, for i ∈ {2, 5}, and |U4| − 1 leaves from u1 to
u4, obtaining a gracefully labelled tree isomorphic to T .
Note that |E(T ′)| = a+7. As in Case 1, (4, a+4, |U5|, |U4|−1, |U2|) is a special 5-tuple.
Moreover, by Lemma 3.13, we can safely transfer |Ui| leaves from u1 to ui, for i ∈ {2, 5},
and |U4|−1 leaves from u1 to u4 since vertex u1 is adjacent to a set S of leaves with labels
in the set {4, . . . , a+ 4}, u2, u4, u5 6∈ S, f(u1) + f(u2) = r + s+ 1, f(u1) + f(u4) = r + s,
and f(u1) + f(u5) = r + s− 1.
Case 3. Tree T is assigned one of the following 4-tuples: (0, 0, 1, 1), (1, 1, 1, 1),
(1, 0, 1, 1).
Let a = |U1| + |U2| + |U4| + |U5| − 2 and let T ′ be the model-tree T6(a + 1, 0, 0, 1, 2).
Note that |E(T ′)| = a+8. Figure 3.10(c) shows a graceful labelling of T ′ with f(u3) = 0.
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As in Case 1, (4, a + 4, |U5| − 1, |U2|, |U4| − 1) is a special 5-tuple. Moreover, by
Lemma 3.13, we can safely transfer |U2| leaves from u1 to u2 and |Ui| − 1 leaves from
u1 to ui, for i ∈ {4, 5}, since u1 is adjacent to a set S of leaves with labels 4, . . . , a + 4;
u2, u4, u5 6∈ S, f(u1)+f(u2) = r+s, f(u1)+f(u4) = r+s+1, and f(u1)+f(u5) = r+s−1.
Case 4. Tree T is assigned the 4-tuple (0, 1, 1, 0).
Let a = |U1| + |U2| + |U4| + |U5| − 2 and let T ′ be the model-tree T6(a + 1, 1, 0, 1, 1).
Note that |E(T ′)| = a+8. Figure 3.10(d) shows a graceful labelling of T ′ with f(u3) = 0.
Again, as in Case 1, (4, a+4, |U4| − 1, |U5|, |U2| − 1) is a special 5-tuple. By Lemma 3.13,
we can safely transfer |U5| leaves from u1 to u5 and |Ui| − 1 leaves from u1 to ui, for
i ∈ {2, 4}.
Case 5. Tree T is assigned one of the following 4-tuples: (0, 0, 0, 1), (0, 1, 1, 1),
(0, 1, 0, 0), (0, 1, 0, 1), (1, 1, 0, 0), (1, 1, 0, 1).
For a, b, c, d nonnegative integers, tree T6(a, b, 0, c, d) is isomorphic to T6(d, c, 0, b, a).
Thus, the trees in this case are isomorphic to trees treated in Case 1, Case 2, and Case
3, and the result follows.
For the next lemma, consider the eight model-trees exhibited in Figure 3.11, each with
a graceful labelling f such that f(u2) = 0.
3
2 10m m− 1 m− 2
m− 3
u0 u1 u2 u3 u4 u5
(a) Graceful tree T6(1, 0, 0, 0, a+ 1).
43
21 0m m− 1m− 2
m− 3
u0 u1 u2 u3 u4 u5
(b) Graceful tree T6(1, 0, 0, 1, a+ 1).
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21 0 mm− 1 m− 2
m− 3 m− 4
u0 u1 u2 u3 u4 u5




0m m− 1 m− 2
m− 3
u0 u1 u2 u3 u4 u5




10 mm− 1 m− 2
m− 3 m− 4
u0 u1 u2 u3 u4 u5




0m m− 1 m− 2
m− 3
u0 u1 u2 u3 u4 u5






0 mm− 1m− 2
m− 3
u0 u1 u2 u3 u4 u5






0m m − 1m − 2
m − 3
u0 u1 u2 u3 u4 u5
(h) Graceful tree T6(2, 0, 1, 2, a+ 1).
Figure 3.11: Eight model-trees with a graceful labelling and m edges.
Lemma 3.17. Let T be a caterpillar with diameter six and spine P = u0u1u2u3u4u5u6.
Let w be either u2, u4 or a leaf neighbour of either u2 or u4. Then, T has a graceful
labelling f such that f(w) = 0.
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Proof. Let T and P be as stated in the hypothesis. For each i ∈ {1, 2, 3, 4, 5}, define Ui
as the set of leaves from V (T )\{u0, u6} that are adjacent to ui. We prove the result for u2
and the proof for u4 is analogous. As shown in the proof of Lemma 3.14, we can assume
U2 = ∅. We consider eight cases depending on the parities of the |Ui|s. In order to do
this, we assign T a 4-tuple (p1, p3, p4, p5) such that, for each i ∈ {1, 3, 4, 5}, pi is the parity
of |Ui|.
Case 1. Tree T is assigned one of the following 4-tuples: (0, 0, 0, 0), (0, 0, 0, 1),
(0, 1, 0, 1), (1, 0, 1, 1).
Let a = |U1|+ |U3|+ |U4|+ |U5| and let T ′ be the tree-model T6(1, 0, 0, 0, a+1). Note
that |E(T ′)| = a + 6. Figure 3.11(a) exhibits a graceful labelling of T ′ with f(u2) = 0.
Next, we show how to safely transfer |Ui| leaves from u5 to ui, for i ∈ {1, 3, 4}, obtaining
a tree isomorphic to T .
Let r = 3, s = a + 3, n−1 = |U4|, n0 = |U3|, and n1 = |U1|. In order to verify that
(r, s, n−1, n0, n1) is a special 5-tuple, note that: (i) r ≤ s and
∑1
i=−1 ni ≤ s−r; (ii) if T ′ is
assigned (0, 0, 0, 0) or (0, 0, 0, 1), then each ni is even; and (iv) if T ′ is assigned (0, 1, 0, 1)
or (1, 0, 1, 1), then n−1 ≡ n1 ≡ (r + s) (mod 2) and n0 6≡ (r + s) (mod 2). Moreover,
since vertex u5 is adjacent to a set of leaves S with labels 3, . . . , a + 3; u1, u3, u4 6∈ S,
f(u1) + f(u5) = r + s + 1, f(u3) + f(u5) = r + s, and f(u4) + f(u5) = r + s − 1, by
Lemma 3.13, we can safely transfer |Ui| leaves from u5 to ui, for i ∈ {1, 3, 4}.
Case 2. Tree T is assigned one of the following 4-tuples: (0, 0, 1, 0), (0, 0, 1, 1),
(1, 1, 1, 1).
Let a = |U1| + |U3| + |U4| + |U5| − 1 and let T ′ be the model-tree T6(1, 0, 0, 1, a+ 1).
Note that |E(T ′)| = a + 7. Figure 3.11(b) shows a graceful labelling f of T ′ such that
f(u2) = 0. We show that it is possible to safely transfer |Ui| leaves from u5 to ui, for
i ∈ {1, 3}, and |U4| − 1 leaves from u5 to u4.
As in Case 1, (4, a+4, |U3|, |U4|−1, |U1|) is a special 5-tuple. Thus, by Lemma 3.13, we
can safely transfer |Ui| leaves from u5 to ui, for i ∈ {1, 3}, and we can also safely transfer
|U4| − 1 leaves from u5 to u4 since vertex u5 ∈ V (T ′) is adjacent to a set S of leaves with
labels 4, . . . , a + 4; u1, u3, u4 6∈ S, f(u1) + f(u5) = r + s + 1, f(u3) + f(u5) = r + s − 1,
and f(u4) + f(u5) = r + s.
Case 3. Tree T is assigned the 4-tuple (1, 1, 1, 0).
Let a = |U1| + |U3| + |U4| + |U5| − 3 and let T ′ be the model-tree T6(2, 0, 1, 1, a+ 1).
Note that |E(T ′)| = a + 9. Figure 3.11(c) shows a graceful labelling f of T ′ such that
f(u2) = 0. As in Case 1, (5, a + 5, |U4| − 1, |U1| − 1, |U3| − 1) is a special 5-tuple. Thus,
by Lemma 3.13, we can safely transfer |Ui| − 1 leaves from u5 to ui, for i ∈ {1, 3, 4}.
Case 4. Tree T is assigned the 4-tuple (0, 1, 0, 0).
Let a = |U1| + |U3| + |U4| + |U5| − 1 and let T ′ be the model-tree T6(1, 0, 1, 0, a+ 1).
Note that |E(T ′)| = a + 7. Figure 3.11(d) shows a graceful labelling f of T ′ such that
f(u2) = 0. As in Case 1, (4, a + 4, |U4|, |U3| − 1, |U1|) is a special 5-tuple. Thus, by
Lemma 3.13, we can safely transfer |Ui| leaves from u5 to ui, for i ∈ {1, 4}, and we can
also safely transfer |U3| − 1 leaves from u5 to u3.
Case 5. Tree T is assigned one of the following 4-tuples: (0, 1, 1, 0), (0, 1, 1, 1).
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Let a = |U1|+|U3|+|U4|+|U5|−2 and let T ′ be the model-tree T6(1, 0, 1, 1, a+1). Note
that |E(T ′)| = a+8. Figure 3.11(e) shows a graceful labelling f of T ′ with f(u2) = 0. As
in Case 1, (4, a+ 4, |U4| − 1, |U1|, |U3| − 1) is a special 5-tuple. Thus, by Lemma 3.13, we
can safely transfer |Ui| − 1 leaves from u5 to ui, for i ∈ {3, 4}, and we can safely transfer
|U1| leaves from u5 to u1.
Case 6. Tree T is assigned the 4-tuple (1, 0, 1, 0).
Let a = |U1|+ |U3|+ |U4|+ |U5|−2 and let T ′ be the model-tree T ′ = T6(2, 0, 0, 1, a+1).
Note that |E(T ′)| = a+8. Figure 3.11(f) shows a graceful labelling f of T ′ with f(u2) = 0.
As in Case 1, (5, a+ 5, |U4| − 1, |U3|, |U1| − 1) is a special 5-tuple. Thus, by Lemma 3.13,
we can safely transfer |U3| leaves from u5 to u3 and we can also safely transfer |Ui| − 1
leaves from u5 to ui, for i ∈ {1, 4}.
Case 7. Tree T is assigned one of the following 4-tuples: (1, 1, 0, 0), (1, 1, 0, 1).
Subcase 7.1. |U4| = 0.
Let a = |U1|+ |U3|+ |U5|−2 and let T ′ be the model-tree T6(2, 0, 1, 0, a+1). Note that
|E(T ′)| = a + 8. Figure 3.11(g) shows a graceful labelling f of T ′ such that f(u2) = 0.
As in Case 1, (5, a+5, 0, |U1| − 1, |U3| − 1) is a special 5-tuple. Thus, by Lemma 3.13, we
can safely transfer |Ui| − 1 leaves from u5 to ui, for i ∈ {1, 3}.
Subcase 7.2. |U4| ≥ 2.
Let a = |U1| + |U3| + |U4| + |U5| − 4 and let T ′ be the model-tree T6(2, 0, 1, 2, a+ 1).
Note that |E(T ′)| = a + 10. Figure 3.11(h) shows a graceful labelling f of T such that
f(u2) = 0. As in Case 1, (7, a+7, |U3|−1, |U4|−2, |U1|−1) is a special 5-tuple. Thus, by
Lemma 3.13, we can safely transfer |U4| − 2 leaves from u5 to u4 and we can also safely
transfer |Ui| − 1 leaves from u5 to ui, for i ∈ {1, 3}.
Case 8. Tree T is assigned one of the following 4-tuples: (1, 0, 0, 0), (1, 0, 0, 1).
Let k = |U1|+ |U3|+ |U4|+ |U5|+ 2 and let T ′ be the tree shown in Figure 3.12 such
that vertex u3 ∈ V (T ′) has exactly k leaves adjacent to it. Let m = |E(T ′)|. Note that
m = k + 4. Figure 3.12 also exhibits T ′ with a graceful labelling f such that f(u2) = 0.
Next, we show how to perform a sequence of safe transfers in T ′ so as to obtain a gracefully
labelled tree isomorphic to T .
3
2 10 mm− 1
m− 2
u1 u2 u3 u4 u5
Figure 3.12: Scheme of a gracefully labelled tree T ′ with m edges.
Since f(u3)+f(u5) = m+1 and vertex u3 is adjacent to vertices with labels 3, . . . , m−2,





, m− 2− |U3|
2
]
from vertex u3 to vertex u5. After this transfer, u3 is
adjacent to |U3| leaves and u5 is adjacent to exactly |U1|+ |U4|+ |U5|+ 2 leaves.
Now, consider a = f(u5) = 1, b = f(u1) = m − 1, r1 = 1, r2 = 0, and the set S of
leaves adjacent to u5 with labels 3 +
|U3|
2
, . . . , m− 2− |U3|
2
. By Lemma 2.40, it is possible
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to perform a sequence of safe transfers u5 → u1 → u4, such that the resulting tree has
|U5|+1 leaves at vertex u5, |U1|+1 leaves at vertex u1, and |U4| leaves at vertex u4. This
concludes the proof.
Theorem 3.18. If T is a caterpillar with diameter six, then T is 0-rotatable.
Proof. The result follows from Corollary 2.20, Lemma 3.16 and Lemma 3.17.
3.1.3 Caterpillars with diameter at least seven
The main result of this section is Theorem 3.19, which shows that, for each integer d,
d ≥ 7, there exists a family of 0-rotatable caterpillars with diameter d.
Theorem 3.19. Let T be a caterpillar with diam(T ) ≥ 7. Let t = 2 if the diameter of T
is odd and t = 4 otherwise. If every non-leaf vertex of T has an even number, at least t,
of leaf neighbours, then T is 0-rotatable.
Proof. Let T be a caterpillar as described in the hypothesis. Let N be the set of non-leaf
vertices of T . Since the diameter of T is at least 7, |N | ≥ 6. The bipartition of T induces
a bipartition {A,B} of N .
Let v ∈ N ; we choose the labelling of A,B so that v ∈ A. Since the subtree TN of T
induced by N is a path, Theorem 2.15 shows it has an α-labelling g such that g(v) = 0.
Moreover, LgA = {0, 1, . . . , |A| − 1} and LgB = {|A|, . . . , |N | − 1}.
Let T ′ be the tree obtained from T by deleting: all but two leaf neighbours of v, if
|A| < |B|; or all leaf neighbours of v, otherwise. Let ℓ be the number of leaves of T ′.
Next, we show how to construct a graceful labelling f of T ′ such that f(v) = 0.
We create a new tree T 0ℓ by adding to TN a set L of ℓ leaves adjacent to vertex
u ∈ V (TN) that has label g(u) = |A|. Let f be the labelling of T 0ℓ obtained from g by
giving labels |A|, . . . , |A| + ℓ − 1 to the leaves in L and adding ℓ to all the g-labels of
vertices in B. In order to see that f is an α-labelling of T 0ℓ , first note that the f -labels
of the vertices in A ∪ L are 0, 1, . . . , |A| + ℓ − 1 and the f -labels of the vertices in B
are |A| + ℓ, . . . , |N | + ℓ − 1. Furthermore, the edges incident with vertices of L have
f -labels 1, 2, . . . , ℓ, while every edge of TN has f -label ℓ more than in g, so these are
ℓ+ 1, ℓ+ 2, . . . , ℓ+ |N | − 1, as required.
Let u ∈ V (T 0ℓ ) such that f(u) = |A| + ℓ (note that u ∈ V (T 0ℓ ) is related with u ∈
V (TN ) with g(u) = |A|). Let u′ ∈ V (T 0ℓ ) such that f(u′) = |A| − 1. Also, let 2j
be the number of leaves adjacent to u in tree T ′. By Corollary 2.37, it is possible to
make a safe transfer u → u′ of the first type by transferring the leaves with f -labels
|A|+ j, |A|+ j+1, . . . , |A|+ ℓ− j− 1 in pairs whose labels sum to 2|A|+ ℓ− 1. Note that
we are transferring a positive even number ℓ − 2j of leaves and that the resulting tree,
denoted T 1ℓ , is a caterpillar whose vertices u and u
′ have 2j and ℓ − 2j leaf neighbours,
respectively.
Now, considering T 1ℓ gracefully labelled with f , we apply Lemma 2.39 to make a
sequence of safe transfers in T 1ℓ so as to obtain a gracefully labelled caterpillar isomorphic
to T ′. Take a = |A| − 1, b = |A|+ ℓ+ 1, s = |A|+ j, p = ℓ− (2j + 1), r2 = |B| − 2,
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r1 =
{
|A| − 1, if |N | is odd and |A| < |B|;




a− r1, if |N | is odd and |A| > |B|;
b+ r2, otherwise.
In order to see that Lemma 2.39 applies to T 1ℓ , first recall that f(u
′) = a and u′ is
adjacent to the leaf vertices with consecutive labels s = |A|+j, . . . , |A|+ℓ−(j+1) = s+p
and that ℓ is the number of leaves of T ′. Moreover, note that:
(i) 0 ≤ a− r1 ≤ a < b ≤ b + r2 = |A|+ ℓ + |B| − 1 = |N | + ℓ− 1, so hypothesis (i) of
Lemma 2.39 is satisfied;
(ii) since ℓ ≥ 2j + 8, p = ℓ − (2j + 1) ≥ 7 and hypothesis (ii)(a) of Lemma 2.39 is
satisfied;
(iii) since j ≥ 1, a = |A| − 1 < |A|+ j = s and s+ p = |A|+ ℓ− j − 1 < |A|+ ℓ+ 1 = b,
satisfying hypothesis (ii)(b) of Lemma 2.39;
(iv) finally, 2s+ p = 2|A|+ ℓ− 1, while a + b = 2|A|+ ℓ, which implies that hypothesis
(ii)(c) is satisfied with 2s+ p+ 1 = a+ b.
In order to conclude that the tree obtained after the sequence of transfers described
in Lemma 2.39 is isomorphic to T ′, we need to show that: every vertex of N\{u} is in
the sequence of transfers, if |N | is odd and |A| < |B|; or every vertex of N\{u, v} is in
the sequence of transfers, otherwise.
For each i ∈ {a− r1, . . . , a, b, . . . , b+ r2}, let vi be the vertex of T 1ℓ with f -label i. By
Lemma 2.39, the sequence of transfers starts at vertex va = u′, alternating vertices from A
and B, with the vertices in A occurring as va, va−1, . . . and in B occurring as vb, vb+1, . . ..
The sequence finishes at vertex vz, which is either va−r1 ∈ {v0, v1} or vb+r2 = v|N |+ℓ−1.
Recall again that u has label |A| + ℓ; this is smaller than b and greater than a, so u
does not occur in any sequence of transfers. In fact, u already has 2j leaf neighbours in
T 1ℓ . Thus, we do not need to transfer any vertices to or from u. We consider two cases
depending on the parity of |N |.
Case 1. |N | is even.
In this case, r1 = |A| − 2 and z = b + r2 = |N | + ℓ− 1. Moreover, since |N | is even,
|A| = |B|. Thus, the sequence of transfers is va → vb → va−1 → vb+1 → . . . → v1 → vz.
These are precisely the vertices in N\{u, v}, as required.
Case 2. |N | is odd.
Since N is the disjoint union of A and B, |A| 6= |B|. Also, N induces a path, so
|A| = |B| ± 1.
Subcase 2.1. |A| < |B|.
In this case, r1 = |A| − 1 and z = b+ r2. Thus, the sequence of transfers is va → vb →
va−1 → vb+1 → . . .→ v0 → vz. These are precisely the vertices in N\{u}, as required.
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Subcase 2.2. |A| > |B|.
Now, r1 = |A| − 2 and z = b − r1 = 1. In this case, the sequence of transfers is
va → vb → va−1 → vb+1 → . . . → vb+r2 → v1. These are precisely the vertices in
N\{u, v}, as required.
For all these cases, Lemma 2.39 guarantees that we may leave the appropriate even
number of leaves adjacent to each vertex ofN so that the resulting caterpillar is isomorphic
to T ′.
In order to obtain a graceful labelling h of T such that h(v) = 0, take T ′ gracefully
labelled with f and add k new leaves to v, where k = |E(T )| − |E(T ′)|, and assign the
labels |E(T ′)| + 1, |E(T ′)| + 2, . . . , |E(T )| to these new leaves. Note that the resulting
tree is isomorphic to T and is gracefully labelled. Furthermore, since the edge of T with
the largest label is incident with a new leaf and v, the complementary labelling h assigns
label 0 to one of the leaves adjacent to v, completing the proof.
As an additional remark, the requirement that each non-leaf vertex must have at least
four leaf neighbours when the diameter of T is even is due to Subcase 2.1. In this subcase,
we are obliged to deposit an even positive number of leaves in v0. If v0 has exactly two
leaves adjacent to it in the tree T , then both leaves need to be in T ′ so as to be able to
apply Lemma 2.39 on T 1ℓ . However, since these two leaves do not have label |E(T )|, it
is impossible to obtain label 0 in a leaf adjacent to v0 by applying the complementary
labelling. This is the reason why at least four leaves are required in order to obtain label
0 in a leaf adjacent to v0.
3.2 Concluding remarks
The results presented in Section 3.1 are positive steps towards settling Conjecture 3.5.
One possible next step to pursue is to consider caterpillars in which non-leaf vertices are
adjacent to an odd number of leaves. The technique of transfers proved to be very useful
and powerful in the proof of Theorem 3.19 and we believe it can be further developed in
order to also approach this case.
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Chapter 4
α-labellings of lobsters with ∆(G) = 3
In 1967, Rosa [98] proved that all caterpillars have α-labellings (see Theorem 2.19) and
observed that not all trees have such labellings. In fact, Rosa [98] observed that the
smallest tree that does not have α-labellings is the lobster obtained from a star K1,3 by
subdividing each of its edges exactly once, as illustrated in Figure 4.1.
Figure 4.1: The smallest tree that does not have an α-labelling.
Later, in 1982, Huang, Kotzig and Rosa [59] proved that all lobsters with diameter four
that are not isomorphic to caterpillars do not have α-labellings (see Theorem 2.47). Al-
though there are several examples of lobsters that do not have α-labellings, no example of
lobster without a graceful labelling is known. In fact, in 1979, Jean-Claude Bermond [17]
conjectured that all lobsters are graceful. In spite of many efforts to settle Bermond’s
conjecture [85–89,114], it remains open and only some classes of lobsters are known to be
graceful.
In 1989, Zhao [119] proved that all trees with diameter four (which are lobsters)
are graceful. In 1994, Wang et al. [114] used the technique of transfers to show that
a family of lobsters is graceful. Almost a decade later, Mishra and Panigrahi [85–89]
also used transfers as a main tool to exhibit other families of graceful lobsters. Other
special families of graceful lobsters have been found by Sethuraman and Jeshinta [61,104]
and Chen et al. [35]. In 2002, Morgan [90] published a paper where he claims that all
lobsters with a perfect matching are graceful. However, in 2015, Haviar and Ivaška [56]
showed that there are mistakes in Morgan’s proof and observed that the result that all
lobsters with a perfect matching are graceful follows from results presented in Broersma
and Hoede’s paper [24].
Although it is still unknown whether all lobsters have graceful labellings, it is well-
known that they have σ-labellings [69]. Since σ-labellings are also ρ-labellings, by Theo-
rem 2.3, we conclude that the Ringel-Kotzig Conjecture is true for all lobsters.
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Corollary 4.1 (Kotzig [69]). Every lobster has a σ-labelling.
Proof. Let T be a lobster. Note that the subgraph T ′ ⊂ T obtained from T by removing
all of its leaves is a caterpillar. By Theorem 2.19, T ′ has a graceful labelling. Therefore,
by Theorem 2.12, T has a σ-labelling.
While the Ringel-Kotzig Conjecture is true for all lobsters, the search for a proof
to Bermond’s Conjecture continues. In fact, it is astonishing that the Graceful Tree
Conjecture remains open for lobsters since these trees are very close to caterpillars, which
have a very simple graceful labelling (see Theorem 2.19).
Given the current difficulty in proving that an arbitrary tree has a graceful labelling, a
good way to start investigating these labellings is to impose some restriction on the trees
under consideration and hope that such a restriction helps somehow to find a graceful
labelling. A possible restriction is to consider only trees with perfect matching. Another
very common restriction is to consider trees with small maximum degree. In this vein,
since all trees with maximum degree two (paths) are graceful, it is natural to consider
trees with maximum degree three. In fact, it is still not known if all trees with maximum
degree three have graceful labellings or even which trees with maximum degree three have
α-labellings. Some results in these directions are known [20–23]. In particular, Brankovic
et al. [22] showed that all trees with at most 28 vertices, maximum degree three and a
perfect matching have α-labellings and, based on this result, they posed the following
conjecture.
Conjecture 4.2 (Brankovic et al. [22]). All trees with maximum degree three and a perfect
matching have an α-labelling.
Computational results obtained by Brinkman et al. [23] suggest that, as the number
of vertices grows, many trees with maximum degree three may have α-labellings. In fact,
Brinkman et al. [23] performed a computer search on all trees with maximum degree
three up to 36 vertices and found that the only trees with maximum degree three up to 36
vertices that do not have α-labellings are the ones exhibited in Figure 4.2 and Figure 4.3.
|V | = 7 |V | = 8 |V | = 9 |V | = 10 |V | = 10 |V | = 12 |V | = 15
Figure 4.2: All trees with maximum degree three up to 15 vertices that do not have
α-labellings. Vertices with degree two have black colour and all the others have white
colour. These trees first appeared in the work of Bonnington and Širáň [20]. Note that
all these trees are lobsters.
Let F be the set of trees that can be obtained from trees T ′ with 4k vertices, all
with odd degree, by subdividing each edge of T ′ exactly once. Brinkman et al. [23]
observed that the trees in Figure 4.2 and Figure 4.3 with at least 15 vertices belong to
F (by Theorem 2.44, any tree in F does not have α-labellings). Based on their findings,
Brinkmann et al. [23] posed the following question.
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|V | = 23 |V | = 23 |V | = 31 |V | = 31
|V | = 31 |V | = 31 |V | = 31 |V | = 31
Figure 4.3: All trees with maximum degree three and number of vertices between 23 to
31 that do not have α-labellings. Vertices with degree two have black colour and all the
others have white colour. Note that the only lobsters are the first and third trees in the
picture, with 23 and 31 vertices, respectively.
Question 4.3 (Brinkmann et al. [23]). Do all trees with at least 15 vertices, maximum
degree three, and without α-labellings belong to family F?
An affirmative answer to Question 4.3 implies a complete and nice characterization of
all trees with maximum degree three and without α-labellings. To our best knowledge,
both Conjecture 4.2 and Question 4.3 remain open, even when restricted to the family
of lobsters. In this chapter we prove that two general classes of lobsters with maximum
degree three have α-labellings, thus reinforcing Conjecture 4.2 and Question 4.3. In order
to state our results, we first introduce some definitions.
Let G be a lobster with ∆(G) = 3. The legs of G are the non-trivial connected
components obtained by removing the edges of its spine. Note that, since ∆(G) = 3,
the legs of G are isomorphic to a path with two vertices, a path with three vertices, or
the bipartite graph K1,3, and are called 1-leg, 2-leg and Y -leg, respectively. If the spine
P is the path (v1, v2, . . . , vt), then each leg contains exactly one of v2, v3, . . . , vt−1 as a
vertex of degree 1 in the leg. An ending of G consists of a subpath P ′ of P containing
either v1 or vt, together with all the legs having a vertex in P ′. There are six forbidden
endings: two have P ′ = (v1, v2, v3) with a 2-leg containing v3, and v2 is either not in
any leg or it is in a 1-leg; one has P ′ = (v1, v2, v3, v4), with v4 in a 2-leg and both v2
and v3 in 1-legs. Figure 4.4(a) illustrates these first three forbidden endings. The other
three are the reflections of these containing vt. See Figure 4.4(b) for diagrams of these
last three. Figure 4.5 shows examples of lobsters with maximum degree three with and
without forbidden endings.
In this chapter, we construct α-labellings for a family of lobsters of degree three as
established in the next theorem. The proof of this theorem is presented in Section 4.2.
Theorem 4.4. Let G be a lobster with ∆(G) = 3 and without Y -legs. If G has at most
one forbidden ending, then G has an α-labelling.
We say that a bipartition {A,B} of a tree T is balanced if |A| and |B| differ by at
most one unit. Tree T is balanced if it has a balanced bipartition. In this chapter, we also
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v1 v1 v1v2 v2 v2v3 v3 v3 v4
(a) The first three forbidden endings.
vtvtvt vt−1vt−1vt−1 vt−2vt−2vt−2 vt−3
(b) The last three forbidden endings.
Figure 4.4: The six forbidden endings.
(a) Lobster with ∆(G) = 3, without Y -legs
and with two forbidden endings.
(b) Lobster with ∆(G) = 3, with one Y -leg
and with one forbidden ending.
(c) Lobster with ∆(G) = 3, without Y -legs
and with only one forbidden ending.
(d) Lobster with ∆(G) = 3, without Y -legs
and without forbidden endings.
Figure 4.5: Examples of lobsters with maximum degree three.
prove results on α-labellings of some families of trees with a perfect matching.
Theorem 4.5. Let T be a tree with a perfect matching and let T ′ be its contree. If T ′ is
balanced and has an α-labelling, then T also has an α-labelling.
Theorem 4.6. Let T be a tree with a perfect matching such that its contree T ′ is a
balanced caterpillar. Then, T has an α-labelling.
The proofs of these last two results are presented in Section 4.3. It is important to
remark that the contree of a lobster with a perfect matching is a caterpillar. Thus, by
Theorem 4.6, we obtain the following result.
Corollary 4.7. If G is a lobster with a perfect matching such that its contree is balanced,
then G has an α-labelling.
Our contributions in this topic point towards an affirmative answer to Question 4.3. In
the next section, we present additional definitions as well as classic results and techniques
that are used in the proofs.
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4.1 A graphical representation of α-labellings
In 1973, Kotzig [69] showed that the existence of an α-labelling in a bipartite graph G
is equivalent to the existence of a special geometric representation of G that he called a
π-representation. We use this representation to prove Theorem 4.4 and introduce it in
the context of trees.
Let T be a tree with bipartition {V1, V2}. A π-representation of T consists of a drawing
of T on the plane such that:
(i) the vertices of V1 are points on the line y = 1, while those of V2 are points on the
line y = −1, and consecutive vertices on each of these lines are distance 1 apart;
(ii) the edges of T are straight line segments; and
(iii) if two edges cross, the point of crossing is not on the line y = 0.
Two π-representations of the path P8 are illustrated in Figure 4.6.
y = 0 y = 0
y = 1 y = 1

















00 11 22 33
44 55 66 77
Figure 4.6: Two π-representations θ and θ′ of P8. In each of these, P8 is shown with an
α-labelling.
It should be clear that any other three equally distanced parallel lines may be used
in this definition. An important property of a π-representation θ of T is the following:
let r, s be any two real numbers; then, adding r to the x-coordinate of each v ∈ V1, and
adding s to the x-coordinate of each v ∈ V2, gives another π-representation of T .
Kotzig turns a π-representation of a tree T into an α-labelling as follows: label the
leftmost vertex on line y = 1 with 0 and continue labelling the vertices consecutively along
y = 1 until reaching the rightmost vertex on this line, which receives label |V1| − 1; then
label the rightmost vertex on line y = −1 with |V1| and continue labelling the vertices
consecutively along y = −1 until reaching the leftmost vertex on this line, which receives
label |E(T )|. Figure 4.6 shows two α-labellings of P8. Kotzig proved that this is an α-
labelling of T and that, conversely, the inverse function converts an α-labelling of T into
a π-representation. That is, Kotzig proved that a tree has an α-labelling if and only if it
has a π-representation.
Let θ be a π-representation of a tree T with bipartition {V1, V2}. For each vertex v
of T , with v ∈ Vi, we let d←θ (v) be the number of vertices of Vi that are to the right of
v on the line y = (−1)i−1 in θ, while d→θ (v) is the number to the left of v. Note that
d←θ (v) + d
→
θ (v) = |Vi| − 1. When the particular π-representation is clear from context, we
will drop the subscript θ. As an example, in the first π-representation θ of Figure 4.6,
vertex v1 has d→θ (v1) = 0 and d
←
θ (v1) = 3, and vertex v6 has d
→
θ (v6) = 2 and d
←
θ (v6) = 1.
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Among other things, Kotzig showed how to link π-representations of two trees to get a
π-representation of a larger tree. This is our next lemma and is illustrated in Figure 4.7.
Lemma 4.8 (Kotzig [69]). Let θ′ and θ′′ be π-representations of trees T ′ and T ′′, respec-
tively, such that there exist u ∈ V (T ′) and v ∈ V (T ′′) for which d←θ′ (u) = d→θ′′(v). Then,






Figure 4.7: Linking two π-representations θ′ and θ′′ by an edge uv, u ∈ V (T ′) and
v ∈ V (T ′′). Note that d←θ′ (u) = d→θ′′(v) = 2. Furthermore, the drawing resulting from the
addition of edge uv is a π-representation since no other edge cross y = 0 at the same point
as uv.
Note that, in order to link two π-representations (one for each of T ′, T ′′), we add a
straight line segment connecting two vertices u ∈ V (T ′) and v ∈ V (T ′′) such that (i)
d←θ′ (u) = d
→
θ′′(v); and (ii) u, v lie in distinct lines. If d
←
θ′ (u) = d
←
θ′′(v), that is, condition (i)
is satisfied “in the reverse direction”, we can perform a vertical reflection on θ′′, as shown
in Figure 4.8. An horizontal reflection is also shown in that figure, for the case when it
may be necessary to switch the lines of u and v. The resulting π-representation θ′′′ of T ′′
now obeys the conditions of Lemma 4.8.
u v








(b) Vertical and horizontal reflections performed on θ′′ so as to obtain a new π-
representation θ′′′ of T ′′ with d→
θ′′′
(v) = 0 and such that v lies on line y = 1.
Figure 4.8: Vertical and horizontal reflections performed on a π-representation.
4.2 Lobsters with maximum degree three
Let G be a lobster with ∆(G) = 3, without Y -legs, and with at most one forbidden
ending. As previously observed, it suffices to show that G has a π-representation to
conclude that G has an α-labelling. In order to construct a π-representation for G, we
partition V (G) into subsets B1, . . . , Bk, find a suitable π-representation for each induced
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subgraph G[Bi] and, finally, show that these π-representations can be linked in order to
obtain a π-representation of the original lobster G.
Let G be a lobster with maximum degree three and without Y -legs. Let P =
(s1, . . . , st) be the spine of G. Let B = {B1, . . . , Bk} be a partition of V (G) into blocks
Bi such that:
(i) for 1 ≤ i ≤ k, Bi ∩ V (P ) is the nonempty set {sj , . . . , sj′} of consecutive vertices of
P , with 1 ≤ j ≤ j′ ≤ t, and we set ℓi = sj and ri = sj′;
(ii) if 1 ≤ i < j ≤ k, ri = sp and ℓj = sq, then p < q;
(iii) E(G) = {⋃E(G[Bi])} ∪ {riℓi+1 : 1 ≤ i ≤ k − 1}, that is, E(G)\{⋃E(G[Bi])}
comprises the edges that link consecutive blocks.
Set B is called a block-partition and it is illustrated in Figure 4.9.

















(a) LobsterG. Partition of V (G) into blocksB1 = {s1, s2}, B2 = {s3, s4, s13, s23, s14, s24}, B3 = {s5, s6, s16},
B4 = {s7, s8, s9, s17, s27, s19}, B5 = {s10, s11, s12, s13, s110, s210}. Thin edges link consecutive blocks Bi and
Bi+1.
G[B1] G[B2] G[B3] G[B4] G[B5]
ℓ1 r1 ℓ2 r2 ℓ3 r3 ℓ4 r4 ℓ5 r5
(b) Induced subgraphs G[B1], G[B2], G[B3], G[B4] and G[B5].
Figure 4.9: Block-partition B of a lobster G with ∆(G) = 3 and without Y -legs.
Lemma 4.8 immediately implies the following lemma, which is the core of our proof
of Theorem 4.4.
Lemma 4.9. Let G be a lobster with maximum degree three and without Y -legs. If G
has a block-partition B = {B1, . . . , Bk} such that, for 1 ≤ i ≤ k − 1, subgraphs G[Bi] and







then G has a π-representation.
Figure 4.10 illustrates the application of Lemma 4.9 for the lobster G of Figure 4.9.
Let G be a lobster with maximum degree three, without Y -legs and with at most
one forbidden ending. Let P = (s1, . . . , st) be the spine of G and B = {B1, . . . , Bk} a
block-partition of V (G). We say that block Bi is a:
(i) C-block, if no vertex in Bi ∩ V (P ) is in a 2-leg of G;
(ii) L-block, if
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(a) π-representations of subgraphs G[B1], G[B2], G[B3], G[B4], G[B5] of Fig-














(b) A π-representation of G obtained by adding edges rili+1 to the π-representations of sub-
graphs G[Bi] and G[Bi+1], for 1 ≤ i ≤ 4.
Figure 4.10: Construction of a π-representation for the lobster G of Figure 4.9.
(a) ℓi is in a 2-leg of G;
(b) ri is in a 1-leg or 2-leg;
(c) and no vertex in (Bi ∩ V (P ))\{ℓi, ri} is in a 2-leg of G;
(iii) E-block, if
(a) ℓi is in a 2-leg;
(b) and no vertex in (Bi ∩ V (P ))\{ℓi} is in a 2-leg of G.
As an example, in Figure 4.9, blocks B1 and B3 are C-blocks, blocks B2 and B4 are
L-blocks, and block B5 is an E-block.
Note that, by the definition, the subgraphs induced by C-blocks are caterpillars.
Kotzig [69] proved that every caterpillar T with at least two vertices and spine (v1, . . . , vn)
has a π-representation θ such that d→θ (v1) = d
→
θ (v2) = d
←
θ (vn−1) = d
←
θ (vn) = 0. More-
over, note that a trivial graph has a π-representation θ such that its unique vertex v has
d→θ (v) = d
←
θ (v) = 0. Therefore, if Bi is a C-block, then G[Bi] has a π-representation θi
such that d→θi (ℓi) = d
←
θi
(ri) = 0. We remark that the subgraphs induced by L-blocks and
E-blocks are also caterpillars.
Lemma 4.10 shows some families of L-blocks and E-blocks which have suitable π-
representations that are used in the proof of Theorem 4.4. In order to present these
families, we introduce additional notation.
Let Bi ∈ B. Let T = G[Bi] and (v1, . . . , vn) be its spine. We say that T belongs to
family ({i1, . . . , ik}, b) if its degree 3 vertices are vi1 , . . . , vik such that 3 < i1 < i2 < · · · <
ik < n − b, for b ∈ {1, 2}. Note that ℓi = v3 and ri = vn−b. Figure 4.11 schematizes
fourteen families of the form ({i1, . . . , ik}, b), that are presented in Lemma 4.10.
Lemma 4.10. Let T be a caterpillar with spine (v1, . . . , vn) such that T belongs to one
of these families:























































v4 v5 v6 v7 v8 v9
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v4 v5 v6 v7 v8
vn
vn−1












v4 v5 v6 v7 v8 v9
vn
vn−1
(n) ({4, 9}, 1) with |V (T )| ≥ 13.
Figure 4.11: Fourteen families of caterpillars T = ({i1, . . . , ik}, b) that are used in our
block-decomposition of a lobster G with ∆(G) = 3, without Y -legs and with at most one
forbidden ending. Each member of one of these families is isomorphic to an L-block or
an E-block.
(i) (∅, 2) with |V (T )| ≥ 6;
(ii) ({4}, 2) with |V (T )| ≥ 8;
(iii) ({4, 5}, 2) with |V (T )| ≥ 10;
(iv) ({7}, 2) with |V (T )| ≥ 11;
(v) ({7, 8}, 2) with |V (T )| ≥ 13;
(vi) ({4, 5, 9}, 2) with |V (T )| ≥ 15;
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(vii) ({4, 9}, 2) with |V (T )| ≥ 14;
(viii) (∅, 1) with |V (T )| ≥ 6 and |V (T )| 6= 8;
(ix) ({4, 5}, 1) with |V (T )| ≥ 9 and |V (T )| 6= 12;
(x) ({4}, 1) with |V (T )| ≥ 8 and |V (T )| 6= 11;
(xi) ({7}, 1) with |V (T )| ≥ 11;
(xii) ({7, 8}, 1) with |V (T )| ≥ 12;
(xiii) ({4, 5, 9}, 1) with |V (T )| ≥ 14;
(xiv) ({4, 9}, 1) with |V (T )| ≥ 13.
Then, T has a π-representation θ such that d→θ (v3) = d
←
θ (vn−b) = 0.
Proof. Let T ∈ ({i1, . . . , ik}, b) be a caterpillar with spine (v1, . . . , vn). There are fourteen
cases to consider depending on the set {i1, . . . , ik} and the value of b.
Case 1. T ∈ (∅, 2) and |V (T )| ≥ 6.
In this case, we prove, by induction on |V (T )|, the stronger property that T has a
π-representation θ with d→θ (v3) = d
←
θ (vn−2) = 0 and d
←
θ (vn) = 1.
Figure 4.12 exhibits a π-representation of T satisfying the required properties, for 6 ≤
|V (T )| ≤ 8. Now, suppose |V (T )| ≥ 9. In this case, T is a path. Set H = (v1, . . . , vn−3)
and P3 = (vn−2, vn−1, vn). By the definition, H is a path and |V (H)| = |V (T )| − 3 ≥ 6,
which implies that H is a caterpillar of type (∅, 2). By the induction hypothesis, H has
a π-representation θH such that d→θH(v3) = d
←
θH
(vn−5) = 0 and d←θH (vn−3) = 1. Consider
the π-representation θP3 of P3 with d
←
θP3
(vn−1) = 0 and d→θP3 (vn−2) = d
←
θP3




(vn−2), by Lemma 4.8, we obtain a π-representation of T by adding a
new edge vn−3vn−2 linking the π-representations of H and P3. Furthermore, the resulting
π-representation θ of T has d→θ (v3) = d
←
θ (vn−2) = 0, d
←
θ (vn) = 1, and the result follows.
Case 2. T ∈ ({4}, 2) and |V (T )| ≥ 8.
In this case, for 8 ≤ |V (T )| ≤ 15, Figure 4.13 exhibits the required π-representation
of T . We can assume |V (T )| ≥ 16.
For 16 ≤ |V (T )| ≤ 18, Figure 4.13 exhibits a π-representation θ of T with the stronger
property that d→θ (v3) = d
←
θ (vn−2) = 0 and d
←
θ (vn) = 1. Now, suppose |V (T )| ≥ 19. Define
H and P3 as in the previous case. By the definition, H is a caterpillar with ∆(H) = 3 and
spine (v1, . . . , vn−3), with at least 16 vertices, such that the unique vertex with degree three
in H is v4. Hence, H is a caterpillar of type ({4}, 2) with 16 ≤ |V (H)| < |V (T )|. Thus,




and d←θH (vn−3) = 1. Consider the π-representation θP3 of P3 with d
←
θP3
(vn−1) = 0 and
d→θP3 (vn−2) = d
←
θP3
(vn) = 1. Since d←θH(vn−3) = d
→
θP3
(vn−2), by Lemma 4.8, we obtain a
π-representation θ of T by adding a new edge vn−3vn−2 linking the π-representations of H
and P3. Furthermore, the resulting π-representation θ of T has d→θ (v3) = d
←
θ (vn−2) = 0,
d←θ (vn) = 1, and the result follows.
The remaining twelve cases are proved similarly as Case 2. That is, for each Case i,
with 3 ≤ i ≤ 14, there exists a positive number ni such that, for every tree T of Case
i with |V (T )| ≤ ni, the required π-representation of T is exhibited in one of the figures
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numbered from 4.12 to 4.18. (Table 4.1 presents the values of ni and the number of the
figures for each of the remaining cases.) Moreover, the three largest π-representations
exhibited in each of these figures have the stronger property that d→θ (v3) = d
←
θ (vn−b) = 0
and d←θ (vn) = 1. Using this stronger property, we apply induction similarly as applied in


















|V (T )| = 6 |V (T )| = 7 |V (T )| = 8
|V (T )| = 9 |V (T )| = 10 |V (T )| = 11
Figure 4.12: π-representations of trees T ∈ (∅, 2), with 6 ≤ |V (T )| ≤ 8, and π-





















|V | = 8 |V | = 9 |V (T )| = 10 |V (T )| = 11
|V (T )| = 12 |V (T )| = 13 |V (T )| = 14
|V (T )| = 15 |V (T )| = 16
|V (T )| = 17 |V (T )| = 18
Figure 4.13: π-representations of trees T ∈ ({4}, 2), with 8 ≤ |V (T )| ≤ 18, and π-
representations of trees T ∈ ({4}, 1) with 8 ≤ |V (T )| ≤ 18 and |V (T )| 6= 11.






















|V (T )| = 9 |V (T )| = 10 |V (T )| = 11
|V (T )| = 12 |V (T )| = 13 |V (T )| = 14
|V (T )| = 15 |V (T )| = 16
|V (T )| = 17 |V (T )| = 18
Figure 4.14: π-representations of trees T ∈ ({4, 5}, 2), with 10 ≤ |V (T )| ≤ 18, and












|V (T )| = 14 |V (T )| = 15
|V (T )| = 16 |V (T )| = 17
Figure 4.15: π-representations of trees T ∈ ({4, 5, 9}, 2), with 15 ≤ |V (T )| ≤ 17, and
π-representations of trees T ∈ ({4, 5, 9}, 1) with 14 ≤ |V (T )| ≤ 17.
The next lemma provides particular π-representations of a few more caterpillars. The
caterpillars and the required π-representations are illustrated in Figure 4.19, which also
constitutes the proof.
Lemma 4.11. Let T be one of the caterpillars presented in Figure 4.19, and (v1, . . . , vn)
be its spine. Then, T is isomorphic to an E-block and has a π-representation θ such that
vertex v3 has d
→
θ (v3) = 0.
Now, we present Lemma 4.12, which is fundamental for proving Theorem 4.4.
Lemma 4.12. Let G be a lobster with ∆(G) = 3 and without Y -legs. If G has at most
one forbidden ending, then there exists a block-partition B = {B1, . . . , Bk} of V (G) such













|V (T )| = 13 |V (T )| = 14
|V (T )| = 15 |V (T )| = 16
Figure 4.16: π-representations of trees T ∈ ({4, 9}, 2), with 14 ≤ |V (T )| ≤ 16, and











|V (T )| = 12 |V (T )| = 13|V (T )| = 11












|V (T )| = 12 |V (T )| = 13
|V (T )| = 14 |V (T )| = 15
Figure 4.18: π-representations of trees T ∈ ({7, 8}, 2), with 13 ≤ |V (T )| ≤ 15, and
π-representations of trees T ∈ ({7, 8}, 1) with 12 ≤ |V (T )| ≤ 15.
that: (i) for 1 ≤ i ≤ k − 1, subgraph G[Bi] has a π-representation θi such that d→θi (ℓi) =




Proof. Let G be a lobster as stated in the hypothesis. Let P = (s1, . . . , st) be the spine
of G. We choose the orientation of P so that st is not in a forbidden ending. For
1 ≤ i ≤ j ≤ t, let 〈P i,j〉 be the subgraph of G consisting of the subpath (si, si+1, . . . , sj)
of P , together with all legs having a vertex in (si, si+1, . . . , sj). Note that an ending is a
〈P i,j〉 with either i = 1 or j = t.
Proceeding in order from s1, we partition V (G) into blocks B1, . . . , Bk that are C-
blocks, L-blocks or E-blocks. This block-partition of V (G) is constructed inductively. If
there is no 2-leg in G, then G is a caterpillar and is the only block; it is a C-block and we
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Case Value ni Figure
8 11 4.12
10 18 4.13
3 and 9 18 4.14
6 and 13 17 4.15
7 and 14 16 4.16
4 and 11 13 4.17
5 and 12 15 4.18
Table 4.1: Values of ni and the number of the figures for each of the remaining cases listed





























v4 v5 v6 v7 v8 v9 v10
(f) Caterpillar E6.
Figure 4.19: Caterpillars and π-representations of each one of them such that d→(v3) = 0.
are done. Thus, we may assume G has 2-legs. Let j be the least index such that sj is in
a 2-leg; we set the the first block B1 to be 〈P 1,j−1〉. This is a C-block.
Now, suppose there exists i ≥ 1 such that the ith block Bi has been determined with
ri = sj−1 and such that Bi has a π-representation with d←(ri) = 0. In the first case,
suppose that there is no q > j − 1 such that sq is in a 2-leg. Then, 〈P j,t〉 is the last block
Bi+1; it is a C-block and we are done.
In the remaining case, there is a least q > j−1 such that sq is in a 2-leg. If q > j, then
the next block Bi+1 is the subgraph 〈P j,q−1〉, that is, a C-block. Thus, we may assume
q = j. If there is an p > j such that subgraph 〈P j,p〉 is an L-block, then, choosing the
minimal such p yields one of the graphs in Lemma 4.10 as Bi+1 (this claim is proved below).
If no such p exists, subgraph 〈P j,t〉 is the last block Bk, it is an E-block isomorphic to one
of the graphs presented in Lemma 4.10 and Lemma 4.11 (this claim is proved below).
If Bi+1 is a C-block or an L-block presented in Lemma 4.10, then G[Bi+1] has a π-
representation such that d→(ℓi+1) = 0 and d←(ri+1) = 0. Moreover, if Bi+1 is the last
block of the block-partition, Bi+1 is either a C-block or an E-block isomorphic to one
of the graphs presented in Lemma 4.10 and Lemma 4.11. In both cases, G[Bi+1] has a
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π-representation in which d→(ℓi+1) = 0.
Now, we prove the claims above, that is, if the ith block Bi has ri = sj−1 and the next
spine vertex sj is in a 2-leg, then block Bi+1, as previously defined, is isomorphic to one
of the graphs presented in Lemma 4.10 and Lemma 4.11.
If no vertex in 〈P j+1,t〉 has degree 3 in G, then Bi+1 is the subgraph 〈P j,t〉, that is, an
E-block (∅, 2), and has |V (〈P j,t〉)| ≥ 6. Thus, the result follows. Now, assume that there
exists a degree 3 vertex in {sj+1, . . . , st}. Let p = min{r : r ∈ {j + 1, . . . , t} and dG(sr) =
3}. Note that 〈P j,p〉 is an L-block. If sp is in a 2-leg, then 〈P j,p〉 has at least six vertices
and is isomorphic to L-block (∅, 2). Therefore, the result follows. For the remaining cases
we assume that sp is in a 1-leg. Let T = 〈P j,p〉. Note that T is an L-block (∅, 1). Thus,
if |V (T )| 6= 5 and |V (T )| 6= 8, the result follows. Now, we consider the cases |V (T )| = 5
and |V (T )| = 8.
Case 1. |V (T )| = 5.
First, suppose no vertex in 〈P p+1,t〉 has degree 3 in G. Let T ′ = 〈P j,t〉. Since T ′
cannot be isomorphic to a forbidden ending, |V (T ′)| ≥ 7. If |V (T ′)| = 7, T ′ is the graph
illustrated in Figure 4.19(d); otherwise, it is isomorphic to an E-block ({4}, 2), and the
result follows. Now, assume that there exists a degree 3 vertex in {sp+1, . . . , st}. Let
p1 = min{r : r ∈ {p + 1, . . . , t} and dG(sr) = 3}. Note that 〈P j,p1〉 is an L-block. If sp1
is in a 2-leg, then 〈P j,p1〉 has at least 8 vertices and is isomorphic to L-block ({4}, 2).
Therefore, the result follows. For the remaining cases, assume that sp1 is in a 1-leg.
Let T1 = 〈P j,p1〉. Note that T1 has at least 7 vertices and is an L-block ({4}, 1). Thus,
if |V (T1)| 6= 7 and |V (T1)| 6= 11, the result follows. Now, we consider the cases |V (T1)| = 7
and |V (T1)| = 11.
Case 1.1. |V (T1)| = 7.
First, suppose no vertex in 〈P p1+1,t〉 has degree 3 in G. Let T ′1 = 〈P j,t〉. Since T ′1
cannot be isomorphic to a forbidden ending, |V (T ′1)| ≥ 9. If |V (T ′1)| = 9, then T ′1 is
isomorphic to an E-block ({4, 5}, 1); otherwise, T ′1 is isomorphic to an E-block ({4, 5}, 2),
and the result follows. Now, assume that there exists a degree 3 vertex in {sp1+1, . . . , st}.
Let p2 = min{r : r ∈ {sp1+1, . . . , t} and dG(sr) = 3}. Note that 〈P j,p2〉 is an L-block.
If sp2 is in a 2-leg, then 〈P j,p2〉 has at least 10 vertices and is isomorphic to L-block
({4, 5}, 2). Therefore, the result follows. For the remaining cases we assume that sp2 is in
a 1-leg. Let T2 = 〈P j,p2〉. Note that T2 has at least 9 vertices and is an L-block ({4, 5}, 1).
Thus, if |V (T2)| 6= 12, the result follows.
Now, consider |V (T2)| = 12. First, suppose no vertex in 〈P p2+1,t〉 has degree 3 in G.
Let T ′2 = 〈P j,t〉. Note that |V (T ′2)| ≥ 13. If |V (T ′2)| = 13, T ′2 is the graph illustrated
in Figure 4.19(e); otherwise, T ′2 is isomorphic to an E-block ({4, 5, 9}, 1) and the result
follows. Now, assume that there exists a degree 3 vertex in {sp2+1, . . . , st}. Let p3 =
min{r : r ∈ {p2 + 1, . . . , t} and dG(sr) = 3}. Note that 〈P j,p3〉 is an L-block. If sp3 is in a
2-leg, then 〈P j,p3〉 has at least 15 vertices and is isomorphic to L-block ({4, 5, 9}, 2). If sp3
is in a 1-leg, then 〈P j,p3〉 has at least 14 vertices and is isomorphic to L-block ({4, 5, 9}, 1).
In both cases, the result follows.
Case 1.2. |V (T1)| = 11.
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First, suppose no vertex in 〈P p1+1,t〉 has degree 3 in G. Let T ′1 = 〈P j,t〉. Note that
|V (T ′1)| ≥ 12. If |V (T ′1)| = 12, T ′1 is the graph illustrated in Figure 4.19(f); otherwise, T ′1
is isomorphic to an E-block ({4, 9}, 1) with |V (T ′1)| ≥ 13 and the result follows.
Now, assume that there exists a degree 3 vertex in {sp1+1, . . . , st}. Let p2 = min{r : r ∈
{p1 + 1, . . . , t} and dG(sr) = 3}. Note that 〈P j,p2〉 is an L-block. If sp2 is in a 2-leg, then
〈P j,p2〉 has at least 14 vertices and is isomorphic to L-block ({4, 9}, 2). If sp2 is in a 1-leg,
then 〈P j,p2〉 has at least 13 vertices and is isomorphic to L-block ({4, 9}, 1). In both cases,
the result follows.
Case 2. |V (T )| = 8.
First, suppose no vertex in 〈P p+1,t〉 has degree 3 in G. Let T ′ = 〈P j,t〉. Note that
|V (T ′)| ≥ 9. If |V (T ′)| ∈ {9, 10}, T ′ is exhibited in Figure 4.19(a) and Figure 4.19(b);
otherwise, it is isomorphic to an E-block ({7}, 1) and the result follows. Now, assume
that there exists a degree 3 vertex in {sp+1, . . . , st}. Let p1 = min{r : r ∈ {p + 1, . . . , t}
and dG(sr) = 3}. Note that 〈P j,p1〉 is an L-block. If sp1 is in a 2-leg, then 〈P j,p1〉 has at
least 11 vertices and is isomorphic to L-block ({7}, 2). Therefore, the result follows. For
the remaining cases, assume that sp1 is in a 1-leg. Let T1 = 〈P j,p1〉. Note that T1 has at
least 10 vertices and is an L-block ({7}, 1). Thus, if |V (T1)| ≥ 11, the result follows.
Next, consider the case |V (T1)| = 10. First, suppose no vertex in 〈P p1+1,t〉 has degree
3 in G. Let T ′1 = 〈P j,t〉. Note that |V (T ′1)| ≥ 11. If |V (T ′1)| = 11, T ′1 is the graph
illustrated in Figure 4.19(c); otherwise, T ′1 is isomorphic to an E-block ({7, 8}, 1), and the
result follows.
Now, assume that there exists a degree 3 vertex in {sp1+1, . . . , st}. Let p2 = min{r : r ∈
{p1 + 1, . . . , t} and dG(sr) = 3}. Note that 〈P j,p2〉 is an L-block. If sp2 is in a 2-leg, then
〈P j,p2〉 has at least 13 vertices and is isomorphic to L-block ({7, 8}, 2). If sp2 is in a 1-leg,
then 〈P j,p2〉 has at least 12 vertices and is isomorphic to L-block ({7, 8}, 1). In both cases,
the result follows. This case concludes the proof.
Now we are ready to prove Theorem 4.4, which is restated below.
Theorem 4.4. Let G be a lobster with ∆(G) = 3 and without Y -legs. If G has at most
one forbidden ending, then G has an α-labelling.
Proof. By Lemma 4.12 and Lemma 4.9 we conclude that every lobster G with max-
imum degree three, without Y -legs and with at most one forbidden ending has a π-
representation. This implies that G has an α-labelling.
4.3 Trees with a perfect matching
In this section, we prove Theorem 4.5 and Theorem 4.6. Recall that the contree of a tree
T with a perfect matching M is the tree obtained from T by contracting the edges of M .
As previously observed, the contree of a lobster with a perfect matching is a caterpillar.
Thus, by Theorem 2.49, every lobster with a perfect matching has a strongly-graceful
labelling since every caterpillar has an α-labelling (which is also a graceful labelling).
While analysing strongly-graceful labellings of lobsters with a perfect matching, we
observed that some strongly-graceful labellings are also α-labellings. This observation led
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us to the concept of strongly-α labellings: we say that a labelling f of T is strongly-α if
f is strongly-graceful and, additionally, f is also an α-labelling.
While every lobster with a perfect matching has a strongly-graceful labelling, there
are lobsters that do not have strongly-α labellings. Figure 4.20 exhibits an example
(remember that, by Theorem 2.47, all lobsters with diameter four that are not caterpillars
do not have α-labellings).
Figure 4.20: A lobster with a perfect matching that does not have strongly-α labellings.
In Theorem 4.13, we characterize the trees with a perfect matching that have strongly-
α labellings. In our proof, we use Broersma-Hoede’s construction described in Section 2.5.
Theorem 4.13. Let T be a tree with a perfect matching. Then, T has a strongly-α
labelling if and only if its contree has a balanced bipartition and an α-labelling.
Proof. Let T be a tree with a perfect matching M and let T ′ be the contree of T . Let
nT = |V (T )| and nT ′ = |V (T ′)| = nT/2. The result is trivial for nT = 2. Thus, consider
nT ∈ {4p, 4p+ 2}, p ∈ N>0.
First, suppose T has a strongly-α labelling f . Since T has a perfect matching, its bipar-
tition {X, Y } satisfies |X| = |Y |. Because f is an α-labelling, LfX is either {0, . . . , nT2 −1}
or {nT
2
, . . . , nT −1} and LfY is the other. We use labelling f so as to obtain an α-labelling
g for T ′. Let vxy ∈ V (T ′) be obtained from T by the contraction of edge xy ∈ M . Propo-
sition 2.48 implies that f(x) 6≡ f(y) (mod 2). Let f ′(vxy) be the one of f(x) and f(y) that
is even. Now, Proposition 2.48 shows that f ′ : V (T ′) → {0, 2, . . . , nT−2} = LfE(T )\M∪{0}.
Let vxyvzw ∈ E(T ′) with x, z ∈ X and y, w ∈ Y . By the definition of T ′, exactly one
of xw and zy belongs to E(T )\M . Suppose xw ∈ E(T )\M . Note that this implies that
f(x) ≡ f(w) (mod 2). Also, if f(x) ≡ 0 (mod 2), then |f ′(vxy)−f ′(vzw)| = |f(x)−f(w)|;
otherwise, f(x) ≡ 1 (mod 2) and |f ′(vxy)− f ′(vzw)| = |f(y)− f(z)| = |(nT − 1− f(x))−
(nT − 1 − f(w))| = |f(x) − f(w)|. We conclude that Lf ′E(T ′) = LfE(T )\M . For v ∈ V (T ′),
define g(v) = f ′(v)/2. By the definition of g, LgV (T ′) = {0, . . . , nT2 − 1} = {0, . . . , nT ′ − 1}
and LgE(T ′) = {1, . . . , nT2 − 1} = {1, . . . , nT ′ − 1}. Thus, g is graceful.
Now, we prove that g is an α-labelling. In order to do this, we show that there exists
k ∈ LgV (T ′) such that, either g(vxy) ≤ k < g(vzw) or g(vzw) ≤ k < g(vxy), for every edge
vxyvzw ∈ E(T ′). By the definition of f , f(x) ≤ nT/2 − 1 < f(w). First, suppose that
f(x) and f(w) are both even. Thus, we have
f(x) ≤ nT /2− 1 < f(w),
f ′(vxy) ≤ nT /2− 1 < f ′(vzw),
g(vxy) ≤ nT/4− 1/2 < g(vzw). (4.1)
Chapter 4. α-labellings of lobsters with ∆(G) = 3 107
Now, assume f(x) and f(w) are both odd. Thus, we have
f(x) ≤ nT/2− 1 < f(w),
nT − 1− f(x) ≥ nT/2 > nT − 1− f(w),
f(y) ≥ nT/2 > f(z),
f ′(vxy) ≥ nT /2 > f ′(vzw),
g(vxy) ≥ nT/4 > g(vzw). (4.2)
Hence, if nT = 4p, then let k = p−1; otherwise, nT = 4p+2 and we let k = p. In both
cases, g(vxy) ≤ k < g(vzw) or g(vzw) ≤ k < g(vxy). In order to conclude the proof, just
observe that when nT ′ = 2p, T ′ has a bipartition with parts of equal size since k = p− 1.
Moreover, when nT ′ = 2p+ 1, T ′ has a bipartition in which the cardinalities of the parts
differ by one since k = p. Therefore, T ′ has a balanced bipartition and the result follows.
Now, suppose T ′ is balanced and that g : V (T ′) → {0, . . . , nT ′ − 1} is an α-labelling.
Let {A,B} be the bipartition of T ′, labelled so that |A| ≥ |B|. Changing to the com-
plementary labelling if necessary, we may assume LgA = {0, . . . , |A| − 1} and LgB =
{|A|, . . . , nT ′ − 1}. Since T ′ has α-labelling g, by Theorem 2.49, T has a strongly-graceful
labelling f obtained by the Broersma-Hoede’s construction.
Next, we show that f is also an α-labelling; that is, we prove that there exists an
integer k ∈ {0, . . . , nT −1} such that, for each edge uv ∈ E(T ), either f(u) ≤ k < f(v) or
f(v) ≤ k < f(u). We claim that k = 2|A|−1 when |A| = |B| and that k = 2|A|−2 when
|A| = |B| + 1. Thus, let k1 = 2|A| − 1, k2 = 2|A| − 2 and consider an edge uv ∈ E(T ).
There are two cases to analyse depending on which set, M or E(T )\M , edge uv belongs
to.
Case 1. uv ∈M .
By the construction of f , vertices u and v receive different labels 2q and (nT −1)−2q,
for q ∈ LgA ∪ LgB. Without loss of generality, assume that f(u) = min{2q, (nT − 1)− 2q}
and f(v) = max{2q, (nT − 1)− 2q}.
First, suppose that q ∈ LgA. In this case, 2q < (nT − 1) − 2q. Thus, f(u) = 2q and
f(v) = (nT − 1)− 2q. Moreover, f(u) = 2q ≤ 2|A| − 2 and f(v) ≥ (nT − 1)− (2|A| − 2) =
(2nT ′ − 1) − (2|A| − 2) = (2(|A| + |B|) − 1) − 2|A| + 2 = 2|B| + 1. Therefore, since
f(u) ≤ 2|A| − 2 and f(v) ≥ 2|B|+ 1, we have:
if |A| = |B|, then f(u) ≤ 2|A| − 2 < 2|A| − 1 = k1 < 2|A|+ 1 ≤ f(v); (4.3)
if |A| = |B|+ 1, then f(u) ≤ 2|A| − 2 = k2 < 2|A| − 1 ≤ f(v). (4.4)
Now, suppose that q ∈ LgB. In this case, 2q > (nT − 1) − 2q. Thus, f(v) = 2q and
f(u) = (nT − 1) − 2q. Moreover, f(v) = 2q ≥ 2|A| and f(u) ≤ (nT − 1) − 2|A| =
(2nT ′ − 1)− 2|A| = (2(|A|+ |B|)− 1)− 2|A| = 2|B| − 1. Therefore, since f(u) ≤ 2|B| − 1
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and f(v) ≥ 2|A|, we have:
if |A| = |B|, then f(u) ≤ 2|A| − 1 = k1 < 2|A| ≤ f(v); (4.5)
if |A| = |B|+ 1, then f(u) ≤ 2|A| − 3 < 2|A| − 2 = k2 < 2|A| ≤ f(v). (4.6)
Case 2. uv ∈ E(T )\M .
By the construction of f , f(u) ≡ f(v) (mod 2). Without loss of generality, assume
that f(u) < f(v). First, suppose that f(u) and f(v) are both even. In this case, f(u) = 2q
and f(v) = 2r, for q, r ∈ LgA ∪ LgB. Since uv 6∈ M , edge uv has a corresponding edge u′v′
in the contree T ′ whose endpoints are in different parts of {A,B}. Since f(u) < f(v),
we have that q < r with q ∈ LgA and r ∈ LgB. Also, since LgA = {0, . . . , |A| − 1} and
LgB = {|A|, . . . , nT ′ − 1}, we have that f(u) = 2q ≤ 2|A| − 2 and f(v) = 2r ≥ 2|A|. These
inequalities imply that f(u) ≤ 2|A| − 2 = k2 < k1 < 2|A| ≤ f(v), and the result follows.
Now, suppose that f(u) and f(v) are both odd. By the construction of f , we have that
f(u) = (nT−1)−2q and f(v) = (nT−1)−2r, for q, r ∈ LgA∪LgB . Since f(u) < f(v), r ∈ LgA
and q ∈ LgB. This implies that 2q ≥ 2|A| and 2r ≤ 2|A|−2. Since nT = 2nT ′ = 2(|A|+|B|),
we obtain that f(u) = (nT−1)−2q = 2|A|+2|B|−1−2q ≤ 2|A|+2|B|−1−2|A| = 2|B|−1
and f(v) = (nT − 1)− 2r = 2|A|+ 2|B| − 1− 2r ≥ 2|A|+ 2|B| − 1− 2|A|+2 = 2|B|+1.
Since f(u) ≤ 2|B| − 1 and f(v) ≥ 2|B|+ 1, we have that
if |A| = |B|, then f(u) ≤ 2|A| − 1 = k1 < 2|A|+ 1 ≤ f(v); (4.7)
if |A| = |B|+ 1, then f(u) ≤ 2|A| − 3 < k2 < 2|A| − 1 ≤ f(v); (4.8)
and the result follows.
Now, we are ready to prove Theorem 4.5 and Theorem 4.6, which are restated below.
Theorem 4.5. Let T be a tree with a perfect matching and let T ′ be its contree. If T ′ is
balanced and has an α-labelling, then T also has an α-labelling.
Proof. Follows directly from Theorem 4.13.
Theorem 4.6. Let T be a tree with a perfect matching such that its contree T ′ is a
balanced caterpillar. Then, T has an α-labelling.
Proof. The result follows by Theorem 4.5 and by the fact that every caterpillar has an
α-labelling.
4.4 Concluding remarks
In this chapter, we have considered lobsters with ∆(G) = 3, without Y -legs, that have
at most one forbidden ending and lobsters with a perfect matching whose contrees are
balanced. These are positive steps towards settling Conjecture 4.2 for lobsters. One
possible next step to pursue is to consider lobsters for which neither Theorem 4.4 nor
Corollary 4.7 apply, as in the example shown in Figure 4.21.












Figure 4.21: An α-labelling of a lobster G with ∆(G) = 3 and a perfect matching. Note




Over the years, much research has been done in graph theory
concerning concepts dealing with “all things the same.” In recent
decades, there has been considerable research on concepts of a
somewhat opposite nature (all things different). This has led to a
number of concepts, results, conjectures, and open questions that
have attracted the attention of many graph theorists.
—Gary Chartrand [31]
In the previous three chapters of this thesis we discussed injective vertex-labellings of
graphs that induce an edge-labelling of the graph that is also injective. In this chapter, we
present and discuss two different types of labellings: edge-labellings and total-labellings
of graphs that induce vertex-labellings with the property that any two adjacent vertices
have distinct labels. These labellings are called neighbour-distinguishing edge-labellings
and neighbour-distinguishing total-labellings and are formally defined below.
Let G = (V (G), E(G)) be a simple graph and let L ⊂ R. A labelling π : E(G) → L is
an L-edge-labelling of G and a labelling π : V (G)∪E(G) → L is an L-total-labelling of G.
Given an L-edge-labelling (L-total-labelling) π of G, we define a mapping Cπ : V (G) → R
such that, for each v ∈ V (G),
Cπ(v) =
{∑
uv∈E(G) π(uv), if π is an L-edge-labelling;
π(v) +
∑
uv∈E(G) π(uv), if π is an L-total-labelling.
The value Cπ(v) is the colour of vertex v. Moreover, we define Cπ(G) = Im(Cπ). The
mapping Cπ is a proper-vertex-colouring of G if Cπ(u) 6= Cπ(v), for every edge uv ∈ E(G).
We say that the pair (π, Cπ) is a neighbour-distinguishing L-edge-labelling when π is
an L-edge-labelling and Cπ is a proper-vertex-colouring. Similarly, taking π as an L-
total-labelling in the previous definition, we say that (π, Cπ) is a neighbour-distinguishing
L-total-labelling. Figure 5.1 illustrates three graphs with a neighbour-distinguishing L-
edge-labelling, for L = {1, 2, 3}, and Figure 5.2 illustrates three graphs with a neighbour-
distinguishing L′-total-labelling, for L′ = {1, 2}.
Neighbour-distinguishing edge-labellings appeared in the literature around 2004 [65]
and neighbour-distinguishing total-labellings appeared around 2010 [94]. These two la-


































Figure 5.1: Three graphs with a neighbour-distinguishing {1, 2, 3}-edge-labelling. The















































Figure 5.2: Three graphs with a neighbour-distinguishing {1, 2}-total-labelling. The num-
ber inside each vertex corresponds to its colour and the number next to each vertex is its
label.
bellings are variants of a prior type of edge-labelling of graphs, introduced by Chartrand
et al. [33], motivated by previous discussions about irregular graphs [9,33,34]. According
to Chartrand, Oellerman and Erdös [34], if we want an irregular graph to be the oppo-
site of a regular graph rather than just having the property of being not regular, then,
perhaps, the most natural definition of irregularity is that a graph G is irregular if every
two vertices of G have distinct degrees. However, as observed by Chartrand et al. [33],
the unique simple graph that is irregular according to this definition is the trivial graph
K1, since every simple graph with at least two vertices has at least two vertices with the
same degree [32].
While the trivial graph is the unique simple graph that is irregular, the situation is
quite different when considering graphs with multiple edges. In fact, Chartrand et al. [33]
observed that it is quite easy to find irregular graphs with multiple edges and, based on
this observation, they investigated ways of turning an arbitrary simple graph G into an
irregular graph G′ by replacing each edge e ∈ E(G) with a given positive integer number
ne of multiple edges. For example, the 2-regular graph K3 can be transformed into an
irregular graph with multiple edges by replacing one of its edges by two multiple edges
and a second one by three multiple edges, as illustrated in Figure 5.3.
The main reason for just adding multiple edges to G (one could also add new vertices
or add edges linking two nonadjacent vertices of G) to get G′ is that this transformation
does not alter the adjacencies in the sense that every two adjacent vertices in G′ are also
adjacent in G. So the structure of G′ is representative of the structure of G. The main
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v1v1
v2v2 v3v3
Figure 5.3: The 2-regular graph K3 and the irregular graph G′ obtained from K3 by
replacing edge v1v2 by two multiple edges and replacing edge v2v3 by three multiple
edges. Note that every two vertices of G′ have distinct degrees.
concern of Chartrand et al. [33] was to perform this transformation in such a way that
the quantity max{ne : e ∈ E(G)} is minimized.
Chartrand et al. [33] formalized this optimization problem using the notion of irregular
networks. As defined by the authors, a network is a simple graph G in which, for each
edge e ∈ E(G), is assigned a positive integer label f(e). For each vertex v ∈ V (G),
the (induced) label of vertex v, denoted by f(v), is the sum of the labels of its incident
edges, that is, f(v) =
∑
uv∈E(G) f(uv) (f(v) = 0 if v has no incident edges). An irregular
network is a network G in which f(u) 6= f(v), for any two vertices u, v ∈ V (G). Note
that the function f : V (G) → N≥0 is an injection. As an illustration, Figure 5.4 exhibits


























Figure 5.4: An edge-labelling of the Petersen Graph resulting in an irregular network.
Note that no graph with two vertices can be an irregular network since, in any edge-
labelling of K2 and K2, both vertices of K2 have induced label 0 and the labels of the
vertices of K2 are those of its unique edge. Furthermore, note that if a graph G has
more than one isolated vertex, then G also cannot be an irregular network since all of
its isolated vertices have induced label 0 in any edge-labelling of G. However, if G is a
connected graph with at least three vertices, then it is always possible to assign positive
integer labels to the edges of G so as to obtain an irregular network.
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Theorem 5.1 (Chartrand et al. [33]). If G is a connected simple graph with at least
three vertices, then there exists an edge-labelling f : E(G) → N>0 of G that results in an
irregular network.
Proof. Let G be a simple connected graph with at least three vertices. Let E(G) =
{e1, e2, . . . , em}. Since G is connected and |V (G)| ≥ 3, we have that m ≥ 2. Define
an edge-labelling f of G such that, for each i ∈ [1, m], f(ei) = 2i−1. Now, note that
each vertex v ∈ V (G) can have its label expressed as a binary number am−1am−2 · · · a1a0
such that each ai ∈ {0, 1} and ai = 1 if and only if ei+1 is incident with vertex v. Since
there are no two vertices in G with the same set of incident edges and since the binary
representation of a positive integer is unique, we conclude that any two vertices of G have
distinct induced labels and the result follows.
Observe that, if we multiply all edge labels of an irregular network by a fixed positive
integer, then the resulting labelled graph is also an irregular network. By the previous
observations and by Theorem 5.1, we immediately obtain the following corollary.
Corollary 5.2 (Chartrand et al. [33]). There exists an edge-labelling of a simple graph G
that results in an irregular network if and only if G has at most one isolated vertex and
has no connected component isomorphic to K2.
Let G be an arbitrary connected simple graph with at least three vertices. Chartrand
et al. [33] posed the problem of determining the least positive integer k for which there
exists an edge-labelling f : E(G)→ [1, k] that results in an irregular network. The authors
called such a number the irregularity strength of G, which is denoted by s(G), and also
determined the irregularity strength of some classes of graphs such as paths, complete
graphs and complete equipartite graphs.
The problem of determining the irregularity strength of families of graphs or finding
upper bounds for the irregular strength of arbitrary graphs has attracted the attention of
many researchers, as can be noted in the surveys of Gallian and Lehel [49,73]. As examples
of upper bounds, Nierhoff [91] proved that every connected simple graph G, G 6∼= K3, with
at least three vertices has s(G) ≤ |V (G)| − 1 and Kalkowski et al. [64] proved that every
connected simple graph G with at least three vertices has s(G) ≤ 6⌈|V (G)|/δ(G)⌉.
Over the last decades, many variants of the concept of irregular networks were intro-
duced [10,14,25,65,92,94]. The reader will find more information about irregular networks
and its variants in the surveys of Gallian [49] and Seamone [103].
In particular, a variant of irregular networks is the neighbour-distinguishing edge-
labelling of graphs, defined in the beginning of this chapter. While in an irregular network
any two distinct vertices have distinct induced labels, it is natural to consider edge-
labellings of graphs where we require only that adjacent vertices have distinct induced
labels, that is, the induced vertex-labelling is a proper-vertex-colouring of the graph.
Neighbour-distinguishing edge-labellings were introduced in 2004 by Karónski, Łuczak
and Thomason [65], who proposed the problem of determining the least positive integer
k, denoted by χ′∑(G), needed to obtain a neighbour-distinguishing [k]-edge-labelling of
an arbitrary simple graph G without connected components isomorphic to K2. As with
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irregular networks, K2 does not have neighbour-distinguishing edge-labellings. However,
all other simple graphs have neighbour-distinguishing edge-labellings (see Theorem 5.7).
Karónski et al. [65] observed that all the families of graphs they studied have a
neighbour-distinguishing [3]-edge-labelling and, based on this observation, they posed
the following conjecture.
Conjecture 5.3 (Karónski et al. [65]). If G is a simple graph without connected compo-
nents isomorphic to K2, then χ
′
∑(G) ≤ 3.
Conjecture 5.3 is known as the 1,2,3-Conjecture and the best known result about it
is due to Kalkowski et al. [63], who proved that every simple graph G without connected
components isomorphic to K2 has χ′∑(G) ≤ 5.
Based on experiments, Karónski et al. [65] suggested that, for almost all graphs,
labels 1 and 2 would be sufficient to obtain a neighbour-distinguishing edge-labelling.
Nevertheless, Dudek and Wajc [39] proved that deciding whether an arbitrary graph
has a neighbour-distinguishing [2]-edge-labelling is NP-complete. Since then, neighbour-
distinguishing [2]-edge-labellings have been investigated for families of graphs [30, 37, 76,
112]. In particular, Thomassen et al. [112] completely characterized the bipartite graphs
that have neighbour-distinguishing [2]-edge-labellings and proved that every nonbipartite
(6p−7)-edge-connected graph of chromatic number at most p (where p is any odd natural
number greater than or equal to 3) has a neighbour-distinguishing [2]-edge-labelling.
In 2012, Khatirinejad et al. [66] generalized the neighbour-distinguishing [2]-edge-
labelling problem to that of determining whether a graphG has a neighbour-distinguishing
{a, b}-edge-labelling, for a, b ∈ R, a 6= b. In their article, the authors investigated
neighbour-distinguishing {a, b}-edge-labellings for some families of graphs such as com-
plete graphs, bipartite graphs, unicyclic graphs and cartesian products. Later, Bens-
mail [15] proved that deciding whether an arbitrary graph has a neighbour-distinguishing
{a, b}-edge-labelling is NP-complete for every pair of distinct real numbers a and b.
Motivated by the neighbour-distinguishing [2]-edge-labelling problem, Przybyło and
Woźniak [94] introduced neighbour-distinguishing total-labellings and proposed the prob-
lem of determining the least positive integer k, denoted by χ′′∑(G), needed to obtain
a neighbour-distinguishing [k]-total-labelling of an arbitrary simple graph G. The au-
thors [94] proved that complete graphs, 3-colourable graphs and 4-regular graphs all have
χ′′∑(G) ≤ 2 and, based on these results, they posed Conjecture 5.4.
Conjecture 5.4 (Przybyło and Woźniak [94]). If G is a simple graph, then χ′′∑(G) ≤ 2.
Conjecture 5.4 is known as the 1,2-Conjecture and the best known result toward this
conjecture is due to Kalkowski [62], who proved that every simple graph G has χ′′∑(G) ≤ 3.
Following the natural line of generalizations, Hulgan et al. [60] proved that com-
plete graphs, complete multipartite graphs, 3-colourable graphs and 4-regular graphs have
neighbour-distinguishing {a, b}-total-labellings, for any pair of distinct real numbers a and
b, and based on these results, they asked the following question.
Question 5.5 (Hulgan et al. [60]). Given any two distinct real numbers a and b, does
every simple graph G have a neighbour-distinguishing {a, b}-total-labelling?
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Question 5.5 remains open for arbitrary simple graphs and, more specifically, it is still
unknown whether there exists a graph that requires the three integers 1, 2, 3 in order to
admit a neighbour-distinguishing total-labelling.
In the next section, we discuss known upper bounds on χ′∑(G) and χ′′∑(G) and present
proofs for the respective best upper bounds known in the literature. In Section 5.2, we
present known results that determine χ′∑(G) and χ′′∑(G) for some families of graphs. We
also discuss other results used in proofs of Chapter 6.
5.1 Upper bounds on χ′∑(G) and χ′′∑(G)
The most significant progress toward solving the 1,2,3-Conjecture is the determination
of upper bounds on χ′∑(G), for every simple graph G without connected components
isomorphic to K2.
The first constant bound on χ′∑(G) was found by Addario-Berry et al. [7], who proved
that χ′∑(G) ≤ 30. This bound was later improved to χ′∑(G) ≤ 16 by Addario-Berry et
al. [8]. Posteriorly, Wang and Yu [115] improved the previous upper bound to χ′∑(G) ≤ 13.
Around the same time, Przybyło andWoźniak [94] introduced neighbour-distinguishing
total-labellings and, using Addario-Berry et al.’s results [8], they proved that χ′′∑(G) ≤ 11.
Later, Przybyło [94] improved this upper bound for the class of regular graphs, showing
that χ′′∑(G) ≤ 7 for every regular graph G.
However, a great breakthrough on the 1,2,3-Conjecture and 1,2-Conjecture has been
achieved with the results presented in Kalkowski’s Ph.D thesis [62]. Kalkowski designed
an algorithm that processes the vertices of a given simple graph in linear order v1, . . . , vn
such that, at each step, some labels of the edges incident with the current vertex vi
are adjusted so as to guarantee that the final colour of vi is different from the colours
of its previously considered neighbours in the linear ordering. Kalkowski [62] used this
algorithm to prove that every simple graph G has χ′′∑(G) ≤ 3. Kalkowski, Karoński and
Pfender [62, 64] modified the previous proof in order to show that every simple graph
G without connected components isomorphic to K2 has χ′∑(G) ≤ 5. These current best
upper bounds are presented in the next two theorems.
Theorem 5.6 (Kalkowski [62]). If G is a simple graph, then there exists a [3]-total-
labelling π of G using labels 1, 2, 3 on the edges and labels 1, 2 on the vertices such that
(π, Cπ) is a neighbour-distinguishing [3]-total-labelling of G.
Proof. Let G be a simple graph with n vertices. We assume that G is connected since its
components can be dealt with separately. Next, we show how to inductively construct a
sequence of n total-labellings π1, . . . , πn of G that assign labels 1, 2, 3 to the edges, labels
1, 2 to the vertices and such that, for each i ∈ [2, n], πi is a modification of πi−1. The
final [3]-total-labelling πn is defined such that (πn, Cπn) is a neighbour-distinguishing [3]-
total-labelling of G. In the remaining of this proof, it should be understood that, for each
i ∈ [2, n], πi(e) = πi−1(e) and πi(v) = πi−1(v), for every e ∈ E(G) and every v ∈ V (G),
unless stated otherwise.
Let v1, . . . , vn be an arbitrary ordering of the vertices of G. Start by defining π0 as
the [2]-total-labelling of G that assigns label 2 to all edges of G and label 1 to all vertices
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of G. Set π1 = π0. Thus, Cπ1(vi) = 2dG(vi) + 1, for every vi ∈ V (G).
Now, suppose that, for any integer k ∈ [2, n], labelling πk−1 satisfies the following four
properties:
(i) for every i < k, we have that πk−1(vi) ∈ {1, 2};
(ii) πk−1(vivj) ∈ {1, 2, 3}, for all vivj ∈ E(G) with i, j < k;
(iii) Cπk−1(vi) 6= Cπk−1(vj), for vivj ∈ E(G) with i, j < k;
(iv) for each i ∈ [k, n], every edge e incident with vi has label πk−1(e) = 2.
Note that these properties guarantee that the colour of vi ∈ {v1, . . . , vk−1} is different
from the colours of its neighbours in this set. Keeping this property is the key idea behind
the construction of πk. When adding vk, we may make adjustments to the labels of its
neighbours in the set {v1, . . . , vk−1} and also to some edges linking vk to its neighbours
in {v1, . . . , vk−1}. We make these adjustments guaranteeing that the previous colours of
the vertices in {v1, . . . , vk−1} are preserved.
Now, we show how to construct πk so that the above properties hold. If vivk 6∈ E(G),
for all i < k, then we are done. Thus, suppose that vk has d neighbours among the vertices
v1, . . . , vk−1. For i ∈ {1, 2}, let di be the number of vertices in NG(vk) ∩ {v1, . . . , vk−1}
with label i. Note that d = d1 + d2. For each edge vivk ∈ E(G), with i < k, we have the
following possibilities for πk(vivk):
(a) if πk−1(vi) = 1, either (πk(vi) = 1, πk(vivk) = 2) or (πk(vi) = 2, πk(vivk) = 1). Both
options preserve the colour of vi;
(b) if πk−1(vi) = 2, either (πk(vi) = 2, πk(vivk) = 2) or (πk(vi) = 1, πk(vivk) = 3). Both
options preserve the colour of vi.
We claim that there exists an adjustment of the labels, as previously defined, that
results in a colour for vk that is different from all the colours of its neighbours in the set
{v1, . . . , vk−1}.
By items (a) and (b), at most d1 of the edges incident with vk can have their labels
decreased by one unit. Let s be the number of decrements, 0 ≤ s ≤ d1. Similarly, at most
d2 of the edges incident with vk can have their labels increased by one unit. Let t be the
number of increments, 0 ≤ t ≤ d2. By construction, Cπk−1(vk) = 2dG(vk) + 1. Thus, after
s decrements and t increments, the colour of vk is 2dG(vk) + 1+ t− s, which implies that
the range of possibilities for the colour of vk is [2dG(vk)+1−d1, 2dG(vk)+1+d2]. Note that
this set has d + 1 elements. Since vk has exactly d neighbours in the set {v1, . . . , vk−1},
there exists at least one value that can be chosen for Cπk(vk). Therefore, make the
necessary adjustments to define πk accordingly. Also observe that these adjustments
preserve properties (i), (ii), (iii) and (iv). This implies that (πn, Cπn) is the required
neighbour-distinguishing [3]-total-labelling of G, and the result follows.
Theorem 5.7 (Kalkowski et al. [63]). If G is a simple graph without connected components
isomorphic to K2, then G has a neighbour-distinguishing [5]-edge-labelling.
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Proof. Let G be a simple graph without connected components isomorphic to K2. We
assume that G is connected since its components can be dealt with separately. Let
v1, v2, v3, . . . , vn be an ordering of the vertices of G such that dG(vn) ≥ 2 and, for every
i ∈ [1, n− 1], vi has a neighbour vj with j > i. Such an ordering of V (G) can be obtained
as follows: start with some vertex having at least two neighbours and call it vn (vn exists
since G is connected and |V (G)| ≥ 3). Assume that vk, vk+1, . . . , vn have been defined, for
k ≤ n. Since G is connected, unless the ordering is complete, there is some non-indexed
vertex, say v, which is adjacent to some already indexed vertex. Define vk−1 = v. Stop
when all vertices are indexed.
Next, we show how to construct a sequence of [5]-edge-labellings f1, . . . , fn for G such
that, for each i ∈ [2, n], edge-labelling fi is a modification of fi−1. Moreover, the final
edge-labelling fn is constructed such that Cfn is a proper-vertex-colouring of G. The idea
is to:
(i) assign, for every vertex vi with i < n, a set of two colours W (vi) = {ci, ci + 2} with
ci ≡ 0, 1 (mod 4);
(ii) define edge-labellings f1, . . . , fn−1 such that, for every edge vivj ∈ E(G) with 1 ≤
i < j ≤ n− 1, W (vi) ∩W (vj) = ∅ and Cfq(vp) ∈ W (vp), for every p ≤ q;
(iii) define fn adjusting the labels of the edges incident with vn so as to make sure that
Cfn is a proper-vertex-colouring of G.
Define f1 as the labelling that assigns label 3 to all edges of G. Thus, Cf1(v1) = 3dG(v1)
and c1 is defined as follows:
c1 =
{
Cf1(v1), if Cf1(v1) ≡ 0, 1 (mod 4);
Cf1(v1)− 2, if Cf1(v1) ≡ 2, 3 (mod 4).
Thus, W (v1) = {Cf1(v1), Cf1(v1) + 2}, if Cf1(v1) ≡ 0, 1 (mod 4); and W (v1) =
{Cf1(v1) − 2, Cf1(v1)}, otherwise. Note that it is always possible to define c1 ≡ 0, 1
(mod 4), independently of the value of Cf1(v1). For the remaining of this proof, it should
be understood that, for each i ∈ [2, n], fi(e) = fi−1(e) for every edge e ∈ E(G), unless
otherwise stated.
Now, suppose that, for any integer k ∈ [2, n− 1], the following five conditions hold:
(I) for all i < k, W (vi) = {ci, ci + 2} for some positive integer ci ≡ 0, 1 (mod 4);
(II) for every edge vivj , with i, j < k, W (vi) ∩W (vj) = ∅;
(III) Cfk−1(vi) ∈ W (vi), for i < k;
(IV) fk−1(vkvj) = 3, for all edges vkvj with j > k;
(V) for i < k, if fk−1(vivk) 6= 3, then either fk−1(vivk) = 2 and Cfk−1(vi) = ci, or
fk−1(vivk) = 4 and Cfk−1(vi) = ci + 2.
Define Sℓ = {v1, . . . , vℓ}. Note that conditions (II) and (III) guarantee that any two
adjacent vertices of Sk−1 have distinct colours under Cfk−1 . Keeping this property is the
main point behind the construction of fk. When adding vk, we may make adjustments in
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the labels of the vertices in NG(vk)∩Sk−1 and in the labels of the edges in EG[{vk}, Sk−1].
We may also need to make one (and only one) extra adjustment in the label of an edge
linking vk to a vertex in V (G)\Sk. We make these adjustments guaranteeing that the
final colour Cfk(vi) of each vertex vi ∈ Sk−1 belongs to set W (vi).
Now, we show how to construct fk and W (vk) such that the above five conditions
hold. If vk has no neighbours in Sk−1, then set fk = fk−1, define W (vk) as it was done
for W (v1), and we are done. Then, suppose that vk has neighbours in Sk−1. For each
edge vivk ∈ E(G), with i < k, recalling that Cfk−1(vi) ∈ W (vi) = {ci, ci+2}, we have the
following three possibilities for fk(vivk):
(a) if Cfk−1(vi) = ci, increase fk−1(vivk) by 2 – defining fk in this way yields Cfk(vi) =
ci + 2 ∈ W (vi);
(b) if Cfk−1(vi) = ci + 2, decrease fk−1(vivk) by 2 – this yields Cfk(vi) = ci ∈ W (vi);
(c) leave the label of vivk unchanged, that is, fk(vivk) = fk−1(vivk).
Let j = min{i : k+1 ≤ i ≤ n and vkvi ∈ E(G)}. For fk(vkvj) we may alter fk−1(vkvj) by
±1. By the construction, fk−1(vkvj) = 3. As we see later in this proof, we only increase
this value by one if Cfk(vk) = ci + 2 and only decrease this value by one if Cfk(vk) = ci,
so as to guarantee that condition (V) holds for (fk, Cfk).
We claim that there exists an adjustment of labels as previously defined, that results in
a colour Cfk(vk) for vk and a setW (vk) such that Cfk(vk) ∈ W (vk) andW (vk)∩W (vi) = ∅,
for all vi ∈ NG(vk) ∩ Sk−1.
Let d = |NG(vk) ∩ Sk−1|, d1 = |{v ∈ NG(vk) ∩ Sk−1 : Cfk−1(v) = ci}| and d2 = d − d1.
By (a) and (b), at most d1 of the edges incident with vk can have their labels increased by
two and at most d2 of them can have their labels decreased by two. Suppose there were t
increments and s decrements in edges linking vk to vertices in Sk−1. Therefore, the colour
of vk is Cfk−1(vk)+ 2t− 2s. Since 0 ≤ t ≤ d1 and 0 ≤ s ≤ d2, there are d1+ d2+1 = d+1
different possible values for Cfk(vk) and these values have the same parity. In addition,
remember that we also allow label fk−1(vkvj) to be increased or decreased by one, for
one edge vkvj ∈ E(G) with j previously defined. We conclude that Cfk(vk) can take all
integer values contained in S = [Cfk−1(vk)− 2d2 − 1, Cfk−1(vk) + 2d1 + 1]. Note that this
set has exactly 2d+ 3 elements.
We claim that at least one of the 2d+ 3 colours of S is available for Cfk(vk). By the
induction hypothesis, for vivℓ ∈ E(G) with i, ℓ < k, W (vi)∩W (vℓ) = ∅. This implies that
at most 2d colours of S appear in sets W (vi) of neighbours of vk and are not available
for Cfk(vk). At this point, three colours of S remain available for Cfk(vk). Consider j =
min{i : k+1 ≤ i ≤ n and vkvi ∈ E(G)}. The minimum colour for vk, Cfk−1(vk)− 2d2− 1,
can only be obtained when fk(vkvj) = 2, that has some restriction imposed by condition
(V), as previously mentioned. The same is true for colour Cfk−1(vk) + 2d1 + 1, obtained
only when fk(vkvj) = 4. Therefore, these two colours may be not available for Cfk(vk).
On the other hand, note that any value in S that is different from Cfk−1(vk) − 2d2 − 1
and Cfk−1(vk) + 2d1 + 1 and that is obtained with fk(vkvj) 6= 3, can be obtained with
fk(vkvj) = 2 or fk(vkvj) = 4 (that is, it can be obtained in two ways). These facts
imply that at most 2d + 2 values of S may not be available for Cfk(vk). However, since
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|S| = 2d+3, at least one value x ∈ S, with Cfk−1(vk)−2d2−1 < x < Cfk−1(vk)+2d1+1,
remains free for Cfk(vk). Define Cfk(vk) = x.
In the following, we prove that there exists ck ≡ 0, 1 (mod 4) such that Cfk(vk) ∈
W (vk) = {ck, ck+2} and W (vk)∩W (vi) = ∅, for all vi ∈ NG(vk)∩Sk−1. If Cfk(vk) ≡ 0, 1
(mod 4), then define ck = Cfk(vk), which implies that W (vk) = {Cfk(vk), Cfk(vk) + 2}.
By the construction of fk, {Cfk(vk)} ∩ W (vi) = ∅, for vi ∈ Sk−1 ∩ NG(vk). Therefore,
W (vk) ∩ W (vi) = ∅. If Cfk(vk) ≡ 2, 3 (mod 4), then define ck = Cfk(vk) − 2 ≡ 0, 1
(mod 4). By the same reasoning of the previous case we conclude thatW (vk)∩W (vi) = ∅
for vi ∈ Sk−1∩NG(vk). Therefore, we can defineW (vk) and fk with the required properties
for k ≤ n− 1.
It remains to consider vertex vn and define (fn, Cfn). For vivn ∈ E(G) we can either
add or subtract 2 to or from fn−1(vivn) while keeping Cfn(vi) ∈ W (vi). These possi-
ble adjustments give a total of dG(vn) + 1 ≥ 3 options for Cfn(vn). Let V0 = {vi ∈
NG(vn) : Cfn−1(vi) = ci} and V+2 = {vi ∈ NG(vn) : Cfn−1(vi) = ci + 2}. The minimum
value for Cfn(vn) is Cfn−1(vn) − 2|V+2|, which is obtained decreasing by two the label of
every edge vivn for vi ∈ V+2. Let a = Cfn−1(vn)− 2|V+2|.
Case 1. a ≡ 2, 3 (mod 4).
In this case, for every vi ∈ V+2, decrease the label of vivn by two. This yields a
proper-vertex-colouring Cfn of G in which: (i) Cfn(vn) = a ≡ 2, 3 (mod 4); and (ii) for
all vi ∈ NG(vn), Cfn(vi) = ci ≡ 0, 1 (mod 4).
Case 2. a ≡ 0, 1 (mod 4) and there exists vi ∈ NG(vn) such that a 6= ci ∈ W (vi).
If vi ∈ V+2, then Cfn(vi) = Cfn−1(vi) = ci + 2. Otherwise, increase the label of edge
vivn by two so as to obtain Cfn(vi) = Cfn−1(vi) + 2 = ci + 2. For every v ∈ V+2\{vi},
decrease the label of edge vvn by two. Note that Cfn(v) = Cfn−1(v) − 2 = ci ≡ 0, 1
(mod 4). After these adjustments, Cfn(vn) = a + 2 ≡ 2, 3 (mod 4). Moreover, Cfn(vn) =
a+ 2 6= ci + 2 = Cfn(vi). Therefore, Cfn is a proper-vertex-colouring of G.
Case 3. a ≡ 0, 1 (mod 4) and a = ci ∈ W (vi) for all vi ∈ NG(vn).
Let vk, vℓ ∈ NG(vn) and define the final colours Cfn(vk) and Cfn(vℓ) of these vertices as
done for vertex vi in the previous case. For the vertices in V+2\{vk, vℓ}, again, proceed as in
the previous case for the vertices in V+2\{vi}. After these adjustments, Cfn(vn) = a+4 >
a + 2 ≥ Cfn(v) for every v ∈ NG(vn). Therefore, (fn, Cfn) is a neighbour-distinguishing
[5]-edge-labelling of G.
The technique presented in the proof of Theorem 5.7 inspired some new results toward
a solution to the 1,2,3-Conjecture. For example, in 2016, Gao et al. [50] used a similar
technique in order to prove that the 1,2,3-Conjecture is true if the condition of being a
proper-vertex-colouring is relaxed to allow colour classes to induce forests. Furthermore,
in 2017, Bensmail [16] used a similar technique to show that every 5-regular graph G has
χ′∑(G) ≤ 4.
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5.2 Known results for some families of graphs
We begin this section presenting general results and observations concerning neighbour-
distinguishing L-edge-labellings of simple graphs, for any finite set of real numbers L.
Later, we present some known results on neighbour-distinguishing edge-labellings and
neighbour-distinguishing total-labellings for some classic families of graphs, such as bi-
partite graphs, cycles and complete graphs.
Khatirinejad et al. [66] observed that the existence of neighbour-distinguishing L-edge-
labellings of a graph depends not only on the size of L but also on the particular elements of
L. For example, the graph in Figure 5.5 is shown with a neighbour-distinguishing [2]-edge-
labelling but it is not difficult to verify that it does not admit neighbour-distinguishing













Figure 5.5: A graph with a neighbour-distinguishing [2]-edge-labelling.
It is natural to think about operations that allow us to turn a neighbour-distinguishing
{a, b}-edge-labelling of a graph G into another with distinct edge labels. A possible
operation could be to increase all edge labels ofG by a fixed real number t, t 6= 0. However,
as illustrated in Figure 5.6, depending on the graph and on its neighbour-distinguishing
{a, b}-edge-labelling, this operation may not result in another neighbour-distinguishing
edge-labelling.
Another modification on the edge labels one may think of is defined as follows. Let L
and L′ be two distinct sets of real numbers such that |L| = |L′| ≥ 2 and let ϕ : L → L′
be a bijection. Given a graph G with a neighbour-distinguishing L-edge-labelling (π, Cπ),
we can use π and ϕ to obtain an L′-edge-labelling π′ of G by defining π′(uv) = ϕ(π(uv)),
for every uv ∈ E(G). However, it may occur that Cπ′ is not a proper-vertex-colouring
of G, as illustrated in Figure 5.7. Despite of this fact, the use of bijections ϕ : L → L′
always works if the graph under consideration is regular and |L| = |L′| = 2, as shown in
the proof of Lemma 5.8.
Lemma 5.8 (Khatirinejad et al. [66], Hulgan et al. [60]). Let G be a k-regular graph. If G
has a neighbour-distinguishing {a, b}-edge-labelling (neighbour-distinguishing {a, b}-total-
labelling) for fixed distinct real numbers a and b, then G has a neighbour-distinguishing
{a′, b′}-edge-labelling (neighbour-distinguishing {a′, b′}-total-labelling) for any two distinct
real numbers a′ and b′.
















































Figure 5.6: A neighbour-distinguishing {3, 8}-edge-labelling π of a graph G and a {5, 10}-
edge-labelling π′ obtained from π by increasing all edge labels of G by 2. Note that

























(b) Graph G with a {−1, 1}-edge-labelling π1
obtained from π by defining π1(uv) = ϕ(π(uv))
for all uv ∈ E(G), where ϕ(1) = −1 and ϕ(2) =











(c) Graph G with a {−1, 1}-edge-labelling π2
obtained from π by defining π2(uv) = ϕ(π(uv))
for all uv ∈ E(G), where ϕ(1) = 1 and ϕ(2) =













(d) Graph G with a neighbour-distinguishing
{−1, 1}-edge-labelling (π′, Cpi′).
Figure 5.7: Example showing that a neighbour-distinguishing {1, 2}-edge-labelling of a
graph may not be transformed into a neighbour-distinguishing {−1, 1}-edge-labelling by
simply applying a bijection between the two sets of labels {1, 2} and {−1, 1}.
Proof. Let G be a k-regular graph and let a and b be fixed distinct real numbers. Let
(π, Cπ) be a neighbour-distinguishing {a, b}-edge-labelling of G. Since every vertex of
G has degree k, for each u ∈ V (G), the colour of u is Cπ(u) = ta + (k − t)b, for some
t ∈ [0, k]. Note that the colour of each vertex of G is in a one-to-one correspondence with
the number of incident edges with label a. Thus, if a specific choice of a and b gives a
proper-vertex-colouring of G, then changing all edge labels from a to a′ and from b to b′
yields a neighbour-distinguishing {a′, b′}-edge-labelling of G. In order to see this, take an
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{a′, b′}-edge-labelling π2 of G as previously defined, that is, for each edge uv ∈ E(G),
π2(uv) =
{
a′, if π(uv) = a;
b′, if π(uv) = b;
where a′ and b′ are any two distinct real numbers. Suppose that there exists an edge uv ∈
E(G) with Cπ2(u) = Cπ2(v). Thus, Cπ2(u) = t1a
′ + (k− t1)b′ = t2a′ + (k− t2)b′ = Cπ2(v),
for t1, t2 ∈ [0, k]. By rearranging the equation t1a′+(k− t1)b′ = t2a′+(k− t2)b′, we obtain
that (t2 − t1)(b′ − a′) = 0. This last equation implies that t1 = t2 since a′ 6= b′. However,
this contradicts the fact that Cπ(u) = t1a+(k− t1)b 6= t2a+(k− t2)b = Cπ(v). The proof
considering neighbour-distinguishing {a, b}-total-labellings is analogous.
Given a neighbour-distinguishing {a, b}-edge-labelling or a neighbour-distinguishing
{a, b}-total-labelling of a graph G, another possible operation is to multiply all the labels
by a fixed real number t, t 6= 0. By Lemma 5.9, the labelling resulting from this operation
is neighbour-distinguishing.
Lemma 5.9 (Khatirinejad et al. [66], Hulgan et al. [60]). Let L ⊂ R be a nonempty set and
let t ∈ R with t 6= 0. If a simple graph G has a neighbour-distinguishing L-edge-labelling
(neighbour-distinguishing L-total-labelling), then G has a neighbour-distinguishing L′-
edge-labelling (neighbour-distinguishing L′-total-labelling), where L′ = {at : a ∈ L}.
Proof. Let t, L and L′ be as stated in the hypothesis. Let G be a simple graph with
a neighbour-distinguishing L-edge-labelling (π, Cπ). Let π′ be an L′-edge-labelling of G
defined by π′(uv) = π(uv) · t, for each edge uv ∈ E(G). By the definition of π′, Cπ′(u) =
Cπ(u) · t, for every vertex u ∈ V (G). Moreover, for each edge uv ∈ E(G), Cπ′(u) =
Cπ(u) · t 6= Cπ(v) · t = Cπ′(v) since Cπ(u) 6= Cπ(v). Therefore, (π′, Cπ′) is a neighbour-
distinguishing L′-edge-labelling of G. By a similar reasoning, we obtain a neighbour-
distinguishing L′-total-labelling from a neighbour-distinguishing L-total-labelling.
As discussed in the introduction of this chapter, there are graphs that do not have
neighbour-distinguishing edge-labellings with less than three edge labels [30, 65]. This
is the case, for example, of all complete graphs (see Corollary 5.11). Hence, the general
upper bound on χ′∑(G) proposed by the 1,2,3-Conjecture is tight. However, Addario-Berry
et al. [8] proved that almost all graphs G have χ′∑(G) ≤ 2. Despite these results, Dudek
and Wajc [39] proved that deciding whether an arbitrary graph G without connected
components isomorphic to K2 has a neighbour-distinguishing [2]-edge-labelling is NP-
complete. Later, Bensmail [15] proved that deciding whether an arbitrary graph has a
neighbour-distinguishing {a, b}-edge-labelling is NP-complete for every pair of distinct
real numbers a and b.
In view of these results, an interesting line of research consists of determining χ′∑(G)
for classes of graphs or, even further, investigating the structural conditions that require
the presence of a third edge label so as to obtain a neighbour-distinguishing edge-labelling
for the graph. One of the first works in these directions is due to Chang et al. [30], who
determined χ′∑(G) for cycles, complete graphs, complete bipartite graphs, trees, and posed
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the problem of characterizing the bipartite graphs that have neighbour-distinguishing [2]-
edge-labellings. Since then, some authors [37, 66, 75, 76] tried to solve this problem and,
in 2016, Thomassen, Wu and Zhang [112] completely characterized the bipartite graphs
without connected components isomorphic to K2 that have χ′∑(G) = 3. The family T of
all bipartite simple graphs G with χ′∑(G) = 3 is recursively defined by the following two
rules:
(i) T contains all cycles C4k+2, k ≥ 1. We represent cycle C4k+2 with a fixed perfect
matching M by (C4k+2;M);
(ii) if (G;M) ∈ T , then (G′;M ′) ∈ T , where:
(a) G′ is obtained from a path P4r+2 = (v0, . . . , v4r+1), r ≥ 1, disjoint from G, by
identifying v0 with x and v4r+1 with y for some edge xy ∈M ;
(b) M ′ = M ∪ {v2i−1v2i : 1 ≤ i ≤ 2r}.
Figure 5.8 illustrates some bipartite graphs that belong to family T .
Figure 5.8: Three connected bipartite graphs that do not have neighbour-distinguishing
[2]-edge-labellings. Bold edges form a perfect matching in each graph.
In fact, Davoodi and Omoomi [37] proved that all graphs in T do not have neighbour-
distinguishing {a, b}-edge-labellings, for any two distinct real numbers a and b. However,
it is still an open question if every bipartite graph that does not belong to T does have
a neighbour-distinguishing {a, b}-edge-labelling, for every two distinct a, b ∈ R (Note
that Thomassen et al.’s characterization refers to neighbour-distinguishing {1, 2}-edge-
labellings).
Another family of graphs for which neighbour-distinguishing {a, b}-edge-labellings
have been investigated is the family of complete graphs. In fact, the complete graphs
have no neighbour-distinguishing {a, b}-edge-labelling, for any pair of distinct real num-
bers a and b. This result is presented in Corollary 5.11 and its proof uses Lemma 5.10.
Lemma 5.10 (Khatirinejad et al. [66]). Let G be a k-regular graph and let a, b ∈ R, with
a 6= b. If G has a neighbour-distinguishing {a, b}-edge-labelling, then G is k-colourable.
Proof. Let G be a k-regular graph with a neighbour-distinguishing {a, b}-edge-labelling
(π, Cπ). Thus, each vertex v ∈ V (G) has colour Cπ(v) = tva+(k−tv)b, for some tv ∈ [0, k].
This implies that there are at most k+1 colours occurring in the vertices of G: the colours
in the set {ai+ b(k− i) : 0 ≤ i ≤ k, i ∈ Z}. If less than k+1 colours occur in the vertices
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of G, then we are done. Thus, suppose that Cπ is a proper (k+ 1)-vertex-colouring of G.
Note that a vertex with colour ak cannot be adjacent to a vertex with colour bk. Thus,
putting the vertices with colours ak and bk in the same colour class results in a proper
k-vertex-colouring of G.
Corollary 5.11 (Khatirinejad et al. [66]). Let a, b ∈ R, with a 6= b. If G is an odd cycle
or a complete graph, then G does not have a neighbour-distinguishing {a, b}-edge-labelling.
Proof. Let G be an odd cycle or a complete graph. Note that χ(G) = ∆(G)+1. Therefore,
the result follows by the contrapositive of Lemma 5.10.
Even though complete graphs do not have neighbour-distinguishing edge-labellings
with two edge labels, they admit an {a, b}-edge-labelling that is very close to being
neighbour-distinguishing. This specific edge-labelling is used in the proof of some results
in Chapter 6.
Lemma 5.12 (Khatirinejad et al. [66]). Given n ≥ 2 and a, b ∈ R, a < b, there exist
two {a, b}-edge-labellings of Kn, such that the colours of all but two vertices are distinct.
Furthermore, for any such {a, b}-edge-labelling, the subgraph induced by the edges with one
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⌉− 1, . . . , n− 2).
Proof. First, we prove, by induction on n, that Kn has two {a, b}-edge-labellings π1 and
π2 such that the colours of all but two vertices are distinct and such that a(n − 1) ≤
Cπ1(v) ≤ a + b(n − 2) and a(n− 2) + b ≤ Cπ2(v) ≤ b(n − 1), for all v ∈ V (Kn). For K2
the required edge-labellings π1 and π2 are obtained by assigning either label a or label b
to its unique edge.
Now, consider Kn, with n ≥ 3, and let G′ = Kn − v, v ∈ V (Kn). By the induction
hypothesis, G′ has two {a, b}-edge-labellings π′1 and π′2 such that the colours of all but
two vertices are distinct and such that a(n − 2) ≤ Cπ′
1
(w) ≤ a + b(n − 3) and a(n −
3) + b ≤ Cπ′
2
(w) ≤ b(n − 2), for all w ∈ V (G′). We construct the required {a, b}-edge-
labelling π1 for Kn by assigning label a to the edges incident with v and assigning π′2 to
G′ ⊂ Kn. Since v is adjacent to all vertices of G′ and its incident edges all have label a,
we have that Cπ1(w) = Cπ′2(w) + a, for all w ∈ V (G′). This implies that a(n − 2) + b ≤
Cπ1(w) ≤ a + b(n − 2), for all w ∈ V (G′), and only two vertices of G′ have the same
colour under Cπ1. Since Cπ1(v) = a(n− 1) and a(n− 1) < a(n− 2) + b, we conclude that
a(n− 1) ≤ Cπ1(w) ≤ a+ b(n− 2), for all w ∈ V (Kn), as required. Now, we construct the
required {a, b}-edge-labelling π2 for Kn by assigning label b to the edges incident with v
and assigning π′1 to G
′ ⊂ Kn. Since v is adjacent to all vertices of G′ and its incident
edges all have label b, we have that Cπ2(w) = Cπ′1(w) + b, for all w ∈ V (G′). This implies
that a(n − 2) + b ≤ Cπ2(v) ≤ a + b(n − 2), for all w ∈ V (G′). Since Cπ2(v) = b(n − 1)
and a + b(n − 2) < b(n − 1), we conclude that a(n − 2) + b ≤ Cπ2(w) ≤ b(n − 1), for all
w ∈ V (Kn), and the result follows.
Next, we prove the second part of the lemma also by induction on n. Let π be an
{a, b}-edge-labelling of Kn such that the colours of all but two vertices are distinct. Note
that the colour of each vertex of Kn is a real number a(n− 1 − i) + ib for some positive
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integer i ∈ [0, n− 1]. It is not difficult to verify the claim to K2 and K3. Thus, consider
Kn with n ≥ 4 and let u, v ∈ V (Kn) such that Cπ(u) = Cπ(v).
If, for every vertex w ∈ V (Kn), Cπ(w) 6∈ {a(n − 1), b(n − 1)}, then Cπ(w) can only
take n − 2 values, which is a contradiction to the choice of π. If Cπ(u) = Cπ(v) ∈
{a(n − 1), b(n − 1)}, then, by removing u and v, the {a, b}-edge-labelling π restricted
to Kn − {u, v} is a neighbour-distinguishing {a, b}-edge-labelling of Kn − {u, v} ∼= Kn−2,
which is a contradiction to the fact that complete graphs have no neighbour-distinguishing
{a, b}-edge-labelling. Therefore, there exists a vertex w ∈ V (Kn), such that w 6= u, w 6= v
and Cπ(w) ∈ {a(n− 1), b(n− 1)}. Next, we analyse these two possible values for Cπ(w).
First, consider Cπ(w) = a(n−1). Let π′ be the restriction of π to the edges of Kn−w.
By the induction hypothesis, there are only two possibilities for the degree sequence of the
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⌉−1, . . . , n−3) (Note that since Kn−w is an (n−1)-regular
graph, each one of these possibilities immediately determines the degree sequence of the
subgraph of Kn−w induced by edges with label b). However, since w is the unique vertex
in Kn with colour a(n − 1), the degree sequence of the subgraph of Kn − w induced by
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Therefore, by adding w and all of its incident edges labelled with a to Kn−w, we obtain
the graph Kn and we have that the degree sequence of the subgraph of Kn induced by



















Moreover, the degree sequence of the subgraph of Kn induced by edges with label b is














The remaining case Cπ(w) = b(n− 1) is analogous to the previous one.
As a consequence of Lemma 5.12, we obtain the following corollary.
Corollary 5.13. Let a, b ∈ R, a < b. Let Kn be a complete graph with vertex set
V (Kn) = {v1, . . . , vn}, n ≥ 2, and (π, Cπ) an {a, b}-edge-labelling of Kn such that the
colours of all but two vertices are distinct. Then, it is possible to adjust notation such
that the colours of the vertices of Kn under (π, Cπ) are either
Cπ(vi) =
{
a(n− 1− i) + bi, for 1 ≤ i ≤ ⌊n
2
⌋;
a(n− i) + b(i− 1), for ⌊n
2




a(n− i) + b(i− 1), for 1 ≤ i ≤ ⌈n
2
⌉;
a(n− i+ 1) + b(i− 2), for ⌈n
2
⌉ + 1 ≤ i ≤ n.
Despite the fact that there are no neighbour-distinguishing {a, b}-edge-labellings of
Kn, all complete graphs with at least three vertices have neighbour-distinguishing {a, b, c}-
edge-labellings, for any three distinct a, b, c ∈ R, as shown in Theorem 5.14.
Theorem 5.14. Let Kn be a complete graph, with vertex set V (Kn) = {v1 . . . , vn}, and
a, b, c ∈ R, with a < b < c. Then, the following statements are true:
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(i) K3 has a neighbour-distinguishing {a, b, c}-edge-labelling (π1, Cπ1) such that Cπ1(K3) =
{a+ b, a+ c, b+ c};
(ii) K4 has two neighbour-distinguishing {a, b, c}-edge-labellings (π1, Cπ1) and (π2, Cπ2)
such that Cπ1(K4) = {a + b + c, a + 2c, b + 2c, 3c} and Cπ2(K4) = {3a, 2a + b, 2a +
c, a+ b+ c};
(iii) for n ≥ 5, Kn has two neighbour-distinguishing {a, b, c}-edge-labellings (π1, Cπ1) and
(π2, Cπ2) such that:
(a) min{Cπ1(Kn)} = (n− 2)a+ c and max{Cπ1(Kn)} = (n− 1)c;
(b) min{Cπ2(Kn)} = (n− 1)a and max{Cπ2(Kn)} = a+ (n− 2)c.
Proof. Let Kn be the complete graph with vertex set V (Kn) = {v1, . . . , vn} and let
a, b, c ∈ R such that a < b < c. The required {a, b, c}-edge-labelling π1 of K3 is obtained
by assigning distinct labels a, b, c to its edges. The colours of the vertices of K3 are all
distinct under Cπ1 since a + b < a + c < b+ c.
For t ∈ {4, 5}, we construct two {a, b, c}-edge-labellings π1 and π2 for Kt as follows:
edge-labelling π1 is obtained by assigning label c to each edge incident with vertex vt and
assigning neighbour-distinguishing {a, b, c}-edge-labelling (π2, Cπ2) of Kt−1 to subgraph
G[{v1, . . . , vt−1}] (when t − 1 = 3 make π2 = π1.) Additionally, edge-labelling π2 is
obtained by assigning label a to each edge incident with vertex vt and assigning neighbour-
distinguishing {a, b, c}-edge-labelling (π1, Cπ1) ofKt−1 to subgraphG[{v1, . . . , vt−1}]. Note
that the colours of the vertices of K4 are all distinct since a+ b+ c < a+2c < b+2c < 3c
and 3a < 2a+ b < 2a + c < a + b+ c. Moreover, the colours of the vertices of K5 are all
distinct since 3a + c < 2a + b + c < 2a + 2c < a + b + 2c < 4c and 4a < 2a + b + c <
2a+ 2c < a+ b+ 2c < a+ 3c.
Now, consider Kn, with n > 5. Let G′ = Kn − vn and assume that G′ has two
neighbour-distinguishing {a, b, c}-edge-labellings (π′1, Cπ′1) and (π′2, Cπ′2) as described in
the hypothesis. In order to construct π1 for Kn, assign label c to each edge incident with
vertex vn and assign π′2 to G
′. First, note that all vertices of Kn are assigned different
colours since Cπ′
2
is a vertex colouring of G′. Also, note that vn has the maximum colour
under Cπ1 since Cπ1(vn) = (n − 1)c > a + (n − 2)c = max{Cπ′2(G′)} + c. Moreover, the
minimum colour under Cπ1 is min{Cπ′2(G′)}+ c = (n−2)a+ c, as required. The reasoning
for constructing π2 for Kn is analogous, just assigning label a to each edge incident with
vertex vn and (π′1, Cπ′1) to G
′.
As previously discussed, the 1,2-Conjecture and its generalization have also been in-
vestigated for classic families of graphs, such as cycles, bipartite graphs and complete
graphs. Before presenting the known results on neighbour-distinguishing {a, b}-total-
labellings of these families, it is opportune to observe that every neighbour-distinguishing
{a, b}-edge-labelling of a graph G naturally gives rise to a neighbour-distinguishing {a, b}-
total-labelling of G, as stated in the following proposition.
Proposition 5.15. Let L ⊂ R be a nonempty set and let a ∈ L. If a graph G has
a neighbour-distinguishing L-edge-labelling π, then G has a neighbour-distinguishing L-
total-labelling π′ defined by π′(v) = a and π′(e) = π(e) for every v ∈ V (G) and every
e ∈ E(G).
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One can use results on neighbour-distinguishing [2]-edge-labellings along with Propo-
sition 5.15 in order to derive results on neighbour-distinguishing [2]-total-labellings of
graphs. On the other hand, not all neighbour-distinguishing [2]-total-labellings can be
easily transformed into a neighbour-distinguishing [2]-edge-labelling by simply dropping
out the label of the vertex from the calculation of its colour. However, observe that, if all
vertices have the same label, this approach always gives rise to a neighbour-distinguishing
edge-labelling of the graph.
Proposition 5.16. Let L ⊂ R be a nonempty set and let a ∈ L. Let (π, Cπ) be a
neighbour-distinguishing L-total-labelling of a graph G. If π(v) = a, for every v ∈ V (G),
then (π′, Cπ′) such that π′(uv) = π(uv) for every uv ∈ E(G) is a neighbour-distinguishing
L-edge-labelling of G.
As previously discussed, not all bipartite graphs admit neighbour-distinguishing [2]-
edge-labellings. However all of them admit a neighbour-distinguishing [2]-total-labelling,
as can be immediately deduced from Lemma 5.17.
Lemma 5.17 (Hulgan et al. [60]). Let G be a bipartite graph and a, b different nonnegative
integers. Then, G has a neighbour-distinguishing {a, b}-total-labelling.
Proof. Let a, b ∈ Z≥0, with a < b. Let G be a bipartite graph with parts V1 and V2. If
a = 0, label the vertices of V1 with b and all other elements of G with 0. Since the vertices
in V1 have colour b and the vertices in V2 have colour 0, this results in a proper-vertex-
colouring of G. Now, suppose a and b are nonzero. Label the vertices in V1 with a and all
other elements with b. Note that, different from the previous case, we label the vertices
of V1 with the smallest label in this case. Moreover, for u ∈ V1, C(u) ≡ a (mod b) and,
for v ∈ V2, C(v) ≡ 0 (mod b). Thus, for uv ∈ E(G), C(u) 6= C(v).
A similar result is also true when considering graphs with maximum degree two.
Lemma 5.18 (Hulgan et al. [60]). Every simple graph with maximum degree two has a
neighbour-distinguishing {a, b}-total-labelling for any two distinct a, b ∈ Z≥0.
Proof. Let a, b be two nonnegative integers with a < b and let G be a simple graph with
maximum degree two. We can suppose that G is connected. Thus, G is either a path or
a cycle. By Lemma 5.17, the result is true for paths and even cycles. Then, suppose G is
an odd cycle (v0, v1, v2, . . . , v2n). Let π be an {a, b}-total-labelling of G defined as follows:
π(v0) = π(v0v1) = π(v2j−1) = a, for 2 ≤ j ≤ n, and label all other elements of G with b.
This results in a vertex-colouring Cπ of G satisfying Cπ(v0) = 2a+ b, Cπ(v2j−1) = a + 2b
and Cπ(v2j) = 3b, for 1 ≤ j ≤ n. Since 0 ≤ a < b, Cπ is a proper-vertex-colouring of
G.
We conclude this section showing that, differently from the case of neighbour distin-
guishing edge-labellings, all complete graphs have neighbour-distinguishing {a, b}-total-
labellings, for any two distinct real numbers a and b.
Theorem 5.19 (Hulgan et al. [60], Przybylo and Wozniak [94]). Let Kn be a complete
graph with vertex set V (Kn) = {v1, . . . , vn} and a, b ∈ R with a < b. Then, there exist two
neighbour-distinguishing {a, b}-total-labellings (π1, Cπ1) and (π2, Cπ2) of Kn such that:
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(i) Cπ1(vi) = a(n− i+ 1) + b(i− 1), for 1 ≤ i ≤ n;
(ii) Cπ2(vi) = a(n− i) + ib, for 1 ≤ i ≤ n.
Proof. Let Kn be a complete graph with vertex set V (Kn) = {v1, . . . , vn} and a, b ∈ R
with a < b. We prove the result by induction on n. First, note that the required
neighbour-distinguishing {a, b}-total-labellings (π1, Cπ1) and (π2, Cπ2) of K1 are obtained
by assigning π1(v1) = a and π2(v1) = b. Thus, consider Kn with n ≥ 2. Let G′ = Kn− vn
and assume that G′ has two neighbour-distinguishing {a, b}-total-labellings (π′1, Cπ′1) and
(π′2, Cπ′2) as described in the hypothesis.
In order to construct π2 for Kn, assign label b to vn and to each edge incident with vn
and assign π′1 to G
′. First, note that all vertices of G′ are assigned different colours under
Cπ2 since Cπ′1 is a vertex-colouring of G
′ and each vertex vi of G′ has Cπ2(vi) = Cπ′1(vi)+b.
By the induction hypothesis, Cπ′
1
(vi) = a((n− 1)− i+ 1) + b(i− 1) = a(n− i) + b(i− 1),
for 1 ≤ i ≤ n − 1. Moreover, by the definition of (π2, Cπ2), Cπ2(vi) = Cπ′1(vi) + b =
a(n − i) + b(i − 1) + b = a(n − i) + ib, for 1 ≤ i ≤ n − 1. By this fact and by the fact
that Cπ2(vn) = bn, we obtain that any two vertices of Kn have distinct colours under Cπ2.
Therefore, (π2, Cπ2) is a neighbour-distinguishing {a, b}-total-labelling, satisfying (ii).
In order to construct π1 for Kn, assign label a to vn and to each edge incident with vn
and assign π′2 to G
′. As in the previous case, all vertices of G′ are assigned different colours
under Cπ1 and each vi ∈ V (G′) has Cπ1(vi) = Cπ′2(vi) + a. By the induction hypothesis,
Cπ′
2
(vi) = a(n − 1 − i) + ib, for 1 ≤ i ≤ n − 1. Moreover, by the definition of (π1, Cπ1),
Cπ1(vi) = Cπ′2(vi) + a = a(n − i) + ib, for 1 ≤ i ≤ n − 1. By adjusting notation so that
v1 = vn and vi = vi−1, for 2 ≤ i ≤ n, we obtain that Cπ1(vi) = a(n − i + 1) + b(i − 1),
for 1 ≤ i ≤ n. Therefore, (π1, Cπ1) is a neighbour-distinguishing {a, b}-total-labelling,
satisfying item (i), and the result follows.
In the next chapter, we present our results on neighbour-distinguishing {a, b, c}-edge-
labellings and neighbour-distinguishing {a, b}-total-labellings for five families of graphs,
namely, the families of powers of paths, powers of cycles, split graphs, regular cobipartite
graphs and complete multipartite graphs. As corollaries of our results we obtain that the





In this chapter, we prove that some families of graphs have neighbour-distinguishing
{a, b}-total-labellings and neighbour-distinguishing {a, b, c}-edge-labellings, for some real
values a, b, c.
In the first and second sections, we verify the 1,2-Conjecture and the 1,2,3-Conjecture
for the families of powers of paths and powers of cycles. From these results and from
lemmas stated in the previous chapter, we obtain other stronger results for these families,
such as that every power of cycles has neighbour-distinguishing {a, b}-total-labellings, for
any two distinct real numbers a and b.
From Section 6.3 to Section 6.5, we investigate neighbour-distinguishing {a, b}-total-
labellings and neighbour-distinguishing {a, b, c}-edge-labellings, where a, b and c are dis-
tinct nonnegative real numbers, for the families of split graphs, regular cobipartite graphs
and complete multipartite graphs. Additional results determining χ′∑(G) for subfamilies
of these classes of graphs are also presented.
We conclude the chapter with Section 6.6 discussing the relation between neighbour-
distinguishing edge-labellings and another kind of labelling called detectable edge-labelling.
We show that our results on neighbour-distinguishing edge-labellings naturally imply sim-
ilar results on detectable edge-labellings of the previously cited families.
In the construction of neighbour-distinguishing [2]-total-labellings for powers of paths
and powers of cycles, we use three specific total-labellings of the complete graph defined
as follows. Let Kn be a complete graph with V (Kn) = {x0, . . . , xn−1}. A neighbour-
distinguishing [2]-total-labelling (ω∗, Cω∗) of Kn is called type-1, if Cω∗(xi) = n + i, for




n + 2i+ 1, for 0 ≤ i ≤ ⌈n/2⌉ − 1;
3n− 2i, for ⌈n/2⌉ ≤ i ≤ n− 1.
These three special total-labellings of Kn are also called canonical total-labellings of Kn
and are exemplified in Figure 6.1(a), Figure 6.1(b), and Figure 6.1(c). The existence of
the canonical total-labellings is guaranteed by the following theorem due to Przybyło and
Woźniak [94] (this theorem can also be obtained as a corollary of Theorem 5.19).
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(c) Type-3 total-labellings of K4 and K5.
Figure 6.1: Illustrations of type-1, type-2 and type-3 [2]-total-labellings of K4 and K5.
The number inside each vertex is its colour.
Theorem 6.1 (Przybyło andWoźniak [94]). If G is a complete graph on n vertices, then G
has a neighbour-distinguishing-[2]-total-labelling (π, Cπ), called canonical total-labelling,
such that, either Cπ(G) = {n, . . . , 2n−1} or Cπ(G) = {n+1, . . . , 2n}. Moreover, if either
n = 3 and Cπ(G) = {4, 5, 6} or n ≥ 4, then labelling π assigns label 2 to at least two
vertices of G and one of these vertices has the largest colour under Cπ.
In order to conclude the introduction of this chapter, we present the following result
that is used in some proofs of Section 6.1 and Section 6.2.
Lemma 6.2. Let G be a simple graph with a neighbour-distinguishing [2]-total-labelling
(π′, Cπ′). Also, let Q ⊆ V (G) be a clique of G, with |Q| ≥ 3, such that at least two
vertices of Q have label 2 under π′ and such that one of them, called vmax, is the vertex
of Q that has the largest colour under Cπ′. Then, π
′ can be modified so as to obtain a
[3]-total-labelling π : V (G) ∪ E(G) → {1, 2, 3} such that:
(i) every edge e ∈ E(G) has π(e) ∈ {1, 2, 3};
(ii) if v ∈ Q, then π(v) = 1; otherwise, π(v) = π′(v);
(iii) for v ∈ V (G), if v = vmax, then Cπ(v) ∈ {Cπ′(v), Cπ′(v) + 1}; otherwise, Cπ(v) =
Cπ′(v).
Proof. Let G, Q and (π′, Cπ′) be as stated in the hypothesis. Let S = {v ∈ Q : π′(v) = 2}.
By the hypothesis, |S| ≥ 2. Let M be a maximum matching of G[S]. Adjust notation so
that, if |S| ≡ 1 (mod 2), the unsaturated vertex u ∈ S has Cπ′(u) = minv∈S{Cπ′(v)}.
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First, define π(v) = 1, if v ∈ S, and π(v) = π′(v), otherwise. If e ∈M , π(e) = π′(e)+1,
otherwise π(e) = π′(e) (since each edge e ∈M has label 1 or 2 under π′, it has label 2 or
3 under π). Note that every vertex v ∈ S has its label decreased by one unit. Moreover, v
has the label of exactly one of its incident edges increased by one unit, except in the case of
vertex u when |S| ≡ 1 (mod 2). Therefore, Cπ(v) = Cπ′(v) for v 6= u. If |S| ≡ 1 (mod 2),
let vmax ∈ S such that Cπ′(vmax) = maxv∈Q{Cπ′(v)}. Define π(uvmax) = π′(uvmax) + 1.
This implies that Cπ(u) = Cπ′(u) and Cπ(vmax) = Cπ′(vmax)+1, and the result follows.
As an illustration of Lemma 6.2, the canonical total-labellings of K4 and K5, shown
in Figure 6.1(b), can be modified, according to Lemma 6.2, to the [3]-total-labellings
exhibited in Figure 6.2. Note that, in these two cases, the resulting total-labellings are
neighbour-distinguishing.
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Figure 6.2: Neighbour-distinguishing [3]-total-labellings of K4 and K5 that assign label 1
to all vertices of the graph. The label inside each vertex is its colour.
6.1 Powers of paths
The k-th power of a simple graph G is the simple graph Gk with vertex set V (Gk) = V (G)
and such that two distinct vertices u, v ∈ V (Gk) are adjacent in Gk if and only if their
distance in G is at most k, that is, if dG(u, v) ≤ k. We say that an edge uv ∈ E(Gk)
has reach ℓ if dG(u, v) = ℓ. Given a simple graph G, if G ∼= Pn, then the k-th power of
G is called power of paths and is denoted by P kn . A linear sequence of Pn is also a linear
sequence of P kn . Observe that P
k
n
∼= Pn, when k = 1, and that P kn ∼= Kn, when k ≥ n− 1.
Figure 6.3 illustrates P 310.
v0 v1 v2 v3 v4 v5 v6 v7 v8 v9
Figure 6.3: Graph P 310. Bold edges have reach one; continuous thin edges have reach two;
and dashed edges have reach three.
In this section, we verify the 1,2-Conjecture and the 1,2,3-Conjecture for all pow-
ers of paths by constructing neighbour-distinguishing [2]-total-labellings and neighbour-
distinguishing [3]-edge-labellings for the graphs belonging to this family. In order to do
this, we suitably partition the vertex set of the graph under consideration and use the
canonical total-labellings of the complete graph in parts of the partition.
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Let P kn be a power of paths and (v0, . . . , vn−1) be a linear sequence of V (Pn), with
n ≥ 1 and 1 ≤ k ≤ n− 1. Suppose n ≥ 2k + 2. Let n = α(k + 1) + r, with α ∈ N>0 and
0 ≤ r ≤ k. Then, for 0 ≤ i ≤ α− 2, let block Bi be the set of k + 1 consecutive vertices,
starting from vi(k+1) and following the linear sequence. Define block Bα−1 as the set of r
consecutive vertices starting from v(α−1)(k+1). The remaining k+1 vertices comprise block
Bα. An edge whose endpoints are in distinct blocks is called a link-edge. Figure 6.4 shows
this partition for P 314. We call this partition a multiblock-partition and we denote u
j
i−1 the
i-th vertex of block Bj , j ∈ {0, . . . , α}. Note that each block induces a complete graph.
This property follows from the definition of P kn and the fact that each block contains at
most k + 1 vertices.
























B0 B1 B2 B3
Figure 6.4: A multiblock-partition of P 314. Dashed edges represent the link-edges.
Now, consider k + 2 ≤ n ≤ 2k + 1. In this case, we partition V (Pn) into three blocks
B0, B1, B2. The vertices of V (Pn) are taken consecutively, following the linear sequence,
so that |B0| = |B2| = ⌊(n− k)/2⌋. This is called a triblock-partition of V (P kn ) and it is
illustrated in Figure 6.5. An edge whose endpoints are in distinct blocks is also called
a link-edge. Note that, if k 6≡ n (mod 2), then block B1 induces a complete graph with
k + 1 vertices. Otherwise, block B1 induces a complete graph with k vertices. These
properties follow from the definition of P kn and the fact that block B
1 contains exactly
n − 2⌊(n − k)/2⌋ consecutive vertices. Additionally, note that any two vertices u ∈ B0
and v ∈ B2 are always nonadjacent since dPn(u, v) > k.
v0v0 v1v1 v2v2 v3v3 v4v4 v5v5 v6
B0B0 B1B1 B2B2
Figure 6.5: Triblock-partitions of P 36 and P
3
7 , respectively. Dashed edges represent the
link-edges.
In Theorem 6.5, it is proved that every power of paths has a neighbour-distinguishing
[2]-total-labelling. In order to prove this result, we use the following two lemmas.
Lemma 6.3. Let G ∼= P kn with n ≥ 2k+2. Let {B0, . . . , Bα} be a multiblock-partition of







k + i, if j = 0;
2k, if 1 ≤ j ≤ α− 1;
2k − i, if j = α.
Proof. Consider a multiblock-partition {B0, . . . , Bα} of G and let uji ∈ Bj , 0 ≤ j ≤ α
and 0 ≤ i ≤ |Bj | − 1. If j = 0, then u0i = vi. Therefore, vertex uji is adjacent to its i
predecessors and to its first k successors in the linear sequence, that is, dG(u0i ) = i + k.
If 1 ≤ j ≤ α − 1, then dG(uji , u00) > k and dG(uji , uαk ) > k. This implies that vertex uji is
adjacent to its first k predecessors and to its first k successors. Hence, dG(u
j
i ) = 2k. As
the last case, consider j = α. Thus, uαi is adjacent to its first k predecessors and to its
k − i successors in the linear sequence. Therefore, dG(uαi ) = 2k − i.
Lemma 6.4. Let G ∼= P kn with k+2 ≤ n ≤ 2k+1. Let (v0, . . . , vn−1) be a linear sequence
of G. Then,
(i) dG(vi) = n− 1, if n− 1− k ≤ i ≤ k;
(ii) dG(vi) = dG(v(n−1)−i) = k + i, if 0 ≤ i ≤ (n− 1)− k − 1.
Proof. Let S = {v(n−1)−k, . . . , vk}. First note that (n − 1) − k ≤ k since n ≤ 2k + 1.
Therefore, v(n−1)−k occurs before vk in the linear sequence of G. This implies that vk is
farther from v0 than any other vertex of S. Analogously, v(n−1)−k is the farthest from
vn−1, considering the reverse of the linear sequence. Since v0vk and v(n−1)−kvn−1 belong
to E(G), we conclude that all elements of S are universal vertices of G.
For 0 ≤ i ≤ (n − 1) − k − 1, by the definition of P kn , vertex vi is adjacent to the i
vertices that are its predecessors in the linear sequence, and to the first k vertices that
are its successors in the linear sequence. Thus, dG(vi) = k + i. Similarly, vertex vn−i−1 is
adjacent to its i successors, and to its first k predecessors. Therefore, dG(vn−i−1) = k + i
and the result follows.
Now, we are ready to verify the 1,2-Conjecture for powers of paths.
Theorem 6.5. If G is a power of paths, then χ′′∑(G) ≤ 2.
Proof. Let G = P kn be a power of paths with vertex set V (G) = {v0, . . . , vn−1}. Since
the result is true for paths and complete graphs (see Lemma 5.17 and Theorem 5.19),
we assume that 1 < k < n − 1. In order to prove the result, we consider two cases:
n ≥ 2k+2; and k+2 ≤ n ≤ 2k+1. In each case, we construct a neighbour-distinguishing
[2]-total-labelling (π, Cπ) for G.
Case 1. n ≥ 2k + 2.
Consider a multiblock-partition of V (G). That is, V (G) is partitioned into α+1 blocks
B0, . . . , Bα, n = α(k + 1) + r, such that: |Bi| = k + 1, if i 6= α− 1; and |Bα−1| = r. In





2k − i+ 1, if j = α;
2k + i+ 2, otherwise.
(6.1)
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First, we show that (π, Cπ) is a neighbour-distinguishing labelling, which amounts to





i ) = 2k+ i+2 and Cπ(u
j+1
l ) = 2k+ l+2 have the same colour if and only
if i = l. Since the vertices in the blocks are taken following the linear sequence, i = l only
when these vertices have the same relative position in their respective blocks Bj and Bj+1.




l ) ≥ k + 1. Since the maximum reach of an edge of
G is k, we conclude that uji and u
j+1
l are nonadjacent. Additionally, the colour of vertex
uαi ∈ Bα is distinct from the colour of any other vertex of G. In order to see this, suppose
Cπ(u
α
i ) = Cπ(u
α−1
j ) or Cπ(u
α
i ) = Cπ(u
α−2
j ). This means that 2k − i + 1 = 2k + j + 2,
which implies i + j = −1, a contradiction. Therefore, Cπ is a proper-vertex-colouring of
G as claimed.
Now, we explain how to construct labelling π. First, assign label 2 to all the elements
of G[B0]. Then, assign label 1 to all the elements of G[Bα] and to all the link-edges.
It remains to assign labels to the elements of G[Bj ], 1 ≤ j ≤ α − 1. Recall that each
G[Bj] ∼= K|Bj |. Therefore, we assign the previously defined type-2 total-labelling ω∗ of
complete graph K|Bj | to each subgraph G[Bj ] as follows:
(i) π(uji ) = ω
∗(xi), for 0 ≤ i ≤ |Bj | − 1;
(ii) π(ujiu
j
l ) = ω




























B0 B1 B2 B3
99 1010 11118 88 9 7 6 5 4
Figure 6.6: Illustration of the neighbour-distinguishing [2]-total-labelling (π, Cπ) of P 314.
Dashed edges and white vertices receive label 1; continuous edges and black vertices
receive label 2. The label inside each vertex is its colour.
By the definition of π, it is clear that just labels 1 and 2 are used. In order to conclude
this case, we show that, for every vertex v ∈ V (G), Cπ(v) satisfies condition (6.1).
• u0i ∈ B0.
By the definition of π, all the elements of G[B0] receive label 2. Since G[B0] ∼=
Kk+1, vertex u0i and exactly k of its incident edges have label 2. By Lemma 6.3,
d(u0i ) = k+ i. The remaining i edges incident with u
0
i are link-edges and, thus, have
label 1. Therefore, we conclude that Cπ(u0i ) = 2(k + 1) + i = 2k + i+ 2.
• uji ∈ Bj, 1 ≤ j ≤ α− 1.
By the definition of π, the labelling of subgraph G[Bj] was obtained from type-2
total-labelling ω∗ of complete graph K|Bj |. Therefore, vertex u
j
i and exactly |Bj|−1
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of its incident edges are labelled according to ω∗. The remaining 2k − (|Bj | − 1)
edges incident with uji are link-edges and have label 1. Consequently, Cπ(u
j
i ) =
Cω∗(xi) + 2k − (|Bj| − 1) = (|Bj |+ i+ 1) + 2k − (|Bj | − 1) = 2k + i+ 2.
• uαi ∈ Bα.
By the definition of π, all elements of subgraph G[Bα] are assigned label 1. The
remaining edges incident with uαi are link-edges and, hence, also have label 1. By
Lemma 6.3, d(uαi ) = 2k − i. Therefore, Cπ(uαi ) = 2k − i+ 1.
Case 2. k + 2 ≤ n ≤ 2k + 1.
For this case, we consider a triblock-partition, which is a partition of V (G) into blocks
B0 = {v0, . . . , v⌊n−k2 ⌋−1}, B
1 = {v⌊n−k2 ⌋, . . . , vn−1−⌊n−k2 ⌋} and B
2 = {vn−⌊n−k2 ⌋, . . . , vn−1}.




k + j + 1, if vj ∈ B0;
k + 3j + 2− 2⌊(n− k)/2⌋, if vj ∈ B1 and
⌊(n− k)/2⌋ ≤ j ≤ n− k − 2;
n + 2j + 1− 2⌊(n− k)/2⌋, if vj ∈ B1 and
n− k − 1 ≤ j ≤ ⌈n/2⌉ − 1;
3n− 2j − 2⌊(n− k)/2⌋, if vj ∈ B1 and ⌈n/2⌉ ≤ j ≤ k;
3n− 3j + k − 2⌊(n− k)/2⌋, if vj ∈ B1 and
k + 1 ≤ j ≤ n− 1− ⌊(n− k)/2⌋;
k + n− j, if vj ∈ B2.
(6.2)
As in the previous case, first we show that (π, Cπ) is neighbour-distinguishing, and,
next, how to construct labelling π satisfying these properties.
Initially, note that, in each of the three first lines of (6.2), the colours assigned to the
vertices, following the linear sequence, form an increasing sequence without repetitions;
and, for each of the last three lines, the colours form a decreasing sequence, also without
repetitions. Let C(Bi) be the set of colours assigned to vertices of Bi, i ∈ {0, 1, 2}. Thus,
C(B0) = {k+1, . . . , k+⌊(n− k)/2⌋} = C(B2); that is, vertices ofB0 and of B2 are assigned
the same set of colours. However, if vi ∈ B0 and vj ∈ B2, then vi and vj are nonadjacent.
Therefore, Cπ restricted to the vertices of B0 ∪ B2 is a proper-vertex-colouring.
Determining C(B1) is not so straightforward as determining C(B0) and C(B2) since
consecutive vertices in the linear sequence are assigned nonconsecutive numbers as colours.




3 , and B
1
4 , corresponding to
the sets of vertices in lines two, three, four and five of (6.2), respectively. Let cmini =
min{C(B1i )}. By inspection, we conclude that:






















Since the greatest colour that occurs in B0 is k + ⌊(n− k)/2⌋, we conclude that C(Bi) ∩
C(B1) = ∅, i ∈ {0, 2}. By the definition, for every vj, vj+1 ∈ B11 (resp. B14), |Cπ(vj) −
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Cπ(vj+1)| = 3. Moreover, cmin4 = cmin1 + 1. Therefore, C(B11) ∩ C(B14) = ∅. By similar
reasoning, C(B12) ∩ C(B13) = ∅. Let cmaxi = max{C(B1i )}. Also by inspection, we get that










. Therefore, cmaxi < c
min
j , i ∈ {1, 4}
and j ∈ {2, 3}, concluding the proof that (π, Cπ) is neighbour-distinguishing.
Now, we show how to construct π. First, we assign label 1 to the elements of G[Bi],
i ∈ {0, 2}, and to the link-edges. It remains to assign labels to the elements of G[B1].
Since G[B1] is isomorphic to a complete graph with n− 2⌊(n− k)/2⌋ vertices, we assign
labels to its elements using the type-3 total-labelling ω∗ of complete graph Kn−2⌊(n−k)/2⌋
as follows:
(i) π(vi) = ω∗(xi−⌊(n−k)/2⌋), for ⌊(n− k)/2⌋ ≤ i ≤ n− 1− ⌊(n− k)/2⌋;
(ii) π(vivj) = ω∗(xi−⌊(n−k)/2⌋xj−⌊(n−k)/2⌋), for each edge vivj ∈ E(G[B1]).
Figure 6.7 shows P 36 and P
3
7 with their respective neighbour-distinguishing [2]-total-
labellings.
v0v0 v1v1 v2v2 v3v3 v4v4 v5v5 v6
B0B0 B1B1 B2B2
4 44 4 5 5776 9 1010 8
Figure 6.7: Neighbour-distinguishing [2]-total-labellings of P 36 and P
3
7 . Dashed edges and
white vertices receive label 1; continuous edges and black vertices receive label 2. Each
vertex is labelled with its colour.
By construction, π uses only labels 1 and 2. Since every element of G[B0] ∪ G[B2]
and the link-edges receive label 1, vi ∈ B0 ∪ B2 has Cπ(vi) = d(vi) + 1. For vi ∈ B0,
the result follows directly from Lemma 6.4. For vi ∈ B2, note that i = (n − 1) − j,
j ∈ [0, ⌊(n− k)/2⌋ − 1]. Moreover, i ≥ k + 1. Therefore, by Lemma 6.4, d(vi) = k + j =
k + (n− 1)− i and, hence, we conclude that Cπ(vi) = k + n− i.
To conclude this case, we have to determine Cπ(vi) for vi ∈ B1. By construction of π,
the labels of the elements of G[B1] are determined by ω∗. This implies that vi and exactly
n−2⌊(n−k)/2⌋−1 of its incident edges are labelled as determined by ω∗. The remaining
incident edges of vi are link-edges and have label 1. We analyse Cπ(vi) depending on
which sub-block of B1 vi belongs to.
• vi ∈ B11.
By Lemma 6.4, dG(vi) = k+i since i ≤ (n−1)−k−1. This implies that the number of
link-edges incident with vi is (k+i)−(n−2⌊(n−k)/2⌋−1) = k+i−n+1+2⌊(n−k)/2⌋.
Therefore, we obtain that Cπ(vi) = Cω∗(xi−⌊(n−k)/2⌋)+(k+i−n+1+2⌊(n−k)/2⌋) =
(n+2i+1−4⌊(n−k)/2⌋)+(k+ i−n+1+2⌊(n−k)/2⌋) = k+3i+2−2⌊(n−k)/2⌋.
• vi ∈ B12 ∪B13 .
By Lemma 6.4, we have dG(vi) = n− 1 since n− k − 1 ≤ i ≤ k. Thus, the number
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of link-edges incident with vi is (n − 1) − (n − 2⌊(n − k)/2⌋ − 1) = 2⌊(n − k)/2⌋.
Therefore, Cπ(vi) = Cω∗(xi−⌊(n−k)/2⌋) + (2⌊(n − k)/2⌋). If vi ∈ B12 , then Cπ(vi) =
(n+2i+1−4⌊(n−k)/2⌋)+(2⌊(n−k)/2⌋) = n+2i+1−2⌊(n−k)/2⌋. Otherwise, e. g. if
vi ∈ B13 , Cπ(vi) = (3n−2i−4⌊(n−k)/2⌋)+(2⌊(n−k)/2⌋) = 3n−2i−2⌊(n−k)/2⌋.
• vi ∈ B14.
By Lemma 6.4, we have dG(vi) = k+(n−1−i) since i ≥ k+1. This implies that vi is
incident with (k+n−i−1)−(n−2⌊(n−k)/2⌋−1) = k−i+2⌊(n−k)/2⌋ link-edges.
Therefore, we conclude that Cπ(vi) = Cω∗(xi−⌊(n−k)/2⌋) + (k − i + 2⌊(n − k)/2⌋) =
(3n− 2i− 4⌊(n− k)/2⌋) + (k − i+ 2⌊(n− k)/2⌋) = 3n− 3i+ k − 2⌊(n− k)/2⌋.
Since, for every v ∈ V (G), Cπ(v) satisfies (6.2), the result follows.
Theorem 6.6. Let t ∈ R with t 6= 0. If G is a simple graph such that G ∼= P kn , then G
has a neighbour-distinguishing {t, 2t}-total-labelling.
Proof. The result follows by Theorem 6.5 and Lemma 5.9.
From the proof of Theorem 6.5, we immediately obtain the next two lemmas.
Lemma 6.7. Let P kn be a power of paths with n ≥ 2k + 2 and let {B0, . . . , Bα} be a
multiblock-partition of V (P kn ) into α + 1 blocks, where n = α(k + 1) + r, for r ∈ [0, k].
Then, P kn has a neighbour-distinguishing [2]-total-labelling (π
′, Cπ′) such that:
(i) labelling π′ assigns label 2 to all elements of G[B0]; moreover, the vertex of B0 that
has the largest colour is vertex u0k;
(ii) labelling π′ assigns label 1 to all elements of G[Bα] and to all link-edges of P kn ; more-
over, the colours of the vertices of Bα are smaller than the colours of the remaining
vertices of P kn ;
(iii) for every i ∈ [1, α − 1], the restriction of π′ to complete subgraph G[Bi] is a type-2
total-labelling; moreover, uik is the vertex of B
i that has the largest colour.
Lemma 6.8. Let P kn be a power of paths with k+2 ≤ n ≤ 2k+1 and let {B0, B1, B2} be
a triblock-partition of V (P kn ). Then, P
k
n has a neighbour-distinguishing [2]-total-labelling
(π′, Cπ′) such that:
(i) labelling π′ assigns label 1 to all elements of G[B0], G[B2], and to all link-edges;
(ii) the restriction of π′ to subgraph G[B1] is a type-3 total-labelling; moreover, the vertex
with largest colour under Cπ′ belongs to B
1 and has label 2.
In the next theorem, we verify the 1,2,3-Conjecture for powers of paths.
Theorem 6.9. If G is a simple graph such that G ∼= P kn , then χ′∑(G) ≤ 3.
Proof. Let G ∼= P kn . We assume that G is not a path or a complete graph, since the result
is known for these cases [30]. Thus, 1 < k < n − 1. By Proposition 5.16, it suffices to
show that G has a neighbour-distinguishing [3]-total-labelling (π, Cπ) such that π(v) = 1
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for every v ∈ V (G). Such a labelling (π, Cπ) is obtained by modifying the neighbour-
distinguishing [2]-total-labelling (π′, Cπ′) of G, defined in the statements of Lemma 6.7
and Lemma 6.8. In order to do this, we apply Lemma 6.2: for each vertex v ∈ V (G) with
π′(v) = 2, we assign π(v) = 1 and increase the labels of some selected edges by one unit,
keeping the property that any two adjacent vertices have distinct colours. We consider
two cases, depending on the values of n.
Case 1. n ≥ 2k + 2.
Consider a multiblock-partition of V (G). That is, V (G) is partitioned into α+1 blocks
B0, . . . , Bα, with n = α(k+ 1) + r, such that: |Bi| = k+ 1, if i 6= α− 1; and |Bα−1| = r.
Note that, if r = 0, then Bα−1 = ∅. Considering the multiblock-partition of V (G), let
(π′, Cπ′) be the neighbour-distinguishing [2]-total-labelling of G defined in the statement
of Lemma 6.7.
By the definition of (π′, Cπ′), subgraph G[Bα] has no elements with label 2. We start
the construction of (π, Cπ) by defining π(x) = π′(x) for every element x of subgraph
G[Bα] and by defining π(e) = π′(e) for every link-edge e of G.
Now, we analyse blocks B0, . . . , Bα−2. Block Bα−1 is analysed later since it is a special
case. By the definition of (π′, Cπ′), all vertices of B0 have label 2 under π′. Since |B0| ≥ 3,
B0 has at least three vertices with label 2. Moreover, for each i ∈ [1, α− 2], labelling π′,
restricted to subgraph G[Bi], is a type-2 total-labelling and, by Theorem 6.1, Bi has at
least two vertices with label 2 under π′. Thus, we modify (π′, Cπ′) so as to obtain (π, Cπ)
as follows. For 0 ≤ i ≤ α − 2, taking Q = Bi, we apply Lemma 6.2 to G[Bi] obtaining:
(i) for every v ∈ Bi, π(v) = 1; and (ii) if v is the vertex of Bi that has the largest colour
under Cπ′, then Cπ(v) ∈ {Cπ′(v), Cπ′(v) + 1}; otherwise, Cπ(v) = Cπ′(v). Note that the
only vertex of Bi that eventually had its colour increased by one unit is vertex uik, since
it is the vertex with largest colour under Cπ′ .
In order to conclude (π, Cπ), it remains to analyse block Bα−1. If the number of vertices
with label 2 in Bα−1 is even, apply Lemma 6.2 to G[Bα−1] taking Q = Bα−1. Note that,
after these modifications, all vertices of Bα−1 have label 1 under π and Cπ(v) = Cπ′(v) for
every v ∈ Bα−1. On the other hand, if the number of vertices with label 2 in Bα−1 is odd,
then: (i) choose any w ∈ Bα−1 with π′(w) = 2 and apply Lemma 6.2 to G[Bα−1\{w}] by
taking Q = Bα−1\{w}; (ii) set π(wv) = π′(wv) for every v ∈ Bα−1; and (iii) let π(w) = 1
and π(wuα−2k ) = π
′(wuα−2k ) + 1 (note that edge wu
α−2
k exists in G since dPn(w, u
α−2
k ) ≤ k;
moreover, recall that uα−2k is the vertex of B
α−2 that has the largest colour under Cπ′).
After these modifications, all vertices of Bα−1 have label 1 under π and Cπ(v) = Cπ′(v)
for every v ∈ Bα−1. Moreover, the colour of vertex uα−2k ∈ Bα−2 was increased by one
unit and is such that Cπ(uα−2k ) ∈ {Cπ′(uα−2k ) + 1, Cπ′(uα−2k ) + 2}.
As an example, Figure 6.8 illustrates neighbour-distinguishing [3]-total-labelling (π, Cπ)
of P 314, obtained from the neighbour-distinguishing [2]-total-labelling (π
′, Cπ′) of P 314 ex-
hibited in Figure 6.6.
In order to see that (π, Cπ) is a neighbour-distinguishing [3]-total-labelling, note that:
(i) π(e) ∈ {1, 2, 3} for every edge e ∈ E(G);
(ii) π(v) = 1 for every v ∈ V (G);
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B0 B1 B2 B3
99 1010 11 128 88 9 7 6 5 4
Figure 6.8: Neighbour-distinguishing [3]-total-labelling (π, Cπ) of P 314 obtained from
neighbour-distinguishing [2]-total-labelling (π′, Cπ′) of P 314 exhibited in Figure 6.6. All
vertices and dashed edges receive label 1; continuous edges receive label 2, and bold edges
receive label 3. The label inside each vertex is its colour.
(iii) Cπ(v) = Cπ′(v) for every vertex v ∈ V (G)\{uik : 0 ≤ i ≤ α− 2}; and
(iv) Cπ′(v) ≤ Cπ(v) ≤ Cπ′(v) + 2 for v ∈ {uik : 0 ≤ i ≤ α− 2}.
Note that the last mentioned vertices, that eventually had their colours changed, are
pairwise nonadjacent and have colours under Cπ′ that are greater than the colours of their
neighbours. Therefore, any two adjacent vertices have distinct colours under Cπ, and the
result follows.
Case 2. k + 2 ≤ n ≤ 2k + 1.
For this case, we consider a triblock-partition, which is a partition of V (G) into blocks
B0 = {v0, . . . , v⌊n−k2 ⌋−1}, B
1 = {v⌊n−k2 ⌋, . . . , vn−1−⌊n−k2 ⌋} and B
2 = {vn−⌊n−k2 ⌋, . . . , vn−1}.
Let (π′, Cπ′) be the neighbour-distinguishing [2]-total-labelling of G defined in the state-
ment of Lemma 6.8.
By the definition of (π′, Cπ′), blocks B0 and B2 have no vertices with label 2. We
start the construction of (π, Cπ) by defining π(x) = π′(x) for every element x of subgraph
G[B0 ∪ B2] and by defining π(e) = π′(e) for every link-edge e of G.
Now, we analyse block B1. Recall that π′ restricted to G[B1] is a type-3 total-labelling.
Thus, by Theorem 6.1, we have that: (i) if |B1| ≥ 3, then at least two vertices of B1 have
label 2 under π′ and the vertex of B1 with largest colour has label 2; and (ii) if |B1| = 2,
then only one vertex of B1 has label 2 under π′. First, we consider the case when |B1| = 2.
Since |B1| = n− 2 ⌊n−k
2
⌋
and k+2 ≤ n ≤ 2k+1, we have that |B1| = 2 only if k = 2 and
n = 4, that is, when G ∼= P 24 . The required neighbour-distinguishing [3]-total-labelling of





Figure 6.9: A neighbour-distinguishing [3]-total-labelling of P 24 .
Now, consider the case when |B1| ≥ 3. By Theorem 6.1, the complete subgraph
G[B1] has at least two vertices with label 2. Thus, we modify (π′, Cπ′) so as to obtain
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(π, Cπ) as follows: taking Q = B1, we apply Lemma 6.2, obtaining: (i) for every v ∈
B1, π(v) = 1; and (ii) if v is the vertex of B1 that has the largest colour under Cπ′,
then Cπ(v) ∈ {Cπ′(v), Cπ′(v) + 1}; otherwise, Cπ(v) = Cπ′(v). Figure 6.10 shows P 57
with a neighbour-distinguishing [2]-total-labelling (π′, Cπ′) as defined in the statement of
Lemma 6.8 and also shows the neighbour-distinguishing [3]-total-labelling (π, Cπ) of P 57 ,
as previously described.
v0 v1 v2 v3 v4 v5 v6
B0 B1 B2
6 68 910 1112
(a) Neighbour-distinguishing {1, 2}-total-labelling of P 57 as defined in the statement of Lemma 6.8.
Dashed edges and white vertices have label 1 and continuous edges and black vertices have label 2.
The label inside each vertex is its colour.
v0 v1 v2 v3 v4 v5 v6
B0 B1 B2
6 68 910 1113
(b) Neighbour-distinguishing {1, 2, 3}-total-labelling of P 57 obtained from the labelling presented in
item (a), as described in the proof of Theorem 6.9. All vertices and dashed edges receive label 1;
continuous edges receive label 2, and bold edges receive label 3.
Figure 6.10: Two neighbour-distinguishing total-labellings of P 57 .
In order to see that the resulting labelling (π, Cπ) is the required neighbour-distin-
guishing [3]-total-labelling of G, note that: (i) π(e) ∈ {1, 2, 3} for every edge e ∈ E(G);
(ii) all vertices of G have label 1 under π; and (iii) the only vertex that eventually had
its colours increased by one unit has a colour in π′ that is greater than the colours of all
the other vertices of the graph. Therefore, any two adjacent vertices have distinct colours
under Cπ, and the result follows.
Theorem 6.10. Let t ∈ R with t 6= 0. If G is a simple graph such that G ∼= P kn , then G
has a neighbour-distinguishing {t, 2t, 3t}-edge-labelling.
Proof. The result follows by Theorem 6.9 and Lemma 5.9.
In addition to the result of Theorem 6.9, we know some powers of paths that have
χ′∑(G) ≤ 2. For example, χ′∑(P n−2n ) ≤ 2 when n ≥ 3. Based on this result, we pose the
following conjecture.
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Conjecture 6.11. If G ∼= P kn and G 6∼= Kn, then χ′∑(G) ≤ 2.
6.2 Powers of cycles
Let G be a simple graph. If G ∼= Cn, the k-th power1 of G is called power of cycles and
is denoted by Ckn. A cyclic sequence (v0, . . . , vn−1) of Cn is also a cyclic sequence of C
k
n.
Figure 6.11 illustrates the graph C216.




Figure 6.11: The power of cycles C216. Continuous edges have reach one and dashed edges
have reach two.
Observe that Ckn ∼= Cn when k = 1 and that Ckn ∼= Kn when k ≥ ⌊n/2⌋. Furthermore,
note that Ckn is 2k-regular when k < ⌊n/2⌋.
In this section, we verify the 1,2-Conjecture and the 1,2,3-Conjecture for powers of
cycles by constructing neighbour-distinguishing [2]-total-labellings and neighbour-distin-
guishing [3]-edge-labellings for the graphs belonging to this family. As in the case of the
powers of paths, we construct the neighbour-distinguishing [2]-total-labellings by suit-
ably partitioning the vertex set of the graph under consideration and using the canonical
labellings of the complete graph in parts of the partition.
We define a block-partition of V (Ckn) into α+1 blocks, B
0, . . . , Bα. Let n = α(k+1)+r
with 0 ≤ r ≤ k. We take (v0, . . . , vn−1) to be the cyclic sequence of V (Ckn). Then, starting
at vertex v0 and proceeding in cyclic sequence, we partition V (Ckn) into the first α blocks
B0, . . . , Bα−1, each one with k + 1 consecutive vertices; these are called standard blocks.
The last block, Bα, contains the remaining r vertices and is called residual block. Note
that Bα = ∅ when r = 0. We denote uji−1 the i-th vertex of block Bj, j ∈ {0, . . . , α}.
Also in this case, an edge whose endpoints are in different blocks is called link-edge.
Figure 6.12 illustrates this definition. It is important to notice that, again, each block
induces a complete graph. This property follows from the definition of Ckn and from the
fact that each block comprises at most k + 1 vertices.
Now, we are ready to prove that all powers of cycles have a neighbour-distinguishing
[2]-total-labelling.
Theorem 6.12. If G is a simple graph such that G ∼= Ckn, then χ′′∑(G) = 2.
Proof. Let G ∼= Ckn. Since G has two adjacent vertices with the same degree, we have that
χ′′∑(G) ≥ 2. Since the result is known for cycles and complete graphs (see Lemma 5.18
and Theorem 5.19), we assume 1 < k < ⌊n/2⌋. Let n = α(k+1)+ r, with 0 ≤ r ≤ k. Let
1The k-th power of graph was defined on page 131.
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Figure 6.12: Block-partition of V (C28). Dashed edges represent the link-edges.
(v0, . . . , vn−1) be a cyclic sequence of G and {B0, . . . , Bα} be a block-partition of V (G).
In order to prove the result, we construct a [2]-total-labelling π for G such that, for each





3k + r − i+ 1, if 0 ≤ i ≤ r − 1 and j = 0;
2k + i+ 1, otherwise.
We claim that Cπ is a proper-vertex-colouring of G. In fact, two distinct vertices u
j
i
and upl with Cπ(u
j
i ) = 2k+ i+1 and Cπ(u
p
l ) = 2k+ l+1 have the same colour if and only
if i = l. By the cyclic sequence imposed on G, these vertices have i = l only when they





l ) ≥ k + 1. Note that in this case {j, p} 6= {0, α}. Since dCn(uji , upl ) ≥ k + 1 and
the maximum reach of an edge of G is k, we conclude that uji and u
p
l are nonadjacent.
Additionally, for i ∈ {0, . . . , r− 1}, Cπ(u0i ) is distinct from the colour of any other vertex
of G. Therefore, Cπ is a proper-vertex-colouring of G as claimed. Figure 6.13 exhibits
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Figure 6.13: Illustration of the neighbour-distinguishing [2]-total-labelling (π, Cπ) of C412.
Dashed edges and white vertices receive label 1; continuous edges and black vertices
receive label 2. Each vertex is labelled with its colour.
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Now, it is shown how to construct π, considering each standard block Bj, 1 ≤ j ≤ α−1.
Remember that each standard block Bj induces a complete graph with k + 1 vertices.
Thus, for each Bj , 1 ≤ j ≤ α− 1, we use the type-1 total-labelling ω∗ of complete graph
Kk+1 to assign labels to the elements of G[Bj] as follows:
(i) π(uji ) = ω
∗(xi), for 0 ≤ i ≤ k;
(ii) π(ujiu
j
l ) = ω





Additionally, we assign label 1 to each link-edge of G that has at least one endpoint in
Bj, 1 ≤ j ≤ α− 1.
Note that each vertex uji ∈ G[B1 ∪ . . .∪Bα−1] and its incident edges received a label.
In fact, vertex uji and exactly k of its incident edges were labelled according to the type-1
total-labelling ω∗. Moreover, the other k remaining edges incident with uji received label
1. Therefore, Cπ(u
j
i ) = Cω∗(xi) + k = (k + 1 + i) + k = 2k + i+ 1.
In order to complete π, it remains to assign labels to the elements of subgraph
G[B0 ∪ Bα]. We start with the labels of the vertices of Bα and its incident edges. For
every vertex uαi , π(u
α
i ) = 1. At this point, all link-edges between B
α and Bα−1 have label
1, that is π(uαi u
α−1






1, if (i ≤ j ≤ k − r + i and l = 0) or (0 ≤ j ≤ r − 1, l = α and j 6= i);
2, if 0 ≤ j ≤ i− 1 and l = 0.
Remember that there exist 2k edges incident with uαi . Since exactly i of these edges
received label 2, the remaining 2k− i incident edges received label 1. Therefore, Cπ(uαi ) =
1 + 2i+ (2k − i) = 2k + i+ 1.
It remains to label the elements of subgraph G[B0]. First, we partition block B0 into
two new blocks Bprefix and Bsuffix , such that Bprefix = {u00, . . . , u0r−1} and Bsuffix =
{u0r, . . . , u0k}. Figure 6.14 illustrates such a partition of B0. Note that when r = 0,








r vertices k − r + 1 vertices
Bprefix Bsuffix
Block B0
Figure 6.14: Partition of block B0 into two new blocks Bprefix and Bsuffix .
Start by considering block Bprefix . Let u
0
i ∈ Bprefix . There exist 2k edges incident
with u0i , and k of them have already been labelled as follows:
(i) r − i− 1 edges received label 2 (link-edges between B0 and Bα);
(ii) k − r + 1 edges received label 1 (link-edges between B0 and Bα ∪ Bα−1);
(iii) i edges received label 1 (link-edges between B0 and B1).
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Vertex u0i and its remaining k unlabelled incident edges receive label 2. Therefore,
Cπ(u
0
i ) = 2(r − i− 1) + (k − r + 1) + i+ 2 + 2k = 3k + r − i+ 1.
Now, we analyse block Bsuffix . Let u
0
i ∈ Bsuffix . There exist 2k edges incident with
u0i and k + r of them have already been labelled as follows:
(i) r edges received label 2 (edges with the other endpoint in Bprefix );
(ii) i edges received label 1 (link-edges between B0 and B1);
(iii) k − i edges received label 1 (link-edges between B0 and Bα ∪Bα−1).
It remains to label the elements of subgraph G[Bsuffix ]. Note that Bsuffix induces
a complete graph with k − r + 1 vertices. Then, we use the type-1 total-labelling ω∗ of
complete graph Kk−r+1 to assign labels to the elements of G[Bsuffix ] as follows:
(i) π(u0i ) = ω




∗(xi−rxj−r), for each edge u0iu
0
j ∈ E(G[Bsuffix ]).
Therefore, Cπ(u0i ) = Cω∗(xi−r)+2r+ i+(k− i) = (k−r+1+ i−r)+2r+ i+(k− i) =
2k + i+ 1, concluding the proof.
Theorem 6.13. Let a, b ∈ R such that a 6= b. If G is a power of cycles, then G has a
neighbour-distinguishing {a, b}-total-labelling.
Proof. The result follows by Lemma 5.8, Theorem 6.12 and by the fact that every power
of cycles Ckn is a regular graph.
From the proof of Theorem 6.12 we obtain the following lemma.
Lemma 6.14. Let G ∼= Ckn be a power of cycles with n = α(k + 1) + r, for 0 ≤ r ≤ k
and 1 < k < ⌊n/2⌋. Also, let {B0, . . . , Bα} be a block-partition of V (G). Then, G has a
neighbour-distinguishing [2]-total-labelling (π′, Cπ′) such that:
(i) labelling π′ assigns label 1 to all elements of G[Bα] and to all link-edges of G that
have at least one endpoint in Bj, for 1 ≤ j ≤ α− 1;
(ii) for every i ∈ [1, α − 1], the restriction of π′ to complete subgraph G[Bi] is a type-1
total-labelling; moreover, uik is the vertex of B
i with largest colour under Cπ′ and
has label 2 under π′;
(iii) block B0 can be partitioned into two blocks Bprefix and Bsuffix, such that Bprefix =
{u00, . . . , u0r−1} and Bsuffix = {u0r, . . . , u0k} (when r = 0, Bprefix = ∅ and B0 =
Bsuffix). All vertices of Bprefix and all edges with one endpoint in Bprefix and the
other in Bsuffix receive label 2. Moreover, the complete subgraph G[Bsuffix] receives
a type-1 total-labelling;
(iv) the vertex of B0 with largest colour has label 2 under π′. This vertex is u0k, if r = 0,
and u00, otherwise. Moreover, when u
0
0 is the vertex of B
0 with largest colour, its
colour is the largest among all colours of vertices of G.
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Next, we verify the 1,2,3-Conjecture for powers of cycles.
Theorem 6.15. If G is a simple graph such that G ∼= Ckn, then χ′∑(G) ≤ 3.
Proof. Let G ∼= Ckn with n = α(k+1)+ r, for r ∈ [0, k]. We assume that G is not a cycle
or a complete graph since the result is known for these cases [30]. By Proposition 5.16,
it suffices to show that G has a neighbour-distinguishing [3]-total-labelling (π, Cπ) such
that π(v) = 1 for every v ∈ V (G). Such a labelling (π, Cπ) is obtained by modifying
the neighbour-distinguishing [2]-total-labelling (π′, Cπ′) of G constructed in the proof of
Theorem 6.12.
Consider a block-partition {B0, . . . , Bα} of V (G). Recall that |Bi| = k+1 if i 6= α; and
|Bα| = r. Note that, if r = 0, then Bα = ∅. Let (π′, Cπ′) be the neighbour-distinguishing
[2]-total-labelling of G, defined in the statement of Lemma 6.14. We consider two cases
depending on the value of k.
Case 1. k ≥ 3.
By the definition of (π′, Cπ′), subgraph Bα has no vertices with label 2. We start the
construction of (π, Cπ) by defining π(x) = π′(x) for every element x of subgraph G[Bα],
and by defining π(e) = π′(e) for every link-edge e of G.
First, we analyse blocks B1, . . . , Bα−1 and then block B0 since it is a special case: its
labelling is constructed in a unique way. Remember that (π′, Cπ′) restricted to subgraph
G[Bi], i ∈ [1, α − 1], is a type-1 total-labelling. Hence, by Theorem 6.1 and by the
fact that |Bi| ≥ 4 for each i ∈ [1, α − 1], the complete subgraph G[Bi] has at least two
vertices with label 2. Moreover, the vertex with largest colour has label 2. Therefore,
by taking Q = Bi, we apply Lemma 6.2 to G[Bi], for each i ∈ [1, α − 1], obtaining: (i)
for every v ∈ Bi, π(v) = 1; and (ii) if v ∈ Bi has the largest colour under Cπ′, then
Cπ(v) ∈ {Cπ′(v), Cπ′(v) + 1}; otherwise, Cπ(v) = Cπ′(v).
In order to conclude the result, it remains to analyse block B0. We claim that B0 has
at least two vertices with label 2 under π′ and that one of these vertices is the vertex of
B0 that has the largest colour under Cπ′ . Remember that B0 = Bprefix ∪ Bsuffix with
Bprefix ∩ Bsuffix = ∅. By Lemma 6.14, when r ≥ 1, at least one vertex in both Bprefix
and Bsuffix has label 2; when r = 0, Bprefix = ∅, B0 = Bsuffix and Bsuffix has at least
two vertices with label 2 since |Bsuffix | ≥ 4. We conclude that block B0 also has at least
two vertices with label 2 under π′ and one of these vertices is the vertex of B0 that has the
largest colour under Cπ′. Therefore, by taking Q = B0, we apply Lemma 6.2 obtaining:
(i) for every v ∈ B0, π(v) = 1; and (ii) if v ∈ B0 has the largest colour under Cπ′, then
Cπ(v) ∈ {Cπ′(v), Cπ′(v) + 1}; otherwise, Cπ(v) = Cπ′(v).
As an example, Figure 6.15 illustrates the neighbour-distinguishing [3]-total-labelling
(π, Cπ) of C412, obtained from the neighbour-distinguishing [2]-total-labelling exhibited in
Figure 6.13.
In order to see that (π, Cπ) is a neighbour-distinguishing [3]-total-labelling of G, first
note that:
(i) π(e) ∈ {1, 2, 3} for every edge e ∈ E(G);
(ii) π(v) = 1, for every v ∈ V (G);
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Figure 6.15: Illustration of the neighbour-distinguishing [3]-total-labelling (π, Cπ) of C412.
All vertices and dashed edges receive label 1; continuous edges receive label 2; and bold
edges receive label 3. Each vertex is labelled with its colour.
(iii) for every i ∈ [1, α−1], Cπ(uij) = Cπ′(uij) if j 6= k, and Cπ(uik) ∈ {Cπ′(uik), Cπ′(uik)+1};
(iv) if v ∈ B0 has the largest colour under Cπ′, then Cπ(v) ∈ {Cπ′(v), Cπ′(v)+ 1}. Every
other vertex u ∈ B0\{v} has Cπ(v) = Cπ′(v).
Note that the vertices belonging to Bi, for i ∈ [1, α − 1], that eventually had their
colours changed, are pairwise nonadjacent and have colours under Cπ that are greater
than the colours of their neighbours. Regarding B0, we have two cases: (i) if r = 0, then
u0k is the vertex of B
0 that has the largest colour and the previous reasoning applies here;
(ii) if r > 0, then the vertex of B0 with largest colour is u00 and its colour is the largest
among all colours of vertices of G, as can be verified in Lemma 6.14. Therefore, any two
adjacent vertices have distinct colours under Cπ, and the result follows.
Case 2. k = 2.
By the definition of (π′, Cπ′), G[Bα] has no elements with label 2 and, again, we define
π(x) = π′(x) for every element x of subgraph G[Bα]. Also, define π(e) = π′(e) for every
link-edge e of G. By the definition of (π′, Cπ′): if |Bα| = 1, then Cπ(uα0 ) = 5; and, if
|Bα| = 2, then Cπ(uα0 ) = 5 and Cπ(uα1 ) = 6.
Now, we analyse blocks B1, . . . , Bα−1. Block B0 is analysed later since its labelling is
also constructed in a different way. By the definition of (π′, Cπ′), for each i ∈ [1, α − 1]
we have that Cπ′(ui0) = 5, Cπ′(u
i
1) = 6, Cπ′(u
i
2) = 7, and π
′(ui2) = 2. Thus, for each
i ∈ [1, α−1], we define π(ui0ui1) = π′(ui0ui1)+1, π(ui1ui2) = π′(ui1ui2)+1, π(ui0ui2) = π′(ui0ui2),
π(ui2) = 1, and all other labels of elements of G[B
i] remain the same. Therefore, for each
i ∈ [1, α − 1] we have that Cπ(ui0) = 6, Cπ(ui1) = 8 and Cπ(ui2) = 7. Moreover, when
r = 2, Cπ(uα1 ) = Cπ(u
α−1
0 ) but these vertices are nonadjacent. Therefore, any two adjacent
vertices belonging to B1 ∪ · · · ∪Bα have distinct colours.
In order to conclude the construction, it remains to analyse block B0. Recall that
Chapter 6. Neighbour-distinguishing labellings of families of graphs 147
B0 = Bprefix ∪ Bsuffix such that Bprefix ∩ Bsuffix = ∅. We consider three subcases
depending on the cardinality of Bprefix .
Subcase 2.1. |Bprefix | = 0. In this case Bα = ∅. By the definition of (π′, Cπ′),
π′(u00) = π
′(u01) = 1, π
′(u02) = 2, Cπ′(u
0
0) = 5, Cπ′(u
0
1) = 6 and Cπ′(u
0
2) = 7. Thus, we
define π(u00) = π(u
0
1) = 1, π(u
0




















2). Therefore, we obtain Cπ(u
0
0) = 6, Cπ(u
0
1) = 8 and Cπ(u
0
2) = 7. By
inspection, it is possible to verify that every vertex of B0 has a colour that is different
from the colours of its neighbours.
Subcase 2.2. |Bprefix | = 1. By the definition of (π′, Cπ′), π′(u00) = π′(u02) = 2,
π′(u01) = 1, Cπ′(u
0
0) = 8, Cπ′(u
0
1) = 6, Cπ′(u
0
2) = 7. Moreover, recall that vertex u
α
0
has colour 5 under Cπ. Thus, we define π(u00) = π(u
0













2) + 1 and all other labels of elements of G[B
0] remain the same. We
also increase the label of edge uα0u
0
0 by one unit, thus redefining the colour of vertex u
α
0
to Cπ(uα0 ) = 6. Therefore, Cπ(u
0
0) = 9, Cπ(u
0
1) = 8 and Cπ(u
0
2) = 7. In this case, colour





2 ∈ B0 have a colour that is different from the colours of its neighbours.
Subcase 2.3. |Bprefix | = 2. By the definition of (π′, Cπ′), π′(u00) = π′(u01) = 2,
π′(u02) = 1, Cπ′(u
0
0) = 9, Cπ′(u
0
1) = 8 and Cπ′(u
0










1) + 1 and all other labels of elements of G[B
0] remain the same. As a
consequence, Cπ(u00) = 9, Cπ(u
0
1) = 8 and Cπ(u
0
2) = 7. In this case, colour 9 only appears




2 ∈ B0 have colours
that are different from the colours of its neighbours.
Theorem 6.16. Let t ∈ R with t 6= 0. If G is a simple graph such that G ∼= Ckn, then G
has a neighbour-distinguishing {t, 2t, 3t}-edge-labelling.
Proof. The result follows by Theorem 6.15 and Lemma 5.9.
In addition to the result of Theorem 6.15, we know some powers of cycles that have
neighbour-distinguishing [2]-edge-labellings. For example, from results obtained by Es-
cuadro et al. [42], it is possible to derive the following theorems.
Theorem 6.17 (Escuadro et al. [42]). Let k, n ∈ Z such that n ≥ 3 and 2 ≤ k ≤ 6. If
Ckn 6∼= Kn, then χ′∑(Ckn) = 2.
Theorem 6.18 (Escuadro et al. [42]). Let k, n ∈ Z such that k ≥ 2 and n ≥ k(k + 1).
Then, χ′∑(Ckn) = 2.
Motivated by these results, we pose the following conjecture.
Conjecture 6.19. If G is a simple graph with n vertices, such that G ∼= Ckn, G 6∼= Kn
and G 6∼= Cn, then G has a neighbour-distinguishing [2]-edge-labelling.
6.3 Split graphs
A split graph is a simple graph G whose vertex set V (G) can be partitioned into a disjoint
union of an independent set S and a clique Q. The next theorem shows that split graphs
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have neighbour-distinguishing total-labellings with two distinct nonnegative real labels.
For the remaining of this section, we take Q = {v1, . . . , v|Q|} and S = {u1, . . . , u|S|}.
Theorem 6.20. Let a, b ∈ R, with 0 ≤ a < b. If G is a split graph, then G has a
neighbour-distinguishing {a, b}-total-labelling.
Proof. Let G be a split graph and a, b ∈ R, with 0 ≤ a < b. Let Q be a maximal
clique of G and S = V (G)\Q an independent set. Define q = |Q|. Adjust notation
such that dG(vi) ≤ dG(vi+1), for i ∈ {1, . . . , q − 1}. Since G[Q] is a complete graph,
by Theorem 5.19, it has a neighbour-distinguishing {a, b}-total-labelling (π2, Cπ2) such
that Cπ2(vi) = a(q − i) + ib, for 1 ≤ i ≤ q. This implies that Cπ2(vi) < Cπ2(vi+1), for
1 ≤ i ≤ q − 1, and min{Cπ2(v) : v ∈ Q} = a(q− 1) + b. To define an {a, b}-total-labelling
π for G we assign (π2, Cπ2) for G[Q] and assign label a to each vertex in S and to each
edge in EG[Q, S].
Now, we prove that (π, Cπ) is neighbour-distinguishing by showing, initially, that any
two vertices vi, vj , with i < j, have Cπ(vi) < Cπ(vj). By the definition of π, Cπ(vℓ) =
Cπ2(vℓ) + a(dG(vℓ) − q + 1), for 1 ≤ ℓ ≤ q. Since dG(vi) ≤ dG(vj), dG(vi) − q + 1 ≤
dG(vj) − q + 1. Moreover, by the definition of π2, Cπ2(vi) < Cπ2(vj). Since a ≥ 0, we
obtain that Cπ(vi) = Cπ2(vi) + a(dG(vi)− q + 1) < Cπ2(vj) + a(dG(vj)− q + 1) = Cπ(vj).
Now, consider ui and vj such that Cπ(vj) = min{Cπ(v) : v ∈ Q and NG(v) ∩ S 6= ∅}
and Cπ(ui) = max{Cπ(u) : u ∈ S}. In order to conclude the proof, we show that Cπ(ui) <
Cπ(vj). Since Cπ(ui) = dG(ui)a + a and dG(ui) ≤ q − 1, we have that Cπ(ui) ≤ aq.
By the definition of π, Cπ(vj) = Cπ2(vj) + a(dG(vj) − q + 1). Therefore, Cπ(vj) ≥
(a(q − 1) + b) + a(dG(vj)− q + 1) = dG(vj)a + b ≥ aq + b > aq ≥ Cπ(ui). Therefore, any
two adjacent vertices of G have distinct colours under Cπ.
Theorem 6.21. Let a, b, c ∈ R, with 0 ≤ a < b < c. Let G be a split graph without
connected components isomorphic to K2, with a maximal clique Q and an independent set
S = V (G)\Q. If |Q| = 2 , then G has a neighbour-distinguishing {a, b}-edge-labelling.
Moreover, if |Q| ≥ 3, then G has a neighbour-distinguishing {a, b, c}-edge-labelling.
Proof. Let a, b, c, and G be as stated in the hypothesis. Let Q be a maximal clique
of G and S = V (G)\Q an independent set. Define q = |Q|. Adjust notation such that
dG(vi) ≤ dG(vi+1), for i ∈ {1, . . . , q − 1}.
First, assume that q = 2. We construct an {a, b}-edge-labelling π for G by choosing
an arbitrary edge v2ui ∈ EG[Q, S], assigning label b to edges v2ui and v1v2, and assigning
label a to all other edges of G. By the definition of π, Cπ(v1) = b + a(dG(v1) − 1) and
Cπ(v2) = 2b + a(dG(v2) − 2). Since dG(v1) ≤ dG(v2) and 0 ≤ a < b, Cπ(v1) < Cπ(v2).
Since Q is a maximal clique, every vertex of S has degree one. Thus, Cπ(ui) = b and
every vertex uj ∈ S\{ui} has colour Cπ(uj) = a. Therefore, Cπ(ui) < Cπ(v2) and
Cπ(uj) < min{Cπ(v1), Cπ(v2)}.
Now, suppose q ≥ 3. By Theorem 5.14, G[Q] has a neighbour-distinguishing {a, b, c}-
edge-labelling (π1, Cπ1) such that Cπ1(vi) < Cπ1(vi+1), for 1 ≤ i ≤ q − 1; moreover,
min{Cπ1(v) : v ∈ Q} ≥ a(q − 2) + c, if q ≥ 4, and min{Cπ1(v) : v ∈ Q} = a + b, if q = 3.
Define an {a, b, c}-edge-labelling π of G by assigning (π1, Cπ1) for G[Q] and label a to
every edge in EG[Q, S].
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We prove that (π, Cπ) is neighbour-distinguishing as follows. By the definition of π,
for every v ∈ Q, Cπ(v) = Cπ1(v) + a(dG(v) − q + 1). For vi, vj with i < j, dG(vi) −
q + 1 ≤ dG(vj) − q + 1 since dG(vi) ≤ dG(vj). Moreover, by the definition of π1, we
also have that Cπ1(vi) < Cπ1(vj). Since a ≥ 0, we conclude that Cπ(vi) < Cπ(vj). Now,
consider ui and vj such that Cπ(vj) = min{Cπ(v) : v ∈ Q and NG(v) ∩ S 6= ∅} and
Cπ(ui) = max{Cπ(u) : u ∈ S} ≤ a(q − 1). By a similar reasoning used in the proof of
Theorem 6.20, we conclude that: (i) Cπ(ui) ≤ a(q− 1) < a(q− 2) + c+ a ≤ Cπ(vj), when
q ≥ 4; and (ii) Cπ(ui) ≤ 2a < 2a + b ≤ Cπ(vj), when q = 3. Thus, Cπ(ui) < Cπ(vj) and
the result follows.
Recall that the neighbour-distinguishing {a, b, c}-edge-labellings of Kn, constructed
in the proof of Theorem 5.14, assign label b to exactly one edge of Kn. This implies
that the neighbour-distinguishing {a, b, c}-edge-labelling π constructed in the proof of
Theorem 6.21 also assigns label b to exactly one edge of split graph G. Thus, it is
reasonable to think that most split graphs have neighbour-distinguishing edge-labellings
with only two real labels. Theorem 6.22 and Theorem 6.23 reinforce this conjecture
by presenting families of split graphs that have a neighbour-distinguishing {a, b}-edge-
labelling, for a, b ∈ R with 0 < a < b. Nevertheless, Theorem 6.24 presents a family of
split graphs that do not have a neighbour-distinguishing L-edge-labelling, for L = {0, a}
and L = {a, 2a}, a ∈ R\{0}.
Theorem 6.22. Let a, b ∈ R with 0 < a < b. Let G be a connected split graph with a
maximal clique Q, |Q| ≥ 3, and an independent set S = V (G)\Q. Also, let Q′ ⊂ Q such
that Q′ comprises ⌈|Q|/2⌉ vertices of Q that have the largest degrees in G. If there exists
a matching in EG[Q
′, S] that saturates all the vertices of Q′, then G has a neighbour-
distinguishing {a, b}-edge-labelling.
Proof. Let a, b and G be as stated in the hypothesis. Define q = |Q|. Adjust notation
such that dG(vi) ≤ dG(vi+1), for 1 ≤ i ≤ q − 1. Let Q′ = {v⌊q/2⌋+1, . . . , vq}. Suppose
that there exists a matching M in EG[Q′, S] that saturates all the vertices of Q′. This
implies that |S| ≥ |Q′| = ⌈q/2⌉. In order to construct an {a, b}-edge-labelling π for G,
first, assign to G[Q] an {a, b}-edge-labelling π′ such that
Cπ′(vi) =
{
a(q − 1− i) + bi, for 1 ≤ i ≤ ⌊q/2⌋;
a(q − i) + b(i− 1), for ⌊q/2⌋+ 1 ≤ i ≤ q.
Labelling π′ exists by Corollary 5.13. Then, assign label b to the edges of the matching
M and label a to the remaining unlabelled edges.
Next, we prove that (π, Cπ) is neighbour-distinguishing. By the definition of (π, Cπ),
Cπ(vi) =
{
Cπ′(vi) + a(dG(vi)− q + 1), for 1 ≤ i ≤ ⌊q/2⌋;
Cπ′(vi) + a(dG(vi)− q) + b, for ⌊q/2⌋+ 1 ≤ i ≤ q.
If 1 ≤ k < ℓ ≤ ⌊q/2⌋, then Cπ(vk) = Cπ′(vk)+a(dG(vk)−q+1) < Cπ′(vℓ)+a(dG(vℓ)−q+
1) = Cπ(vℓ) since Cπ′(vk) < Cπ′(vℓ), dG(vk) ≤ dG(vℓ) and a > 0. Similarly, if ⌊q/2⌋+ 1 ≤
k < ℓ ≤ q, then Cπ(vk) = Cπ′(vk)+a(dG(vk)−q)+b < Cπ′(vℓ)+a(dG(vℓ)−q)+b = Cπ(vℓ).
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Now, consider k ≤ ⌊q/2⌋ and ℓ ≥ ⌊q/2⌋+1. Since Cπ′(vk) ≤ Cπ′(vℓ), dG(vk) ≤ dG(vℓ) and
0 < a < b, we have that Cπ(vk) = Cπ′(vk)+a(dG(vk)−q+1) < Cπ′(vℓ)+a(dG(vℓ)−q)+b =
Cπ(vℓ), as required.
Next, take ui and vj such that Cπ(vj) = min{Cπ(v) : v ∈ Q and NG(v) ∩ S 6= ∅} and
Cπ(ui) = max{Cπ(u) : u ∈ S}. In order to conclude the proof, we show that Cπ(ui) <
Cπ(vj). Since Cπ(ui) ∈ {dG(ui)a, a(dG(ui) − 1) + b} and dG(ui) ≤ q − 1, we have that
Cπ(ui) ≤ a(q − 2) + b. By the definition of π, Cπ(vj) ≥ Cπ′(vj) + a(dG(vj) − q + 1).
Therefore, Cπ(vj) ≥ Cπ′(vj) + a(dG(vj) − q + 1) ≥ (a(q − 2) + b) + a(dG(vj) − q + 1) =
a(dG(vj)− 1) + b ≥ a(q − 1) + b > a(q − 2) + b ≥ Cπ(ui) since a > 0. Therefore, any two
adjacent vertices of G have distinct colours under Cπ.
Theorem 6.23. Let a, b ∈ R with 0 < a < b. Let G be a connected split graph with
a clique Q, |Q| ≥ 3, and an independent set S = V (G)\Q, with |S| ≥ ⌈|Q|/2⌉. If
each vertex in S is adjacent to every vertex in Q, then G has a neighbour-distinguishing
{a, b}-edge-labelling.
Proof. Let G be as stated in the hypothesis. Define q = |Q|. Let Q′ ⊂ Q such that
Q′ = {v⌊q/2⌋+1, . . . , vq}. Note that the bipartite subgraph induced by EG[Q′, S] is complete
since each vertex in S is adjacent to every vertex in Q′. Moreover, since |S| ≥ ⌈q/2⌉ = |Q′|,
there exists a matching M in EG[Q′, S] that saturates all vertices of Q′. In order to
construct an {a, b}-edge-labelling π for G, first, assign to G[Q] the following {a, b}-edge-
labelling π′, whose existence is guaranteed by Corollary 5.13:
Cπ′(vi) =
{
a(q − 1− i) + bi, for 1 ≤ i ≤ ⌊q/2⌋;
a(q − i) + b(i− 1), for ⌊q/2⌋+ 1 ≤ i ≤ q.
Then, assign label b to the edges of the matching M and, to conclude, assign label a to
the remaining unlabelled edges. By a similar reasoning used in the proof of Theorem 6.22,
we conclude that: (i) any two vertices vk and vℓ, with k < ℓ, have Cπ(vk) < Cπ(vℓ); (ii) by
taking ui and vj such that Cπ(ui) = max{Cπ(u) : u ∈ S} and Cπ(vj) = min{Cπ(v) : v ∈
Q and NG(v)∩S 6= ∅}, we have that Cπ(ui) = a(q− 1)+ b < aq+ b ≤ Cπ(vj). Therefore,
any two adjacent vertices of G have distinct colours under Cπ.
Theorem 6.24. Let a ∈ R\{0}. Let G be a split graph with a maximal clique Q and an
independent set S = V (G)\Q = {u1} with dG(u1) = 1. The following statements are true:
(i) if |Q| ≥ 4, then G does not have a neighbour-distinguishing {0, a}-edge-labelling;
(ii) if |Q| ≥ 6, then G does not have a neighbour-distinguishing {a, 2a}-edge-labelling.
Proof. Let G and a be as stated in the hypothesis and define q = |Q|.
Case 1. Proof of statement (i).
Let q ≥ 4 and suppose that G has a neighbour-distinguishing {0, a}-edge-labelling
(π, Cπ). Take π′ as the restriction of π to E(G[Q]) and define Cπ′ for G[Q] as usual.
Let vi ∈ Q be the vertex adjacent to u1 in G. Note that Cπ(vi) = Cπ′(vi) + π(viu1)
and, for every vertex v ∈ Q\{vi}, Cπ(v) = Cπ′(v). By Corollary 5.11, G[Q] does not
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have a neighbour-distinguishing {a, b}-edge-labelling, for any two distinct a, b ∈ R. Thus,
(π′, Cπ′) is not neighbour-distinguishing. Since (π, Cπ) is neighbour-distinguishing, we
conclude that: (i) there exists exactly two vertices in Q with the same colour under Cπ′
and vi is one of them; and (ii) edge viu1 has label π(viu1) = a. By Lemma 5.12, either
Cπ′(vi) = a ⌊q/2⌋ or Cπ′(vi) = a(⌈q/2⌉ − 1).
First, suppose that Cπ′(vi) = a ⌊q/2⌋. By Lemma 5.12, the degree sequence of the
subgraph of G[Q] induced by the edges with label a is (1, . . . , ⌊q/2⌋ , ⌊q/2⌋ , . . . , q − 1).
Since q ≥ 4, there exists a vertex vj ∈ Q, vj 6= vi, with colour Cπ(vj) = Cπ′(vj) =
a(⌊q/2⌋ + 1). Moreover, since Cπ(vi) = Cπ′(vi) + a = a(⌊q/2⌋ + 1), we conclude that
Cπ(vi) = Cπ(vj), which is a contradiction.
Now, consider Cπ′(vi) = a(⌈q/2⌉ − 1). In this subcase, the degree sequence of the
subgraph of G[Q] induced by the edges with label a is (0, . . . , ⌈q/2⌉−1, ⌈q/2⌉−1, . . . , q−2)
and we reach a contradiction by applying a similar reasoning as the one applied to the
previous subcase. Therefore, we conclude that G does not have a neighbour-distinguishing
{0, a}-edge-labelling.
Case 2. Proof of statement (ii).
Let q ≥ 6, b = 2a and suppose that G has a neighbour-distinguishing {a, b}-edge-
labelling (π, Cπ). Take π′ as the restriction of π to E(G[Q]) and define Cπ′ for G[Q] as
usual. Adjust notation so that Cπ′(vi) ≤ Cπ′(vi+1) for 1 ≤ i ≤ q − 1. By Corollary 5.11,
G[Q] does not have a neighbour-distinguishing {a, b}-edge-labelling and, again, there are
exactly two vertices vj , vj+1 ∈ Q such that Cπ′(vj) = Cπ′(vj+1). Since (π, Cπ) is neighbour-
distinguishing, one of these two vertices, say vj , is adjacent to u1 in G. Moreover, by
Corollary 5.13, either j = ⌊q/2⌋ and Cπ′(vj) = a(q − 1 − ⌊q/2⌋) + b⌊q/2⌋, or j = ⌈q/2⌉
and Cπ′(vj) = a(q − ⌈q/2⌉) + b(⌈q/2⌉ − 1).
Suppose that j = ⌊q/2⌋ and Cπ′(vj) = a(q − 1 − ⌊q/2⌋) + b⌊q/2⌋. We prove that, if
π(vju1) = a, then Cπ(vj) = Cπ(vj+2); and, if π(vju1) = b, then Cπ(vj) = Cπ(vj+3). First,
suppose that π(vju1) = a. In this case, Cπ(vj) = Cπ′(vj) + a = a(q − ⌊q/2⌋) + b⌊q/2⌋ =
Cπ(vj+2) since b = 2a. Now, suppose that π(vju1) = b. In this case, Cπ(vj) = Cπ′(vj)+b =
a(q − 1− ⌊q/2⌋) + b(⌊q/2⌋+ 1) = Cπ(vj+3) since b = 2a.
The case when j = ⌈q/2⌉ and Cπ′(vj) = a(q − ⌈q/2⌉) + b(⌈q/2⌉ − 1) is similar to the
previous subcase, with the only difference being in the values of Cπ(vj+2) and Cπ(vj+3);
that is, if π(vju1) = a, then Cπ(vj) = Cπ(vj+2) = a(q+1−⌈q/2⌉)+ b(⌈q/2⌉− 1)− 2a+ b;
and, if π(vju1) = b, then Cπ(vj) = Cπ(vj+3) = a(q − ⌈q/2⌉) + b⌈q/2⌉ − 2a+ b.
In order to conclude the proof, note that the indices of the vertices vj+2 and vj+3 are
smaller than or equal to q since q ≥ 6. Therefore, in both cases, G does not have a
neighbour-distinguishing {a, 2a}-edge-labelling.
Based on Theorem 6.24 and on computational results, we pose the following conjec-
tures.
Conjecture 6.25. Let G be a connected split graph with a maximal clique Q and an
independent set S = V (G)\Q. Also, let Q′ = Q∩NG(S). If |Q| ≥ 4, 1 ≤ |Q′| ≤ ⌊|Q|/2⌋−1
and every vertex v ∈ Q′ has degree dG(v) = |Q|, then G does not have a neighbour-
distinguishing {0, a}-edge-labelling, for a ∈ R\{0}.
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Conjecture 6.26. Let G be a connected split graph with a maximal clique Q and an
independent set S = V (G)\Q. Also, let Q′ = Q ∩ NG(S). If |Q| ≥ 6, 1 ≤ |Q′| ≤
⌊(⌊|Q|/2⌋ − 1)/2⌋ and every vertex v ∈ Q′ has degree dG(v) = |Q|, then G does not have
a neighbour-distinguishing {a, 2a}-edge-labelling, for a ∈ R\{0}.
6.4 Regular cobipartite graphs
A simple graph G is cobipartite if its complement is bipartite. Next, we present neighbour-
distinguishing {a, b}-total-labellings and neighbour-distinguishing {a, b, c}-edge-labellings
for k-regular cobipartite graphs. It is well known that if G is a k-regular cobipartite graph
non-isomorphic to a complete graph, then V (G) can be partitioned into two cliques X
and Y such that |X| = |Y |.
The next result shows that k-regular cobipartite graphs have neighbour-distinguishing
{a, b}-total-labellings, for a, b ∈ R, a < b.
Theorem 6.27. Let a, b ∈ R, a < b. If G is a k-regular cobipartite graph, then G has a
neighbour-distinguishing {a, b}-total-labelling.
Proof. LetG be a k-regular cobipartite graph and a, b ∈ R, a < b. IfG is a complete graph,
then the result follows by Theorem 5.19. Thus, assume G is not complete. Therefore,
V (G) can be partitioned into two cliques X and Y such that |X| = |Y |. Let X =
{x1, . . . , xq} and Y = {y1, . . . , yq}, where q = |V (G)|/2. Note that the subgraph induced
by edge set EG[X, Y ] is a (k − q + 1)-regular bipartite graph. Moreover, k − q + 1 < q =
|X| = |Y |. Therefore, it is possible to add a perfect matching M to graph G such that
each edge of M link a vertex of X to a vertex of Y , resulting in a simple graph G′ that
is (k + 1)-regular. Adjust notation so that M = {xiyi : 1 ≤ i ≤ q}.
Define an {a, b}-total-labelling π′ for G′ as follows: assign to G′[X ] and G′[Y ] the
neighbour-distinguishing {a, b}-total-labelling π1 defined in Theorem 5.19. Note that
Cπ1(xi) = Cπ1(yi) if and only if xiyi ∈M . Then, assign label a to every edge in EG′ [X, Y ].
Let π be the restriction of π′ to E(G) and define Cπ for G as usual. Note that π is an
{a, b}-total-labelling of G.
Now, we prove that (π, Cπ) is neighbour-distinguishing. First, note that Cπ(v) =
Cπ1(v) + a(k − q + 1) for every v ∈ V (G). Thus, since Cπ1 is injective, any two distinct
vertices in X have distinct colours under Cπ; the same is true for Y . By the definition,
Cπ(xi) = Cπ(yj) if and only if xiyj ∈ M . Since M 6⊆ E(G), for each edge xiyj ∈ E(G),
we have that Cπ(xi) 6= Cπ(yj).
Theorem 6.28. Let a, b, c ∈ R, a < b < c. If G is a k-regular cobipartite graph without
connected components isomorphic to K2, then G has a neighbour-distinguishing {a, b, c}-
edge-labelling.
Proof. Let a, b, c and G be as stated in the hypothesis. Since the result is known for
complete graphs (see Theorem 5.14), assume G is not complete and partition V (G) into
two cliques X = {x1, . . . , xq} and Y = {y1, . . . , yq} with q = |V (G)|/2. When q = 2,
G ∼= C4 and the result is known [66]. For q ≥ 3, the result follows by the same reasoning
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of the proof of Theorem 6.27 except that, in this case, π1 is the edge-labelling defined in
Theorem 5.14.
The neighbour-distinguishing {a, b, c}-edge-labelling constructed in the proof of The-
orem 6.28 assigns label b to exactly two edges of the k-regular cobipartite graph G. Thus,
we conjecture that most of the k-regular cobipartite graphs have neighbour-distinguishing
edge-labellings with two distinct real labels. In fact, Theorem 6.29 and Theorem 6.30
present two families of k-regular cobipartite graphs that have neighbour-distinguishing
{a, b}-edge-labellings, for a, b ∈ R, a 6= b.
Theorem 6.29. Let a, b ∈ R, a < b. If G is a k-regular cobipartite graph with 2k vertices,
k ≥ 4, then G has a neighbour-distinguishing {a, b}-edge-labelling.
Proof. Let a, b and G be as stated in the hypothesis. Let {X, Y } be a bipartition of V (G)
into cliques X and Y such that |X| = |Y |. Let X = {x1, . . . , xk} and Y = {y1, . . . , yk}.
Since G is k-regular, EG[X, Y ] is a perfect matching. Let E1, E2 ⊂ EG[X, Y ] such that
|E1| = ⌊k/2⌋ and E2 = EG[X, Y ]\E1. Let G1 = G[E1] and G2 = G[E2]. Since G1 and
G2 are 1-regular and have at least four vertices, it is possible to add perfect matchings
M1 and M2 to G1 and G2, respectively, such that G[E1 ∪M1] and G[E2 ∪M2] are simple.
Adjust notation so that M1 = {xiyi : 1 ≤ i ≤ ⌊k/2⌋} andM2 = {xiyi : ⌊k/2⌋+1 ≤ i ≤ k}.
In order to construct a neighbour-distinguishing {a, b}-edge-labelling (π, Cπ) for G,
first, assign to G[X ] and G[Y ] a neighbour-distinguishing {a, b}-edge-labelling (π′, Cπ′)
such that
Cπ′(xi) = Cπ′(yi) =
{
a(k − 1− i) + bi, for 1 ≤ i ≤ ⌊k/2⌋;
a(k − i) + b(i− 1), for ⌊k/2⌋ + 1 ≤ i ≤ k.
Note that (π′, Cπ′) exists by Corollary 5.13. Then, assign label a to every edge in E1 and
assign label b to every edge in E2. By removing the matching M1 ∪M2, we obtain an
{a, b}-edge-labelling π of G.
Now, we prove that (π, Cπ) is neighbour-distinguishing. By the definition of π, any
vertex xi in X ∩V (G[E1]) has colour Cπ(xi) = Cπ′(xi)+ a = a(k− i)+ bi, and any vertex
xi in X ∩ V (G[E2]) has colour Cπ(xi) = Cπ′(xi) + b = a(k− i) + bi. Therefore, the colour
of the vertices in X under Cπ are distinct. By a similar reasoning, we conclude that any
two vertices in Y have distinct colours. By the definition, Cπ(xi) = Cπ(yj) if and only if
i = j. Since xiyi 6∈ E(G), we have that Cπ(xi) 6= Cπ(yj), for every edge xiyj ∈ E(G), and
the result follows.
Theorem 6.30. Let a, b ∈ R, a < b. If G is a (2k − 2)-regular cobipartite graph with 2k
vertices, k ≥ 3, then G has a neighbour-distinguishing {a, b}-edge-labelling.
Proof. Let a, b and G be as stated in the hypothesis. In this case, G ∼= K2k\M , where M
is a perfect matching. Adjust notation so that M = {xiyi : 1 ≤ i ≤ k}, X = {x1, . . . , xk}
and Y = {y1, . . . , yk}. Consider the nonempty regular bipartite graph G′ = G[EG[X, Y ]].
LetMb be a matching of G′ such that the saturated vertices belong to {xi, yi : ⌊k/2⌋+1 ≤
i ≤ k}. Note that Mb exists since G[{x⌊k/2⌋+1, . . . , xk, y⌊k/2⌋+1, . . . , yk}] is regular.
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In order to construct a neighbour-distinguishing {a, b}-edge-labelling (π, Cπ) for G,
assign to G[X ] and G[Y ] a neighbour-distinguishing {a, b}-edge-labelling (π′, Cπ′) such
that
Cπ′(xi) = Cπ′(yi) =
{
a(k − 1− i) + bi, for 1 ≤ i ≤ ⌊k/2⌋;
a(k − i) + b(i− 1), for ⌊k/2⌋ + 1 ≤ i ≤ k.
The existence of (π′, Cπ′) is guaranteed by Corollary 5.13. Then, assign label b to every
edge in Mb and assign label a to the remaining unlabelled edges.
Now, to prove that (π, Cπ) is neighbour-distinguishing, we initially consider two ver-
tices xi, xj ∈ X, i < j. By the definition of π, any vertex xi with i ≤ ⌊k/2⌋ has colour
Cπ(xi) = Cπ′(xi)+a(k−1) = a(2k− i−2)+ bi, and any vertex xi with with i ≥ ⌊k/2⌋+1
has colour Cπ(xi) = Cπ′(xi)+b+a(k−2) = a(2k−i−2)+bi. Therefore, the colours of the
vertices in X are distinct. Analogously, this is true for the vertices of Y . We conclude the
proof remembering that Cπ(xi) = Cπ(yj) if and only if i = j and that xiyi 6∈ E(G).
Figure 6.16 shows a 3-regular cobipartite graph that does not have a neighbour-
distinguishing {a, b}-edge-labelling. Furthermore, we also know that complete graphs do
not have neighbour-distinguishing {a, b}-edge-labellings. These are the only examples of
regular cobipartite graphs that do not have neighbour-distinguishing {a, b}-edge-labellings
that we know. Thus, based on these observations and our results, we pose the following
conjecture.
Conjecture 6.31. With exception of the graph shown in Figure 6.16, every regular con-
nected cobipartite graph G non-isomorphic to a complete graph has a neighbour-distin-
guishing {a, b}-edge-labelling, for a, b ∈ R, a 6= b.
Figure 6.16: A 3-regular graph that does not have a neighbour-distinguishing {a, b}-edge-
labelling.
6.5 Complete multipartite graphs
The last class considered in this chapter is the class of complete multipartite graphs, which
are defined in page 18. Hulgan et al. [60] proved that any complete multipartite graph
has a neighbour-distinguishing {a, b}-total-labelling for any two distinct real numbers a
and b. Therefore, in this work, we just consider the edge version of the problem. The
next result shows that complete multipartite graphs with at least three parts have a
neighbour-distinguishing edge-labelling with any three distinct nonnegative real labels.
Theorem 6.32. Let G be a complete multipartite graph with r ≥ 3 parts and let a, b, c ∈ R,
0 ≤ a < b < c. Then G has a neighbour-distinguishing {a, b, c}-edge-labelling.
Chapter 6. Neighbour-distinguishing labellings of families of graphs 155
Proof. Let a, b, c ∈ R, 0 ≤ a < b < c, and G be a complete multipartite graph with
r ≥ 3 parts denoted V1, . . . , Vr. Let Gi be the subgraph of G induced by the vertex set
V1 ∪ . . . ∪ Vi, for 1 ≤ i ≤ r. Let vi denote a vertex of Vi. Without loss of generality,
assume that |V1| ≤ |V2| and, for i ∈ {3, . . . , r}, |Vi−2| ≤ |Vi| if i is even, and |Vi| ≤ |Vi−2|
otherwise.
In order to construct an {a, b, c}-edge-labelling π3 for G3, assign label a to every edge
in EG[V1, V2], assign label c to every edge in EG[V1, V3], and assign label b to every edge in
EG[V2, V3]. Note that Cπ3(v
2) < Cπ3(v
1) < Cπ3(v
3) since 0 ≤ a < b < c and a|V1|+b|V3| <
a|V2| + c|V3| < b|V2| + c|V1|. Therefore, (π3, Cπ3) is a neighbour-distinguishing {a, b, c}-
edge-labelling of G3. Moreover, note that min{Cπ3(G3)} = Cπ3(v2) = a|V1| + b|V3| and
max{Cπ3(G3)} = Cπ3(v3) = b|V2|+ c|V1|.
In order to construct an {a, b, c}-edge-labelling π4 for G4, assign neighbour-distin-
guishing {a, b, c}-edge-labelling π3 for subgraph G3 ⊂ G4 and label a to every edge in the
set EG[V4, V (G3)]. Since (π3, Cπ3) is a neighbour-distinguishing {a, b, c}-edge-labelling
of G3 with Cπ3(v
2) < Cπ3(v
1) < Cπ3(v
3) and the value a|V4| was added to the label of
every vertex of G3, we conclude that Cπ4(v
2) < Cπ4(v
1) < Cπ4(v
3). Moreover, we have
that Cπ4(v
4) < Cπ4(v
2) since a|V1| + a|V2| + a|V3| < a|V1| + a|V4| + b|V3|. Therefore, we
conclude that (π4, Cπ4) is a neighbour-distinguishing {a, b, c}-edge-labelling of G4 with
min{Cπ4(G4)} = Cπ4(v4) = a|V (G3)| and max{Cπ4(G4)} = a|V4|+ b|V2|+ c|V1|.
For i ≥ 5, we prove that Gi has a neighbour-distinguishing {a, b, c}-edge-labelling πi
such that: (i) if i is odd, then min{Cπi(Gi)} = a|V (Gi−2)| + c|Vi| and max{Cπi(Gi)} =
c|V (Gi−1)|; and (ii) if i is even, then min{Cπi(Gi)} = a|V (Gi−1)| and max{Cπi(Gi)} =
c|V (Gi−2)|+ a|Vi|.
In order to construct an {a, b, c}-edge-labelling π5 for G5, assign neighbour-distin-
guishing {a, b, c}-edge-labelling π4 for subgraph G4 ⊂ G5 and label c to every edge in
the set EG[V5, V (G4)]. Note that Cπ5(v
5) > Cπ5(v
3) since c|V1| + c|V2| + c|V3| + c|V4| >
c|V1|+b|V2|+c|V5|+a|V4|. Moreover, since (π4, Cπ4) is a neighbour-distinguishing {a, b, c}-




3) and the value c|V5| was





3) and (π5, Cπ5) is a neighbour-distinguishing {a, b, c}-edge-labelling of G5. Fur-
thermore, note that min{Cπ5(G5)} = Cπ5(v4) = Cπ4(v4) + c|V5| = a|V (G3)| + c|V5| and
max{Cπ5(G5)} = Cπ5(v5) = c|V (G4)|.
Now, consider Gi with i > 5. First, suppose that i is even. In order to construct an
{a, b, c}-edge-labelling πi for Gi, assign neighbour-distinguishing {a, b, c}-edge-labelling
πi−1 for subgraph Gi−1 ⊂ Gi and label a to every edge in the set EG[Vi, V (Gi−1)]. Since
(πi−1, Cπi−1) is a neighbour-distinguishing {a, b, c}-edge-labelling of Gi−1 and the value
a|Vi| was added to the label of every vertex ofGi−1, we have that Cπi(vl) = Cπi−1(vl)+a|Vi|,
for l ∈ {1, . . . , i − 1}. Since i − 1 is odd, min{Cπi−1(Gi−1)} = a|V (Gi−3)| + c|Vi−1| and
max{Cπi−1(Gi−1)} = c|V (Gi−2)|. Thus, we have that Cπi(vi) = a|V (Gi−1)| = a|V (Gi−3)|+
a|Vi−1| + a|Vi−2| < a|V (Gi−3)| + c|Vi−1| + a|Vi| = min{Cπi−1(Gi−1)} + a|Vi|. Therefore,
we conclude that (πi, Cπi) is a neighbour-distinguishing {a, b, c}-edge-labelling of Gi such
that max{Cπi(Gi)} = max{Cπi−1(Gi−1)}+ a|Vi| = c|V (Gi−2)|+ a|Vi| and min{Cπi(Gi)} =
Cπi(v
i) = a|V (Gi−1)|.
For the case when i is odd, we construct an {a, b, c}-edge-labelling πi forGi by assigning
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the neighbour-distinguishing {a, b, c}-edge-labelling πi−1 for subgraph Gi−1 ⊂ Gi and
assigning label c to every edge in the set EG[Vi, V (Gi−1)]. The proof that (πi, Cπi) is
neighbour-distinguishing is similar to the proof of the previous case with the difference
that, in this case, Cπi(v
i) = c|V (Gi−1)| and vi has the maximum colour under Cπi.
It is known that a complete bipartite graph with parts of different cardinalities has a
neighbour-distinguishing {a}-edge-labelling [66], for a ∈ R\{0}. In fact, this result can
be extended to some complete multipartite graphs, as stated in Proposition 6.33.
Proposition 6.33. Let a ∈ R\{0}. Let G be a complete multipartite graph with at least
three vertices and r ≥ 2 parts V1, . . . , Vr. If |V1| < · · · < |Vr|, then G has a neighbour-
distinguishing {a}-edge-labelling.
Proof. Assign label a to every edge of G. Since |V1| < · · · < |Vr|, any two adjacent vertices
of G have distinct degrees. Therefore, C(u) = dG(u)a 6= dG(v)a = C(v), for every edge
uv ∈ E(G).
Davoodi and Omoomi [37] proved that every complete equipartite graph2 K(r, n) with
r ≥ 2 and n ≥ 2 has a neighbour-distinguishing [2]-edge-labelling. Since every complete
equipartite graph is regular, this result, along with Lemma 5.8, implies that every complete
equipartite graph K(r, n) with r ≥ 2 and n ≥ 2 has a neighbour-distinguishing {a, b}-
edge-labelling, for any two distinct real numbers a and b. In view of these results, we pose
the following question:
Question 6.34. Does every complete multipartite graph not isomorphic to a complete
graph have a neighbour-distinguishing {a, b}-edge-labelling, for any two distinct real num-
bers a and b?
6.6 The related problem of detectable edge-labellings
Let G be a connected simple graph and let π : E(G) → {1, . . . , k} be a [k]-edge-labelling
of G, for some positive integer k. The code of a vertex v ∈ V (G) is the ordered k-tuple
codeπ(v) = (ℓ1, . . . , ℓk), where ℓi is the number of edges incident with v that have label i,
for 1 ≤ i ≤ k. Labelling π is a detectable [k]-edge-labelling of G if codeπ(u) 6= codeπ(v)
for every edge uv ∈ E(G). The detectable number det(G) of G is the minimum positive
integer k for which G has a detectable [k]-edge-labelling. Figure 6.17 exhibits detectable
edge-labellings of two graphs.
The concept of detectable edge-labelling was introduced in 2004 by Karoński et al. [65]
motivated by the neighbour-distinguishing edge-labelling problem. In 2008, Escuadro et
al. [43], independently, introduced and investigated the same problem. In both works, the
authors pose the following conjecture.
Conjecture 6.35 (Karoński et al. [65], Escuadro et al. [43]). Every connected simple
graph G with at least three vertices has det(G) ≤ 3.
2Complete equipartite graph is defined in page 19.
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Figure 6.17: A detectable [3]-edge-labelling of cycle C5 and a detectable [2]-edge-labelling
of a tree. The label of each vertex is its code.
Escuadro et al. [43] verified Conjecture 6.35 for cycles, complete graphs, complete
multipartite graphs, trees, bipartite graphs and unicyclic graphs. Addario-Berry et al. [6]
proved that every simple graph G without connected components isomorphic to K2 has
det(G) ≤ 4 and also proved that if G has δ(G) ≥ 1000, then G has det(G) ≤ 3. Param-
aguru and Sampathkumar [93] verified Conjecture 6.35 for cartesian products and tensor
products of some graphs. In 2014, Havet et al. [55] proved that it is NP-complete to de-
cide whether a cubic graph has a detectable [2]-edge-labelling and characterized all cubic
graphs up to ten vertices according to their detectable number.
As observed by some authors [6, 65, 93], detectable edge-labellings and neighbour-
distinguishing edge-labellings are closely related. In fact, a neighbour-distinguishing edge-
labelling is also a detectable edge-labelling.
Proposition 6.36 (Paramaguru and Sampathkumar [93]). If a graph G has a neighbour-
distinguishing [k]-edge-labelling π, then π is also a detectable [k]-edge-labelling of G.
Proof. Let G be a graph with a neighbour-distinguishing [k]-edge-labelling π. For any
edge uv ∈ E(G), let ℓi, ℓ′i, respectively, be the number of edges incident with u, v that have
label i under π. Then, Cπ(u) = 1ℓ1+2ℓ2+ . . .+kℓk 6= 1ℓ′1+2ℓ′2+ . . .+kℓ′k = Cπ(v). This
implies that (ℓ1, ℓ2, . . . , ℓk) 6= (ℓ′1, ℓ′2, . . . , ℓ′k), which in turn implies codeπ(u) 6= codeπ(v).
Therefore, π is also a detectable [k]-edge-labelling of G.
From Proposition 6.36, Theorem 6.9, Theorem 6.15, Theorem 6.21 and Theorem 6.28,
we obtain the following corollary.
Corollary 6.37. If G is a power of paths, a power of cycles, a split graph or a k-regular
cobipartite graph without connected components isomorphic to K2, then det(G) ≤ 3.
Although every neighbour-distinguishing edge-labelling is also detectable, the converse
is not true. In fact, in 2016, Paramaguru and Sampathkumar [93] asked the following
question.
Question 6.38 (Paramaguru and Sampathkumar [93]). Is there a positive integer k for
which there exists a graph G with det(G) = k but no neighbour-distinguishing [k]-edge-
labelling?
Remember that the split graphs presented in the second item of Theorem 6.24 do
not have a neighbour-distinguishing [2]-edge-labelling. However, they have a detectable
[2]-edge-labelling, as shown in Theorem 6.40 below. Therefore, Theorem 6.40 answers
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Question 6.38 in the affirmative. The following proposition is used in the proof of Theo-
rem 6.40.
Proposition 6.39 (Escuadro et al. [43]). Let π be a [k]-edge-labelling of a graph G and
let u, v ∈ V (G). If dG(u) 6= dG(v), then codeπ(u) 6= codeπ(v).
Proof. Let G be a graph with a [k]-edge-labelling π and let u, v ∈ V (G). Let ℓi, ℓ′i,
respectively, be the number of edges incident with u, v that have label i under π. Suppose
that codeπ(u) = codeπ(v). Thus, (ℓ1, ℓ2, . . . , ℓk) = (ℓ′1, ℓ
′
2, . . . , ℓ
′
k). Since ℓ1+ ℓ2+ . . .+ ℓk =
dG(u) and ℓ′1 + ℓ
′
2 + . . .+ ℓ
′
k = dG(v), we conclude that dG(u) = dG(v).
Theorem 6.40. If G is a split graph with a maximal clique Q, |Q| ≥ 3, and an indepen-
dent set S = V (G)\Q = {u1} with dG(u1) = 1, then det(G) = 2.
Proof. Let G be as stated in the hypothesis and q = |Q|. Since G has at least two adjacent
vertices of the same degree, det(G) ≥ 2. In order to construct a [2]-edge-labelling π for
G, first, assign label 2 to the edge incident with vertex u1. By Corollary 5.13, there exists
a [2]-edge-labelling π′ of G[Q] such that
codeπ′(vi) =
{
(q − 1− i, i), for 1 ≤ i ≤ ⌊q/2⌋;
(q − i, i− 1), for ⌊q/2⌋+ 1 ≤ i ≤ q.
Then, assign π′ to G[Q] and adjust notation so that vertex v⌊q/2⌋ is adjacent to vertex
u1. Now, we prove that π is detectable. By the definition of π, codeπ(vi) = codeπ′(vi), for
i 6= ⌊q/2⌋. Thus, by the definition, any two distinct vertices in Q\{v⌊q/2⌋} have distinct
codes under codeπ. Since the degree of v⌊q/2⌋ is different from the degrees of its neighbours,
by Proposition 6.39, the code of v⌊q/2⌋ is different from the code of all of its neighbours,
and the result follows.
As previously discussed, a detectable edge-labelling may not be neighbour-distinguish-
ing. However, a detectable [2]-edge-labelling of a regular graph G is a neighbour-distin-
guishing [2]-edge-labelling of G, as can be seen in the proof of Lemma 6.41.
Lemma 6.41 (Paramaguru and Sampathkumar [93]). Let G be a k-regular graph with
k ≥ 2. Then, det(G) = 2 if and only if χ′∑(G) = 2.
Proof. Let G be a k-regular graph with k ≥ 2. Since G has two adjacent vertices with
the same degree, det(G) ≥ 2 and χ′∑(G) ≥ 2. Suppose that G has a detectable [2]-
edge-labelling π. For any edge uv ∈ E(G), let ℓi, ℓ′i, respectively, be the number of
edges incident with u, v that have label i under π. Then, ℓ1 + ℓ2 = k = ℓ′1 + ℓ
′
2 and
(ℓ1, ℓ2) 6= (ℓ′1, ℓ′2). These last two facts imply that Cπ(u) = 1ℓ1 + 2ℓ2 6= 1ℓ′1 + 2ℓ′2 = Cπ(v).
Therefore, π is also a neighbour-distinguishing [2]-edge-labelling of G. The converse fol-
lows by Proposition 6.36.
From Lemma 6.41, Theorem 6.29 and Theorem 6.30, we obtain the following corollar-
ies.
Corollary 6.42. If G is a k-regular cobipartite graph with 2k vertices, k ≥ 4, then
det(G) = 2.
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Conclusions and future work
This thesis addresses three graph labelling problems: graceful labellings, neighbour-
distinguishing edge-labellings, and neighbour-distinguishing total-labellings.
In Chapter 3, we investigate the 0-rotatability of caterpillars. Our main target in that
chapter is Conjecture 3.5, which states that every caterpillar with diameter at least five
is 0-rotatable. With that in mind, we prove that the following families of caterpillars are
0-rotatable:
(i) caterpillars with a perfect matching (Theorem 3.7);
(ii) caterpillars obtained by identifying a central vertex of a path Pn with a vertex of
K2 (Theorem 3.10);
(iii) caterpillars obtained by linking one leaf of the star K1,s−1 to a leaf of a path Pn,
n ≥ 3 and s ≥ ⌈n
2
⌉ (Theorem 3.12);
(iv) caterpillars with diameter five or six (Theorem 3.15 and Theorem 3.18); and
(v) caterpillars T with diam(T ) ≥ 7 such that, for every non-leaf vertex v ∈ V (T ), the
number of leaves adjacent to v is even and is at least 2 + 2((diam(T )− 1) mod 2)
(Theorem 3.19).
These results reinforce Conjecture 3.5. In particular, the last three families show that,
for each integer d ≥ 5, there exist 0-rotatable caterpillars with diameter d and arbitrary
number of vertices. It is also worth noting that we use a variety of techniques and
previous known results in order to attack Conjecture 3.5. For example, Broersma-Hoede’s
construction1 is used in the proof of Theorem 3.7; on the other hand, Theorem 2.15 and
Theorem 3.2 on 0-rotatability of paths are crucial in the proofs of Theorems 3.10 and 3.12;
and the technique of transfers is used in the proofs of Theorems 3.15, 3.18 and 3.19.
We believe that the construction of the model-tree T 1ℓ in the proof of Theorem 3.19,
as well as the way the technique of transfers is applied there, can be modified in order
to find other families of 0-rotatable caterpillars with diameter at least seven. A natural
extension of this work would be to consider caterpillars in which non-leaf vertices are
adjacent to an odd number of leaves. We hope that some modification of the construction
of the model-tree T 1ℓ would help to settle this new case or even Conjecture 3.5. Thus, as
future work, we would like to investigate the following question:
1Broersma-Hoede’s construction is described in Section 2.5.
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Question 7.1. Are all caterpillars with diameter at least seven, whose all non-leaf vertices
are adjacent to an odd number of leaves, 0-rotatable?
In Chapter 4, we investigate α-labellings of lobsters with maximum degree three. Our
main targets in this topic are: Conjecture 4.2, which states that all trees with maximum
degree three and a perfect matching have α-labellings; and Question 4.3, which asks if all
trees with at least 15 vertices, maximum degree three, and without α-labellings belong
to family F (family F is defined in page 91). In Chapter 4, we prove the following main
results:
(i) If G is a lobster with maximum degree three, without Y -legs, and with at most one
forbidden ending, then G has an α-labelling (Theorem 4.4);
(ii) If G is a lobster with a perfect matching such that its contree is balanced, then G
has an α-labelling (Corollary 4.7).
Theorem 4.4 points towards an affirmative answer to Question 4.3 and Corollary 4.7
reinforces Conjecture 4.2. It is also important to emphasize the role of π-representations
in the analysis of α-labellings as graphical drawings, which made possible to devise an
approach to find α-labellings for the family of lobsters of Theorem 4.4. We believe that
the same technique can be used to extend Theorem 4.4 so as to include the case in
which lobster G has two forbidden ends or, even further, the case in which G has Y -legs.
Therefore, the following questions arise as extensions of this work:
Question 7.2. Consider any lobster G with at least 15 vertices, with ∆(G) = 3, without
Y -legs, with two forbidden ends and such that G does not belong to family F . Does G
have an α-labelling?
Question 7.3. Does every lobster G with at least 15 vertices, maximum degree three and
with Y -legs have an α-labelling?
A research topic that was not approached in this thesis is the search for better upper
bounds on the parameter grac(G) for trees2. Another interesting family for which this
parameter could be investigated is the family of multipartite graphs. As discussed in
page 41, it was conjectured by Beutner and Harborth [18] that the only graceful multi-
partite graphs are Kp,q, K1,p,q, K2,p,q, and K1,1,p,q, for p, q ∈ Z>0. Thus, presenting upper
bounds on grac(G) for this class could be a starting point to approach this conjecture.
Moreover, the study of the parameter grac(G) for families of graphs is an important topic
per se.
We would like to remark that the results presented in Chapter 3 and Chapter 4 were
obtained in co-authorship with professor R. Bruce Richter, during our one-year stay at
University of Waterloo, Canada. The results of Chapter 3 were presented in the workshop
Primeiro Encontro de Teoria da Computação, XXXVI Congresso da Sociedade Brasileira
de Computação, that occurred in July 2016, in Porto Alegre, Brazil. Moreover, the
extended abstract [80] submitted to the workshop was awarded as the best article of the
event. Another extended abstract [79], this time containing Theorem 4.4, was presented
2The parameter grac(G) is defined in page 47.
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in the Fourth Bordeaux Graph Workshop, that occurred in November 2016, in Bordeaux,
France. In addition, two articles containing the results of Chapter 3 and Chapter 4,
respectively, are submitted to periodicals of the area.
In Chapter 6, we investigate neighbour-distinguishing edge-labellings and neighbour-
distinguishing total-labellings for five classes of graphs, namely: powers of paths, powers
of cycles, split graphs, regular cobipartite graphs, and complete multipartite graphs. More
specifically, we prove the following main results.
(a) Let G be a simple graph and a, b, c, t ∈ R, with t 6= 0 and a < b < c. Then:
(i) if G ∼= P kn , then G has a neighbour-distinguishing {t, 2t}-total-labelling and a
neighbour-distinguishing {t, 2t, 3t}-edge-labelling (Theorems 6.6 and 6.10);
(ii) if G ∼= Ckn, then G has a neighbour-distinguishing {a, b}-total-labelling and a
neighbour-distinguishing {t, 2t, 3t}-edge-labelling (Theorems 6.13 and 6.16);
(iii) if G is a k-regular cobipartite graph, then G has a neighbour-distinguishing
{a, b}-total-labelling (Theorem 6.27);
(iv) if G is a k-regular cobipartite graph, without connected components isomor-
phic to K2, then G has a neighbour-distinguishing {a, b, c}-edge-labelling (The-
orem 6.28).
(b) Let a, b, c ∈ R, with 0 ≤ a < b < c. Then:
(i) if G is a split-graph, then G has a neighbour-distinguishing {a, b}-total-labelling
(Theorem 6.20);
(ii) if G is a split-graph without connected components isomorphic to K2, then G
has a neighbour-distinguishing {a, b, c}-edge-labelling (Theorem 6.21);
(iii) if G is a complete multipartite graph with at least three parts, then G has a
neighbour-distinguishing {a, b, c}-edge-labelling (Theorem 6.32).
We point out that the proofs of Theorems 6.20, 6.21 and 6.32 can be adjusted in order
to deal with the case where a, b and c are distinct negative real numbers. On the other
hand, the methods used in these proofs certainly do not work for all cases where the set
{a, b, c} is allowed to have real numbers with different signals.
We also determine the minimum number of real labels in L in order to obtain neighbour-
distinguishing L-edge-labellings for two families of regular cobipartite graphs:
(i) if G is a k-regular cobipartite graph with 2k vertices, k ≥ 4, then G has a neighbour-
distinguishing {a, b}-edge-labelling (Theorem 6.29);
(ii) if G is a (2k − 2)-regular cobipartite graph with 2k vertices, k ≥ 3, then G has a
neighbour-distinguishing {a, b}-edge-labelling (Theorem 6.30).
It is worth noting that the results obtained for neighbour-distinguishing {a, b}-total-
labellings of these classes point towards an affirmative answer to Question 5.5, which asks
if every simple graph G has a neighbour-distinguishing {a, b}-total-labelling, for distinct
a, b ∈ R. Furthermore, based on our results on neighbour-distinguishing edge-labellings,
we pose Conjecture 7.4.
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Conjecture 7.4. If G is a simple graph without connected components isomorphic to K2,
then G has a neighbour-distinguishing {a, b, c}-edge-labelling, for any three distinct real
numbers a, b, c.
Let L ⊂ R. We remark that there are graphs that do not have neighbour-distinguishing
L-edge-labellings for any L with cardinality two. Examples of such graphs are the com-
plete graphs and all members of family T defined on page 123. Therefore, the settlement
of Conjecture 7.4 would imply that, in order to obtain a neighbour-distinguishing L-edge-
labelling of an arbitrary simple graph without connected components isomorphic to K2,
we must have |L| ≥ 3.
In Chapter 6, we also pose some conjectures on neighbour-distinguishing {a, b}-edge-
labellings of the families we worked on. Two of these conjectures are very appealing to
us, so that we intend to work on them in a near future:
(i) if G is a simple graph with n vertices such that G ∼= P kn , G 6∼= Kn, then G has a
neighbour-distinguishing [2]-edge-labelling (Conjecture 6.11);
(ii) if G is a simple graph with n vertices such that G ∼= Ckn, G 6∼= Kn and G 6∼= Cn, then
G has a neighbour-distinguishing [2]-edge-labelling (Conjecture 6.19);
The proof of Theorem 6.12 was presented in the VIII Latin-American Algorithms,
Graphs and Optimization Symposium (LAGOS 2015), that occurred on May 2015, in
Beberibe, Brazil, and an extended abstract is published in the Electronic Notes in Dis-
crete Mathematics [78]. Another extended abstract, sketching the proofs of Theorem 6.9
and Theorem 6.15, was presented in the workshop Segundo Encontro de Teoria da Com-
putação, XXXVII Congresso da Sociedade Brasileira de Computação [77], which occurred
in July 2017, in São Paulo, Brazil. An article containing all these results is submitted
to a periodical in the area. Most of these results were obtained in co-authorship with
professors Simone Dantas and Diana Sasaki.
The results of Sections 6.3, 6.4, 6.5, and 6.6 were presented in the 17th Colourings,
Independence and Domination Workshop on Graph Theory, that occurred in September
2017, in Piechowice, Poland [81]. These results were obtained in co-authorship with
professor Sheila M. de Almeida. An article detailing them is submitted to a periodical in
the area.
Graceful labellings and neighbour-distinguishing labellings have different definitions.
In particular, we would like to emphasize the difference in the property that the induced
labelling must satisfy in each of these problems. For example, in a graceful labelling, the
induced edge-labelling has to satisfy a global property: all edges of the graph must have
distinct labels. However, in a neighbour-distinguishing labelling, the induced vertex-
labelling has to satisfy a local property: it must be a vertex-colouring, that is, only
adjacent vertices must have distinct colours. In fact, the local property makes it easier to
devise inductive constructions for neighbour-distinguishing labellings of graphs, or to reuse
neighbour-distinguishing labellings of specific subgraphs in order to compose the final
neighbour-distinguishing labelling of the whole graph under consideration. Unfortunately,
such a favourable context is rare when considering graceful labellings. In fact, despite
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much effort done on the Graceful Tree Conjecture, no general technique is known that
allows us to combine two or more gracefully labelled trees in arbitrary ways so as to
generate a larger gracefully labelled tree. When considering graceful labellings of other
classes of graphs, the situation can be even worse since many techniques developed to deal
with trees may not work for other families. The difficulty in settling the Graceful Tree
Conjecture remains and, despite the apparent ease in finding neighbour-distinguishing
edge-labellings and neighbour-distinguishing total-labellings for specific graphs, the 1,2,3-
Conjecture and the 1,2-Conjecture remain open for arbitrary graphs.
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