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ABSTRACT 
Developing robust and less complex models capable of coping with environment volatility is the quest of every data mining 
project. This study attempts to establish heuristics for investigating the impact of noise in instance attributes data on learning 
model volatility. In addition, an alternative method for determining attribute importance and feature ranking, based on 
attribute sensitivity to noise is introduced. We present empirical analysis of the effect of attribute noise on model 
performance and how it impacts the overall learning process. Datasets drawn from different domains including Medicine, 
CRM, and security are employed by the study. Using proposed technique has practical implications by supporting building 
low volatile, high performance predictive models prior to production deployment. Also the study has implications for 
research by filling the gap in attribute noise research and its impact. 
KEYWORDS 




As the field of data mining secures its position as an influential cross-industry modus operandi, more emphasis is placed on 
exercising appropriate learning techniques that drive non-trivial discoveries. Classification algorithms and learning methods 
became one of the main important tools in decision making process. It has been recognized as an efficient tool in various 
disciplines such as medicine, business, marketing, statistics, and many others. The importance of these algorithms comes 
from its competence to predict outcome and uncover association more efficiently than human experts, also its capability to 
reduce cost and error level in decision making. Yet accuracy of decisions made based on trained models depends to large 
extent on underlying data and its quality. 
The goal of this research is to investigate the impact of attribute noise-sensitivity on a classifier performance, and determine 
attribute importance. Despite the fact that noise is context related, this study identifies noise in instance attributes as those 
external errors introduced to attributes values. Examples of such errors include missing or unknown values, invalid values, 
and wrong values. Some sources of attribute noise can be ascribed to measurement, recording, or data entry errors to name 
only a few. 
This study examines attribute noise-sensitivity as a proxy for attribute importance. Earlier work has identified robustness as 
one of model’s performance characteristics. Models that demonstrate high volatility to changes in attribute or class 
prevalence are considered less favorable. As more data mining techniques continue to be incorporated for advanced decision 
making, the accuracy and robustness of trained models should be immune for real life noisy environments. To take remedy of 
real-life noisy data, we propose an alternative approach to determine attribute ranking based on noise-sensitivity. This 
method utilizes attribute noise-sensitivity and its impact on classifier performance as an indicator of attribute importance. 
 
RELATED WORK 
Prior research in noise detection placed special emphasis on class noise more than attribute noise because it is easier to 
handle (Zhu and Wu, 2004). This finding is confirmed by Khoshgoftaar and Van Hulse (2005), who argued that different 
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techniques were developed and used to identify the instances with class noise with high degree of accuracy, where very few 
techniques are offered to detect attribute noise that is due to task complexity. 
One study that looked at attribute noise attempt to predict learning with random noise in the attributes (Goldman and Sloan, 
1995). Both random classification noise (Angluin and Laird, 1988) and arbitrary, malicious attribute noise (Kearns and Li, 
1993) have been studied within algorithm performance domain. 
 
A different approach by Quinlan (1986) assumed that the same random noise was present in both the training and testing 
phases of the learning. This approach virtually guarantees that classification noise will seem to be the most harmful, since 
each percentage point increase in classification noise for the data for the performance phase should lead to roughly a full 
percentage point decrease in the learner's performance. Research has also shown that noise in important attributes have more 
impact on model performance (Laired, 1988; Goldman and Sloan, 1995) 
Zhu and Wu, (2004) study put forward a systematic evaluation of the impacts of noise on learning, through testing the class 
and attribute noise. The focal point of the study was on attribute noise as it has been less discussed by other researchers. Most 
of datasets used in the study don’t contain noise; therefore a manual method was used to insert a noise level to these datasets, 
for class and attributes.  The error values that are introduced to the attributes are done at a level x.100%. The results of the 
study show that existence of class noise lead to decrease classification accuracy, they also find that removing the noise will 
eventually increase the classification accuracy. Regarding the attribute noise the results show that the highest classification 
accuracy is always from classifier trained from clean training set, where the lowest classification accuracy resulted from the 
classifier trained from corrupted training set in classifying a corrupted test set. Also in case of no attribute noise in the 
datasets, adopting cleaning attribute noise process will improve the classification accuracy. In general the results show that 
attribute noise is less harmful than class noise.  
Research in noise in learning setting, have focused on the case where the training data is corrupted by noise, but the data used 
for evaluating the learning in the performance phase is noise-free (Goldman and Sloan,1995). Although this might be 
reasonable choice for malicious noise, random noise scenarios should account for corrupted data in both training and 
evaluating sets. 
 Recent study by Mannino, Yang and Ryu (2007) presented an empirical comparison of different classification algorithms 
about noise level between training and field data. The experiment used repeated measures design to account for algorithm, 
noise level, and training set size as factors that affect individual algorithm performance. The study results show that it might 
not be worthwhile to achieve very low noise level. Although, over representative training noise should be avoided. The 
results of the interaction among algorithms, noise level and training set size, show that these general results may not apply to 
particular practice situations. 
New approach for noise detection, Partitioning- and Rule-based Filter (PRBF) was proposed for detecting class noise 
(Melville et al. 2004).  The proposed approach combined four different components to achieve high-accuracy noise detection 
mechanism. These components are repeated data partitioning, inclusive evaluation, un-weighted voting and dual-two-class-
classifiers. The results of case study experiments on real-world datasets show that PRBF works well as a noise detection tool. 
Also, this tool proved to be useful with datasets containing nominal and numerical attributes. The tests show that the 
proposed filter outperforms the partitioning Filter with respect to noise detection accuracy. 
 
RESEARCH METHODOLOGY 
This study aims to investigate the impact of attribute noise on leaning model performance. Also we look at the determining 
attribute importance in terms of its influence on model predictive power.  In this section a description of the research 
hypothesis and experimental methodology used to test the research hypothesis will be presented. Also a description of the 
problem domain, experimental design, and statistical tests will be offered. 
 
In particular we designed the study to investigate the following four research questions/hypotheses: 
 
 In general, an attribute that is highly sensitive to noise, is likely to have larger impact on classifier’s 
performance compared to a less noise-sensitive one. 
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 How attribute importance could be determined based on its sensitivity to change of noise level? 
 What’s the level of agreement/disagreement between attribute sensitivity deterministic method for attribute 
importance and other feature ranking techniques  
 We argue that attribute noise-sensitivity could be employed as a measure of attribute importance (i.e. A 
higher noise-sensitive attribute imply superior rank) 
 
Experiment Design 
Three datasets have been utilized by the study. Our goal was to validate results across various degrees of complexity. These 
include relatively small, medium and high dimensionality datasets. In terms of size, the datasets are not considered trivial, as 
each has practical number of instances. The smallest, Pima Indians Diabetes, is relatively simple dataset with eight attributes. 
The second dataset, Customer Churn, has moderate complexity, with nineteen attributes plus the class. Spam Email is a 
complex, high dimensionality dataset. It consists of fifty seven attributes, in addition to, the class attribute. Specifications of 
the datasets used in this study are presented in Table 1. 
 
Table 1: Study Datasets Specifications 
Dimensionality Dataset Attributes Classes Class Prevalence Instances 
Missing 
Values Source 
Small Diabetes 8 2 Class 1: 34.9% 768 None UCI Repository (Sigillito, 1990) 
Medium Churn 20 2 Churn: 14.5% 3333 None Duke Center for CRM (Fuqua, 2003) 
Large Spam Email 57 2 Spam: 39.4%  4601 Yes 
UCI Repository 
(Forman, 1999) 
We manually corrupt each attribute in the dataset with noise level η .100%. The value of attribute Ai is assigned a random 
number from attribute space.  
To perturb each dataset attributes, a random sample of 30% from each dataset was obtained using SPSS.  Noise level was 
controlled across all attributes. Noise introduced to each attribute according to the pseudo-technique presented next: 
1 Descriptive statistics were calculated for the datasets attributes to define the maximum and minimum values for 
each attribute. Table 2 shows the ranges of values for each attribute of churn dataset as an example. 
2 For numeric attributes, we used Excel Rand function to generate a random value between [min-max] for a 
random 30% subset of the dataset. Formula used: =RAND ()*(MIN-MAX) +MAX. 
3 For binary attributes we selected the opposite  
4 Class attribute is excluded and it was not corrupted. 
5 Some string value attribute just altered slightly 
6 We repeat these steps for every attribute and save as separate datasets, resulting in i different samples for each 
dataset. Where i is the number of attributes in a specific dataset. 
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Table 2: Churn Attributes Descriptive Statistics 
Classification Algorithm  
To overcome commensurability issues that hinder comparison of dissimilar units of analysis, all of the experiments described 
in this research use C4.5, a program for inducing decision tree from pre-classified training examples introduced by Quinlan 
(1993). The importance of this program comes from its popular use as disjunctive concept and the ability to easily modifying 
it (Weiss and Hirsh, 1998). Latest survey revealed that 79% of data mining professionals use decision trees (Rexer et al, 
2007).  
Weka 3.4, open source data mining tool, implementation of the algorithm (J48) has been utilized in the experiment.  
 
Feature Selection Methods 
Proposed technique of determining attribute importance based on its noise-sensitivity has been compared to other 
conventional feature selection methods. Several feature selection taxonomies are suggested in the literature. Though a 
relevant categorization divided ranking algorithms into those which evaluate individual attributes and those which evaluate 
subsets of attributes (Hall and Holmes, 2003).  
Our basis of comparison is attribute ranking.  Four feature ranking methods are employed by the study as benchmarks; each 
evaluated one attribute at a time: 
 Information Gain Attribute Evaluation  
 Gain Ratio Attribute Evaluation 
 OneR Attribute Evaluation 
 Chi-Squared Attribute Evaluation 
 
STUDY RESULTS 
This section introduces the results of the study and provides details of the analysis. To account for external validity, 
experiment was replicated across multi-dataset with various domains, sizes, and complexity. For each perturbed attribute in a 
dataset, a learning classifier has been built using 10-fold cross validation (10Fcv) training/testing iterations. Results of single-
Churn Descriptive Statistics
3333 1 243 101.06 39.822 .097 .042
3333 0 1 .10 .296 2.726 .042
3333 0 1 .28 .447 .999 .042
3333 0 51 8.10 13.688 1.265 .042
3333 .0 350.8 179.775 54.4674 -.029 .042
3333 0 165 100.44 20.069 -.112 .042
3333 .00 59.64 30.5623 9.25943 -.029 .042
3333 .0 363.7 200.980 50.7138 -.024 .042
3333 0 170 100.11 19.923 -.056 .042
3333 .00 30.91 17.0835 4.31067 -.024 .042
3333 23.2 395.0 200.872 50.5738 .009 .042
3333 33 175 100.11 19.569 .032 .042
3333 1.04 17.77 9.0393 2.27587 .009 .042
3333 .0 20.0 10.237 2.7918 -.245 .042
3333 0 20 4.48 2.461 1.321 .042
3333 .00 5.40 2.7646 .75377 -.245 .042
3333 0 9 1.56 1.315 1.091 .042





















Statistic Statistic Statistic Statistic Statistic Statistic Std. Error
N Minimum Maximum Mean Std. Skewness
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perturbed attribute learned classifiers for each dataset are presented next. Model performance was captured by the area under 
the curve (AUC) measure. 
Table 3 present AUC values for each trained model for diabetes dataset, based on its perturbed attribute. Greater AUC value 
indicates better model performance. Figure 1 shows the receiver operator characteristic (ROC) curves for Diabetes perturbed 
attributes models. Curves further to the top left corner have larger AUC areas and represent better classifiers. ROC is 
considered superior measure than widely reported accuracy rate, because it’s class prevalence independent. 
AUC values and ROC curves for Churn dataset models are presented in tables 4 and figure 2, while those for Spam dataset 
are included in table 5 and figure 3 respectively. 
 
Table 3: Diabetes Perturbed Attributes Models Performance 
Attr Order Model AUC 
2 PlasmaGlucoseConcen 0.7215 
6 BodyMassIndex 0.7223 
5 SerumInsulin 0.7290 
1 NumTimesPregnant 0.7340 
7 PedigreeFunction 0.7468 
3 DiastolicBloodPres 0.7513 
NoPerturbedAttr 0.7514 
4 TricepsSkinThickness 0.7520 































Figure 1: Diabetes Perturbed-Attribute Classifiers Performance 
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Table 4: Churn Perturbed Attribute Models Performance 



























































Figure 2: Churn Perturbed-Attribute Classifiers Performance 
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Table 5: Spam Perturbed Attribute Models Performance 
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Figure 3: Spam Perturbed-Attributed Models Performance 
 
Rater Agreement Tests 
Agreement among ratings of multiple judges has been a common interest in numerous fields. Landis and Koch’s (1977) 
unified model of evaluating observer agreement reflect the extent to which the observers agree among themselves as 
functions of observed proportions obtained from underlying multidimensional contingency tables. In this study we are 
concerned with judges’ agreement on numeric rankings. However, there is no general consensus regarding appropriate 
statistical methods to analyze raters’ agreement (Mackinnon, 2000).  
 
Nonparametric Statistical Tests 
Two main non parametric statistical evaluation techniques have been used to compare our method achievement to other 
attribute ranking techniques. We found that the nonparametric tests for multiple related samples are useful alternatives to a 
repeated measures analysis of variance. We used Friedman and Kendall’s W (Robson, 1993; Siegel, 1956).  
Friedman test is an equivalent of one sample repeated measures. It’s used to determine if the attributes are of equal 
importance based on each method. It ranks the scores in each row of the data file independently of every other row.  
Kendall’s Coefficient of Concordance (W) was used as an index of agreement among n rankings (4 feature ranking raters in 
addition to the proposed one). The test requires that all members be ranked, Kendall’s W measures the agreement between φ
(φ =5) observers who have ranked the same objects or individuals. Numerical ratings or scores can be reduced to ranks so as 
to make Kendall’s coefficient more widely applicable. W assumes a range of values between 0 and 1, where zero indicates 
total rankings disagreement, and one represent identical rankings. 
In order to obtain W:   
• the ranks received by each individual Feature Selection (FS) and attribute noise-sensitivity model are summed and the 
squared deviations of these sums from the mean are computed 
• This quantity is then divided by the sum of the squared deviations which would result from perfect agreement among 
the rankers 
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Each of the five methods has already performed this ranking. For each method, these ranks are summed and then divided by 
the number of methods to yield an average rank for each attribute. Results were obtained using the statistical software, SPSS 
13. In addition, Attribute’s order in a dataset has been appended to its name for reference convenience. This naming 
convention is adopted throughout the study for all datasets. 
 
Diabetes Statistical Tests 
Analysis yield a Kendall's coefficient value of 0.787 or 79%, indicating a high degree of inter-method concordance. 
Interesting results showed total agreement (µ =1, σ =0) on ‘PlasmaGlucoseConcen’ as the highest ranked attribute. Friedman 
test’s Chi-square value 27.533 with 7 degrees of freedom (n attributes - 1), was significant at 0.001; confirming close 
agreement level between the five different methods. Overall, our Noise-sensitive attribute ranking method performed well. 
Method results were in agreement with at least one (lower bound) of the other four attributes ranking techniques. The upper 
bound was full agreement with the four methods on attribute ranking. 
 
Churn Statistical Tests  
Similarly, Churn average attribute ranking was measured among five methods. Uniform non-parametric tests for Noise-
sensitive attribute ranking method and other four benchmarking approaches were performed on this data set. However, Phone 
attribute was not included in the trained models since it’s used as an identifier. 
Both Friedman and Kendall’s W tests were significant at 0.001 confidence level. Chi-square value was 114.835 with 18 
degrees of freedom. The Kendall’s W inter-method concordance was 0.709 or 71%. Results for this dataset found that the 
five methods tend to rank ‘CustServCalls’, ‘DayMins’, and ‘IntlPlan’ attributes higher than the other attributes. 
 
Spam Statistical Tests  
Spam results demonstrated that Char_freq_pand_52 (Attribute 52) has the highest agreement among raters (i.e. five attribute 
ranking techniques including our method) with mean rank of 3.80, while word_freq_report_14 attribute had the highest 
mean. 
Friedman test Chi-square value confirms agreement on highlighted attributes shown in table 5. The Chi-square value 140.2 
was significant at 0.001 level. We conclude that the methods do not have equal attribute importance impact on performance. 




Key contribution of the study is a proposed alternative method to determine attribute noise impact on model performance and 
attribute rank determination. Such impact has been captured in different experiments with various perturbed attribute models, 
across multiple datasets from different domains. While performance degrades for most trained models due to noise 
introduction, a noticeable improvement in performance for some perturbed attribute has been observed. This could be 
attributed to either one or both of the following reasons: 
1. change of attribute distribution post noise introduction 
2. Original dataset may contain prior noise treated by introduced one 
 
In practice, different attribute ranking methods produce different results. Therefore it’s unlikely to achieve 100% agreement 
between proposed method and other ones.  
One of the fundamental assumptions of the study is that attributes correlation does not impose significant impact when 
training single-perturbed attribute models. We introduced noise to each attribute in isolation. 
Results confirmed that attributes that are highly sensitive to noise have larger impact on overall classifier performance. These 
sensitive attributes should be carefully examined during model building for fine tuning of the model and decide about 
inclusion/ exclusion. The noise-sensitivity method showed wide consensus for attribute ranking with other feature selection 
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methods. Although no two methods will produce 100% agreement all across the feature space, still agreement on key 
attributes is significant. 
 
CONCLUSION 
This study presented an empirical analysis of the effect of attribute noise on model performance and how it impacts the 
overall learning process. Three datasets drawn from different domains; Medicine, CRM, and fraud; Data quality is an 
important issue in all fields that rely on the analysis of data to make decisions or confirm hypotheses. This research also 
presents a method for determining attribute importance based on noise sensitivity, a noise assessment technique that builds on 
ranking of attributes noise sensitivity.  
In related literature, some work has been done to identify instances with either class or attribute noise. These instances can 
undergo further treatment before building a learner or completing any data mining analysis. The proposed approach was 
validated with multiple datasets from business, marketing, and medicine. The experiment was carefully designed to insure 
both internal and external validity.  Several statistical techniques have been employed by the study to ensure results validity. 
However, the experiment could be extended to include different learning algorithms and data sets. 
As an implication of the study, feature selection could be achieved with reliable confidence in noisy inflicted environments. 
This is an enhanced preprocessing step for classifier training that takes into account attribute noise as a factor. Significant 
project savings could be achieved, since substantial investment on data cleansing and quality should be directed to those 
important attributes that are highly sensitive to noise. Using proposed technique provide preemptive solution for building low 
volatile models prior production deployment. The study also has implications for research by filling the gap in attribute noise 
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