Map-matching problems arise in numerous transportation-related applications when spatial data is collected using inaccurate GPS technology and integrated with a flawed digital roadway map in a GIS environment. This paper presents a new enhanced post-processing topological decision-rule map-matching algorithm in order to address relevant special cases that occur in the spatial mismatch resolution. The proposed map-matching algorithm includes simple algorithmic improvements: dynamic buffer that varies its size to snap GPS data points to at least one roadway centerline; a comparison between vehicle heading measurements and associated roadway centerline direction; and a new design of the sequence of steps in the algorithm architecture. The original and new versions of the algorithm were tested on different spatial data qualities collected in Canada and United States. Although both versions satisfactorily resolve complex spatial ambiguities, the comparative and statistical analysis indicates that the new algorithm with the simple algorithmic improvements outperformed the original version of the map-matching algorithm.
Introduction
Global Positioning System (GPS) integrated with Geographic Information Systems (GIS) are part of the main components of innovative, advanced technology applied in intelligent transportation systems, in order to yield a more efficient transportation system, less congested, safer, and less polluting [1] [2] [3] [4] [5] . When integrating GPS data points and roadway network data in a GIS environment, spatial analysis software projects GPS data points orthogonally onto nearest roadways by calculating the minimum distance between each GPS data point and each roadway representation. This process is called "snapping". A map-matching problem occurs when a GPS data point is snapped to an incorrect roadway centerline because of lack of accuracy in the digital cartography, the GPS measurements, or both. Consequently, the location of events, incidents, or moving vehicles is assigned to incorrect roadway segments and, thus, affecting any subsequent process of usage, computation, evaluation, analysis, planning, and decision making.
These spatial ambiguities arise in many transportation applications producing significant potential consequences [6] [7] [8] [9] [10] . For example, charging errors in automatic road toll systems due to uncorrected map-matching problems are an unacceptable outcome. These systems rely on efficient and robust map-matching techniques in the time, distance, and location computation for correct road use charging based on the total mileage driven per vehicle [11] [12] [13] . In other transportation applications in the United States, state and county transportation decision makers employ performance measures and decision management tools for winter maintenance operations. These require correct map-matched GPS data to compute accurate accumulated distances per patrol section [14] . Papinski et al. [15] identified the need of efficient post-processing map-matching algorithms for accurately determining user route choices. GPS data provides trip information on exact start and end trip times along with the routes traveled. If this data is coupled with diary data, then new insights are obtained about the trip planning behavior and route-choice decision making. Yoon et al. [16] described a research to quantify the Atlanta regional transit bus speed and acceleration rates that are applied as inputs to load-based modal mobile source emissions models. Through a mapmatching process, speed data were associated with different roadway facility types, and subsequently, emission levels. Emergency response, pickup/delivery services, travel behavior studies, and solid waste collection systems are other examples of transportation applications, where GPS data are collected and stored for later retrieval, processing, and analysis for strategic decision making and route planning.
Several approaches have been proposed in the literature to solve the map-matching problem. These methodologies have different levels of complexity ranging from simple search techniques to advanced and sophisticated inference, filtering, and mathematical modeling approaches such as Kalman filters, fuzzy logic, and Bayesian statistics [1] [17] [18] [19] . Recently, topological map-matching algorithms are more inclined to be employed in solving spatial mismatches due to the rapid and simple implementation of these algorithms [20] .
Blazquez and Vonderohe [17] described a postprocessing topological decision-rule mapmatching algorithm to determine the correct route on which a vehicle traveled, based on vehicle speed, network topology, and turn restrictions. The algorithm successfully solves the map-matching problem, as shown in [21] . However, certain issues remain to be addressed and analyzed in the map-matching resolution.
The objective of this paper is to propose a new enhanced topological map-matching algorithm that yields an increased success level in solving spatial mismatches when compared to the original algorithm, without the need of additional complex computations. In this study, the performance of the proposed algorithm is assessed by comparing average percentages for solved and unsolved spatial ambiguities. A statistical analysis is achieved to explore the significance of each improvement with respect to the original algorithm results.
Original topological decision-rule mapmatching algorithm
The original decision-rule map-matching algorithm selects all roadways within a buffer around each analyzed GPS data point and orthogonally projects it to the closest roadway by determining the minimum perpendicular distance between this point and each roadway centerline. Subsequently, Dijkstra´s algorithm is employed to solve the shortest path problem between previously snapped and current snapped points using network topology and turn restrictions, as shown in Figure 1 . In this example, data points 1 and 2 are snapped to the closest roadway (i.e., Ramp 2) contained within the buffers around the data points.
The shortest distance traveled D (displayed with a bold arrow) is obtained between the two snapped GPS data points (S1 and S2), shown as squares. The travel speed s between these two snapped GPS points is computed using 
The flow chart illustrated in Figure 2 shows the methodology for the shortest path calculation between neighboring data points and alternative data point snapping locations until a feasible path is obtained or five consecutive data points (Ki-2, Ki-1, Ki, Kj, and Kj+1) are examined. If a feasible path between snapped points Ki and Kj is obtained due to a successful speed comparison, then the spatial ambiguity is solved and the algorithm ends.
Otherwise, the algorithm computes the shortest path between points Kj and Kj+1. If the path between this pair of points is not viable, then the algorithm performs a resnapping process to alternative roadway centerlines within the buffer of point Kj (Alt Kj). If the resnapping of point Kj is successful, then the existence of feasible paths between this newly snapped point (Ks), and preceding and succeeding neighboring snapped points Ks-1 and Ks+1 is verified. If the latter fails, then alternative snapping locations are searched within the buffer of point Ks, and shortest paths between neighboring points are tested again. If no feasible snapping alternatives exist for data point Kj, then the algorithm performs additional testing, looking ahead by examining the shortest paths between snapped points Ki and Kj+1, points Ki-1 and Kj, points Ki-2 and Kj, and alternative roadways contained within the buffers of points Ki and Ki-1. If a feasible path between any of these pairs of points is obtained, then intermediate points are forced to snap to the roadway centerline along the computed path solving the spatial ambiguity and terminating the algorithm. 
Typical unsolved map-matching problems
Although the original algorithm successfully solves most of the spatial mismatches [21] , there are three unsolved cases that still require attention. The first two cases occur as a result from inadequate parameter values and design of the algorithm, and the third case arises when the vehicle travels on bidirectional roads. Examples are presented for each case highlighting the limitations and possible improvements.
Case I: Unsnapped data points due to constant buffer size The original algorithm employs a constant buffer size around each data point to select at least one road candidate during the snapping process. If the buffer size is too small, then data points do not snap to any road. Figure 3 shows an example in which three successive points fail to snap to Interstate 39. This problem is solved if the buffer is increased dynamically as the algorithm is executed until one or more roadway centerlines are contained within the buffer. Case II: Incorrect snapping due to inadequate algorithmic design The design of the original algorithm follows an inappropriate step sequence, which performs feasible path verifications only with end points Kj or Kj+1, and examines feasible alternative locations within buffers solely for points Ki-1, Ki, and Kj. In addition, the algorithm limits the map-matching resolution to at most five number of consecutive data points. As a consequence, points are snapped incorrectly without solving the spatial ambiguity. For example, Figure 4 illustrates a vehicle path along an interchange in Wisconsin, in which points 2 through 5 are incorrectly snapped to the ramp since no feasible path was obtained between data points 5 and 6 given their current snapped positions (Ramp and Interstate 39, respectively). This map-matching problem is solved if the number of consecutive points is increased to six, and a feasible path is determined along Interstate 39 between snapped points 1 and 6. Subsequently, the spatial mismatch is solved and data points 2 through 5 are forced to snap correctly along the path on Interstate 39. Case III: Incorrect snapping at converging, diverging, or at-grade bidirectional roads Figure 5 depicts an example of a spatial ambiguity that occurs when a vehicle travels on bidirectional roads. After executing the map-matching algorithm, a feasible route between points 2 and 3 (shown with bold arrows) is computed as a result of the successful speed comparison. However, points 0, 1, and 2 remain incorrectly snapped to Highway 51 instead of Highway 16. Figure 6 shows another example of a spatial mismatch that occurs at at-grade intersections when roads are bidirectional. 
Algorithmic enhancements
Given the unsolved map-matching problems identified in the previous section, this study presents a new algorithm with simple algorithmic improvements: a) a dynamic buffer, b) a comparison between vehicle heading, and c) a new enhanced design in the step sequence of the algorithm that employs any given number of consecutive data points. Figure 7 presents an overall flow diagram of the new proposed algorithm indicating with dashed lines each of the algorithmic enhancements. c) New Design of the Step Sequence Figure 8 presents a new step sequence design in the map-matching algorithm, where a recursive procedure is followed until any predefined number of consecutive data points is explored. 
Sample application
The original and proposed map-matching algorithms were tested against different spatial sample data sets to determine the performance of the algorithmic improvements. Average percentages of solved and unsolved spatial ambiguities were calculated using 782 data points collected in Halifax, Canada and Portage County, Wisconsin in the United States. Note that heading measurement capabilities were not available during the data collection process in Portage County, no GPS signal quality such as number of satellites was provided, and none of the spatial data collected in this study employed an integrated Differential GPS (DGPS)/Dead Reckoning system. The algorithmic enhancements were tested independently and combined with buffer size increments of 2 and 3, heading tolerance values of 20° and 30°, and 3, 5, and 7 consecutive data points. These improvements were compared to the original map-matching algorithm results with a buffer size of 20 m, a speed range of 15 km/h, and 5 consecutive data points. When comparing the dynamic buffer enhancement to the original algorithm, a 2.1% and 1.1% increase in the algorithmic performance was obtained for Halifax and Portage County routes, respectively. No improvement was observed in solving the mapmatching problem as the buffer size was increased from 2 to 3, since points are snapped to incorrect roads that are selected within a larger buffer.
Independent comparative analysis
The map-matching results depend significantly on the quality of the vehicle heading measurements. These are influenced negatively particularly when vehicles travel at low speeds or are idling [20] . For example, Halifax vehicle routes include slow traveling speeds in a dense urban environment producing poor quality in the heading measurements, thus the heading comparison yields lower solved case percentages than the original algorithm results.
The new step sequence design of the algorithm outperformed the original algorithm for all Halifax routes obtaining 100% of the map-matching problems solved even when only three consecutive points were utilized. No additional improvements in the percentage of solved spatial mismatches were perceived when using more than three consecutive points. Similarly, three consecutive points are adequate in solving spatial mismatches that occurred with the Portage County tested data. Overall, these results indicate that the new step sequence of the proposed map-matching algorithm contributes to solving a larger number of spatial ambiguities than the dynamic buffer and the heading range enhancements applied independently. Table 1 shows the average number of solved and unsolved spatial ambiguities after applying the original and independent algorithmic enhancements for all routes. The average number of unsolved points includes cases 1, 2, and 3 (as explained in Section 3), and other undetermined map-matching cases. Notice that the heading comparison improvement was achieved only with Halifax routes, and thus, the inferior total number of data points tested. Table 1 . Average number of solved and unsolved data points for original and independent enhancements of the algorithm. Improved results in solving the map-matching problem were obtained with all enhanced combinations when compared to the original algorithm. The addition of the dynamic buffer (a) and/or the new algorithmic design (c) to the heading range enhancement is able to enrich the results of the independent comparative analysis for Halifax data set. The percentage of solved cases for Portage County routes perceived an increase of 2.1% with respect to the original algorithm results when implementing the dynamic buffer/revised algorithm (a + c) combination. Table 2 presents the average number of solved and unsolved spatial ambiguities after applying the original algorithm and best combinations for the enhancements with a buffer increment of 2, heading range of 30º, and 7 consecutive data points.
Combined comparative analysis
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Statistical analysis
This section provides a basic statistical analysis, in order to support the advantages of the new proposed methodology for the map-matching algorithm. This statistical analysis was applied to 1,918 data points collected for 24 routes in Halifax and Portage County. As a result from the sample analysis, the heading-based improvement is not considered due to the poor results obtained with this modification. Therefore, the algorithm enhancements include the dynamic buffer (a = 2 and a = 3) and the new step sequence design of the algorithm (c = 3, c = 5, and c = 7). Table 3 presents the aggregated statistical results from the comparison between the original algorithm and the proposed enhanced algorithm. This table shows the average percentage, the variance (depicted in parenthesis), and the respective tstatistic for solved and three types of unsolved cases previously identified. In order to evaluate statistic significance on the observed differences, the tstatistic was computed for each case by comparing the results of the enhanced algorithm implementations and the original. Naturally, the tstatistic was not computed for the original algorithm.
The t-statistic for the solved cases was calculated by subtracting the results of the enhanced algorithm from the original results, whereas the tstatistic for the unsolved cases was obtained by computing the difference between the results of the original algorithm and the enhanced algorithm presenting positive values. In both cases, a hypothesis testing was developed for the difference between two means. For example, the mean average of the solved cases for each algorithmic enhancement and the original algorithm were compared. The null hypothesis (H 0 ) denotes that both means are equal, and the alternative hypothesis (H 1 ) indicates that the mean of the solved cases is greater for the enhanced algorithm than for the original version of the algorithm. If the t-student is greater than a critical value, H 0 is rejected and there is significant difference between the means (shown in bold). On the contrary, H 0 is accepted and there is no difference between the means.
Considering a significance level of 5%, the critical value of the hypothesis test for the mean difference is 2,013. Based on this critical value, the independent implementation of dynamic buffer and new step sequence design are not statistically better than the original algorithm. However, when both improvements are combined (a + c), enhanced results are observed, and thus, outperforming statistically the original algorithm for values a = 2 and c = 7.
Regarding the results for each type of unsolved cases (I, II, and III), the best combination is better statistically than the original algorithm only for the unsolved case I. However, close statistical significance is perceived for the unsolved case II, when employing a 90% confidence level and a critical value of 1,679.
The best combination of the new enhanced algorithm (a = 2 and c = 7) presents better results for all 24 routes by increasing the percentage of solved spatial ambiguities, and reducing the percentage of each unsolved case. The enhanced algorithm presented the worst results for only one route, when the dynamic buffer was amplified by 2 and 3 independently (a = 2 and a = 3), and also for all combinations using a dynamic buffer of 3 (i.e., (3, 3) ; (3, 5) ; and (3, 7) ). This may occurred when the buffer size is too large for the sample data set and the improved algorithm snaps some data points incorrectly. For all the remaining algorithmic combinations, the enhanced algorithm always statistically outperformed the original algorithm with all routes. 
Conclusions
This paper proposes a new enhanced topological decision-rule map-matching algorithm to solve particular unsolved cases that occur in the mapmatching problem resolution. This algorithm includes the following key elements: a) a dynamic buffer that accommodates by increasing its size to contain at least one roadway centerline; b) a vehicle heading and roadway centerline azimuth comparison; and c) a new step sequence design of the algorithm.
The original and proposed versions of the algorithm were tested employing data collected in Halifax, Canada and Portage County, Wisconsin. The sample and statistical analysis presented in this paper confirms that the proposed map-matching algorithm with independent and combined enhancements was capable of outperforming the original map-matching algorithm for most of the tested spatial data. Among the three improvements of the proposed map-matching algorithm, the new step sequence design solved more incorrect snapped data points than the other improvements when implemented independently and combined for all routes. The percentage of solved spatial mismatches is increased if the dynamic buffer/revised algorithm combination is added to the heading range improvement, specifically when poor heading measurements are employed.
Future research is required to determine optimal parameter values for the new enhanced mapmatching algorithm using a theoretical statistical approach. Further research may involve the implementation of variable speed and heading range tolerance values when traveling in different operational environments.
