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Abstract—Automated machine learning (AutoML) has seen a
resurgence in interest with the boom of deep learning over the
past decade. In particular, Neural Architecture Search (NAS)
has seen significant attention throughout the AutoML research
community, and has pushed forward the state-of-the-art in a
number of neural models to address grid-like data such as
texts and images. However, very litter work has been done
about Graph Neural Networks (GNN) learning on unstructured
network data. Given the huge number of choices and combina-
tions of components such as aggregator and activation function,
determining the suitable GNN structure for a specific problem
normally necessitates tremendous expert knowledge and labori-
ous trails. In addition, the slight variation of hyper parameters
such as learning rate and dropout rate could dramatically hurt
the learning capacity of GNN. In this paper, we propose a
novel AutoML framework through the evolution of individual
models in a large GNN architecture space involving both neural
structures and learning parameters. Instead of optimizing only
the model structures with fixed parameter settings as existing
work, an alternating evolution process is performed between
GNN structures and learning parameters to dynamically find the
best fit of each other. To the best of our knowledge, this is the first
work to introduce and evaluate evolutionary architecture search
for GNN models. Experiments and validations demonstrate that
evolutionary NAS is capable of matching existing state-of-the-art
reinforcement learning approaches for both the semi-supervised
transductive and inductive node representation learning and
classification.
Index Terms—Graph Neural Networks, Architecture Search,
Evolutionary Computation, Genetic Model
I. INTRODUCTION
NETWORK data and systems are ubiquitous [1], [2]in the real world including social network, document
network, and biological network, etc. Relationship modeling
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is of paramount importance for many network or graph data
mining tasks (e.g., link prediction), which naturally desire
flexible learning mechanisms to capture the discriminative
pairwise node relationships at different levels, i.e., first-order
and second-order neighborhoods. Recently, Graph Neural Net-
works (GNN) [3], [4] are developed to directly learn on
networks or graphs, where nodes are allowed to incorporate
high-order neighborhood relationships to generate node em-
beddings through the design of multiple graph convolution
layers. For example, with a two-layer Graph Convolutional
Networks (GCN) [4], the first and second GCN layers are
able to respectively preserve the first-order and second-order
neighborhood relationships in the embedding space. Due to the
encouraging learning ability for graph-structured data in many
domains, GNN has recently seen a plethora of successful real-
world applications such as image recognition [5], new drug
discovery [6], and traffic prediction [7], ect.
As of today, many GNN structures with diverse learning
mechanisms have been proposed for node relationship mod-
eling [8], [9]. For examples, GCN [4] adopts a spectral-
based convolution filter by which each node aggregates fea-
tures from all direct neighborhoods. Graph Attention Network
(GAT) makes each node aggregate features from all nodes on
the network while learning to assign respective importance
weights for different nodes. GraphSAGE [10] learns a set of
aggregation functions for each node to flexibly aggregate infor-
mation from neighborhoods of different hops. Yet, developing
a tailored learning architecture consisting of multiple GNN
layers for a specific scenario (e.g., biological and physical
network data) remains to be tricky, even for the neural network
experts, because of two main reasons. First, each of the mul-
tiple GNN layers may prefer a different aggregation function
(a.k.a. aggregator) to better capture neighborhood relationships
in the respective order, i.e., GCN for the first-order while GAT
for the second-order neighborhood relationships. Second, each
specific aggregator alone may involve a number of structure
selections such as activation function and the number of
attention heads for GAT [10]. As a result, to identify a superior
model from the huge number of combinations of various
components (e.g., aggregators and activation functions), one
usually must apply tedious and laborious efforts for GNN
structure tuning and optimization.
To automate the model selection process, Neural Architec-
ture Search (NAS) is widespread used [11], [12] and has been a
focal point of deep learning research in recent years. It seeks to
find an optimal combination of architecture components from
a well-defined searching space, where the resulting assembled
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2Fig. 1. The proposed Genetic-GNN model for GNN architecture search. First,
the population of GNN structures is initialized (S0), where each individual
is a multi-layer GNN with each layer constructed from randomly sampled
components, i.e., aggregator, activation function, and hidden embedding size.
Then, the population (P0) of GNN parameters w.r.t S0 is initialized and
evolved to identify the optimal parameter setting (e.g., learning rate and
dropout rate). Subsequently, the architecture evolution (from S0 to S1) is
performed to optimize the GNN structures with the best parameter setting
selected from P0. After I rounds of alternating evolution between the structure
and parameter, it finally generates a GNN architecture with optimal structure
and hyper parameter settings generated from SI and PI , respectively.
neural model is suitable for a target problem. To date, massive
efforts has been applied to searching the Convolutional Neural
Network (CNN) architectures, which pushed forward the state-
of-the-art in a number of significant benchmark tasks, e.g.,
image classification on CIFAR10/100 and ImageNet [13], [14].
In contrast, very litter work has been done about GNN learning
on graph-structured data. Two recent relevant works [15], [16]
mainly focus on the reinforcement learning-based NAS and
adopt a Recurrent Neural Network (RNN) as the controller
to generate variable-length strings that describe the GNN
structures. Despite the promising results, existing works are
consistently challenged by the following two shortcomings:
• Invariable Hyper Parameters. In addition to structures
of GNN, a slight variation of hyper parameters (e.g.,
learning rate) could drastically impact the performance of
a model with the converged structure. Existing methods
optimizing only the structural variables with fixed hyper-
parameter settings may end up with a suboptimal model.
• High Computation and Low Scalability. Training the
recurrent network adds burden to the searching process.
Both the training of controller and individual GNN model
would demand extensive run-time computation resource.
Furthermore, the controller typically generates candidate
GNN structures and evaluates them in a sequential man-
ner, which is difficult to scale to a large searching space.
To address aforementioned problems, this paper proposes
a novel NAS framework termed Genetic-GNN through the
evolution of individual models in a large GNN architecture
space/population considering both model structures and learn-
ing parameters. However, jointly optimizing GNN structure
and parameter is non-trivial, since the structure and parameter
are dependent on each other in that a moderate change of hyper
parameters could completely deteriorate the already fine-tuned
model structures and vice verse. In the proposed model shown
in Fig. 1, we adopt an alternating evolution process to dynam-
ically optimize both structures and parameters. In the structure
evolution, each individual in the initial population represents a
multi-layer GNN with randomly sampled components/parts for
each layer. At each state Sk, to determine the optimal model
parameters, we hold the population structures and meanwhile
evolve to find the optimal parameters fitting the entire pop-
ulation well. Then, to find the optimal GNN structure upon
a parameter setting, we hold the parameters and meanwhile
evolve the entire population to optimize structures.
Since both GNN structure and parameter can be evolved
to fit each other dynamically, we expect to achieve a GNN
architecture with both optimal structure and parameter settings
for the target graph learning task (e.g., node classification).
To the best of our knowledge, this is the first work to
introduce and evaluate evolutionary architecture search for
GNN models on graph-structured data. Extensive experiments
and comparisons demonstrate that Genetic-GNN is capable
of matching the state-of-the-art for both transductive and
inductive node representation learning and classification. In
addition, compared with existing reinforcement learning-based
methods, our model can be easily scaled to large searching
space since all individual models in each population are
independent and thereby can be evaluated simultaneously.
In summary, the contribution of this work is as follows:
1) We formulated a graph neural network architecture
search problem under the evolutionary searching frame-
work that seeks to optimize both model structures and
hyper parameters.
2) We proposed a novel evolutionary NAS framework
called Genetic-GNN to automatically identify the op-
timal GNN architecture from a well-defined searching
space. An alternating evolution process is performed to
dynamically optimize GNN structures and parameters to
fit each other.
3) We designed extensive experiments to demonstrate the
effectiveness of evolutionary framework for GNN ar-
chitecture search on both transductive and inductive
graph representation learning and node classification.
The results can provide guidance for other practitioners
to select suitable graph neural models for a specific
scenario.
The rest of the paper is organized as follows. Section II
outlines related work about GNN and NAS. Section III defines
the GNN architecture search problem. Section V establishes
the underlying principles of the proposed Genetic-GNN model.
Section VI evaluates the evolutionary GNN architecture search
on both transductive and inductive graph learning tasks, and
presents the comparative results on the benchmark datasets
against baseline models. Finally, Section VIII concludes the
paper while laying out possible directions of future work.
II. RELATED WORK
This section first surveys current research on graph neural
networks and the general neural architecture search, and then
summarizes existing research targeted at the graph neural
network architecture search and highlight their differences
with our work in this paper.
A. Graph Neural Networks
Many real-world systems take the form of graph or network,
i.e., social networks, citation networks, and biology molecular
networks [17]. Different from grid-like data such as texts and
3images that are regular and sequential, networked data are
irregular in that network nodes may have different numbers of
unordered neighborhoods [3], causing the failure of existing
neural models such as CNN and RNN in the graph domain
[18], [19]. Recently, graph neural networks (GNN) as a family
of neural network models were proposed to directly learn
on graph-structured data [4], [20]. The main idea of GNN
is to capture node relationships and features with carefully
designed graph convolution kernels or filters [19], where
nodes are allowed to aggregate features from their respective
neighborhood (e.g., first-order and second-order relationships)
nodes iteratively.
Naturally, flexible graph convolution kernels or feature
aggregators are desired to efficiently model the complex node
relationships in various graph systems and learning tasks,
i.e., transductive and inductive network representation learning
[10], [21]. To date, a significant number of graph neural
kernel designs have been proposed [9]. Gated graph neural
network [22] adopts a gated recurrent unit for neighborhood
relationship modeling, where the hidden state of each node
is updated by its previous hidden states and its neighboring
hidden states. Chebyshev Spectral CNN (ChebNet) adapts the
traditional CNN to learn on graphs by using the Chebyshev
polynomial basis to represent the spectral filters [19]. GCN
[4] simplifies ChebNet architecture by using filters operating
on 1-hop neighborhoods of the graph, where nodes in each
GCN layer only aggregate features from their direct neighbors.
Diffusion CNN (DCNN) [23] regards graph convolutions as a
diffusion process. It assumes information is transferred from
one node to each of its neighborhoods following a transition
probability distribution. In addition to convolution filters that
treat neighborhood nodes as equally important, many works
demonstrate that attention-based filters could be useful. For
example, Graph Attention Networks (GAN) [24] introduce an
attention mechanism to determine the importance of neighbor-
hoods to the center node during feature aggregation.
Although diverse graph convolution filters and feature ag-
gregators have been proposed to achieve new-record perfor-
mance in many real-world applications (e.g., node classifica-
tion and link prediction), it is prohibitive to identify a GNN
model which is suitable for all kinds of networked data and
systems [15], [16]. In general, nodes build relationships with
each other in different granularity, i.e., direct and indirect
neighborhood relations, which intuitively demands varying
graph filters for different feature aggregations and relationship
modeling. For example, GraphSAGE [10] tries to train a
set of aggregator functions that learn to aggregate feature
information from a nodes local neighborhood, where each
aggregator function aggregates information from a different
number of hops, or search depth, away from a given node.
B. General Neural Architecture Search
Neural Architecture Search (NAS) is a fundamental step
in automating the machine learning process, which has been
successfully applied in many real-world applications such as
image segmentation [25] and text processing [26]. NAS aims
to design a model architecture with the best performance using
limited computing resources in an automated way with litter or
no human intervention. Most of existing works can be roughly
classified into three categories, including reinforcement learn-
ing, Bayesian, and evolutionary optimizations [12], [27].
Reinforcement Learning (RL), functioning as a model ar-
chitecture selection controller, has been extensively used in
automating CNN model designs [28]. Zoph et al. [11] first
used a RNN to generate the string description of CNN
model and then trained this RNN with RL to maximize the
expected accuracy (e.g., image recognition) of the generated
model. Baker et al. [29] proposed a RL-based meta-modeling
algorithm called MetaQNN which incorporates a novel Q-
learning agent whose goal is to discover CNN architectures
that perform well on a given machine learning task with no
human intervention. Above methods often design and train
each network from scratch during the exploration of the
architecture space. To enable more efficient training, Cai et al.
[30] proposed a RL-based method where weights for historical
network models can be reused to train the current model.
However, a noticeable limitation for RL-based NAS is the low
scalability, especially when the searching space is very large,
since the candidate models are sequentially dependent on each
other for progressive optimization.
Bayesian Optimization (BO) is a family of algorithms that
build a probability model of the objective function determining
the best expected neural network architecture [31]. Early work
proposed using the tree-based frameworks such as random
forest and tree Parzen estimators [32]. For example, Bergstra
et al. proposed a non-standard Bayesian-based optimization
algorithm TBE, which uses tree-structured Parzen estimators
to model the error distribution in a non-parametric way. Hutter
et al. [33] proposed SMAC which is a tree-based algorithm that
uses random forests to estimate the error density. Gaussian
processes are also widely used in the Bayesian optimization.
Kandasamy et al. [34] proposed a Gaussian process based
BO framework for searching multi-layer perceptron and con-
volutional neural network architectures, which is performed
sequentially where at each time step all past model evaluation
results are viewed as posterior to construct an acquisition
function evaluating the current model.
Evolutionary Algorithm (EA) performs an iterative genetic
population-based meta-heuristic optimization process, which
is a mature global optimization method with high robustness
and wide applicability [12], [31]. EA-based NAS has been
widely used for identifying suitable CNN model for a specific
task such as image denoising, in-painting and super-resolution
[35]. Different EA-based algorithms may use different types of
genome encoding methods for the neural model architectures.
For example, Genetic-CNN [36] proposed to represent each
network structure in a fixed-length binary string, where each
element in the string corresponds to a specific kind of oper-
ation. Masanori et al. [37] proposed to use Cartesian genetic
programming to represent the CNN structure and connectivity,
which can represent variable-length network structures and
skip connections.
C. Graph Neural Network Architecture Search
Most existing work focuses on NAS of CNN models learn-
ing on grid-like data such as texts and images. For NAS of
4GNN models evaluating on graph structured data, very litter
work has been done so far. GraphNAS [15] proposed a graph
neural architecture search method based on the reinforcement
learning. It first uses a recurrent network to generate variable-
length strings to describe GNN architectures, and then trains
the recurrent network with reinforcement learning to max-
imize the expected accuracy of the generated architectures
on a validation data set. Auto-GNN [16] follows a similar
architecture searching paradigm as GraphNAS while propos-
ing a parameter sharing strategy that enables homogeneous
architectures to share parameters. These works all focus on
the GNN structures (e.g., aggregators and activation functions)
optimization with fixed learning parameters. However, GNN
structures and hyper parameters would impact each other in
that the moderate change of learning parameters (e.g., learning
rate) could severely degrade the accuracy of the optimal GNN
architecture achieved by existing methods.
In comparison, studying from a different line we aim to
evaluate the effectiveness of evolutionary method for GNN
architecture search, and propose a novel framework through
the evolution of individual models in a large GNN architecture
space. In addition, other than optimizing the GNN structures
as existing methods, we propose to evolve and optimize both
GNN structures and learning parameters given that they may
impact each other in the searching process. More specific,
we propose a two-phase encoding scheme which uses two
strings to respectively represent the GNN structures and hyper
parameters. By this way, we are able to evolve and optimize
both structures and learning parameters to fit each other.
III. PROBLEM DEFINITION
In this paper, the objective is to identify the optimal GNN
architecture by NAS for network representation learning (a.k.a
network embedding) by doing a semi-supervised node classifi-
cation training. Formally, the tasks of network embedding and
graph NAS are defined as follows.
Definition 1 (Network Embedding). The target network can
be represented by G = (V,E,X), where V = {vi}i=1,··· ,|V| is
a set of |V| unique nodes, E = {ei,j}i,j=1,··· ,|V|; i 6=j is a set of
edges that can be represented by a |V|× |V| adjacency matrix
A, with Ai,j = 1 if ei,j ∈ E, or Ai,j = 0 otherwise. X is a
matrix R|V|×nf containing all |V| nodes with their associated
features, i.e., Xi ∈ Rnf is the feature vector of node vi, where
nf is the number of unique node features. The task of network
embedding is to learn a mapping f : G → {hi}i=1,··· ,|V| by
preserving network topology and node features, where hi ∈
Rnd represents the low-dimensional vector representation of
node vi, and nd is the embedding vector’s dimension. f can be
the GNN model identified by NAS in this paper. The mapping
is learned in a semi-supervised manner, i.e., labels for a small
part of nodes are known, where the node embedding vectors
are trained to predict their respective labels.
Definition 2 (Graph Neural Architecture Search). For the
graph NAS task in this paper, the GNN structure space
S ∈ R|S1|×|S2|×···×|Sm| and GNN learning parameter space
P ∈ R|P1|×|P2|×···×|Pn| have been given, where Si=1,2,··· ,m ∈
Fig. 2. The representation learning scheme of GNN models.
R|Si| is the set of candidate choices for the ith structure com-
ponent (e.g., GNN aggregator) and Pj=1,2,··· ,n ∈ R|Pj | is the
set of candidate choices for the jth learning parameter. m and
n are respectively the numbers of structure components and
learning parameters required to build a GNN model. The task
of graph NAS is to identify the optimal choices or value spec-
ifications (e.g., Sbesti and Pbestj ) for each structure component
Si and learning parameter Pj , such that the constructed GNN
model f =
{Sbest1 ,Sbest2 , · · · ,Sbestm ;Pbest1 ,Pbest2 , · · · ,Pbestn }
could achieve the optimal embedding performance learning on
the target network G.
IV. PRELIMINARIES
To support the proposed graph NAS framework, this section
briefly introduces preliminary knowledge about graph neural
networks and genetic algorithm.
A. Graph Neural Networks
GNN is a family of neural network models that can directly
incorporate graph topology and node features for efficient
low-dimensional node representation learning. As shown in
Fig. 2, the main idea for GNN models is that each node vi
generates the representation hi by aggregating features from
its neighborhoods (e.g., the first-order neighbors in this paper).
Typically, the following five GNN structure components are
involved in above representation learning scheme:
1. Attention Function (S1). While each node aggregates
features from its neighbors, different neighborhood nodes
may have different contributions aligned with the affini-
ties between nodes [24]. The attention function aims to
learn an importance weight wij for each edge relationship
ei,j between the two corresponding nodes vi and vj . S1
denotes the set of candidate attention functions.
2. Attention Head (S2). Instead of applying the attention
function once, studies [38] show that it is beneficial to
perform multiple attentions independently. Multi-head at-
tention allows the model to jointly attend to features from
different node representation subspaces. The multiple
representation outputs by multi-head attention for each
node vi are then concatenated or averaged to generate
the final representation hi. S2 denotes the set of candidate
attention head numbers.
3. Aggregation Function (S3). Each node vi may have mul-
tiple neighborhood nodes, thus an aggregation function
(e.g., averaging operation) is required to combine features
from multiple neighbors to form the representation hi. S3
denotes the set of candidate aggregation functions.
5Fig. 3. The proposed Genetic-GNN model for GNN architecture optimization. For simplicity, we demonstrate one evolution step of a two-layer GNN,
where both structure and parameter populations have two individuals. First, the GNN structure population (S0) and parameter population (P0) are randomly
initialized, where each structure or parameter individual is represented with a respective string/chromosome. Second, an intermediate population PS0 is
constructed to evolve parameters with structures fixed, i.e., assume a better parameter individual Param 3 is produced to replace Param 2. Then, another
intermediate population SP0 is constructed to evolve structures with parameters fixed, i.e., assume a better structure individual Struct 3 is produced to replace
Struct 1. Finally, both structure and parameter populations are updated.
4. Activation Function (S4). After deriving the representa-
tion hi for node vi, a non-linear activation function (e.g.,
ReLu and Sigmoid) is usually applied to smooth hi or
transform hi as probability vector for node classification.
S4 denotes the set of candidate activation functions.
5. Hidden Unit (S5). The hidden unit controls the dimen-
sion of the representation hi for node vi. S5 denotes the
set of candidate dimension choices.
Based on above definitions, the first-layer learning structure
of a GNN model (e.g., assume it is instantiated and indexed
by 1) can be represented as an action string by S1 ={S11 ,S12 ,S13 ,S14 ,S15}. Formally, the representation hi ∈ RS15
for node vi can be computed as:
hi =
S12‖
l=1
S14
(
S13
j∈Ni
(S11 (Xi,Xj ,Wl)WlXj)
)
(1)
where ‖ represents concatenation, Ni represents the set of di-
rect (e.g., first-order) neighborhoods of node vi, and Wl ∈ Rnf
is the learnable weight matrix for the lth attention head. One
can stack multiple GNN layers to form a multi-layer GNN
model. At the kth layer, assume the action string is instantiated
as Sk =
{Sk1 ,Sk2 ,Sk3 ,Sk4 ,Sk5}, then the output representation
h(k)i ∈ RS
k
5 is written as:
h(k)i =
Sk2‖
l=1
Sk4
(
Sk3
j∈Ni
(
Sk1 (h(k−1)i ,h(k−1)j ,Wl)Wlh(k−1)j
))
(2)
where h(k−1)i is the output representation by (k − 1)th GNN
layer and Wl ∈ RS(k−1)5 represents the corresponding learnable
weight matrix. If k indicates the last GNN layer, the aggre-
gation function Sk3 will be the averaging operation, meaning
averaging the representations generated by all Sk2 attention
heads. Then, the final representation for node vi is written as:
h(k)i = Sk4
 1
Sk2
∑
j∈Ni
(
Sk1 (h(k−1)i ,h(k−1)j ,Wl)Wlh(k−1)j
)
(3)
The weight matrix Wl at each GNN layer is trained in a
semi-supervised manner, i.e., by performing node classifica-
tion [4], [24] optimized with the gradient decent algorithm.
B. Genetic Algorithm
Genetic Algorithm (GA) is a kind of evolutionary algorithm
motivated by the principle of natural selection and genetics
[39]. The search space is a major ingredient for all GAs, which
is encoded in the form of strings known as chromosomes or
individuals, and a collection of such strings form a popula-
tion. A chromosome is composed of a sequence of elements
called genes, which encode the solution of a target problem.
Initially, a random population is created representing different
individual solutions for the target problem. A fitness value is
associated with each individual to indicate its goodness in the
population. GA optimizes the population and tries to find the
global optimal solution through a standard evolution procedure
as follows:
1. Initialize(population)
2. Evaluate(population)
3. While(stopping condition not satisfied):
a) Selection(population)
b) Crossover(population)
c) Mutate(population)
d) Evaluate(population)
e) Update(population)
4. Return the best individual in the population
where the evaluation step aims to calculate the fitness of each
individual, the selection step aims to choose some individuals
from the entire population as parents for mating, the crossover
step describes how parental individuals switch information
(e.g., swap the genes) and produce next generations (e.g.,
new individuals), the mutation step aims to introduce diversity
in the population by randomly altering a gene from new
individuals conditioned on the mutation probability, and finally
it update the population by adding the new individuals.
V. THE PROPOSED METHOD
This section presents a Genetic Graph Neural Network
(Genetic-GNN) NAS framework to evolve the GNN architec-
ture. As shown in Fig. 3, Genetic-GNN can be organized in
three main components set to optimize both the GNN structure
and learning parameters, including GNN architecture repre-
sentation & population initialization, GNN learning parameter
6evolution, and GNN structure evolution. We elaborate the three
components in the following.
A. Architecture Representation & Population Initialization
As discussed in previous sections, the optimizations of
GNN structure and learning parameters are dependent on
each other. Existing works optimize only GNN structures may
end up with a suboptimal searched model since the change
of learning parameters could severely degrade the fine-tuned
GNN structure. Therefore, we recommend evolving both GNN
structure and learning parameters for reliable NAS.
In this paper, we are specifically interested in optimizing the
following three types of learning parameter, although Genetic-
GNN is a general framework which is flexible to include other
significant parameters:
1. Dropout Rate (P1). Overfitting is a common issue when
training neural network models. Dropout is a technique
for addressing this problem, which meanwhile helps to
reduce the training complexity for large networks [40].
The key idea is to randomly drop units (along with their
connections) from the neural network during training. P1
denotes the set of candidate dropout rate values.
2. Weight Decay Rate (P∗2 ). Similar to the dropout, weight
decay (e.g., L2 norm regularization) is a widely used
technique to decrease the complexity and meanwhile in-
crease the generalization ability of neural network models
by limiting the growth of model weights. P∗2 denotes the
set of candidate weigh decay rate values.
3. Learning Rate (P∗3 ). Learning rate determines how fast
the loss changes every time while training a neural model
based on the gradient decent algorithm. A larger learning
rate could cause the model to converge too quickly to
a suboptimal solution, whereas a smaller learning rate
could cause the optimization to converge too slowly. P∗3
denotes the set of candidate learning rate values.
The weigh decay is usually applied to GNN model weights at
the first layer and the learning rate is set for training the entire
GNN model. Therefore, the learning parameters P∗2 and P∗3
are set once and maintain public through multiple layers of a
GNN model.
Assume we search the optimal architecture for a two-layer
GNN model, as shown in Fig. 3, the GNN structure can be
represented by a string/chromosome:{S11 ,S12 ,S13 ,S14 ,S15 ,S21 ,S22 ,S23 ,S24 ,S25} (4)
where the first and second GNN layers are indexed by 1 and
2, respectively. Similarly, the GNN learning parameters can be
represented by a string/chromosome:{P11 ,P21 ,P∗2 ,P∗3} (5)
where public parameters in the two GNN layers are indexed
by the notation *. While evaluating the network embedding
performance (e.g., fitness of individuals), the structure and
parameter strings need to be combined to form the entire GNN
architecture (e.g., the mapping function f ):
f =
{S11 ,S12 ,S13 ,S14 ,S15 ,S21 ,S22 ,S23 ,S24 ,S25 ;P11 ,P21 ,P∗2 ,P∗3}
(6)
TABLE I
THE SEARCH SPACE FOR STRUCTURE COMPONENTS.
Component Search Space
S1 listed in Table II
S2 1, 24, 6, 8, 16
S3 “sum”, “mean-pooling”, “max-pooling”, “mlp”
S4 “sigmoid”, “tanh”, “relu”, “linear”, “softplus”,“leaky relu”, “relu6”, “elu”
S5 4, 8, 16, 32, 64, 128, 256
TABLE II
THE SEARCH SPACE OF STRUCTURE COMPONENT S1 .
Search Space Definition
const wi,j = 1
gcn wi,j = 1√NiNj
gat wi,j = leaky relu(Wl ∗ hi + Wl ∗ hj)
sym-gat wi,j = wi,j + wj,i based on gat
cos wi,j = cos(Wl ∗ hi,Wl ∗ hj)
linear wi,j = tanh(sum(Wl ∗ hj))
gene-linear wi,j = W
a ∗ tanh(Wl ∗ hi + Wl ∗ hj),
where Wa is a trainable weight matrix
For a given graph G, two datasets are created, including a
training node set Dtrain and a validation node set Dval. The
candidate GNN model f is trained on Dtrain by minimizing
the semi-supervised node classification loss:
Lf = −
∑
vi∈Dtrain
Yi lnhi (7)
where Yi is the one-hot label indicator vector for node vi.
Then, the classification accuracy of f is computed on Dval.
Following the literature [15], the candidate choices or search
space for each GNN structure component are summarized in
Table I and Table II. Similarly, we define the search space
for each learning parameter which is summarized in Table III.
Based on the chromosomes (e.g., Eq. (4) and Eq. (5)) and
their respective search spaces (e.g., Table I and Table III),
the GNN structure population S0 = {structi}i=1,··· ,Ns and
learning parameter population P0 = {paramj}j=1,··· ,Np are
respectively created and initialized, i.e., feeding each structure
component in Eq. (4) and learning parameter in Eq. (5)
with values randomly selected from their respective search
spaces, where Ns and Np are the population sizes (e.g.,
number of individuals). We use fi,j = {structi; paramj}
to represent a candidate GNN model and its classification
TABLE III
THE SEARCH SPACE FOR LEARNING PARAMETERS.
Parameter Search Space
P1 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6
P∗2 5e-4, 8e-4, 1e-3, 4e-3
P∗3 5e-4, 1e-3, 5e-3, 1e-2
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accuracy is Acc(fi,j), where structi ∈ S0 and paramj ∈ P0.
In the following sections, we adopt an alternating evolution
procedure to evolve S0 and P0, aiming to identify the optimal
f for learning a target graph.
B. GNN Learning Parameter Evolution
The parameter evolution component aims to evolve Pk to
optimize and identify the optimal parameter setting for the
corresponding GNN structure population Sk before evolving to
the next structure population Sk+1, where the goodness/fitness
of a particular parameter setting should be measured regarding
all individuals in the structure population. To this end, as
shown in Fig. 3 (e.g., k = 0), we combine S0 and P0 to
create an intermediate population PS0 = {PSj}j=1,··· ,Np ,
where each individual PSj = {fi,j}i=1,··· ,Ns encapsulates a
set of GNN models with the same learning parameter setting
paramj ∈ P0, and different individuals have the same GNN
structure settings in S0. The fitness of PSj is computed as:
fitness(PSj) = αAcc(fb,j) + (1−α) 1
Ns
Ns∑
i=1
Acc(fi,j) (8)
where fb,j = {structb; paramj} ← argmaxfi,j∈PSjAcc(fi,j)
is the best individual with highest classification accuracy
Acc(fb,j) in the population. The last term of Eq. (8) calculates
the average classification accuracy over all individuals. The
motivation is that we seek to find a parameter setting paramj
that fits the entire structure population S0 while simultaneously
considering its fit to the best structure individual structb ∈ S0.
α is a balance parameter which allows us to adjust the impor-
tance between these two sides for flexible fitness calculation.
Then, based on the standard GA algorithm, we evolve
PS0 to optimize the learning parameter P0 by holding the
GNN structure S0, which includes the selection, crossover,
mutation, evaluation and updating steps. For example, Fig. 4
shows the crossover step between two selected parents, where
the crossover only happens for the learning parameters with
the GNN structures fixed. The parameter evolution (e.g., P0
evolves to P1) finally identifies and outputs the parameter
individual with highest fitness calculated by Eq. (8), i.e., the
param3 shown in Fig. 3.
C. GNN Structure Evolution
Once the optimal learning parameter paramj ∈ Pk+1 for
Sk has been identified, the structure evolution component
Fig. 5. An example to show the crossover process between two parents, where
the point index for structure crossover is 4.
aims to evolve Sk to identify the optimal GNN structure.
For this purpose, as the case (e.g., k = 0) shown in Fig. 3,
an intermediate population SP0 = {SPi}i=1,··· ,Ns is created
by concatenating the optimal parameter individual with each
structure individual structj ∈ P0, where SPi = fi,j indicates
an individual GNN model with its fitness calculated as:
fitness(SPi) = Acc(fi,j) (9)
Similarly, we evolve SP0 to optimize the GNN structure
S0 (e.g., S0 evolves to S1) by holding the learning parameter
P0 based on the standard GA algorithm. For example, Fig.
5 shows the crossover process by altering only the structural
parts of the two parents while keeping the learning parameters
fixed.
D. Algorithm Explanation
The learning parameter evolution and GNN structure evo-
lution proceed in an alternating manner. Before evolving
the structure population Sk, the parameter population Pk is
evolved to identify the optimal learning parameters fitting
Sk and meanwhile Pk evolves to Pk+1. Subsequently, the
structure population Sk is evolved to optimize the GNN
structures and meanwhile Sk evolves to Sk+1. Above alter-
nating process is performed iteratively to finally achieve a
multi-layer GNN architecture with both optimal structures and
learning parameters. The training procedure of Genetic-GNN
is summarized in Algorithm 1, where Ks and Kp are number
of generations for structure evolution and parameter evolution,
respectively. For the evolution of intermediate populations PSk
and SPk, since all individual GNN models are independent and
can be evaluated simultaneously, Genetic-GNN is able to scale
to large search space and individual population.
VI. EXPERIMENT
Following literature [15], [16], we test the performance
of Genetic-GNN on both transductive and inductive node
representation learning by performing the supervised node
classification training.
A. Dataset
The four datasets used in the two tasks are summarized
in Table IV. Three benchmark citation networks including
Cora, Citeseer, and Pubmed are used for transductive node
8Algorithm 1 Training procedure of the Genetic-GNN model
Require: The target graph G, train set Dtrain and validation
set Dval
Ensure: The optimal GNN architecture and the learned em-
bedding vector hvi for each node vi ∈ V
1: Initialize the structure population S0
2: Initialize the learning parameter population P0
3: procedure ARCHITECTEVOLVING(Dtrain, Dval, S0, P0,
Ks, Kp)
4: for i← 1 to Ks do
5: Construct intermediate GNN model population PSi
6: for j ← 1 to Kp do
7: Selection(PSi)
8: Crossover(PSi)
9: Mutate(PSi)
10: Evaluate(PSi)
11: Update(PSi)
12: end for
13: Construct intermediate GNN model population SPi
14: Selection(SPi)
15: Crossover(SPi)
16: Mutate(SPi)
17: Evaluate(SPi)
18: Update(SPi)
19: end for
20: end procedure
TABLE IV
BENCHMARK NETWORK DATASETS CHARACTERISTICS.
Items Cora Citeseer PubMed PPI
# Nodes 2, 708 3, 327 19, 717 56, 944
# Features 1, 433 3, 703 500 50
# Classes 7 6 3 121
# Training Nodes 140 120 60 44, 906
# Validation Nodes 500 500 500 6, 514
# Testing Nodes 1, 000 1, 000 1, 000 5, 524
representation learning, where 20 nodes per lass for training
(e.g., the train set Dtrain), 500 nodes for validation (e.g., the
validation Dval) and 1,000 nodes for testing.
We use a protein-protein interaction (PPI) dataset for induc-
tive node representation learning, which contains 20 graphs
for training, 2 graphs for validation and 2 graphs for testing.
Each graph have 2,372 nodes on average, and each node has
50 features including positional gene sets, motif gene sets and
immunological signatures. Each node corresponds to multiple
labels from the total of 121 classes.
B. Baseline
We compare Genetic-GNN with the following state-of-the-
art methods which adopt either handcrafted GNN architecture
or GNN architecture search.
Methods based on Handcrafted GNN Architecture:
• Chebyshev [19] adapts the traditional CNN to learn
on graphs by using the Chebyshev polynomial basis to
represent the spectral CNNs filters.
• GCN [4] is a two-layer GCN architecture, where each
node generates representation by adopting a spectral-
based convolutional filter to recursively aggregate infor-
mation from all its direct neighbors.
• GraphSAGE [10] is a general inductive framework that
leverages node features to generate node embeddings for
previously unseen data. It learns a function that generates
embeddings by sampling and aggregating features from
a nodes local neighborhood.
• GAT [24] is a method built on the GCN model. It
introduces an attention mechanism at the node level,
which allows each node specifies different weights to
different nodes in a neighborhood.
• LGCN [41] selects a fixed number of neighboring nodes
for each feature based on value ranking in order to
transform graph data into grid-like structures. Then, the
traditional CNN model is directly applied to learn on the
transformed graph.
Methods based on GNN Architecture Search
• GraphNAS [15] first uses a recurrent network to generate
variable-length strings that describe the architectures of
graph neural networks, and then trains the recurrent
network with reinforcement learning to maximize the
embedding accuracy of the generated architectures.
• Auto-GNN[16] is a reinforcement learning-based method
similar to GraphNAS, which adopts a parameter sharing
strategy that enables homogeneous architectures to share
parameters during the training.
Following literature [15], Chebyshev and GCN are for trans-
ductive learning since they require the whole graph structure
and nodes to be available in the training. GraphSAGE is used
for inductive learning which is able to predict embeddings of
unseen graphs based on the trained model. Other baselines
including GAT, LGCN, GraphNAS and Auto-GNN are used
for both transductive and inductive embedding learning.
C. Experimental Setting
We set the number (Ns) of initial structure individuals be-
tween 10 and 50, the number (Ks) of evolving generations of
structure population between 10 and 50, the balance parameter
α in Eq. (8) between 0.2 and 1.0. For comparison, the default
hyper parameters for Genetic-GNN are set as follows. We
set the number of initial structure individuals Ns as 20, the
number of initial parameter individuals Np as 6, the number
of structure evolving generations Ks as 50, the number of
parameter evolving generations Kp as 10, the balance ratio
α as 0.6, the numbers of parents for structure and parameter
genetics are respectively 10 and 4, the numbers of child for
structure and parameter genetics are respectively 4 and 2, the
mutation probability for both structure and parameter evolution
as 0.02.
For the transductive learning, we aim to identify the optimal
architecture of a two-layer GNN model within the search
space, while for the inductive learning a three-layer GNN
9TABLE V
THE TRANSDUCTIVE NODE CLASSIFICATION RESULTS ON CITATION NETWORKS.
Categories Methods # Layers
Cora Citeseer Pubmed
Accuracy
Handcrafted GNN Architecture
Chebyshev 2 81.2% 69.8% 74.4%
GCN 2 81.5% 70.3% 79.0%
GAT 2 83.0± 0.7% 72.5± 0.7% 79.0± 0.3%
LGCN 2 83.3± 0.5% 73.0± 0.6% 79.5± 0.2%
GNN Neural Architecture Search
GraphNAS 2 84.2± 1.0% 73.1± 0.9% 79.6± 0.4%
Auto-GNN 2 83.6± 0.3% 73.8± 0.7% 79.7± 0.4%
Genetic-GNN 2 83.8± 0.5% 73.5± 0.8% 79.2± 0.6%
TABLE VI
THE INDUCTIVE NODE CLASSIFICATION RESULTS ON THE PPI NETWORK.
Categories Methods # Layers
PPI
Micro-F1
Handcrafted
GraphSAGE (lstm) 2 61.2%
GAT 3 97.3± 0.2%
LGCN − 77.2± 0.2%
GNN NAS
GraphNAS 3 98.6± 0.1%
Auto-GNN 3 99.2± 0.1%
Genetic-GNN 3 98.6± 0.4%
model is optimized in this paper. We train 200 epochs for each
specific GNN model, where the accuracy and Micro-F1 are
used as metrics for the transductive and inductive embedding
learning tasks, respectively.
VII. RESULTS
This section demonstrates the node classification perfor-
mance of both transductive and inductive graph embedding
learning. Then, some important parameters are empirically
examined through their impacts on the Cora and Citeseer
datasets, respectively.
A. Graph NAS-based Embedding Learning Performance
Table V shows the comparative results of all baselines. We
can have two main conclusions:
• The NAS-based methods including GraphNAS, Auto-
GNN and Genetic-GNN can achieve better results than
the handcraft-based GNN models on all three datasets,
which verified the effectiveness of NAS to identify good
GNN models for the given graph-structure data. This is
because the handcrafted models are usually determined
by several manual trails, i.e., tuning the number of GNN
layers and hyper parameters, which has a very low chance
to obtain an optimal model. In comparison, the NAS-
based methods are able to search and validate the perfor-
mance of the candidate GNN models automatically given
the graph data and learning task, which can gradually
optimize the model performance with litter or even no
human intervention.
• For the category of NAS-based methods, the performance
of our model Genetic-GNN is able to match those of
Fig. 6. Influence of the imbalance parameter α.
the reinforcement learning-based methods GraphNAS and
Auto-GNN. A t-student significant test is performed
between them with the p value equals to 0.05. It shows
that Genetic-GNN is not significantly different, which
demonstrate effectiveness of the evolutionary algorithm
for GNN architecture search. Compared with the Graph-
NAS and Auto-GNN, our model is able to optimize both
GNN structure and learning parameters, which greatly
increased the automation of GNN NAS.
Table VI shows the node classification results of inductive
embedding learning on the PPI data. Similar conclusions can
be made as the transductive learning. First, the category of
automated methods perform generally better than the hand-
crafted methods. Second, performance of our Genetic-GNN
model is as good as the state-of-the-art model GraphNAS. In
this paper, due to the limitation of computation resource, we
only set the maximum population size as 50 and the evolution
generations as 50. However, with the increase of population
size and evolution generations, our model has a potential to
achieve better performance.
B. Parameter Influence
We empirically demonstrate the impacts of some important
parameters used in Genetic-GNN on Cora and Citeseer data.
α is a balance parameter used in the fitness calculation in Eq.
(8) and its impact is shown in Fig. 6. We can observe the
best setting for both data is 0.6. Fig. 7 shows the influence of
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Fig. 7. Influence of the number of initial structure population size Ks.
Fig. 8. Influence of the number of evolving generations Ks for structure
population.
the number of structure population size Ns. We can observe
with the increase of Ns, the performance first goes up and
then decrease on both citation networks. Generally, larger
population size means larger search space which tends to
generate better resulting solution. However, the large search
space normally requires more evolution generations to finally
identify an optimal model, which probably explains the per-
formance decrease as population size increases in Fig. 7. Fig.
8 shows the influence of evolution generation for the structure
population, where the performance gradually increases over
the generations.
Fig. 9 and Fig. 10 present the validation and test per-
formances change with the training iterations on Cora and
Citeseer, respectively. We can observe the performances have a
tendency to improve with the training, through they have some
turbulence. The reason for the unstable curves is that both
validation and test sets are unseen, and the best performance
on the train set cannot guarantee the best performances on the
validation and test sets.
VIII. CONCLUSION
In this paper, we aim to demonstrate the effectiveness of
evolutionary neural architecture search for optimizing graph
neural network models on graph-structured data. We proposed
Fig. 9. Validation and test performance on Cora change over the training
iterations.
Fig. 10. Validation and test performance on Citeseer change over the training
iterations.
a novel genetic-based approach called Genetic-GNN for auto-
matically identifying the optimal GNN model with a well-
defined search space. Instead of only optimizing the GNN
structures with fixed learning parameters, Genetic-GNN is able
to evolve and optimize both structure and parameter to fit each
other. The experimental results and parameter sensitivity tests
demonstrated our model is able to match the state-of-the-art
reinforcement learning-based methods.
Since the evolutionary algorithms tend to achieve better
solutions with larger population size and evolution generations,
it is a future work to test on larger search space and evolution
generations. In addition, parameter sharing between individual
models is also an interesting direction, i.e., when a parameter
individual evolves to a another parameter individual, their
model structures remain the same, thereby the model weight
parameters can be shared between the two models.
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