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Abstract
The Fleming-Viot (FV) process is a measure-valued diffusion that models the evolution
of type frequencies in a countable population which evolves under resampling (genetic drift),
mutation, and selection. In the classic FV model the fitness (strength) of types is given by
a measurable function. In this paper, we introduce and study the Fleming-Viot process in
random environment (FVRE), when by random environment we mean the fitness of types is a
stochastic process with ca`dla`g paths. We identify FVRE as the unique solution to a so called
quenched martingale problem and derive some of its properties via martingale and duality
methods. We develop the duality methods for general time-inhomogeneous and quenched
martingale problems. In fact, some important aspects of the duality relations only appears
for time-inhomogeneous (and quenched) martingale problems. For example, we see that duals
evolve backward in time with respect to the main Markov process whose evolution is forward in
time. Using a family of function-valued dual processes for FVRE, we prove that, as the number
of individuals N tends to ∞, the measure-valued Moran process µeN
N
(with fitness process eN )
converges weakly in Skorokhod topology of ca`dla`g functions to the FVRE process µe (with
fitness process e), if eN → e a.s. in Skorokhod topology of ca`dla`g functions. We also study
the long-time behaviour of FVRE process (µet )t≥0 joint with its fitness process e = (et)t≥0 and
prove that the joint FV-environment process (µet , et)t≥0 is ergodic under the assumption of
weak ergodicity of e.
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1 Introduction
Probabilistic models play a crucial role in population genetics. In particular, for a long time, dif-
ferent popular models in interacting particle systems have been used to model several population
dynamics. In fact two important mechanisms of evolution in population dynamics, namely muta-
tion and natural selection, are better to be understood as random time-varying parameters. The
dynamics of a population is effected by environmental changes. In fact, the genetic variations exist
in the genomes of species and these variations, in turn, are in interaction with environments. Nat-
ural selection, as the most important mechanism of evolution, favors the fitter type in an organism.
The fitness of different types determines the role of ”natural selection” in a population and depends
on important environmental parameters. It is a function of environmental changes and other evo-
lutionary mechanisms, i.e. mutation and genetic drift. Subsequently, an important question is the
effect of environmental changes on the structure of the population. “Adaptive processes have taken
centre in molecular evolutionary biology. Time dependent fitness functions has opposing effects on
adaptation. Rapid fluctuations enhance the stochasticity of the evolutionary process and impede
long-term adaptation.[17]” In other words, living in rapidly varying environments, a population is
not able to adapt to the environment. Because of simplicity, the existing probabilistic models in
population genetics mainly concern problems in which the natural selection is not time-dependent.
This decreases the validity of models and does not allow the study of the interactions between the
environment and the population. In other words, they cannot explain the real effect of the environ-
ment on adaptation of a population system. In fact, it is both more realistic and also challenging
to have a random environment varying in time.
In this paper, we study long time behaviours of some countable probabilistic population dy-
namics in random environment. For this purpose we make use of the martingale problem and the
duality method and we develop a generalization of existing methods in the literature to the case of
time-inhomogeneous Markov processes. In particular, in this paper, the duality method is studied
for time-inhomogeneous Markov processes and Markov processes in random environments. In the
case of their existence, dual processes are powerful tools to prove uniqueness of martingale problems
and to understand the long-time behaviour of Markov processes. We apply these methods in order
to define the Fleming-Viot process in random environment. In fact this process arises as a weak
limit of the so called Moran processes in random environment which are natural generalizations of
their counterpart in deterministic environment. Identifying the Fleming-Viot process in random
environment as the solution to a quenched martingale problem, we study its long-time behaviour
via studying the long-time behaviour of its dual process.
The classic particle Moran process is a basic probabilistic population dynamic which models the
evolution of frequency of types (alleles) in a population with N ∈ N individuals. Letting the fitness
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of types be a stochastic process, we generalize this model, and introduce a finite population system
in random environment, namely the particle Moran process in random environment (PMRE) with
type space I, and resampling, mutation, and selection rates γ2 , β,
α
N
> 0, respectively. Here, we
assume that the type space is a general metric space. However for the results of the paper, we always
assume that I is compact. Let E be a family of continuous functions from I to [0, 1], endowed with
the sup-norm topology. Later, for the results of this paper, we also assume that E is compact. A
(bounded) fitness process is an E-valued measurable stochastic process (et)t≥0, with ca`dla`g paths,
defined on a probability space (Ω,P,F). The fitness process has the role of natural selection in the
environment, and determines the fitness of types in the population dynamic. Consider a population
of N individuals, labelled by 1, ..., N . The PMRE process is a continuous-time, IN -valued Markov
process in which each individual carries a configuration (type) in I and population evolves as a
pure jump process when jumps occur at independent Poisson times of resampling (genetic drift),
mutation and selection. More precisely, for i = 1, ..., N and t ≥ 0, denote by Y N,ei (t) the type of
individual i at time t, and let Y N,e(t) := (Y N,e1 (t), ..., Y
N,e
N (t)). The PMRE process (Y
N,e(t))t≥0
evolves as follows. Between every ordered pair of individuals i, j (i 6= j), resampling events occur
at rate γ/2 > 0 and upon a resampling event the jth individual dies and is replaced by an offspring
of the ith individual. Also the type of every individual, independently, changes from x ∈ I to y ∈ I
with mutations at rate βq(x, dy) where β > 0, and q is a stochastic kernel on I. Every ordered
pair of individuals i, j (i 6= j) is involved in a possible selective event at rate α/N , for α ≥ 0.
Upon a possible selective event at time t, with probability et(Y
N,e
i (t)), the jth individual dies and
is replaced by an offspring of the ith one, and with probability 1− et(Y
N,e
i (t)) no change happens.
Note that, always, there exist constants β′, β′′ ≥ 0 and probability kernels q′(dy) and q′′(x, dy),
where
βq(x, dy) = β′q′(dy) + β′′q′′(x, dy). (1)
We call β′q′(dy) the parent-independent component of the mutation.
Considering the frequency of alleles at each time, it is convenient to project Y N,e onto a purely
atomic (with at mostN atoms) measure-valued process on PN (I), that is the space of all probability
measures m on I with at most N atoms such that Nm(.) is a counting measure. More precisely,
for any t ≥ 0, let
µeN (t) =
1
N
N∑
i=1
δ
Y
N,e
i (t)
(2)
where, for a ∈ I, δa is the delta measure on a. For some results in this paper, we assume that e is in-
dependent of the initial distribution of µeN , the mutation kernel, and Poisson times of jumps (for the
dual process). Let E be a compact subset of C(I, [0, 1]) equipped with the sup-norm topology. We
assume that the fitness process is a measurable stochastic process with sample paths in DE [0,∞),
the space of ca`dla`g functions endowed with the Skorokhod topology. Letting N →∞, the Fleming-
Viot process in random environment arises as the weak limit of µeN in DP(I)[0,∞), where P(I)
is the space of Borel probability measures on I endowed with the topology of weak convergence.
We characterize this process as a solution to a martingale problem in random environment (called
quenched martingale problem). The main purpose of this paper is to study the long-time behaviour
of Fleming-Viot processes in random environment. In order to do that, we develop the duality
method to the case of time-dependent and quenched martingale problems. Our goal is to set up the
martingale and duality method for measure-valued Moran and Fleming-Viot processes in random
environments. We study the convergence and ergodic theorems for these processes. We organize the
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paper as follows. In the rest of the first section, after introducing some general notations, we set up
the time-inhomogeneous martingale problems and bring some criteria for existence and uniqueness
of solutions. In subsection 1.3 we introduce the notion of operator-valued stochastic processes and
generalize the time-inhomogeneous martingale problem to quenched martingale problems in order
to characterize Markov processes in random environments as their solutions. In this section, we
also define the joint annealed-environment process, where we consider the evolution of the annealed
process together with its associated environment. Section 2 is devoted to martingale character-
ization of Moran and Fleming-Viot processes in random environments (r.e.). The statement of
the main theorems will be given in this section as well. Section 3 develops the duality method in
the case of general time-inhomogeneous and quenched martingale problems. Section 4 presents a
function-valued dual for the Fleming-Viot process in random environment and studies its long-time
behaviour. In section 5, we prove the convergence of infinitesimal generators of Moran processes in
random environments to that of the Fleming-Viot process in random environment. The proof of
the well-posedness of the quenched Fleming-Viot martingale problem, along with the convergence
of the Moran process in r.e. to Fleming-Viot process in r.e., will come in section 6. Section 7 is
devoted to the proof of continuity of sample paths of the Fleming-Viot process in r.e.. Finally, in
section 8, we prove the ergodic theorem for the Fleming-Viot process in random environment.
1.1 General notations
For metric spaces (S, dS) and (S
′, dS′), we denote by C(S, S
′) = C0(S, S′) and Ck(S, S′) (for k ≥ 1)
the space of all continuous, and k times continuously differentiable (Borel measurable) functions
form S to S′, respectively. In particular, when S′ is the set of real numbers with the standard
topology, we replace C(S, S′) and Ck(S, S′) by C(S) = C0(S) and Ck(S), respectively. Let B(S),
C¯(S) = C¯0(S), and C¯k(S) (for k ≥ 1) be the space of all bounded, bounded continuous, and bounded
k times continuously differentiable Borel measurable real-valued functions on S, respectively, with
norm ‖f‖∞ = ‖f‖
S
∞ := supx∈S |f(x)|. The topology induced by this norm is called the sup-
norm topology. We equip the space of all S-valued ca`dla`g functions, namely the space of all right
continuous with left limits S-valued functions defined on R+, with Skorokhod topology, and denote
it by DS [0,∞). We denote by B(S) both the Borel σ-field and the space of all Borel measurable
real-valued functions on S. Denote by P(S) the space of all (Borel) probability measures on S,
equipped with the weak topology, and let ”⇒” denote convergence in distribution. Also for Sn ⊂ S,
for natural numbers n, say a sequence of Sn-valued random variables, namely (Zn)n∈N, converges
weakly to an S-valued random variable Z, if ιn(Zn) ⇒ Z as n → ∞, where ιn : Sn → S is the
natural embedding map. In general, for two topological spaces S1 and S2, by S1 × S2 we mean
the Cartesian product of two spaces equipped with the product topology, and by P(S1 × S2) we
mean the space of all Borel probability measures on S1 × S2. Otherwise, we shall indicate it if
we furnish the product space with another topology. Also, denote by < m, f > or < f,m > the
integration
∫
S
fdm for m ∈ P(S) and f ∈ B(S) (or more generally, when m ∈ P(S) is given, for all
m-integrable functions).
Throughout this paper, S is a general Polish space, i.e. a separable completely metrizable
topological space, with at least two elements (to avoid triviality), and we assume (Ω,P,F) is a
probability space, and all random variables and stochastic processes will be defined on this space.
Also, we restrict random variables and stochastic processes to take values only on Polish spaces.
We denote by Pζ−1 the law of an S-valued random variable ζ (similarly, a measurable stochastic
process ζ = (ζt)t≥0). Let m = Pζ
−1. For an m-integrable real-valued function f on S, the expected
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value of f(ζ) is denoted by E[f(ζ)], or to emphasise the law of ζ, by Em[f(ζ)]. Also, by E
x[f(ζ)]
(Ep0 [f(ζ)], respectively), we put emphasis on the initial state x ∈ S (initial distribution p0 ∈ P(S),
respectively) of the process ζ.
1.2 Time-inhomogeneous martingale problem: existence and uniqueness
We can think of an operator G on a Banach space L as a subset of L×L. This definition allows G to
be a multi-valued operator. A linear operator is one that is a linear subspace of L×L. Observe that
a linear operator G is single-valued, if the condition (0, g) ∈ G implies g = 0. For a single-valued
linear operator G, the domain of G, denoted by D(G), is the set of elements of L on which G is
defined. In other words, D(G) = {f ∈ L : (f, g) ∈ G}. Also, the range of an operator G is denoted
by R(G) = {g ∈ L : (f, g) ∈ G}. Let D be a linear subspace of L. A time-dependent single-valued
linear operator G is a mapping from R+ × D to L such that G(t, .) : D → L is a single-valued
linear operator. For simplicity, we set Gt(.) = G(t, .) for any t ≥ 0. In the sequel, we only deal
with time-dependent linear operators for which the domain of Gt is D for any t ≥ 0. Therefore we
define the domain of G to be D(G) = D. As discussed above, we can identify the time-dependent
generator of an S-valued inhomogeneous Markov process with the domain D ⊂ B(S) as a subset of
B(S)×B(S) (not necessarily linear). For our purposes in this paper we assume that all the operators
are linear and single-valued, therefore their domains are linear subspaces of B(S). In the sequel we
consider the generators of Markov processes as both single-valued linear operators and also linear
subspaces of B(S)×B(S) for which containing (0, g) implies g = 0. Similarly, for a time-dependent
infinitesimal generator of a time-inhomogeneous Markov process, G : R+×D → B(S), for any t ≥ 0,
we assume that Gt is a single-valued linear operator and also a linear subspace of B(S)× B(S) for
which containing (0, g) implies g = 0.
Here we speak of martingale problems for general Markov processes (the time-inhomogeneous
case). A martingale problem is identified by a triple (G,D,P0), where P0 ∈ P(S), D ⊂ B(S), and
G : R+ ×D → B(S) is a time-dependent linear operator with domain D.
Definition 1. An S-valued measurable stochastic process ζ = (ζt)t∈R, defined on (Ω,P,F) is said
to be a solution of the martingale problem (G,D,P0) if for ζ with sample paths in DS [0,∞) and
initial distribution P0, for any f ∈ D
f(ζ(t))−
t∫
0
Gsf(ζ(s))ds (3)
is a P-martingale with respect to the canonical filtration, where P ∈ P(DS [0,∞)) is the law of
ζ. We also say that P is a solution of (G,D,P0). The process ζ or its law P is said to be a
general solution if the sample paths of ζ are not necessarily in DS[0,∞), i.e. the support of P
is not contained in DS [0,∞). We say the martingale problem is well-posed if there is a unique
solution (with paths in DS[0,∞), general solutions not considered), that is there exists a unique
P ∈ P(DS [0,∞)) that solves the martingale problem. It is said to be C([0,∞), S)-well posed, if it
has a unique solution P in P(C([0,∞), S)).
The following concepts are useful in order to prove the uniqueness of martingale problems.
Definition 2. We say a set of functions U ⊂ C¯(S) (more generally, U ⊂ B(S)) separates points
if for every x, y ∈ S with x 6= y there exists a function f ∈ U for which f(x) 6= f(y). We say U
vanishes nowhere if for any x ∈ S there exists a function f ∈ U such that f(x) 6= 0.
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Definition 3. A collection of functions U ⊂ C¯(S) (more generally, U ⊂ B(S)) is said to be
measure-determining on M⊂ P(S) if for P,P′ ∈M, assuming
∫
S
fdP =
∫
S
fdP′ (4)
for all f ∈ U implies P = P′. We say U is measure-determining, if it is measure-determining on
P(S). Also, we say U is convergence-determining on M ⊂ P(S) if for the sequence of probability
measures (Pn)n∈N and the probability measure P in M
lim
n→∞
∫
S
fdPn =
∫
S
fdP for all f ∈ U (5)
implies Pn ⇒ P. We say U is convergence-determining, if it is convergence-determining on P(S).
If U ⊂ C¯(S) is convergence-determining then it is measure-determining , but the converse is not
true in general. Two concepts are equivalent for compact S (see Lemma 3.4.3 [9]).
In order to be able to transform some useful properties from the time-independent martingale
problems to time-dependent ones, it is convenient to define the space-time process for the S-valued
stochastic process ζ = (ζt)t≥0 by ζ
∗
t = (ζt, t), which is an S × R+-valued stochastic process.
Consider the particular case when ζ is an S-valued time-inhomogeneous Markov process with time-
dependent generator G : R+ × D(G) → B(S), i.e. (Gt : D(G) → B(S))t≥0. Let (Ts,r)0≤s≤t be the
time-inhomogeneous semigroup of ζ, corresponding to G defined by
Ts,rf(x) =
∫
S
f(y)p(s, x; r, dy) for f ∈ B(S), (6)
where p(s, x; r, dy) is the transition probability for ζ. From the definition of space-time process, ζ∗
is also Markov with the transition probability
p∗(t, (x, s), d(y, r)) = δt+s(r)p(s, x; r, dy) (7)
where δu(.) is the delta measure on R+ for u ≥ 0. Therefore, the semigroup of ζ
∗ is given by
T ∗t f
∗(x, s) =
∫
S×[0,∞)
f∗(y, r)p∗(t, (x, s), d(y, r)) =
∫
S
f∗(y, t+ s)p(s, x; t+ s, dy)
(8)
for f∗ ∈ B(S × [0,∞)). Let G∗ be the infinitesimal generator of ζ∗ with domain D(G∗). Let
D∗ := {fh ∈ B(S × [0,∞)) : f ∈ D(A), h ∈ C1c ([0,∞),R)} where C
1
c ([0,∞),R) is the set of all
continuously differentiable real valued functions on [0,∞) with compact support. In particular for
any f∗ = fh ∈ D∗ with f ∈ D(A) and h ∈ C1c ([0,∞),R), we have
T ∗t fh(x, s) = h(s+ t)Ts,s+tf(x). (9)
Therefore, D∗ ⊂ D(G∗), and the infinitesimal generator of ζ∗ restricted to the domain D∗ is given
by
G∗fh(x, s) = h(s)Gsf(x) + h
′(s)f(x). (10)
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Let G′ = G∗|D∗ . In other words, G
′ ⊂ B(S × R+)× B(S × R+) is defined by
G′ = {(fh, gh+ fh′) : (f, g) ∈ G, h ∈ C1c ([0,∞),R)}. (11)
By Theorem 4.7.1 of (Ethier and Kurtz-1986 [9]) , ζ is a solution to the time-dependent martingale
problem (G,D(G),P0) for P0 ∈ P(S) if and only if ζ
∗ is a solution to the martingale problem
(G∗,D∗,P∗0), where P
∗
0 ∈ P(S × [0,∞)) is the image of P0 under the projection x 7→ (x, 0), that
is P∗0(A, r) = δ0(r)P0(A) for A ∈ B(S). If, in addition, we assume D(G) ⊂ C¯(S) and that it also
separates points and vanishes nowhere, then we can extend G′ to a subset of G∗ whose domain is an
algebra which separates points. As G∗ is linear and as D∗ is closed under pointwise multiplication
of functions, the algebra of functions generated by D∗, denoted by D∗∗, is a linear subspace of
D(G∗). Also D∗∗ separates points and vanishes nowhere. Hence D(G∗) is dense in C¯(S × R+) in
the topology of uniform convergence on compact sets that concludes G∗ : D(G∗) → C¯(S × R+).
Let G′′ = G∗|D∗∗ . Consider the martingale problem (G
∗,D∗∗,P∗0) (or, with an equivalent notation,
(G′′,D∗∗,P∗0)). By linearity, any solution to (G
∗,D∗∗,P∗0) is a solution to (G
∗,D∗,P∗0) and vice
versa. Hence ζ is a solution to the time-dependent martingale problem (G,D(G),P0) if and only if
ζ∗ is a solution to the martingale problem (G∗,D∗∗,P∗0).
The following lemma is useful to prove uniqueness in the case that we have a Markov solution
of a time-dependent martingale problem.
Lemma 1.1. Let S be a Polish space and G = (Gt)t≥0 be a time-dependent linear operator on B(S)
with the domain D(G) ⊂ C¯(S) that contains an algebra of functions that separates points. Suppose
there exists an S-valued Markov process with generator G and initial distribution P0 ∈ P(S). Then
the time-inhomogeneous martingale problem (G,D(G),P0) is well-posed.
Remark 1.2. The lemma remains true if S is a separable metric space.
Proof. Without loss of generality, we assume D(G) is an algebra, separating points. Otherwise, we
prove the theorem for the subalgebra of D(G) with this property, which has at least one Markov
solution, and hence the uniqueness of the latter implies the uniqueness of the original martingale
problem. Let a Markov process ζ = (ζt)t≥0 be a solution to the (G,D(G),P0) martingale problem.
Then by discussion before the above lemma, the Markov space-time process ζ∗ = (ζ∗t )t≥0 defined
by ζ∗t = (ζt, t) is a solution to the martingale problem (G
∗,D∗∗,P∗0) (equivalently, (G
∗,D∗∗,P∗0)),
where G∗, D∗∗ and P∗0 are defined as before. Therefore, it is sufficient to prove that (ζ
∗
t )t≥0 is the
unique solution to this martingale problem. Since G′′ is the infinitesimal generator of ζ∗ restricted
to the domain D∗∗, it is dissipative and there is λ > 0 such that R(λ − G′′) = D(G′′) = D∗∗.
Thus, by theorem 4.4.1 in [9], we need only to show that D∗∗ is measure-determining. But D∗∗ ⊂
C¯(S × R+) and the algebra D
∗∗ separates points. The latter follows from the fact that both D(G)
and C1c ([0,∞),R+) separate points. Hence by Theorem 3.4.5 [9] D
∗∗ is measure-determining. This
finishes the proof.
In fact, we can see that the uniqueness of one-dimensional distributions of solutions of a mar-
tingale problem (G,D,P0) guarantees the uniqueness of the finite-dimensional distributions which,
in turn, implies uniqueness of the martingale problem. Another important fact about martingale
formulation is that any unique solution of a martingale problem (G,D,P0) is strongly Markovian.
The following is a restatement of Theorem 4.4.2 and Corollary 4.4.3 (Ethier and Kurtz 1986 [9]) in
the case of time-inhomogeneous martingale problems.
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Proposition 1.3. Let S be a separable metric space, and let G : R+ × B(S) → B(S) be a time-
dependent linear operator. If the one-dimensional distributions of any two possible solutions ζ(1) and
ζ(2) of the martingale problem (G,D,P0) (with sample paths in C([0,∞), S), respectively) coincide,
i.e. if
P(ζ(1)(t) ∈ A) = P(ζ(2)(t) ∈ A) (12)
for any t ≥ 0 and A ∈ B(S), then the martingale problem (G,D,P0) has at most one solution
(with sample paths in C([0,∞), S), respectively). In the case of existence, the solution is a Markov
process. In addition to the above assumptions, if G is a linear time-dependent operator satisfying
G : R+ × C¯(S)→ B(S), then in the case of existence, the unique solution of (G,D,P0), namely ζ,
is strongly Markov, i.e. for any a.s. finite stopping time τ (with respect to the canonical filtration
of ζ, namely {Fζt }t∈R+)
EPζ−1 [f(ζ(τ + t)|F
ζ
τ ] = EPζ−1 [f(ζ(τ + t)|ζ(τ)] (13)
Proof. The same argument as the one used in the proof of Theorem 4.4.2 and Corollary 4.4.3 (Ethier
and Kurtz 1986 [9]) (in homogeneous martingale problem case) proves the proposition.
To have the uniqueness for a time-inhomogeneous martingale problem (G,D,P0), it is necessary
and sufficient that the one-dimensional distributions of any two possible solutions of the martingale
problem coincide. The uniqueness of the one-dimensional distributions concludes that every solution
is a Markov process, and, hence, it implies the uniqueness of time-dependent semigroups of two
solutions. For general theory of martingale problems one can see [?, 9, 2].
In the next subsection we develop the martingale problems with stochastic operator-valued
processes.
1.3 Quenched martingale problem in random environment and stochas-
tic operator process
As we restrict our attention to population dynamics in random time-varying environments (i.e.
fitness processes), we are dealing with the Markov processes which are not only inhomogeneous in
time but also their generators are random. Therefore, the idea of martingale problem should be
extended in order to identify time-inhomogeneous Markov processes in random environments. We
first describe what we mean by a stochastic process in a random environment.
Definition 4. Let S′ be a Polish space and let {ζx}x∈S′ be a family of S-valued measurable stochas-
tic processes with laws {Px}x∈S′ all defined on the Borel probability space (Ω,P,F) and with sample
paths in DS[0,∞) a.s.. As the supports of all {P
x}x∈S′ are in DS [0,∞), we regard these measures
as the elements of P(DS [0,∞)). Suppose the map x 7→ P
x(B) is measurable for any Borel measur-
able subset B contained in DS [0,∞). Let X : Ω → S
′ be Borel measurable, i.e. X is an S′-valued
random variable. The mapping ζX : ω 7→ ζX(ω)(ω) is called an S-valued stochastic (annealed)
process in random environment X with law P which is the average over all Px, i.e.
P(.) =
∫
Ω
Px(.)Penv(dx) (14)
where Penv = X ∗ P = PX−1 is the law of X. Recall that X ∗ P is the push-forward measure of
P under the random variable X. For any x ∈ S′, ζx is called the quenched process with the given
environment x. As P ∈ P(DS[0,∞)) , the annealed process has sample paths in DS [0,∞).
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The fact that the quenched processes are Markov does not guarantee that the annealed process
is Markov. Also, ζX need not to be Markov when, for Penv-a.e. x ∈ S′, ζx is Markov but X is not
so.
We can consider a stochastic process in r.e. from the perspective of its generator which is a
random time-varying generator. This hints us to think of the process by keeping the information
of random variations for its generator. The following develops this concept.
Definition 5. Consider a Banach space L with a linear subset D ⊂ L (i.e. D is closed under
vector addition and scalar multiplication) and denote by L (D, L) the set of all bounded linear
operators with domain D on L, equipped with the operator norm. By a linear operator process
on L with the domain D ⊂ L we mean an L (D, L)-valued stochastic process, i.e. a mapping
G : Ω × R+ → L (D, L) such that G(., t) is a measurable function for any t ∈ R+ and G(ω, t)
is a bounded linear operator on L with domain D for any t ∈ R+ and ω ∈ Ω. A measurable
linear operator process G is a linear operator process for which G is a measurable function. We,
interchangeably, denote G either as above, or as a function from Ω × R+ × D to L, i.e. for any
f ∈ D we set G(ω, t, f) = G(ω, t)f . Also, by (Gt)t≥0 we denote a general linear operator process.
As we deal with only linear operators, we call the process defined above an ”operator process”.
Definition 6. For an S′-valued random variable X : Ω → S′, we say an operator process G :
Ω × R+ → L (D, L) is consistent with X (or with its law PX
−1 ∈ P(S′)) if for any t ∈ R+ the
function G(., t) is constant on every measurable pre-image X−1(x) for x ∈ supp(PX−1). In this
case we set G(X−1(x), s) := G(ω, s) for an arbitrary ω ∈ X−1(x).
Let S′ be a Polish space and D be a linear subspace of B(S). Let a probability measure
P
env ∈ P(S′) be the distribution of an S′-valued random variable X : Ω → S′, i.e. Penv = PX−1.
Consider the operator process G : Ω× R+ × D → B(S) which is consistent with X . We identify a
time-inhomogeneous martingale problem in random environment (r.e.), or a quenched martingale
problem in r.e. X , with a quadruple (G,D,P0,P
env) where P0 : S
′ → P(S) is measurable. From
now on, when we speak of a quenched martingale problem (G,D,P0,P
env), we automatically assume
that G is consistent with Penv.
Definition 7. (Quenched martingale problem in r.e.) Let X be an S′-valued random variable with
law Penv. An S-valued stochastic process in r.e. X, namely ζX , with the family of quenched laws
{Px}x∈S′ and initial distributions {P0(x)}x∈S′ is said to be a solution of the quenched martingale
problem (G,D,P0,P
env) if for any f ∈ D
f(ζxt )−
t∫
0
Gx(s)f(ζ
x
s )ds (15)
is a Px-martingale with respect to the canonical filtration, for Penv-almost all x ∈ S′, where
Gx(s) = G(X
−1(x), s) (16)
In this case, we also say {Px}x∈S′ is a solution to the quenched martingale problem. We say
{Px}x∈S′ is a general solution to the martingale problem, if there exists U ∈ B(S
′) with Penv(U) > 0
such that for any x ∈ U the support of Px is not in DS [0,∞). We say the martingale problem is
well-posed if there is a unique ζX solution with these properties (general solutions are not considered
in the definition of uniqueness), i.e. there exists a unique (Penv-a.s. uniquely determined) family
{Px}x∈S′ satisfying the above conditions.
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Remark 1.4. In fact, each quenched martingale problem in r.e. (G,D,P0,P
env), Penv-a.s. uniquely
determines an S′-indexed family of time-inhomogeneous martingale problems {(Gx,D,P0(x))}x∈S′
along with the environment probability measure Penv, and vice versa. The problems of existence
and uniqueness of the first are equivalent to the problems of existence and uniqueness of the second
family Penv-a.s..
Another process drawing our attention is a joint stochastic process and its environment.
Definition 8. Suppose ζX be as defined in Definition 4, i.e. a stochastic process in random envi-
ronment X, with an extra assumption S′ = DE[0,∞) for a Polish space E. The random variable X
can be regarded as an E-valued stochastic process with sample paths in S′. For t ∈ R+ and ω ∈ Ω,
define the joint S × E-valued stochastic process by ζt(ω) = (ζ
X(ω)
t (ω), Xt(ω)) and call it the joint
annealed-environment process. In fact for each ω ∈ Ω, ζ(ω) gives a trajectory of environment and
a trajectory of the process in that environment.
Having the law of the joint process ζ, how can we retrieve the law of ζX? Let P∗ be the law of
ζ and Penv be the law of X . Since S and S′ are Polish, by disintegration theorem, there exists a
unique family of probability measures {P∗x}x∈S′ ⊂ P(DS[0,∞) × S
′) (unique w.r.t. Penv, that is
for any such family {P∗∗x}x∈S′ , P
env({x ∈ S′ : P∗x = P∗∗x}) = 1) satisfying
(i) The map x 7→ P∗x(B) is Borel measurable for any Borel measurable set B ⊂ DS [0,∞)× S
′.
(ii) P∗x((DS [0,∞)× S
′) \ Yx) = 0 for P
env-almost all x ∈ S′ where Yx := {(s, x)}s∈DS [0,∞).
(iii) For any Borel measurable subset B of DS[0,∞)× S
′ we have
P∗(B) =
∫
S′
P∗x(B)Penv(dx). (17)
Then, for Penv-a.e. x ∈ S′, Px will be the push-forward measure of P∗x under the measurable
projection from DS [0,∞)×S
′ onto DS [0,∞). We also can observe that the annealed measure P is
the push-forward measure of P∗ under the projection from DS [0,∞)×S
′ onto DS [0,∞), and it can
gives another way to construct quenched measures, as they are in fact conditional measures of P
and can be derived by disintegration theorem for P and Penv. The following diagram summarizes
the relations of these measures.
P∗
push−forward
−−−−−−−−−−→ P
↓ ↓
{P∗x}x∈S′
push−forward
−−−−−−−−−−→ {Px}x∈S′
(18)
2 Moran and Fleming-Viot processes in random environ-
ments: Martingale characterization
In this section, first, we identify the Moran process in r.e. as a quenched martingale problem
and prove its wellposedness, and then we define the generator of the Fleming-Viot (FV) process
in r.e. and the quenched martingale problem for it as well. Also, in this section, we state some
main results of this paper for Moran and FV processes in r.e.. This includes the wellposedness
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of the quenched martingale problem for the FV process in r.e., some properties of this process
such as continuity of the sample paths almost surely, and the weak convergence of the quenched
(and annealed) measure-valued Moran processes to the quenched (and annealed) FV process, when
the environments of the first (fitness processes) converge to that of the second. Also, under the
assumption of existence of a parent-independent component of the mutation process and certain
assumptions for the environment process, we state an ergodic theorem for the annealed-environment
process. The proofs of the main theorems will come in sections 6, 7, and 8.
Throughout this paper we assume that I is a compact metric space, called type space. Any
element of I is called a type or allele. We also assume that E ⊂ C(I, [0, 1]) is compact. A fitness
function (or selection intensity function) is a Borel measurable function from I to [0, 1]. In this
paper, we assume that fitness functions are in C(I, [0, 1]).
Definition 9. A fitness process is an E-valued measurable stochastic process defined on (Ω,P,F)
with sample paths in DE [0,∞). When the fitness process is Markov, we call it Markov fitness.
Remark 2.1. Restricting the fitness processes to have sample paths in DE[0,∞) is an essential as-
sumption to guarantee the generators of Moran and Fleming-Viot processes in random environments
exist for a suitable set of functions.
Let e be a fitness process. As E is a compact space and therefore separable, e can be regarded as
a DE [0,∞)-valued random variable defined on (Ω,P,F), that is e : Ω→ DE [0,∞) be a measurable
map. We denote by
P
env = Penv,e := e ∗ P = Pe−1 ∈ P(DE [0,∞)) (19)
the distribution of e. For simplicity of notation, we let et = e(t) for a fitness process e. We frequently
denote by e = (et)t≥0 a fitness process and by e˜ ∈ DE [0,∞) a trajectory of e. Also, we denote by
eˆ ∈ E a fitness function. We emphasise that, in the sequel, a fitness process e is regarded as both
an E-valued measurable stochastic process with sample paths in DE[0,∞) and a DE [0,∞)-valued
random variable with the law Penv. We assume that the possible times of selection occur with rate
α/N independently for every individual, and at a possible time t of selection for individual i ≤ N ,
a selective event occurs with probability et(Y
N,e
i (t)). Recall that Y
N,e
i (t) is the type of individual i
at time t, in the particle Moran process in random environment (PMRE) with N individuals. For
the results in this paper we assume that the fitness process is either a general E-valued stochastic
process or a Markov process. We continue this section with identifying the Moran process in r.e.
(MRE) as a solution of a quenched martingale problem in r.e..
2.1 Moran process in random environments
By a Moran process we think of the measure-valued Moran process with resampling, mutation and
selection with a compact type space I and an E-valued fitness process as constructed in introduction
in detail. Recall that E is compact in this paper. For N ∈ N, let PN (S) be the set of all purely
atomic probability measures in P(S) with at most N atoms such that Nm(.) is a counting measure.
In other words, PN (S) is the image of IN under the map
(a1, ..., aN ) 7→
1
N
N∑
i=1
δai (20)
from IN to P(S) where δa is the delta measure with support {a} ⊂ S. An element of P
N (S) is
called an empirical measure on S (with at most N atoms). In this section we assume that the
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number of individuals N ≥ 1 is fixed. With N individuals and type space I, let (µeN (t))t∈R+
be a measure-valued (PN (I)-valued) Moran process with fitness process e whose law is given by
P
env = Penv,e ∈ P(DE [0,∞)) and let α/N, β, γ/2 > 0 be the selection, mutation, and resampling
rates, respectively. We assume that the fitness process e evolves between jumps and is independent
of the Poisson times of jumps (for resampling, mutation and selection), the initial distribution, and
also of the mutation kernel, i.e. it is independent of the outcome of a mutation event that occurs
on type a for every a ∈ I. Let q(x, dy) be a stochastic kernel for the mutation process on the state
space I, that is the type of the offspring of an individual with type (allele) x after a mutation event
follows the transition function q(x, dy). As q(x, dy) can either depend on x or not, it is always
possible to write the mutation kernel as
βq(x, dy) = β′q′(dy) + β′′q′′(x, dy) (21)
for β′, β′′ ≥ 0 s.t. β′ + β′′ = β > 0. The first term in the right hand side of equation (21) is
called parent-independent component of the mutation event. When there is no ambiguity in the
notation and the fitness process is known, we drop the superscript e and denote MRE with the
fitness function e by µN . Also we denote by µ
e˜
N the quenched Moran process with the deterministic
fitness process e˜ ∈ DE [0,∞).
To study µN as a quenched martingale problem in r.e. e, we need to determine a convenient set
of functions as the domain of its generator. We use the following domain for the generator of µN
which has been used by several authors as a domain for the generator of the classic measure-valued
Moran process. For an empirical measure m ∈ PN(I), let m(N) ∈ P(IN ) be the N times sampling
measure without replacement from m, i.e. letting da = d(a1, ..., aN)
m(N)(da) = m(da1)×
Nm− δa1
N − 1
(da2)× ...×
Nm−
∑N−1
i=1 δai
1
(daN ) (22)
Let F˜N be the algebra generated by all functions Φ˜
f
N : P
N(I)→ R for f ∈ C(IN) with
Φ˜fN (m) =< m
(N), f >=
∫
IN
fdm(N). (23)
Note that C¯(I) = C(I), C¯(IN ) = C(IN), C¯(P(I)) = C(P(I)) and C¯(PN (I)) = C(PN (I)), since I
and therefore P(I) and PN(I) are compact. Also note that any function in F˜N is a restriction of a
function in C(P(I)).
Proposition 2.2. For any N ∈ N, the algebra F˜N separates points, and hence is measure and
convergence-determining on C¯(PN (I)). Also F˜N vanishes nowhere.
Proof. Let m1,m2 ∈ P
N(I) such that m1 6= m2. Let R := supp(m1) ∩ supp(m2). There exists
a ∈ R such that m1(a) 6= m2(a). Since |R| ≤ 2N , there exists r > 0 such that the ball radius r
centred at a (w.r.t. the metric of I), namely B(a, r), excludes all the points of R except a. It is
clear that there exists a function f ∈ C(I) with f(a) = 1 that vanishes outside of B(a, r). Consider
f˜ ∈ C(IN ) which depends only on the first variable in IN and defined by f˜(x1, x2, ..., x3) = f(x1).
Then
< m
(N)
1 , f˜ >=< m1, f >= m1(a) 6= m2(a) =< m2, f >=< m
(N)
2 , f˜ > . (24)
Also, F˜N vanishes nowhere, since the constant function 1 ∈ C(I
N ) and for any m ∈ PN(I), <
m, 1 >= 1 6= 0.
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Remark 2.3. Alternatively, the latter proposition can be proved by showing that F˜N strongly sep-
arates points. For the definition see [9], Section 3.4.
It is straightforward to see that the generator of the MRE with fitness process e on F˜N is the
operator process G˜N : Ω× R+ × F˜N → F˜N consistent with the environment process e given by
G˜N = G˜N,e :=
G˜res,N,e + G˜mut,N,e + G˜sel,N,e
(25)
where G˜res,N,e and G˜mut,N,e, i.e. the resampling and mutation generators, are linear operators from
F˜N to F˜N , and G˜
sel,N,e, the selection generator, is an operator process consistent with e. We usually
drop the superscript e, if there is no risk of ambiguity. To be more explicit, let
I¯k = (
∞⋃
n=k
In) ∪ IN (26)
for k ∈ N. For the resampling generator, we have
G˜res,N Φ˜fN (m) =
γ
2
N∑
i,j=1
< m(N), f ◦ σij − f > (27)
where σij : I¯i∨j → I¯i∨j is a map replacing the j-th component of x ∈ I¯i∨j with the i-th one (i∨ j =
max{i, j}). In other words, defining another map σyj : I¯j → I¯j for j ∈ N and y ∈ I with σ
y
j (x) :=
(x1, ..., xj−1, y, xj+1, ..., xn) if j ≤ n and x = (x1, ..., xn), and with σ
y
j (x) := (x1, ..., xj−1, y, xj+1, ...)
if x = (x1, x2, ...), we have σij(x) = σ
xi
j (the reason to define these functions to be so general is to
use them later for Fleming-Viot processes).
For mutation, we have
G˜mut,N Φ˜fN (m) = β
N∑
i=1
< m(N), Bif − f >
= β′
N∑
i=1
< m(N), B′if − f > +β
′′
N∑
i=1
< m(N), B′′i f − f >, (28)
where
Bi, B
′
i, B
′′
i : C(I
N) ∪ (
⋃
n≥i
C(In))→ C(IN) ∪ (
⋃
n≥i
C(In)) (29)
are bounded linear operators defined by
Bif(x) =
∫
I
f ◦ σyi (x)q(xi, dy), (30)
B′if(x) = B
′
if(x) :=
∫
I
f ◦ σyi (x)q
′(dy), (31)
B′′i f(x) = B
′′
i f(x) :=
∫
I
f ◦ σyi (x)q
′′(xi, dy). (32)
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Note that Bi, B
′
i, B
′′
i leaves C(I
N) and, for any n ∈ N, C(In) invariant.
To have a generator process consistent with e we first need to specify the time-dependent
generator of µ˜e˜N for any given (quenched) environment e˜. For any t ≥ 0, let
e˜i(t)(x) := e˜(t)(xi) (33)
and, for x ∈ IN and s ≥ 0, define
−→e t,t+si (x) :=
t+s∫
t
e˜i(r)(x)P
∗
t,t+s(dr), (34)
where P ∗t,t+s is the distribution of the position of a Poisson point in the interval [t, t+s], conditioned
to have exactly one Poisson point in the interval. Then the generator process for the selection is
G˜sel,Ne˜ (t)Φ˜
f
N (m) =
lim
s→0
1
s
( α
N
s
N∑
i,j=1
< m(N),−→e t,t+si f ◦ σij > +
α
N
s
N∑
i,j=1
< m(N), (1−−→e t,t+si )f >
+(1− α
N
s)
N∑
i,j=1
< m(N), f > −
N∑
i,j=1
< m(N), f >)
= lim
s→0
1
s
( α
N
s
N∑
i,j=1
< m(N),−→e t,t+si f ◦ σij −
−→e t,t+si f >).
(35)
But e˜ ∈ DE [0,∞) is right-continuous (has a right limit), and hence so is e˜i for any i ≤ N . Therefore
for any x ∈ IN
inf
t≤r≤t+s
e˜i(r) ≤
−→e t,t+si (x) ≤ sup
t≤r≤t+s
e˜i(r), (36)
and hence
−→e t,t+si (x)→ e˜i(t)(x) (37)
as s → 0, and furthermore −→e t,t+si → e˜i(t) in the sup-norm topology. This concludes that the
generator process for the selection, G˜sel,Ne˜ : R+ × F˜N → F˜N , is given by
G˜sel,Ne˜ (t)Φ˜
f
N (m) =
α
N
N∑
i,j=1
< m(N), e˜i(t)(f ◦ σ
N
i,j − f) > . (38)
For simplicity, similarly to the Definition 6, we denote
G˜sel,N (e−1(e˜), t) := G˜sel,Ne˜ (t). (39)
Therefore, the selection generator process is the operator process G˜sel,N = (G˜sel,Nt )t≥0 or
G˜sel,N : Ω× R+ × F˜N → F˜N (40)
that G˜sel,N (ω, t) is a linear operator from F˜N to F˜N , defined by
G˜sel,N (ω, t) = G˜sel,N (e−1(e˜), t) (41)
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for any ω ∈ e−1(e˜) and any e˜ in the range of e. Note that the value of G˜sel,N (ω, t) for ω ∈ e−1(e˜)
with e˜ out of range of e is not important and, actually, it can be any linear operator on F˜N .
Equivalently,
G˜sel,N (ω, t)Φ˜fN (m) =
α
N
N∑
i,j=1
< m(N), ei(ω, t)(f ◦ σ
N
i,j − f) >, (42)
where
ei(ω, t)(x) := e(ω, t, xi) = G˜
sel,N (e−1(e˜), t). (43)
Note that, in order to ensure G˜sel,Ne˜ (t) : F˜N → F˜N , e˜(t) must be in C(I, [0, 1]). In fact we have
assumed more, i.e. e˜ ∈ DE [0,∞) (recall E ⊂ C(I, [0, 1])). The (quenched) linear generator of the
Moran process with a deterministic fitness process e˜ ∈ DE [0,∞), namely G˜e˜ : R+ × F˜N → F˜N , is
given by
G˜Ne˜ := G˜
res,N + G˜mut,N + G˜sel,Ne˜ . (44)
Proposition 2.4. Let P˜
N
0 : DE [0,∞) → P(P
N(I)) be measurable and G˜N be as defined above.
The (G˜N , F˜N , P˜
N
0 ,P
env)-martingale problem is well-posed, and µeN is identified as the solution of
this martingale problem.
Proof. The existence has been shown by construction. Note that the constructed quenched solutions
µe˜N , for every e˜ ∈ DE [0,∞), is also Markov. It suffices to prove that, for any e˜ ∈ DE [0,∞), the
time-inhomogeneous martingale problem (G˜Ne˜ , F˜N , P˜
N
0 (e˜)) is well-posed . But this follows from
Lemma 1.1 and the fact that the algebra F˜N separates points.
Remark 2.5. The latter proposition can also be proved using the duality method in the same way
that we show the uniqueness of the quenched martingale problem for Fleming-Viot process in r.e..
See sections 3 and 4.
2.2 Fleming-Viot process in random envirnoments
Identifying MRE as a solution of a well-posed quenched martingale problem, we prove that the
FVRE process arises as the weak limit (in DP(I)[0,∞)) of MRE processes with N individuals as
N → ∞. In fact, we prove the following stronger weak convergence. For a sequence of fitness
processes eN converging weakly to a fitness process e, in DE[0,∞), FVRE process with the fitness
process e, namely µe, arises as the weak limit of MRE processes µeNN in DP(I)[0,∞). The first step
to prove this kind of theorems is to introduce the FVRE martingale problem. Here we set up the
quenched martingale problem for FVRE.
Let Bn(I
N), Cn(I
N), and Ckn(I
N) be the subsets of B(IN), C(IN), and Ck(IN), respectively, de-
pending on the first n variables of IN.
Definition 10. For f ∈ Bn(I
N), a polynomial is a function
Φ˜f = Φ˜ : P(I)→ R (45)
defined by
Φ˜f (m) :=< m⊗N, f > for m ∈ P(I), (46)
where m⊗N is the N-fold product measure of m. The smallest number n for which (46) holds is
called the degree of Φ˜f .
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Let
F˜
k = {Φ˜f : f ∈ C¯kn(I
N) for some n ∈ N} (47)
for k ∈ N ∪ {0,∞}, and let F˜ = F˜0.
Proposition 2.6. For k ∈ N ∪ {0,∞}, F˜k is an algebra of functions that separates points and
vanishes nowhere, therefore it is measure and convergence-determining.
Proof. To show that F˜k is an algebra of functions for every k ∈ N ∪ {0,∞}, observe that for
Φf ,Φg ∈ F˜k with degree n1 and n2, respectively, we have
Φf +Φg = Φf+g ∈ F˜k (48)
where f + g ∈ Cn(I
N), for n = max{n1, n2}. Also
ΦfΦg = Φf.(g◦τn1 ) ∈ F˜k, (49)
where τk : I
N → IN is the translation operator on IN defined by τr(a1, a2, ...) = (ar+1, ar+2, ...)
for r ∈ N. Note that being convergence-determining and measure-determining are equivalent for
F˜k ⊂ C(P(I)), by Lemma 3.4.3 [9]. Thus, by Theorem 3.4.5 [9], it suffices to show that F˜k separates
points. The latter follows from the fact that for any m1,m2 ∈ P(I), there exists f ∈ C
k
1 (I
N), for
k ∈ N ∪ {0,∞}, such that
Φf (m1) =< m1, f > 6=< m2, f >= Φ
f (m2). (50)
Also 1 ∈ Ck0 (I
N), and for any m ∈ P(I), we have 1 =< m, 1 > 6= 0. This proves the proposition.
Remark 2.7. F˜ is dense in C(P(I)) in the topology of uniform convergence on compact sets.
We are ready to define the generator of FVRE and state the quenched martingale problem in
r.e. for it. For n ∈ N and f ∈ Cn(I
N), let Φ˜f be a polynomial. The generator of the FVRE with a
fitness process e is the operator process
G˜e : Ω× R+ × F˜→ F˜ (51)
also denoted by G˜ = (G˜t)t≥0, defined as
G˜e = G˜res + G˜mut + G˜sel,e, (52)
where the first and the second terms on the right hand side are the linear operators corresponding
to resampling and mutation (generators) from F˜ to F˜, and the third one is an operator process
serving as the selection generator. Usually, we drop the superscript e, when there is no risk of
confusion. For Φ˜f ∈ F˜, m ∈ P(I) and x = (x1, x2, ...), the operator process is defined as follows.
The resampling generator is defined by
G˜resΦ˜f (m) =
γ
2
n∑
i,j=1
< m⊗N, f ◦ σi,j − f > . (53)
For mutation, put
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G˜mutΦ˜f (m) = β
n∑
i=1
< m⊗N, Bif − f >
= β′
n∑
i=1
< m⊗N, B
′
if − f > +β
′′
n∑
i=1
< m⊗N, B
′′
i f − f > (54)
Recall that
Bif(x) =
∫
I
f ◦ σyi (x)q(xi, dy) (55)
B′if(x) =
∫
I
f ◦ σyi (x)q
′(dy) (56)
B′′i f(x) =
∫
I
f ◦ σyi (x)q
′′(xi, dy). (57)
For the selection generator, define the following operator process
G˜sel : Ω× R+ × F˜→ F˜ (58)
consistent with e such that G˜sel(ω, t) is defined to be a linear operator from F˜ to F˜ as
G˜sel(ω, t)Φ˜f (m) = α
n∑
i=1
< m⊗N, ei(ω, t)f − en+1(ω, t)f > . (59)
Recall that ei(ω, t)(x) = e(ω, t, xi) and e˜i(t)(x) = e˜(t)(xi) for a given trajectory e˜ ∈ DE [0,∞).
Then as denoted in Definitions 6 and 7, we have
G˜sele˜ (t)Φ˜
f (m) = G˜sel(e−1(e˜), t)Φ˜f (m) = α
n∑
i=1
< m⊗N, e˜i(t)f − e˜n+1(t)f > . (60)
Also, for a given trajectory e˜ ∈ DE [0,∞), let G˜e˜ = G˜
e
e˜ : R+ × F˜→ F˜ be defined by
G˜e˜ := G˜
res + G˜mut + G˜sele˜ . (61)
The following theorems state the wellposedness of FVRE martingale problem and identify the limit
of the measure-valued Moran processes in r.e. as the unique solution of a quenched martingale
problem in r.e..
Theorem 2.8. Let e be a fitness process and let P˜0 : DE[0,∞) → P(P(I)) be measurable, and
P
env,e ∈ P(DE[0.∞)). The (G˜
e, F˜, P˜0,P
env,e)-martingale problem is well-posed. Furthermore, the
unique solution is a strong Markov process.
Definition 11. Let e be an E-valued stochastic process with sample paths in DE [0,∞) and law P
env.
The unique P(I)-valued process which is the solution of the martingale problem (G˜e, F˜, P˜0,P
env,e),
denoted by µe, is called Fleming-Viot process in r.e. e (FV RE). When there is no risk of ambiguity,
we drop e from the superscripts. For a given trajectory of e, namely e˜ picked by Penv, µe˜ represents
the quenched FV process with the deterministic (fixed) environment e˜.
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Recall that we frequently denote by e, eN stochastic fitness processes, and by e˜ a fixed time-
dependent fitness function (an element of DE [0,∞)). Also note that measurable functions P˜0 :
DE [0,∞) → P(P(I)) and P˜
N
0 : DE [0,∞) → P(P
N (I)), for N ∈ N, are initial distributions of
FVRE and MRE, respectively. Also, in the following, we assume
P
env = Penv,e ∈ P(DE [0,∞))
P
env,N = Penv,eN ∈ P(DE [0,∞))
(62)
are the laws of fitness processes e and eN , for N ∈ N, respectively. We usually use the en-
vironment e for FVRE and eN for MRE with N individuals and assume eN converges to e in
Skororkhod topology. In particular, let µeNN be the unique solution to the quenched martingale
(G˜N,eN , F˜N , P˜
N
0 ,P
env,N ) = (G˜N , F˜N , P˜
N
0 ,P
env,N ) and µe be the unique solution to (G˜e, F˜ , P˜0,P
env) =
(G˜, F˜ , P˜0,P
env).
Theorem 2.9. Let e be a fitness process and P be the law of µe with the family of quenched
measures {Pe˜}e˜∈DE [0,∞) for {µ
e˜}e˜∈DE [0,∞). Then for P
env-a.e. e˜ ∈ DE[0,∞), the process µ
e˜ has
continuous sample paths (in C([0,∞),P(I))) Pe˜-a.s., that is
P
env(e˜ ∈ DE [0,∞) : P
e˜(t 7→ µe˜(t) is continuous) = 1) = 1. (63)
Therefore,
P(t 7→ µe(t) is continuous) = 1. (64)
Theorem 2.10. Suppose P˜0 and P˜
N
0 are continuous, for any N ∈ N.
(i) Let e˜N , e˜ ∈ DE [0,∞), for N ∈ N, such that e˜N → e˜ in DE [0,∞). Then
a) If P˜
N
0 (e˜N )→ P˜0(e˜) in P(P(I)), as N →∞, then µ
e˜N
N ⇒ µ
e˜ in DP(I)[0,∞), as N →∞.
b) For M ∈ N,
µe˜NM ⇒ µ
e˜
M as N →∞ (65)
in DPM (I)[0,∞).
c) µe˜N ⇒ µe˜ in DP(I)[0,∞), as N →∞.
(ii) Let e and {eN}N∈N be fitness processes (not necessarily Markov) such that eN → e in DE [0,∞)
a.s., as N →∞. Then
a) If P˜
N
0 (eN )→ P˜0(e) in P(P(I)), as N →∞, a.s. then
µeNN ⇒ µ
e (66)
in DP(I)[0,∞), as N →∞.
b) For M ∈ N,
µeNM ⇒ µ
e
M (67)
in DPM (I)[0,∞), as N →∞.
c) µeN ⇒ µe in DP(I)[0,∞), as N →∞.
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Remark 2.11. We summarize the convergence theorem in the following diagram. If eM → e, as
M →∞, a.s. in DE [0,∞), then
µeMN ⇒ µ
eM
⇓ ⇒ ⇓
µeN ⇒ µ
e
(68)
as M →∞ and N →∞, appropriately.
Definition 12. We say an S-valued Markov process Z is weakly ergodic if there exists m ∈ P(S)
such that for every initial distribution of Z
lim
t→∞
∫
Ω
f(Zt(ω))dP =< m, f >, f ∈ C¯(S). (69)
In other words, letting {TZt } be the semigroup of Z on C¯(S), there exists m ∈ P(S) such that
lim
t→∞
TZt f(x) =< m, f > (70)
for any x ∈ S and f ∈ C¯(S).
Theorem 2.12. Suppose there exists a parent-independent component in the mutation process, i.e.
β′ > 0, and let e either be a stationary fitness process (not necessarily Markov) or a weakly ergodic
Markov fitness with semigroup {T envt } such that T
env
t : C(E) → C(E) for any t ≥ 0 . Then the
following statement holds.
(i) There exists a P(I)-valued random variable µe(∞) such that
µe(t)⇒ µe(∞) (71)
as t→∞, in P(I).
(ii) By assumption on weak ergodicity of e, there exists an E-valued random variable e(∞) such
that the annealed-environment process converges weakly, that is
(µe(t), e(t))⇒ (µe(∞), e(∞)) (72)
as t→∞, in P(I)× E, and the law of (µe(∞), e(∞)) is the unique invariant distribution of
(µe(t), e(t))t≥0.
The strategy to prove these theorems for the annealed processes µe and µeNN is to prove them for
quenched processes (processes with fixed environments), first, and then integrating over the elements
of DE [0,∞) we get the result for the annealed process. As each quenched (fixed) environment is a
deterministic process and thus Markov, one can characterize the quenched processes as a quenched
martingale problem in r.e. regardless of having Markovian property for the environments. This
is one important advantage of this method. The technique that we apply is the combination of
martingale problem and duality method. As the fitness process and hence the quenched generators
depend on time, the dual process also must do so. Therefore, we need to understand the behaviour of
the time-dependent dual process. The next section prepares some generalities about dual processes
for time-inhomogeneous Markov processes.
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3 Duality method for stochastic processes in random envi-
ronments
One application of the duality method for martingale problems is to transform the uniqueness
problem into the existence problem. Furthermore, in many cases, studying the dual is relatively
simpler than studying the main Markov process. This gives more information about the main
process which is harder to study directly. Duality method has been developed for many time-
homogeneous Martingale problems. In this section, we extend the method of duality for time-
inhomogeneous and quenched martingale problems, and generalize the notion of time-dependent
Feynman-Kac duals, namely we study general duals in which an exponential term appears. In
fact, some important aspects of duality relation only appears for time-inhomogeneous martingale
problems. Roughly speaking, the evolution of the dual is backward in time with respect to the main
Markov process. In practice, we usually cannot avoid appearance of Feynman-Kac term in dual
processes. However, in the case of Fleming-Viot process when the fitness process is bounded, one
can give duals in which there is no exponential term. In fact, when the fitness function (process) is
unbounded, the existence of Feynman-Kac term is unavoidable.
In this section we assume that S′ and S1 are Polish metric spaces, S2 is a separable metric space,
and Penv is the law of the environment X : Ω → S′ which is an S′-valued random variable. Let
Di ⊂ B(Si) for i = 1, 2. We assume G
i,t : R+ ×Di → B(Si) to be time-dependent linear operators,
for i = 1, 2, and let mi0 ∈ P(Si). Also, we assume, for i = 1, 2 and for any real number t ≥ 0,
Gi,t : Ω × R+ × Di → B(Si) are operator processes with domain Di, and P
i
0 : S
′ → P(Si) are
measurable. Let f ∈ B(S1 × S2) be such that f(., v) ∈ D1 and f(u, .) ∈ D2 for any v ∈ S2 and
u ∈ S1. Let g : R+ × S2 → R be a Borel measurable function. We start with the definition of
duality for two families of time-inhomogeneous problems.
Two families of time-dependent martingale problems G ∗1 = {(G1,t,D1,m
1
0)}t∈R+ and G
∗2 =
{(G2,t,D2,m
2
0)}t∈R+ are said to be dual with respect to (f, g), if for each family of solutions {ζ
t}t∈R+
to the martingale problem G ∗1, with respective laws {m1,t}t∈R+ , and each family of solutions
{ξt}t∈R+ to the martingale problem G
∗2, with respective laws {m2,t}t∈R+ , we have
∫
S1
Em2,t [|f(u, ξ
t(t))| exp{
t∫
0
g(s, ξt(s))ds}]m10(du)] <∞ (73)
for any t ∈ R+, and
∫
S2
Em1,t [f(ζ
t(t), v)]m20(dv) =
∫
S1
Em2,t [f(u, ξ
t(t)) exp{
t∫
0
g(s, ξt(s))ds}]m10(du). (74)
We extend this idea to two families of quenched martingale problems in random environment.
Let M i(x) ⊂ P(Si) be a collection of measures on Si, for any x ∈ S
′ and i = 1, 2. Set
M i := {Pi0 ∈ B(S
′,P(Si)) : ∀x ∈ S
′, Pi0(x) ∈M
i(x)}, (75)
where B(S′,P(Si)) is the set of all Borel measurable functions from S
′ to P(Si) for i = 1, 2.
Two families of quenched martingale problems in r.e. X , namely
G
1 = G 1(M1) := {(G1,t,D1,P0,P
env)}(t,P0)∈R+×M1
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and
G
2 = G 2(M2) := {(G2,t,D2,Q0,P
env)}(t,Q0)∈R+×M2 ,
are said to be (strongly) dual with respect to (f, g), if for each family of solutions {ζt,P0,X}(t,P0)∈R+×M1
to G 1, where each solution ζt,P0,X has the family of quenched laws {Pt,P0,x}x∈S′, and for each fam-
ily of solutions {ξt,Q0,X}(t,Q0)∈R+×M2 to G
2, where each solution ξt,Q0,X has the family of quenched
laws {Qt,Q0,x}x∈S′, we have:
EPenv [
∫
S1
EQt,Q0,X [|f(u, ξ
t,Q0,X(t))| exp{
t∫
0
g(s, ξt,Q0,X(s))ds}]P0(X)(du)] <∞ (76)
for any t ∈ R+, P0 ∈ M
1, Q0 ∈ M
2 (Recall Pt,P0,X : ω 7→ Pt,P0,X(ω) and Qt,Q0,X : ω 7→
Qt,Q0,X(ω)), and for Penv-a.e. x
∫
S2
EPt,P0,x [f(ζ
t,P0,x(t), v)]Q0(x)(dv) =
∫
S1
EQt,Q0,x [f(u, ξ
t,Q0,x(t)) exp{
t∫
0
g(s, ξt,Q0,x(s))ds}]P0(x)(du) (77)
for any t ∈ R+, P0 ∈M
1 and Q0 ∈M
2.
We say they are dual in average if for any t ≥ 0, P0 ∈M
1 and Q0 ∈M
2 (76) holds, and
EPenv [
∫
S2
EPt,P0,X [f(ζ
t,P0,X(t), v)]Q0(X)(dv)] =
EPenv [
∫
S1
EQt,Q0,X [f(u, ξ
t,Q0,X(t)) exp{
t∫
0
g(s, ξt,Q0,X(s))ds}]P0(X)(du)] (78)
for any t ∈ R+, P0 ∈M
1 and Q0 ∈M
2.
Remark 3.1. For i = 1, 2, x ∈ S′ and t ∈ R+, recall that G
i,t
x : R+ ×Di → B(Si) is defined by
Gi,tx (s, h) := G
i,t(X−1(x), s, h). (79)
For i = 1, 2, x ∈ S′ andmi0 ∈ P(Si), let G
∗i
x (m
i
0) be the family of martingale problems {(G
i,t
x ,Di,m
i
0)}t∈R+ .
In fact G 1(M1) and G 2(M2) are dual if and only if for Penv-a.e. x ∈ S′, G ∗1x (m
1
0) and G
∗2
x (m
2
0)
are dual for any m10 ∈M
1(x) and m20 ∈M
2(x).
When there exist a time-dependent operator G1 : R+ × D1 → B(S1) and an operator process
G1 : Ω × R+ × D1 → B(S1) such that for any t ≥ 0, G
1,t = G1 and G1,t = G1, all the martingale
problems in the families G ∗1 and G 1 coincide with the ones in the families {(G1,D1,P0)}P0∈M1
and {(G1,D1,P0,P
env)}P0∈M1 , respectively. Because of the importance of these special cases, we
give their definitions separately as follows.
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Definition 13. Suppose G1 : R+ × D1 → B(S1) is a time dependent linear operator, and let
mi0 ∈ P(Si) for i = 1, 2. The martingale problem G
∗1 = (G1,D1,m
1
0) and the family of martingale
problems G ∗2 = {(G2,t,D2,m
2
0)}t∈R+ are said to be dual with respect to (f, g), if for each solution ζ
to the martingale problem G ∗1, with law m1, and each family of solutions {ξt}t∈R+ to the martingale
problem G ∗2, with respective laws {m2,t}t∈R+, (73) holds for any t ∈ R+, and
∫
S2
Em1 [f(ζ(t), v)]m
2
0(dv) =
∫
S1
Em2,t [f(u, ξ
t(t)) exp{
t∫
0
g(s, ξt(s))ds}]m10(du) (80)
for any t ∈ R+.
Remark 3.2. If, in addition, we assume that G1 : D1 → B(S1) and there exists a linear operator
G2 : D2 → B(S2) such that for any t ≥ 0, G
2,t = G2, then the duality in Definition 13 reduces to the
classic time-homogeneous duality. In this case, it is still possible to find a family of time-dependent
duals (not necessarily one dual).
For the quenched martingale problem in random environment we have:
Definition 14. Let f and g be as defined above and G1 : Ω × R+ × D1 → B(S1) be an operator
process. We say a family of quenched martingale problems
G
1 = G 1(M1) = {(G1,D1,P0,P
env)}P0∈M1
and a family of quenched martingale problems
G
2 = G 2(M2) = {(G2,t,D2,Q0,P
env)}(t,Q0)∈R+×M2
are (strongly) dual with respect to (f, g) if for each family of solutions {ζP0,X}P0∈M1 to G
1, with
the respective families of quenched laws {{PP0,x}x∈S′}P0∈M1 , and for each family of solutions
{ξt,Q0,X}(t,Q0)∈R+×M2 to G
2, with respective families of quenched laws {{Qt,Q0,x}x∈S′}(t,Q0)∈R+×M2 ,
we have: for every t ≥ 0, P0 ∈M
1 and Q0 ∈M
2, (76) holds and for Penv-a.e. x ∈ S′
∫
S2
EPP0,x [f(ζ
P0,x(t), v)]Q0(x)dv =
∫
S1
EQt,Q0,x [f(u, ξ
t,Q0,x(t)) exp{
t∫
0
g(s, ξt,Q0,x(s))ds}]P0(x)du (81)
for any t ∈ R+, P0 ∈M
1 and Q0 ∈M
2.
They are said to be dual in average if (76) holds for any t ≥ 0, P0 ∈M
1, Q0 ∈M
2 and
EPenv [
∫
S2
EPP0,X [f(ζ
P0,X(t), v)]Q0(X)dv] =
EPenv [
∫
S1
EQt,Q0,X [f(u, ξ
t,Q0,X(t)) exp{
t∫
0
g(s, ξt,Q0,X(s))ds}]P0(X)du] (82)
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for any t ≥ 0, P0 ∈M
1 and Q0 ∈M
2.
Remark 3.3. For i = 1, 2, x ∈ S′, and t ∈ R+, as we already defined, let G
1
x : R+ × D1 → B(S1)
and G2,tx : R+ ×D2 → B(S2) with
G1x(s, h) := G
1(X−1(x), s, h) (83)
and
G2,tx (s, h) := G
2,t(X−1(x), s, h). (84)
For i = 1, 2, x ∈ S′ andmi0 ∈ P(Si), let G
∗1
x (m
1
0) := (G
1
x,D1,m
1
0) and G
∗2
x (m
2
0) := {(G
1
x,D1,m
2
0)}t∈R+ .
We have that G 1(M1) and G 2(M2) are dual if and only if for Penv-a.e. x ∈ S′, G ∗1x (m
1
0) and
G ∗2x (m
2
0) are dual for any m
1
0 ∈M
1(x) and m20 ∈M
2(x).
When the family of functions {f(., v) : v ∈ S2} is sufficiently nice, in other words measure-
determining, the duality relation ensures the coincidence of the one-dimensional distributions of any
two solutions of the martingale problem, which itself implies the uniqueness of finite dimensional
distributions of those which is equivalent to well-posedness of the martingale problem. The following
proposition transforms the problem of uniqueness for a martingale problem to the problem of
existence of a dual process, or in other words, to the problem of existence of a dual martingale
problem. This is a generalization of Lemma 5.5.1[2] and Proposition 4.4.7 [9].
Let Pc(S1) = {m ∈ P(S1) : m has a compact support}, and recall that, for y ∈ S2, δy is the
delta measure with the support on {y}.
Proposition 3.4. Suppose that, for any m0 ∈ Pc(S1) and y ∈ S2, the time-dependent martingale
problem
G
∗1(m0) = (G
1,D1,m0)
and the families of time-dependent martingale problems
G
∗2(δy) = {(G
2,t,D2, δy)}t∈R+
are dual with respect to (f, g). Consider a collection of measures M ⊂ P(S1) containing Pζ(s)
−1
for every s ≥ 0 and every solution ζ of G ∗1(m0) with m0 ∈ Pc(S1). Suppose that {f(., y) : y ∈ S2}
is measure-determining on M. If for every y ∈ S2 and t ≥ 0 the martingale problem (G
2,t,D2, δy)
has a solution, then for any initial distribution m0 ∈ P(S1), the time-dependent martingale problem
(G1,D1,m0) has at most one solution (a unique solution).
Proof. For m0 ∈ Pc(S1), let ζ and ζ
′ be two solutions to G ∗1(m0), and denote by ξ
t,y an arbitrary
solution to the martingale problem (G2,t,D2, δy) for t ≥ 0 and y ∈ S2. By the duality relation
E[f(ζ(t), y)] =
∫
S1
E[f(u, ξt,y(t)) exp{
t∫
0
g(s, ξt,y(s))ds}]m10(du) = E[f(ζ
′(t), y)] (85)
that, as {f(., y)}y∈S2 is measure-determining on M, implies the uniqueness of one-dimensional
distributions, i.e. Pζ(t)−1 and Pζ′(t)−1 coincide for any t ∈ R+. Hence, Pζ
−1 = Pζ′−1 that means
uniqueness.
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For general m0 ∈ P(S1), let ζ and ζ
′ be solutions to the martingale problem G ∗1(m0), and let
K ⊂ S1 be compact with m0(K) > 0. Denote by ζK and ζ
′
K , the processes ζ and ζ
′ conditioned on
{ζ(0) ∈ K} and {ζ′(0) ∈ K}, respectively. It is clear that ζK and ζ
′
K are solutions to the martingale
problem G ∗1(m0(.|K)) with
m0(.|K) =
m0(. ∩K)
m0(K)
∈ Pc(S1). (86)
Thus, as proved above, PζK(t)
−1 = Pζ′K(t)
−1 which means
P(ζ(t) ∈ A|ζ(0) ∈ K) = P(ζ′(t) ∈ A|ζ′(0) ∈ K) (87)
for any Borel measurable subset A of S1. Since S1 is a Polish space, from regularity of m0, there
exist a sequence of compact sets (Kn)n∈N such that m0(Kn)→ 1 as n→∞. Therefore,
P(ζ(t) ∈ A) = lim
n→∞
P(ζ(t) ∈ A|ζ(0) ∈ Kn) = lim
n→∞
P(ζ′(t) ∈ A|ζ′(0) ∈ Kn) = P(ζ
′(t) ∈ A) (88)
which implies uniqueness, by Proposition 1.3.
We easily generalize the last Proposition to the case of quenched martingale problems. For every
x ∈ S′, let Mc(x) = Pc(S1), and let Mδ(x) = {δy ∈ P(S2) : y ∈ S2}. We define Mc and Mδ from
Mc(x) and Mδ(x) as already defined.
Proposition 3.5. Suppose that the families of quenched martingale problems
G
1(Mc) = {(G
1,D1,P0,P
env)}P0∈Mc
and
G
2(Mδ) = {(G
2,t,D2,P0,P
env)}(t,P0)∈R+×Mδ
are dual with respect to (f, g). Consider a collection of measures M ⊂ P(S1) such that for P
env-
a.e. x ∈ S′ contains Pζx(s)−1 for all s ≥ 0 and all solutions ζx of (G1x,D1,Pζ
x(0)−1) for which
Pζx(0)−1 ∈ Pc(S1). Suppose that {f(., y) : y ∈ S2} is measure-determining on M. If for P
env-a.e.
x ∈ S′, for every y ∈ S2 and t ≥ 0 the martingale problem (G
2,t
x ,D2, δy) has a solution, then for any
initial distribution function P0 : S
′ → P(S1) the quenched martingale problem (G
1,D1,P0,P
env)
has at most one solution (a unique solution).
Proof. First note that, as mentioned in Remark 3.3, G 1(Mc) and G
2(Mδ) are dual with respect to
(f, g) if and only if, for Penv-a.e. x ∈ S′, G ∗1x = (G
1
x,D1,m0) and G
∗2(δy) = {(G
2,t
x ,D2, δy)}t≥0 are
dual with respect to (f, g) for every m0 ∈ Pc(S1) and y ∈ S2. For any initial distribution function
P0 : S
′ → P(S1), the quenched martingale problem (G
1,D1,P0,P
env) has at most one solution if
and only if (G1x,D1,P0(x)) has at most one solution for P
env-a.e. x ∈ S′. But the latter follows
from Proposition 3.4 and this finishes the proof.
Now we try to find conditions that guarantee the duality relation between two families of mar-
tingale problems. The following proposition is a natural extension of a theorem by D. Dawson and
T. Kurtz [6] to the case of time-dependent duality relations.
Proposition 3.6. Let S1 and S2 be two metric spaces, and let D1 ⊂ B(S1) and D2 ⊂ B(S2). Let
G1 : R+ ×D1 → B(S1) and G
2,t : R+ ×D2 → B(S2), for t ≥ 0, be time-dependent linear operators.
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Consider functions g ∈ B(R+ × S2) and f ∈ B(S1 × S2) such that, for any u ∈ S1 and v ∈ S2,
f(., v) ∈ D1 and f(u, .) ∈ D2, and for any t ≥ s ≥ 0
G1(s)f ∈ B(S1 × S2) (89)
and
G2,t(s)f ∈ B(S1 × S2), (90)
where for (u, v) ∈ S1 × S2
G1(s)f(u, v) := G1(s)f(., v)(u) (91)
and
G2,t(s)f(u, v) := G2,t(s)f(u, .)(v). (92)
Let mi0 ∈ P(Si), for i = 1, 2. Let ζ
1 and ζ2,t be solutions to martingale problems (G1,D1,m
1
0) and
(G2,t,D2,m
2
0), for any t ≥ 0, respectively. Assume that for any t ≥ 0, there exists an integrable
random variable Ct such that
(i)
sup
s,r≤t
|f(ζ1(s), ζ2,t(r))| ≤ Ct (93)
(ii)
sup
s,r≤t
|G1(s)f(ζ1(s), ζ2,t(r))| ≤ Ct (94)
(iii)
sup
s,r≤t
|G2,t(r)f(ζ1(s), ζ2,t(r))| ≤ Ct. (95)
If, for any t ≥ 0, for a.e. 0 ≤ s ≤ t
G1(s)f(., v)(u) = G2,t(t− s)f(u, .)(v) + g(t− s, v) (96)
for every u ∈ S1 and every v ∈ S2, then
G
∗1(m10) = (G
1,D1,m
1
0)
and
G
∗2(m20) = {(G
2,t,D2,m
2
0)}t≥0
are dual with respect to (f, g).
Proof. We assume ζ1 and {ζ2,t}t≥0 are independent. For t ≥ 0 and s, r ≤ t define
F (s, r) = E[f(ζ1(s), ζ2,t(r)). exp(
r∫
0
g(u, ζ2,t(u))du)]. (97)
Therefore, by martingale property
F (s, r) − F (0, r) =
s∫
0
E[G1(u)f(ζ1(u), ζ2,t(r)) exp{
r∫
0
g(u˜, ζ2,t(u˜))du˜}]du (98)
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Let F1 and F2 be partial derivatives of F . Then
F1(s, r) = E[G
1(s)f(ζ1(s), ζ2,t(r)) exp{
r∫
0
g(u˜, ζ2,t(u˜))du˜}]. (99)
We must also compute F (s, r) − F (s, 0). In order to do so, applying lemma 3.1.2 in [6], for h ≥ 0
with r + h ≤ t, we can write
F (s, r + h)− F (s, r) =
E[f(ζ1(s), ζ2,t(r + h))(
r+h∫
r
g(u, ζ2,t(u)) exp{
u∫
0
g(u˜, ζ2,t(u˜))du˜}du)]+
E[
r+h∫
r
G2,t(u)(ζ1(s), ζ2,t(u))du. exp{
r∫
0
g(u˜, ζ2,t(u˜))du˜}] =
E[
r+h∫
r
f(ζ1(s), ζ2,t(u)).g(u, ζ2,t(u)). exp(
u∫
0
g(u˜, ζ2,t(u˜))du˜)du]+
E[
r+h∫
r
r+h∫
u
G2,t(v)f(ζ1(s), ζ2,t(v))dv.g(u, ζ2,t(u). exp(
u∫
0
g(u˜, ζ2,t(u˜))du˜)du]+
E[
r+h∫
r
G2,t(u)f(ζ1(s), ζ2,t(u)) exp(
u∫
0
g(u˜, ζ2,t(u˜))du˜)du]+
E[
r+h∫
r
G2,t(u)f(ζ1(s), ζ2,t(u)).
{exp(
r∫
0
g(u˜, ζ2,t(u˜))du˜)− exp(
u∫
0
g(u˜, ζ2,t(u˜))du˜)}du].
(100)
Under the assumptions above integrals exist, and the second and the forth terms in the last equation
are bounded by
1
2
h2E[Ct]. (101)
Writing F (s, r)− F (s, 0) as
l∑
i=1
(F (s, ri)− F (s, ri−1)) (102)
for l ∈ N and an increasing sequence of real numbers 0 = r0 < r1 < ... < rl = r, and letting l → 0
and maxi(ri − ri−1)→ 0, we get
F (s, r) − F (s, 0) =
r∫
0
E[{f(ζ1(s), ζ2,t(u))g(u, ζ2,t(u)) + G2,t(u)f(ζ1(s), ζ2,t(u))}.
exp{
u∫
0
g(u˜, ζ2,t(u˜))du˜}]du.
(103)
Thus the partial derivative F2 exist for a.e. r ≤ t and
F2(s, r) =
E[{f(ζ1(s), ζ2,t(r))g(r, ζ2,t(r)) + G2,t(r)f(ζ1(s), ζ2,t(r))}.
exp{
r∫
0
g(u˜, ζ2,t(u˜))du˜}].
(104)
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By Lemma 3.1.1 [6]
F (t, 0)− F (0, t) =
t∫
0
F1(s, t− s)− F2(s, t− s))ds =
t∫
0
{E[G1(s)f(ζ1(s), ζ2,t(t− s)) exp{
t−s∫
0
g(u˜, ζ2,t(u˜))du˜}]−
E[{f(ζ1(s), ζ2,t(t− s))g(t− s, ζ2,t(t− s)) + G2,t(t− s)f(ζ1(s), ζ2,t(t− s))}.
exp{
t−s∫
0
g(u˜, ζ2,t(u˜))du˜}]}dr.
(105)
But this vanishes for a.e. t ≥ 0 and a.e. 0 ≤ s ≤ t by (96). The statement follows, since F (t, 0)
and F (0, t) are continuous for t ∈ R+.
The following is an automatic extension of the last proposition to the case of quenched martingale
problems.
Proposition 3.7. Let S1 and S2 be two metric spaces, and let D1 ⊂ B(S1) and D2 ⊂ B(S2).
Let G1 : Ω × R+ × D1 → B(S1) and G
2,t : Ω × R+ × D2 → B(S2), for t ≥ 0, be operator
processes. Consider functions g ∈ B(R+ × S2) and f ∈ B(S1 × S2) such that, for any u ∈ S1 and
v ∈ S2, f(., v) ∈ D1 and f(u, .) ∈ D2. Let P
env ∈ P(S′), and mi0 ∈ P(Si), for i = 1, 2. Suppose
{ζ1,x}x∈S′ and {ζ
2,t,x}x∈S′ are solutions to quenched martingale problems (G
1,D1,m
1
0,P
env) and
(G2,t,D2,m
2
0,P
env), for any t ≥ 0, respectively. Assume that for Penv-a.e. x ∈ S′, for any t ≥ s ≥ 0
G1x(s)f ∈ B(S1 × S2) (106)
and
G2,tx (s)f ∈ B(S1 × S2), (107)
and Penv-a.s. for any t ≥ 0, there exists an integrable random variable Cxt such that
(i)
sup
s,r≤t
|f(ζ1,x(s), ζ2,t,x(r))| ≤ Cxt (108)
(ii)
sup
s,r≤t
|G1x(s)f(ζ
1,x(s), ζ2,t,x(r))| ≤ Cxt (109)
(iii)
sup
s,r≤t
|G2,tx (r)f(ζ
1,x(s), ζ2,t,x(r))| ≤ Cxt (110)
If for Penv-a.e. x ∈ S′, for any t ≥ 0 and for a.e. 0 ≤ s ≤ t
G1x(s)f(., v)(u) = G
2,t
x (t− s)f(u, .)(v) + g(t− s, v) (111)
for every u ∈ S1 and every v ∈ S2, then
G
1(m10) = (G
1,D1,m
1
0,P
env)
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and
G
2(m20) = {(G
2,t,D2,m
2
0,P
env)}t≥0
are dual with respect to (f, g).
Proof. The proof is an automatic application of Proposition 3.6 and Remark 3.3.
4 A function-valued dual for FVRE
The goal of this section is to construct a dual process in r.e. e which is a fitness process (not
necessarily Markov). Recall that Penv is the law of e. For any e˜ ∈ DE [0,∞), we define the quenched
dual family {ψt,e˜}t∈R+ of Markov processes with the deterministic environment e˜ ∈ DE [0,∞), where
ψt,e˜ = (ψt,e˜s )s∈R+ . The process ψ
t,e˜ is a Markov jump process with the state space C∗ =
⋃
n∈N
Cn(I
N)
without any jumps after time t ∈ R+, i.e. ψ
t(t+s) = ψt(t) for any s ≥ 0 (The process stays forever
in its location at time t). Also, as before, we assume that e is independent of Poisson times of jumps,
the mutation kernel, and the initial distribution of the process. In order to define the transition
probabilities of ψt,e˜ at times of jumps, we need the following notations. For a = (a1, a2, ...) ∈ I
N,
define the insertion function ̺insi : I
N → IN to be
̺insi (a) = (aj−1{j>i})j∈N, (112)
where the value of 1{j>i} is 1 if j > i, and it is 0, otherwise. Also, the deletion function ̺
del
i : I
N →
IN is defined by
̺deli (a) = (aj+1{j>i})j∈N. (113)
For n ∈ N, the process ψt,e˜ jumps from state f ∈ Cn(I
N) ⊂ C∗ to
f ◦ σij ◦ ̺
ins
j at rate
γ
2
for i, j = 1, ..., n (resampling) (114)
to
B′if at rate β
′ for i = 1, .., n (parent− independent mutation) (115)
to
B′′i f at rate β
′′ for i = 1, .., n (parent− dependent mutation) (116)
(Recall β = β′ + β′′ and also recall the definition from (31) and (32)),
to
e˜i(t− s)f + (1 − e˜i(t− s))(f ◦ ̺
del
i ) at rate α for i = 1, ..., n (selection) (117)
for a jump occurring at time s ≤ t.
Having the fitness Markov e with law Penv which can be considered as a DE [0,∞)-valued
random variable, we can think of a family of stochastic processes in random environment e, namely
{ψt,e}t∈R+ . In fact, for t ≥ 0, ψ
t,e is a stochastic process in random environment e whose quenched
processes, {ψt,e˜}e˜∈DE [0,∞), are defined as above.
We define the duality function H˜ : P(I)× C∗ → R by
H˜(m, f) =< m⊗N, f > (118)
for f ∈ C∗ and m ∈ P(I).
For f ∈ Cn(I
N) ⊂ C∗, in fact H˜(m, f) = Φ˜f (m), where by definition Φf ∈ F˜. Note that H˜ is a
continuous function and hence measureable function but not bounded. The following is automatic.
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Proposition 4.1. The collection of functions {H˜(., f) : f ∈ C∗} is measure-determining on P(I).
Proof. The set in the statement of proposition is in fact F˜ and, it was already proved that F˜ is
measure-determining.
Before proving the duality relation, we find the generator of ψt,e˜ for t ≥ 0. For m˜ ∈ P(IN),
define φm˜ ∈ C(C∗) (remember C∗ is equipped with sup-norm topology) as
φm˜(f) =< m˜, f > f ∈ C∗. (119)
From construction, for t ≥ 0 and m˜ ∈ P(IN), the time-dependent generator of ψt,e˜ on function φm˜,
namely G∗te˜ , is computed as follows. For 0 ≤ s ≤ t and f ∈ Cn(I
N) for n ∈ N
G∗te˜ (s)φ
m˜(f) = γ2
∑
0≤i,j≤n
< m˜, f ◦ σij ◦ ̺
ins
j − f >
+β′
n∑
i=1
< m˜,B′if − f > +β
′′
n∑
i=1
< m˜,B′′i f − f >
+G∗t,sele˜ (s)φ
m˜(f)
(120)
To continue, we must compute the last term that is the generator of the dual process ψt,e˜ corre-
sponding to the selection jumps (117). Recall that the probability measure P ∗s,s+r on [s, s+ r], for
any t− s ≥ r ≥ 0, is the law of choosing one Poisson point in the interval [s, s+ r] conditioned on
having only one Poisson point in that interval. For x ∈ IN, let
←−e s,s+ri (x) =
s+r∫
s
e˜i(t− u)(x)P
∗
s,s+r(du). (121)
As before, since e˜ ∈ DE[0,∞), the left limit of e˜ exists for any i ≤ n and any time s ∈ R+ and
inf
s≤u≤s+r
e˜i(t− u)(x) ≤
←−e t,t+si (x) ≤ sup
s≤u≤s+r
e˜i(t− u)(x). (122)
Therefore
lim
r→0
s+r∫
s
e˜(t− u)(.)P ∗s,s+r(du) = e˜(s
−)(.) (123)
pointwisely, (and furthermore in sup-norm topology), where
e˜i(s
−)(x) = lim
u→s−
e˜i(u)(x). (124)
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Thus
G∗t,sele˜ (s)φ
m˜(f) = lim
r→0
1
r
{αr
n∑
i=1
s+r∫
s
< m˜, e˜i(t− u)f+
(1 − e˜i(t− u))f ◦ ̺
del
i > P
∗
s,s+r(du) + (1− αr)
n∑
i=1
< m˜, f > −
n∑
i=1
< m˜, f >} =
lim
r→0
α
n∑
i=1
< m˜, f
s+r∫
s
e˜i(t− u)P
∗
s,s+r(du) + f ◦ ̺
del
i (1−
s+r∫
s
e˜i(t− u)P
∗
s,s+r(du) >)
−α
n∑
i=1
< m˜, f >=
α
n∑
i=1
< m˜, f e˜i(s
−) + f ◦ ̺deli (1− e˜i(s
−))− f >=
α
n∑
i=1
< m˜, f e˜i(s
−)− f ◦ ̺deli e˜i(s
−) > +α
n∑
i=1
(< m˜, f ◦ ̺deli > − < m˜, f >).
(125)
If m˜ = m⊗N for m ∈ P(I), then the right hand side of the equality will be
α
n∑
i=1
< m⊗N, f e˜i(s
−)− f e˜n+1(s
−) > (126)
Remark 4.2. As we already mentioned, assuming that e has sample paths in DE[0,∞) is essential
in order to compute the operator process. Also note that under this assumption the operator processes
(Ges )s≥0 and (G
∗t,e
s )s≥0 take sample paths in DE[0,∞), a.s..
Applying above computations on H˜(., .), we have
G∗te˜ (s)H˜(m
⊗N, .)(f) = γ2
∑
0≤i,j≤n
< m⊗N, f ◦ σij ◦ ̺
ins
j − f >
+β′
n∑
i=1
< m⊗N, B′if − f > +β
′′
n∑
i=1
< m⊗N, B′′i f − f >
+α
n∑
i=1
< m⊗N, f e˜i(s
−)− f e˜n+1(s
−) > .
(127)
Because of exchangeability, we can rewrite the first term of the last equation as
γ
2
∑
0≤i,j≤n
< m⊗N, f ◦ σij ◦ ̺
ins
j − f >=
γ
2
∑
0≤i,j≤n
< m⊗N, f ◦ σij − f > . (128)
On the other hand, for the function H˜(., f) = Φf (.), where f ∈ Cn(I
N), we already saw that
G˜e˜H˜(., f)(m) =
γ
2
∑
0≤i,j≤n
< m⊗N, f ◦ σij − f > +
+β′
n∑
i=1
< m⊗N, B′if − f > +β
′′
n∑
i=1
< m⊗N, B′′i f − f >
+α
n∑
i=1
< m⊗N, f e˜i(s)− f e˜n+1(s) > .
(129)
Since e˜ is in DE [0,∞), it is right continuous with left limit. Also the number of discontinuity points
of e˜ is at most countable. For any t ≥ 0, this yields the equality
G˜e˜(s) = G
∗t
e˜ (t− s) (130)
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for every s ≤ t except possibly at most countable points of discontinuity of e˜. Furthermore,
constructing the corresponding operator process of ψt,e˜, namely G˜∗t,e, which is consistent with e,
for any t ≥ 0, there exist at most countable times s ≤ t for which
G˜e(s) = G∗t,e(t− s) (131)
does not hold almost surely.
In fact we can deduce the duality relation between FV in environment e˜ and jump Markov
processes {ψt,e˜}t≥0. Before doing this, we need to know an easy property of the dual processes
whose proof will be postponed, namely, for t ≥ 0, starting at the state ψˆ0 ∈ C
∗, ‖ψt,e˜s ‖∞ (‖.‖∞-
supnorm on C∗) remains bounded by ‖ψˆ0‖∞ for any s ≥ 0, a.s.. The following proposition states
that for any e˜ ∈ DE[0,∞) and t ≥ 0, conditioning on µ
e˜
0 = m0 ∈ P(I) and ψ
t,e˜
0 = ψˆ0 ∈ C
∗, the
duality relation holds for µe˜ and {ψt,e˜}t∈R+ .
Proposition 4.3. For every e˜ ∈ DE[0,∞), m0 ∈ P(I), and ψˆ0 ∈ C
∗, the time-dependent martin-
gale problem
(G˜e˜, F˜, δm0) (132)
and one-parameter family of time-dependent martingale problems
{(G∗te˜ , {< m
⊗N, . >}m∈P(I), δψˆ0)}t≥0 (133)
are dual with respect to (H˜, 0), that is for every t ≥ 0
E
m0 [H˜(µe˜t , ψˆ0)] = E
ψˆ0 [H˜(m0, ψ
t,e˜
t )] (134)
Remark 4.4. The statement of the theorem is stronger than Definition 14 as it guarantees the
duality relation for every fixed (quenched) environment. Also, from the proof, it will be clear that,
for any integrable C∗-valued random variable ψ, the duality relation holds between (G˜e˜, F˜, δm0) and
{(G∗te˜ , {< m
⊗N, . >}m∈P(I),Pψ
−1)}t≥0. (135)
Proof. Boundedness of ψt,e˜s a.s. for any t, s ≥ 0 yields that for any t ≥ 0 and for any s, r ≤ t, there
exists a constant C > 1 such that
< µe˜s, ψ
t,e˜
r >≤ ‖ψˆ0‖∞ ≤ C‖ψˆ0‖∞ a.s. (136)
‖G˜e˜(s)H˜(µ
e˜
s, ψ
t,e˜
r )‖∞ ≤ C < µ
e˜
s, ψ
t,e˜
r >≤ C‖ψˆ0‖∞ a.s. (137)
and
‖G˜∗te˜ (s)H˜(µ
e˜
s, ψ
t,e˜
r )‖∞ ≤ C < µ
e˜
s, ψ
t,e˜
r >≤ C‖ψˆ0‖∞ a.s. (138)
since for any f ∈ C∗, ‖f ◦σij ◦̺
ins
j ‖∞, ‖B
′
if‖∞, ‖B
′′
i f‖∞, and ‖f e˜i(s)− f e˜n+1(s)‖∞ are bonded by
‖f‖∞ (cf. Proposition 4.8). Therefore the assumptions of Proposition 3.6 hold. Then the statement
of theorem follows from (130) (for every t and a.e. s ≤ t), and Proposition 3.6.
Remark 4.5. The same argument as the one in the proof of the last proposition shows that, in
fact the following more general duality relation is true. For r ≥ 0, let G˜+r : Ω×R+ × F˜→ F˜ be an
operator process defined by
G˜+r(ω, s) := G˜(ω, s+ r) for s ≥ 0 and ω ∈ Ω. (139)
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Then, the simple observation that for t ≥ 0 and for a.e. s ≤ t
G∗t(s) = G˜(t− s) = G˜+r(t− r − s) Penv − a.s. (140)
shows that for every e˜ ∈ DE [0,∞), m0 ∈ P(I), r ≥ 0, and ψˆ0 ∈ C
∗, the time-dependent martingale
problem
(G˜+re˜ , F˜, δm0) (141)
and one-parameter family of time-dependent martingale problems
{(G∗te˜ , {< m
⊗N, . >}m∈P(I), δψˆ0)}t≥r (142)
are dual with respect to (H˜, 0), that is for every t ≥ r
E
m0 [H˜(µ+r,e˜t−r , ψˆ0)] = E
ψˆ0 [H˜(m0, ψ
t,e˜
t−r)], (143)
where µ+r,e˜s = µ
e˜
s+r for s ≥ 0.
The family of annealed stochastic processes {ψt,e}t∈R+ is called the dual in r.e. e. Also for any
e˜ ∈ DE [0,∞), the family of time-inhomogeneous Markov processes {ψ
t,e˜}t∈R+ is called the dual in
quenched environment (or with quenched fitness process) e˜.
Proposition 4.6. For any measurable map
P˜0 : DE [0,∞)→ P(P(E)),
the (G˜, F˜, P˜0,P
env)-martingale problem has at most one solution.
Proof. Stronger than the statement of the theorem, we show that for every e˜ ∈ DE [0,∞), the
time-dependent martingale problem (G˜e˜, F˜,m0) for any m0 ∈ P(P(I)) is well-posed. Since P(I)
is compact, this is equivalent to well-posedness of (G˜e˜, F˜, δν) for every ν ∈ P(I). The latter is an
immediate consequence of the duality relation (Proposition 4.3), Proposition 4.1, and Proposition
3.4.
In order to prove an ergodic theorem for FVRE we study the long-time behaviour of the dual
family.
Proposition 4.7. Suppose there exists a parent-independent mutation component, that is β′ > 0.
Then there exists an almost surely finite random time τ at which, for every t ≥ 0 and e˜ ∈ DE [0,∞),
ψt,e˜τ does not depend on variables of I
N, i.e. ψt,e˜τ is a random constant function (a C0(I
N )-valued
random variable), and τ is independent of t and e˜.
Proof. First note that if there exists such a random time, then it is independent of the choice of
t ≥ 0 and e˜ ∈ DE [0,∞). This is true since the random time is only a function of Poisson jump
processes which by assumption are independent of e and t. So it is enough to show the existence
of τ for an arbitrary quenched process ψ = (ψs)s≥0 := ψ
t,e˜
s for e˜ ∈ DE [0,∞) and t ≥ 0. Note that
constant functions , i.e. the elements of C0(I
N), are absorbing states. For an arbitrary initial state
f ∈ Cn(I
N), we prove that there exists a random almost surely finite time at which the process
hits C0(I
N). The degree of a function in C∗ is the maximum number of variables (possibly 0) on
which the function depends. Consider the natural surjective mapping from C∗ onto N ∪ {0} that
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corresponds to each function in C∗, its degree in N ∪ {0}. This mapping induces a continuous time
random walk on the state space N ∪ {0}, more precisely defined by ϕt = n if the degree of ψt is n.
for t ≥ 0. Note that ψ hits a constant if and only if ϕ = (ϕs)s≥0 hits 0. In fact, we can see that ϕ
is a birth-death process with a quadratic rate of death and a linear rate of birth. In order to see
this, we need to determine the degree of all the states to which ψ can jump from an arbitrary state
f ∈ Cn(I
N). It is clear that, at any time s ≤ t, f can jump only to states
f ◦ σij ◦ ̺
ins
j ∈ Cn−1 with rate
γ
2 for i, j = 1, .., n
B′if ∈ Cn−1 with rate β
′ for i = 1, .., n
B′′i f ∈ Cn with rate β
′′ for i = 1, .., n
e˜(t− s)f + (1− e˜(t− s))f ∈ Cn+1 with rate α for i = 1, .., n
.
(144)
Again, it is clear that time s and environment e˜ do not affect on the birth and death rates. Let g
be a polynomial with degree n. There exists an n˜ ≥ n such that g ∈ Cn˜(I
N). Therefore, at a time
of jump, a birth occurs at state n with probability
nα(
n˜
2
)
γ
2 + nβ
′ + nα
, (145)
and a death occur with probability (
n˜
2
)
γ
2 + nβ
′(
n˜
2
)
γ
2 + nβ
′ + nα
. (146)
Thus, for any n ≥ 2, ϕ starting in n will hit 1 in an a.s. finite random time. Suppose ϕ does not
hit 0. Then the last line of argument implies that ϕ hits 1 infinitely many times without jumping
afterwards to 0. But this is not possible due to the existence of the parent-independent mutation
component which gives a positive probability, β
′
β′+α , of jumps from 1 to 0.
Similarly to [7], we show that the dual process is non-increasing a.s..
Proposition 4.8. For any e˜ ∈ DE[0,∞) and t ≥ 0, the dual process ψ
t,e˜, starting in ψˆ0, is
non-increasing and bounded by ‖ψˆ0‖∞ a.s..
Proof. Let n ∈ N and f ∈ Cn(I
N) ⊂ C∗ be arbitrary. For any i, j ≤ n and a ∈ I, f ◦ σij ◦ ̺
ins
i ,
f ◦ σai , and f ◦ ̺
del
i are defined by setting restrictions on the first n variables of f , that is they are
restrictions of f on a subdomain and therefore
‖f ◦ σai ‖∞ ≤ ‖f‖∞
‖f ◦ ̺deli ‖∞ ≤ ‖f‖∞
‖f ◦ σij ◦ ̺
ins
i ‖∞ ≤ ‖f‖∞
.
(147)
Also
‖B′f‖∞ =
sup
x∈IN
|
∫
I
f ◦ σui (x)q
′(du)| ≤∫
I
‖f ◦ σui ‖∞q
′(du) ≤ ‖f‖∞
(148)
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Similarly,
‖B′′f‖∞ ≤ ‖f‖∞. (149)
For a selection jump at time t ≥ 0, for x ∈ IN, if f ◦ ̺deli (x) ≤ f(x), then
e˜i(t− s)(x)f(x) + (1− e˜i(t− s)(x))f ◦ ̺
del
i (x) ≤ f(x) ≤ ‖f‖∞, (150)
and if, f(x) ≤ f ◦ ̺deli (x), then
e˜i(t− s)(x)f(x) + (1− e˜i(t− s)(x))f ◦ ̺
del
i (x)
≤ f ◦ ̺deli (x) ≤ ‖f ◦ ̺
del
i ‖∞ ≤ ‖f‖∞.
(151)
Thus,
‖e˜i(t− s)f + (1− e˜i(t− s))f ◦ ̺
del
i ‖∞ ≤ ‖f‖∞. (152)
Therefore, all jumps lead us to a function with a smaller sup-norm. In other words, t 7→ ‖ψt,e˜s ‖ is
a non-increasing function, a.s.. In particular, for any s ≥ 0, ‖ψt,e˜s ‖∞ ≤ ‖ψˆ0‖∞ a.s..
To understand the long time behaviour of FVRE, we can study the long time behaviour of the
dual process. We need the following lemma for this purpose.
Lemma 4.9. Let Zν0 be an S-valued Markov process with initial distribution ν0 ∈ P(S) and with
homogeneous transition probability function p(t, x, dy) whose semigroup is denoted by (TZt : C¯(S)→
C¯(S))t≥0, with
TZt f(x) =
∫
S
f(y)p(t, x, dy) for f ∈ C¯(S). (153)
Assume that Zν0 takes its sample paths in DS [0,∞) a.s.. Suppose Z is weakly ergodic, i.e. there
exists ν ∈ P(S) such that for any x ∈ S and f ∈ C¯(S) we have TZt f(x) →< ν, f > as t → ∞.
Let mν0 be the law of Zν0 for ν0 ∈ P(S), and let Z˜ = Z
ν and denote its law by m˜ (i.e. Z˜
is a stationary Markov process with law m˜ = mν). Denote by mν0t1,t2,...,tk and m˜t1,t2,...,tk the k-
dimensional distributions of mν0 and m˜, respectively, for k ∈ N and real numbers 0 ≤ t1 < t2 <
... < tk. Then
(i) For any ν0 ∈ P(S), any k ∈ N and any sequence of real numbers 0 ≤ t1 < t2 < ... < tk
mν0t1+s,t2+s,...,tk+s ⇒ m˜t1,t2,...,tk (154)
as s→∞, for any k ∈ N and t1 < ... < tk ∈ R+.
(ii) In addition to above assumptions, let S be compact, and D(GZ ), where GZ is the generator
of Z, contains an algebra that separates points and vanishes nowhere. Let Zˆν0,t := (Zˆν0,ts )s≥0,
defined by Zˆν0,ts := Z
ν0
s+t(the initial distribution of Zˆ
ν0,t is the law of Zν0t ). Then for any ν0
the process Zˆν0,t weakly converges to Z˜ in DS[0,∞) as t→∞.
Remark 4.10. Recall that another equivalent definition of weak ergodicity for Z is that there exists
a probability measure ν ∈ P(S) such that for every initial distribution ν0
lim
t→∞
Emν0 [f(Z
ν0
t )] =< ν, f > f ∈ C¯(S) (155)
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Proof. (i) We must prove for arbitrary ν0 ∈ P(S), k ∈ N, 0 ≤ t1 < t2 < ... < tk and f ∈ C¯(S
n)
∫
Sn
fdmν0t1+s,t2+s,...,tk+s →
∫
Sn
fdm˜t1,t2,...,tk . (156)
In order to prove the convergence, it suffices to prove it for a convergence-determining set of
functions. In particular, we prove that convergence holds for
{f ∈ C¯(S) : f(x1, x2, ..., xk) = f1(x1)f2(x2)...fk(xk),
k ∈ N, fi ∈ C¯(S), i = 1, ..., k} (157)
Set si := ti+1 − ti for i = 1, ..., k − 1. For f1, ....fk ∈ C˜(S)
∫
Sn
f1(x1)...fk(xk)dm
ν0
t1+s,t2+s,...,tk+s(dx1, ..., dxk) =∫
S
f1(x1)
∫
S
f2(x2)
∫
S
...
∫
S
fk−1(xk−1)×∫
S
fk(xk)p(sk−1, xk−1, dxk)...p(s1, x1, dx2)p(t1 + s, x0, dx1)ν0(dx0) =∫
S
TZs T
Z
t1
(f1(x)T
Z
s1
(...(fk−2(x)T
Z
sk−2
(fk−1(x)T
Z
sk−1
(fk(x))))...))dν0 .
(158)
Under the assumptions, the function
g(x) := TZt1 (f1(x)T
Z
s1
(...(fk−2(x)T
Z
sk−2
(fk−1(x)T
Z
sk−1
(fk(x))))...)) (159)
is continuous, therefore < ν0, T
Z
s g >→< ν, g > as s→∞, by weak ergodicity of Z.
(ii) It suffice to prove the tightness (cf. Theorem 3.7.8 [9]). But this follows Remark 4.5.2 in [9]
and the fact that the generators of Zˆν0,t, for any t ≥ 0 is identical to GZ .
Now, we are ready to state a main tool to study the long-time behaviour of the FVRE. We do
this by the study of long time behaviour of the dual processes.
Theorem 4.11. Suppose that there exists a parent-independent component in the mutation process,
i.e. β′ > 0, and let e either be a stationary fitness process (not necessarily Markov) or a weakly
ergodic Markov fitness with semigroup {T envt } such that T
env
t : C(E)→ C(E) for any t ≥ 0 . Then,
conditioning on ψt,e0 = ψˆ0 ∈ C
∗, the limit
lim
t→∞
E
ψˆ0 [f(ψt,et )] (160)
exists for any f ∈ C¯(C∗) and is bounded by ‖ψˆ0‖∞. In particular
lim
t→∞
E
ψˆ0 [ψt,et ] (161)
exists (remember that ψt,et hits a constant function, an absorbing state, in finite time a.s. and
therefore (161) is meaningful).
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Proof. Let J t,es be the set of all times of Poisson jumps for ψ
t,e up to time s, including resampling,
mutation , and selection times of jumps, that J t,es has all information of Poisson point processes, but
not any information about e. Because of stationarity, the process (J t,es )s≥0 is independent of t and
also e (by assumption). Therefore, it is convenient to drop (t, e) from the superscript. Similarly, we
define the following stochastic processes which are independent of e and t (for the same reason) and
therefore we drop (t, e) from the superscript again. Let κs be the stochastic jump process counting
the number of selective events of ψt,e up to time s ≥ 0, and let
T sels := {ς
sel
1 ≤ ς
sel
2 ≤ ... ≤ ς
sel
κs
} (162)
be the times of selective events occurring for ψt,e up to time s. As before, let τ be the stopping time
at which ψt,e hits a random constant function. Recall that (cf. Proposition 4.7) τ is independent
of e and t, and it is a.s. finite. For any t and e, ψt,eτ is a random constant time whose value
is a function, F , of τ , Jτ , κτ , T
sel
τ , and {et−ςseli }
κτ
i=1. Specially, fixing τ = s, Jτ = Jˆs, κτ = k,
T selτ = {t1, ..., tk}, the function F is continuous with respect to et−t1 , ..., et−tk , i.e it is continuous
with respect to variables of Ek. Let (e∗s)s≥0 be the stationary process generated by the semigroup
T env and invariant initial distribution ν (In the case that e is stationary, let e∗s = es, for s ≥ 0,
and continue the same proof). As e is weakly ergodic, by Lemma 4.9, for any continuous function
g ∈ C(Ek)
lim
t→∞
E[g(et−tk , et−tk−1 , ..., et−t1)] =
E[g(e∗0, e
∗
tk−tk−1 , ..., e
∗
tk−t1)].
(163)
Since e is independent of τ , Jτ , κτ , T
sel
τ (by assumption), the conditional process e given values of
Jτ , τ , κτ , T
sel
τ is still weakly ergodic, and hence
lim
t→∞
E
ψˆ0 [ψt,eτ |τ, Jτ , κ, T
sel
τ ] =
lim
t→∞
E
ψˆ0 [F (et−ςk , ..., et−ς1 , τ, Jτ , κ, T
sel
τ )|τ, Jτ , κ, T
sel
τ ] =
E
ψˆ0 [F (e∗0, e
∗
ςk−ςk−1
..., e∗ςk−ς1 , τ, Jτ , κ, T
sel
τ )|τ, Jτ , κ, T
sel
τ ].
(164)
Similarly, for any f ∈ C¯(C∗),
lim
t→∞
E
ψˆ0 [f(ψt,eτ )|τ, Jτ , κ, T
sel
τ ] =
lim
t→∞
E
ψˆ0 [f ◦ F (et−ςk , ..., et−ς1 , τ, Jτ , κ, T
sel
τ )|τ, Jτ , κ, T
sel
τ ] =
E
ψˆ0 [f ◦ F (e∗0, e
∗
ςk−ςk−1 ..., e
∗
ςk−ς1 , τ, Jτ , κ, T
sel
τ )|τ, Jτ , κ, T
sel
τ ]
(165)
Getting another expectation, knowing that τ is finite and ‖ψt,eτ ‖ ≤ ‖ψˆ0‖ a.s. yields that
lim
t→∞
E
ψˆ0 [ψt,eτ ] =
E
ψˆ0 [F (e∗0, e
∗
ςk−ςk−1
..., e∗ςk−ς1 , τ, Jτ , κ, T
sel
τ )],
(166)
and hence the limit exists and is bounded by ‖ψˆ0‖∞. Similarly,
lim
t→∞
E
ψˆ0 [f(ψt,eτ )] =
E
ψˆ0 [f ◦ F (e∗0, e
∗
ςk−ςk−1 ..., e
∗
ςk−ς1 , τ, Jτ , κ, T
sel
τ )]
(167)
for f ∈ C¯(C∗).
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5 Convergence of generators
This section is devoted to the convergence of generators of MRE to FVRE. Before setting the
convergence of generator processes, we need to extend the generators of the measure-valued Moran
processes in a convenient sense. The Moran process takes values in PN (I). Also all functions in
F˜N have domain P
N(I). On the other hand, the FV process is a P(I)-valued Markov process, and
P(I) is the domain of polynomials in F˜. In order to measure the distance of the elements of F˜ and
F˜N , for N ∈ N, we need to extend the functions in the second algebra to take all measures of P(I).
Let S′ ⊂ S, and consider time-dependent linear operators A : R+ × D(A) → B(S) and B :
R+ × D(B) → B(S
′) with D(A) ⊂ B(S) and D(B) ⊂ B(S′). For f ∈ D(A) and g ∈ D(B), let
gf ∈ B(S) be
gf (x) =
{
g(x) if x ∈ S′
f(x) if x ∈ S \ S′.
(168)
Set
D := D(B,A) = {gf ∈ B(S) : f ∈ D(A), g ∈ D(B)}, (169)
and define, for t ≥ 0, the time-dependent linear operator BA : R+ ×D → B(S) by
BA(t)gf (x) =
{
B(t)g(x) if x ∈ S′
A(t)f(x) if x ∈ S \ S′.
(170)
It is clear that (f, g) 7→ gf is bilinear with respect to the function addition. Moreover, if D(A)
and D(B) are algebras, then so is D. The time-dependent linear operator (BA, D) is called the
extension of (B,D(B)) with respect to (A,D(A)).
For a moment, denote by ‖.‖∞ = ‖.‖
S
∞ the sup-norm on B(S). We extend the notion of supnorm
to restrictions of functions to a subdomain of S. More precisely, for
h1, h2 ∈
⋃
∅6=S′⊂S˜⊂S
B(S˜), (171)
define
‖h1 − h2‖
S′
∞ = sup
x∈S′
|h1(x)− h2(x)|. (172)
Then, the following properties are trivial.
‖gf − f‖∞ = ‖g − f‖
S′
∞
‖BAgf −Af‖∞ = ‖Bg −Af‖
S′
∞
(173)
Let ιS′,S be the natural embedding from S
′ into S, and let m0 ∈ P(S
′), and, as before, denote
by ιS′,S ∗m0 its push-forward measure under ιS′,S . If an S
′-valued measureable stochastic process
ζ = (ζt)t≥0 is a solution to the martingale problem (B,D(B),m0), then its image under the natural
embedding, (ιS′,S(ζt))t≥0, is a solution to the martingale problem (B
A,D(B,A), ιS′,S ∗m0).
The following proposition is a generalization of Lemma 4.5.1 [9].
Proposition 5.1. Let S be a separable metric space, Sn ⊂ S, D ⊂ C¯(S), Dn ⊂ B(Sn), for n ∈ N.
Consider time-dependent linear operators
A : R+ ×D → C¯(S) (174)
37
and
An : R+ ×Dn → B(Sn). (175)
Denote the sup-norm on S by ‖.‖∞, and let
‖.‖∞,n := ‖.‖
Sn
∞ for n ∈ N, (176)
where the right side is defined as before. Let mn0 ∈ P(Sn), for n ∈ N, and m0 ∈ P(S). Let Zn be a
solution of the martingale problem (An,Dn,m
n
0 ) (with sample paths in DSn [0,∞) ⊂ DS[0,∞)) for
every n ∈ N. Assume that, for any f ∈ D, there exists a sequence (fn)n∈N, with fn ∈ Dn for every
n ∈ N, such that
(i) lim
n→∞
‖fn − f‖∞,n = 0
(ii) lim
n→∞
‖An(s)f −A(s)fn‖∞,n = 0 for a.e. s ≥ 0.
(iii) For any t ≥ 0
sup
n∈N,s≤t
‖An(s)fn‖∞,n <∞. (177)
If Z is an S-valued stochastic process with the initial distribution m0 such that Zn ⇒ Z in DS [0,∞),
as n→∞, then Z is a solution of the martingale problem (A,D,m0).
Proof. Let Z˜n(t) = ιSn,S(Zn(t)), for t ≥ 0, where ιSn,S is the natural embedding from Sn into S.
As explained above, Z˜n is a solution to the martingale problem (A
A
n ,D(An, A), m˜
n
0 ), for n ∈ N,
where AAn is the extension of An with respect to A with the domain D(An, A) (defined as before),
and m˜n0 = ιSn,S ∗m
n
0 is the image (push-forward measure) of m
n
0 under ιSn,S . In order for Z to be
a solution to (A,D,m0), it is necessary and sufficient that for any k ∈ N, 0 ≤ t1 ≤ ... ≤ tk ≤ t ≤ s,
hi ∈ C¯(S), for i = 1, ..., k, and f ∈ D
E[{f(Z(s))− f(Z(t))−
s∫
t
A(r)f(Z(r))dr}
k∏
i=1
hi(Z(ti))] = 0. (178)
Under the assumptions, for any f ∈ D, there exists a sequence of fn ∈ Dn such that
lim
n→∞
‖ffn − f‖∞ = lim
n→∞
‖fn − f‖∞,n = 0 (179)
and
lim
n→∞
‖AAn (s)f
f
n −A(s)f‖∞ = lim
n→∞
‖An(s)fn −A(s)f‖∞,n = 0 (180)
for a.e. s ≥ 0. Let k ∈ N, hi ∈ C¯(S), for i = 1, ..., k. Let all 0 ≤ t1 ≤ ... ≤ tk ≤ t ≤ s be in the times
of continuity for Z, i.e. they belong to {r ≥ 0 : Z(r) = Z(r−) a.s.} which contains all positive real
numbers except possibly at most countable ones. Since Z˜n ⇒ Z in DS [0,∞), as n → ∞, and f is
bounded continuous, we have
lim
t→∞
E[AAn (r)f
f
n (Z˜n(r))] = E[A(r)f(Z(r))] (181)
for a.e. r ≥ 0 (for all r ≥ 0 except possibly at most a countable number of points). Thus, by (iii),
lim
t→∞
s∫
t
E[AAn (r)f
f
n (Z˜n(r))]dr =
s∫
t
E[A(r)f(Z(r))]dr. (182)
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Therefore, as Z˜n is a solution to (A
A
n ,D(An, A), m˜
n
0 ) for any n ∈ N,
0 = lim
n→∞
E[{ffn (Z˜n(s))− f
f
n (Z˜n(t))−
s∫
t
AAn (r)f
f
n (Z˜n(r))dr}
k∏
i=1
hi(Z(ti))] =
E[{f(Z(s))− f(Z(t))−
s∫
t
A(r)f(Z(r))dr}
k∏
i=1
hi(Z(ti))] = 0.
(183)
Since Z˜ is right continuous a.s., by (iii) and continuity of f , the last equality holds for any choice
of k ∈ N and t1, ..., tk, t, s ≥ 0.
Remark 5.2. One can replace (ii) and (iii) in the assumptions of the last proposition by
(ii)’ There exists a measure-zero subset of R+, namely U , such that for any t ≥ 0, lim
n→∞
‖An(s)fn−
A(s)f‖∞,n = 0 uniformly on s ∈ [0, t] ∩ U
c.
(iii)’ For any t ≥ 0
sup
s≤t
‖A(s)f‖∞ <∞. (184)
In fact (ii)′ and (iii)′ conclude (ii) and (iii).
To apply the last proposition in our problem, we must verify the validity of the assumptions
(i),(ii), and (iii), for the generators of MRE and FVRE. We can see that the generators are
uniformly bounded in a very strong sense.
Recall that for e˜ ∈ DE [0,∞), G˜e˜ = G˜
res + G˜mut + G˜sele˜ and G˜
N
e˜ = G˜
res,N + G˜mut,N + G˜sel,Ne˜ for
N ∈ N. Also, from now on in the rest of the paper, we denote by ‖.‖ the supnorm on B(P(I)), and
by ‖.‖N := ‖.‖
PN(I) the supnorm on restrictions on B(PN(I)). Also, similarly to the last section,
we denote by ‖.‖∞ the supnorm on B(I
N), specially we use this notation for the functions on C∗, i.e.
the state space of the dual process, and we denote by ‖.‖∞,N = ‖.‖
IN
∞ the supnorm on restrictions
on B(IN ).
Proposition 5.3. For any Φ˜ := Φ˜f ∈ F˜,
sup
s≥0,e˜∈DE [0,∞)
‖G˜e˜(s)Φ˜‖ <∞ (185)
Proof. Assume that f ∈ Cn(I
N). As we saw in the proof of Proposition 4.8, for any i, j ≤ n and
y ∈ I, f ◦ σij and f ◦ σ
y
i are defined by setting restrictions on the n first variables of f , that is they
are restrictions of f on a subdomain, and therefore,
‖f ◦ σyi ‖∞ ≤ ‖f‖∞
‖f ◦ σij‖∞ ≤ ‖f‖∞
.
(186)
Thus, for any m ∈ P(I),
|G˜resΦ˜f (m)| =
γ
2 |
n∑
i,j=1
< m⊗N, f ◦ σij − f > | ≤
γ
2
(
n
2
)
(‖f ◦ σij‖∞ + ‖f‖∞) ≤
γ
(
n
2
)
‖f‖∞.
(187)
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Also,
|G˜mutΦ˜f (m)| =
= |β′
n∑
i=1
< m⊗N, B
′
if − f > +β
′′
n∑
i=1
< m⊗N, B
′′
i f − f > | ≤
β′(
n∑
i=1
(‖B
′
if‖∞ + ‖f‖∞) + β
′′(
n∑
i=1
(‖B
′′
i f‖∞ + ‖f‖∞) ≤
4β‖f‖∞,
(188)
and for any e˜ ∈ DE [0,∞) and s ≥ 0
G˜sele˜ (s)Φ˜
f (m) = α
n∑
i=1
< m⊗N, e˜i(s)f − e˜n+1(s)f >≤ 2nα‖f‖∞. (189)
Therefore, there exists a constant C > 0 such that for any s ≥ 0 and e˜ ∈ DE[0,∞)
|G˜(s)Φ˜f (m)| < C‖f‖∞ <∞. (190)
Proposition 5.4. Let e˜N , e˜ ∈ DE [0,∞), for N ∈ N, such that e˜N → e˜ in DE [0,∞), as n → ∞.
For any Φ˜ := Φ˜f ∈ F˜, there exists a sequence of functions Φ˜N := Φ˜
fN
N ∈ F˜N , for N ∈ N, such that
(i) lim
N→∞
‖Φ˜N − Φ˜‖N = 0.
(ii) For a.e. t ≥ 0
lim
N→∞
‖G˜Ne˜N (t)Φ˜N − G˜e˜(t)Φ˜‖N = 0. (191)
(iii)
sup
N∈N,s≥0
‖G˜Ne˜N (s)Φ˜N‖N <∞ (192)
Proof. To simplify the notation, when it comes to applying it in the proof, we denote
e˜iN(s)(x) := e˜N(s)(xi), (193)
for s ≥ 0 and x = (x1, x2, ...) (or x = (x1, ..., xN )). We assume f ∈ Cn(I
N), for fixed n ∈ N.
Consider an arbitrary sequence of injective maps ηN : IN → IN, for N ∈ N, such that each ηN is
identical on the first N coordinates (e.g. ηN : (x1, x2, ..., xN ) 7→ (y1, y2, ...) where xi = yi for i ≤ N
and, for i > N , yi = c for a fixed c ∈ I). Note that, as we deal with the limit and the supremum,
for N ≤ n, neither the value of Φ˜N , nor the value of G˜
N
e˜N
Φ˜N are important. So we assume these
functions are 0 functions, for N ≤ n. For m ∈ PN (I), recall the definition of m(N) from (22) and
set
m˜(N) := ηN ∗m(N) N ∈ N, (194)
that is the push-forward measure of m(N) under ηN . It is clear that for any function g ∈ C(IN)
∫
IN
gdm˜(N) =
∫
IN
g ◦ ηNdm(N). (195)
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As f depends only on the first n variables, we can define f¯ ∈ C(In) by
f¯(x1, x2, ..., xn) = f(x1, x2, ..., xn, xn+1, ...), (196)
for an arbitrary choice of xi for i > n. Let fN := f ◦ η
N .
‖ΦfNN − Φ
f‖N =
sup
m∈PN (I)
| < m(N), f ◦ ηN > − < m⊗N, f > | =
sup
m∈PN (I)
| < m˜(N), f > − < m⊗N, f > | =
sup
m∈PN (I)
|
∫
In
f¯(x)m(dx1)
n∏
i=2
Nm(dxi)−
i−1∑
j=1
δxj
N−i+1 −
∫
In
f¯(x)
n∏
i=1
m(dxi)| ≤
‖f‖∞ sup
m∈PN (I)
|
∑
(x1,...,xn)∈supp(m)n
(m(x1)
n∏
i=2
Nm(xi)−
i−1∑
j=1
δxj
N−i+1 −
n∏
i=1
m(xi))| ≤
‖f‖∞(
C
N
+ o( 1
N
))
(197)
for a constant C. This yields (i).
To prove (ii), first we observe that for i, j ≤ N
fN ◦ σij = f ◦ η
N ◦ σij = f ◦ σij ◦ η
N . (198)
Let trij be the transposition operator on i and j. Since f depends only on the first n variables, for
N ≥ n
G˜res,N Φ˜fNN (m) =
γ
2
N∑
i,j=1
< m(N), f ◦ σij ◦ η
N − f ◦ ηN >=
γ
2
N∑
i,j=1
< m˜(N), f ◦ σij − f >=
γ
2
n∑
i,j=1
< m˜(N), f ◦ σij − f > +
γ
2
N∑
i=n+1
n∑
j=1
< m˜(N), f ◦ σij − f >=
γ
2
n∑
i,j=1
< m˜(N), f ◦ σij − f > +
γ
2
N∑
i=n+1
n∑
j=1
< m˜(N), f ◦ trij − f > .
(199)
But the last term vanishes because of exchangeability of m(N). Therefore, similarly to the proof of
(i),
‖G˜res,N Φ˜fNN − G˜
resΦ˜f‖N ≤
γ
2 sup
m∈PN (I)
n∑
i,j=1
| < m˜(N), f ◦ σij − f > − < m
⊗N, f ◦ σij − f > | <
C1
N
+ o( 1
N
)
(200)
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for a constant C1 > 0. Similarly, for mutation
‖G˜mut,N Φ˜fNN − G˜
mutΦ˜f‖N ≤
sup
m∈PN (I)
n∑
i=1
| < m˜(N), β′(B′if − f) + β
′′(B′′i f − f) >
− < m⊗N, β′(B′if − f) + β
′′(B′′i f − f) > | <
C2
N
+ o( 1
N
).
(201)
To verify this for the selection, first note that as e˜N → e˜ in DE[0,∞), as N →∞, for every positive
real number t ≥ 0, except possibly a countable number of them, we have e˜N (t)→ e˜(t). The selection
operator is very similar to the resampling one, except, here, the constant rate γ2 is replaced by a
time-dependent ca`dla`g fitness, and hence, the terms corresponding to i = n+1, ...N, j = 1, ..., n do
not necessarily vanish.
More explicitly, for a continuity time s ≥ 0 of e˜
α
N
N∑
i=n+1
n∑
j=1
< m˜(N), e˜iN (s)f ◦ σij − e˜
i
N(s)f >=
α
N
N∑
i=n+1
n∑
j=1
< m˜(N), (e˜jN (s)f) ◦ σij − e˜
i
N (s)f >=
α
N
N∑
i=n+1
n∑
j=1
< m˜(N), (e˜jN (s)f) ◦ trij − e˜
i
N (s)f >=
α
N
N∑
i=n+1
n∑
j=1
< m˜(N), e˜jN (s)f − e˜
i
N (s)f >=
α(N−n)
N
n∑
j=1
< m˜(N), e˜jN(s)f − e˜
n+1
N (s)f > .
(202)
Therefore, for constants C3 and C4,
‖G˜sel,Ne˜N (s)Φ˜
fN
N − G˜
sel
e˜ (s)Φ˜
f‖N =
sup
m∈PN (I)
| α
N
N∑
i,j=1
< m˜(N), e˜iN (s)(f ◦ σij − f) >
−α
n∑
i=1
< m⊗N , e˜i(s)f − e˜n+1(s)f > | ≤
sup
m∈PN (I)
| α
N
n∑
i,j=1
< m˜(N), e˜iN (s)(f ◦ σij − f) > |+
sup
m∈PN (I)
| α
N
N∑
i=n+1
n∑
j=1
< m˜(N), e˜iN(s)f ◦ σij − e˜
i
N (s)f >
−α
n∑
i=1
< m⊗N , e˜i(s)f − e˜n+1(s)f > | ≤
C3
N
+ o( 1
N
)+
sup
m∈PN (I)
|αN−n
N
n∑
i=1
< m˜(N), e˜iN (s)f − e˜
n+1
N (s)f >
−α
n∑
i=1
< m⊗N , e˜i(s)f − e˜n+1(s)f > |,
(203)
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where the right hand side is bounded by
C3
N
+ o( 1
N
)+
α
n∑
i=1
‖f‖∞{‖e˜
i
N(s)− e˜i(s)‖∞ + ‖e˜
n+1
N (s)− e˜n+1(s)‖∞}
(204)
Hence, there exists C5 such that
‖G˜sel,Ne˜N (s)Φ˜
fN
N − G˜
sel
e˜ (s)Φ˜
f‖N <
C5
N
+ o( 1
N
) (205)
This finishes the proof of (ii).
For part (iii), similarly to the proof of Proposition 5.3, there exists a constant C > 0 such that
for any m ∈ PN (I), s ≥ 0
|G˜Ne˜N (s)Φ
fN
N (m)| ≤ C‖fN‖∞,N = C‖f ◦ η
N‖∞,N = C‖f‖∞ (206)
Proposition 5.5. Let e˜N , e˜ ∈ DE [0,∞), and suppose that e˜N → e˜ in DE [0,∞). For any Φ˜ =
Φ˜f ∈ F˜
lim
N→∞
‖G˜e˜N (s)Φ˜− G˜e˜(s)Φ˜‖ = 0 (207)
for every s ≥ 0 except possibly a countable number of real numbers. Moreover,
sup
N∈N,s≥0
‖G˜e˜N (s)Φ˜
f‖ <∞ (208)
Proof. As e˜N → e˜ in DE [0,∞), for every positive real numbers s ≥ 0, except possibly countable
ones e˜N (s)→ e˜(s) in E, as N → ∞. The resampling and mutation rates, for both generators, are
identical. Thus we need to verify that the limit is 0 for the selection terms. To this end, for any
m ∈ P(I), and any continuity point s ≥ 0 of e˜,
‖G˜e˜N (s)Φ˜− G˜e˜(s)Φ˜‖ ≤
n∑
i=1
sup
m∈P(I)
| < m, e˜iN(s)f − e˜
n+1
N (s)f > − < m, e˜i(S)f − e˜n+1(s)f > |
≤
n∑
i=1
‖(e˜iN(s)f − e˜i(s)f)− (e˜
n+1
N (s)f − e˜n+1(s)f)‖∞ ≤
n∑
i=1
‖f‖∞(‖e˜
i
N(s)− e˜i(s)‖∞ + ‖e˜
n+1
N (s)− e˜n+1(s)‖∞).
(209)
The last term converges to 0 and this yields the result.
For the second part, write
sup
N∈N,s≥0
‖G˜e˜N (s)Φ˜
f‖ ≤ sup
e˜∈DE [0,∞),s≥0
‖G˜e˜(s)Φ˜
f‖ <∞, (210)
where the last inequality follows Proposition 5.3.
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Proposition 5.6. Let M ∈ N, and let e˜N , e˜ ∈ DE [0,∞), and suppose that e˜N → e˜ in DE [0,∞).
Then for any Φ˜M = Φ˜
f
M ∈ F˜M
lim
N→∞
‖G˜Me˜N (s)Φ˜M − G˜
M
e˜ (s)Φ˜M‖M = 0 (211)
for every s ≥ 0 except possibly a countable number of real numbers. Moreover,
sup
N∈N,s≥0
‖G˜Me˜N (s)Φ˜M‖M <∞ (212)
Proof. The proof is similar to the proof of Proposition 5.5. Again, resampling and mutation terms
of both generators are the same, and for a continuity point s ≥ 0 of the function e˜
‖G˜Me˜N (s)Φ˜M − G˜
M
e˜ (s)Φ˜M‖M ≤
N∑
i,j=1
‖e˜iN(s)− e˜i(s)‖∞‖f ◦ σij − f‖∞ ≤
2(N − 1)
N∑
i=1
‖e˜iN(s)− e˜i(s)‖∞‖f‖∞,
(213)
where the last term is converging to 0 as N → ∞. As before, there exists a constant C > 0 such
that for any m ∈ PM (I) and s ≥ 0
|G˜Me˜N (s)ΦM (m)| ≤ C‖f‖∞,M <∞. (214)
6 Convergence of MRE to FVRE
In this section we prove the wellposedness of the FVRE martingale problem (Theorem 2.8), and
also prove convergence of MRE to FVRE (Theorem 2.10). In the previous sections, we prepared all
necessary tools to construct FVRE from MRE. We proved the uniqueness of the FVRE martingale
problem, convergence of generators, and other required properties. What remained is the proof of
tightness that is relatively simple, due to compactness of the state spaces I and E and uniform
boundedness of the fitness process. This section essentially is devoted to the problem of tightness,
and proves it for {µe˜NN }N∈N, {µ
e˜N}N∈N, and {µ
e˜N
M }N∈N, where e˜ and e˜N , for N ∈ N, are ca`dla`g
functions in DE[0,∞) and M ∈ N. We apply a modification of Remark 4.5.2 [9] which best fits our
problem.
Lemma 6.1. Let S be a Polish space, and Sn ⊂ S. Consider D ⊂ C¯(S) that contains an algebra
that separates points and vanishes nowhere. Let Dn ⊂ B(Sn) and consider time-dependent linear
operators
An : R+ ×Dn → B(Sn) (215)
for n ∈ N. For any N ∈ N, suppose there exists an Sn-valued solution Zn = (Zn(s))s≥0 (with
sample paths in DSn [0,∞) ⊂ DS [0,∞)) to the martingale problem (An,Dn,m
n
0 ) where m
n
0 ∈ P(Sn).
Assume:
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(i) For any f ∈ D, there exists a sequence (fn)n∈N, fn ∈ Dn, such that
‖fn − f‖∞,n → 0, (216)
as n→∞ (here ‖.‖∞,n is the general norm ‖.‖
Sn
∞ defined in the beginning of Section 5).
(ii) For any t ≥ 0, there exists r > 1, such that
lim sup
n
E[(
t∫
0
|An(s)fn(Zn(s))|
rds)
1
r ] <∞. (217)
(iii) (Compact containment condition)
For any ε, t > 0, there exists a compact set Kε,t ⊂ S such that
inf
n
P[Zn(s) ∈ Kε,t for 0 ≤ s ≤ t} ≥ 1− ε (218)
Then {Zn}n∈N is relatively compact (equivalently tight) in DS[0,∞).
Proof. The set D¯ contains an algebra that separates points and vanishes nowhere, and hence it is
dense in C¯(S) in the topology of uniform convergence on compact sets. As the compact containment
condition holds, and Zn takes sample paths in DS [0,∞) for any n, applying Theorem 3.9.1 [9], it
suffices to show for any f ∈ D, f ◦Zn = (f ◦Zn(s))s≥0 is tight in DR[0,∞). Theorem 3.9.4 [9] gives
certain criteria under which f ◦ Zn is tight, namely for any t ≥ 0
lim sup
n
E[ sup
s∈[0,t]∩Q
|fn(ZN (s))− f(Zn(s))] < ‖fn − f‖∞,n. (219)
But the last term converges to 0 as n → ∞. Thus (ii) and the fact that Zn are solutions to
martingale problems (An,Dn,m
n
0 ) yields the result.
Lemma 6.2. For any M ∈ N and (e˜N )N∈N ⊂ DE [0,∞), the sequences (µ
e˜N
N )N∈N and (µ
e˜N )N∈N
are tight in DP(I)[0,∞), and (µ
e˜N
M )N∈N is tight in DPM(I)[0,∞).
Proof. First note that the compact containment condition always holds due to the compactness of
the state space P(I). Propositions 5.4, 5.5, and 5.6 guarantee the conditions (i) and (ii) of Lemma
6.1. Of course, condition (i) holds for {µe˜N }N∈N by setting DN = F˜ and Φ˜
fN = Φ˜ for any N ∈ N.
Similarly, in the case of {µe˜NM }N∈N, we set DN = F˜M , for any N ∈ N, and the sequence of functions,
ΦfNM , all identical to Φ˜M . Further, F˜ and F˜N separate points and vanishes nowhere (Propositions
2.6, 2.2) on P(I) and PN (I), respectively. This finishes the proof.
Now we are ready to prove Theorems 2.8 and 2.10.
Proof of Theorems 2.8 and 2.10
For Theorem 2.8, it suffices to prove existence of a solution to the martingale problem (G˜e˜, F˜, P˜0)
for every e˜ (uniqueness of such a martingale problem has been proved (cf. Proposition 1.3). Then
wellposedness of the quenched martingale problem follows immediately. Also, for Theorem 2.10,
integrating over Ω, part (ii) follows part(i), automatically. Therefore, we concentrate on the proof
of existence of (G˜e˜, F˜, P˜0), for any e˜ ∈ DE [0,∞), and proof of part (i) in Theorem 2.10.
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Let M be an arbitrary natural number. By assumption and continuity of P˜0 and P˜
M
0 , we have
the convergence of initial distributions, i.e.
P˜N0 (e˜N)→ P˜0(e˜) in P(P(I))
P˜0(e˜N )→ P˜0(e˜) in P(P(I))
P˜M0 (e˜N )→ P˜
M
0 (e˜) in P(P
M (I)).
(220)
Propositions 5.1, 5.4, 5.5, and 5.6 combined with the uniqueness of martingale problems (G˜e˜, F˜, P˜0(e˜)),
(G˜Me˜N , F˜M , P˜
M
0 (e˜)) (Propositions 4.6 and 2.4) ensure that any convergent subsequence of (µ
e˜N
N )N∈N
((µe˜N )N∈N and (µ
e˜N
M )N∈N, respectively) converges weakly in the corresponding Skorokhod topol-
ogy to the unique solution of time-dependent martingale problem (G˜e˜, F˜, P˜0(e˜)) ((G˜e˜, F˜, P˜0(e˜)),
(G˜Me˜N , F˜M , P˜
M
0 (e˜)), respectively). By tightness of (µ
e˜N
N )N∈N ((µ
e˜N )N∈N and (µ
e˜N
M )N∈N, respectively)
, Lemma 6.2, the weak limits exist. This yields part (i) of Theorem 2.10. Note that, for any
e˜ ∈ DE [0,∞), letting e˜N = e˜ (or e˜N = e˜M , respectively) for all N ∈ N, we have also proved that
µe˜N ⇒ µ
e˜
µe˜MN ⇒ µ
e˜M
(221)
in DP(I)[0,∞) as N →∞. Also, in particular for any e˜ ∈ DE [0,∞), setting e˜N = e˜ for all N ∈ N,
implies existence of a solution to (G˜e˜, F˜, P˜0), and this, together with the uniqueness, Proposition
4.6, deduces wellposedness.
Note that we do not need continuity of P˜0, except to prove convergence results µ
e˜N ⇒ µ and
µe˜NM ⇒ µM in the corresponding Skorokhod topology, as N →∞.
7 Continuity of sample paths of FVRE
The purpose of this section is to prove the continuity of sample paths for the FVRE process.
We make use of the criteria developed recently by Depperschmidt et al. in [7] (see also [1]). To
formulate the sufficient conditions under which FVRE takes continuous paths a.s., we shall introduce
the concept of first and second order operators. We follow the definitions and the proof of Section
4 in [7].
Definition 15. Let L be a Banach space and suppose D ⊂ L contains an algebra A. A linear
operator G on L with the domain D is said to be a first order operator with respect to A if for any
f ∈ A
Gf2 − 2fGf = 0. (222)
It is said to be a second order operator, if it is not a first order operator, and for every f ∈ A
Gf3 + 3f2Gf − 3fGf2 = 0. (223)
The following lemma is an extension of Proposition 4.5 in [7] to the case of time-dependent
martingale problems.
Lemma 7.1. Let S be a Polish space, and consider D ⊂ C¯(S) containing a countable algebra A that
separates points of S and contains constant functions. Let G : R+×D → B(S) be a time-dependent
linear operator such that, for any t ≥ 0,
G(t) = G1(t) +G2(t), (224)
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where G1(t) and G2(t) are first and second order linear operators for every t ≥ 0, respectively.
Assume that for any t ≥ 0 and f ∈ A, G(.)f is uniformly bounded on [0, t], i.e.
sup
s≤t
|G(s)f | <∞. (225)
Let m0 ∈ P(S). Then, any general solution Z = (Zt)t≥0 of the martingale problem (G,D,m0), has
sample paths in C([0,∞), S) a.s..
Remark 7.2. Note that under the assumption, any general solution of the martingale problem
(G,D,m0) is a solution, i.e. takes its sample paths in DS [0,∞) a.s. (cf. Theorem 4.3.6 [9]).
Proof. We follow the proof of Proposition 4.5 in [7]. Let Z = (Zt)t≥0 be a solution to the martingale
problem (G,D,m0). For any f ∈ A, first we prove (f(Zt))t≥0 has continuous paths a.s.. For f ∈ A
and x, y ∈ S, let Ff,y(x) := f(x)− f(y). Since A is an algebra, for any y ∈ S and f ∈ D, Ff,y ∈ A,
and hence F 2f,y, F
4
f,y ∈ A. Thus
F 2f,y(Zt)−
t∫
0
G(u)F 2f,y(Zu)du (226)
is a martingale with respect to the canonical filtration. In particular, for t ≥ s
E[F 2f,Zs(Zt)] =
t∫
s
E[G(u)F 2f,Zs(Zu)]du ≤ C1(t− s) (227)
for a constant C1 > 0. Also,
E[(f(Zt)− f(Zs))
4] =
E[F 4f,Zs(Zt)] = (by Lemma 4.4. [7])
t∫
s
E[F 2f,Zs(Zu)(6GF
2
f,Zs
(Zu)− 8Ff,Zs(Zu)GFf,Zs (Zu))]du ≤
C2
t∫
s
E[F 2f,Zs (Zu)]du ≤
C1C2
t∫
s
(u− s)du = C1C2(t−s)
2
2 .
(228)
Continuity of (f(Zt))t≥0 follows from Proposition 3.10.3 [9]. The remainder of the proof is identical
to that of Lemma 4.4 in (Depperschmidt et al. [7]).
Lemma 7.3. Let e˜ ∈ DE [0,∞). Then
(a) G˜mut is first order.
(b) For any t ≥ 0, G˜sele˜ (t) is first order.
(c) G˜res is second order.
Proof. See Proposition 4.10 in [7].
Proof of Theorem 2.9
Continuity of the sample paths of µe a.s. follows the continuity of sample paths of µe˜ for every
e˜ ∈ DE [0,∞). The latter is a consequence of Propositions 2.6, 5.3, Theorem 2.8, and Lemmas 7.1
and 7.3.
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8 An ergodic theorem for FVRE
This section proves the main ergodic theorem, Theorem 2.12, for the FV annealed-environment
process. Before giving a complete proof, we show that the semigroup of FV with any deterministic
fitness process e˜ ∈ DE [0,∞) has Feller property, i.e. it is from C(P(I)) to C(P(I)). For any
0 ≤ s ≤ t and e˜ ∈ DE [0,∞), let p
e˜(s, x; t, dy) and (T e˜s,t)0≤s≤t be, respectively, the transition
probability and the semigroup of µe˜, i.e. for f ∈ C(P(I)) and m ∈ P(I)
T e˜s,tf(m) =
∫
P(I)
f(m′)pe˜(s,m; t, dm′). (229)
Proposition 8.1. Let e˜ ∈ DE [0,∞) be a deterministic fitness process. Then, (T
e˜
s,t)0≤s≤t is a Feller
semigroup, i.e. for any 0 ≤ s ≤ t and for any f ∈ C(P(I)), T e˜s,tf ∈ C(P(I)). In other words, for
any 0 ≤ s ≤ t
T e˜s,t : C(P(I))→ C(P(I)). (230)
Proof. Recall from Remark 4.5 the definition of (µ+s,e˜r )r≥0:
µ+s,e˜r = µ
e˜
r+s (231)
Let mn0 → m0 in P(I), as n → ∞, and ψˆ0 ∈ C
∗. For any 0 ≤ s ≤ t, the duality relation follows
Proposition 4.3 and Remark 4.5, and since ψˆ0 is bounded continuous depending on a finite number
of variables, we have
lim
n→∞
E
mn0 [< µ+s,e˜t−s , ψˆ0 >] = lim
n→∞
E
ψˆ0 [< mn0 , ψ
t,e˜
t−s >] =
E
ψˆ0 [< m0, ψ
t,e˜
t−s >] = E
m0 [< µ+s,e˜t−s , ψˆ0 >].
(232)
As {< ., ψˆ0 >}ψˆ0∈C∗ is measure-determining, for any f ∈ C(P(I))
lim
n→∞
T e˜s,tf(m
n
0 ) = lim
n→∞
E
mn0 [f(µ+s,e˜t−s )] = E
m0 [f(µ+s,e˜t−s )] = T
e˜
s,tf(m0). (233)
Proof of Theorem 2.12
By duality relation (in average), Proposition 4.3, and Theorem 4.11, for anym0 ∈ P(I) and ψˆ0 ∈ C
∗
lim
t→∞
E
m0 [< µet , ψˆ0 >] = lim
t→∞
E
ψˆ0 [< m0, ψ
t,e
t >] = lim
t→∞
E
ψˆ0 [ψt,et ], (234)
where the limit on the right hand side of the last equality exists and does not depend on m0 ∈ P(I).
Since P(I) is compact, {µet}t≥0 is tight and therefore there exist some convergent subsequences. Let
(ti)i∈N and (si)i∈N be two strictly increasing sequences of positive real numbers, and let {µ
e
ti
}i∈N
and {µesi}i∈N (with µ
e
0 = m0) be such that
µeti ⇒ µ
e,m0
1 (∞) (235)
µesi ⇒ µ
e,m0
2 (∞) (236)
48
in P(I) as N →∞, where µe,m0i (∞), for i = 1, 2, are random measures in P(I). For any ψˆ0 ∈ C
∗
E[< µe,m01 (∞), ψˆ0 >] = lim
i→∞
E
m0 [< µeti , ψˆ0 >] = limti→∞
E
ψˆ0 [ψti,eti ] =
lim
si→∞
E
ψˆ0 [ψsi,esi ] = limi→∞
E
m0 [< µesi , ψˆ0 >] = E[< µ
e,m0
2 (∞), ψˆ0 >].
(237)
As lim
ti→∞
E
ψˆ0 [ψti,eti ] = limsi→∞
E
ψˆ0 [ψsi,esi ] does not depend on m0, so do µ
e,m0
i (∞), for i = 1, 2. Hence,
there exists a random probability measure µe(∞) ∈ P(I) such that for anym0 ∈ P(I), conditioning
on µe0 = m0,
µet ⇒ µ
e(∞). (238)
For part (ii), it is sufficient to prove that conditioning on any initial distribution of (µet , et), namely
m˜0 ∈ P(P(I)× E),
lim
t→∞
E[f1(µt)f2(et)] f1 ∈ C(P(I)), f2 ∈ C(E) (239)
exists and does not depend on m˜0. In that case, since P(I) × E is compact, any convergent
subsequence of (µet , et) converges weakly to a unique limit, and from part (i) and assumption, then
(µet , et)⇒ (µ
e(∞), e(∞)). (240)
To prove the existence of the limit for any arbitrary ψˆ0 ∈ C
∗ and m0 ∈ P(I), write
E[< µet , ψˆ0 > f2(et)] =
E[E[< µet , ψˆ0 > |e]f2(et)] =
E[E[< m0, ψ
t,e
t > |e]f2(et)]
(241)
But, conditioning on τ, Jτ , κ, T
sel
τ , knowing the fact that τ is finite a.s. and does not depend on e,
and replacing the continuous function f in (165 )by ψt,et e(t), we can see the limit of the last term in
the last equality exists and does not depend on the choice ofm0 and ψˆ0. (Recall that {< ., f >}f∈C∗
is measure and convergence-determining.) Now let ν∗ be the distribution of (µe(∞), e(∞)). Let
T ∗t be the semigroup of the joint annealed-environment process, (µ
e
t , et). For F ∈ C(P(I) × E),
m˜0 ∈ P(P(I)× E), and s ≥ 0,∫
P(I)×E
T ∗s Fdν
∗ = lim
t→∞
∫
P(I)×E
T ∗t+sFdm˜0 =
∫
P(I)×E
Fdν∗. (242)
The last equation holds for any m˜0, including all invariant measures. Hence the uniqueness holds.
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