Accurate segmentation of neonatal brain MR images remains challenging mainly due to their poor spatial resolution, inverted contrast between white matter and gray matter, and high intensity inhomogeneity. Most existing methods for neonatal brain segmentation are atlas-based and voxel-wise. Although active contour/surface models with geometric information constraint have been successfully applied to adult brain segmentation, they are not fully explored in the neonatal image segmentation. In this paper, we propose a novel neonatal image segmentation method by combining local intensity information, atlas spatial prior, and cortical thickness constraint in a single level-set framework. Besides, we also provide a robust and reliable tissue surface initialization for the proposed method by using a convex optimization technique. Thus, tissue segmentation, as well as inner and outer cortical surface reconstruction, can be obtained simultaneously. The proposed method has been tested on a large neonatal dataset, and the validation on 10 neonatal brain images (with manual segmentations) shows very promising results.
Introduction
Accurate segmentation of neonatal brain magnetic resonance (MR) images into white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF) has important implications for normal brain development studies, as well as for the diagnosis and treatment evaluation of neurodevelepmental disorders such as autism. Manual segmentation of neonatal brain structures is tedious, time consuming, and also lacks of reproducibility. Therefore, it is necessary to develop automatic techniques for neonatal brain segmentation. However, despite of the success of segmentation methods developed for adult brain images, it still remains challenging to segment neonatal brain images due to poor spatial resolution, ambiguous tissue intensity distributions (Prastawa et al., 2005; Shi et al., 2010a) , as well as different levels of inverted contrast between WM and GM at different parts of neonatal brain (Xue et al., 2007) .
To obtain reliable segmentation results, atlas-based methods are widely used (Cocosco et al., 2003; Prastawa et al., 2005; Shi et al., 2010a; Warfield et al., 2000; Weisenfeld and Warfield, 2009 ). For example, (Prastawa et al., 2005) proposed an atlas-based approach for neonatal brain segmentation. They generated an atlas by averaging three semiautomatic segmented neonatal brain images and then adopted the expectation-maximization (EM) scheme with inhomogeneity correction to achieve tissue classification of GM, CSF, myelinated and unmyelinated WM. (Warfield et al., 2000) proposed an age-specific atlas from multiple subjects and an iterated tissue-segmentation-andatlas-alignment strategy to improve the neonatal tissue segmentation. (Shi et al., 2010a) proposed a new framework for performing neonatal brain tissue segmentation by using a subject-specific tissue probabilistic atlas generated from the follow-up data of the same subject. Comprehensive reviews on the atlas-based segmentation methods can be referred to (Kuklisova-Murgasova et al., 2011) . Most of the abovementioned neonatal segmentation methods are voxel-wise, although neighborhood information is incorporated in some studies. Geometric information, which describes the boundary between tissue structures and also constrains the relative locations of different boundaries, is not fully explored. In fact, the geometric information can be used in tissue segmentation to manage the ambiguous tissue distributions, especially for neonatal brain images.
One of the most effective ways of incorporating geometric information for tissue segmentation is to use active contour/surface models (Gooya et al., 2008; Shi and Karl, 2008; Shi et al., 2007) . These models are able to provide smooth and closed contours/surfaces as final segmentation, which is not guaranteed in voxel-based segmentation methods. In fact, geometrically, the human cerebral cortex is a thin, folded sheet of GM, with a nearly constant thickness at a range of [1 5]mm for neonatal brains. To obtain a detailed geometric representation of the cortex, many algorithms have been proposed using explicit or implicit surface representation (Goldenberg et al., 2002; Han et al., 2004; MacDonald et al., 2000; Xu et al., 1999; Xue et al., 2007; Zeng et al., 1999) . In these methods, adaptive fuzzy c-means (AFCM) algorithm or EM-MRF segmentation scheme (Xue et al., 2007) are typically used to obtain an initial tissue classification, or local boundary indicator functions to derive the inner and outer interfaces of cortex (Zeng et al., 1999) . Then, the tissue classification or interfaces of cortex are transformed into surface tessellation and the surfaces are further deformed with a selfintersection checking, smooth regularization, or thickness constraint. However, there are two main drawbacks for these methods. First, the initial segmentation is crucial to the final result. If the initial segmentation is not good enough, the errors are difficult to be corrected during the surface evolution procedure. In this way, the final result can be not accurate as well. Second, the AFCM algorithm and EM algorithm are sensitive to the initialization and typically converge to a local optimum (Dempster et al., 1977; Vovk et al., 2007) , and also the local boundary indicator functions are sensitive to the image noise.
In this paper, we proposed a novel framework for neonatal image segmentation based on convex optimization and coupled level sets. We first use a convex optimization to derive a preliminary segmentation, which then forms an initialization for the following coupled level sets. Finally, the coupled level sets are constructed by refining the surfaces defined on the boundaries among WM, GM, CSF, and background, which will further segment the neonatal brain image based on the local intensity information, atlas spatial prior, and cortical thickness constraint. In contrast to the methods in (Goldenberg et al., 2002; Han et al., 2004; MacDonald et al., 2000; Xu et al., 1999; Xue et al., 2007; Zeng et al., 1999) , our framework allows for random initialization. Even when the preliminary segmentation is in question, the following coupled level sets can still robustly locate the correct boundaries.
Method
In this paper, we present a novel surface-based segmentation method, utilizing local intensity information, atlas spatial prior, and cortical thickness constraint, for segmentation of neonatal MR brain images in to GM, WM, and CSF. We adopt the local Gaussian distribution fitting (LGDF) energy (Wang et al., 2009) , which describes local image intensities by Gaussian distributions with different means and variances. The means and variances of local intensities are spatially varying functions, which enable the model to deal with intensity inhomogeneities. A prior knowledge from atlases is then combined with the LGDF energy to regularize the segmentation and further increase the ability in handling the inhomogeneities. Based on the fact that the cortex has a nearly constant thickness, a constraint of cortical thickness can provide useful geometric information to guide more accurate segmentation. Accordingly, these three terms are finally incorporated into the coupled level sets in such a way that the surfaces are driven by the LGDF and spatial prior, while the distance between the inner and the outer surfaces of cortex remains within a predefined range by an additional cortical-thickness constraint term. We also propose a novel initialization method for this coupled level sets by using convex optimization, which allows for the random initializations. The contributions of this paper are twofold: a) we propose a novel coupled-level-sets based neonatal image segmentation method by combining local intensity information, atlas spatial prior, and cortical thickness constraint in a level-set framework. b) we propose a robust initialization based on the convex optimization for the coupled level sets by using the global image statistical information and atlas spatial prior.
An overview of the proposed framework is shown in Fig. 1 . The framework consists of three steps: (1) Preliminary segmentation for CSF, WM and GM, as shown in the left panel of Fig. 1 ; (2) Partial Volume (PV) removal and correction of the mislabeled CSF from WM, as shown in the bottom panel; and (3) Coupled level sets based segmentation, as shown in the top-right panel. Steps (1) and (2) form an initialization for the step (3). For better emphasizing our contribution, we will first introduce step (3) in Section 1, and then steps (1) and (2) in Sections 2 and 3, respectively. The following sections describe the method in detail.
Neonatal segmentation using coupled level sets
In this section, we propose an implicit level set method based on local intensity distribution fitting, spatial prior, and cortical thickness constraint for neonatal brain segmentation. Let Ω be the image domain, I be a given image, and {Ω i } i = 1 N be a set of disjoint image regions, such that Ω = ∪ i = 1
where N refers to the number of regions. Instead of modeling the intensities of each tissue by a global Gaussian distribution, we model the intensities of the neighborhood O x of each voxel x by a spatial Gaussian distribution. Based on our previous work in (Wang et al., 2009) , the Gaussian probability density with spatially varying means u i (x) and variances σ i 2 (x) is defined as,
where I(y) is the intensity of voxel y in the neighborhood O x of the current voxel x. In fact, we can replace O x by a Gaussian kernel ω σ with scale σ to control the size of the neighborhood (Li, 2006; Li et al., , 2008a . Based on maximum a posteriori probability (MAP), we can thus define a local Gaussian distribution fitting energy:
It is worth noting that local intensity means u i (x) and variances σ i 2 (x) are the spatially varying functions, which are crucial in handling the inhomogeneity. Due to large overlap in the tissue distribution, it is necessary to use spatial prior prior i for guiding the segmentation. The spatial prior used in this paper is given by a neonatal atlas 1 (Shi et al., 2011) , shown in Fig. 2 . This atlas was constructed from 95 neonatal subjects, segmented by our previous longitudinal-based segmentation method (Shi et al., 2010a) . For a given subject image, by using HAMMER algorithm (Shen and Davatzikos, 2002) to warp the atlas image into the subject image space, we can derive spatial prior information prior i for WM, GM and CSF, respectively, for the subject image. In the following, we propose a new energy function which combines the local Gaussian distribution fitting energy and spatial prior knowledge prior i given by the neonatal brain atlases,
The ultimate goal is to minimize E
L Prior x
for all the voxels x in the image domain Ω, which directs us to define an energy function as the following double integral:
We can use one or multiple level set functions to represent a partition {Ω i } i = 1 N . For neonatal segmentation, we use three level set functions ϕ 1 , ϕ 2 and ϕ 3 to represent WM, GM, CSF and background. As illustrated in Fig. 3 , the zero-level surfaces of ϕ 1 , ϕ 2 and ϕ 3 are the interfaces of WM/GM, GM/CSF, and CSF/background, respectively.
Let Φ = (ϕ 1 , ϕ 2 , ϕ 3 ). Using Heaviside function H, the energy function based on the LGDF energy and atlas spatial prior can be defined as
where
)|dx is the length term to maintain a smooth contour/surface during evolution, as controlled by ν. (When ν 1 This neonatal atlas is available in our website for download: https://www.med.
unc.edu/bric/ideagroup/free-softwares. is big, the contour/surface is smooth; The coefficient ν is determined based on our experience.) M i (Φ) are defined as,
By calculus of variations, it can be shown that the parameters u i (x) and σ i 2 (x) that minimize the energy functional in Eq. (5) for a fixed Φ are given by
and
Note that the formulas of u i (x) and σ i 2 (x) in Eqs. (7) and (8) are also presented in (Brox, 2005; Brox and Cremers, 2007; Rosenhahn et al., 2007) , which were, however, empirically defined, instead of being derived from a variational principle.
Minimization of the energy function F in Eq. (5) with respect to ϕ i is achieved by solving the gradient descent flow equations as follows,
As proposed in (Goldenberg et al., 2002; Zeng et al., 1999) , the cortical layer has a nearly constant thickness which can be used to guide the surface evolutions. To utilize the cortical structural information, we design a coupled level set to constrain the distance of zero-level surfaces of ϕ 1 and ϕ 2 within a reasonable range. Let the allowed distance be [d D] . We adopt the coupling functions h(⋅) and c i (ϕ j ) in (Paragios, 2001; Zeng et al., 1999) , where h(x) is a function that h(x) = 1 when the distance between the two surfaces is within an acceptable range, otherwise h(x) = 0, and c i (ϕ j ) is another coupling function that maintains the distance within an acceptable range. Therefore, we write
where h(⋅) and c i (ϕ j ) are defined as
where f is the constant that determines the range of the preferable values for the distance [d + f, D − f ] (Unless otherwise specified, the parameter f = 1 is used as default). There are two advantages of this design. First, the image-based force [− δ(ϕ 1 )H(ϕ 2 )(e 1 − e 2 )H(ϕ 3 )] guides the surface evolution only when the distance between the two surfaces is within an acceptable range. Second, when the distance is beyond the acceptable range, this force does not affect the evolutions, but the second term c 1 (ϕ 2 )| ∇ ϕ 1 | is activated which will deflate the surface if the distance is below the minimum acceptable value, and inflate the surface if the distance is beyond the maximum acceptable value.
In a similar way, we write a new evolution equation for ϕ 2 ,
Note that the thickness is not constant for the subcortical GM, therefore we should not put any cortical-thickness constraint on the subcortical GM regions. To this end, we define a mask in the template space to include ventricular CSF, its surrounding GM/WM tissues, and other subcortical GM regions, as similarly proposed in (Shi et al., 2010b) . Then, by warping this mask to the subject image under segmentation (Shen and Davatzikos, 2002) , we can obtain the mask for the ventricular CSF and subcortical GM regions of the subject, where the cortical thickness constraint will not be imposed. As shown in Fig. 4 , the mask is indicated by the red curves. In these subcortical regions, only local Gaussian distribution fitting and atlas prior are employed to guide the segmentation.
With the combination of local Gaussian distribution fitting energy, spatial prior knowledge, and cortical thickness constraint, the proposed method is able to achieve accurate segmentation for the neonatal MR images. However, as the 3D convolution operations have to be performed at every iteration, the proposed method is computationally expensive. Thus, a good initialization for the proposed coupled-level-sets method is necessary not only to save time, but also to help avoid being trapped into local minima. In the following section, we will propose a robust initialization method based on the convex optimization.
Preliminary segmentation for CSF, WM and GM
Considering the tissue intensity distribution is more overlapping between GM and WM while not with CSF, we propose two steps for initial segmentation. First, CSF is identified from the brain image by classifying the brain image into CSF, WM+ GM, and background (BG). Second, the WM+ GM are further separated into WM and GM. Similar strategy was also employed in other papers (Cappabianco et al., 2010; Ekin and Jasinschi, 2006; Liu et al., 2007) , showing better performance than that obtained by simultaneous extraction of CSF, WM and GM as done in the conventional methods. To address the issue of the intensity inhomogeneity, we adopt a joint segmentation and inhomogeneity estimation scheme. Specifically, we first logarithmically transform the intensities in order to make the bias b additive. We then use two segmentation variables u 1 and u 2 , which take values between 0 and 1, to represent the membership functions of three regions with M 1 = u 1 u 2 , M 2 = u 1 (1− u 2 ), and M 3 =(1− u 1 ). The intensities of each region are characterized by a global Gaussian distribution with mean and variance as (c i , σ i 2 ). The atlas spatial prior prior i is also utilized for segmentation. We then propose the following minimization scheme for segmenting the image into the regions of CSF, (WM + GM) and BG, min u 1 ∈ 0;1 ½ ;u 2 ∈ 0;1 ½ ;c i ;σ i ;bẼ
where the probability p i (x) can be expressed as:
and the last two terms in Eq. (16) are the total variations of u 1 and u 2 . By constraining both u 1 and u 2 to be [0, 1], the minimization problem is separately convex in each segmentation variable u i , when (c i , σ i , b) are fixed (Bresson et al., 2007; Chan et al., 2006) . In fact, the minimization problem in Eq. (16) can be written as:
The following theorem states the existence of a global minimizer for the energies E 1 and E 2 in Eq. (18): Theorem 1. Suppose that u 2 is fixed, if u 1* is any minimizer of E 1 (., c i , σ i , b), then for almost every η ∈ [0, 1] we have that the binary function
is also a global minimizer of E 1 (., c i ,
Similarly, suppose that u 1 fixed, if u 2* is any minimizer of E 2 (., c i , σ i , b), then for almost every η ∈ [0, 1] we have that the binary function
is also a global minimizer of E 2 (., c i ,
Proof. The proof is the same as the one proposed in (Bresson et al., 2007; Chan et al., 2006; Mory and Ardon, 2007) .
Therefore, the proposed method allows for random initializations and we can easily use the Split Bregman method (Goldstein et al., 2009 ) to minimize u 1 and u 2 (see Appendix for detail).
The global mean c i and variance σ i 2 can be easily solved. For the fixed (u 1 , u 2 , c i , σ i ), the bias field b can be determined by
In view of the slowly varying property of the bias field, using the technique in (Li et al., 2008a) we can derive a smooth bias field in this form,
where * is the convolution operation, and g is a lowpass filter, such as a mean-filter kernel or a Gaussian-filter kernel. In this paper, we set g = ω σ . After preliminary segmentation for CSF, we further apply the scheme to segment WM+ GM into WM and GM. The energy is the same as Eq. (16). With these two convex models, we can achieve a good preliminary segmentation for the neonatal brain images. For example, Fig. 5(a) shows a slice of neonatal brain. Fig. 5(b) shows the preliminary segmentation result obtained by these convex models. Note that, in all the neonatal image segmentation experiments in this paper, we randomly initialize the constants c i and the segmentation variable u i .
Partial Volume (PV) removal and CSF correction from WM
After preliminary segmentation, we find that many voxels between CSF and GM are incorrectly classified as WM due to partial volume effect. This is a common phenomenon that happens in neonatal brain images because the MR intensity for the unmyelinated In this paper, we adopt rather simple but effective scheme to handle PV problem based on the observation that the misclassified WM are commonly surrounded by the CSF and GM. For each segmented WM voxel, in its neighborhood with size of w × w × w, let the number of WM, GM and CSF/BG be N WM , N GM , and N CSF , respectively. If N WM ≤ a, while N GM > N CSF ≥ b, then this WM should be set as GM. If N WM ≤ a, while N CSF > N GM ≥ c, then this WM should be set as CSF. In this paper, we set a = 3, b = 3, c = 6, w = 3 for all experiments. Fig. 5(c) shows the correction result achieved by our PV removal scheme. In our experiment, we also find that there are some CSF voxels in sulci that are incorrectly labeled as WM. In this case, we adopt a scheme proposed in (Xue et al., 2007) , which is based on the observation that these mislabeled CSF are unconnected with true WM volume, to correct these misclassified CSF from WM. Fig. 5(d) shows the correction result for CSF. This preliminary result will be used as a good initialization for the coupled-level-sets method in Section Neonatal segmentation using coupled level sets.
Experimental results
In this paper, we choose to use T2 images for neonatal brain segmentation since they have better intensity contrast than T1 images. Data were acquired from a 3T Siemens scanner. T2 images of 70 axial slices were obtained with imaging parameters: TR = 7380 ms, TE = 119 ms, Flip Angle = 150, acquisition matrix = 256 × 128, and resolution= 1.25 × 1.25 × 1.95 mm 3 . T2 images are resampled to 1× 1 × 1 mm 3 . Standard preprocessing steps such as skull stripping (Shattuck and Leahy, 2001 ) and bias correction (Sled et al., 1998) were performed. In our experiments, we set the allowable thickness for cortex as [1, 5] mm, ν = 0.5 for Eq. (5), and ν = 0.25 for Eq. (16). The functions δ and H are regularized as in (Chan and Vese, 2001 ). The level set functions are reinitialized at every iteration using fast marching method (Sethian, 1999) .
To measure the overlap rate between two segmentations, we employ Dice ratio (DR) (Dice, 1945) , which is defined as DR = 2|A ∩ B|/(|A| + |B|). DR ranges from 0 to 1, corresponding to the worst and the best agreement between labels of two segmentations.
Parameter optimization
It is necessary to examine the influence of the scale parameter σ in ω σ on the segmentation results of the proposed method. The parameter σ allows the use of intensity information in regions at a controllable scale, from small neighborhood to the entire domain. In fact, for a subject with more severe level of intensity inhomogeneity, we shall select a relatively smaller σ. The parameter σ are chosen from 1 to 8 and applied to the 8 training subjects. The average Dice ratio is shown in Fig. 6 . It can be seen that when the scale is very small, e.g., σ = 1 where only the current voxel and its nearest neighbor voxels are considered, insufficient image information is collected and the segmentation performance is thus limited. When the scale increases, better estimation of local intensity distribution is obtained and thus the segmentation performance is gradually improved. When the scale becomes very big, the resulting large image neighborhood starts to suffer from the intensity inhomogeneity and thus obtain worse segmentation performance. This inverted-U shape performance can be observed from Fig. 6 . In this paper, we set σ = 3 for all the experiment results reported below.
Result on a synthetic image
To evaluate the effect of the cortical thickness constraint in the final cortical thickness measurement, we apply our method to a synthetic neonatal image with different noise levels. Fig. 7(a) synthetic brain image with variable cortical thickness, where the exact location of the object boundaries are known, as indicated by curves with different colors in Fig. 7(b) . The size of Fig. 7(a) is 159×169, resolution is 1×1 mm 2 , and intensities of WM, GM and CSF in the Fig. 7(a) are 160, 120, and 190, respectively. The range of cortical thickness is [1 5] mm. Fig. 7(c) is obtained by corrupting Fig. 7 (a) with intensity inhomogeneity, which was simulated by using polynomial basis functions (Leemput et al., 1999 ) with values ranged from 0.70 to 1.30 over the brain area. After corrupting with inhomogeneity field, we also use a Gaussian kernel with size of 3×3 and sigma = 1 to further blur the image to simulate the partial volume effect, as shown in Fig. 7(d) . The second row shows four noisy images obtained by adding Gaussian noise with standard deviations 1, 3, 5, and 7 to Fig. 7(d) . The third and fourth rows present the results of the proposed method without and with cortical thickness constraint, respectively. In this experiment, we use the parameter f = 0. It can be clearly seen that the proposed method without cortical thickness constraint cannot accurately delineate the cortical boundaries, especially for the images with high noise level. In contrast, the proposed method with cortical thickness constraint can still accurately delineate the cortical boundaries. We further show, by quantitative comparison on the error in cortical thickness measurement, that our method with cortical thickness constraint produces more accurate results than that without cortical thickness constraint. Here, we define the cortical thickness on the inner cortical contour. Specifically, cortical thickness in the ground-truth contours in Fig. 7(b) is simply defined in this paper as the shortest distance between any given point on the inner cortical contour (i.e., the red contour) and its closest point on the outer cortical contour (i.e., the blue contour). The similar cortical thickness can be measured for the contours estimated by our method in other subfigures of Fig. 7 . In this way, for each point in the inner cortical contour of the ground-truth contours in Fig. 7(b) , we can find its closest point on each estimated inner cortical contour by our method, and then we can compare their difference on cortical thickness measures, which can be averaged on the whole inner cortical contours to finally get the average error for each segmentation result. The last row of Fig. 7 shows the error in cortical thickness measurement at different noise levels. The y-axis denotes thickness error in milllimeter, while the x-axis denotes different noise level. It can be seen that the proposed method (with the cortical thickness constraint) produces a more accurate measurement than the method without the cortical thickness constraint.
Results on real neonatal images
For validation of our method, images from 10 real neonates with manual segmentation are used, as shown in Fig. 8 . The columns 1 and 4 of Fig. 8 show the original MR T2 slices, with the corresponding segmentation results of our coupled-level-sets method shown in columns 2 and 5, respectively. To better view the results, we also present the hard tissue segmentations of WM, GM and CSF in columns 3 and 6, respectively. Visual inspection of these results shows that WM, GM and CSF are reasonably segmented.
Validation of the automatic segmentation results is difficult because ground truth is not available. For comparison, we use the manual segmentations by experts as our golden standard. Fig. 9(a) shows the segmentation results of five representative subjects by two expert raters (columns 2 and 3) and by our method (column 4). As atlas-based segmentation method is popular for neonatal brain segmentation, we do another comparison with the standard atlasbased segmentation method as proposed by Shi et al.(2010a) , with their results shown in the last column of Fig. 9(a) . By visual inspection, our results are comparable with those produced by expert raters. Compared with the method of Shi et al., our method achieves more accurate results, especially at locations indicated by the yellow arrows in the figure. Note that the tissue contrast in subcortical regions is very low; as a result, it is very difficult to segment subcortical regions, even for manual raters, thus the manual raters leave these regions as unsegmented regions (as we can see from columns 2 and 3). Accordingly, we exclude these regions from the quantitative evaluation of different segmentation algorithms. Fig. 9(b) shows the mean and standard deviation of DR values of WM, GM and CSF segmentations of all 10 subjects. The first pair of bars shows the comparison between the two manual segmentations. By taking the manual segmentations from rater 1 as ground-truth, we can make quantitative comparison with our proposed method and Shi et al.'s method, respectively, with results given in the second and third pairs of bars of Fig. 9(b) . We can observe that our proposed automatic segmentation method achieves comparable segmentation performance as the manual rater. Compared with Shi et al.'s method, our proposed method achieves higher DR values. The superior performance of the proposed method can also be observed from the last two pairs of bars, in which we take the manual segmentation of rater 2 as ground truth for quantitative comparison.
Standard atlas-based segmentation vs Convex segmentation vs Coupled level set segmentation
In this section, we compare the performances of the standard atlas-based algorithm, the proposed convex segmentation, and the subsequent coupled-level-sets based segmentation. In Fig. 10(a) , we present segmentation results of 4 representative slices of the subject N0075-1-2. The first row shows the results of standard atlas-driven EM approach with bias correction and PV removal (as implemented in SPM software 2 ), from which we can observe that the segmented WM is much smaller than it should be. Note that the same neonatal atlas is used as priori knowledge for guiding tissue segmentation in the standard atlas-driven EM approach. The second row shows the results of convex segmentation. It can be seen that convex segmentation has achieved a more accurate segmentation result than the atlas-driven EM approach, especially for WM. However, in some places as indicated by the yellow arrows, the WM has been incorrectly labeled as GM, and the outer cortical boundaries are not accurately delineated. Even after the PV removal, as shown in the third row, some incorrect segmentations still exist. Fortunately, in the subsequent coupled-level-sets based segmentation, most errors have been corrected, and by visual comparison, the coupled-level-sets based segmentation achieves higher accuracy. By taking the manual segmentation from rater 1 as ground truth, we shows DR values of WM, GM and CSF for all 10 subjects by different segmentation methods in Fig. 10(b) . It can be seen that the convex segmentation achieve a higher accuracy than the atlas-based approach, especially for WM. The accuracy is further improved slightly after PV removal and considerably improved after using the coupled-level-sets based segmentation, especially for the GM.
Discussion and conclusion
We have presented a novel coupled-level-sets based segmentation method for neonatal brain images. Our method effectively utilizes local image information, atlas prior knowledge, and cortical thickness constraint for guiding the segmentation by specially integrating them into a coupled-level-sets method. We also provide a robust initialization method using convex optimization for this coupled-level-sets method. Our proposed method has been tested on a large neonatal dataset, and the validation on 10 subjects with manual segmentations shows very promising results.
The average total computation time is around 36 min for the segmentation of a 256× 256 ×198 image with a spatial resolution of 1× 1 × 1 mm 3 on a PC with 2.5 GHz Pentium4 processor. In this computational time, 8 min are used for convex segmentation, 1 min is used for PV correction, and 27 min are used for the coupled-level-sets based segmentation. Overall, the proposed segmentation framework is able to achieve satisfactory segmentation results within a reasonable computational time.
Reported cortical thicknesses from post-mortem data in adults are in the range of 1.3-4.5 mm (Henery and Mayhew, 1989; Rockel et al., 1980; von Economo, 1929) . In vivo MR-based measurements from (Sisodiya et al., 1996) were reported to have a mean thickness of 3.2 mm. Although, to the best of our knowledge, there are currently no studies measuring the physical cortical thickness in neonatal brain, we conservatively set the acceptable range as 1-5 mm. The thickness constraint term in the evolution Eqs. (11) and (15) efficiently takes the advantage that the human cerebral cortex is a thin, folded sheet of GM with a nearly constant thickness. However, the Eqs. (11) and (15) are defined empirically, instead of being strictly derived by minimizing an energy functional. In our future work, we will investigate this problem. We will also apply our proposed method to more data sets currently acquired in our institute.
The proposed method cannot separate the myelinated WM from unmyelinated WM. This may be addressed by developing a 4D atlas which includes explicit modeling of areas of myelinated WM, as suggested by (Kuklisova-Murgasova et al., 2011) . On the other hand, due to the existence of lots of unmyelinated WM around the central GM regions in the neonatal stage, the contrast between GM and WM in the central regions is quite low. As a result, it is difficult to segment central GM regions, even for the manual experts. In the future, we will include diffusion tensor image (DTI) to guide the segmentation (Liu et al., 2007) since we find that DTI can provide better information for white matter, thus it may be useful for guiding better segmentation for central regions of neonatal brain images.
