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Abstract
In this paper, we consider the following boundary value problem with a p-Laplacian
(φp(x ′(t)))′ + f (t, x(t), x ′(t)) = 0, 0 < t < 1,
αx(0)− βx ′(ξ) = 0, γ x(1)+ δx ′(η) = 0.
By using a generalization of the Leggett–Williams fixed-point theorem due to Avery and Peterson, we provide sufficient conditions
for the existence of at least three positive solutions to the above problem. The emphasis is laid on how to deal with the new boundary
condition to obtain the existence of positive solutions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, motivated by the wide application of BVPs in physical and applied mathematics, the study of multi-point
boundary value problems has received lots of interest. We refer the reader to [1–7]. The study of multi-point boundary
value problems of linear second-order ordinary differential equations was initiated by Il’in and Moiseev [3]. Then
Gupta [4] studied three-point boundary value problems of nonlinear ordinary differential equations. The first work
on positive solutions of multi-point boundary value problems due to Ma [7]. In [7], under the assumptions that the
nonlinear of f is either super-linear or sub-linear, the existence of at least one positive solution was shown. In [5], He
and Ge acquired the existence of triple positive solutions for{
x ′′(t)+ f (t, x(t)) = 0, 0 < t < 1,
x(0) = 0, x(1) = µx(η),
where 0 < η < 1, 0 < µ < 1/η.
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In [6], Guo and Ge obtained the existence of positive solutions when the first-order derivative is involved in f for
the following BVP{
x ′′(t)+ f (t, x(t), x ′(t)) = 0, 0 < t < 1,
x(0) = 0, x(1) = αx(η),
where α > 0, 0 < η < 1.
In a later work, Bai [8] considered the existence of triple positive solutions for the following two-point boundary
value problem{
(φp(x ′(t)))′ + q(t) f (t, x(t), x ′(t)) = 0, 0 < t < 1,
αφp(x(0))− βφp(x ′(0)) = 0, γ φp(x(1))+ δφp(x ′(1)) = 0 (1.1)
where α > 0, β > 0, γ > 0, δ > 0.
However, to the best of our knowledge, there are few works referring to the following second-order four-point
boundary value problem
(φp(x ′(t)))′ + f (t, x(t), x ′(t)) = 0, 0 < t < 1, (1.2)
αx(0)− βx ′(ξ) = 0, γ x(1)+ δx ′(η) = 0 (1.3)
where φp(s) = |s|p−2s, p > 1, φq = φ−1p , 1/p + 1/q = 1, α > 0, β > 0, γ > 0, δ > 0, 0 < ξ < η < 1. When
ξ → 0, η → 1, BVP (1.2) and (1.3) converges to become a Sturm–Liouville boundary value problem. So BVP (1.2)
and (1.3) can be looked upon as a generalized Sturm–Liouville boundary value problem. The difficulties, different
from (1.1), are that we cannot guarantee that the solution is positive due to the boundary condition. In this paper, by
imposing some new conditions on f , and using the generalized Leggett–Williams’ fixed point theorem, some new
results for the multiplicity of positive solutions of second-order four-point boundary value problem are obtained.
We give the following assumption:
(H1) f ∈ C1([0, 1] × [0,+∞)× R, [0,+∞)), f (t, 0, 0) 6≡ 0.
This paper is organized as follows. In Section 2, we present some background results and state the fixed point theorem.
In Section 3, growth conditions are imposed on f to obtain three positive solutions of BVP (1.2) and (1.3). Finally,
we give an example to illustrate our main results.
2. Preliminaries
Definition 2.1. The map α is said to be a nonnegative continuous concave functional on P provided that α : P →
[0,+∞) is continuous and
α(t x + (1− t)y) > tα(x)+ (1− t)α(y)
for all x, y ∈ P and 0 6 t 6 1. Similarly, we say the map γ is a nonnegative continuous convex functional on P
provided that γ : P → [0,+∞) is continuous and
γ (t x + (1− t)y) 6 tγ (x)+ (1− t)γ (y)
for all x, y ∈ P and 0 6 t 6 1.
Let γ and θ be nonnegative continuous convex functionals on P , α be a nonnegative continuous concave functional
on P , and ψ be a nonnegative continuous functional on P . Then for positive real numbers a, b, c and d, we define the
following convex sets:
P(γ, d) = {x ∈ P | γ (x) < d},
P(γ, α, b, d) = {x ∈ P | b 6 α(x), γ (x) 6 d},
P(γ, θ, α, b, c, d) = {x ∈ P | b 6 α(x), θ(x) 6 c, γ (x) 6 d}
and a closed set
R(γ, ψ, a, d) = {x ∈ P | a 6 ψ(x), γ (x) 6 d}.
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The following fixed-point theorem due to Avery and Peterson is fundamental in the proof of our main results.
Theorem 2.1 ([1]). Let X be a Banach space and let P ⊂ X be a cone. Let γ and θ be nonnegative continuous
convex functionals on P, α be a nonnegative continuous concave functional on P, and ψ be a nonnegative continuous
functional on P satisfying ψ(λx) 6 λψ(x) for 0 6 λ 6 1, such that for some positive numbers M and d,
α(x) 6 ψ(x) and ‖x‖ 6 Mγ (x), (2.1)
for all x ∈ P(γ, d). Suppose T : P(γ, d) → P(γ, d) is completely continuous and there exist positive numbers
a, b, c with a < b such that
(S1) {x ∈ P(γ, θ, α, b, c, d) | α(x) > b} 6= ø and α(T x) > b for x ∈ P(γ, θ, α, b, c, d);
(S2) α(T x) > b for x ∈ P(γ, α, b, d) with ψ(x) = a;
(S3) 0 6∈ R(γ, ψ, a, d) and ψ(T x) < a for x ∈ R(γ, ψ, a, d) with ψ(x) = a.
Then T has at least three fixed points x1, x2, x3 ∈ P(γ, d) such that
γ (xi ) 6 d for i = 1, 2, 3;
b < α(x1);
a < ψ(x2) with α(x2) < b;
ψ(x3) < a.
(2.2)
First, for y ∈ C[0, 1], we give some conclusions with respect to the following boundary value problem
(φp(x ′(t)))′ + y(t) = 0, 0 < t < 1, (2.3)
αx(0)− βx ′(ξ) = 0, γ x(1)+ δx ′(η) = 0. (2.4)
Lemma 2.2. Let y ∈ C[0, 1], y(t) > 0, y(t) 6≡ 0. Then BVP (2.3) and (2.4) has the unique solution
x(t) =

β
α
φq
(∫ σ
ξ
y(r)dr
)
+
∫ t
0
φq
(∫ σ
s
y(r)dr
)
ds, 0 6 t 6 σ,
δ
γ
φq
(∫ η
σ
y(r)dr
)
+
∫ 1
t
φq
(∫ s
σ
y(r)dr
)
ds, σ 6 t 6 1,
(2.5)
where σ is a solution of the following equation
V1(t)− V2(t) = 0, t ∈ [0, 1], (2.6)
where
V1(t) = β
α
φq
(∫ t
ξ
y(r)dr
)
+
∫ t
0
φq
(∫ t
s
y(r)dr
)
ds,
V2(t) = δ
γ
φq
(∫ η
t
y(r)dr
)
+
∫ 1
t
φq
(∫ s
t
y(r)dr
)
ds.
Proof. We notice that V1(t) is an increasing function about t ∈ [0, 1], V1(0) < 0 and V1(1) > 0. At the same time,
V2(t) is a decreasing function about t ∈ [0, 1], V2(0) > 0 and V2(1) < 0. So, there must be an intersection point
between 0 and 1 for V1(t) and V2(t), which is a solution of (2.6). Secondly, it is easy to verify that (2.5) is a solution
of BVP (2.3) and (2.4). Next we prove that the solution of BVP (2.3) and (2.4) can be expressed as Eq. (2.5). Set x
as a solution of BVP (2.3) and (2.4). Then (φp(x ′(t)))′ = −y(t) 6 0 implies x ′′(t) 6 0. So there exists a constant
σ ∈ (0, 1) (if σ = 0, 1, we can deduce a contradiction easily) such that x ′(σ ) = 0. If it doesn’t hold, without loss of
generality, we suppose that x ′(t) > 0, for t ∈ (0, 1); then x(t) is an increasing function about t ∈ (0, 1). From (2.4),
we have
x(0) = β
α
x ′(ξ) > 0, x(1) = − δ
γ
x ′(η) < 0,
which is a contradiction.
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Now by integrating Eq. (2.3) on (σ, 1), we have
φp(x ′(t)) = φp(x ′(σ ))−
∫ t
σ
y(s)ds,
Then
x ′(t) = −φq
(∫ t
σ
y(s)ds
)
, (2.7)
Next we get
x(t) = x(σ )−
∫ t
σ
φq
(∫ s
σ
y(r)dr
)
ds. (2.8)
Let t = η on (2.7), we have
x ′(η) = −φq
(∫ η
σ
y(s)ds
)
.
By boundary condition (2.4), we get
x(1) = δ
γ
φq
(∫ η
σ
y(s)ds
)
.
By (2.8), we have
x(σ ) = δ
γ
φq
(∫ η
σ
y(s)ds
)
+
∫ 1
σ
φq
(∫ s
σ
y(r)dr
)
ds. (2.9)
Then
x(t) = δ
γ
φq
(∫ η
σ
y(s)ds
)
+
∫ 1
t
φq
(∫ s
σ
y(r)dr
)
ds. (2.10)
Similarly, for t ∈ (0, σ ), by integrating the Eq. (2.3) on (0, σ ), we have
x(t) = β
α
φq
(∫ σ
ξ
y(r)dr
)
+
∫ t
0
φq
(∫ σ
s
y(r)dr
)
ds.
Hence, for t ∈ [0, 1], x(t) can be expressed as Eq. (2.5). The proof is complete. 
Lemma 2.3. Let y(t) ∈ C[0, 1] satisfy conditions in Lemma 2.2. Suppose
max
t∈[0,ξ ]∪[η,1]
y(t) 6 Γ min
t∈[ξ,η] y(t),
where
Γ =
(
min
{
δq(η − ξ)q−1 + γ (η − ξ)q
γ ξq
,
βq(η − ξ)q−1 + α(η − ξ)q
α(1− η)q
})p−1
.
Then solution x(t) of problem (2.3) satisfies that x(t) is concave on [0, 1], x(t) > 0, x(t) is increasing on [0, ξ ] and
decreasing on [η, 1].
Proof. Clearly, x(t) is concave on [0, 1]. Now we prove that x(t) is increasing on [0, ξ ]. If it doesn’t hold, then there
exists a constant σ ∈ (0, ξ) such that x ′(σ ) = 0.
x(σ ) = β
α
φq
(∫ σ
ξ
y(r)dr
)
+
∫ σ
0
φq
(∫ σ
s
y(r)dr
)
ds
<
∫ ξ
0
φq
(∫ ξ
s
y(r)dr
)
ds
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6
∫ ξ
0
φq
(∫ ξ
s
dr
)
ds · φq( max
r∈[0,ξ ]
y(r))
6
∫ ξ
0
φq
(∫ ξ
s
dr
)
ds · φq(Γ )φq( min
r∈[ξ,η] y(r))
6 1
q
ξq
(
δq(η − ξ)q−1
γ ξq
+ (η − ξ)
q
ξq
)
φq( min
r∈[ξ,η] y(r))
6 δ
γ
φq
(∫ η
ξ
y(r)dr
)
+
∫ η
ξ
∫ s
ξ
y(r)drds
6 δ
γ
φq
(∫ η
ξ
y(r)dr
)
+
∫ η
σ
∫ s
σ
y(r)drds
6 δ
γ
φq
(∫ η
ξ
y(r)dr
)
+
∫ 1
σ
∫ s
σ
y(r)drds
= x(σ ),
which is a contradiction. Therefore, x(t) is increasing on [0, ξ ]. By similar argument, we obtain that x(t) is decreasing
on [η, 1]. Thus, with the boundary condition (2.4), we have
x(0) = β
α
x ′(ξ) > 0, x(1) = − δ
γ
x ′(η) > 0
so, x(t) > 0 on [0, 1]. Furthermore, from the process of the proof, we can deduce that the constant σ ∈ (0, 1)
mentioned in Lemma 2.2 satisfies σ ∈ [ξ, η] ⊂ (0, 1). The proof is complete. 
Lemma 2.4. Suppose y ∈ C[0, 1], y(t) > 0, and satisfies
min
r∈[0,ξ ] y(r) >
(
δq(η − ξ)q−1 + γ (η − ξ)q
γ ξq
)p−1
· max
r∈[ξ,1]
y(r)
or
min
r∈[η,1] y(r) >
(
βq(η − ξ)q−1 + α(η − ξ)q
α(1− η)q
)p−1
· max
r∈[0,η]
y(r).
Then BVP (2.3) and (2.4) has no positive solution.
Lemma 2.5. Suppose that the conditions in Lemma 2.3 hold. Then there exists a constant A such that the solution
x(t) of BVP (2.3) and (2.4) satisfies
max
t∈[0,1]
|x(t)| 6 A max
t∈[0,1]
|x ′(t)|. (2.11)
Moreover,
x(t) > ω(t) max
t∈[0,1]
|x(t)| (2.12)
where A = min{β
α
+ 1, δ
γ
+ 1}, ω(t) = min{ t
η
, 1−t1−ξ }.
Proof. By the concavity of x , there is
x(t) = x(0)+
∫ t
0
x ′(s)ds = β
α
x ′(ξ)+
∫ t
0
x ′(s)ds
6 β
α
max
t∈[0,1]
|x ′(t)| + t max
t∈[0,1]
|x ′(t)| 6
(
β
α
+ 1
)
max
t∈[0,1]
|x ′(t)|
and
x(t) = x(1)−
∫ 1
t
x ′(s)ds = − δ
γ
x ′(η)−
∫ 1
t
x ′(s)ds
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6 δ
γ
max
t∈[0,1]
|x ′(t)| + (1− t) max
t∈[0,1]
|x ′(t)| 6
(
δ
γ
+ 1
)
max
t∈[0,1]
|x ′(t)|.
Thus, we have
max
t∈[0,1]
|x(t)| 6
(
β
α
+ 1
)
max
t∈[0,1]
|x ′(t)|,
max
t∈[0,1]
|x(t)| 6
(
δ
γ
+ 1
)
max
t∈[0,1]
|x ′(t)|.
Therefore, set A = min{β
α
+ 1, δ
γ
+ 1}. Thus, (2.11) holds.
Secondly, by the concavity of x , for t ∈ (0, σ ], we have
x(t)
t
> x(σ )
σ
> 1
η
max
t∈[0,1]
|x(t)|,
i.e.,
x(t) > t
η
max
t∈[0,1]
|x(t)|.
At the same time, for t ∈ [σ, 1), we have
x(t)
1− t >
x(σ )
1− σ >
1
1− ξ maxt∈[0,1] |x(t)|,
i.e.,
x(t) > 1− t
1− ξ maxt∈[0,1] |x(t)|.
Set ω(t) = min{ t
η
, 1−t1−ξ }. Thus, (2.12) holds. The proof is complete. 
3. Triple positive solutions
In this section, we present our main results with respect to BVP (1.2) and (1.3). Set k > 2 such that ξ, η ∈ [ 1k , 1− 1k ].
Denote
2
M
6 min
σ∈[ξ,η]
(
β
α
(σ − ξ)q−1 + 1
q
(
σ − 1
k
)q
+ δ
γ
(η − σ)q−1 + 1
q
(
1− 1
k
− σ
)q)
,
2
m
> max
σ∈[ξ,η]
(
β
α
(σ − ξ)q−1 + 1
q
σ q + δ
γ
(η − σ)q−1 + 1
q
(1− σ)q
)
,
MR = max{ f (t, x, y), t ∈ [0, ξ ] ∪ [η, 1], ω(t)AR 6 x 6 AR,−R 6 y 6 R},
NR = min{ f (t, x, y), t ∈ [ξ, η], ω(t)AR 6 x 6 AR,−R 6 y 6 R}.
Suppose the following condition holds: (H2) There exists a positive number R0 such that MR 6 Γ NR , for any
R ∈ (0, R0).
Let X = C1[0, 1] be endowed with the ordering x 6 y if x(t) 6 y(t) for all t ∈ [0, 1], and the the norm defined
by
‖x‖ = max{‖x‖∞, ‖x ′‖∞},
where ‖x‖∞ = maxt∈[0,1] |x(t)|. From Lemma 2.3, define the cone P ⊂ X by
P = {x ∈ X : x(t) > 0, αx(0)− βx ′(ξ) = 0, γ x(1)+ δx ′(η) = 0, x is concave on [0, 1]} ⊂ X.
Let the nonnegative continuous concave functional α, the nonnegative continuous convex functional θ, γ , and the
nonnegative continuous functional ψ be defined on the cone P by
ψ(x) = θ(x) = max
t∈[0,1]
|x(t)|, γ (x) = max
t∈[0,1]
|x ′(t)|,
α(x) = min
t∈[ 1k ,1− 1k ]
|x(t)|, for x ∈ P.
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With Lemma 2.5, for all x ∈ P , the functionals defined above hold relations
1
k
θ(x) 6 α(x) 6 θ(x) = ψ(x), ‖x‖ = max{θ(x), γ (x)} 6 Aγ (x). (3.1)
Define an operator T : P → P by
(T x)(t) =

β
α
φq
(∫ σ
ξ
f (r, x(r), x ′(r))dr
)
+
∫ t
0
φq
(∫ σ
s
f (r, x(r), x ′(r))dr
)
ds, 0 6 t 6 σ,
δ
γ
φq
(∫ η
σ
f (r, x(r), x ′(r))dr
)
+
∫ 1
t
φq
(∫ s
σ
f (r, x(r), x ′(r))dr
)
ds, σ 6 t 6 1.
(3.2)
Lemma 3.1. Suppose that (H2) holds. Set ΩR = {x ∈ P | ‖x‖ < R}. Then T : Ω R → P is completely continuous.
Proof. From the definition of T , we deduce that for each x ∈ Ω R , there is T x ∈ C1[0, 1] that satisfies (1.3). Because
(T x)′(t) =

φq
(∫ σ
t
f (s, x(s), x ′(s))ds
)
> 0, 0 6 t 6 σ,
−φq
(∫ t
σ
f (s, x(s), x ′(s))ds
)
6 0, σ 6 t 6 1
is continuous, decreasing on [0, 1] and satisfies (T x)′(σ ) = 0. Then, (T x)(t) is concave and (T x)(σ ) =
maxt∈[0,1](T x)(t). By condition (H2), we obtain that (T x)(t) is increasing on [0, ξ ] and decreasing on [η, 1]; also,
we have (T x) > 0. This shows that TΩ R ⊂ P . Furthermore, it is easy to check by the Arzela–Ascoli Theorem that
T : Ω R → P is completely continuous. 
Theorem 3.2. Assume that (H1), (H2) hold. Let 0 < a < b < bk 6 Ad 6 AR, and suppose that f satisfies the
following conditions:
(A1) f (t, x, y) 6 φp(d), for (t, x, y) ∈ [0, 1] × [0, Ad] × [−d, d];
(A2) f (t, x, y) > φp(kbM), for (t, x, y) ∈ [1/k, 1− 1/k] × [b, kb] × [−d, d];
(A3) f (t, x, y) < φp(am), for (t, x, y) ∈ [0, 1] × [0, a] × [−d, d],
then BVP (1.2) and (1.3) has at least three positive solutions x1, x2 and x3 with
max
t∈[0,1]
|x ′i (t)| < d, for i = 1, 2, 3,
b < min
t∈[1/k,1−1/k] |x1(t)|, maxt∈[0,1] |x1(t)| 6 Ad,
a < max
t∈[0,1]
|x2(t)| 6 kb, with min
t∈[1/k,1−1/k] |x2(t)| < b,
max
t∈[0,1]
|x3(t)| < a.
Proof. Problem (1.2) and (1.3) has a solution x = x(t) if and only if x solves the operator equation x(t) = T x(t).
Thus we set out to verify that the operator T satisfies the Avery-Peterson fixed point theorem, which will prove the
existence of three fixed points of T which satisfy the conclusion of the theorem.
For x ∈ P(γ, d), there is γ (x) = maxt∈[0,1] |x ′(t)| 6 d. With Lemma 2.5, there is maxt∈[0,1] |x(t)| 6 Ad; then
condition (A1) implies f (t, x, y) 6 φp(d). On the other hand, for x ∈ ΩR , there is T x ∈ P . Then T x is concave on
[0, 1], and maxt∈[0,1] |(T x)′(t)| = max{|(T x)′(0)|, |(T x)′(1)|}, so
γ (T x) = max
t∈[0,1]
|(T x)′(t)|
= max
{
φq
(∫ σ
0
f (s, x(s), x ′(s))ds
)
, φq
(∫ 1
σ
f (s, x(s), x ′(s))ds
)}
6 max
{
φq
(∫ σ
0
φp(d)ds
)
, φq
(∫ 1
σ
φp(d)ds
)}
6 d.
Therefore, T : P(γ, d)→ P(γ, d).
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To check condition (S1) of Theorem 2.1, we choose x0(t) = −2kb(t − 12 )2 + kb2 , 0 < t < 1. It is easy to see that
x0(t) ∈ P(γ, θ, α, b, kb, d) and α(x) = 2b(1 − 1k ) > b, and so {x ∈ P(γ, θ, α, b, kb, d) | α(x) > b} 6= ∅. Hence,
for x ∈ P(γ, θ, α, b, kb, d), there is b 6 x(t) 6 kb, |x ′(t)| 6 d for 1/k 6 t 6 1− 1/k. Thus, by condition (A2) of
this theorem, we have f (t, x(t), x ′(t)) > φp(kbM) for 1/k 6 t 6 1 − 1/k, and combining the conditions of α and
P , we have
α(T x) = min
1/k6t61−1/k
|(T x)(t)| > 1
k
‖T x‖
> β
2kα
φq
(∫ σ
ξ
f (r, x(r), x ′(r))dr
)
+ 1
2k
∫ σ
1
k
φq
(∫ σ
s
f (r, x(r), x ′(r))dr
)
ds
+ δ
2kγ
φq
(∫ η
σ
f (r, x(r), x ′(r))dr
)
+ 1
2k
∫ 1− 1k
σ
φq
(∫ s
σ
f (r, x(r), x ′(r))dr
)
ds
>
1
2k
Mbk
[
β
α
φq
(∫ σ
ξ
dr
)
+
∫ σ
1
k
φq
(∫ σ
s
dr
)
ds + δ
γ
φq
(∫ η
σ
dr
)
+
∫ 1− 1k
σ
φq
(∫ s
σ
dr
)
ds
]
> 1
2
Mb · 2
M
= b,
i.e.,
α(T x) > b, for all x ∈ P(γ, θ, α, b, kb, d).
This shows that condition (S1) of Theorem 2.1 is satisfied.
Secondly, with (3.1), we have
α(T x) > 1
k
θ(T x) >
1
k
kb = b, for all x ∈ P(γ, α, b, d) with θ(T x) > kb.
Thus, condition (S2) of Theorem 2.1 is satisfied.
Finally, we show that condition (S3) of Theorem 2.1 also holds. Clearly, as ψ(0) = 0 < a, there holds
0 6∈ R(γ, ψ, a, d) with ψ(x) = a. Then, by the condition (A3) of this theorem, we have
‖T x‖ = max
t∈[0,1]
|(T x)(t)| = (T x)(σ )
6 1
2
[
β
α
φq
(∫ σ
ξ
f (r, x(r), x ′(r))dr
)
+
∫ t
0
φq
(∫ σ
s
f (r, x(r), x ′(r))dr
)
ds
+ δ
γ
φq
(∫ η
σ
f (r, x(r), x ′(r))dr
)
+
∫ 1
t
φq
(∫ s
σ
f (r, x(r), x ′(r))dr
)
ds
]
<
1
2
ma
[
β
α
φq
(∫ σ
ξ
dr
)
+
∫ σ
0
φq
(∫ σ
s
dr
)
ds + δ
γ
φq
(∫ η
σ
dr
)
+
∫ 1
σ
φq
(∫ s
σ
dr
)
ds
]
6 1
2
ma · 2
m
= a.
So, the condition (S3) of Theorem 2.1 is satisfied. On the other hand, for x ∈ P , (3.1) holds. Therefore, an application
of Theorem 2.1 implies the boundary value problem (1.2) and (1.3) has at least three positive solutions x1, x2 and x3
such that
max
t∈[0,1]
|x ′i (t)| 6 d, for i = 1, 2, 3,
b < min
t∈[1/k,1−1/k] |x1(t)|, maxt∈[0,1] |x1(t)| 6 Ad,
a < max
t∈[0,1]
|x2(t)| 6 kb, with min
t∈[1/k,1−1/k] |x2(t)| < b,
max
t∈[0,1]
|x3(t)| < a.
The proof is complete. 
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4. Example
Example. Consider the following boundary value problem with a p-Laplacian
(φp(x ′(t)))′ + f (t, x(t), x ′(t)) = 0, 0 < t < 1, (4.1)
x(0)− 2x ′
(
1
4
)
= 0, x(1)+ 2x ′
(
1
2
)
= 0, (4.2)
where
f (t, x, y) =

sin t + 50+ 1
700
x + 1
10
∣∣∣ y
810 000
∣∣∣ , 0 6 x 6 1000,
sin t + 50+ 10
7
+ 12(x − 1000) 12 + 1
10
∣∣∣ y
810 000
∣∣∣ , 1000 6 x 6 5000,
sin t + 50+ 10
7
+ 12× 4000 12 + 1
10
∣∣∣ y
810 000
∣∣∣ , x > 5000,
and
α = γ = 1, β = δ = 2, p = 3
2
, q = 3, ξ = 1
4
, η = 1
2
, k = 4.
We choose a = 700, b = 5000, d = 810 000. After some calculation, we have
m > 576
23
, M 6 96
13
, Γ =
√
25
8
, A = 3, min
t∈[ 14 , 12 ]
ω(t) = 1
2
.
Without loss of generality, set m = 25,M = 7. Consequently, we verify that f (t, x, y) satisfies condition (H2);
furthermore,
f (t, x, y) < φp(am) = 70, for t ∈ [0, 1], x ∈ [0, 700], y ∈ [−9002, 9002],
f (t, x, y) > φp(4bM) = 500
√
2, for t ∈ [1/4, 3/4], x ∈ [5000, 20 000], y ∈ [−9002, 9002],
f (t, x, y) < φp(d) = 900, for t ∈ [0, 1], x ∈ [0, 3× 9002], y ∈ [−9002, 9002].
Then all conditions of Theorem 3.2 hold. Thus, with Theorem 3.2, problem (4.1) and (4.2) has at least three positive
solutions x1, x2, x3 such that
max
t∈[0,1]
|x ′i (t)| 6 9002, for i = 1, 2, 3,
5000 < min
t∈[1/4,3/4] |x1(t)|, maxt∈[0,1] |x1(t)| 6 3× 900
2,
700 < max
t∈[0,1]
|x2(t)| 6 20 000, with min
t∈[1/4,3/4] |x2(t)| < 5000,
max
t∈[0,1]
|x3(t)| < 700.
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