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Abstract
ExoplanetSat is the prototype of a CubeSat-based space telescope for the discovery of
transiting exoplanets around the nearest and brightest Sun-like stars. It is capable of
monitoring a single target star from low Earth orbit, going through an orbit day-night
cycle. In order to limit the noise induced by variable temperature, the temperature of
the imaging device needs to be controlled within a steady level over the approximately
30 minutes of orbit night when the telescope is actively observing. In this thesis I
present the design of a cold-biased system that controls the temperature of the irnager
through passive cooling and active heating. The temperature is controlled by the
system being heated to a slightly higher temperature than it's environment. The active
control over the heater maintains the system at the target temperature within the 30
millikelvin range, with the best performance of 5 millikelvin control. The temperature
control system can be used at various phases of ExoplanetSat development, including
laboratory simulation of the temperature control of the ExoplanetSat imager during
orbit night, characterizing the temperature response of any potential imager, and part
of the design can be applied to the flight model of the prototype of ExoplanetSat for
irnager ternperature control.
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Chapter 1
Introduction
1.1 Science Background
The detection and characterization of exoplanets-i.e. planets orbiting stars outside
our solar system-is a recent and very active area in astronomy. Since the turn of
the last century, professional astronomers have strived to obtain the methods and
accuracy needed to detect planets around other worlds, the so-called "exoplanets".
It was only until the mid-1990s that resolution limitations with spectroscopy began
to be overcome and terrestrial-size planets started to be detected. Out of the many
methods have been used to detect exoplanets, some methods are better suited for
locating massive Jovian planets, such as radial velocity, direct imaging, astrometry
and optical interferometry. The methods that are currently capable of detecting earth-
size planets include pulsar timing, transit method and gravitational microlensing. Out
of the three detection methods, the transit method is very powerful in detecting earth-
size planets around sun-like stars, due to the flexibility in target stars selection and
its repeatability.
Transit method aims at capturing the subset of exoplanets that cross in front of
their parent stars as seen from Earth ("primary eclipse" or "transit"). The transit
light curve gives astronomer a wealth of information about the transiting planet as
well as the star. It is only for transiting exoplanets that astronomers have been able
to get direct estimates of the exoplanet mass and radius. With these parameters at
hand astronomers are able to set the most fundamental constraints on models which
reveal the physical nature of the exoplanet, such as its average density and surface
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gravity. With a very high precision light curve with a high Signal to Noise (S/N),
the light curve can also be used to infer the presence of other planets in the system.
Perturbations in the timing of exoplanet transits may be used to infer the presence
of satellites or additional planetary companions.
A planetary transit is characterized by three parameters:
" the period of recurrence of the transit;
" the duration of the transit;
* the fractional change in brightness of the star.
Given that the stellar mass M* is known from the spectral type of the star, the
period, P, is used to determine the semi-major axis, a, using Kepler's Third Law:
a3 = P 2M*.
For transits across the center of the star, the transit duration tT for main sequence
stars is given by (Koch et al., 2000):
tT = 13d* 13a hrs
where d* is the stellar diameter in solar diameters, M* is the stellar mass in solar
masses and a is the orbital semi-major axis in AU. For single planet systems, the
duration is consistent for all the transits. Variation in transit duration is usually
an indicator of a multiple planets system or there must be some other non-transit
phenomena that are taking place.
When the planet transits the star, the starlight get partially blocked by the planet
and will dim by the planet-to-star area ratio. The amount by which the target star
brightness decreases during an exoplanet primary eclipse is referred to as transit
2
depth. The radius of the planet can be derived according to equation (Seager and
Mallen-Ornelas, 2003) given the size of the star:
AF = (Fno transit - Ftransit) _ (Rp) 2
Fno transit R* '
(1.1)
where F is defined as the total observed flux, AF is the transit depth, R, is the radius
of the planet, and R, is the radius of the star. The size of the star can be estimated
based on its spectral type, determined from ground-based observations. Tablel.1 lists
the duration and transit depth for the planets in the solar system.
Table 1.1: Transit Properties of Solar System Objects
Planet Orbital Period
P (years)
Mercury 0.241
Venus 0.615
Earth 1.000
Mars 1.880
Jupiter 11.86
Saturn 29.5
Uranus 84.0
Neptune 164.8
Semi-major
Axis a (A.U.)
0.39
0.72
1.00
1.52
5.20
9.5
19.2
30.1
Transit Duration Transit Depth
(hours) (%)
8.1 0.0012
11.0 0.0076
13.0 0.0084
16.0 0.0024
29.6 1.01
40.1 0.75
57.0 0.135
71.3 0.127
Ground based observations has achieved sub - 1% photometric precision, sufficient
for detecting and verifying sub-Jupiter and Neptune-sized planets. For earth-sized
planets, space-based observations is required.
The transit technique also makes it possible to characterize atmospheric con-
stituents of exoplanets, providing the potential to study atmospheres of Earth analogs
if the star is bright enough.
Several space missions have been dedicated to earth-size planet detection using
the transit method. The project that this thesis is focused on, the ExoplanetSat
project, is proposing to do earth-size planet transit detection using a new category of
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small satellites: the Nanosatellites.
1.2 Nanosatellites: New Trend of Platforms for On-orbit Sci-
ence
In the past decade, a new class of artificial satellites, Nanosatellites, is drawing increas-
ing interest as platforms for conducting on-orbit science. The term "nanosatellite"
or "nanosat" is usually applied to an artificial satellite with a net mass between 1
and 10 kg, in comparison with traditional satellites which can weigh multiple tons.
These small satellites usually contain the same components of a traditional satellite:
battery, orbital control and positioning systems, radio communication systems, and
analytic instruments.
The main advantage of nanosatellites is the reduction of cost. Compared with
heavier satellites which require larger rockets, smaller and lighter satellites require
smaller and cheaper launch vehicles. These can be 'piggybacked' on larger vehicles
using the latter's excess capacity, and multiples can be launched on one trip. Compat-
ibility with a range of commercial off-the-shelf (COTS) components further enhances
nanosat affordability.
Besides the cost issue, the main rationale for using nanosatellites is the opportunity
to enable missions that a larger satellite could not accomplish, such as constellations
for low data rate communications, formations to gather data from multiple points or
in-orbit inspection of larger satellites.
CubeSats platform is a standardized nanosatellite configuration initially developed
at Stanford University and California Polytechnic State University to facilitate low-
cost access to space (Heidt et al., 2000). It consists of multiple CubeSat units ("U"s)
in the size of 10 cm x 10 cm x 10 cm cubes with a mass of 1.33 kg (CubeSat
Design Specification Rev. 12, 2009). A standard launching compartment -The Poly-
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Picosatellite Orbital Deployer (P-POD)- has been designed to enable CubeSats to be
piggybacked as secondary payloads on large launch vehicles (Puig-Suari et al., 2001).
Due to their affordability, launching flexibility, and the capacity to conduct solid
on-orbit research, low-cost nanosatellites have been considered an ideal platform for
science and technology, including fundamental exoplanet research.
1.3 ExoplanetSat: A New CubeSat Constellation Idea for
Earth-size Transit Detection
The ExoplanetSat mission is being developed as a fleet of space-based triple-U Cube-
Sat telescopes. The objective of the ExoplanetSat nanosatellites is to provide a cost
effective, dedicated, space-based survey in searching for transiting earth-size exoplan-
ets orbiting the nearby bright Sun-like stars. ExoplanetSat will target the nearest
and brightest (approximately 0 < V < 5) Sun-like stars in the sky to enable follow-on
observations if a detection occurs (Smith et al., 2010). Follow-on observations with
high spectral resolution has the potential of characterizing a planet's atmosphere,
which is key to determining a planet's habitability. In order to obtain high spectral
resolution photometry, a strong enough signal source (enough number of photons)
is required, hence we've selected only the brightest stars as target stars. Because
the bright stars are scattered across the sky, several dedicated space telescopes are
required to constantly monitor these stars for long periods of time to allow earth-size
planets detection. In this case, there is significant cost benefit in launching a fleet of
low-cost CubeSats like ExoplanetSats in achieving this goal.
The ExoplanetSat spacecraft is designed using a refractive 85 mm f/1.8 modified
commercial SLR camera lens to focus the starlight onto a composite focal plane
consisting a central imager for science measurement (CCD or CMOS) and several
smaller CMOS chips for guide star tracking. The prototype of ExoplanetSat, in a
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dimension of 10 cm x 10 cm x 34cm, is capable of monitoring a single target star
from low Earth orbit (LEO). Orbits further away from earth can not be achieved due
to communication power constrains on CuteSats. ExoplanetSat has chosen a low-
inclination orbit because polar or high-inclination orbits have the potential danger
of imager damage due to large amounts of charged particle impact. From a low-
inclination LEO at approximately 650 km altitude, the satellite will go through a
day/night cycle (roughly 30 minutes of orbital night followed by roughly 60 minutes
of orbital day), and each ExoplanetSat will observe its target star when visible during
orbital night. The ultimate goal is to launch a fleet of many ExoplanetSats, each
monitoring a different target star.
1.4 Imager Temperature Control: Lab Imager Calibration
and Satisfying the Photometric Precision Requirement
The requirement on photometric precision needed to detect an Earth analog drives
the design of ExoplanetSat. As shown in Table 1.1, an Earth-sized planet transiting a
Sun-sized star has a transit depth of 8.4 x 10-5. Therefore the ExoplanetSat payload
must be able to detect a roughly 1 part in 10,000 - or 100 part per million (ppm)
- reduction in stellar brightness. To ensure confidence in a potential detection, we
require a 7- signal-to-noise ratio (SNR) limit on the system noise. Therefore total
error in the photometric signal atot must be less than (100 ppm)/7 = 14.3 ppm.
For margin, the requirement on total photometric noise is set at 10 ppm. This is
a conservative estimate with imaging data integrated over an individual observation
lasting on the order of hundreds of seconds, and the actual data can be integrated
over an entire transit (approximately 13 hours for an Earth/Sun pair), which will
contain many separate observations. This photometric precision is at least twice
as strict compared to previous space-based nano-satellite transit detection missions
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(Auvergne et al., 2009; Walker et al., 2003; Borucki et al., 2003).
Obstacles to achieving the necessary photometric precision for ExoplanetSat in-
cludes:
" Photon shot noise
" Intrinsic variability of the target stars and
" Instrument instabilities.
The shot noise, crshot, is determined by the random arrival of signal photons on the
detector, which is governed by the signal intensity and the integration time. It is due
to the particle nature of light and can be reduced by collecting more photons, either
with a longer exposure time, a larger aperture or combining multiple frames. The
Sun's brightness variations on time scales of a few hours are small compared to the
necessary precision and, by extension, so are those of most stars of similar spectral
type and age.
For the concern of instrumentation in this thesis, the principal challenge in at-
taining adequate photometric precision therefore lies in using a stable method of
photometry.
The instrument instability includes:
* On-chip Imager Noise:
- Dark current (dark): thermally generated electrons that build up in the
pixels;
- Pixel non-uniformity: property of the imager. Can be calibrated with
a flat field image;
- CCD read noise: several on-chip sources of noise. Property of the im-
ager;
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- Quantum efficiency (Uquantum): including the efficiency of absorbing
light and the efficiency of collecting charges;
* Off-chip Imager Camera Noise:
- gain(ogain): amplification of pixel voltage to a range appropriate for the
Analog to Digital Converter (ADC)
- systematic noise: periodic noise, determined by the camera and can be
calibrated.
Out of the many factors that impact an imager's photometric precision, some
are intrinsic to the imager design and some are temperature variant. In some cases,
temperature variation can add significant noise onto the reading of data collected by a
CCD or CMOS detector, hence a precise temperature control system test-bed is built
to test and control the temperature variation induced noise level for the potential
ExoplanetSat imager.
Temperature variations in the CCD contribute to the photometric signal fluc-
tuations (JCCD) through dark current (Udark), gain (ugain) and quantum efficiency
(Uquantum). Dark current is the relatively small electric current that flows through
photosensitive devices even when no photons are entering the device. The dark cur-
rent noise increases logarithmically with temperature. The gain of an imager is the
conversion between the number of electrons ("e-") recorded by the CCD and the
number of digital units ("counts") contained in the CCD image. It usually refers to
the amplification of pixel voltage to a range appropriate for the Analog to Digital
Converter (ADC) and it changes proportionally to temperature. Quantum efficiency
(QE) is usually defined as the percentage of photons hitting the photo-reactive surface
that will produce an electron-hole pair. In the case for ExoplanetSat, the QE referred
to is the external quantum efficiency, which includes both the absorption rate of light
and the efficiency of separation and collection of charges at the junction. The QE
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temperature coefficient varies at different wavelength of the spectrum.
Precise temperature control system is also important in the laboratory measure-
ments that demonstrate the feasibility of ExoplanetSat scientific objectives, permit-
ting isolation of thermal effects. The Kepler team found during lab demonstrations
that the small long-term changes in the temperatures of the CCD and its internal
mount significantly affect the spatial stability of the images (Koch et al., 2000). The
temperature control presented in this thesis can be applied to all these components,
as well as the CCD electronic box, permitting identification and mitigation of thermal
effects of these components.
1.5 Previous Analysis of Temperature Effect on Imaging
Each CCD and CMOS sensor has its own temperature coefficient of noise based on
the specific design, and numerous characterization of different models of imagers has
been conducted for various purposes. For nano satellite space telescopes, an example
of lab characterization of imager is done by the CoRoT team on 10 E2V CCD chips
(Bernardi et al., 2004).
In the CoRoT operation scheme, the CCD operating temperature (-40 C0 ) is
low enough that the temperature-drift-induced dark current fluctuation is negligible.
The CCD gain is negatively correlated to temperature with an average temperature
coefficient of -900 ppm K- per reading. For quantum efficiency, the temperature
coefficient varies at different wavelength. At maximum quantum efficiency wavelength
of 640 nm, the temperature coefficient is 500 ppm K-1.
By coupling the quantum efficiency dependence on wavelength with the CCD re-
sponse sensitivity to temperature and a star spectrum, the sensitivity of the CCD
response (includes the sensitivities of both CCD gain and quantum efficiency to tem-
perature) for this star as a function of the wavelength can be computed. According
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to the analysis of E2V by the CoRoT team, the sensitivity of CCD response for a
typical sun-like star (T = 5250 K) at -40 0 C is about 125 ppm K- 1 . The interpretation
of these number and how temperature control can help constrain the noise to within
acceptable level will be discussed in Chapter 4. Temperature control techniques sim-
ilar to part of the one presented in this thesis has been used in space on a previous
small exoplanet transit detection mission, Microvariability and Oscillations of Stars
(MOST). MOST system was designed to maintain the CCD temperature to within
100 milikelvin range (Walker et al., 2003).
1.6 Direction of this Thesis
The principal requirement of transit measurements is high photometric and spec-
trophotometric precision, on relatively bright stars. In this thesis, I report the lab
experiment results of a low-power, compact and precise temperature control system
that maintains the temperature of the ExoplanetSat imager for the purpose of lim-
iting temperature-drift induced noise level. This is achieved by controlled-heating of
a resistor at the imager mount plate to a fraction of one degree above the ambient
temperature in the cooled vacuum chamber (~ -55'C) in the lab. Chapter 2 focuses
on the explanation of the control system, covering test-bed layout, sensor circuits
design, data input/output device control and the feedback loop design. The temper-
ature control results of three different control scenarios are presented in Chapter 3.
Chapter 4 sums up the technical achievements of this project, and compares the noise
budget for the in-orbit state with and without temperature control. Three potential
utilization of this temperature control system for the development of ExoplanetSat
prototype is also discussed.
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Chapter 2
Design of Temperature Control System
2.1 System Design Principles: Cold-Biased Closed-Loop Feed-
back System
The temperature control loops are designed as cold-biased systems where the lab
environment is continuously cooled to a low reference temperature. The temperature
sensors and heaters are coupled in a closed-loop feedback circuit where the heaters
are actively controlled to maintain the imager at a temperature slightly higher than
the environment. The design of control dynamics will be discussed in this chapter.
2.2 Lab Setup
2.2.1 General Layout
On the lab test-bed, the testing imager is housed in a vacuum chamber that is cooled
by liquid nitrogen. The vacuum environment is controlled to 5.0 ± 2.0 x 10- Tor
which eliminates convective heat transfer. All system controls are accessible outside
of the vacuum chamber, allowing minimal interference during measurement runs and
easy trouble-shooting.
The schematic diagram of the temperature controller setup is shown in Figure 2.1.
There are two stages of the heater - temperature-sensor feedback controls. The first
stage (cooling stage) to the left is at a heat diffuser plate which is mounted directly
to the end of the liquid nitrogen pipes (Figure 2.2). To the opposite end from the
heater on the diffuser plate an AD590 temperature sensor is mounted (Figure 2.3).
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Heat Diffuser Plate
Imager Stage
Cooling ADS90 (1)
Stage
ADS90
Imager Stage
Flow of Heater
Liquid
Nitrogen
Coolant f Imager
Cooling -Imager Stage
Stage AD590 (2)
Heater
Figure 2.1: Test-bed setup of the cooling stage and imager stage controls.
This layout is designed for a better measurement of the overall temperature across
the entire plate. However, this layout also results in smoothening of the temperature
measurement at the cooling stage, making the control appear more precise than it
actually is at that stage. The cooling setup is designed to serve as a coarse tem-
perature control and is responsible for correcting temperature fluctuations induced
from the variable flow rate of liquid nitrogen. The experimental data of individual
and collective controlling of the two stages will be presented in Chapter 3, as well as
discussions on the value of each stage under different situations and the ways they
should be utilized.
The second stage (imager stage) feedback loop to the right in Figure 2.1 has
the temperature sensors and the heater mounted directly at the back of the imager,
serving as fine temperature control (Figure 2.4). The voltage applied to the heaters
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Figure 2.2: Heater at the cooling stage. The coolant pipes extends from the left side
towards the diffuser plate where the heater is mounted.
are controlled based on the temperature sensor readings and the target temperature
input for the control loop.
2.2.2 Circuit of Temperature Measurement
The temperature measurement circuit is shown in Figure 2.5. The temperature sen-
sors used are AD590s, two-terminal integrated circuit temperature transducers that
produce an output current proportional to absolute temperature. Under proper work-
ing voltage (4V - 30V), the AD590 device passes a current of 1 mA/K. A precision
low-voltage micro power operational amplifier (op-amp), OP90, is set up as a dif-
ferential amplifier with negative feedback. The very high input impedance of the
op-amp and the low output impedance forces the voltage at V- input to be equal
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Figure 2.3: Cooling stage close-up. The heater is attached to the right of the liquid
nitrogen pipes on the diffuser plate while the AD590 temperature sensor is attached
to the left with blue thermal glue and orange tape.
to the voltage at the V+ input (Vi. = V+ = V-). It is used to null out noise or
bias-voltages that appear at both inputs. A 5V precision voltage reference, REF02,
is used as a steady voltage reference source. A choke is added at the voltage supply
as a passive inductor which blocks higher-frequency alternating current (AC) from
the power source while passing signals of much lower frequency and direct current. It
has an impedance which is proportional to frequency.
The Analog-to-Digital (A/D) temperature reading device used is National Instru-
ment (NI) USB-6008 data acquisition (DAQ) device with a resolution of 12 bits at
differential voltage. The analog-to-digital converter (ADC) digitizes the analog input
(AI) signal and feeds into the LabView controlling program, which records the voltage
14
Figure 2.4: Minco flexible heater mounted at the back of the imager.
voltage input wires are the red wires to the top of this image.
The heater
VZt.
Vt and V, can be expressed in function:
Vref - Vin
R1
+ R3
R3
(2.1)
where V,ef = 5V is the reference voltage from REF02 5V Precision Voltage Reference,
V is the input voltage to the op amp and Vut is the output voltage to the Analog-
15
Oround
R3
D.1 UF 6 R110k< 15L 10K 3kA(00
REF02C SZ- ND (BSO) 111UF
Choke P14216CT-ND (0805)
15VF4 -: - - ound
Ground 3 + op Pr-ND(8DiP)
R4 25 pin female connector
AD590 r.
Figure 2.5: Circuit of temperature measurement for the imager stage. Parts name is
labeled on the diagram.
to-Digital (A/D) data acquisition device.
Plugging Vef into Equation 2.1, we get
Vt = + +1)V-5 .3 (2.2)R1  R 1  rn R 1j 22
Since the op amp has very high impedance, no current is able to pass through
V+ and all of the current generated by the AD590 temperature sensors flow through
resistor R5 to the ground. For the cooling stage control with one AD590 sensor, V.,
can be expressed as function of temperature T (in Kelvin):
T1 R 4Vin = 106 (2.3)
Plugging equation 2.3 into 2.2, we get the expression of T in terms of Vt:
T - R 2 (R1Vt +5R 3 ) x 106
R 4 (R 1 R3 + R 1 R 2 + R 2 R3 )
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For the imager stage control with two AD590s mounted one on each side of the
imager and are connected in parallel, the current is twice the equivalent temperature:
, 2T 2R4(.in = 106 ; (2.5)
R'(R'V', + 5R') x 5 x 105T2 = (2.6)R'( R'1 RI + R'1 R'2 + R'RI
Following are the measurements of the resistance of the actual resistors being used
on the PCB control loop in the experiments:
Table 2.1: Resistance of actual resistors used
resistor Resistance (kQ)
RI 9.87
R2 2.97
R3 10.19
R4 3.13
Ri' 15.24
R2' 9.19
R3' 14.81
R4' 8.89
Plugging into equation 2.4 and 2.6, we get
1485 x (50.95 + 9.87 x Vut) 273; (2.7)
501.28
9190 x (74.05 + 15.24 x Vut)T2 4415 - 273; (2.8)4461.57
with T and T2 in degree Celsius.
30 minutes of room temperature (constant) readings by the digital output of NI
USB-6008 DAQ device, with a sampling rate of 1000 Hz and averaging for every 1
second, indicates that the device has a temperature resolution of 3 millikelvin.
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2.2.3 Circuit of Heater Control
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Figure 2.6: Circuit of heater control for the imager stage.
The NI USB-6008 DAQ device has two built-in independent Analog Output (AO)
channels with 12 bits resolution and can generate outputs from 0-5V. They are used
as the voltage controllers for the two heaters. The output voltage can be controlled
to a precision of 0.0001V. For comparison, a 0.0001V difference in the digital reading
of the temperature sensing circuit at the imaging stage is equivalent to 3.1 millikelvin
(Equation 2.8). Each of the outputs is independently controlled by the temperature-
input from the feedback loop of its control stage.
Figure 2.7 shows the heater control loop. The control loops are identical for both
stages, with the exception of the actual heater being used. The op-amp to the left is
used as a non-inverting voltage amplifier, with the negative feedback to control the
working gain of the circuit. The input is connected to V_ and ground is connected to
V+. The op-amp to the right is set up as a voltage follower, giving Vt = V. The high
input impedance of the op-amp gives effective isolation of the output from the signal
source. It draw very little power from the signal source which avoids overloading
the voltage source. A high voltage power darlington NPN transistor (FJB102) is
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connected to the heater as current supplier. The transistor becomes active when
there is a positive potential difference measured from the emitter to its base.
The power P applied to the heater can be described as
P (VD/A (I±+ R2
Rheater
(2.9)
with Rheater being the resistance of the heater and VD/A being the digital to analog
converter output voltage. VD/A can be varied in order to control the input power to
the heaters.
Figure 2.7: Minco flexible heater for the imager stage control.
Each stage has a heater connected to the emitter of the NPN transistor. The
heater at the cooling stage is a Dale wire-wound resistor with resistance of 27.3 Q.
The heater at the imager stage is a Minco flexible heater with resistance of 57.3 Q
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(Figure 2.7). It is covered by flat etched foil elements which allows faster warm-ups
and quicker response, and the thin design (0.005" thick) allows close thermal contact
with the heat sink for maximum heating efficiency.
2.2.4 LabView Feedback System and User Interface
The feedback controls are coded in LabView, which has a front panel interface (Figure
2.8) for setting up the control parameters and monitoring the system, and a block
diagram (Figure 2.11) showing all the logic and data conversion components.
Figure 2.8: LabView front pjanel interface.
The front panel has a real-time waveform graph in the center which presents the
input voltage level. On the left, the two voltage ranges (upper limit 1, 2 and lower
limit 1, 2) can be set for each stage, which defines the target temperature range. The
input voltage in relation to the target voltage sets the value of the output voltage
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applied to the heaters. An LED lights up when the respective heater loop is turned
on
Vut
heater on
xvt
heater on
"heater off
Tiow Thigh heater off Ti. Thig/ T (K)
Figure 2.9: Hysteresis heater control setup. Figure 2.10: Continuous heater control
The output voltage follows a hysteresis setup. Output voltage is in proportion to
loop. temperature.
The control loop is setup in two scenarios: a hysteresis output response (Figure
2.9) and a continuous output response (Figure 2.10). In both scenarios, the heater is
always on when temperature is lower than the lower limit and off when temperature is
higher than the higher limit. When temperature falls within the target temperature
range, in the hysteresis output response loop, the heater on/off follows the hysteresis
loop in Figure 2.9 while in the continuous output response, the heater voltage is neg-
atively correlated to temperature. The two control scenarios have been compared in
the laboratory. The results indicate that when the lower and higher limit is more than
0.005V apart, the continuous response outperforms hysteresis response. When doing
fine milikelvin control (< 20 milikelvin), the difference is trivial and either control
scenario can be used. To achieve maximum temperature control precision, based on
lab testing, the upper and lower limits of the target voltage (which determines the
target temperature) should be defined to within 0.0002V.
The block diagram in Figure 2.11 shows the logic of the feedback controls within
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the NI DAQ device. The analog signal from the two stages goes into the physical
channels group DevI, then with the specified sampling rate they each gets digitized
and recorded separately onto the waveform graph on the front panel and written to the
measurement file. Then the two signals each go through it's own voltage comparison
logic, being compared with the target lower and upper voltage limit. Figure 2.11
shows the logic for the hysteresis comparison described in Figure 2.9. The Analog
Output channel from NI DAQ device then reads the comparison results, turns on and
off as the input voltage goes lower and higher then the preset limits, and outputs
the voltage which is also set on the front panel (0-1V output has been used for this
experiment).
2.2.5 Cooling Control
The liquid nitrogen coolant flow in the lab has been controlled in two ways: a timer
control which turns the flow on and off for set intervals, and a feedback control. The
timer control is easier to setup with timers ready to be used, but actual measurements
indicated that large temperature fluctuations is being induced due to the variable
coolant flow rate. Using the timer control, it is very hard to control the vacuum
chamber to an approximate target temperature and the system end up either too cold
or too warm. To overcome the extra noise from the cooling loops, a feedback cooling
control circuit was added in additional to the heater controllers to regulate the cooling
system (Figure 2.12). The controller has a thin film platinum RTD temperature sensor
on the exhaust end of liquid nitrogen pipes and can turn off the liquid nitrogen
flow when the temperature falls below a certain preset value. By controlling the
temperature it can shut off the flow as soon as liquid nitrogen passes though.
The controller has a built in comparator. An external resister Riarget is connected
in parallel to the RTD as the target temperature setting. Together with several resis-
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tors in the controller box, an upper and lower voltage range is created and compared
to the sensed voltage from the RTD. If the RTD temperature is lower than the lower
limit, the liquid nitrogen flow turns off. As the temperature rise up to higher than
the upper limit, the cooling flow turns back on. The system is easy to use since
Rtarget equals the RTD resistance at the target temperature. For the purpose of this
experiment with target temperature of -55C', a 78.61Q resistor is used.
2.2.6 PCB Board Design
The control circuits was first setup and tested on a protoboard and was transferred
on to a PCB board. The PCB board eliminates the noise in the circuit and enables
measurement with higher precision.
The PCB board is designed in OsmondCocoa. It is a two layer circuit board print
with the front and back panel shown in Figure 2.13 and Figure 2.14. The back panel
serves as the ground plan. The PCB has two DB25 connectors and a DB9 connector.
The DB25 connector toward the bottom is connected to the AD590 temperature
sensors, the one towards the top is connected to the A/D input and D/A output of
the NI DAQ divide, and the DB9 connector is connected to the power supply. It
is designed with the intention to separate different signal sources to eliminate noise
from interference, and also minimize the PCB area. The finished PCB circuit board
is shown in Figure 2.15.
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Figure 2.11: LabView block diagram with hysteresis output response control.
Figure 2.12: The feedback control box for the liquid nitrogen cooling system.
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Figure 2.13: PCB front panel layout.
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Figure 2.14: PCB back panel layout.
Figure 2.15: Finished PCB circuit board.
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Chapter 3
Results
This chapter presents the sample results of the cooling control, heating rate and
precision temperature control under different cooling-heating scenarios.
3.1 Temperature Control in a Vacuum Chamber Cooled by
Liquid Nitrogen
3.1.1 Comparison of Cooling Methods
-45
-50
E
-60
0 300 600 900 1200 1500 1800 2100 2400 2700 3000 3300 3600 3900
Time (s)
Figure 3.1: Cooling with timer control (3s on and 10s off). The cooling rate varies
with time. It takes the system a total of about 2 hours to cool down to -60 'C.
For cooling the imager in the vacuum chamber, two cooling methods are compared.
Figure 3.1 shows the initial cooling method with a timer control for the liquid nitrogen
flow. The timer that was set to be on for 3 seconds and off for 10 seconds. As shown in
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Figure 3.2: Feedback controlled cooling with a temperature feedback loop. The
system cools down to target temperature in about 30 minutes.
Figure 3.1, the cooling rate varies significantly with time and the system is incapable
of settling at a steady temperature. It also took around 2 hours to cool the system
down to -60 'C. For the fine temperature control that we're trying to achieve in this
experiment, we need to limit the background temperature fluctuation to a minimum,
so a feedback control of the cooling system is implemented (Section 2.2.5). The
feedback controlled cooling shown in Figure 3.2 has a much steadier cooling rate and
is able to achieve the target temperature of -55 'C in about half an hour.
3.1.2 Power Consumption and Heating Rate
In order to model the in-flight heating scenario and optimize power consumption, the
heating rate is measured under cooled conditions. 12V voltage was applied to both
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Figure 3.3: Heating of the cooling stage heater under steady cooled temperature.
Heating rate of 0.75 C0 /min and power input of 5.3 W.
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Figure 3.4: Heating of the imager stage heater under
Heating rate of 0.56 C 0/min and power input of 2.5W.
600 650 700 7s0 800
steady cooled temperature.
heaters. The power consumption of cooling stage heater R1 equals
P V 2/R1 = 122/27.3 = 5.3W,
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and the power for heater at the imager stage, R 2 equals
p = V2 /R2 =122/57.3 = 2.5W.
The heating rate for cooling stage heater (Figure 3.3) is 0.75 C0/min and the heating
rate for the imager stage heater (Figure 3.4) is 0.56 C0/min. The heating rate dT
can be derived with the following equations:
P - t = Qra+ mCAT;
V 2 / R = Irad+ mCdT;
dT = V 2 /R - rad
dT- mC '
where lrad is the radiational heat dissipation rate, m is the mass of the plates being
heated and C is the plates' heat capacity. Under a well insulated chamber with
reflective wrapping to limit radiational heat loss, the heating rate can be considered
to be proportional to the square of voltage input.
3.1.3 Single Heater Control: Cooling Stage Control
In this control scenario, only the heater at the cooling stage is controlled. As shown
in Figure 3.5, the heating started at around 80s and the cooling stage quickly reached
the steady stage. The sensor reading from the cooling stage indicated that the tem-
perature is maintained within 4.7 milikelvin standard deviation range. As explained
in Section 2.2.2, this is likely an underestimation of the actual temperature variation
due to the distance in positioning of the heater and temperature sensor at the cooling
stage.
The cooling rate calculated from the first 50s of data in the cooling stage is about
-0.24 K/min, and the heating rate between 80s - 110s is about +0.048 K/min. In
31
3.5: Stage 1 temperature
stage equals 4.7 milikelvin.
with stage 1 control. Standard deviation of the
Figure 3.6: Stage 2 temperature with stage 1 control. Standard deviation 11.0 mi-
likelvin. Standard deviation is calculated with detrended data from 251s to 551s.
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comparison, the simulated orbit night cooling rate is -0.13 K/min, which falls be-
tween the cooling and heating rate, and the simulated orbit day heating rate is +0.067
K/min. This indicates that by tweaking the combination of cooling and heating
power, the set up has the potential of simulating in orbit temperature variations.
For the imager stage which is not actively heated, the cooling rate slows down
quickly after the first stage heater is turned on, and reaches steady state a few minutes
later. The detrended data of the imager stage from 251s to 551s shows a standard
deviation of 11.0 milikelvin. This is an indication of the level of imager temperature
control precision with controlling only at the cooling stage.
3.1.4 Single Heater Control: Imager Stage Control
In this control scenario, only the heater at the imager stage is controlled and the
heater at the cooling stage is left off the entire time. As it is shown in Figure 3.7,
the cooling stage temperature has a downward drift of varying rate, and the imager
temperature with the active heater control forms a damped oscillation (Figure 3.8),
with a initial heating rate of +0.225 K/min. The damping is due to the excess heat
in the heater with constant heating from 50s - 150s, and the time lag in heater-
temperature response. This will not be a problem for in-orbit temperature control,
since the heater will be turned on as soon as the temperature fall below the target
temperature, and no constant heating in response is needed.
The standard deviation of the temperature oscillation in Figure 3.8 from 150s
onward is 10 milikelvin. As will be discussed in Section 3.1.5 and 4.2, the precision is
not as high as the best in-lab performance, but it is sufficient for in-flight temperature
control. Steps of further investigation of the damping rate is suggested in Session
4.3.2.
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Figure 3.7: Cooling stage temperature with imager heater control.
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Figure 3.8: Imager temperature with imager heater control.
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Figure 3.9: Cooling stage temperature with dual control. Standard deviation 4.6
milikelvin.
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Figure 3.10: Imager temperature with dual control. Standard deviation 4.5 milikelvin.
3.1.5 Dual Control
This control scenario has both the cooling stage control and the imager stage control
active, and is able to achieve the best temperature control compared to all other
scenarios. At steady state, the cooling stage temperature has a standard deviation
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of 4.6 milikelvin over 1500 seconds (Figure 3.9), and the imager temperature has a
standard deviation of 4.5 milikelvin (Figure 3.10). Considering that the systematic
error is around 4 millikelvin, this is likely the most precise temperature control that
this setup is able to achieve. This control scenario is most suitable for lab testing and
demonstrations that require ultra-precision on temperature.
3.2 Dual Control at Room Temperature
To prove the concept that the temperature control system can function independently
from the environment temperature, the same dual control was applied at room tem-
perature with the cooling system turned off, and the results are presented in Figure
3.11 and 3.12. Both stage are able to achieve <10 milikelvin temperature control.
The result suggests that the limiting factor for milikelvin temperature control is more
about the fluctuation of temperatures than the absolute temperature value, and this
control system has the potential of functioning at a wide range of ambient tempera-
tures.
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Figure 3.11: Cooling stage control at room temperature with no cooling applied.
Standard deviation 6.8 milikelvin.
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Figure 3.12: Imager stage control at room temperature. Standard deviation 5.7
milikelvin.
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Chapter 4
Summary & Discussion
4.1 Achievement
The complete design and testing of a precise temperature control system in the lab
test-bed is presented in this thesis. The control system consists of two feedback loops,
one for coarse control and one for fine control. The system is especially applicable
for simulating the orbit-night temperature control process in the lab, calibration of
imager response to temperature and for lab demonstrations that require isolation of
thermal effect. The fine control loop can be applied as the flight imager temperature
controller for CubeSat space telescopes.
The temperature-sensor circuits design, heater control-circuits design and the pro-
gramming of the feedback-control logic is explained in Chapter 2. In Chapter 3, the
results of three ways of controlling the temperature in a cooled lab environment is
presented and a fine temperature control of 4.5 milikelvin range is achieved in the lab,
with the systematic error of 2.9 milikelvin. It is also demonstrated that the control
system functions both under cooled condition (-55 'C) and under room temperature
(20 'C), with comparable control precision.
4.2 Discussion
One potential imager candidate for ExoplanetSat is the HAS2 CMOS detector. In
order to analyze the significance of temperature-drift induced noise for HAS2 CMOS
detector, the noise breakdown and total noise has been modeled for in-orbit no tem-
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Figure 4.1: Noise breakdown for HAS2 imager with no temperature control, 5 seconds
integration time and binning over 46 minutes. The in-observation temperature drift
is set to 4 degrees based on thermal modeling. 55 Cnc e is used as comparison.
perature control scenario for various stellar V magnitudes has been modeled with the
results shown in Figure 4.1.
As explained in Chapter 1, the temperature variations in the imager contribute
to the photometric signal fluctuations through the gain, dark current and quantum
efficiency. Based on the spec sheet of HAS2 CMOS detector, the dark current is
modeled with reference temperature of 30 C'. The dark current at 30 C' is 550 e-/s
and the slope is 480 e-/s/kilorad. The gain temperature coefficient is estimated to
39
be 800 ppm/AC. The HAS2 spec sheet did not offer an estimation on the quantum
efficiency temperature coefficient, so this data will need to be acquired from lab
characterizations, with suggestions of steps in Section 4.3.1.
The in-orbit temperature estimation is based on thermal modeling done by the
Draper Lab (Freeman, 2012). According to the thermal model, the ExoplanetSat
imager temperature changes in a near-sinusoidal curve with time. The satellite expe-
rience continuous heating of 60 minutes during orbit day and reaching the maximum
temperature of 2 C' when entering the orbit night. During the 30 minutes of orbit
night, the satellite continuously cools down to a minimum temperature of -2 C' when
coming out of the orbit night. The total temperature drift during orbit night is 4
degrees, which is used to model the noise budget for no-temperature-control scenario
in Figure 4.1. All noise sources listed are independent and the total noise Utotal is
calculated as
07totai - Vstot + O'dark' + jUitter + arn2
The target star of 55 Cnc e is given as comparison in both cases.
As shown in Figure 4.1, with 4 degree of temperature drift, the noise induced by
gain drift is significant enough that it becomes the dominant noise source. The total
noise for 55 Cnc e exceeds the photometric precision requirement by 144%. For 55
Cnc e which has a transit depth of is 410ppm (Demory et al., 2011), with the 4
degree temperature drift only a detection of 3a can be achieved.
For 55 Cnc e, the largest acceptable temperature drift is plotted in Figure 4.2.
In this case, with the modeled noises, a 1 degree temperature control is required to
achieve a 7u detection. The temperature requirement is not very stringent since for
faint starts like 55 Cnc, the shot noise becomes the dominant noise source and it is
hard to detect any planets smaller than 2 earth-size. In order to detect 1 earth-size
planets or smaller, the brightest target star of 1 magnitude or lower needs to be
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Figure 4.2: Noise breakdown for HAS2 imager with 1 degree temperature control, 5
seconds integration time and binning over 46 minutes. 55 Cnc e is used as comparison.
selected. Figure 4.3 shows that for the star a Centauri of V magnitude 0, in order
to detect an earth-size planet, the temperature needs to be controlled to within 100
millikelvin.
Figure 4.4 shows the uncertainty in the calculated planet size in respect to the
photometric precision, as well as the influence of temperature drift on the uncertainty.
It is shown that an additional 10 millikelvin temperature drift can increase the mea-
surement uncertainty by roughly 10-25%. Measurement precision of smaller planets
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Figure 4.3: Noise breakdown for HAS2 imager with 100 millikelvin temperature con-
trol, 5 seconds integration time and binning over 46 minutes. a Centauri with a
transiting planet of earth transit-depth is used for comparison.
is influenced more by temperature drift than bigger planets.
Figure 4.5 shows the impact of temperature variation on photometric precision
and planet detection limit for stars from visual magnitude 0 to 6. For a V Mag 0
star, controlling the temperature variation from 1 degree Kelvin to < 50 millikelvin
helps to reduce the detection size limit from 1.7 RE to 0.9 RE.
Simulation of the transit light-curve for 55 Cnc e under two different temperature
drift is presented in Figure 4.6, 4.7, 4.8 and 4.9 to show how the different noise levels
influence the data presentation. The simulation code used is adopted from Rachel
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Figure 4.4: Uncertainty in the planet size detection in unit of earth radius in respect
to photometric precision.
Bowens-Rubin. Integration time of each image is set to 5 seconds. Figure 4.6 and 4.7
shows the normalized observed brightness during orbit night with no binning. For
Figure 4.6 with 4 degree temperature drift, the transit is almost washed out into noise
while for 4.7 with temperature control, the two transits are quite obvious. Figure 4.8
and 4.9 shows the same light curve as in Figure 4.6, 4.7, with the two transits folded
and binned over 30 images. Even with binning the transit with no temperature control
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for various bright-
is still not obvious.
The one source of noise not considered in this noise budget model is the quantum
efficiency drift. Usually during photometry, quantum efficiency drift is measured in
combination with the gain drift. Hence it is important to characterize the HAS2
imager in the lab to get the combined temperature coefficient for gain and quantum
efficiency.
4.3 Conclusion and Recommendations
The lab setup of the temperature control system presented in this thesis is able to
control the temperature down to a precision of 5 milikelvin for up to 2 hours, and
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the temperature control precision can be customized as needed. It is well suited for
simulating the temperature control of the ExoplanetSat imager during orbit night,
characterizing the temperature response of any potential imager, and being the ther-
mal controller for any lab demonstrations that requires isolation of thermal effect.
Also, the imager stage control concept can be applied to the imager of the prototype
of ExoplanetSat.
Following are recommendations of several ways to utilize the temperature control
system.
4.3.1 Imager Temperature Coefficient Calibration
With the heater and the high precision temperature reading of the setup, the gain
and quantum efficiency temperature coefficient can be characterized. This will give
the team a better sense of the imager's photometric temperature response.
The temperature control system presented can be readily used to characterize
temperature dependency of gain and quantum efficiency with the following steps:
1. A linear fit to the photon transfer curve can be used to calibrate the gain;
2. To obtain the quantum efficiency to temperature, measure the flux with dif-
ferent colors of LEDs (quantum efficiency varies with wavelength) at various
temperatures;
3. Coupling the quantum efficiency dependence on wavelength with the CCD re-
sponse sensitivity to temperature to measure the temperature coefficient of the
imager response;
4. A precisely controlled source of light which provides a flat (uniform) illumination
field can also be used for the same calibration to get the combined temperature
coefficient of the quantum efficiency and gain.
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4.3.2 Simulating the In-Flight Temperature Control
Based on the thermal properties of the ExoplanetSat design, the temperature control
system can also be customized to simulate the in-flight temperature cycles with the
following steps:
1. Adjust the cooling rate by changing the comparator resistor on the cooling
control box. Lower resistor value can be used for faster cooling rate, and higher
value can be used for slower cooling rate.
2. Add a timer to the cooling control and set it up with only turning on the coolant
flow during the simulated orbit-night (90 minutes off and 30 minutes on). In
orbit night the temperature should decrease from 2 C' to -2 C' in 30 minutes,
with a cooling rate of 0.13 C/min. In comparison, the cooling rate shown in
Figure 3.2 is 2.79 C. If the cooling rate can't be controlled to such a slow rate,
an extra heater needs to be added to compensate the cooling.
3. To simulate the orbit-day heating cycle, which has a heating rate of 0.065 C,
the heater at the cooling stage can be used.
With the simulated in-flight temperature cycle, the imager's photometric response
can be demonstrated as well as any spatial variation due to temperature change.
4.3.3 In-flight Temperature Control
The design concept of the imager stage control loop can be applied to the imager
of the ExoplanetSat prototype flight model. In order to transform the lab setup to
in-flight control, the following customization needs to be made:
1. The location for the temperature sensors should be decided. Ideally they should
be placed as close to the imager as possible, on the same highly heat-conductive
material on which the imager is mounted;
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2. The heater should still be laid directly to the back of the imager;
3. The temperature reading processes needs to be coded in a microprocessor pro-
gram;
4. The control system needs to be transcribed from LabView to microprocessor
program;
5. The microprocessor needs to give commend to a voltage output which gets
power from the battery and controls the power of the heater.
This thesis presented a laboratory based precise temperature control system that
can be used and customized for various development phases of the ExoplanetSat im-
ager control and characterization. Further utilization and customization of the system
will best benefit from the development of thermal design and space environment anal-
ysis of ExoplanetSat, and can also provide feedback to the requirement of operational
temperature which will in turn guide the thermal design.
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Figure 4.6: Simulation of two 55 Cnc e transits with 4 degree temperature drift, 5
seconds integration time and no binning.
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Figure 4.7: Simulation of two 55 Cnc e transits with 10 milikelvin temperature drift,
5 seconds integration time and no binning.
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55 Cnc e - 2 Transit, 30 points Binned, 4 Degree Temperature Drift
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Figure 4.8: Simulation of binned data for two 55 Cnc e transits with 4 degree tem-
perature drift, 5 seconds integration time. Binning of 30 images.
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Figure 4.9: Simulation of binned data for two 55 Cnc e transits with 10 milikelvin
temperature drift, 5 seconds integration time. Binning of 30 images.
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Appendix A
User Manual
A..4 Quick check list
LabView is required for running the control program. In order to run the control
system, the software code and user interface can be found in the following link:
https://www.dropbox.com/sh/mzskau8xtgt6x5p/TK7UXMGUFe
Under the link, open file emphTemperatureControl - > LabView Vi - > Temp-
ControlAverage.vi using LabView.
The hardware needed are:
* PCB board with electronics;
" NI USB-6008 DAQ device or any other data acquisition device with two A/D
input channels and two D/A output channels;
" Feedback controller box for liquid nitrogen flow control;
" Connecter from temperature sensors in vacuum chamber to PCB board;
" Connecter from PCB board to DAQ device;
" Connecter from DAQ D/A output to heaters in vacuum chamber;
" 12-25V power supply.
A.0.5 Setting up the system
1. Turn on vacuum air pump
2. Turn on the precision pressure meter and make sure that inside the vacuum
chamber the pressure is lower than 1x 10-4 torr.
3. Set up cooling control
(a) Connect the controller box to the electronic flow controller on the liquid
nitrogen outlet pipe;
(b) Make sure the controller box is connected with a RTD sensor located on
the exhaust end of the liquid nitrogen pipe, close to the outlet from the
vacuum chamber;
(c) Connect a resistor in parallel to the RTD connecter, indicating the target
temperature;
(d) Plug in the controller to a 110V power supply.
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4. Set up the temperature feedback control circuit
(a) Connect the 25 pin male connecter linked to the temperature sensors in
vacuum chamber to PCB board 25 pin male connector (connector to the
right in Figure 2.15);
(b) Connect pin 11, 9 on the 25 pin male connecter from PCB board (connector
to the left in Figure 2.15) to two DAQ device A/D channels (channel 2
and 3 were used in the experiments shown in this thesis);
(c) Connect the DAQ device to the control computer running TempControlAv-
erage.vi;
(d) Connecte the DAQ D/A output to heaters in vacuum chamber;
(e) Connect a 12V power supply to the 9 pin male connecter on the PCB
board.
A.0.6 Running the system
1. With all the parts connected, go to the front panel of TemperatureControlAv-
erage.vi and click the run button to the upper left.
2. On the waveform graph you should see the output of the two temperature
sensors, one at each control stage, in terms of voltage. When running, the
system is constantly recording the two voltage output and the results are saved
on the Desktop in two files: a test. txt file that records the raw data with all the
set up details of the DAQ device, and an average.txt file that saves the data
averaged over every second (with 1000 Hz sampling rate). The averaged data
was used to make the graphs in this thesis. Confirm that the output of each
control stages is reasonable (at room temperature the output should be in the
range between 4-5V).
3. After confirming the output of each control stages is reasonable, the cooling can
be turned on. First turn on the valve at the outlet of the liquid nitrogen tank,
then turn on the switch at the cooling controller box. You should notice that
the voltage on the waveform graph starts to go down.
4. Convert the target temperature of each stage into voltage using equation 2.7
and 2.8. Put the target voltage of the cooling stage into the upper limit 1
box and the target voltage of the imaging stage into the upper limit 2 on the
LabView front panel. Pick the lower limit based on the temperature control
precision desired. A difference between the lower and higher limit of 0.00001V
results in a control precision of around 4 millikelvin.
5. Monitor if the control is active by seeing the output on/off LED turning on and
off as the temperature change around the target upper and lower limit.
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A.0.7 Evaluating the results
Plot the data in average.txt file to evaluate the temperature control precision.
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