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A WILD LOCAL SHIMURA CORRESPONDENCE
EDMUND KARASIEWICZ
Abstract. For the n-fold cover of a simply-laced simply-connected Chevalley group G
over a p-adic field F , where GCD(n, p) = 1, Savin proved a correspondence between
certain genuine representations of the n-fold cover of G and the Iwahori-spherical repre-
sentations of the group G/Zn, where Zn is the n-torsion of the center of G. In this paper
we prove the analogous result when n = 2 and F = Q2. In particular, GCD(n, p) 6= 1.
1. Introduction
In 1973, Shimura [25] described a correspondence between half-integral and integral
weight modular forms based on a study of Hecke operators, a Rankin-Selberg convolution,
and Weil’s converse theorem. Shimura’s correspondence was soon reinterpreted in the con-
text of representation theory and generalized. Such a reinterpretation and generalization
requires one to work beyond the realm of linear algebraic groups and deal with a nonlinear
cover of a reductive linear algebra group G. An n-fold cover of G will be a group G˜ that
fits into a central extension
1→ µn → G˜ pr→ G→ 1, (1)
where µn is the group of n-roots of unity. In this context a Shimura correspondence is a
correspondence between the representations of G˜ that are genuine (i.e., not coming from a
group strictly covered by G˜) and the representations of another reductive group G′. Using
this language, Shimura’s original correspondence (essentially) becomes a correspondence
between the genuine representations of a double cover of GL(2) and representations of
GL(2).
There are at least three ways to establish a Shimura correspondence: the trace formula,
the theta-correspondence, and isomorphisms of Hecke algebras. Using the trace formula,
Kazhdan-Patterson [17] and Flicker-Kazhdan [12] describe a correspondence between n-
fold covers of GL(r + 1) and GL(r + 1), extending the work of Flicker [11] in the case
r = 1. Using the theta-correspondence, Adams-Barbasch [1] and Gan-Savin [14] proved a
Shimura correspondence between the double cover of Sp(2r) and SO(2r + 1), in the case
of R and p-adic fields respectively. Both works extend the pioneering work of Waldspurger
[28, 29] in the case r = 1.
The last method, and the one which will occupy the remainder of this paper, is that of
an isomorphism of Hecke algebras. Savin [22, 23] initiated this line of investigation and
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proved the following Shimura correspondence. Over a p-adic field F, let G˜ be the n-fold
cover of a simply-laced simply-connected Chevalley group G and let G′ = G/Zn, where
Zn is the n-torsion in the center of G. When GCD(n, p) = 1, the tame case, Savin proves
that there is a correspondence between the genuine Iwahori-unramified representations of
G˜ and the Iwahori-unramified representations of G′. The starting point for this approach
is a decomposition of the categories of smooth representations of G˜ and G′ into pieces with
each piece equivalent to a category of modules of some Hecke algebra. (For details see
Bushnell-Kutzko [9].) Thus an isomorphism of Hecke algebras results in an equivalence
of their categories of modules, which results in a correspondence between some of the
representations of G˜ and G′. (For the complete statement of this correspondence see
Theorem 7.8 and the subsequent remarks in Savin [23].)
When GCD(n, p) 6= 1, the wild case, much less is known. Loke-Savin [19] have estab-
lished a local Shimura correspondence between the double cover of SL(2) and PGL(2) over
the field Q2. Wood [30] rephrased these results in terms of the even Weil representation and
extended them to prove a Shimura correspondence between the double cover of Sp(2n,Q2)
and SO(2n + 1,Q2). Takeda-Wood [27] reproved these results for any 2-adic field, and
proved an analogous result for the odd Weil representation.
At this point, we describe how the GCD(n, p) affects matters. In Savin [22, 23], the Hecke
algebra associated to G′ is the Iwahori-Hecke algebra. The condition GCD(n, p) = 1 implies
that pr−1(I) ∼= I × µn, where I is an Iwahori subgroup of G. Thus I can be embedded as
a subgroup in G˜. We will say that I splits sequence (1) and call the embedding a splitting
of I into G˜. Consequently, G˜ possesses a genuine Iwahori-Hecke algebra. Via a study of
generators and relations, Savin shows that these two Hecke algebras are isomorphic and
thus proves his Shimura correspondence. When GCD(n, p) 6= 1, there is no splitting of I
into G˜, leaving no obvious candidate for the analog of the genuine Iwahori-Hecke algebra of
G˜. However, Loke-Savin [19] identify a suitable alternative when G˜ is equal to the double
cover of SL(2) over Q2.
In this paper we extend the ideas of Loke-Savin [19] to higher-rank simple simply-laced
simply-connected Chevalley groups over Q2. In particular, n = 2 and F = Q2 (so the
GCD(n, p) 6= 1). The main result of this paper, Theorem 42, is a local Shimura correspon-
dence, resulting from an isomorphism between a Hecke algebra of G˜ and the Iwahori-Hecke
algebra of G/Z2 over Q2. The general approach to achieve this correspondence is largely
indebted to the work of Savin [23] and Loke-Savin [19]. The original contributions of the
present work are concentrated in overcoming the new technical challenges that arise when
dealing with higher rank groups in the wild case.
Now we will highlight some of these new contributions as we describe the contents of
this paper. In Section 2 we establish notation.
Section 3 contains a proof of the splitting of an important congruence subgroup (Theorem
3). The role of this congruence subgroup is roughly analogous to that of the Iwahori
subgroup in the tame case; its splitting is essential in the definition of the Hecke algebra
of G˜. In the tame case, the existence of the splitting of the Iwahori subgroup (in fact
the splitting of the hyperspecial maximal compact subgroup) goes back at least to the
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work of Moore [21]; in the work of Loke-Savin [19], the existence of the splitting can be
checked directly. In our case, we prove that a natural section of this congruence subgroup
with respect to sequence (1) is in fact a group homomorphism. In addition to existence, we
prove an important technical result (Proposition 8) required to show that certain functions,
which constitute a basis of the Hecke algebra, are well-defined. In the tame case, the analog
of this technical result follows directly from the fact that the maximal pro-p subgroup of
the Iwahori subgroup splits uniquely, a consequence of GCD(n, p) = 1.
In Section 4 we isolate some double coset calculations, which provide a point of departure
for our study of the support of a Hecke algebra of G˜.
Section 5, the principal section of this paper, contains our study of a Hecke algebra of
G˜, which culminates in a presentation of this Hecke algebra, Theorem 36. As mentioned
above, the outline of the argument which leads to this presentation follows Savin [23] and
Loke-Savin [19].
First we begin with support calculations (Proposition 15, Proposition 19), which ulti-
mately allow us to construct a C-basis of the Hecke algebra (Proposition 20). This step
breaks up into two pieces each with their own new challenges. First, we must show that
certain double cosets do not support any functions in the Hecke algebra. The argument
following Lemma 2 in Loke-Savin [19] indicates a starting point, but for higher rank groups
the resulting computations are more delicate. Second, we propose a basis for the Hecke
algebra and must show that the functions are well-defined. As we mentioned in our dis-
cussion of Section 3, this step is complicated by the fact that the GCD(n, p) 6= 1. This is
where Proposition 8 is invoked.
Second, in propositions 21 and 24, we identify some multiplicative relations among these
basis elements. There is one new obstacle at this step. Many of Savin’s computations in
the genuine Iwahori-Hecke algebra can be related to similar computations on the Iwahori-
Hecke algebra of a linear group. (e.g., Proposition 6.2, [23].) Since the Hecke algebra
of the present paper is built from a proper subgroup of the Iwahori subgroup, additional
considerations are required. This is can be seen for example in the proof of Proposition 21.
Third, in Proposition 31 a particular element of the Hecke algebra must be shown to be
invertible. The main outline of this argument follows Savin [23] Proposition 6.5. To adapt
Savin’s argument to our case we need mild extensions of some results of Jacquet theory
(Lemma 28), and an isomorphism of the Jacquet module of an unramified principal series
with a particular isotypic subspace (Lemma 32). This invertibility is then used to prove
one more multiplicative relation, Corollary 40.
Fourth, using Savin’s trick (Lemma 7.6, [23]) we show that these relations imply all
others. This completes the proof of Theorem 36.
In Section 6, we describe the resulting local Shimura correspondence. The presentation
proved in Theorem 36 agrees with the Bernstein presentation of an affine Hecke algebra.
This leads to an isomorphism between the Hecke algebra of the 2-fold covering group
and the Iwahori-Hecke algebra of G/Z2, which yields the desired Shimura correspondence,
Theorem 42.
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The isomorphism of Hecke algebras relies on a series of choices and thus is non-canonical.
We conclude the present work by enumerating these choices.
2. Notation
2.1. Root System. Let (Φ,∆) be a reduced irreducible simply-laced root system, with
roots Φ and simple roots ∆. Let r = |∆|. We write Φ+ for the set of positive roots and
Φ− = −Φ+ for the negative roots. Let ̺ = 12
∑
α∈Φ+ α. For α, β ∈ Φ we say that α ≻ β
if α− β is a sum of positive roots. Let ≥ denote an extension of ≻ to a total order on Φ.
Associated with this root system there is a semi-simple complex lie algebra g.
2.2. Chevalley Group. By choosing a Chevalley basis for g we can construct G, the
associated simply connected Chevalley group over Z with maximal torus T. Let B denote
the Borel subgroup associated to ∆ with unipotent radical U; let B− denote the Borel
subgroup opposite to B with unipotent radical U−. Let N denote the normalizer of T in
G, and let W be the Weyl group of G with respect to T.
The torus T has a group of rational characters X = X∗(T) and cocharacters Y = X∗(T).
Let 〈·, ·〉 : X×X → Z be the Killing form normalized so that the roots have length 2. This
induces a bilinear form on Y , also denoted by 〈·, ·〉. We define the modified cocharacter
lattice to be Y˜ = {y ∈ Y |〈y, y′〉 ∈ 2Z for all y′ ∈ Y }. If Y ∗ is the lattice dual to Y in Y ⊗R
with respect to the Killing form, then Y˜ = Y ∩ 2Y ∗.
Let G = G(Q2), the Q2-rational points ofG. Similarly, we will write T,U,U
−, B,B−, . . .
for the Q2-points of T,U,U
−,B,B−, . . ., respectively.
We will be interested in the topological two-fold cover of G, but first we recall some facts
about the universal central extension of G. The group St(Φ,Q2) generated by the elements
x′α(t), where α ∈ Φ and t ∈ Q2, and subject to the relations
x′α(t)x′α(u) = x′α(t+ u),
[x′α(t), x′β(u)]
def
= x′α(t)x′β(u)x
′
α(−t)x′β(−u) =
{
1, if α+ β /∈ Φ;
x′α+β(c(α, β)tu), if α+ β ∈ Φ,
where c(α, β) = ±1 is the universal central extension of G. (Recall that we are assuming
that G is simply-laced.) For more details see [26]. (In [26], Steinberg uses the notation G′
for St(Φ,Q2).)
Furthermore, for α ∈ Φ and t ∈ Q×2 we let
w′α(t) = x′α(t)x′−α(−t−1)x′α(t),
h′α(t) = w′α(t)w′α(−1).
The work of Moore [21] and Matsumoto [20] provides a presentation for the kernel of the
central extension
1→ Ker(pr′)→ St(Φ,Q2) pr
′
→ G→ 1. (2)
The elements of the form {t, u} def= h′α(t)h′α(u)h′α(tu)−1 generate Ker(pr′) and satisfy the
relations described in Theorem 12 in [26], where Steinberg writes f(t, u) for {t, u}.
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By [21], the push-out of sequence (2) via the quadratic Hilbert symbol (·, ·)2 : Ker(pr′)→
µ2 yields the group G˜, the unique topological two-fold central extension of G. In particular,
we have the the following commutative diagram with exact rows:
1 Ker(pr′) St(Φ,Q2) G 1
1 µ2 G˜ G 1,
(·,·)2 pr′′
pr′
pr
(3)
where µ2 = {±1}.
For each α ∈ Φ and t ∈ Q2 let x˜α(t) = pr′′(x′α(t)). For α ∈ Φ and t ∈ Q×2 define w˜α(t) =
pr′′(w′α(t)) and h˜α(t) = pr′′(h′α(t)). Similarly, let xα(t) = pr(x˜α(t)), wα(t) = pr(w˜α(t)),
and hα(t) = pr(h˜α(t)).
Given a subgroup H of G let H˜ = pr−1(H). For a ring R, let U∗(R) be the subgroup
of G˜ generated by the elements x˜α(t), where t ∈ R and α ∈ Φ+; define U∗−(R) similarly.
Let T ∗1 be the subgroup of G˜ generated by h˜α(t), where t ∈ 1 + 4Z2 and α ∈ Φ, and let
T1 = pr(T˜1).
There are a few subgroups H of G which possess a splitting of the sequence
1 µ2 G˜ G 1,
pr
(4)
in other words, a group homomorphism f : H → G˜ such that pr ◦ f = idH . The following
maps split sequence (4).
U(R)→U∗(R), defined by xα(t) 7→ x˜α(t), for α ∈ Φ+, t ∈ R; (5)
U−(R)→U∗−(R), defined by xα(t) 7→ x˜α(t), for α ∈ Φ−, t ∈ R; (6)
T1 →T ∗1 , defined by hα(t) 7→ h˜α(t), for α ∈ Φ, t ∈ 1 + 4Z2. (7)
Note that the Steinberg relations and the fact that (2, 2)2 = 1 imply that the subgroup
of G˜ generated by hα(2) for all α ∈ ∆ also splits the exact sequence (4) and is isomorphic
to Y . For λ =
∑
j cjαj ∈ Y , let 2λ denote
∏
j hαj (2)
cj . Let Υ : Y → G˜ be the map defined
by λ 7→ 2λ. Note that Υ is a group isomorphism.
Let W be the subgroup of G˜ generated by the elements wα(1), where α ∈ Φ. Let N˜ ′
be the subgroup of G˜ generated by the elements wα(1) and 2
λ, where α ∈ Φ and λ ∈ Y˜ .
Using the Steinberg relations one can show that N˜ ′ =W ⋉ Y˜ .
Consider the map G(Z2)→ G(Z2/2kZ2) defined by reduction modulo 2k. Let Γ(2k) be
the kernel of this map. Let Γ0(2
k) be the inverse image of B(Z/2kZ) and let Γ1(2
k) to be
the inverse image of U(Z/2kZ).
Let H ⊆ G be a subgroup. A representation of H˜ is said to be genuine if µ2 ⊂ H˜ acts
nontrivially.
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2.3. Induction and Restriction. If H is a locally compact Hausdorff topological group,
let δH be a modular character of H.
Let δB˜ be normalized so that B˜ ∩ G(Z2) has measure 1. If (σ, V ) is a smooth B˜-
representation, then the normalized induction functor i
G˜,T˜
= IndG˜
B˜
takes the B˜-representation
σ to the G˜-representation
iG˜,T˜ (σ) = {f : G˜→ V | f is smooth, and f(bg) = δB˜(b)1/2σ(b)f(g) for all b ∈ B˜.},
where G˜ acts by right translation.
Suppose (π, V ) is a smooth G˜-representation. Let V (U) = span{π(u)v−v|u ∈ U, v ∈ V }.
The normalized (Jacquet) restriction functor r
T˜ ,G˜
takes a G˜-representation π to the T˜ -
representation VU = V/V (U), where the T˜ action is defined by
r
T˜ ,G˜
(t)(v + V (U)) = δ
−1/2
B˜
(t)π(t)v + V (U).
2.4. Affine Weyl Group. Let Waff ∼= Y ⋊W be the affine Weyl group of G with respect
to T . For w = λs ∈Waff, Iwahori-Matsumoto [15] prove, in Proposition 1.23, the following
formula for the length of an element of the affine Weyl group.
ℓ(λs) =
∑
α∈Φ+∩sΦ+
|〈α, λ〉| +
∑
α∈Φ+∩sΦ−
|〈α, λ〉 + 1|. (8)
Equation (8) can be specialized to give the following three identities.
If s = 1 and λ is dominant, then ℓ(λ) = 〈2̺, λ〉. (9)
If λ = 0, then ℓ(s) = |Φ+ ∩ sΦ−|. (10)
If λ is dominant, then ℓ(λs) = ℓ(s) + ℓ(λ). (11)
For an element (λ, s) ∈ Waff, we will sometimes abuse notation and let 2λs denote a
representative of (λ, s) in either N or N˜ . This abuse will only be used in situations where
there is no dependence on the choice of representative.
2.5. The Covering Torus. In this subsection we recall some facts from Loke-Savin [19]
about the structure of T˜ and the classification of its genuine irreducible representations.
Let T ⋄ def= T (Z/4Z) ∼= T (Z) ∼= Y ⊗ µ2 and let T˜ 1(Q2) def= T ∗1Υ(Y )µ2. Regarding the
structure of T˜ , Loke-Savin (page 4908) show that T˜ ∼= (T˜ ⋄ × T˜ 1(Q2))/µ2. Furthermore,
they relate T˜ 1(Q2) to a tame covering torus. For a precise statement see Proposition 4.5
[19].
One consequence of this decomposition is that every genuine representation of T˜ is the
tensor product of a genuine representation of T˜ ⋄ and a genuine representation of T˜ 1(Q2).
The group T˜ ⋄ is a finite two-step nilpotent group and its irreducible genuine representations
are in bijection with its genuine central characters (Loke-Savin [19], page 4907); the group
T˜ 1(Q2) is also shown to have its unramified genuine representations controlled by the
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central character (Loke-Savin [19], Proposition 4.5 and Proposition 4.3). Thus to determine
an irreducible genuine T˜ -representation it suffices to determine the action of Z(T˜ ⋄) and
Z(T˜ 1(Q2)).
For most of this work we will fix aWeyl group invariant genuine irreducible T˜ ⋄-representation
(τ,E). (For existence see Lemma 4.11 [2]. Our T˜ ⋄ is an example of the group M in the
lemma. In fact each genuine irreducible representation of T˜ ⋄ is Weyl group invariant.)
On page 4910 [19], Loke-Savin introduce a genuine character γ2 : Z(T˜
1(Q2))→ µ2 that
is the identity on Z(T˜ 1(Q2)) ∩ T ∗1 and Υ(Y˜ ). Let V (γ2) be the representation of T˜ 1(Q2)
that is associated with γ2. Now for any unramified χ : T → C×, we define the genuine
T˜ -representation (σχ, i(χ)), where i(χ)
def
= (τ ⊗ V (γ2)) ⊗ χ. We will also use this notation
for the inflation of i(χ) to B˜.
One important property of i(χ) is that for any w ∈ W we have i(χ)w ∼= i(χw). This
follows from the Weyl group invariance of τ and V (γ2) (Loke-Savin [18], Corollary 5.2).
3. Splitting
This section contains two important results, Theorem 3 and Proposition 8. Theorem 3
states that there is a group homomorphism S : Γ1(4)→ G˜ such that pr ◦S = idΓ1(4). (i.e.,
S splits sequence (4).) This result is necessary to define the Hecke-algebra in question.
Proposition 8 states that S satisfies an important technical property used to construct a
basis for this Hecke-algebra (Proposition 20).
We begin with a few preliminaries.
Lemma 1. Let α ∈ Φ+ and u, t ∈ Q×2 such that 1 + tu 6= 0. Then in St(Φ,Q2)
x′α(t)x
′
−α(u) = {1 + tu,
t
1 + tu
}−1x′−α(
u
1 + tu
)h′α(1 + tu)x
′
α(
t
1 + tu
). (12)
Proof: An equivalent identity is a consequence Proposition 2.7 b) in Stein [25]. 
Corollary 2. Let λ ∈ Y˜ . Let u, t ∈ Q2 such that val2(t) ≥ 〈λ, α〉 and val2(u) ≥ 〈λ,−α〉+2.
Then the following identity holds in G˜:
x˜α(t)x˜−α(−u) = x˜−α( u
1 + tu
)h˜α(1 + tu)x˜α(
t
1 + tu
).
Proof: Note that 1 + tu ∈ 1 + 4Z2, since val2(t) ≥ 〈λ, α〉 and val2(u) ≥ 〈λ,−α〉 + 2.
Thus, (1+ tu, t1+tu)2 = (1+ tu, t)2. If we write t = 2
〈λ,α〉t′, where t′ ∈ Z2, then since λ ∈ Y˜
we have (1+ tu, t)2 = (1+ tu, t
′)2. Finally (1+ tu, t′)2 = 1. This follows because 2|t′ implies
1 + tu ≡ 1 (mod 8). 
Now we can prove that Γ1(4) splits sequence (4). In the following theorem, U
−(4Z2)
is the subgroup of U−(Z2) generated by elements of the form x˜α(4t), where α ∈ Φ− and
t ∈ Z2.
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Theorem 3. The set U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is a subgroup of G˜. Moreover, the natural
map S : Γ1(4) → U˜−(4Z2) · T ∗1 (Z2) · U˜(Z2), induced by the Iwahori factorization Γ1(4) ∼=
U
−(4Z2)× T1×U(Z2) and the splittings (5), (6), and (7), is a group homomorphism that
splits sequence (4).
Proof: First we show that U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is closed under multiplication.
From this it follows that U˜
−
(4Z2) ·T ∗1 (Z2) · U˜(Z2) is closed under inverses, thus is a group.
The Steinberg relations imply that that U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is closed under mul-
tiplication on the left by elements in U˜
−
(4Z2) · T ∗1 (Z2). It remains for us to show that
U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is closed under multiplication on the left by elements in U˜(Z2).
Note that U˜(Z2) · U˜−(4Z2) ⊆ U˜−(4Z2) · T ∗1 (Z2) · U˜(Z2). To this end, let α, β ∈ Φ+,
x˜α(t) ∈ U˜(Z2), and x˜−β(4u) ∈ U˜−(4Z2). If α 6= β, then
x˜α(t)x˜−β(4u) =
{
x˜−β(4u)x˜α(t), if α− β /∈ Φ
x˜−β(4u)x˜α−β(±4tu)x˜α(t), if α− β ∈ Φ.
Thus x˜α(t)x˜−β(4u) ∈ U˜−(4Z2) · T ∗1 (Z2) · U˜(Z2).
If α = β, then by Corollary 2
x˜α(t)x˜−α(−4u) = x˜−α( 4u
1 + 4tu
)h˜α(1 + 4tu)x˜α(
t
1 + 4tu
) ∈ U˜−(4Z2) · T ∗1 (Z2) · U˜(Z2).
Since U˜(Z2) and U˜
−
(4Z2) are generated by the elements x˜α(t) and x˜−β(4u) respectively,
the above identities imply that U˜(Z2)·U˜−(4Z2) ⊆ U˜−(4Z2)·T ∗1 (Z2)·U˜(Z2). The Steinberg
relations imply that U˜(Z2) · U˜−(4Z2) · T ∗1 (Z2) · U˜(Z2) ⊆ U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2). Thus
U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is a group.
Using the Iwahori facotorization of Γ1(4) and the splittings (5), (6), and (7), we define
a bijective map S : Γ1(4) ∼=set U−(4Z2) × T1 × U(Z2) → U˜−(4Z2) · T ∗1 · U˜(Z2). The
identity pr ◦ S = idΓ1(4) implies that S is a group homomorphism. (The map pr restricted
to U˜
−
(4Z2) · T ∗1 (Z2) · U˜(Z2) is injective and pr(S(γ1)S(γ2)S(γ1γ2)−1) = 1.) 
Corollary 4. The group S(Γ1(4)) is generated by the elements x˜α(t), h˜α(1 + 4t), and
x˜−α(4t), where t ∈ Z2 and α ∈ Φ+.
With the next few lemmas, we lay the foundation necessary to prove Proposition 8.
Lemma 5. Let λ ∈ Y˜ . For j = 1, . . . , k let β, βj ∈ Φ+ and let t, uj ∈ Q2 such that
val2(t) ≥ 〈λ, β〉 and val2(uj) ≥ 〈λ,−βj〉 + 2. Then there exists γ1, . . . , γℓ, δ1, . . . , δm ∈ Φ+
(the set {δ1, . . . , δm} can be empty), t′, v1, . . . , vℓ, . . . , w1, . . . , wm ∈ Q2, and h ∈ T ∗1 such
that
val2(t
′) ≥〈λ, β〉,
val2(vj) ≥〈λ,−γj〉+ 2,
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val2(wj) ≥〈λ, δj〉+ 2,
and
xβ(t)x−β1(u1) . . . x−βk(uk) = x−γ1(v1) . . . x−γℓ(vℓ)hxδ1(w1) . . . xδm(wm)xβ(t
′). (13)
Proof: This can be proved using induction on k along with the Steinberg relations and
Corollary 2. 
Lemma 6. Let λ ∈ Y˜ . Let α1, . . . , αk, β1, . . . βℓ ∈ Φ+, let t1, . . . tk, u1, . . . , uℓ ∈ Q2 such
that val2(ti) ≥ 〈λ, αi〉 and val2(uj) ≥ 〈λ,−βj〉 + 2. Let h ∈ T ∗1 . Then there exists
γ1, . . . , γm, δ1 . . . , δn ∈ Φ+, t′1, . . . t′m, u′1, . . . , u′n ∈ Q2 and h′ ∈ T ∗1 such that
val2(t
′
i) ≥〈λ, γi〉,
val2(u
′
j) ≥〈λ,−δi〉+ 2,
and
x˜α1(t1) . . . x˜αk(tk)hx˜−β(u1) . . . x˜−βℓ(uℓ) = x˜−δ1(u
′
1) . . . x˜−δn(u
′
n)h
′x˜γ1(t
′
1) . . . x˜γm(t
′
m).
Proof: This follows from repeated application of Lemma 5. 
Lemma 7. Let λ ∈ Y˜ and let c ∈ Z≥0. Let α1, . . . , αr be any enumeration of the positive
roots and let γ1, . . . , γm ∈ Φ+. Let t′1, . . . t′m ∈ Q2 such that val2(t′i) ≥ 〈λ, γi〉 + c. Then
there exists w1 . . . wr ∈ Q2 such that
val2(w
′
i) ≥〈λ, αi〉+ c, and
x˜γ1(t
′
1) . . . x˜γm(t
′
m) =x˜α1(w1) . . . x˜αr(wr).
The analogous result holds if the positive roots are replaced by negative roots.
Proof: This can be proved using induction on m and the Steinberg relations. 
Proposition 8. Let x ∈ N˜ ′. Then Γ˜0(4) ∩ xS(Γ1(4))x−1 ⊆ S(Γ1(4)).
Proof: Let x = w2λ, where w ∈ W and λ ∈ Y˜ . Let α1, . . . , αr be an enumeration of the
positive roots such that w · α1, . . . , w · αℓ are negative and w · αℓ+1, . . . , w · αr are positive.
Suppose that γ ∈ S(Γ1(4)) such that xγx−1 ∈ Γ˜0(4). We may use the Iwahori factorization
to write γ = x˜−αr(ur) . . . x˜−α1(u1)hx˜α1(t1) . . . x˜αr(tr), where h ∈ T ∗1 , val2(ui) ≥ 2, and
val2(tj) ≥ 0. Thus we have
xγx−1 = x˜−w·αr(±2〈λ,−αr〉ur) . . . x˜−w·α1(±2〈λ,−α1〉u1)(xhx−1)
× x˜w·α1(±2〈λ,α1〉t1) . . . x˜w·αr(±2〈λ,αr〉tr). (14)
Note that xhx−1 ∈ T ∗1 .
By Lemma 6 and Lemma 7 it follows that there exists h′ ∈ T ∗1 , t′1, . . . , t′r, u′1, . . . , u′r ∈ Q2
such that val2(t
′
i) ≥ 〈λ, αi〉, val2(u′j) ≥ 〈λ,−αi〉+ 2, and
xγx−1 = x˜−αr(ur′) . . . x˜−α1(u
′
1)h
′x˜α1(t
′
1) . . . x˜αr(t
′
r). (15)
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Since xγx−1 ∈ Γ˜0(4) we can apply pr and use the Iwahori factorization to see that
t′i ∈ Z2, and u′j ∈ 4Z2. Thus by Lemma 4 it follows that xγx−1 ∈ S(Γ1(4)). 
Remark: In the proof of Proposition 8 the inequalities val2(t
′
i) ≥ 〈λ, αi〉, val2(u′j) ≥
〈λ,−αi〉 + 2 do not directly play a role. That said, we needed to keep track of these
inequalities in Lemma 5, Lemma 6, and Lemma 7 to ensure that the Steinberg relations
do not introduce any nontrivial Hilbert symbols during the induction steps.
We close this section by identifying an obstruction which prevents the subgroup G(Z2)
from spliting the sequence (4). Suppose that S′ : G(Z2)→ G˜ splits sequence (4). Then it
follows that for any α ∈ Φ, we have S′(hα(−1)) = ±h˜α(−1). The element hα(−1) ∈ G(Z2)
has order 2; the element ±h˜α(−1) ∈ G˜ has order 4, since (−1,−1)Q2 = −1. Thus S′ cannot
exist. More generally, any subgroup of G˜ which contains hα(−1) cannot split the sequence
(4). Thus, the Iwahori subgroup Γ0(2) also does not split the sequence (4).
This obstruction does not appear in the tame case (i.e., GCD(n, p) = 1), because the
tame Hilbert Symbol of a local field F is trivial on O×F ×O×F .
4. Γ0(4) double cosets
In this section we compute representatives of the double coset space Γ0(4)\G/Γ0(4) for
the purpose of studying a Γ˜0(4)-equivariant Hecke Algebra. First observe that the group
Γ0(4) is contained in the Iwahori subgroup Γ0(2). The Iwahori-Bruhat decomposition
states that Γ0(2)\G/Γ0(2) is in bijection with the affine Weyl group Waff ∼=W ⋉ Y . Thus
to find a set of representatives of the doubles cosets of G with respect to Γ0(4) we should
determine representatives of Γ0(4)\Γ0(2) and Γ0(2)/Γ0(4). We begin with some notation.
For A ⊆ Φ− let xA(2) =
∏
α∈A xα(2), where the product is taken with respect to some
ordering of the elements of A. Now we can determine representatives for the coset spaces.
Lemma 9. The set {xA(2)|A ⊆ Φ−} contains a complete set of distinct representatives of
Γ0(4)\Γ0(2). The same holds for Γ0(2)/Γ0(4). Furthermore, this holds for any permutation
of the factors of xA(2) =
∏
α∈A xα(2).
Proof: First we will show that Γ0(2)/Γ0(4) is in bijection with (Γ0(2)∩U−)/(Γ0(4)∩U−).
The group Γ0(2) possesses an Iwahori factorization, thus multiplication defines a bijection
(Γ0(2) ∩ U−)× (Γ0(2) ∩B) ∼= Γ0(2).
Since reduction mod 2 takes elements ofG(Z2)∩B to B(Z/2Z), it follows thatG(Z2)∩B =
Γ0(2) ∩B. Thus
(Γ0(2) ∩ U−)× (G(Z2) ∩B) ∼= Γ0(2).
Similarly,
(Γ0(4) ∩ U−)× (G(Z2) ∩B) ∼= Γ0(4).
Thus there is a bijection
Γ0(2)/Γ0(4)↔ (Γ0(2) ∩ U−)/(Γ0(4) ∩ U−).
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Since U− is a smooth group scheme over Z it is a smooth group scheme over Z2. This
implies that (Γ0(2) ∩ U−)/(Γ0(4) ∩ U−), which is an abelian group, can be identified with
u−(F2), the Lie algebra of U− over the field with two elements, as abelian groups. In
particular, this map sends the Chevalley generators Xα of u
−(F2) to xα(2). Since u−(F2)
is abelian we see that the order of the elements in A does not change the coset. The
analogous argument proves the result for Γ0(4)\Γ0(2). 
Lemma 9 implies that a complete set of distinct representatives of Γ0(4)\G/Γ0(4) is
contained among the elements of the set
{xA(2)w2λxB(2)|w ∈W, A,B ⊆ Φ−, λ ∈ Y }.
The xA(2) will be referred to as the unipotent elements on the left and the xB(2) will be
referred to as the unipotent elements on the right.
Our next task is to eliminate redundant representatives. However, we will stop short of
finding a complete set of distinct representatives.
Lemma 10. Let A,B ⊆ Φ−, α ∈ A, β ∈ B, w ∈ W , and λ ∈ Y . Let A′ = A − {α} and
B′ = B − {β}.
(1) If 〈λ,−w−1α〉 ≥ 1, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA′w2
λxB(2)Γ0(4). (16)
(2) If 〈λ, β〉 ≥ 1, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA(2)w2
λxB′(2)Γ0(4). (17)
(3) If 〈λ,w−1α〉 = 0 and w−1 · α ∈ Φ−, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA′(2)w2
λxB∪{w−1·α}(2)Γ0(4). (18)
(4) If 〈λ,w−1α〉 = 0 and w−1 · α ∈ Φ+, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA′(2)w2
λxB(2)Γ0(4). (19)
(5) If 〈λ, β〉 = 0 and w · β ∈ Φ+, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA(2)w2
λxB′(2)Γ0(4). (20)
(6) If 〈λ, β〉 = 0 and w · β ∈ Φ−, then
Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA∪{w·β}(2)w2λxB′(2)Γ0(4). (21)
Proof: We will prove statement (1); the proofs of the remaining statements are identical.
We have Γ0(4)xA(2) = Γ0(4)xA′(2)xα(2), and xα(2)w2
λ = w2λxw−1α(±21+〈λ,−w−1α〉).
Thus
Γ0(4)xA(2)w2
λxB(2)Γ0(4) =Γ0(4)xA′(2)xα(2)w2
λxB(2)Γ0(4)
=Γ0(4)xA′(2)w2
λxw−1α(±21+〈λ,−w
−1α〉)xB(2)Γ0(4).
Since 〈λ,−w−1α〉 ≥ 1, we have xw−1αk(±21+〈λ,−w
−1αk〉) ∈ Γ(4). The subgroup Γ(4) is
normal in G(Z) and contained in Γ0(4) so the element xw−1α(±21+〈λ,−w−1α〉) can be moved
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right and absorbed into Γ0(4). 
Using Lemma 10 we can identify a preferred representative of Γ0(4)xA(2)w2
λxB(2)Γ0(4).
For each α ∈ A we can check to see if α satisfies the hypotheses of item (1) or (4) in Lemma
10, in which case α can be removed without changing the double coset. Futhermore, if α
satisfies item (3), then we can move α to the right-hand side where it becomes w−1α. Let
A′ be the set of elements in A that do not satisfy the hypotheses of items (1), (4), and (3).
Similarly, for each β ∈ B we can check to see if β satisfies the hypotheses of item (2) or (5)
in Lemma 10, in which case β can be removed. Let B′ be the the set of elements of B that
do not satisfy (2) and (5) and the elements w−1α, where α ∈ A satisfies 3. Proposition 10
above proves that Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA′(2)w2
λxB′(2)Γ0(4). We will say
that the ordered pair of sets (A′, B′) is the naive left-reduction of the ordered pair of
sets (A,B) with respect to w2λ and Γ0(4). We will suppress the mention of Γ0(4) for the
remainder of this paper.
Corollary 11. Let A,B ⊆ Φ− and A′ ⊆ A and B′ ⊆ B ∪ (A\A′) be such that (A′, B′) is
the the naive left-reduction of (A,B) with respect to w2λ. Then:
(1) Γ0(4)xA(2)w2
λxB(2)Γ0(4) = Γ0(4)xA′(2)w2
λxB′(2)Γ0(4),
(2) 〈λ,w−1α〉 > 0 for all α ∈ A′,
(3) 〈λ, β〉 ≤ 0 for all β ∈ B′,
(4) for all β ∈ B′, 〈λ, β〉 = 0 implies that wβ ∈ Φ−.
5. A 2-adic Hecke Algebra
Let (τ,E) be a finite dimensional irreducible genuine Weyl group-invariant representation
of T˜ ⋄. (For existence, see Loke-Savin [18].) Since Γ˜0(4) ∼= T˜ ⋄ ⋉ S(Γ1(0)), τ inflates to a
representation of Γ˜0(4) which we also call τ . Let τ
∨ be the contragredient of τ . The
τ -spherical Hecke algebra of G˜ is defined to be
H = H(G˜, τ∨) = {f ∈ C∞c (G˜,End(E))|f(k1gk2) = τ(k1)f(g)τ(k2), for all k1, k2 ∈ Γ˜0(4)}.
For f1, f2 ∈ H, the multiplication is defined by f1 ∗ f2(g) =
∫
G˜
f1(h)f2(h
−1g)dh, where the
Haar measure on G˜ is normalized so that Γ˜0(4) has measure 1.
The main result of this section, Theorem 36, describes a presentation of H. In Section
6 we will see that this presentation implies that H is isomorphic to the Iwahori-Hecke
algebra of a suitable linear group. First, we construct a C-basis for H, Proposition 20.
Second, we identify some multiplicative relations among these basis elements, propositions
21 and 24. Third, we prove that certain elements are invertible, Proposition 31, and use
this invertibility to prove one more multiplicative relation, Corollary 40. Fourth, we apply
Savin’s trick to show that these relations imply all others. This results in Theorem 36, a
presentation of H.
Our first step is to construct a C-basis for H. After a few technical preliminaries, we
show that the nontrivial action of µ2 prohibits certain double cosets from supporting any
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functions in H, propositions 15 and 19. After identifying these constraints on support, we
can construct a basis for H, Proposition 20.
Proposition 12 (Stein [25], Corollary 2.9). Let α ∈ Φ. Then [x˜α(2), x˜−α(2)] = (−1)γ,
where −1 ∈ µ2 and γ ∈ S(Γ(4)).
(The above proposition can also be proved directly using Lemma 12 and Corollary 4.)
Lemma 13. Let m ∈ Z≥1, and let β, βj ∈ Φ−. Then
x˜β(±2m)x˜β1(2) . . . x˜βℓ(2)S(Γ1(4)) = x˜β1(2) . . . x˜βℓ(2)x˜β(±2m)S(Γ1(4)),
and
S(Γ1(4))x˜β(±2m)x˜β1(2) . . . x˜βℓ(2) = S(Γ1(4))x˜β1(2) . . . x˜βℓ(2)x˜β(±2m).
Proof: The result follows from induction on ℓ and the Steinberg relations. 
Lemma 14. Let m ∈ Z≥1, η ∈ Φ, αj ∈ Φ−, w ∈W , and λ ∈ X∗(T ), such that −w ·η ∈ Φ+,
〈λ,w−1 · αj〉 > 0 for all j, and 〈λ,−η〉 ≥ 0. Then
S(Γ1(4))x˜α1(2) . . . x˜αk(2)x˜−w·η(±2m) = S(Γ1(4))x˜α1(2) . . . x˜αk(2).
Proof: We prove this proposition using induction on k. When k = 0 the result holds
since x˜−w·η(±2m) ∈ S(Γ1(4)). Now suppose that the result holds for k − 1.
Consider the identity x˜αk(2)x˜−w·η(±2m) = [x˜αk(2), x˜−w·η(±2m)]x˜−w·η(±2m)x˜αk(2). To
compute the commutator we prove that −αk 6= −w · η. Suppose −αk = −w · η, then
0 > 〈λ,−w−1 · αk〉 = 〈λ,−η〉 ≥ 0. This is a contradiction so −αk 6= −w · η.
Thus the commutator can be computed using the Steinberg relations. Since our root
system is simply laced we see that if −w · η + αk /∈ Φ, then [x˜αk(2), x˜−w·η(±2m)] = 1; if
−w · η + αk ∈ Φ, then [x˜αk(2), x˜−w·η(±2m)] = x˜−w·η+αk(±2m+1). If −w · η + αk ∈ Φ−
we can apply Lemma 13 to remove x˜−w·η+αk(±2m+1). Then we may apply induction to
remove x˜−w·η(±2m).
It remains to consider the case were −w · η + αk = w · (−η + w−1 · αk) ∈ Φ+. But
〈λ,−η+w−1·αk〉 ≥ 0 so we may apply the induction hypothesis to remove x˜−w·η+αk(±2m+1)
and use the induction hypothesis once more to remove x˜−w·η(±2m). 
Now we can prove our first constraint on the support of functions in H.
Proposition 15. Let A,B ⊆ Φ− and let w ∈ W and λ ∈ Y . Let (A′, B′) be the naive
left-reduction of (A,B) with respect to w2λ. Suppose that either A′ or B′ is nonempty. If
f ∈ H, then
f(Γ˜0(4)x˜A(2)w2
λx˜B(2)Γ˜0(4)) = 0.
Proof: By Corollary 11, Γ˜0(4)x˜A(2)w2
λx˜B(2)Γ˜0(4) = Γ˜0(4)x˜A′(2)w2
λx˜B′(2)Γ˜0(4). Let
us suppose that B′ = {β1, . . . , βℓ} is nonempty and
x˜B′(2) = x˜β1(2) . . . x˜βℓ(2),
where the elements βj are ordered so that β1 ≤ . . . ≤ βℓ. Recall from Corollary 11 that for
all j
〈λ, βj〉 ≤ 0.
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It will be convenient to single out βℓ, so we will let η = βℓ.
The set A′ may or may not be empty. But if A′ is not empty, Corollary 11 implies
〈λ,−w−1 · α〉 < 0,
for α ∈ A′ = {α1, . . . , αk}.
Let f ∈ H. We will show that f cannot be supported on the double coset represented by
the element x˜A′(2)w˜2
λx˜B′(2), by proving that f(x˜A′(2)w2
λx˜B′(2)) = −f(x˜A′(2)w2λx˜B′(2)).
First note that x−η(2) ∈ S(Γ1(4)), so
f(x˜A′(2)w2
λx˜β1(2) . . . x˜βℓ(2)) = f(x˜A′(2)w2
λx˜β1(2) . . . x˜βℓ(2)x˜−η(2)). (22)
By Proposition 12 it follows that xβℓ(2)x−η(2) = x−η(2)xβℓ(2)(−1)M , whereM ∈ S(Γ1(4)).
Therefore,
(22) = −f(xA′(2)w2λxβ1(2) . . . xβℓ−1(2)x−η(2)xβℓ(2)). (23)
Now since η is maximal among the βj we see that βj − η /∈ Φ+ for all j < ℓ. Thus for
any j we have [xβj (−2), x−η(−2)] is equal to 1 or xγ(±22) for some γ ∈ Φ−. In either case
[xβj(−2), x−η(−2)] ∈ S(Γ1(4)). By using induction on ℓ in conjunction with the Steinberg
relations and Lemma 13 it follows that
(23) = −f(xA′(2)w2λx−η(2)xB′(2)). (24)
We continue to push the element x−η(2) to the left using the identities 2λx−η(2) =
x−η(21+〈λ,−η〉)2λ and wx−η(21+〈λ,−η〉) = x−w·η(±21+〈λ,−η〉)w. Therefore,
(24) = −f(xA′(2)x−w·η(±21+〈λ,−η〉)w2λxB′(2)). (25)
If −w · η ∈ Φ− and 〈λ, η〉 < 0, then we can apply Lemma 13 to prove that
f(xA′(2)w2
λxB′(2)) = −f(xA′(2)w2λxB′(2)). (26)
Now suppose that −w · η ∈ Φ− and 〈λ, η〉 = 0. Since (A′, B′) is the naive left-reduction
of (A,B) with respect to w2λ, Corollary 11 implies that wη ∈ Φ−. Thus, this case cannot
occur.
If −w · η ∈ Φ+, then we can apply Lemma 14 to remove x−w·η(±21+〈λ,−η〉). Thus we see
that
f(xA′(2)wt(2
λ)xB′(2)) = −f(xA′(2)wt(2λ)xB′(2)), (27)
as desired.
One can apply a similar argument when B is empty. 
Remark: The proof of Proposition 15 above does not utilize the full Γ˜0(4) transforma-
tion law; it only requires S(Γ1(4))-invariance.
The next corollary is a direct consequence of Proposition 15.
Corollary 16. Let w ∈W and λ ∈ Y . Let A,B ⊆ Φ− such that Γ˜0(4)x˜A(2)w2λx˜B(2)Γ˜0(4)
= Γ˜0(4)w2
λΓ˜0(4), and such that (A
′, B′) is the naive left-reduction of (A,B) with respect
to w2λ. If f ∈ H, such that
f(Γ˜0(4)w2
λΓ˜0(4)) 6= 0,
then A′ and B′ are empty.
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To continue with the support calculations we will utilize the following lemma, which is
Proposition (4.1.1) in Bushnell-Kutzko [8]. Before we begin we introduce some notation.
If H is a subgroup of a group K and k ∈ K, then let kH = kHk−1. If V is a representation
of H and k ∈ K, then we will write kV for the representation of the group kHk−1 acting
on V via (khk−1) · v = h · v.
Lemma 17 (Bushnell-Kutzko [8], Proposition (4.1.1)). Let g ∈ G˜. The following are
equivalent:
(i) Hom
Γ˜0(4)∩g Γ˜0(4)(
gV, V ) 6= 0;
(ii) there exists Φ ∈ H with Φ(g) 6= 0.
If the element g satisfies these conditions, then we have a canonical vector space iso-
morphism between HomΓ˜0(4)∩g Γ˜0(4)(
gV, V ) and the space of functions Φ ∈ H which vanish
outside the double coset Γ˜0(4)gΓ˜0(4).
Next we show that any double coset can support at most a one dimensional space of
functions in H.
Proposition 18. Let w ∈W , λ ∈ Y , and g = w2λ, then
dim(HomΓ˜0(4)∩g Γ˜0(4)(
gV, V )) ≤ 1.
Proof: Since T˜ ⋄ ⊆ Γ˜0(4) ∩g Γ˜0(4) we have HomΓ˜0(4)∩ gΓ˜0(4)(gV, V ) ⊆ HomT˜ ⋄(gV, V ).
Recall that (τ,E) is Weyl group-invariant and irreducible. Furthermore, the action of 2λ
on T˜ ⋄ by conjugation is trivial, therefore Schur’s lemma implies that HomΓ˜0(4)∩ gΓ˜0(4)(
gV, V )
has dimension at most 1. 
Now we can prove our second constraint on the support of functions in H.
Proposition 19. Let f ∈ H, w ∈W , and λ ∈ Y − Y˜ , then f(w2λ) = 0.
Proof: From Lemma 17 it suffices to show that HomΓ˜0(4)∩g Γ˜0(4)(
gV, V ) = 0, where
g = w2λ. We begin with a few preliminary remarks. By assumption λ /∈ Y˜ , so there
exists α ∈ Φ such that 〈λ, α〉 is odd. Let t ∈ Z×2 such that t ≡ 5 (8). This implies that
(2, t)2 = −1, (−1, t)2 = 1, and (t, t)2 = 1. Thus hα(t)2λhα(t)−1 = −2λ, since 〈λ, α〉 is odd;
whα(t)w
−1 = hwα(t), since t ≡ 1 (mod 4).
Let ψ ∈ Hom
Γ˜0(4)∩ g Γ˜0(4)(
gV, V ). We will show that ψ = −ψ. For any v ∈ V , consider
ψ(w2λhα(t)(w2
λ)−1v). Since S(Γ1(4)) acts trivially on V and t ≡ 1 (mod 4) it follow that
that hwα(t) acts trivially on V . Thus, we have ψ(w2
λhα(t)(w2
λ)−1v) = −ψ(hwα(t)v) =
−ψ(v). On the other hand, since ψ is an intertwining operator and t ≡ 1 (mod 4)
we have ψ(w2λhα(t)(w2
λ)−1v) = hα(t)ψ(v) = ψ(v). Thus ψ(v) = −ψ(v). Therefore,
HomΓ˜0(4)∩g Γ˜0(4)(
gV, V ) = 0. 
Finally, we will construct a basis of H. By Proposition 5.2 in Adams-Barbash-Paul-
Trapa-Vogan [2], the representation τ can be extended from T˜ ⋄ to W. (Since the Hilbert
symbol of R and Q2 agree on {±1} × {±1}, the group W is a subgroup of the group K˜
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appearing in Proposition 5.2 of [2].) We will call this extension τW . Recall that N˜ ′ ∼=W⋉Y˜ .
Thus τW inflates to a representation of N˜ ′, which we call τN˜ ′ .
Proposition 15 and Proposition 19 together state that the support of a function in H is
contained in the double cosets of the form Γ˜0(4)xΓ˜0(4) where x ∈ N˜ ′. For each w ∈W ⋉ Y˜
we define a function ew. Let x be any element of N˜
′ that maps to w under the natural
map N˜ ′ ∼= W ⋉ Y˜ → W ⋉ Y˜ . (Note that T˜ ⋄ ⊆ W is a normal subgroup, W/T˜ ⋄ ∼= W ,
and T˜ ⋄ commutes with Υ(Y˜ ).) Define ew to be the unique function in H supported on
Γ˜0(4)xΓ˜0(4) such that
ew(S(Γ1(4))xS(Γ1(4))) = τN˜ ′(x).
We must show that ew is well-defined and that the definition of ew is independent of
our choice of x. Once we show that ew is well-defined, it is straightforward to show
independence since every preimage of w is of the form xt, where t ∈ T˜ ⋄.
Proposition 20. The functions ew ∈ H, where w ∈ W ⋉ Y˜ , are well-defined and form a
C-basis for H.
Proof: (Well-defined) Suppose that γi ∈ Γ˜0(4) and x = γ1xγ2. To prove that ew is well-
defined we must prove that τ
N˜ ′
(x) = τ(γ1)τN˜ ′(x)τ(γ2). Let γ1 = t1u1 and γ2 = u2t2, where
ti ∈ T˜ ⋄ and uj ∈ S(Γ1(4)). Thus, we have that τ(γ1)τN˜ ′(x)τ(γ2) = τ(t1)τN˜ ′(x)τ(t2) =
τN˜ ′(t1)τN˜ ′(x)τN˜ ′(t2) = τN˜ ′(t1xt2). Proposition 8 implies that x = t1xt2. Thus τN˜ ′(x) =
τN˜ ′(t1xt2), as desired.
(Basis) Proposition 18 implies that ew generates the space of functions in H supported
on the double coset Γ˜0(4)xΓ˜0(4). Thus the functions ew form a basis of H, as w varies over
elements of W ⋉ Y˜ ⊆Waff. 
Proposition 21. If w1, w2 ∈W ⋉ Y˜ and ℓ(w1w2) = ℓ(w1)+ ℓ(w2), then ew1 ∗ew2 = ew1w2.
Proof: The proof is similar to the proof of Proposition 6.2 in Savin [23], but requires
a few additional steps. Let x12
λ1 , x22
λ2 ∈ N˜ ′ represent w1 = (s1, λ1) and w2 = (s2, λ2)
respectively. For each x ∈ N˜ ′, to compute ew1 ∗ ew2(x) we must find all cosets δΓ˜0(4) such
that
δΓ˜0(4) ⊆ Γ˜0(4)x12λ1 Γ˜0(4) and Γ˜0(4)δ−1x ⊆ Γ˜0(4)x22λ2 Γ˜0(4). (28)
These containments only depend on G. So we may focus on finding all cosets pr(δ)Γ0(4)
such that
pr(δ)Γ0(4) ⊆ Γ0(4)pr(x12λ1)Γ0(4) and Γ0(4)pr(δ)−1pr(x) ⊆ Γ0(4)pr(x22λ2)Γ0(4).
(29)
Furthermore, any δΓ0(4) which satisfies (29) must satisfy
pr(δ)Γ0(2) ⊆ Γ0(2)pr(x12λ1)Γ0(2) and Γ0(2)pr(δ)−1pr(x) ⊆ Γ0(2)pr(x22λ2)Γ0(2).
(30)
Now Γ0(2) is an Iwahori subgroup and in Proposition 6.2 from [23], Savin proves that
pr(x) must represent w1w2 and pr(δ)Γ0(2) = pr(x12
λ1)Γ0(2). Thus, if pr(δ)Γ0(4) satisfies
(29), then pr(δ)Γ0(4) = pr(x12
λ1)xB(2)Γ0(4), where B ⊆ Φ−. Equation (28) implies that
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Γ˜0(4)x12
λ1 x˜B(2)Γ˜0(4) = Γ˜0(4)x12
λ1 Γ˜0(4). Since ew1 6= 0, by Corollary 16 we see that the
naive left-reduction of (∅, B) with respect to x12λ1 must be (∅, ∅). Thus for all β ∈ B we
know that if s1β ∈ Φ+, then 〈λ1, β〉+ 1 ≥ 1; if s1β ∈ Φ−, then 〈λ1, β〉+ 1 ≥ 2.
Furthermore, Γ˜0(4)δ
−1x12λ1x22λ2 = Γ˜0(4)x˜B(2)x22λ2 , which implies, by equation (28),
that Γ˜0(4)x˜B(2)x22
λ2 Γ˜0(4) = Γ˜0(4)x22
λ2 Γ˜0(4). Since ew2 6= 0, by Corollary 16 we see that
the naive left-reduction of (B, ∅) with respect to x22λ2 must be (∅, ∅). Thus for all β ∈ B we
know that if s−12 β ∈ Φ+, then 〈λ2,−s−12 β〉+1 ≥ 1; if s−12 β ∈ Φ−, then 〈λ2,−s−12 β〉+1 ≥ 2.
We will use the fact that ℓ(w1w2) = ℓ(w1)+ℓ(w2) to prove that B is empty. Let us assume
B is empty and complete the proof. In this case Γ˜0(4)xΓ˜0(4) = Γ˜0(4)x12
λ1x22
λ2 Γ˜0(4) is the
only double coset for which (28) has any solutions. Additionally, the only coset satisfying
(28), in this case, is represented by δ = x12
λ1 . Now from the definition of convolution and
the fact that τN˜ ′ is a representation of N˜
′, we see that ew1 ∗ ew2 = ew1w2 . This completes
the proof if we know that the set B must be empty.
The next lemma will allow us to conclude that B is empty.
Lemma 22. Let w1, w2 ∈ Waff such that ℓ(w1w2) = ℓ(w1) + ℓ(w2). Suppose that wi =
(si, λi) ∈W ⋉ Y . Then:
(1) For α ∈ Φ+ ∩ s1Φ+ ∩ s1s2Φ+, there exists c1 ∈ R≥0 such that
〈α, s1λ1〉 = c1(〈α, s1s2λ2〉).
(2) For α ∈ Φ+ ∩ s1Φ− ∩ s1s2Φ+, there exists c2 ∈ R≥0 such that
〈α, s1λ1〉+ 1 = c2(〈α, s1s2λ2〉 − 1).
(3) For α ∈ Φ+ ∩ s1Φ− ∩ s1s2Φ−, there exists c3 ∈ R≥0 such that
〈α, s1λ1〉+ 1 = c3(〈α, s1s2λ2〉).
(4) For α ∈ Φ+ ∩ s1Φ+ ∩ s1s2Φ−, there exists c4 ∈ R≥0 such that
〈α, s1λ1〉 = c4(〈α, s1s2λ2〉+ 1).
(The constants ci may depend on α.)
Proof: From equation (8)
ℓ(w1w2) =
∑
α∈Φ+∩s1s2Φ+
|〈α, s1λ1 + s1s2λ2〉|+
∑
α∈Φ+∩s1s2Φ−
|〈α, s1λ1 + s1s2λ2〉+ 1|. (31)
(Note that equation (8) requires that we express elements of the affine Weyl group in the
order Y ⋊W .) We will split the first summand into two pieces∑
α∈Φ+∩s1s2Φ+
=
∑
α∈Φ+∩s1s2Φ+∩s1Φ+
+
∑
α∈Φ+∩s1s2Φ+∩s1Φ−
, (32)
and the second summand into two pieces∑
α∈Φ+∩s1s2Φ−
=
∑
α∈Φ+∩s1s2Φ−∩s1Φ+
+
∑
α∈Φ+∩s1s2Φ−∩s2Φ−
. (33)
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By the triangle inequality we have∑
α∈Φ+∩s1s2Φ+∩s1Φ+ |〈α, s1λ1 + s1s2λ2〉|
≤
∑
α∈Φ+∩s1s2Φ+∩s1Φ+
|〈α, s1λ1〉|+
∑
α∈Φ+∩s1s2Φ+∩s1Φ+
|〈α, s1s2λ2〉|; (34)∑
α∈Φ+∩s1s2Φ+∩s1Φ− |〈α, s1λ1 + s1s2λ2〉|
≤
∑
α∈Φ+∩s1s2Φ+∩s1Φ−
|〈α, s1λ1〉+ 1|+
∑
α∈Φ+∩s1s2Φ+∩s1Φ−
|〈α, s1s2λ2〉 − 1|; (35)∑
α∈Φ+∩s1s2Φ−∩s1Φ+ |〈α, s1λ1 + s1s2λ2〉+ 1|
≤
∑
α∈Φ+∩s1s2Φ−∩s1Φ+
|〈α, s1λ1〉|+
∑
α∈Φ+∩s1s2Φ−∩s1Φ+
|〈α, s1s2λ2〉+ 1|; (36)∑
α∈Φ+∩s1s2Φ−∩s2Φ− |〈α, s1λ1 + s1s2λ2〉+ 1|
≤
∑
α∈Φ+∩s1s2Φ−∩s2Φ−
|〈α, s1λ1〉+ 1|+
∑
α∈Φ+∩s1s2Φ−∩s2Φ−
|〈α, s1s2λ2〉|. (37)
If we add up the left-hand side of the inequalities (34), (35), (36), and (37), we get ℓ(w1w2);
if we add up the right-hand side of the inequalities (34), (35), (36), and (37), we get
ℓ(w1) + ℓ(w2). Now we briefly comment about how to simplify the right-hand side of the
inequality. Consider the right-hand side of line (35),∑
α∈Φ+∩s1s2Φ+∩s1Φ−
|〈α, s1s2λ2〉 − 1|+
∑
α∈Φ+∩s1s2Φ−∩s1Φ+
|〈α, s1s2λ2〉+ 1|. (38)
Since ∑
α∈Φ+∩s1s2Φ+∩s1Φ−
|〈α, s1s2λ2〉 − 1| =
∑
α∈Φ−∩s1s2Φ−∩s1Φ+
|〈α, s1s2λ2〉+ 1|, (39)
we have
(38) =
∑
α∈s1s2Φ−∩s1Φ+
|〈α, s1s2λ2〉+ 1| =
∑
α∈s2Φ−∩Φ+
|〈α, s2λ2〉+ 1|. (40)
The righthand side of (40) is exactly one of the summations which appears in ℓ(w2). The
remaining terms on the right-hand side of (34), (35), (36), and (37) can be paired up
similarly.
All we have shown is that ℓ(w1w2) ≤ ℓ(w1)+ ℓ(w2), which easily follows from the defini-
tion of length. However, since we know that ℓ(w1w2) = ℓ(w1)+ ℓ(w2), every application of
the triangle inequality in the above computation must yield an equality. Now if a, b ∈ R,
then |a+ b| = |a|+ |b| if and only if b is a nonnegative scalar multiple of a. The conclusion
of the lemma follows directly from this. 
Now we can show that B is empty. Let β ∈ B ⊆ Φ−. Recall that we showed that
(1) if s1β ∈ Φ+, then 〈λ1, β〉+ 1 ≥ 1;
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(2) if s1β ∈ Φ−, then 〈λ1, β〉+ 1 ≥ 2;
(3) if s−12 β ∈ Φ+, then 〈λ2,−s−12 β〉+ 1 ≥ 1;
(4) if s−12 β ∈ Φ−, then 〈λ2,−s−12 β〉+ 1 ≥ 2.
There are four cases to consider β ∈ Φ−∩s1Φ±∩s−12 Φ±. We will examine one of these; the
remaining three cases are similar. Suppose that β ∈ Φ− ∩ s1Φ+ ∩ s−12 Φ+. Thus we know
that 〈λ1, β〉+1 ≥ 1 and 〈λ2,−s−12 β〉+1 ≥ 1. Additionally, since s1β ∈ Φ+∩s1Φ−∩s1s2Φ+,
from Lemma 22 we know that there exists c ∈ R≥0 such that 〈β, λ1〉+1 = c(〈β, s2λ2〉− 1).
The inequalities imply that the left-hand side of this equality is positive, while the right-
hand side is nonpositive, a contradiction. Thus B must be empty. This completes the
proof of Proposition 21. 
Next we will prove that the element eα
def
= ewα satisfies a quadratic relation. We begin
with the following lemma.
Lemma 23. Let α ∈ ∆. Then
τN˜ ′(wα) + τN˜ ′(wα)
−1 = ±
√
2IEI, (41)
where IE is the identity map of E.
Proof: First we can show that τ
N˜ ′
(wα)+τN˜ ′(wα)
−1 ∈ End(V ) is a scalar endomorphism
by applying Schur’s Lemma. Specifically, for any β ∈ ∆ we have
τ(hβ(−1))[τN˜ ′(wα) + τN˜ ′(wα)−1]τ(hβ(−1))−1 = τN˜ ′(wα) + τN˜ ′(wα)−1,
as can be seen from the Steinberg relations and the fact that τ(hα(−1)) = τN˜ ′(hα(−1)).
Since (τ, V ) is irreducible, τ
N˜ ′
(wα) + τN˜ ′(wα)
−1 is a scalar endomorphism.
So suppose that τN˜ ′(wα)+τN˜ ′(wα)
−1 = cI for some scalar c. If we square this equation we
see that τ
N˜ ′
(hα(−1))+τN˜ ′(hα(−1))−1+2I = c2I. However, τN˜ ′(hα(−1))+τN˜ ′(hα(−1))−1 =
τ
N˜ ′
(hα(−1))[I + τN˜ ′(hα(−1))−2] = τN˜ ′(hα(−1))[I − I] = 0. Thus c = ±
√
2. 
Let ǫ = ±1 such that τ
N˜ ′
(wα) + τN˜ ′(wα)
−1 = ǫ
√
2IEI.
Proposition 24. Let α ∈ Φ be a simple root and let wα ∈ W be the associated reflection.
Then
e2α = ǫ
√
2eα + 41,
where 1 is the function in H supported on Γ˜0(4) such that 1(γ) = τ(γ).
Proof: We claim that supp(e2α) ⊆ Γ˜0(4) ∪ Γ˜0(4)wαΓ˜0(4). Since Γ˜0(2) is an Iwa-
hori subgroup, we have wαΓ˜0(2)wα ⊆ Γ˜0(2) ∪ Γ˜0(2)wαΓ˜0(2). Thus, supp(e2α) ⊆ Γ˜0(2) ∪
Γ˜0(2)wαΓ˜0(2), but Proposition 15 implies supp(e
2
α) ⊆ Γ˜0(4) ∪ Γ˜0(4)wαΓ˜0(4). Thus, e2α =
aeα + b1, where a, b ∈ C. To determine a and b it suffices to compute e2α(1) and e2α(wα).
We begin with a preliminary computation.
e2α(g) =
∫
G˜
eα(y)eα(y
−1g)dy
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=
∑
y∈Γ˜0(4)wαΓ˜0(4)/Γ˜0(4)
eα(y)eα(y
−1g)
=
∑
δ∈Γ˜0(4)/Γ˜0(4)∩wαΓ˜0(4)w−1α
eα(δwα)eα(w
−1
α δ
−1g)
=
∑
u∈Z/4Z
eα(xα(u)wα)eα(w
−1
α xα(−u)g)
=eα(wα)
∑
u∈Z/4Z
eα(w
−1
α xα(u)g).
It remains to compute e2α(1) and e
2
α(wα). The computation of e
2
α(1) is straightforward
and will be omitted. One finds that e2α(1) = 4I = 41(1).
Finally we will compute e2α(wα).
e2α(wα) =eα(wα)
∑
u∈Z/4Z
eα(w
−1
α xα(u)wα)
=eα(wα)
∑
u=±1
eα(x−α(u))
=eα(wα)(eα(wα) + eα(w
−1
α ))
=ǫ
√
2eα(wα).
The last equality follows from Lemma 23. 
Remark: The previous result implies that ( ǫ√
2
eα − 2)( ǫ√2eα + 1) = 0.
Let H0 be the subalgebra of H of functions supported on G˜(Z2). This subalgebra is
generated by the elements ewα , where wα is a simple reflection. Let A be the subalgebra
of H generated by eλ, where λ ∈ Y˜ and λ is dominant.
Proposition 25. We have H = H0 · A · H0.
Proof: The proof of Proposition 6.3 in Savin [23] directly adapts to this case. 
Corollary 26. If V is a finite dimensional irreducible representation of H, then
dimV ≤ (dimH0)2r .
Proof: As in Savin Corollary 6.4 [23], this result follows from Proposition 25 above and
4.10 in Bernstein-Zelevinsky [5].
Our next task will be to prove that for dominant λ ∈ Y˜ , the function eλ ∈ H is
invertible. In preparation, we collect a few results from Jacquet theory and the geometric
lemma, adapted to our situation.
Lemma 27. Let (π, V ) be an irreducible smooth representation of G˜. Under the canonical
quotient map q : V → VU , the fixed vectors V S(Γ1(4)) map onto V T
∗
1
U . Furthermore, if
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V S(Γ1(4)) 6= 0, then VU is finitely generated as a T˜ -representation by vectors in V T
∗
1
U . In
particular, V
T ∗1
U 6= 0.
Proof: Surjectivity follows from the usual development of Jacquet theory, since unipo-
tent subgroups split canonically.
Now we will show that VU is finitely generated as a T˜ -repesentation by vectors in V
T ∗1
U .
Let vi ∈ V constitute a basis for the finite dimensional vector space V S(Γ1(4)). Let ki be
representatives of the finite coset space B˜\G˜/S(Γ1(4)). We can assume each representative
ki is of the form wix˜Bi(2)ti, where wi ∈ W, Bi ⊆ Φ−, and ti ∈ T˜ ⋄. Since V S(Γ1(4)) generates
V , the map q : V → VU is a surjection, and G˜ = B˜G˜(Z2), it follows that VU is finitely
generated as a T˜ -representation by the vectors q(kivj).
To complete the proof we show that q(kivj) ∈ V T
∗
1
U . Let t ∈ T ∗1 , it suffices to take
t = h˜α(u). Using the Steinberg relations we can prove that tq(kivj) = q(kivj). 
The preceding lemma can be refined as follows.
Lemma 28. Let (π, V ) be an irreducible smooth representation of G˜, and let (τ,E) be a
genuine irreducible representation of T˜ ⋄. We will also write τ for this representation of
T˜ ⋄ inflated to Γ˜0(4) ∼= T˜ ⋄ ⋉ S(Γ1(4)). Then the natural map V τ → (VU )τ is surjective.
Furthermore, if V τ 6= 0, then VU is finitely generated as a T˜ -representation by vectors in
(VU )
τ .
Proof: The spaces V τ and (VU )
τ are the the τ -isotypic subspaces of the finite dimen-
sional T˜ ⋄-representations V S(Γ1(4)) and (VU )T
∗
1 , respectively. From Lemma 27 we know
that V S(Γ1(4)) → (VU )T˜1 is is a surjective map of T˜ ⋄-representations. Thus q must be a
surjection on isotypic subspaces. In other words, V τ → (VU )τ is a surjection.
The proof of the statement about finite generation is similar to its analog in Lemma 27.
Now we must show that q(kivj) ∈ (VU )τ , where ki are as in Lemma 27 and vj ∈ (VU )τ .
From Lemma 27, we know that q(kivj) ∈ (VU )T ∗1 . To complete the proof it suffices to
show that Z(T˜ ⋄) scales q(kivj) by the central character of τ . This can be check by a direct
computation and the fact that τ is a Weyl group invariant T˜ ⋄-representation. 
Lemma 29. Let (τ,E) be a genuine irreducible representation of T˜ ⋄. We will also write τ
for this representation of T˜ ⋄ inflated to Γ˜0(4) ∼= T˜ ⋄⋉S(Γ1(4)). Let (π, V ) be an irreducible
smooth representation of G˜ such that V τ 6= 0 and VU 6= 0. Then there exists an unramified
character χ : T → C× such that V →֒ IndG˜
B˜
(i(χ)).
Proof: By Lemma 28 we know that VU is a T˜ -module that is finitely generated by
vectors in (VU )
τ . Since VU 6= 0, it has an irreducible quotient V generated by vectors
in Vτ . A direct computation shows that Z(T˜ ) ∼= (Z(T˜ ⋄) × Z(T˜ 1(Q2)))/µ2 acts on V by
an unramified character γ such that γ|Z(T˜ ⋄) = τ |Z(T˜ ⋄) and γ|Z(T˜ 1(Q2)) = γ2 ⊗ χ′, where
χ′ is a character of Υ(Y˜ ) inflated to Z(T˜ 1(Q2)). Thus there is an unramified character
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χ : T → C× such that V is isomorphic to i(χ). The result now follows from Frobenius
reciprocity. 
Lemma 30 (Geometric Lemma). Let (π, V ) be an admissible T˜ -representation. Then in
the Grothendieck group
rT˜ ,G˜ ◦ iG˜,T˜ (π) =
∑
w∈W
δ
1/2
T˜
⊗ (w ◦ (δ−1/2
T˜
⊗ π)). (42)
Proof: See Ban-Jantzen [3], Proposition 3.3. 
Proposition 31. Let λ ∈ Y˜2 such that λ is dominant. Then eλ is an invertible element in
H.
Proof: We will sketch the proof following Proposition 6.5 in Savin [23], focusing our
attention primarily on those steps which require modification.
It will be convenient to work with a scalar Hecke algebra. Since T˜ ⋄ is of Heisenberg
type there is a maximal abelian subgroup A and a character ν : A → C× such that
τ |T˜ ⋄ = IndT˜
⋄
A (ν). The representations ν and τ |T˜ ⋄ can be inflated to Γ˜′
def
= A ⋉ S(Γ1(4))
and Γ˜0(4) respectively, and thus τ = Ind
Γ˜0(4)
Γ˜′
(ν). Proposition (4.1.3) in Bushnell-Kutzko
[8] states that H is canonically isomorphic to the scalar Hecke algebra
H′ = H(G˜, ν∨) def= {f ∈ C∞c (G˜)|f(γ1gγ2) = ν(γ1γ2)f(g), for all γi ∈ Γ˜′.}. (43)
For H′ we will use a Haar measure normalized so that Γ˜′ has measure equal to 1.
For f ∈ H(G˜, ν∨) we will write f ′ ∈ H′ for the image of f under the canonical isomor-
phism mentioned above. Thus we will show that e′λ is invertible. For λ ∈ Y˜ , we note that
under this canonical isomorphism supp(e′λ) = Γ˜
′2λΓ˜′. This follows from Corollary (4.1.5)
in Bushnell-Kutzko [8] and a brief calculation.
To study the invertibility of e′λ we will utilize an analog of Lemma 6.6 in Savin [23]. To
this end, we require the following lemma and its corollaries.
Lemma 32. The natural map q : IndG˜
B˜
(i(χ)) → IndG˜
B˜
(i(χ))U induces an isomorphism
qτ : IndG˜
B˜
(i(χ))τ → IndG˜
B˜
(i(χ))U of T˜ ∩ Γ˜0(4)-representations.
Proof: We will prove the lemma using the following claims.
(1) The natural map qτ : (IndG˜
B˜
(i(χ)))τ → ((IndG˜
B˜
(i(χ)))U )
τ is surjective.
(2) dim(IndG˜
B˜
(i(χ))U ) = |W |dim(i(χ))
(3) (IndG˜
B˜
(i(χ)))U = ((Ind
G˜
B˜
(i(χ)))U )
τ .
(4) dim(IndG˜
B˜
(i(χ))τ ) = |W |dim(i(χ)).
For the moment we assume these claims and prove the lemma. Claim (1) and Claim (3)
imply that qτ : IndG˜
B˜
(i(χ))τ → IndG˜
B˜
(i(χ))U is surjective. Claim (2) and Claim (4) imply
that the domain and range have the same dimension. Thus qτ is an isomorphism.
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Now we will prove the claims. Claim (1) is part of Lemma 28, and Claim (2) follows
from Lemma 30.
Now we prove Claim (3). By Lemma 30 we have [IndG˜
B˜
(i(χ))U ] ∼= ⊕w∈W δ1/2
T˜
⊗(δw
T˜
)−1/2⊗
i(χw) as T˜ -representations, where [IndG˜
B˜
(i(χ))U ] is the semi-simplification of Ind
G˜
B˜
(i(χ))U
as a T˜ -representation.
We restrict the action to the compact group T˜ ∩ Γ˜0(4) ∼= T˜ ⋄×T ∗1 , where the representa-
tions become semisimple. Recall that i(χ) = (τ ⊗ V (γ2))⊗ χ as a T˜ ∼= (T˜ ⋄ × T˜ 1(Q2))/µ2-
representation. By Proposition 4.5 in Loke-Savin [19] in conjunction with Theorem 4.3 in
Savin [23], the group T ∗1 acts on V (γ2) by the identity. Thus as a T˜
⋄ × T ∗1 -representation
IndG˜
B˜
(i(χ))U ∼= τ⊕|W |dim(V (γ2)), since χ is an unramified character of T . Thus Claim (3)
holds.
Finally we prove Claim (4). We will identify a basis of the finite dimensional space
Ind
B˜,G˜
(i(χ))τ . We begin with support considerations. The double coset space B˜\G˜/Γ˜0(4)
has coset representatives of the form wxB(2), where w ∈ W and B ⊆ Φ− ∩ w−1Φ−. We
claim that if f ∈ IndG˜
B˜
(i(χ))τ , then f cannot be supported on double cosets represented
by wxB(2), if B 6= ∅. One can verify this claim using a method similar to the proof of
Proposition 15.
Next we will construct some nonzero functions in Ind
B˜,G˜
(i(χ))τ . To begin we note that
given any ψ ∈ Hom
Γ˜0(4)∩w−1B˜w(τ, i(χ
w)) and v ∈ τ we can define fψ,v ∈ IndB˜,G˜(i(χ))τ such
that supp(fψ,v) = BwΓ˜0(4) and fψ,v(bwγ) = σ(b)ψ(τ(γ)v), for any b ∈ B˜ and γ ∈ Γ˜0(4).
The function fψ,v is well-defined because ψ ∈ HomΓ˜0(4)∩w−1B˜w(τ, i(χw)). Thus to construct
a nonzero function in IndB˜,G˜(i(χ))
τ , it suffices to show that HomΓ˜0(4)∩w−1B˜w(τ, i(χ
w)) 6= 0.
Note that Γ˜0(4)∩w−1Uw is a normal subgroup of Γ˜0(4)∩w−1B˜w such that Γ˜0(4)∩w−1Uw
acts on both τ and i(χ) as the identity. Then the Iwahori factorization implies that
Hom
Γ˜0(4)∩w−1B˜w(τ, i(χ
w)) = Hom
Γ˜0(4)∩w−1T˜w(τ, i(χ
w)). Furthermore, Γ˜0(4) ∩ w−1T˜w =
Γ˜0(4) ∩ T˜ , thus it is enough to show that HomΓ˜0(4)∩T˜ (τ, i(χw)) 6= 0. However, we saw
in our proof of Claim (3) that i(χw) ∼= τ⊕dim(V (γ2)), as a Γ˜0(4) ∩ T˜ -representation. Thus
Hom
Γ˜0(4)∩T˜ (τ, i(χ
w)) 6= 0.
Finally, if {ψw,i} is a basis for HomΓ˜0(4)∩w−1B˜w(τ, i(χw)), and {vj} is a basis for τ , then
one can check that {fψw,i,vj} is a basis for IndB˜,G˜(i(χ))τ , and Claim (4) follows. 
Corollary 33. IndG˜
B˜
(i(χ))ν ∼= (IndG˜
B˜
(i(χ))U )
ν.
Proof: In Lemma 32 we proved that the natural map qτ : IndG˜
B˜
(i(χ))τ → IndG˜
B˜
(i(χ))U
is an isomorphism of T˜ ∩ Γ˜0(4) ∼= T˜ ⋄ × T ∗1 -representations. We may restrict this action to
A × T ∗1 and consider the ν-isotypic spaces to get (IndG˜B˜(i(χ))τ )ν ∼= (Ind
G˜
B˜
(i(χ))U )
ν . Since
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T ∗1 acts trivially and τ = Ind
T˜ ⋄
A (ν), Frobenius reciprocity implies that (Ind
G˜
B˜
(i(χ))τ )ν =
IndG˜
B˜
(i(χ))ν , thus the result follows.
Corollary 34. Action of e′λ on Ind
G˜
B˜
(i(χ))ν is invertible.
Proof: Let ρ denote the action of G˜ on IndG˜
B˜
(i(χ)). The corollay follows from a direct
computation and the isomorphism of Corollary 33. Specifically, q(ρ(e′λ)v) = Cρ(2
λ)q(v),
where C ∈ C×. 
By Corollary 26, there exists m ∈ Z> 0 such that dim(V ν) ≤ m for any irreducible
representation V of G˜.
Our next lemma is the analog of Lemma 6.6 in Savin [23].
Lemma 35. Let λ ∈ Y˜ be strictly dominant. Let (π, V ) be an irreducible representation
of G such that the associated representation V ν of H′ is nonzero. Then{
π(e′mλ) is invertible, if VU 6= 0;
π(e′mλ) = 0 , if VU = 0.
Proof: First, suppose that VU 6= 0. By Lemma 29 we know that there is an unramified
character χ : T → C× such that V →֒ IndG˜
B˜
(i(χ)). By Corollary 34, π(e′mλ) acts invertibely
on IndB˜,G˜(i(χ))
ν , and thus on V ν as well.
Second, suppose that VU = 0. In this case, we can proceed exactly as in Lemma 6.6 in
Savin [23]. 
We will sketch the remainder of the argument. The reader can find additional details in
Savin [23] between Lemma 6.6 and the end of Section 6.
Suppose that e′λ is not invertible. Then there is a maximal left ideal J ⊆ H′ such that
e′λ ∈ J . The quotient H′/J is an irreducible H′-module, call it (σ,V ) and let V be the
associated irreducible G˜ representation. The action of e′λ on V is not invertible. Thus by
Lemma 35, we have VU = 0. A theorem of Bernstein (2.13 [4]) implies that there is an
element z ∈ Z(H′), such that z acts on V as the identity and on IndG˜
B˜
(i(χ))ν as 0 for any
unramified character χ : T → C×. Since e′mλ acts by 0 on any irreducible representation of
H′ which cannot be embedded in IndG˜
B˜
(i(χ))ν for any unramified character χ, the element
e′mλz acts as zero on every irreducible representation of H′. Theorem 2.2 in Bernstein-
Zelevinsky [5] implies that e′mλz = 0. Finally, Lemma 6.7 in Savin [23] contradicts our
assumption that e′λ is not invertible. 
For λ ∈ Y˜2 let
tλ = q
−〈λ,̺〉eλ1e
−1
λ2
,
where λ1, λ2 ∈ Y˜2 are dominant and λ = λ1 − λ2. Note that the definition of tλ does not
depend on the choice of λ1 and λ2.
Theorem 36. Let H be the C-algebra generated by fα, for all α ∈ ∆, and uλ, for all
λ ∈ Y˜2 modulo the relations
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(1) (fα − 2)(fα + 1) = 0;
(2)
{
fα · fβ = fβ · fα, if 〈α, β〉 = 0;
fα · fβ · fα = fβ · fα · fβ, if 〈α, β〉 = −1;
(3) uλ · uλ′ = uλ+λ′.
Let 2m = 〈α, λ〉, where α is a simple root.
(4)

fα · uλ = uλ · fα if m = 0;
fα · uλ = uλwα · fα +
∑m−1
k=0 uλ−2kα, if m > 0;
fα · uλ = uλwα · fα −
∑−m
k=1 uλ+2kα, if m < 0.
The map A : H →H defined by{
A(uλ) = tλ
A(fα) =
ǫ√
2
ewα
is an isomorphism of C-algebras.
For the Hecke algebra H, we have established the analog identity (1), in Proposition 24,
and the analogs of identities (2) and (3), in Proposition 21. Now we establish the analog
of identity (4) in H. We begin with the following proposition.
Proposition 37. Let α be a simple root and let λ ∈ Y˜2 be strictly dominant. Suppose
〈λ, α〉 = 2m, where m ∈ Z>0. Then
eλ ∗ ewα ∗ eλ = 22me2λ−2mα ∗ ewα +
m−1∑
k=0
ǫ22k+
1
2 e2λ−2kα. (44)
Proof: We will adapt the proof of Proposition 7.2 from Savin [23]. Note that Savin
only requires λ to be dominant; we require strictly dominant for a part of our argument
after Lemma 39. Since λ is dominant and wα ∈W , eλ ∗ ewα = eλwα , by equation (11) and
Proposition 21. Similarly, since 2λ− 2mα is dominant e2λ−2mα ∗ ewα = e(2λ−2mα)wα . Thus
it suffices to prove that
eλwα ∗ eλ = 22me(2λ−2mα)wα +
m−1∑
k=0
ǫ22k+
1
2 e2λ−2kα. (45)
We will prove this identity by evaluating the left hand side of this equation at representa-
tives of the double coset space Γ˜0(4)\G˜/Γ˜0(4). Now eλwα ∗ eλ(x) =
∫
G˜
ewλα(h)eλ(h
−1x)dh
and the integrand is right Γ˜0(4)-invariant in the variable h. Thus to compute eλwα ∗ eλ(x)
we must determine all of the right Γ˜0(4) cosets δΓ˜0(4) such that
δΓ˜0(4) ⊆ supp(eλwα) and (δΓ˜0(4))−1x ⊆ supp(eλ). (46)
First we will evaluate eλwα ∗ eλ at x = 22λ−2mαwα to determine the coefficient of
e(2λ−2mα)wα . The following lemma identifies cosets δΓ˜0(4) that satisfy the coset condi-
tion of line (46), when x = 22λ−2mαwα.
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Lemma 38. Let x = 22λ−2mαwα. For every t ∈ Z2 such that 2 ≤ val(t) ≤ 2+2m the right
Γ˜0(4) cosets
eα(−t)2λwαΓ˜0(4) (47)
satisfy the coset condition on line (46). There are 22m such cosets.
Proof: Savin’s proof of Lemma 7.3 in [23] adapts directly to this case. 
Assuming that the previous lemma provides a complete list of cosets satisfying the
condition of line (46) (we will return to this point later), we can use the fact that τN˜ ′(2
λ) =
IE , for any λ ∈ Y˜ to show that∫
eα(−t)2λwαΓ˜0(4)
eλwα(h)eλ(h
−122λ−2mαwα)dh = eλwα(2
λwα). (48)
Next we will determine the coefficient of e2λ−2kα by evaluating eλwα ∗ eλ at the point
x = 22λ−2kα. Again we will begin with a lemma describing cosets which satisfy the condition
on line (46).
Lemma 39. Let x = 22λ−2kα, where k ∈ Z satisfies 0 ≤ k ≤ m − 1. Then for all t ∈ Z2
such that val(t) = 2(m− k), the right Γ˜0(4) cosets
eα(−t)2λwαΓ˜0(4) (49)
satisfy the coset condition on line (46). There are 22k+1 such cosets.
Proof: Savin’s proof of Lemma 7.4 in [23] adapts directly to this case. However, it will
be convenient to reference the proof later so we will reproduce it here.
By definition the coset eα(−t)2λwαΓ˜0(4) is contained in supp(eλwα). We can use the
Steinberg relations to move eα(−t) to the right. This shows that the value of t is defined
modulo 22m+2.
Next we will consider the coset Γ˜0(4)wα(−1)2−λeα(t)22λ−2kα. We can move eα(t) to the
left, using the identities 2−λeα(t) = eα(2−2mt)2−λ and wα(−1)eα(s)wα(1) = e−α(s), to get
Γ˜0(4)wα(−1)(2−λ)eα(t)22λ−2kα = Γ˜0(4)e−α(2−2mt)wα(−1)2λ−2kα. (50)
Since val( t
22m
) = −2k ≤ 0, we have eα(22mt ) ∈ S(Γ1(4)). The identity eα(2
2m
t )e−α(
t
22m
) =
wα(
22m
t )eα(
−22m
t ) implies
(50) = Γ˜0(4)wα(
22m
t
)eα(
−22m
t
)wα(−1)2λ−2kα. (51)
Now we move eα(
−22m
t ) to the right to get
(51) = Γ˜0(4)wα(
22m
t
)wα(−1)2λ−2kαe−α(−2
4m−4k
t
). (52)
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Since val(−2
4m−4k
t ) = 2(m− k) ≥ 2, the element e−α(−2
4m−4k
t ) is in Γ˜0(4). Lastly, we apply
the identities wα(s)wα(−1) = hα(s) and hα(22mt ) = hα(2
2(m−k)
t )2
2kα to get
(52) = Γ˜0(4)2
λe−α(
−24m−4k
t
). (53)
From this we see that Γ˜0(4)wα(−1)2−λeα(t)22λ−2kα ⊆ supp(eλ). 
Once again, assuming that we have found all of the cosets that satisfy (46), we will prove
the following identity.∑
t∈Z2 mod 22m+2
val(t)=2(m−k)
∫
eα(−t)2λwαΓ˜0(4)
eλwα(h)eλ(h
−122λ−2kα)dh = ǫ22k+
1
2 e(2λ−2kα)(2(2λ−2kα))
(54)
By the definition of eλwα , we have eλwα(h) = τN˜ ′(2
λwα(1)) for all h = eα(−t)2λwα,
where t is as in Lemma 39. From the proof of Lemma 39 we see that eλ(h
−122λ−2kα) =
eλ(hα(
22(m−k)
t )2
λ). Now from the definition of eλ, we have
eλ(h
−122λ−2kα) = τ(hα(
22(m−k)
t
))τ
N˜ ′
(2λ), (55)
for all h = eα(−t)2λwα, where t is as in Lemma 39. By combining these two expressions
together, using the fact that τN˜ ′(2
λ) = IE for any λ ∈ Y˜ , and the right Γ˜0(4)-invariance in
the variable h we have
eλwα(h)eλ(h
−122λ−2kα) = τ
N˜ ′
(2λwα(1))τ(hα(
22(m−k)
t
))τ
N˜ ′
(2λ) = τ
N˜ ′
(wα)τ(hα(
22(m−k)
t
)),
(56)
for any h ∈ eα(−t)2λwαΓ˜0(4), where t is as in Lemma 39.
The representation τ is trivial on the subgroup S(Γ1(4)), thus τ(hα(
22(m−k)
t )) only de-
pends on the value of 2
2(m−k)
t ∈ Z×2 modulo 4. Thus, τ(hα(2
2(m−k)
t )) = τN˜ ′(hα(±1)). To
complete the computation we will consider τN˜ ′(wαhα(1)) + τN˜ ′(wαhα(−1)) = τN˜ ′(wα) +
τN˜ ′(wα)
−1. In Lemma 23 we showed that τN˜ ′(wα)+τN˜ ′(wα)
−1 = ǫ
√
2IE. The identity (54)
follows by summing over t and by observing that e2λ−2kα(22λ−2kα) = τN˜ ′(2
2λ−2kα) = IE.
Now we will show that the set of cosets described in the two lemmas are complete. By
the argument of Proposition 7.2 in Savin [23], we know that every coset δΓ˜0(4) which
satisfies condition (46) can be represented in the form eα(−t)2λwαx˜B(2) for some B ⊆ Φ−
and t as in Lemma 38, when x = 22λ−2mαwα; and in the form eα(−t)2λwαx˜B(2)Γ˜0(4) for
some (possibly different) B ⊆ Φ− and t as in Lemma 39, when x = 22λ−2kα. We will prove
that in either case B is empty.
We will focus on the case with x = 22λ−2mαwα; the other case is similar. The idea will
be similar to that considered in Proposition 21. Since Γ˜0(4)x˜B(2)w
−1
α 2
−λeα(t)22λ−mαwα ⊆
Γ˜0(4)2
λΓ˜0(4) it follows (using the simplifications of Lemma 39) that Γ˜0(4)x˜B(2)2
λΓ˜0(4) =
Γ˜0(4)2
λΓ˜0(4). Since eλ 6= 0, Corollary 16 implies that the naive left-reduction of (B, ∅)
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with respect to 2λ is (∅, ∅). Thus by Lemma 10 we see that for β ∈ B ⊆ Φ− it follows
that 〈λ,−β〉 ≤ 0. This cannot happen since λ is strictly dominant. Thus B is empty. This
concludes the proof of Proposition 37. 
Corollary 40. Let α ∈ ∆, and λ ∈ Y˜ . Let m ∈ Z such that 〈λ, α〉 = 2m. Then
ewα ∗ tλ = tλ ∗ ewα , if m = 0;
ewα ∗ tλ = tλwα ∗ ewα + ǫ
√
2
∑m−1
k=0 tλ−2kα, if m > 0;
ewα ∗ tλ = tλwα ∗ ewα − ǫ
√
2
∑−m
k=1 tλ+2kα, if m < 0.
(57)
Proof: This argument is nearly identical to Corollay 7.5 in Savin [23]. However, when
m > 0 we must choose µ positive, perpendicular to α, and such that λ + µ is strictly
positive. 
We have shown that H satisfies identities (1), (2), (3), and (4) described in Theorem
36. Thus the map A : H → H is a well-defined homomorphism of algebras. Proposition
25 implies that A is surjective, and to prove that A is injective one can apply the trick of
Lemma 7.6 and the discussion immediately follow it in Savin [23]. Thus the map A : H →
H is is an isomorphism of algebras. 
Corollary 41. The subalgebra generated by all of the tλ is isomorphic to the group algebra
C[Y˜ ] and we have an isomorphism of vector spaces
H ∼= C[Y˜ ]⊗H. (58)
6. Local Shimura Correspondence
Consider the split algebraic group G′ = G/Z2, where Z2 is the 2-torsion of the center of
G. The possible 2-groups which can arise as Z2 are described in Table 1. Let I
′ denote the
Iwahori subgroup ofG′. The Bernstein Presentation of the Iwahori-Hecke algebra H (G′, I ′)
of G′ implies that we have the vector space isomorphism H(G′, I ′) ∼= C[Y ∗∩ 12Y ]⊗H, since
Y ∗ ∩ 12Y is the co-weight lattice of G′. However, 2(Y ∗ ∩ 12Y ) = Y˜ , so λ 7→ 2λ defines
an algebra isomorphism C[Y ∗ ∩ 12Y ] → C[Y˜ ], which extends to an algebra isomorphism
H (G′, I ′) φ→H, by Theorem 36 and Corollary 41.
Φ A2n A2n+1 D2n D2n+1 E6 E7 E8
Z2 {1} Z/2Z Z/2Z⊕2 Z/2Z {1} Z/2Z {1}
Table 1. Central 2-torsion of simply-laced simply-connected Chevalley groups.
Let R(H (G′, I ′)) denote the category of finite dimensional left H (G′, I ′)-modules, and
R(H) denote the category of finite dimensional left H-moduels. The isomorphism of alge-
bras induces an equivalence of categories between R(H (G′, I ′)) and R(H).
Let R(G′, I ′) denote the category of admissible representations V of G′ such that V I′
(the I ′-fixed vectors) generates V . By results of Berstein-Zelevinsky [5] and Borel [7], the
functor V 7→ V I′ defines an equivalence of categories between R(G′, I ′) and R(H (G′, I ′)).
Thus, R(G′, I ′) is equivalent to R(H).
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Let H (G˜) denote the set of locally constant compactly supported functions on G˜ valued
in C. Define eτ∨ to be the function supported on Γ˜0(4) and equal to dim(τ)Tr(τ
∨(γ−1))
for γ ∈ Γ˜0(4). Let R(eτ∨ ∗ H(G˜) ∗ eτ∨) denote the category of finite dimensional left
eτ∨ ∗H(G˜) ∗ eτ∨-moduels. Let R(G˜, τ∨) denote the category of admissible representations
V of G˜ such that V is generated by its τ∨-isotypic component, V τ∨ . It is known that
eτ∨ ∗ H (G˜) ∗ eτ∨ and H are Morita equivalent (details can be found in [8, 9]), and the
equivalence between eτ∨ ∗ H (G˜) ∗ eτ∨-mod and H-mod induces an equivalence between
R(eτ∨ ∗H (G˜) ∗ eτ∨) and R(H). Thus, R(G′, I ′) is equivalent to R(eτ∨ ∗H (G˜) ∗ eτ∨).
Again, by results of Berstein-Zelevinsky [5] and Borel [7], the functor V 7→ V τ defines
an equivalence of categories between R(G˜, τ) and R(eτ∨ ∗H (G˜) ∗ eτ∨). Thus R(G′, I ′) is
equivalent to R(G˜, τ). We record this in the following theorem.
Theorem 42. The isomorphism H (G′, I ′) φ→ H induces (via the argument above) an
equivalence of categories between R(G′, I ′), the category of admissible representations of
G′ = G/Z2 that are generated by their I ′ fixed vectors, and R(G˜, τ∨), the category of
admissible representations of G˜ that are generated by their τ∨-isotypic vectors.
Remark: The isomorphism H (G′, I ′) φ→ H is not canonical and depends on several
choices, which we will now enumerate. First, the Hecke algebra H depends on the choice of
an irreducible genuine Weyl group invariant T˜ ⋄-representation (τ,E). Since each irreducible
genuine T˜ ⋄-representation is Weyl group invariant and determined by its central character,
we can count the number of genuine central characters of T˜ ⋄. Note that
1→ µ2 → T˜ ⋄ → Y ⊗ µ2 ∼= Y/2Y → 1. (59)
One can show that the center of T˜ ⋄ is the preimage of Y˜ /2Y . So we get the split exact
sequence of F2-vector spaces
1→ µ2 → Z(T˜ ⋄)→ Y˜ /2Y → 1. (60)
Thus we see that genuine characters of Z(T˜ ⋄) are in bijection with Hom(Y˜ /2Y,C×). An
explicit description of Y˜ /2Y can be found in Section 16.1 in Gan-Gao [13]. We note that
Z2 ∼= Y˜ /2Y .
Second, we choose a particular normalization for the basis elements ew ∈ H. (Recall the
discussion before Proposition 20.) This normalization depends on a choice of an extension
of τ to W, which we called τW . The number of such extensions is in bijection with
the set Hom(W/T˜ ⋄,C×) ∼= Hom(W,C×). We claim that Hom(W,C×) ∼= Z/2Z, where the
nontrivial character is defined by w 7→ (−1)ℓ(w). This is the result of the following standard
facts about Weyl groups: the group W is generated by simple reflections; the Weyl group
acts transitively on roots of the same length; for any α, β ∈ Φ, wαwβw−1α = wwα(β).
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