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Experimental observations and theoretical arguments at Galaxy and larger scales
have suggested that a large fraction of the Universe is composed by Dark Matter particles.
This has motivated the DAMA experimental efforts to investigate the presence of such
particles in the galactic halo by exploiting a model independent signature and very
highly radiopure set-ups deep underground. Few introductory arguments are summarized
before presenting a review of the present model independent positive results obtained
by the DAMA/NaI and DAMA/LIBRA set-ups at the Gran Sasso National Laboratory
of the INFN. Implications and model dependent comparisons with other different kinds
of results will be shortly addressed. Some arguments put forward in literature will be
confuted.
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1. The Dark component of the Universe
Since the publication (1687) of the “Philosophiae Naturalis Principia
Mathematica” by Isaac Newton, a large effort has been made to explain the motion
of the astrophysical objects by means of the universal gravitation law. Every time
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some anomalies in the motion of astrophysical objects with respect to the theoretical
predictions have been observed, a question arises about the possibility that either
it could be a proof of a violation of the gravitational law or a presence of objects
not yet observed or which cannot be observed; for example, in 1846 the anomalous
motion of Uranus allowed the prediction of the existence of Neptune and then its
observation.
The present topic about Dark Matter (DM) is conceptually very similar to the
old problem of unobserved planets; in fact, today in large astrophysical systems
– from galactic scale to the cosmological one – many effects are observed, whose
explication requires the presence of a large quantity of non-visible matter.
First attempts to derive the total density of matter in the Solar vicinity were
made by O¨pik (1915),1 Kapteyn (1922),2 Jeans (1922),3 and Oort (1932),4 and the
term “Dark Matter” was firstly used in 1922 by Kapteyn.
In 1930 first measurements on the red-shift in galaxies and in clusters of galaxies
were carried out. In particular, in 1933 investigating the Coma cluster Zwicky5, 6
observed a discrepancy between the visible matter (estimated by its luminosity, L,
in solar units) and the total matter of the cluster, M , (measured in solar units)
equal to M/L ∼500. In 1936 Smith7 obtained an analogous result: M/L ∼200, in-
vestigating the Virgo cluster. In 1939, other results were obtained for theM/L ratio
by Babcock8 investigating the rotational velocity of the M31 galaxy; in particular,
he observed velocity values in the peripheral region of this galaxy surprisingly high.
In 1940 Oort9 confirmed the result by Babcock also in other galaxies measuring
a M/L ratio of about 250. In the ’50 Page10–12 performed similar studies on the
double galaxies obtaining M/L values always of order of 102, and observing M/L
values for elliptical galaxies about 5 times larger than those measured for the spiral
ones. In the same period Kahn and Woltjer13 pursued a new approach to inves-
tigate the mass of galaxies systems: they investigated the binary system made of
our galaxy and M31 by measuring the relative motion. This allowed them to derive
the mass of the system, obtaining a result that was about 10 times larger than
those available at that time. They attributed this “extra-mass” to intergalactic ma-
terial, indeed they measured the masses of the two galaxies including their dark
haloes, as shown today by new measurements.14 After the second worldwide war
German radar installations were kept in measurement in the Netherlands; Oort and
his collaborators decided to use them to study the radio emissions of astrophysical
objects. In 1954 van de Hulst15 calculated that the hydrogen has an emission line in
the range of the radio-waves frequencies, and pointed out how this radio-emission
can allow the measurement of the velocity of the inter-galactic hydrogen gas. Stud-
ies of such a radio-emission were performed firstly on our galaxy15 and, then, on
the M31 galaxy.16 The measurements on M31 showed that the hydrogen gas was
present well beyond the luminous region. Moreover, these measurements allowed the
investigation of the rotational curve of the Galaxy up to a distance of 30 kpc from
the galactic center, and thus the determination of the M/L ratio as a function of
the galactic radius. About ten years later, in 1966, Roberts performed a new study
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of the radio-emission at 21 cm in order to build a mathematical model of the M31
galaxy;17 the new data were in perfect agreement with those obtained by van de
Hulst and collaborators.
All these efforts and progresses allowed the validation – in the middle of the
’70 – of the existence of Dark Matter. In particular, a crucial result to credit the
presence of Dark Matter was obtained by combining the results of two groups about
the rotational velocity of the M31 galaxy as a function of the galactic radius. Rubin
and Ford18 in 1970 obtained the rotational curves of spiral galaxies by studying
the emission in the visible region, while Roberts and Rots19 obtained the rotational
curves investigating the radio-emissions. Subsequent studies allowed the investiga-
tion of the rotational curves for many spiral galaxies, obtaining typically a local
M/L ratio in the peripheral region of order of ∼ 102. In particular, it was shown
that all the spiral galaxies have flat rotational curves at large distance.20–22 All the
results confirmed the presence of a dark halo in the galaxies with high confidence
level. With time passing other data have been collected;23 new measurements have
allowed the investigation of rotational curves up to 80-100 kpc. In the case of the
Milky Way, the rotational curve has been determined up to ≃60 kpc24 by studying
∼2500 stars with the Sloan Digital Sky Survey (SDSS).25, 26 The measurements
have shown that the velocity tends to decrease with respect to the ∼ 220 km/s
value, which roughly holds in the Sun region. On the other side, the estimate of the
DM halo are still uncertain with values varying in the ∼ (1−2.5)×1012M⊙ interval,
where M⊙ = 1.99 × 1030 kg is the solar mass. As regards the DM density in the
center of the Galaxy, it turns out to be almost equal for all galaxies:27 ∼ 0.1M⊙
pc−3.
It is worth noting that the studies of the dispersion velocities of the spherical
Dwarf galaxies show M/L ratio larger than that observed in the regions nearby
us.28, 29 The dispersion velocities of satellite spiral galaxies suggest the existence of
a dark halo around spiral galaxies (as our one) extended up to ∼ 200 kpc, far away
from the galactic disk.30, 31
The behaviour of the rotational velocity of the galaxies as a function of the galac-
tic radius gave very strong support to the existence of a Dark Matter component
in the galactic haloes.
Recent data32 show no evidence for the presence of a sizeable quantity of Dark
Matter in the disk of the Milky Way (its quantity is of order of 15% of the to-
tal matter). Moreover, the DM in the central region of the galaxy has with high
probability a baryonic nature (proto-stars, non-luminous stars, ...) considering that
the non-baryonic DM cannot form a flatten structure (as the galactic disk) being
dissipation-less.
Additional information on the mass distribution in the external region of the
Galaxy comes from the streams of stars and from the gas.33 Kinematic data avail-
able for such streams support the existence of a dark and massive galactic halo.34
Using the data of the motions of satellite galaxies and of globular clusters, various
determinations of the mass of the dark halo give: mDarkHalo ≃ 2 × 1012M⊙, in
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agreement with previous determinations. In the recent years other streams of stars
and gases have been pointed out both in the Milky Way and in nearby galaxies
as M31. At present the data available for the kinematics of these streams are few,
but in next years important advancements could be expected from the data of the
GAIA satellite,35 whose aim is the measurement of distances and photometric data
of millions of stars in the Milky Way.
Other information came from the the X-rays emissions by galaxies and galaxies
clusters studied by the Einstein observatory,36 ROSAT, XMM-Newton and Chan-
dra. Important data also arise from the gravitational micro-lensing produced by
stars, planets and invisible matter systems. As regards big and distant galaxies,
the main information is given by the rotational curves and the X-rays emission of
the hot gas surrounding them; for the nearby Dwarf galaxies the main information
arises instead from the analysis of the stellar motion.
Recently, an important observation, exploiting the gravitational lensing and the
X-rays emission, has been performed on the Bullet Cluster (1E 0657-558), that is
one of the best evidence of Dark Matter on cosmological scale.37 The studies have
been confirmed by the investigation on the MACS J0025.4-1222 cluster too.38 In
addition, it has been detected a dark-matter filament, connecting the two main com-
ponents of the Abell 222/223 supercluster system, through its weak gravitational
lensing signal.39
The modern cosmological interpretation includes Dark Energy as a basic compo-
nent of the matter-energy content of the Universe. Direct observational evidence for
the presence of Dark Energy comes from distant supernovae40–44 and from Cosmic
Microwave Background (CMB) observations. After the first studies by IRAS and
COBE, WMAP and – recently – PLANCK missions have allowed the measurement
of the CMB radiation and its power spectrum with a very high precision.45, 46 The
position of the first maximum of the power spectrum depends on the total matter-
energy density of the Universe. The spectrum of the CMB fluctuations is presently
known down to the scales of 0.1 degree. In particular, the positions and the relative
sizes of the peaks in the power spectrum of CMB strongly support the existence of
Dark Matter in the Universe. In particular, the average density of matter-energy
content of the Universe in unit of the cosmological critical density (the amount of
matter-energy required to make the Universe spatially flat), Ω, is consistent with 1.
Considering all the observational data coming from the study of the CMB, of the
Supernovae Ia, of the Baryonic Acoustic Oscillations (BAO) and of the large-scale
structures, the following contributions to Ω are obtained:47, 48 i) Ωr ≈ 5× 10−5 for
the radiation density; ii) Ωb ≈ 0.05 for the baryonic matter; iii) Ωdm ≈ 0.27 for the
non baryonic Dark Matter; iv) ΩΛ ≈ 0.68 for the Dark Energy. A value Ωb ≈ 0.05
for the baryonic matter is also supported by the Big-Bang nucleosynthesis (BBN),
that is based on the predictions of the abundances of the light elements. This value
is much larger than the cosmic density of the luminous matter, Ωlum ≈ 0.004,49
so that most baryons are dark and, probably, in the form of diffuse intergalactic
medium.50
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For completeness, we recall that some efforts to find alternative explanations
to Dark Matter have been proposed such as MOdified Gravity Theory (MOG) in
the 1980s51, 52 andMOdified Newtonian Dynamics (MOND) theory in 1981.53–55
They hypothesize that the theory of gravity is incomplete and that a new gravita-
tional theory could explain the experimental observations. MOND modifies the law
of motion for very small accelerations, while MOG modifies the Einstein’s theory of
gravitation to account for an hypothetical fifth fundamental force in addition to the
gravitational, electromagnetic, strong and weak ones. However, they are unable to
account for small and large scale observations, and generally require some amount
of Dark Matter particles as seeds for the structure formation; moreover, they fail to
reproduce accurately the Bullet Cluster.
Therefore, at the present status of knowledge and considering all the available
experimental data, the existence of Dark Matter in the Universe is well recognized,
and there are compelling arguments to investigate the presence of Dark Matter
particles also at galactic scale.
1.1. DM candidates
The values of the cosmological parameters support that most of the matter in the
Universe has a non baryonic nature. The only DM candidate among the known
elementary particles is the neutrino; the density of light neutrinos is strongly con-
strained by cosmology. In fact, a value above the limit Ων ≈ 0.03 gives an unaccept-
able lack of small-scale structure.56, 57 In addition, a pure light neutrinos scenario
is also ruled out by the measurements of the CMB radiation, which does not show
sufficiently large inhomogeneity.
Therefore, a significant role should be played by non-baryonic relic particles
from the Big Bang, outside the Standard Model of particle physics; they have to be
stable or with a lifetime comparable with the age of the Universe to survive up to
now in a significant amount.
In theories extending the Standard Model of particle physics, many candidates
as Dark Matter particles have been proposed having different nature and interac-
tion types. It is worth noting that often the acronym WIMP (Weakly Interacting
Massive Particle) is adopted as a synonymous of Dark Matter particle, referring
usually to a particle with spin-independent elastic scattering on target-nuclei. On
the contrary, WIMP identifies a class of Dark Matter candidates which can have
different phenomenologies and interaction types among them. This is also the case
when considering a given candidate as for example the neutralino; in fact the basic
supersymmetric theory has a very large number of parameters which are by the fact
unknown and, depending on the assumptions, the candidates can have well different
features and preferred interaction types. Often constrained SUGRA models (which
allow easier calculations for the predictions e.g. at accelerators) are presented as
SUSY or as the only way to SUSY, which is indeed not the case.
Among the many DM candidates we recall: SUSY particles (as e.g. neu-
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tralino58–68 or sneutrino in various scenarios69–72), inelastic Dark Matter in various
scenarios,73–76 electron interacting Dark Matter (also including some WIMP sce-
narios),77, 78 a heavy neutrino of the 4-th family, sterile neutrino,79 Kaluza-Klein
particles, self-interacting Dark Matter,80 axion-like (light pseudoscalar and scalar
candidate),81 mirror Dark Matter in various scenarios,82–84 Resonant Dark Mat-
ter,85 DM from exotic 4th generation quarks,86 Elementary Black holes,87–90 Planck-
ian objects,87–90 Daemons,87–90 Composite DM,91, 92 Light scalar WIMP through
Higgs portal,93 Complex Scalar Dark Matter,94 specific two Higgs doublet models,
exothermic DM,95 Secluded WIMPs,96 Asymmetric DM,97 Isospin-Violating Dark
Matter,98, 99 Singlet DM,100, 101 Specific GU,102, 103 SuperWIMPs,104, 105 WIM-
Pzilla,106 and also further scenarios and models as e.g. those given in Ref.107–112
Moreover, even a suitable particle not yet foreseen by theories could be the solution
or one of the solutionsa.
Depending on the DM candidate, the interaction processes can be various, as
e.g: 1) elastic scatterings on target nuclei with either spin-independent or spin-
dependent or mixed coupling; moreover, an additional electromagnetic contribution
can arise, in case of few GeV candidates, from the excitation of bound electrons
by the recoiling nuclei;78 2) inelastic scatterings on target nuclei with either spin-
independent or spin-dependent or mixed coupling in various scenarios;73–76, 113, 114
3) interaction of light DM (LDM) either on electrons or on nuclei with produc-
tion of a lighter particle;79 4) preferred interaction with electrons;77 5) conversion
of DM particles into electromagnetic radiation;81 6) etc.. Thus, the Dark Matter
interaction processes can have well different nature depending on the candidate.
Often, the elastic scattering on target nuclei is the considered process, but other
processes are possible and considered in literature, as those aforementioned where
also electromagnetic radiation is produced. Hence, considering the richness of par-
ticle possibilities and the existing uncertainties on related astrophysical (e.g. halo
model and related parameters, etc.), nuclear (e.g. form factors, spin factors, scaling
laws, etc.) and particle physics (e.g. particle nature and interaction types, etc.),
a widely-sensitive model independent approach is mandatory. Indeed, most of the
activities in the field are based on a particular a priori assumption on the nature
of the DM particle and of its interaction, in order to try to overcome the limitation
arising from their generally large originally measured counting rate.
1.2. The density and velocity distribution of Dark Matter in the
Galaxy
The expected energy distribution for the interactions of Dark Matter particles in
a terrestrial detector depends on their density and velocity distribution at Earth’s
position. However, the experimental observations regarding the dark halo of our
aIn fact, it is worth noting that, considering the richness in particles of the visible matter which
is less than 1% of the Universe density, one could also expect that the particle component of the
Dark Matter in the Universe may also be multicomponent.
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Galaxy do not allow us to get information on this crucial key item without intro-
ducing a model for the Galaxy matter density. A widely used density distribution
of Dark Matter is the isothermal sphere model; it consists in a spherical infinite
system with a flat rotational curve. Due to its simplicity, the isothermal sphere
model is often the used assumption in the evaluation of Dark Matter expected
rates. However many of its underlying assumptions (sphericity of the halo, absence
of rotation, isotropy of the dispersion tensor, flatness of the rotational curve) are
not strongly constrained by astrophysical observations. Moreover, the isothermal
sphere is strictly unphysical and may only represent the behavior of the inner part
of physical systems, since it has a total infinite mass and needs some cutoff at large
radii. Thus, the use of more realistic halo models is mandatory in the interpreta-
tion and comparison procedures, since the model dependent results can significantly
vary. An extensive discussion about some of the more credited halo models has been
reported e.g. in Ref. 115, 116 and references therein.
Generally, the halo models can be grouped in the following classes: i) spherically
symmetric matter density with isotropic velocity dispersion; ii) spherically symmet-
ric matter density with non-isotropic velocity dispersion; iii) axisymmetric models;
iv) triaxial models; v) axisymmetric models either with a halo co-rotation or a halo
counter-rotation. The possible rotation can be considered also for the other kinds of
halo. A parameterization of these classes of halo models has been given in Ref. 115,
116, taking into account the available observational data. Anyhow, information on
the galactic dark halo can be obtained only in indirect way117, 118 and considering
some hypotheses on its form and characteristic.
In particular, the allowed range of values for the Dark Matter local velocity115
can be estimated considering the information coming from the rotational curve of
our Galaxy: v0 = (220±50) km s−1 (90% C.L.), that conservatively relies on purely
dynamical observations.119 Similar estimates of the v0 central value with smaller
uncertainty have been obtained studying the proper motion of nearby stars in the
hypothesis of circular orbit of these objects. For example, the value (221± 18) km
s−1 has been determined mapping the GD-1 stellar stream.120 As discussed in Ref.
121, these determinations are strongly dependent on other parameters (the distance
from the galactic center, the solar velocity v⊙, the adopted density profile, etc.).
These parameters are themselves affected by strong uncertainties; thus, depending
on their choice the estimate of the rotational speed may vary from (200 ± 20) to
(279± 33) km s−1. Similar considerations can also be done for the escape velocity
of the Galaxy, on which many DM models, and in particular the inelastic DM and
the low mass DM inducing nuclear elastic scatterings, are critically dependent.
For each model – after fixing the local velocity – the allowed range of local
density ρ0 can be evaluated; it ranges for the considered models in the values 0.2–
1.7 GeV cm−3 when taking into account the following physical constraints: i) the
amount of flatness of the rotational curve of our Galaxy, considering conservatively
0.8 · v0 <∼ v100rot <∼ 1.2 · v0, where v100rot is the value of rotational curve at distance of
100 kpc from the galactic center; ii) the maximal non dark halo components in the
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Galaxy, considering conservatively 1× 1010M⊙ <∼Mvis <∼ 6× 1010M⊙.117, 118
Although the large number of self-consistent galactic halo models considered in
Refs. 115, 116, still many other possibilities exist and have been proposed in re-
cent years, such as the Einasto profile.122 Moreover, the possible contributions of
non-thermalized Dark Matter components to the galactic halo, such as the SagDEG
stream123 and other kinds of streams as those arising from caustic halo models,124
could change the local DM speed distribution and the local density. These contri-
butions can also play a significant role in the model-dependent investigations for
the candidate particle. Some analyses in this scenarios have been proposed.123
To improve our knowledge of the galactic haloes, low surface brightness (LSB)
galaxies dominated by Dark Matter have been studied;125 these studies have shown a
cored profile distribution in all the considered galaxies excluding the presence of the
cusp, expected by ΛCDM model. In the light of these experimental results on LSB
galaxies, which show cored profiles, and of the theoretical results of N-body simula-
tions (Millennium, DEUS FUR, Horizon, Multi Dark, Bolshoi, Aquarius, Phoenix
etc.), which instead expect a cusp in the galaxies central region, new efforts are in
progress with the aim to develop new N-body simulations able to reproduce all the
experimental observations. A review on the state of art is given, for example, in
Ref. 126.
In conclusion, the uncertainties still present on the shape of the DM halo and on
the density and velocity distribution prevent the definition of a “standard” halo and
illustrate how the comparisons among the experiments of direct detection of DM
particles (see later) can be consistent even just considering this particular aspect
(also see Ref. 127).
2. The Dark Matter particles detection
In the following, we will briefly discuss and comment about the indirect and the di-
rect detection of Dark Matter particles. Firstly let us comment about the possibility
to detect Dark Matter by accelerator experiments. It is worth noting that experi-
ments at accelerators may prove – when they can state a solid model independent
result – the existence of some possible DM candidate particles, but they could never
credit by themselves that a certain particle is a/the only solution for Dark Matter
particle(s). Moreover, DM candidate particles and scenarios (even e.g. in the case of
the neutralino candidate) exist which cannot be investigated at accelerators. Thus,
a model independent approach, a ultra-low-background suitable target material, a
very large exposure and the full control of running conditions are mandatory to
pursue a widely sensitive direct detection of DM particles in the galactic halo.
2.1. Indirect approaches
We preliminary briefly remind the current state of indirect Dark Matter searches,
whose results are strongly model-dependent. They are generally performed as by-
product of experiments located underground, under-water, under-ice or in space
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having different main scientific purpose. In particular, these experiments search for
the presence of secondary particles produced by some kind of Dark Matter candi-
dates able to annihilate in the celestial bodies when some specific assumptions are
fulfilled. Thus, their results are restricted to some candidates and physical scenarios,
and require also the modeling of the existing – and largely unknown – competing
background for the secondary particles they are looking for.
It is worth noting that no quantitative comparison can be directly performed
between the results obtained in direct and indirect searches because it strongly
depends on assumptions and on the considered model framework. In particular, a
comparison would always require the calculation and the consideration of all the
possible configurations for each given particle model (e.g. for neutralino: in the
allowed parameters space), as a biunivocal correspondence between the observables
in the two kinds of experiments does not exist: cross sections in the direct detection
case and e.g. flux of muons from neutrinos (or of other secondary particles) in the
indirect searches. In fact, the counting rate in direct search is proportional to the
direct detection cross sections, while the flux of secondary particles is connected also
to the annihilation cross section. In principle, these cross sections can be correlated,
but only when a specific model is adopted and by non directly proportional relations.
As regards under-water and under-ice experiments, results are available from
Antares128 and Icecube,129 both looking for up-going muons ascribed to muon neu-
trino interactions in the Earth and assuming they have been produced in the anni-
hilation of Dark Matter particles in a certain considered scenario; no excess above
an estimate of up-going muons from atmospheric neutrinos has been presented by
both experiments. Similar approaches have been considered in some kinds of under-
ground detectors (for example, MACRO, Superkamiokande, ...) as well. As regards
the space investigations, an excess of the measured positron fraction above an as-
sumed background model was presented by Pamela130, 131 and AMS-02132 experi-
ments, but analogous models also exist with different secondary production giving
no very significant deviation.133–135 In addition, since no excess has been observed
in the anti-proton spectrum, a similar candidate should be “leptophilic”; that is,
e.g. not observable by those direct detection experiments which select just nuclear
recoil-like events from the measured counting rate, as e.g. CDMS, Edelweiss, Cresst,
XENON, etc..b, while it can be detected in DAMA experiments which exploit a dif-
ferent methodology (see later). Anyhow, additional aspects arise when trying to
explain the Pamela and AMS-02 data in a Dark Matter interpretation since e.g. a
very large boost factor (∼ 400) would be required, whose origin cannot be easily
justified unless introducing a new kind of interaction.136 Thus, this excess can be
due to an inadequacy of the considered model used to describe and propagate all
bIn fact, to produce results on electron recoils, those experiments should e.g. abandon the many
data selections they apply. Thus, since generally their original counting rate is very large, they are
by the fact insensitive to signals from electron recoils. Therefore, such (leptophilic) candidates can
hardly be detected by those experiments.
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the possible sources of secondaries; moreover, in literature it has also been shown
that some kinds of known sources can account for a similar positron fraction.137–139
Therefore, no constraint on direct detection phenomenology arises from positron
fraction; anyhow, if those data were interpreted – under several assumptions – in
terms of some Dark Matter scenario, this would be not in conflict with the DAMA
model-independent results described later.
Another possible model-dependent positive hint from space and its compatibility
with the DAMA results have been discussed in Ref. 140, considering a particular
analysis of data from FERMI: close to the Galactic Center the spectral shape of
the observed emission is significantly different, peaking at 1-5 GeV, with respect to
a background model which well describes the spectral shape outside the Galactic
Center over the disk. It has been suggested that this may be due to annihilations
of light Dark Matter particles. Another indication for a possible excess above an
assumed background model from FERMI-LAT is in the form of a narrow bump
in the γ-ray spectrum near 130 GeV;141 however, a deeper investigation shows the
presence of two bumps at 135 GeV (2.2σ C.L.) and near 130 GeV in the Earth limb
data (about 3σ C.L.). The FERMI collaboration points out a few other details:142
i) the 135 GeV feature is not as smooth as expected if it were due to some Dark
Matter annihilation; ii) similar bumps are present with similar significance at other
energies and other places in the sky (as those near 5 GeV at 3.7σ C.L.). In addition,
the inclusion of other astrophysical objects can account for the FERMI data.
All that shows the intrinsic uncertainties of the DM indirect searches to unam-
biguously assess the presence of a Dark Matter signal, and the absence of direct
constraints on direct searches.
2.2. Direct approaches
In the direct detection field, different experimental approaches have been considered
in order to point out the presence of Dark Matter component(s) in our Galaxy. Orig-
inally it was pursued an approach based on the simple comparison of the measured
energy distribution in a defined energy interval, with one of the possible expectations
fixing some particular astrophysical, nuclear and particle scenario. This approach
is the only feasible one either for small scale or poor duty cycle experiments and
allows the exclusion of some free parameters (e.g. particle mass and particle-nucleus
cross-section) at a given C.L. for the assumed model scenario. Although for long
time the limits achieved by this approach have been presented as robust reference
points, similar results are quite uncertain because e.g. they depend on the specific
model framework used to estimate the expected counting rate as well as obviously
on the reliability of the adopted experimental procedures and parameters. In fact, it
is worth noting that this approach generally assumes a priori the nature of the DM
candidate, its interaction type, astrophysical, nuclear and particle physics aspects
and experimental features. For example, exclusion plots can be modified even by
orders of magnitude by changing (within the allowed intervals) the values of the
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parameters used in a given scenario.
In addition, important sources of uncertainties can arise from the under-
estimation of systematics in experiments adopting relevant data handling. In fact,
more recently, some experiments – to try to reduce their experimental counting
rate – apply large data selections and several subtraction procedures in order to
derive a set of nuclear recoil-like candidates, assuming a priori – among others –
the nature and the interaction type of the DM candidate. Thus, each exclusion
plot should be considered strictly correlated with the assumed model framework,
with the used experimental/theoretical assumptions and parameters and with de-
tailed information on possible data reduction/selection, on efficiencies, calibration
procedures, etc. Moreover, when for example a generic DM candidate inducing just
nuclear recoils with purely spin-independent (SI) coupling is considered, in order
to try to compare exclusion plots as well as allowed regions the results are gener-
ally scaled to cross sections on nucleon for the different target nuclei; thus some
scaling law(s) has(have) to be adopted. A scaling law according to A2 is generally
assumed (where A is the atomic number of each considered nucleus), while relevant
deviations are possible. In particular, for the case of neutralino candidate the two-
nucleon currents in the nucleus can add different contribution for different nuclei
(see as an example of some discussion Ref. 143). Also this problem of scaling laws
is one of the aspects that have a great relevance in the comparison between results
obtained by experiments using different target materials. By the fact, the scaling
laws should be derived in Physics from the experimental measurements themselves
and not imposed a priori. Just as another example, we mention that when the case
of DM candidates with purely or mixed spin dependent (SD) interaction scattering
on target nuclei is considered, a relevant role is played by the nuclear spin factor of
each target nucleus;116 in fact, not only large differences in the measured rate can
be expected for target nuclei sensitive to the SD component of the interaction (such
as e.g. 23Na and 127I) with respect to those largely insensitive to such a coupling
(such as e.g. natGe and natSi), but also when using different target nuclei although
– in principle – all sensitive to such a coupling. In fact, very large differences exist in
different nuclear models and even within the same model; in particular, e.g. in the
case of 23Na and 127I, having a proton as unpaired nucleon, and 29Si, 73Ge, 129Xe,
131Xe, having a neutron as unpaired nucleon, the sensitivities are almost comple-
mentary, depending on the tgθ = an/ap value (ratio between the neutron and the
proton effective SD coupling strengths). See some values of spin factors reported e.g.
in Ref. 116. Other arguments are addressed in the following. The above mentioned
uncertainties in the model evaluations and in the experimental procedures must be
always taken into account when trying to compare exclusion plots and/or allowed
regions, when available, for each kind of scenario.
Thus, in order to obtain a reliable signature for the presence of DM particles in
the galactic halo, it is necessary to follow a suitable model independent approach.
In particular, the only DM model independent signature presently feasible is the
so-called DM annual modulation signature. For completeness, we also mention a
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different approach described in the following for the direct detection of DM can-
didates inducing just nuclear recoils; it is based on the study of the correlation
of the nuclear recoil direction with the Earth velocity. This approach has relevant
technical difficulties, when the detection of the short nuclear recoil track is pursued;
similar activities are up to now at R&D stage. In particular, we remind DRIFT
(that has realized multi-wire proportional chambers at low pressure144), and DM-
TPC (that uses a CCD camera to track recoils in a CF4 volume
145). A different
strategy, which can allow one to overcome the present difficulties avoiding the ne-
cessity to detect directly the nuclear recoil tracks, has been suggested: the use of
anisotropic scintillators.146, 147 They offer different light responses depending on the
nucleus recoil direction with respect to the scintillator’s axes (other efforts on this
subject have been performed in Refs.148, 149); since the response to γ/β radiation is
isotropic instead, these detectors can offer the possibility to efficiently study possi-
ble anisotropy of nuclear recoils.146, 147 Low background ZnWO4 crystal scintillators
have recently been proposed; the features and performances of such scintillators are
very promising.150
It is also worthwhile to mention the investigation of possible sidereal diurnal
effects, which can be due to the Earth rotation velocity, to the shadow of the Earth
(this latter case sensitive just to DM candidates with high cross sections and tiny
density), and to channeling effects in crystals detectors and/or to anisotropic re-
sponses of detectors in case of DM particle inducing nuclear recoils.
Some other arguments on direct search activities will be addressed in Sect. 7. In
the following we will introduce the annual modulation model independent signature,
which is the approach exploited by DAMA.
2.3. DM model-independent annual modulation signature
To obtain a reliable signature for the presence of DM particles in the galactic halo, it
is necessary to follow a suitable model independent approach. In particular, the only
DM model independent signature, feasible and able to test a large range of cross
sections and of DM particle halo densities, is the so-called DM annual modulation
signature originally suggested in the middle of ’80 in Ref. 151, 152.
In fact, as a consequence of its annual revolution around the Sun, which is
moving in the Galaxy traveling with respect to the Local Standard of Rest towards
the star Vega near the constellation of Hercules, the Earth should be crossed by
a larger flux of Dark Matter particles around ∼ June 2nd (when the Earth orbital
velocity is summed to the one of the solar system with respect to the Galaxy) and
by a smaller one around ∼ December 2nd (when the two velocities are subtracted).
Thus, this signature has a different origin and peculiarities than the seasons on the
Earth and than effects correlated with seasons (consider the expected value of the
phase as well as the other requirements listed below).
Experimentally, the expected differential rate as a function of the energy,
dR/dER (see Ref. 116 for detailed discussion), depends on the Dark Matter particles
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velocity distribution and on the Earth’s velocity in the galactic frame, ~ve(t). Pro-
jecting ~ve(t) on the galactic plane, one can write: ve(t) = v⊙ + v⊕cosγcosω(t− t0);
here v⊙ is the Sun’s velocity with respect to the galactic halo (v⊙ ≃ v0+12 km/s and
v0 is the local velocity whose value has been previously discussed); v⊕ ≃ 30 km/s is
the Earth’s orbital velocity around the Sun on a plane with inclination γ = 60o with
respect to the galactic plane. Furthermore, ω= 2π/T with T=1 year and roughly t0
≃ June 2nd (when the Earth’s speed is at maximum). The Earth’s velocity can be
conveniently expressed in unit of v0: η(t) = ve(t)/v0 = η0 +∆ηcosω(t − t0), where
– depending on the assumed value of the local velocity – η0=1.04-1.07 is the yearly
average of η and ∆η = 0.05-0.09. Since ∆η ≪ η0, the expected counting rate can














∆η cosω(t− t0). (1)
Averaging this expression in a k-th energy interval one obtains:






∆ηcosω(t− t0) = S0,k + Sm,kcosω(t− t0), (2)
with the contribution from the highest order terms less than 0.1%.
This DM annual modulation signature is very distinctive since a Dark Matter-
induced effect must simultaneously satisfy all the following requirements: the rate
must contain a component modulated according to a cosine function (1) with one
year period (2) and a phase that peaks roughly around ≃ June 2nd (3); this modula-
tion must only be found in a well-defined low energy range, where DM particles can
induce signal (4); it must apply to those events in which just one detector of many
actually “fires”, since the Dark Matter multi-scattering probability is negligible (5);
the modulation amplitude in the region of maximal sensitivity must be <∼7% for
usually adopted halo distributions (6), but it can be larger in case of some possible
scenarios such as e.g. those in Refs.113, 114, 153, 154 Thus, no other effect investigated
so far in the field of rare processes offers a so stringent and unambiguous signature.
With the present technology, the annual modulation remains the main signature to
directly point out the presence of Dark Matter particles in the galactic halo.
It is worth noting that, when exploiting such a signature, the experimental
observable is not the constant part of the signal S0 (hereafter k is omitted) – which
instead the other approaches try to extract from their measured counting rate – but
its modulation amplitude, Sm, as a function of energy. This has several advantages;
in particular, in this approach the only background of interest is that able to mimic
the signature, i.e. able to account for the whole observed modulation amplitude
and to simultaneously satisfy all the many specific peculiarities of the signature. No
background of this sort has been found or suggested by anyone over more than a
decade. In particular, the DM model-independent annual modulation approach does
not require any identification of S0 from the total single-hit counting rate, in order
to establish the presence of DM particles in the galactic halo. The S0 value can be
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worked out by a maximum likelihood analysis, which also takes into account the
energy behaviour of each detector,155–168 for each considered scenario. Thus, the DM
annual modulation signature allows one to avoid a priori assumptions on the nature
and interaction type of the DM particle(s) and to overcome the large uncertainties
associated to the exploitation of heavy data handling procedures, to the modeling
of surviving background in keV region, etc. pursued instead in approaches trying
to extract S0 from the measured counting rate assuming a priori the candidates
and/or the interaction type, as mentioned above.
Obviously, the implementation of ULB (Ultra Low Background) detectors and
set-ups, the implementation of suitably controlled running conditions and the choice
of a widely sensitive target material are important as well.
3. The DAMA project
The DAMA experiment has been and is working as an observatory for rare pro-
cesses by developing and using low radioactive scintillators. It is installed deep
underground in the Gran Sasso National Laboratory (LNGS) of INFN. Several low
background set-ups are operative and many different kinds of measurements are
carried out.77–79, 81, 116, 123, 155–228
In particular, dedicated set-ups have been developed to investigate the pres-
ence of DM particles in the galactic halo by exploiting the DM annual modula-
tion signature; they are: i) DAMA/NaI (≃ 100 kg of highly radiopure NaI(Tl))
that took data over 7 annual cycles and completed its data taking on July
2002;77–79, 81, 116, 123, 155–173 ii) the second generation DAMA/LIBRA set-up (≃ 250
kg highly radiopure NaI(Tl)).174–179, 229
In particular, DAMA/NaI and DAMA/LIBRA use ULB NaI(Tl) detectors to in-
vestigate DM. In fact, highly radiopure NaI(Tl) scintillators offer many competitive
features to effectively investigate the DM annual modulation signature, such as e.g.:
i) high duty cycle; ii) well known technology; iii) large masses feasible; iv) no safety
problems; v) the lowest cost with respect to every other considered technique; vi)
necessity of a relatively small underground space; vii) reachable high radiopurity by
suitable material selections and protocols, by chemical/physical purifications, etc.;
viii) feasibility of well controlled operational conditions and monitoring; ix) feasibil-
ity of routine calibrations down to few keV in the same conditions as the production
runs; x) high light response (that is keV threshold really reachable); xi) absence of
the necessity of re-purification or cooling down/warming up procedures (implying
high reproducibility, high stability, etc.); xii) absence of microphonic noise and ef-
fective noise rejection at threshold (time decay of NaI(Tl) pulses is hundreds ns,
while that of noise pulses is tens ns); xiii) possibility to use fragmented set-up which
allows effective signal identification and background rejection; xiv) wide sensitivity
to both high and low mass DM candidates and to many different interaction types
and astrophysical, nuclear and particle Physics scenarios; xv) possibility to effec-
tively investigate the DM annual modulation signature in all the needed aspects;
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xvi) possibility to achieve significant results on several other rare processes; xvii)
etc. Long dedicated R&D projects have been implemented in order to select all
the involved materials; moreover, purification procedures, protocols, etc. have been
adopted. DAMA members made such efforts during about 20 years of developments.
The DAMA/NaI set-up and its performances are described in Refs. 169, 170, 116,
171, while the DAMA/LIBRA set-up, its main features and radiopurity have been
discussed in Refs. 174, 230, 176, 231, 232. Here we just summarize few information.
The DAMA/NaI experiment233 has been a pioneer experiment running at LNGS
until 2002, investigating as first the DM annual modulation signature with suitable
exposed mass, sensitivity and control of the running parameters. It was composed
by nine 9.70 kg highly radiopure NaI(Tl) crystal scintillators in suitable radiopure
Cu housing installed in a low-background passive shield. Some upgradings have been
performed during its operation.77–79, 81, 116, 123, 155–173
The installation of DAMA/LIBRA started at the dismounting of the former
DAMA/NaI in July 2002. The experimental site as well as many components of the
installation itself have been implemented. All the procedures performed during the
dismounting of DAMA/NaI and the installation of DAMA/LIBRA detectors have
been carried out in high purity (HP) Nitrogen atmosphere.
The NaI(Tl) DAMA/LIBRA apparatus uses 25 NaI(Tl) highly radiopure de-
tectors with 9.70 kg mass each one (10.2 × 10.2× 25.4 cm3 volume) placed in five
rows by five columns. The identification number of each detector (as it will be used
later) is from the left (looking at the set-up from the door of inner barrack): 1 to
5 in the bottom (first) row, 6 to 10 in the second row and so on. The granularity
of the apparatus is an interesting feature for Dark Matter particle investigations
since Dark Matter particles can just contribute to events where only one of the 25
detectors fires (single-hit events) and not to whom where more than one detector
fire in coincidence (multiple-hit events).
The new DAMA/LIBRA detectors have been built by joint efforts with Saint
Gobain Crystals and Detectors company. The constituting materials have been se-
lected by using several techniques; moreover, some chemical/physical purifications
of selected powders have been exploited and results tested. In addition, the more
effective growing procedure has been applied and new rules for handling the bare
crystals have been fixed. The bare crystals have been grown by Kyropoulos method
in a platinum crucible according to a strict growing and handling protocol developed
and agreed under confidential restriction.
The bare crystals are enveloped in Tetratec-teflon foils and encapsulated in ra-
diopure OFHC Cu housingc; each detector is sealed in low radioactivity freshly elec-
trolyzed copper housing and has two 10 cm long highly radiopure quartz (Suprasil
B) light guides which also act as optical windows being directly coupled to the
bare crystals. In each detector the light guides are optically coupled to the two
cThe Cu housing has a shape able to compensate the different thermal expansion of the NaI(Tl)
and of the Copper.
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end-faces of the bare crystal and to two low background photomultipliers (PMT).
The threshold of each PMT is set at single photoelectron level; the coincidence of
the two PMTs on a detector provides the trigger of the detector. The PMTs are
shielded from the detectors through the light guides and through a honeycomb-like
shaped Cu shielding.
The detectors are housed in a low radioactivity sealed copper box installed
in the center of the low-radioactivity Cu/Pb/Cd-foils/polyethylene/paraffin shield;
moreover, about 1 m concrete (made from the Gran Sasso rock material) almost
fully surrounds (mostly outside the barrack) this passive shield, acting as a further
neutron moderator. The copper box is maintained in HP Nitrogen atmosphere in
slightly overpressure with respect to the external environment; it is part of the 3-
level sealing system which excludes the detectors from environmental air. The whole
installation is air-conditioned to assure a suitable and stable working temperature
for the electronics. The huge heat capacity of the multi-tons passive shield (≈ 106
cal/◦C) assures further a relevant stability of the detectors’ operating temperature
(see also later). In particular, two independent systems of air conditioning are avail-
able for redundancy: one cooled by water refrigerated by a devoted chiller and the
other operating with cooling gas.
Following the same strategy as DAMA/NaI, on the top of the shield a glove-box
(also continuously maintained in the HP Nitrogen atmosphere) is directly connected
to the inner Cu box, housing the detectors, through Cu pipes. The pipes are filled
with low radioactivity Cu bars (covered by 10 cm of low radioactive Cu and 15 cm
of low radioactive Pb) which can be removed to allow the insertion of radioactive
sources for calibrating the detectors in the same running condition, without any
contact with external air. The glove-box is also equipped with a compensation
chamber.
A hardware/software system to monitor the running conditions is operative and
self-controlled computer processes automatically control several parameters and
manage alarms. For the electronic chain, the data acquisition system and for all
the other details see Refs. 174, 176, 232.
The DAMA/LIBRA set-up allows the recording both of the single-hit events
(those events where just one detector of many actually fires) and of the multiple-hit
events (those events where more than one detector fire). The experiment takes data
up to the MeV scale despite the optimization is done for the lowest energy region.
The linearity and the energy resolution of the detectors at low and high energy have
been investigated using several sources as discussed e.g. in Ref. 174, 232, 175, 176.
In particular, as regards the low energy region, calibrations down to the 3.2 keV
X-ray have been carried out. During the production runs periodical calibrations
(every ≃ 10 days) are carried out with 241Am sources, introduced in the proximity
of the detectors by source holders inserted in the Cu pipes mentioned above.
The energy threshold, the PMT gain, the electronic line stability are continu-
ously monitored during the data taking by the routine calibrations, by the position
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and energy resolution of internal lines174 and by the study of the behaviour of the
hardware rate of each detector above single photoelectron level174 with time.
The main procedures of the DAMA data taking for the investigation of DM
particles annual modulation signature are: 1) the data taking of each annual cycle
starts when cosω(t − t0) ≃ 0 in autumn towards summer, after June 2nd when
the maximum is expected; 2) the routine calibrations with radioactive sources for
energy calibrations and for the evaluation of the acceptance windows efficiency174
are performed about each 10 days (collecting typically ≃ 104 − 105 events per
keV), moreover regularly intrinsic calibration are carried out, etc.;174 3) the on-line
monitoring of all the running parameters is continuously carried out with automatic
alarm to operator if any would go out of allowed range.
Table 1. DAMA/LIBRA–phase1 annual cycles. Here α = 〈cos2ω(t − t0)〉 is the mean value
of the squared cosine and β = 〈cosω(t − t0)〉 is the mean value of the cosine (the averages
are taken over the live time of the data taking and t0 = 152.5 day, i.e. June 2nd); thus,
(α − β2) indicates the variance of the cosine (i.e. it is 0.5 for a full year of data taking). The
information on the cumulative exposure, when including the former DAMA/NaI, is reported.
Period Mass Exposure (α − β2)
(kg) (kg×day)
DAMA/LIBRA-1 Sept. 9, 2003 - July 21, 2004 232.8 51405 0.562
DAMA/LIBRA-2 July 21, 2004 - Oct. 28, 2005 232.8 52597 0.467
DAMA/LIBRA-3 Oct. 28, 2005 - July 18, 2006 232.8 39445 0.591
DAMA/LIBRA-4 July 19, 2006 - July 17, 2007 232.8 49377 0.541
DAMA/LIBRA-5 July 17, 2007 - Aug. 29, 2008 232.8 66105 0.468
DAMA/LIBRA-6 Nov. 12, 2008 - Sept. 1, 2009 242.5 58768 0.519
DAMA/LIBRA-7 to be released soon 242.5
DAMA/LIBRA-1 to -6 Sept. 9, 2003 - Sept. 1, 2009 317697 0.519
≃ 0.87 ton × yr
DAMA/NaI +
DAMA/LIBRA-1 to -6 1.17 ton × yr
DAMA/LIBRA starts the data taking in 2003. A first upgrade of this set-up
was performed in September 2008. One detector was recovered by replacing a bro-
ken PMT and a new optimization of some PMTs and HVs was done; the transient
digitizers were replaced with new ones (the U1063A Acqiris 8-bit 1GS/s DC270
High-Speed cPCI Digitizers) having better performances and a new DAQ with op-
tical read-out was installed. The DAMA/LIBRA–phase1 concluded its data taking
in this configuration on 2010; the data released so far correspond to 6 annual cy-
cles. The data of the seventh annual cycle of this phase1 will be released soon. In
particular, the measured light response was 5.5-7.5 photoelectrons/keV depending
18 R. Bernabei et al.
on the detector and the software energy threshold was 2 keV electron equivalent
(hereafter keV). Information about the annual cycles of DAMA/LIBRA–phase1 is
given in Table 1.
A further and more important upgrade has been performed at the end of 2010
when all the PMTs have been replaced with new ones having higher quantum effi-
ciency; details on the developments and on the reached performances in the opera-
tive conditions are reported in Ref. 232. Since January 2011 DAMA/LIBRA–phase2
is running in order: 1) to increase the experimental sensitivity lowering the software
energy threshold of the experiment; 2) to improve the corollary investigation on the
nature of the Dark Matter particle and related astrophysical, nuclear and particle
physics arguments; 3) to investigate other signal features; 4) to improve the sensi-
tivity in the investigation of rare processes other than Dark Matter as performed
by the former DAMA/NaI apparatus in the past173 and by itself so far.177–179 This
requires long and heavy full time dedicated work for reliable collection and analysis
of very large exposures, as DAMA collaboration has always done.
4. The DAMA results
The DAMA/LIBRA data released so far correspond to 6 annual cycles for an expo-
sure of 0.87 ton×yr (see Table 1).175, 176 Considering these data together with those
previously collected by DAMA/NaI over 7 annual cycles (0.29 ton×yr), the total
exposure collected over 13 independent annual cycles is 1.17 ton×yr; this is orders
of magnitude larger than the exposures typically collected in the field.
The only treatment, which is performed on the raw data, is to remove noise
pulses (mainly PMT noise, Cherenkov light in the light guides and in the PMT
windows, and afterglows) near the energy threshold in the single-hit events; for a
description of the used procedure and details see e.g. Ref. 174.
As regard calibrations, e.g. during the 6 DAMA/LIBRA annual cycles, about
7.2 × 107 events have been collected for energy calibrations and about 3 × 106
events/keV for the evaluation of the acceptance windows efficiency for noise rejection
near the energy threshold.176 These periodical calibrations and, in particular, those
related with the acceptance windows efficiency mainly affect the duty cycle of the
experiment.
Several analyses on the model-independent DM annual modulation signature
have been performed (see Refs. 175, 176 and Refs. therein). In particular, Fig. 1
shows the time behaviour of the experimental residual rates for single-hit events in
the (2–4), (2–5), and (2–6) keV energy intervals, the only energy intervals where
the modulation effect is present. In fact, other possible energy intervals have also
been studied, and no modulation has been found (see later). This residual rate is
calculated from the measured rate of the single-hit events (already corrected for the
overall efficiency and for the acquisition dead time) after subtracting the constant
part: 〈rijk − flatjk〉jk. Here rijk is the rate in the considered i-th time interval
for the j-th detector in the k-th energy bin, while flatjk is the rate of the j-th
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Fig. 1. Experimental model-independent residual rate of the single-hit scintillation events, mea-
sured by DAMA/NaI over seven and by DAMA/LIBRA over six annual cycles in the (2 – 4), (2 –
5), and (2 – 6) keV energy intervals as a function of the time.116, 171, 175, 176 The zero of the time
scale is January 1st of the first year of data taking. The experimental points present the errors
as vertical bars and the associated time bin width as horizontal bars. The superimposed curves
are A cos ω(t − t0) with period T =
2pi
ω
= 1 yr, phase t0 = 152.5 day (June 2nd) and modulation
amplitude, A, equal to the central value obtained by best fit over the whole data: cumulative
exposure is 1.17 ton × yr. The dashed vertical lines correspond to the maximum expected for the
DM signal (June 2nd), while the dotted vertical lines correspond to the minimum. See Refs. 175,
176 and text.
detector in the k-th energy bin averaged over the cycles. The average is made on
all the detectors (j index) and on all the energy bins (k index) which constitute the
considered energy interval. The weighted mean of the residuals must obviously be
zero over one cycle.
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The hypothesis of absence of modulation in the data can be discarded, as re-
ported in Table 2.
Table 2. Test of absence of modulation in the DAMA
data. A null modulation amplitude is discarded by the data.
Energy interval DAMA/NaI + DAMA/LIBRA
(keV) (7+6 annual cycles)
2-4 χ2/d.o.f. = 147.4/80 → P = 6.8 × 10−6
2-5 χ2/d.o.f. = 135.2/80 → P = 1.1 × 10−4
2-6 χ2/d.o.f. = 139.5/80 → P = 4.3 × 10−5
The single-hit residual rate of DAMA/NaI and DAMA/LIBRA data of Fig. 1
can be fitted with the formula: A cosω(t − t0) integrated over each time bin (i.e.
A sinω(t2−t0)−sinω(t1−t0)ω(t2−t1) , where t1 and t2 are the start and the stop time of each
bin) and considering a period T = 2piω = 1 yr and a phase t0 = 152.5 day (June
2nd), as expected by the DM annual modulation signature. The fit procedure takes
into account also the experimental error of each data point; the results are shown in
Table 3. The compatibility among the 13 annual cycles can also be investigated. In
Table 3. Modulation amplitude, A, obtained by fitting the single-hit residual rate of
the DAMA/NaI and DAMA/LIBRA annual cycles (see Ref. 175, 176 and Refs. therein)
for a total cumulative exposure of 1.17 ton × yr. It has been obtained by fitting the
data with the formula: A cos ω(t − t0) with T =
2pi
ω
= 1 yr and t0 = 152.5
day (June 2nd), as expected for a signal by the DM annual modulation signature.
The corresponding χ2 value for each fit and the confidence level are also reported.
Energy interval DAMA/NaI + DAMA/LIBRA
(keV) (cpd/kg/keV)
2-4 A=(0.0183±0.0022) χ2/d.o.f. = 75.7/79 8.3 σ C.L.
2-5 A=(0.0144±0.0016) χ2/d.o.f. = 56.6/79 9.0 σ C.L.
2-6 A=(0.0114±0.0013) χ2/d.o.f. = 64.7/79 8.8 σ C.L.
particular, the modulation amplitudes measured in each annual cycle of the whole
1.17 ton × yr exposure are reported in Fig. 2. Indeed these modulation amplitudes
are normally distributed around their best fit value as pointed out by the χ2 test
(χ2 = 9.3, 12.2 and 10.1 over 12 d.o.f. for the three energy intervals, respectively)
and the run test (lower tail probabilities of 57%, 47% and 35% for the three energy
intervals, respectively).
Table 4 shows the results obtained for the cumulative 1.17 ton × yr exposure
when the period and phase parameters are kept free in the fitting procedure de-
scribed above. The period and the phase are well compatible with the expectations
for a signal in the DM annual modulation signature. In particular, the phase –
whose better determination will be achieved in the following by using a maximum
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Fig. 2. The data points are the modulation amplitudes of each single annual cycle of DAMA/NaI
and DAMA/LIBRA experiments for the (2–4), (2–5) and (2–6) keV energy intervals. The error
bars are the related 1σ errors. The same time scale as in Fig. 1 is adopted. The solid horizontal
lines shows the central values obtained by best fit over the whole data set (see Table 3). The
χ2 test and the run test accept the hypothesis at 90% C.L. that the modulation amplitudes are
normally fluctuating around the best fit values. See text.
likelihood analysis – is consistent with about June 2nd within 2σ; moreover, for
completeness, we also note that a slight energy dependence of the phase could be
expected in case of possible contributions of non-thermalized DM components to
the galactic halo, such as e.g. the SagDEG stream123 and the caustics.124
Table 4. Modulation amplitude (A), period (T = 2pi
ω
) and phase (t0), obtained by fitting, with the
formula:A cos ω(t−t0), the single-hit residual rate of the cumulative 1.17 ton × yr exposure. The re-
sults are well compatible with expectations for a signal in the DM annual modulation signature.176
Energy interval A (cpd/kg/keV) T = 2pi
ω
(yr) t0 (days) C. L.
2-4 (0.0194±0.0022) (0.996±0.002) 136±7 8.8σ
2-5 (0.0149±0.0016) (0.997±0.002) 142±7 9.3σ
2-6 (0.0116±0.0013) (0.999±0.002) 146±7 8.9σ
The DAMA/NaI and DAMA/LIBRA single-hit residuals of Fig. 1 have also
been investigated by Fourier analysis, following the Lomb-Scargle procedure,234, 235
accounting for the different time binning and the residuals’ errors as mentioned
in DAMA literature.116, 175, 176 In particular, in the data analysis the procedure
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described below was applied.
In the Lomb-Scargle procedure, given a set of N residuals values ri measured at












(ri − r¯)2 ; (3)
Then, for each angular frequency of interest ω = 2πf > 0, the time-offset τ is
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i (ri − r¯) cosω(ti − τ)]2∑
i cos
2ω(ti − τ) +
[
∑





in order to take into account the different time binning (2∆i) and the residuals’
























The power spectrum of the residuals in the (2–6) keV energy interval is reported in
Fig. 3; for comparison also that in the nearby (6–14) keV energy interval is shown.
In the plot a clear peak corresponding to a period of 1 year is present for the lower
energy data; the same analysis in the other energy region shows instead only aliasing
peaks.
The Lomb-Scargle periodogram with the frequency extended up to 0.06 d−1
is shown in Fig. 4 together with the C.L.’s obtained by Montecarlo procedure.
Therefore, the only periodical signal at a confidence level much larger than 99.7%
corresponds to a frequency 1 yr−1; no other periodical signal is experimentally
observed (see also later).
The measured energy distribution has been investigated in other energy re-
gions not of interest for Dark Matter, also verifying the absence of any significant
background modulationd. Following the procedures described in Ref. 175 and Refs.
therein, the measured rate integrated above 90 keV, R90, as a function of the time
has been analysed. In particular, the distribution of the percentage variations of
dIn fact, the background in the lowest energy region is essentially due to “Compton” electrons,
X-rays and/or Auger electrons, muon induced events, etc., which are strictly correlated with the
events in the higher energy part of the spectrum. Thus, if a modulation detected in the lowest
energy region would be due to a modulation of the background (rather than to a signal), an equal
or larger modulation in the higher energy regions should be present.
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Fig. 3. (Color online). Power spectrum of the measured single-hit residuals in the (2–6) keV
(black – solid line) and (6–14) keV (red – dotted line) energy intervals calculated according to
Ref. 234, 235, including also the treatment of the experimental errors and of the time binning (see
text). The data refer to the cumulative 1.17 ton × yr exposure (DAMA/NaI and DAMA/LIBRA).
As can be seen, the principal mode present in the (2–6) keV energy interval corresponds to a
frequency 2.735 × 10−3 d−1 (green – vertical line). It corresponds to a period of ≃ 1 year. A





















Fig. 4. (Color online). The Lomb-Scargle periodogram obtained by using DAMA/NaI and
DAMA/LIBRA data with a cumulative exposure of 1.17 ton×yr (black – solid line) extended
up to the frequency 0.06 d−1. The violet curve represents the experimental sensitivity at various
confidence levels: 68.3, 90, 95.5, 99.7 %.
R90 with respect to the mean values for all the detectors shows a cumulative gaus-
sian behaviour with σ ≃ 1%, well accounted by the statistical spread expected from
the used sampling time; see Fig. 5 for the DAMA/LIBRA annual cycles and e. g.
Ref. 116 for the DAMA/NaI cycles. Moreover, fitting the time behaviour of R90
with phase and period as for DM particles, a modulation amplitude compatible
with zero is also found, for example: −(0.05± 0.19) cpd/kg, −(0.12± 0.19) cpd/kg,
−(0.13± 0.18) cpd/kg, (0.15± 0.17) cpd/kg, (0.20± 0.18) cpd/kg, −(0.20± 0.16)














Fig. 5. Distribution of the percentage variations of R90 with respect to the mean values for all
the detectors in the DAMA/LIBRA-1 to -6 annual cycles (histogram); the superimposed curve is
a gaussian fit.176
cpd/kg, in the six DAMA/LIBRA annual cycles, respectively. Similar results have
been obtained for the DAMA/NaI cycles (see Ref. 116 and Refs. therein). This also
excludes the presence of any background modulation in the whole energy spectrum
at a level much lower than the effect found in the lowest energy region for the
single-hit events. In fact, otherwise – considering the R90 mean values – a modula-
tion amplitude of order of tens cpd/kg, that is ≃ 100 σ far away from the measured
value, would be present. Similar result is obtained when comparing the single-hit
residuals in the (2–6) keV with those in other energy intervals; see as an example
Fig. 6. It is worth noting that the obtained results already account for whatever
kind of background and, in addition, that no background process able to mimic the
DM annual modulation signature (that is able to simultaneously satisfy all the pe-
culiarities of the signature and to account for the measured modulation amplitude)
is available (see later and also discussions e.g. in Ref. 175, 176, 230).
A further relevant investigation has been performed by applying to the multiple-
hit events the same hardware and software procedures used to acquire and to analyse
the single-hit residual rate. In fact, since the probability that a DM particle interacts
in more than one detector is negligible, a DM signal can be present just in the single-
hit residual rate. Thus, the comparison of the results of the single-hit events with
those of the multiple-hit ones corresponds practically to compare between them
the cases of DM particles beam-on and beam-off. This procedure also allows an
additional test of the background behaviour in the same energy interval where the
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Fig. 6. Experimental residuals in the (2 – 6) keV region and those in the (6 – 14) keV energy
region just above for the cumulative 1.17 ton × yr, considered as collected in a single annual cycle.
The experimental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The initial time of the figure is taken at August 7th. The clear modulation
satisfying all the peculiarities of the DM annual modulation signature is present in the lowest
energy interval, while it is absent just above; in fact, in the latter case the best fitted modulation
amplitude is: (0.00007 ± 0.00077) cpd/kg/keV.176
positive effect is observed. In particular, in Fig. 7 the residual rates of the single-hit
events measured over the six DAMA/LIBRA annual cycles are reported as collected
in a single cycle, together with the residual rates of the multiple-hit events in the
considered energy intervals. As already observed, a clear modulation, satisfying all
the peculiarities of the DM annual modulation signature, is present in the single-
hit events, while the fitted modulation amplitudes for the multiple-hit residual rate
are well compatible with zero: −(0.0011± 0.0007) cpd/kg/keV, −(0.0008± 0.0005)
cpd/kg/keV, and −(0.0006 ± 0.0004) cpd/kg/keV in the energy regions (2 – 4),
(2 – 5) and (2 – 6) keV, respectively. Thus, again evidence of annual modulation
with proper features as required by the DM annual modulation signature is present
in the single-hit residuals (events class to which the DM particle induced events
belong), while it is absent in the multiple-hit residual rate (event class to which
only background events belong). Similar results were also obtained for the last
two annual cycles of the DAMA/NaI experiment,171 where an improvement of the
electronics allowed such an analysis. Since the same identical hardware and the same
identical software procedures have been used to analyse the two classes of events,
the obtained result offers an additional strong support for the presence of a DM
particle component in the galactic halo.
The annual modulation amplitude, Sm can also be analysed by maximum like-
lihood method over the data considering T =1 yr and t0 = 152.5 day, as a function
of the energy.
For such purpose the likelihood function of the single-hit experimental data in













































Fig. 7. Experimental residual rates over the six DAMA/LIBRA annual cycles for single-hit events
(open circles) (class of events to which DM events belong) and for multiple-hit events (filled trian-
gles) (class of events to which DM events do not belong). They have been obtained by considering
for each class of events the data as collected in a single annual cycle and by using in both cases
the same identical hardware and the same identical software procedures. The initial time of the
figure is taken on August 7th. The experimental points present the errors as vertical bars and the
associated time bin width as horizontal bars. See text and Refs. 175, 176. Analogous results were
obtained for the DAMA/NaI data.171 See also Ref. 176
where Nijk is the number of events collected in the i-th time interval (hereafter
1 day), by the j-th detector and in the k-th energy bin. Nijk follows a Poisson’s
distribution with expectation value µijk = [bjk + Sik]Mj∆ti∆Eǫjk. The bjk are
the background contributions, Mj is the mass of the j−th detector, ∆ti is the
detector running time during the i-th time interval, ∆E is the chosen energy bin,
ǫjk is the overall efficiency. Moreover, the signal can be written as Sik = S0,k+Sm,k ·
cosω(ti−t0), where S0,k is the constant part of the signal and Sm,k is the modulation
amplitude. The usual procedure is to minimize the function yk = −2ln(Lk)− const
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for each energy bin; the free parameters of the fit are the (bjk + S0,k) contributions
and the Sm,k parameter. Hereafter, the index k is omitted when unnecessary.
In Fig. 8 the obtained Sm are shown for each considered energy bin (there
∆E = 0.5 keV). It can be inferred that positive signal is present in the (2–6) keV
energy interval, while Sm values compatible with zero are present just above. In
fact, the Sm values in the (6–20) keV energy interval have random fluctuations
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Fig. 8. Energy distribution of the Sm variable for the total cumulative exposure 1.17 ton×yr.
The energy bin is 0.5 keV. A clear modulation is present in the lowest energy region, while Sm
values compatible with zero are present just above. In fact, the Sm values in the (6–20) keV energy
interval have random fluctuations around zero with χ2 equal to 27.5 for 28 degrees of freedom.176
The method also allows the extraction of the the Sm values for each detector, for
each annual cycle and for each energy bin. Thus we have also verified that the Sm
values are statistically well distributed in all the six DAMA/LIBRA annual cycles
and in all the sixteen energy bins (here ∆E = 0.25 keV in the 2–6 keV energy in-
terval) for each detector. For this purpose, the variable x = Sm−〈Sm〉σ is considered;
here, σ are the errors associated to Sm and 〈Sm〉 are the mean values of the Sm aver-
aged over the detectors and the annual cycles for each considered energy bin. Similar
investigations have already been performed also previously for DAMA/NaI.116, 171
Fig. 9 shows the distributions of the variable x for the DAMA/LIBRA data in the
(2–6) keV energy interval plotted for each detector separately. The entries of each
histogram are the 96 (16 for the 16-th detectore) x values, evaluated for the 16 en-
ergy bins in the considered (2–6) keV energy interval and for the 6 DAMA/LIBRA
annual cycles. These distributions allow one to conclude that the observed annual
modulation effect is well distributed in all the detectors, annual cycles and energy
eAs aforementioned, this detector has been restored in the trigger after the first upgrade in Septem-
ber 2008; thus, only the data of the last annual cycle are available for this detector.
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Fig. 9. Distributions (histograms) of the variable Sm−〈Sm〉
σ
, where σ are the errors associated
to the Sm values and 〈Sm〉 are the mean values of the modulation amplitudes averaged over the
detectors and the annual cycles for each considered energy bin (here ∆E = 0.25 keV). The entries
of each histogram are 96 (16 in case of detector 16, see text), 16 energy bins in the (2–6) keV energy
interval and 6 DAMA/LIBRA annual cycles; the r.m.s. values are reported in Fig. 10-bottom. The
superimposed curves are gaussian fits. Each panel refers to a single DAMA/LIBRA detector.
bins. In fact, the standard deviations of the x variable for the DAMA/LIBRA de-
tectors range from 0.87 to 1.14 (see also Fig. 10–bottom). Defining χ2 = Σx2 (where
the sum is extended over all the 96(16) x values), the χ2/d.o.f. values range between
0.7 and 1.22 for twenty-four detectors, and the observed annual modulation effect
is well distributed in all these detectors at 95% C.L. (see Fig. 10–top). A particular
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mention is deserved to the remaining detector whose χ2/d.o.f. = 1.28 exceeds the
value corresponding to that C.L.; this is also statistically consistent, considering
that the expected number of detector exceeding this value over twenty-five is 1.25.
The mean value of the twenty-five χ2/d.o.f. is 1.066, slightly larger than the
expected value 1. Although this can be still ascribed to statistical fluctuations (see
before), let us ascribe it to a possible systematics. In this case, one would have an
additional error ≤ 4× 10−4 cpd/kg/keV, if quadratically combined, or ≤ 5 × 10−5
cpd/kg/keV, if linearly combined, to the modulation amplitude measured in the (2
– 6) keV energy interval. This possible additional error: ≤ 4% or ≤ 0.5%, respec-
tively, of the DAMA/LIBRA modulation amplitude is an upper limit of possible
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Fig. 10. Top: χ2/d.o.f. values of Sm distributions around their mean value for each
DAMA/LIBRA detector in the (2–6) keV energy interval for the six annual cycles. The dot-
ted line corresponds to the upper tail probability of 5%. The observed annual modulation effect is
well distributed in all the detectors at 95% C.L. (see text). Bottom: standard deviations of the x
variable for the DAMA/LIBRA detectors; see also Fig. 9. See text.
lation amplitudes are statistically well distributed in all the crystals, in all the data
taking periods and in all the energy bins.
Among further additional tests, the analysis of the modulation amplitudes as
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a function of the energy separately for the nine inner detectors and the remaining
external ones has been carried out for the DAMA/LIBRA data set.175, 176 The
obtained values are fully in agreement; in fact, the hypothesis that the two sets
of modulation amplitudes as a function of the energy belong to same distribution
has been verified by χ2 test, obtaining: χ2/d.o.f. = 3.1/4 and 7.1/8 for the energy
intervals (2–4) and (2–6) keV, respectively (∆E = 0.5 keV). This shows that the
effect is also well shared between inner and external detectors.
Let us, finally, release the assumption of a phase t0 = 152.5 day in the maximum
likelihood procedure to evaluate the modulation amplitudes from the data of the
1.17 ton × yr. In this case alternatively the signal has been written as:
Sik = S0,k+Sm,k cosω(ti− t0)+Zm,k sinω(ti− t0) = S0,k+Ym,k cosω(ti− t∗). (8)
For signals induced by DM particles one would expect: i) Zm,k ∼ 0 (because of
the orthogonality between the cosine and the sine functions); ii) Sm,k ≃ Ym,k;
iii) t∗ ≃ t0 = 152.5 day. In fact, these conditions hold for most of the dark halo
models; however, as mentioned above, slight differences can be expected in case
of possible contributions from non-thermalized DM components, such as e.g. the
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Fig. 11. 2σ contours in the plane (Sm, Zm) (left) and in the plane (Ym, t∗) (right) for the (2–6)
keV and (6–14) keV energy intervals. The contours have been obtained by the maximum likelihood
method, considering the cumulative exposure of 1.17 ton × yr. A modulation amplitude is present
in the lower energy intervals and the phase agrees with that expected for DM induced signals.176
Fig. 11–left shows the 2σ contours in the plane (Sm, Zm) for the (2–6) keV and
(6–14) keV energy intervals and Fig. 11–right shows, instead, those in the plane
(Ym, t
∗). Table 5 shows the best fit values for the (2–6) and (6–14) keV energy
interval (1σ errors) for Sm versus Zm and Ym versus t
∗.
Finally, forcing to zero the contribution of the cosine function in Eq. (8), the
Zm values as function of the energy have also been determined by using the same
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Table 5. Best fit values for the (2–6) and (6–14) keV energy interval (1σ errors) for Sm versus
Zm and Ym versus t∗, considering the cumulative exposure of 1.17 ton × yr. See also Fig. 11.176
E Sm Zm Ym t∗
(keV) (cpd/kg/keV) (cpd/kg/keV) (cpd/kg/keV) (day)
2–6 (0.0111 ± 0.0013) -(0.0004 ± 0.0014) (0.0111 ± 0.0013) (150.5 ± 7.0)
6–14 -(0.0001 ± 0.0008) (0.0002 ± 0.0005) -(0.0001 ± 0.0008) undefined
procedure. The values of Zm as a function of the energy is reported in Fig. 12.
Obviously, such values are expected to be zero in case of presence of a DM signal
with t∗ ≃ t0 = 152.5 day. By the fact, the χ2 test applied to the data supports
the hypothesis that the Zm values are simply fluctuating around zero; in fact, for
example in the (2–14) keV and (2–20) keV energy region the χ2/d.o.f. are equal to
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Fig. 12. Energy distribution of the Zm variable for the total exposure (1.17 ton × yr, DAMA/NaI
and DAMA/LIBRA), once forced to zero the contribution of the cosine function in Eq. (8). The
energy bin is 0.5 keV. The Zm values are expected to be zero in case of presence of a DM particles’
signal with t∗ ≃ t0 = 152.5 day. By the fact, the χ2 test applied to the data supports the hypothesis
that the Zm values are simply fluctuating around zero; see text.176
The behaviours of the Ym and of the phase t
∗ variables as function of en-
ergy are shown in Fig. 13 for the total exposure (1.17 ton × yr, DAMA/NaI and
DAMA/LIBRA). The Ym are superimposed with the Sm values with 1 keV energy
bin (unlike Fig. 8 where the energy bin is 0.5 keV). As in the previous analyses,
an annual modulation effect is present in the lower energy intervals and the phase
agrees with that expected for DM induced signals.
These results confirm those achieved by other kinds of analyses.
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Fig. 13. Top: Energy distributions of the Ym variable (light data points; red color online) and
of the Sm variable (solid data points) for the total exposure (1.17 ton × yr, DAMA/NaI and
DAMA/LIBRA). Here, unlike the data of Fig. 8, the energy bin is 1 keV. Bottom: Energy distri-
bution of the phase t∗ for the total exposure; here the errors are at 2σ. An annual modulation
effect is present in the lower energy intervals up to 6 keV and the phase agrees with that expected
for DM induced signals. No modulation is present above 6 keV and the phase is undetermined.176
5. No role for systematics and side processes in the DAMA annual
modulation results
Sometimes naive statements were put forward as the fact that in nature several
phenomena may show some kind of periodicity.
It is worth noting that the point is whether they might mimic the annual mod-
ulation signature in DAMA/NaI and in DAMA/LIBRA, i.e. whether they might
be not only quantitatively able to account for the observed modulation amplitude
but also able to contemporaneously satisfy all the requirements of the DM annual
modulation signature. The same is also for side reactions. This has already been
deeply investigated;116, 171, 174–176, 230, 231, 236–241 none has been found or suggested
by anyone over more than a decade.
Firstly, in order to continuously monitor the running conditions, several pieces
of information are acquired with the production data and quantitatively analysed.
In particular, all the time behaviours of the running parameters, acquired with the
production data, have been investigated. Table 6 shows the modulation amplitudes
obtained for each annual cycle when fitting the time behaviours of the values of the
main parameters including a cosine modulation with the same phase and period as




























Table 6. Modulation amplitudes (1σ error) obtained by fitting the time behaviours of the main running parameters including a possible annual
modulation with phase and period as for DM particles. These running parameters, acquired with the production data, are: i) the operating temperature
of the detectors; ii) the HP Nitrogen flux in the inner Cu box housing the detectors; iii) the pressure of the HP Nitrogen atmosphere of the inner
Cu box housing the detectors; iv) the environmental Radon in the inner part of the barrack from which the detectors are however excluded (see
text and Ref. 174 for details); v) the hardware rate above single photoelectron threshold. All the measured amplitudes are compatible with zero.
DAMA/LIBRA-1 DAMA/LIBRA-2 DAMA/LIBRA-3 DAMA/LIBRA-4 DAMA/LIBRA-5 DAMA/LIBRA-6
Temperature −(0.0001 ± 0.0061)◦C (0.0026 ± 0.0086)◦C (0.001 ± 0.015)◦C (0.0004 ± 0.0047)◦C (0.0001 ± 0.0036)◦C (0.0007 ± 0.0059)◦C
Flux (0.13 ± 0.22) l/h (0.10± 0.25) l/h −(0.07 ± 0.18) l/h −(0.05 ± 0.24) l/h −(0.01 ± 0.21) l/h −(0.01 ± 0.15) l/h
Pressure (15 ± 30)10−3 mbar −(13 ± 25)10−3 mbar (22± 27)10−3 mbar (1.8± 7.4)10−3 mbar −(0.8± 1.2)10−3 mbar (0.7± 1.3)10−3 mbar
Radon −(0.029± 0.029) Bq/m3 −(0.030 ± 0.027) Bq/m3 (0.015 ± 0.029) Bq/m3 −(0.052 ± 0.039) Bq/m3 (0.021 ± 0.037) Bq/m3 −(0.028 ± 0.036) Bq/m3
Hardware rate −(0.20 ± 0.18)10−2 Hz (0.09 ± 0.17)10−2 Hz −(0.03± 0.20)10−2 Hz (0.15 ± 0.15)10−2 Hz (0.03 ± 0.14)10−2 Hz (0.08 ± 0.11)10−2 Hz
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Table 7. Summary of the results obtained by investigating possible sources of
systematics or side processes.174–176, 230, 231, 236–241 None able to give a modu-
lation amplitude different from zero has been found; thus cautious upper lim-
its (90% C.L.) on the possible contributions to the measured modulation am-
plitude have been calculated and are shown here for the six annual cycles of
DAMA/LIBRA as done before for the seven annual cycles of DAMA/NaI.116, 171
Source Main comment Cautious upper limit
(90%C.L.)
Sealed Cu Box in
Radon HP Nitrogen atmosphere, < 2.5× 10−6 cpd/kg/keV
3-level of sealing
Temperature Air conditioning < 10−4 cpd/kg/keV
+ huge heat capacity
Noise Efficient rejection < 10−4 cpd/kg/keV
Energy scale Routine < 1− 2× 10−4 cpd/kg/keV
+ intrinsic calibrations
Efficiencies Regularly measured < 10−4 cpd/kg/keV
No modulation above 6 keV;
no modulation in the (2 – 6) keV
Background multiple-hit events; < 10−4 cpd/kg/keV
this limit includes all possible
sources of background
Side reactions From muon flux variation < 3× 10−5 cpd/kg/keV
measured by MACRO
In addition: no effect can mimic the signature
with zero.
No modulation has been found in any possible source of systematics or side
reactions; thus, cautious upper limits (90% C.L.) on possible contributions to the
DAMA/LIBRA measured modulation amplitude are summarized in Table 7 (also
see Ref. 175, 176). It is worth noting that they do not quantitatively account for the
measured modulation amplitudes, and also are not able to simultaneously satisfy
all the many requirements of the signature. Similar analyses have also been done
for the seven annual cycles of DAMA/NaI.116, 171
Although the arguments reported in116, 171, 174–176, 230, 231, 236–241 already rule out
any contribution from known side processes or systematics, in the following some
additional discussions are given also recalling already–published arguments.
5.1. No role for muons and fast neutrons produced by muons
interaction
The muons surviving the coverage of the Gran Sasso laboratory (3600 m w.e. depth)
either can have direct interactions in the experimental set-up or can produce in the
surroundings and/or inside the set-up secondary particles (e.g. fast neutrons, γ’s,
electrons, spallation nuclei, hypothetical exotics, etc.) possibly depositing energy in
the detectors. Let us demonstrate that muons cannot play any role in the achieved
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annual modulation results.
The surviving muon flux (Φµ) has been measured deep underground at LNGS
by various experiments with very large exposures;242–247 its value is Φµ ≃ 20
muons m−2d−1,242 that is about a factor 106 lower than the value measured at
sea level. The measured average single muon energy at the Gran Sasso laboratory is
[270± 3(stat)± 18(syst)] GeV;248 this value agrees with the predicted values using
different parameterizations.249 A ≃ 2% yearly variation of the muon flux was firstly
reported years ago by MACRO; when fitting the data of the period January 1991
– December 1994 all together, a phase around middle of July was quoted.242 It is
worth noting that the variation of the muons flux is attributed to the variation of
the temperature in the outer atmosphere, and its phase changes each year depend-
ing on the weather condition. Recently, other measurements have been reported by
LVD, quoting a lower amplitude (about 1.5%) and a phase, when considering the
data of the period January 2001 – December 2008 all together, equal to (5 July ±
15 days).243 Finally, the Borexino experiment has quoted a phase of (7 July ± 6
days), still considering the data taken in the period May 2007 – May 2010 all to-
gether.244, 245 More recently, the Borexino collaboration presented a modified phase
evaluation (29 June ± 6 days)f , with a still lower modulation amplitude: about
1.3%,246, 247 by adding the data collected in a further year; the appreciable differ-
ence in the fitted values further demonstrates the large variability of the muon flux
feature year by year.
The measured muon variation at LNGS has no impact on the DAMA annual
modulation results for many reasons; in the following we summarize the key items.
Let us firstly recall that a muon flux variation cannot play any role in the DAMA
result,116, 171, 174–176, 230, 231, 236–239 not only because it may give rise to quantita-
tively negligible effects, but also because it is unable to mimic the DM signature.
In fact, it would fail some requirements of the signature; namely e.g.: (i) it would
induce variation in the whole energy spectrum; (ii) it would induce variation also
in the multiple-hits events (events in which more than one detector “fires”), (iii) it
would induce variation with a phase and amplitude distinctively different from the
DAMA measured one.
The phase of muons surviving the LNGS coverage and the phase of the (2–6)
keV single-hit events measured by DAMA are distinctively different (see Fig. 14).
In particular, the values quoted by MACRO, LVD and Borexino experiments for
the muon phase have to be regarded as mean values of the muon phases among the
analyzed years and the associated errors are not simply due to statistical fluctu-
ation of the data, but rather to the variations of the muon phase in the different
years. The phase of the DAMA observed effect has instead a stable value in the
f It is worth noting that in Ref. 246, 247 28 June (179.0 days) is instead quoted as measured phase;
actually, in our convention – coherent throughout the paper – 179.0 days correspond to 00:00 of
of 29 June (as, for example, t = 0.0 days is 00:00 of 1st of January and t = 1.0 days is 00:00 of
2nd of January).
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different years175, 176 and is 5.7 (5.9, 4.7) σ from the LVD (Borexino, first and re-
cently modified evaluations, respectively) “mean” phase of muons (7.1 σ from the


















Fig. 14. The phase of the DAMA annual modulation signal176 and the muon phases quoted by
Borexino in two analyses (May 2007 – May 2010,244, 245 and May 2007 – May 2011246, 247), by
LVD (January 2001 – December 2008243), and by MACRO (January 1991 – December 1994242).
The muon phases quoted by those three experiments have to be regarded as mean values among
the muon phases in all the considered years since the muon phase depends on the temperature
of the outer atmosphere and, thus, it changes each year. The phase of the DAMA observed effect
has instead a stable value in the different years.175, 176 The horizontal dashed line corresponds to
June 2nd (date around which the phase of the DM annual modulation is expected). The middle of
June is also marked as an example; in fact, the maximum temperature of the Teff at the LNGS
location (see text) cannot be as early as the middle of June (and for several years), date which is
still 3 σ far away from the phase of the DAMA observed effect.239
errors in the muon flux are not completely gaussian; however, it gives the right or-
der of magnitude of the confidence level for the incompatibility between the DAMA
phase and the phase of muons and of the muon-induced effects. Analyses carried
out by different authors confirm these outcomes; for example, a disagreement in
the correlation analysis between the LVD data on muon flux and the DAMA (2–6)
keV residuals with a confidence level greater than 99.9% has been reported in Ref.
250, where it has been shown that they differ in their power spectrum, phase, and
amplitude.
In particular, the expected phase for DM is significantly different than the ex-
pected phase of muon flux at Gran Sasso: in fact, while the first one is always about
152.5 day of the year, the second one is related to the variations of the atmospheric
temperature above the site location, Teff . The behaviour of Teff at the LNGS lo-
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cation as function of time has been determined e.g. in Ref. 246, 247; as first order
approximation Teff was fitted with a cosinusoidal behaviour and the phase turned
out to be (24 June ± 0.4 days)246, 247 (this is later than e.g. the middle of June,
date which is still 3σ far away from the DAMA measured phase, see Fig. 14). In
addition, fitting the temperature values at L’Aquila in the years 1990-2011251 with
a cosinusoidal function, a period of (365.1± 0.1) days and a phase of (25 July ± 0.6
days) are obtained.239
Thus, in conclusion, in addition to the previously mentioned arguments, also
the phase of the DAMA annual modulation signal176 is significantly different than
the phases of the surface temperature and of the Teff , on which the muon flux
measured deep underground is dependent, and than the phases of the muon flux
measured by MACRO, LVD and Borexino experiments.
The above arguments also holds for every kind of cosmogenic product (even
hypothetical exotics) due to muons.239 In particular, when the decays or the de-
excitations of any hypothetical cosmogenic product have mean-life time τ , the ex-
pected phase, tside, would be (much) larger than the muon phase (of each considered
year) tµ and even more different from the one measured by the DAMA experiments
and expected from the DM annual modulation signature (≃ June 2nd).239 In fact,
the number of the cosmogenic products, N(t), satisfies the following equation:239
dN = −N(t)dtτ + [a+ b cosω(t− tµ)] dt,
where the N(t) variation is given by the sum of two contributions: the former due to
the decay of the species and the latter due to their production, showing the typical
pattern of muon flux with b/a ≃ 0.015, and period T = 2π/ω = 1 year; a is the
mean production rate. Solving this differential equation, one has:239
N(t) = Ae−t/τ + aτ + b√
(1/τ)2+ω2
cosω(t− tside),
where A is an integration constant, and tside = tµ +
arctg(ωτ)
ω . In condition of
secular equilibrium (obtained for time scale greater than τ), the first term vanishes
and the third term shows an annual modulation pattern with phase tside. The
relative modulation amplitude of the effect is: b/a√
1+(ωτ)2
. Two extreme cases can
be considered: if τ ≪ T/2π, one gets tside ≃ tµ + τ ; else if τ ≫ T/2π, one gets
tside ≃ tµ + T/4 (≃ tµ + 90 days) and the relative modulation amplitude of the
effect is ≪ 1.5%.
In conclusion, the phase of muons and of whatever (even hypothetical) muon-
induced effect is inconsistent with the phase of the DAMA annual modulation effect.
In addition to the previous arguments, the direct interaction of muons cross-
ing the DAMA set-ups cannot give rise to any appreciable variation of the mea-
sured rate. In fact, the exposed NaI(Tl) surface of DAMA/LIBRA is about 0.13
m2 (and smaller in the former DAMA/NaI); thus the total muon flux in the ≃ 250
kg DAMA/LIBRA set-up is about 2.5 muons/day; moreover, the impinging muons
give mainly multiple-hits events and over the whole energy spectrum.
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The order of magnitude of contribution due to the direct interaction of muons
crossing the DAMA set-up has been estimated by a Montecarlo calculation177, 252
where three topologies of the detectors (depending on their locations in the 5 × 5
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Fig. 15. Single-hit event rate as a function of the energy, expected for different sets of
DAMA/LIBRA detectors from the direct interaction of muons crossing the DAMA set-up, taking
into account the muon intensity distribution, the Gran Sasso rock overburden map, and the geom-
etry of the set-up. Case a): average contribution of the 5 upper and 5 lower detectors in the 5× 5
matrix. Case b): average contribution of the remaining 15 detectors. Case c) average contribution
of the 9 inner detectors.252 See also Ref. 239
infer that the contributions from muons interacting in the detectors directly – for
single-hit events in the (2–6) keV energy region – to the DAMA total counting rate
(that is around 1 cpd/kg/keV) and to the observed annual modulation amplitude
(that is around 10−2 cpd/kg/keV) are negligible (many orders of magnitude lower).
In addition, as mentioned above, this contribution would also fail some requirements
of the DM annual modulation signature.
The surviving muons and the muon-induced cascades or showers can be sources
of neutrons in the underground laboratory. Such neutrons produced by cosmic
rays are substantially harder (extending up to several hundreds MeV energies249)
than those from environmental radioactivity; their typical flux is about 10−9
neutrons/cm2/s,253 that is three orders of magnitude smaller than the neutron flux
produced by radioactivity. In particular, the fast neutron rate produced by muons
interaction is given by: Rn = Φµ · Y ·Meff where Meff is the effective mass where
muon interactions can give rise to events detected in the DAMA set-up and Y is the
integral neutron yield, which is normally quoted in neutrons per muon per g/cm2
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of the crossed target material. The integral neutron yield critically depends on the
chemical composition and on the density of the medium through which the muons
interact (see e.g. Ref. 239 and Refs. therein for more details). The modulation ampli-
tude of the single-hit events in the lowest energy region induced in DAMA/LIBRA
by a muon flux modulation can be estimated according to:
S
(µ)
m = Rn · g · ǫ · f∆E · fsingle · 1.5%/(Mset−up ·∆E),
where g is a geometrical factor, ǫ is the detection efficiency for neutrons, f∆E is the
acceptance of the considered energy window (E ≥ 2 keV), fsingle is the single-hit
efficiency and 1.5% is the muon modulation amplitude.239 Since Mset−up ≃ 250 kg,
∆E ≃ 4 keV, assuming the very cautious values: g ≃ ǫ ≃ f∆E ≃ fsingle ≃ 0.5 and
taking for Meff the total mass of the heavy shield, 15 ton, one obtains:
S
(µ)
m < (0.3− 2.4)× 10−5 cpd/kg/keV
that is, S
(µ)
m ≪ 0.5% of the observed single-hit events modulation amplitude.239 In
conclusion, any appreciable contribution from fast neutrons produced by the muon
interactions can be quantitatively excluded. In addition, it also would fail some of
the requirements of the DM annual modulation signature.
In addition to the previous arguments, it has been demonstrated in Ref. 239 that
any hypothetical effect due to muons crossing the NaI(Tl) detectors and/or the sur-
roundings of the set-up cannot give any appreciable contribution to the observed
(2–6) keV single-hit event rate, already just owing to statistical considerations. In
fact, because of the poissonian fluctuation on the number of muons, the standard
deviation, σ(A), of any hypothetically induced (2–6) keV single-hit modulation am-
plitude would be much larger than measured by DAMA, thus, giving rise to no
statistically-significant effect (see Ref. 239). In fact, σ(A) is expected to be (much)
larger than ≈ 0.005 cpd/kg/keV for any possible (known and exotic) contribution
of muons, as demonstrated in Ref. 239. In particular, for muons interacting di-
rectly in the NaI(Tl) DAMA/LIBRA detectors it is expected to be σ(A) = 0.017
cpd/kg/keV. Therefore, these fluctuations are much larger than the value experi-
mentally observed by DAMA for σ(A), 0.0013 cpd/kg/keV.176 We can conclude that
all (standard and exotic) mechanisms, because of the low number of the involved
muons, provide too high fluctuations of the data, not observed in DAMA. Even just
this last argument alone is enough to discard any kind of hypothesis about muons.
5.2. No role for environmental neutrons
Environmental neutrons cannot give any significant contribution to the annual mod-
ulation measured by the DAMA experiments.116, 170, 171, 175, 176 In fact, the thermal
neutron flux surviving the multicomponent DAMA/LIBRA shield has been deter-
mined by studying the possible presence of 24Na from neutron activation of 23Na
in NaI(Tl). In particular, 24Na presence has been investigated by looking for triple
coincidences induced by a β in one detector and by the two γ’s in two adjacent
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ones. An upper limit on the thermal neutron flux surviving the multicomponent
DAMA/LIBRA shield has been derived as: < 1.2×10−7 n cm−2 s−1 (90% C.L.),175
that is at least one order of magnitude lower than the value of the environmen-
tal neutrons measured at LNGS. The corresponding capture rate is: < 0.022 cap-
tures/day/kg. Even assuming cautiously a 10% modulation (of whatever origing)
of the thermal neutrons flux, and with the same phase and period as for the DM
case, the corresponding modulation amplitude in the lowest energy region would
be:116, 175 < 0.01% of the DAMA observed modulation amplitude. Similar out-
comes have also been achieved for the case of fast neutrons; the fast neutrons have
been measured in the DAMA/LIBRA set-up by means of the inelastic reaction
23Na(n, n′)23Na∗ (2076 keV) which produces two γ’s in coincidence (1636 keV and
440 keV). An upper limit – limited by the sensitivity of the method – has been
found: < 2.2×10−7 n cm−2 s−1 (90% C.L.),175 well compatible with the value mea-
sured at LNGS; a reduction at least an order of magnitude is expected due to the
neutron shield of the set-up. Even when cautiously assuming a 10% modulation (of
whatever origin) of the fast neutrons flux, and with the same phase and period as
for the DM case, the corresponding modulation amplitude is < 0.5% of the DAMA
observed modulation amplitude.116, 175
Moreover, in no case the neutrons can mimic the DM annual modulation signa-
ture since some of the peculiar requirements of the signature would fail.
5.3. No role for 128I decay
It has been claimed in Ref. 254 that environmental neutrons (mainly thermal and/or
epithermal), occasionally produced by high energy muon interactions, once captured
by Iodine might contribute to the modulation observed by DAMA through the
decay of activated 128I (that produces – among others – low energy X-rays/Auger
electrons). But such an hypothesis is already excluded by several arguments given
above and has already been rejected in details in Ref. 237, 238, 239. Let us give the
main arguments in the following.
The 128I decays via EC (6.9%) and β− (93.1%) channels.255 When it decays via
EC, it produces low energy X-rays and Auger electrons, totally contained inside
the NaI(Tl) detectors; thus, the detectors would measure the total energy release
of all the X-rays and Auger electrons, that is the atomic binding energy either of
gFor the sake of correctness, it is worth noting that a variation of the neutron flux in the un-
derground Gran Sasso laboratory has never been suitably proved. In particular, besides few spec-
ulations, there is just an unpublished 2003 short internal report of the ICARUS collaboration,
TM03-01, that seemingly reports a 5% environmental neutron variation in hall C by exploiting
the pulse shape discrimination (PSD) in commercial BC501A liquid scintillator. However, the sta-
bility of the data taking and of the applied PSD procedures over the whole data taking period and
also the nature of the discriminated events are not fully demonstrated. Anyhow, even assuming
the existence of a similar neutron variation, it cannot quantitatively contribute to the DAMA
observed modulation amplitude116, 171, 175 as well as satisfy all the peculiarities of the DM annual
modulation signature.
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the K-shell (32 keV) or of the L-shells (4.3 to 5 keV) of the 128Te. In particular
considering the branching ratios of the EC processes in the 128I decay, the K-shell
contribution (around 30 keV) must be about 8 times larger than that of L-shell;
while no modulation has been observed by DAMA above 6 keV (see175, 176 and
Refs. therein) and, in particular, around 30 keV. Moreover the 128I also decays by
β− with much larger branching ratio (93.1%) than EC (6.9%) and with a β− end-
point energy at 2 MeV. Again, no modulation has instead been observed in DAMA
experiments at energies above 6 keV.175, 176 Finally the L-shell contribution would
be a gaussian centered around 4.5 keV; this shape is excluded by the behaviour of
the measured modulation amplitude, Sm, as a function of energy (see Fig. 8).
The data collected by DAMA/LIBRA allow also the determination of the possi-
ble presence of 128I in the detectors. In fact, neutrons would generate 128I homoge-
neously distributed in the NaI(Tl) detectors; therefore studying the characteristic
radiation of the 128I decay and comparing it with the experimental data, one can
obtain the possible 128I concentration. The most sensitive way to perform such a
measurement is to study the possible presence of the 32 keV peak (K-shell contri-
bution) in the region around 30 keV.177, 239 As it can be observed in Fig. 16, there
is no evidence of such a peak in the DAMA/LIBRA data; hence an upper limit on
the area of a peak around 32 keV can be derived to be: 0.074 cpd/kg (90% C.L.).177
Considering the branching ratio for K-shell EC, the efficiency to detect events in
the energy interval around 30 keV for one 128I decay has been evaluated by the
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Fig. 16. Energy distribution of the events measured by DAMA/LIBRA in the region of interest
for the K-shell EC decay of 128I; the exposure here is 0.53 ton × yr. The solid line represents
the result of the fit described in Ref. 177, including the contributions of 129I and 210Pb to the
background. The gaussian (dashed) line is 50 times the limit of the 128I contribution, 0.074 cpd/kg,
excluded at 90% C.L..177 See also Ref. 239
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Fig. 17. Top - Data points: cumulative low-energy distribution of the single-hit scintillation events
measured by DAMA/LIBRA174 above the 2 keV software energy threshold of the experiment.
Histogram (color online): maximum expected counting rate from 128I decays corresponding to
the measured upper limit on 128I activity in the NaI(Tl) detectors: <15 µBq/kg (90% C.L.);
see the data in Ref. 177 and the text. Bottom - Data points: the DAMA measured modulation
amplitude as a function of the energy. Histogram (color online): maximum expected modulation
amplitude multiplied by a factor 30 as a function of the energy from 128I decays corresponding
to the measured upper limit on 128I activity given above when assuming an hypothetical 10%
neutron flux modulation, and with the same phase and period as a DM signal.
128I: a128 < 15 µBq/kg (90% C.L.).
239 This upper limit allows us to derive the
maximum counting rate which may be expected from 128I in the keV region; it is
reported in Fig. 17–Top together with the cumulative low-energy distribution of
the single-hit scintillation events measured by DAMA/LIBRA.174 It can be noted
that any hypothetical contribution from 128I would be negligible; even arbitrarily
assuming the hypothetical case of a 10% environmental neutron flux modulation,
and with the same phase and period as the DM signal, the contribution to the
DAMA measured (2–6) keV single-hit modulation amplitude would be < 3× 10−4
cpd/kg/keV at low energy, as reported in Fig. 17–Bottom, that is < 2% of the
DAMA observed modulation amplitudes. In conclusion, any single argument given
in this section excludes a role played by 128I decay.
5.4. No role for potassium in the DAMA annual modulation result
Let us here address in details some arguments about the presence of potassium in
the detectors and the exclusion of any hypothetical role of it. As first we remark
that the only potassium isotope contributing to the background is the radioactive
40K (natural abundance 1.17 × 10−4 and half life 1.248 × 109 yr), which is at ppt
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(10−12g/g) level in the detectors.174
The 40K content of each crystal has been quantitatively determined through the
investigation of double coincidences (see below and Fig. 18). The measured value
of natK content averaged on all the crystals is 13 ppb as reported e.g. in Ref. 236.
It is worth noting that it appears difficult to do better in NaI(Tl), considering e.g.
the chemical affinity of Na and K.
Fig. 18. Scatter plot of double coincidence events between a DAMA/LIBRA detector, A, (low
energy region) and an adjacent one (higher energy region). The threshold of each PMT is at single
photoelectron level. For comparison, the software energy threshold used in the data analyses of the
single-hit events for Dark Matter particle investigation: 2 keV, is shown as continuous line. The
double coincidence events due to 40K decay (3.2 keV – 1461 keV) are well identified. For details
see Ref. 174.
Any hypothetical role played by 40K in the annual modulation results is dis-
carded by the data, by the published analyses and also by simple considerations.
Let us summarize that:
• 40K decay cannot give any modulation at all, unless evoking new exotic
physics (see later);
• although the peak around 3 keV in the cumulative energy spectrum (see Fig.
1 of Ref. 175 and the discussion in Ref. 236) can partially be ascribed to 40K
decay, there is no evidence for any 3 keV peak in the Sm distribution (see
Fig. 8). At the present level of sensitivity the Sm behaviour is compatible
within the uncertainties both with a monotonic behaviour and with a kind
of structure, as expected for many DM candidates, also including those
inducing just nuclear recoils; see e.g. Sect. 6;
• no modulation has been observed in other energy regions where 40K decays
also contribute;175
• no modulation has been observed in multiple-hits events (events where more
than one detector fires) in the same energy region where DAMA observes
the peculiar modulation of the single-hit events (events where just one de-
tector fires). In fact, 40K can also give rise to double events in two adjacent
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detectors when: i) 40K decays in a detector, A, by EC of K shell to the 1461
keV level of 40Ar; ii) the 1461 keV γ escapes from the A detector and hits
an adjacent one causing a double coincidence. The 3.2 keV X-rays/Auger
electrons from K shell of 40Ar are fully contained in the A detector with
efficiency ≃ 1, giving rise in A to a 3.2 keV peak. These double coinci-
dence events, shown in Fig. 18, and also possible multi-site events due to
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Fig. 19. Left: residuals – normalized to the error – of the double coincidence events (3.2
keV – 1461 keV) due to 40K decay as function of the time throughout the six yearly cycles of
DAMA/LIBRA175, 176 (the data points are connected by straight segments). The two superim-
posed curves represent the best-fit modulation behaviours Acosω(t − t0) and Asinω(t − t0) with
1 year period and phase t0 = June 2nd; the best fit values of the modulation amplitudes are:
A = −(0.117 ± 0.094) and A = −(0.025 ± 0.098), respectively. Both values are well compatible
with absence of any annual modulation in the double coincidence events due to 40K decay. More-
over, the data show a random fluctuation around zero (χ2/dof = 1.04) and their distribution
(right panel) is well represented by a gaussian with r.m.s. ≃ 1.
• no modulation is present in the double coincidence events (3.2 keV – 1461
keV) due to 40K decay. Their residualsh – normalized to the error – as func-
tion of the time are shown in Fig. 19–left throughout the six yearly cycles of
DAMA/LIBRA.175, 176 The two superimposed curves represent the best-fit
modulation behaviours Acosω(t− t0) and Asinω(t− t0) with 1 year period
and phase t0 = June 2
nd; the best fit values of the modulation amplitudes
are: A = −(0.117 ± 0.094) and A = −(0.025 ± 0.098), respectively. These
latter values are well compatible with absence of any annual modulation.
Moreover, the data show a random fluctuation around zero (χ2/dof = 1.04)
and their distribution (see Fig. 19–right) is well represented by a gaussian
hThey are calculated averaging the counting rate of the double coincidence events (3.2 keV – 1461
keV) in every pair of adjacent detectors, once subtracted its mean value.
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with r.m.s. ≃ 1. Hence, in conclusion, there is absence of any annual mod-
ulation in the double coincidence events due to 40K decay;
• no modulation has been observed in the data points of Fig. 19–left also for
the case of the phase of cosine to the perihelion (≃ Jan 3rd). This case is
considered owing to the effect in Ref. 256, where a 0.3% yearly modulation
of nuclear decays of two nuclides has been reported i with a phase roughly
equal to perihelion. In particular, the modulation amplitude obtained by
best fit is compatible with zero: A = (0.10±0.12). Let us note that the effect
in Ref. 256 is well below this sensitivity, and that this effect in every case is
not able to account for the DAMA signal because of the well-different phase,
of the marginal modulation amplitude and of several other arguments given
in this list.
• the analysis of 40K double coincidences also rules out at level more than
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Fig. 20. (Color online). The residuals – normalized to the error and shown in Fig. 19 – of
the double coincidence events (3.2 keV – 1461 keV) due to 40K decay as function of the time
throughout the six yearly cycles of DAMA/LIBRA.175, 176 The two superimposed curves represent
the modulations expected when assuming the DAMA effect given by the two hypothetical cases
of: i) 40K “exotic” modulation decay with the same phase and period of the DM particles (red
line); ii) spill-out from double to single events and viceversa along the time (blue line). While the
former effect is expected to be in phase with the observed single-hit modulation, the latter one is
in counterphase. This analysis of 40K double coincidences rules out the two hypotheses at level
more than 10 σ C.L.: by the fact, the χ2 are equal to 674 and 3063, respectively, over 219 degrees
of freedom. However, these exotic hypothetical arguments were already excluded by several other
arguments given in the text.
that the DAMA effect might be due to the two hypothetical cases of: i) 40K
iLet us remark that in Ref. 257 this effect has already been confuted by searching for modifi-
cations to the exponential radioactive decay law with the Cassini spacecraft. Moreover, direct
measurements also rule it out.258, 259
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“exotic” modulation decay (also see above) with the same phase and period
of the DM particles; ii) spill-out from double to single events and viceversa
along the time; on the other hand these exotic hypothetical arguments were
already excluded also by several other arguments given in this list.
• the behaviour of the overall efficiency during the whole data taking period
is highly stable. A quantitative investigation of the role of the efficiency
as possible systematics leads to a cautious upper limit less than 1% of the
modulation amplitude, as reported e.g. in Ref. 175, 176;
• the annual modulation signal – observed by DAMA – is present both in the
outer and in the inner detectors.175, 176 Hence, there is no dependence on the
veto capability, that is different – by geometrical reasons – among the outer
and the inner detectors. In particular, if the 40K decay hypothetically played
some role in the annual modulation of the low-energy single-hit events,
the effect would be larger in the outer detectors where the 1461 keV γ’s
accompanying the 3.2 keV X-rays/Auger electrons have lower probability
to be detected by closer detectors;
• the annual modulation signal – observed by DAMA – is equally distributed
over all the detectors;175, 176 see also the previous considerations.
Thus, for all the above reasons (and just one of them is enough), no role can be
played by 40K in the DAMA annual modulation results.
5.5. Further arguments and miscellanea
In the following we will discuss further arguments erroneously put forward in liter-
ature.
5.5.1. No necessity for a large modulation fraction (Sm/S0) in the
interpretation of the DAMA result
The necessity for a large modulation fraction (Sm/S0) in corollary model dependent
interpretation of the DAMA result has been claimed in Refs. 260, 261, 262.
In particular, in Ref. 260, 261, 262 is claimed that the presence of natK also
at ∼ 10 ppb level poses a challenge to any interpretation of the DAMA results in
terms of a Dark Matter model, requiring a 20% modulation fraction or more; these
papers contain several erroneous claims already confuted by DAMA coll.240, 241 On
the contrary of what is claimed in Ref. 260, 261, 262, the obtained DAMA model
independent evidence is compatible with a wide set of scenarios regarding the nature
of the Dark Matter candidate and related astrophysical, nuclear and particle physics
(see Sect. 6 and literature).
It is worth noting that the procedure used by DAMA in the model-dependent
analyses accounts for all the experimental information carried out by the data. In
particular a maximum likelihood, ML, procedure is used; the ML function can be
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defined as the product of the ML functions for single energy bin given in Eq. 7:







We remind that Nijk is the number of events collected in the i-th time in-
terval (hereafter 1 day), by the j-th detector and in the k-th energy bin, and
µijk = [bjk + S0,k + Sm,k · cosω(ti − t0)]Mj∆ti∆Eǫjk is its expectation. Since S0,k
and Sm,k depend on the theoretical scenario (DM candidate, astrophysical param-
eters, ...) L will be a function of all these parameters, generally indicated as DM ,
and of the whole bjk and Nijk sets, shortly indicated as b and N , respectively:
L = L(N |b,DM). The maximum likelihood estimates of the parameters b and DM
are obtained by maximizing L for a given set of observations, N , or by minimizing
the function y = −2lnL− const, with const chosen so as to have y(noDM) = 0. In
the minimization procedure bjk ≥ a cautious estimate of each detector background.
Thus, this maximum likelihood procedure requires the agreement: i) of the expec-
tations for the modulated part of the signal with the measured modulated behavior
for each detector and for each energy bin; ii) of the expectations for the unmod-
ulated component of the signal with respect to the measured differential energy
distribution for each detector.
A visual indication can be found in Ref. 236, where the cumulative energy spec-
trum over the 25 detectors has been reported up to 10 keV, just as an example,
showing that there was room for a sizeable constant part of the signal: namely
S0 ≤ 0.25 cpd/kg/keV in the (2–4) keV energy region, considering the measured
40K residual contamination in the crystals and the remaining background estimated
from the data behaviours in the energy region up to ∼ 20 keV, requiring consistency
with the behaviour of each detector. Since the measured modulation amplitude (Sm)
is around 10−2 cpd/kg/keV, there is no reason to claim the necessity to have “a
20% modulation fraction or more”.
Moreover, the necessity for a large modulation fraction (Sm/S0) claimed in Ref.
260, 261, 262 is based on the erroneous assumption of a 0.85 cpd/kg/keV flat back-
ground in the (2–7) keV energy region. This approach is completely arbitrary j
because it is not based on a knowledge of the background contributions, but it is
the result of a fitting procedure – among others – also based on incorrect hypotheses,
as discussed in Ref. 240, 241. In the approach followed by the DAMA experiments,
the Dark Matter annual modulation signature, the experimental observable is not
S0, but the modulation amplitude, Sm, as a function of energy. Thus, the Dark Mat-
ter annual modulation approach does not require any identification of S0 from the
total single-hit counting rate, in order to establish the presence of DM particles in
the galactic halo. Thus, such signature allows one to overcome the large uncertain-
ties associated to the exploitation of many data selections/subtractions/statistical-
jThis procedure is not the same as the one performed by DAMA, on the contrary of what claimed
there.
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discrimination procedures, to the modeling of surviving background in keV region
and to the a priori assumption on the nature and interaction type of the DM par-
ticle(s), which affect other approaches. In particular, as already mentioned e.g. in
Ref. 174, a precise modeling of background in the keV region counting rate is al-
ways unlikely because e.g. of (i) the limitation of Montecarlo simulations at very
low energies; (ii) the fact that often just upper limits for residual contaminants are
available (and thus the real amount is unknown); (iii) the unknown location of each
residual contaminant in each component of the set-up; (iv) the possible presence
of non-standard contaminants, generally unaccounted; (v) etc.. In conclusion, this
explains why the conclusions derived from some fitting procedures used in Ref. 260,
261, 262 are untenable.
Finally, just for completeness, let us note that in any case scenarios and Dark
Matter candidates exist which can provide relatively large modulation fraction as
well (see f.i. Ref. 263).
5.5.2. No role for hypothetical phosphorescence induced by muons
The possible contribution to the (2–6) keV single-hit events from delayed phospho-
rescent pulses induced by the muon interaction in the NaI(Tl) crystals, as proposed
in Ref. 264, can be excluded according to the following arguments (see also Refs.
239, 231).
Since the total µ flux in DAMA/LIBRA is about 2.5 µ/day (see Sect. 5.1),
the total µ modulation amplitude in DAMA/LIBRA is about: 0.015 × 2.5 µ/day
≃ 0.0375 µ/day (1.5% muon modulation has been adopted, see Sect. 5.1). The
single-hit modulation amplitude measured in DAMA/LIBRA in the (2–6) keV en-
ergy interval is instead:175, 176 Sm(2 − 6 keV) ×∆E ×Mset−up ∼ 10 cpd.239 Thus,
the number of muons is too low to allow a similar effect to contribute to the DAMA
observed amplitude; in fact, to give rise to the DAMA measured modulation ampli-
tude each µ should give rise to about 270 single-hit correlated events in the (2–6)
keV energy range in a relatively short period.239
Such an hypothesis would imply dramatic consequences for every NaI(Tl) de-
tector at sea level (where the µ flux is 106 times larger than deep underground at
LNGS), precluding its use in nuclear and particle physics. Moreover, phosphores-
cence pulses (as afterglows) are single and spare photoelectrons with very short time
decay (∼10 ns); they appear as “isolated” uncorrelated spikes. On the other side,
scintillation events are the sum of correlated photoelectrons following the typical
time distribution with mean time equal to the scintillation decay time (∼240 ns).
Pulses with short time structure are already identified and rejected in the noise re-
jection procedure described in detail, e.g. in Ref. 174 (the information on the pulse
profile is recorded). Thus, in addition, phosphorescence pulses are not present in
the DAMA annual modulation data.
Furthermore, because of the poissonian fluctuation on the number of muons,
the standard deviation of the (2–6) keV single-hit modulation amplitude due to
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an effect of hypothetical phosphorescence induced by muons would be 13 times
larger than that measured by DAMA (see Ref. 239) and therefore no statistically-
significant effect, produced by any correlated events, could be singled out. Even just
this argument is enough to discard the hypothesis of Ref. 264 (similar considerations
are also reported in Ref. 265).
Thus, the argument regarding a possible contribution from delayed phosphores-
cent pulses induced by muons can be safely rejected.
5.5.3. No role for long term modulation
In Ref. 265 it is argued that high-energy muons measured by LVD might show a
long term modulation with a period of about 6 years, suggesting that a similar long
term modulation might also be present in the DAMA data. Many arguments already
addressed in the present paper discard such a suggestion. However, for completeness

























Fig. 21. (Color online). Power spectrum of the annual baseline counting rates for (2–4) keV
(dashed – blue – curve) and (2–6) keV (dotted – red – curve) single-hit events. Also shown for
comparison is the power spectrum obtained by considering the 13 annual cycles of DAMA/NaI and
DAMA/LIBRA for the single-hit residuals in (2–6) keV (solid – black – line).176 The calculation
has been performed according to Ref. 234, 235, including also the treatment of the experimental
errors and of the time binning. As can be seen, a principal mode is present at a frequency of
2.735 × 10−3 d−1, that corresponds to a period of ≃ 1 year. The 99.7% confidence lines for
excluding the white noise hypothesis are also shown (see text). No statistically-significant peak
is present at lower frequencies and, in particular, at frequency corresponding to a 6-year period.
This implies that no evidence for a long term modulation in the counting rate is present.239
For each annual cycle of DAMA/NaI and DAMA/LIBRA, the annual baseline
counting rates, that is the averages on all the detectors (j index) of flatj, have
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been calculated for the (2–4) keV and (2–6) keV energy intervals, respectively.
Their power spectra (dashed – blue online – and dotted – red online – curves,
respectively) in the frequency range 0.0002–0.0018 d−1 (corresponding to a period
range 13.7–1.5 year) are reported in Fig. 21. The power spectrum (solid black line)
above 0.0022 d−1 of Fig. 3, obtained when considering the (2–6) keV single-hit
residuals, is reported for comparison. To evaluate the statistical significance of these
power spectra we have performed a Montecarlo simulation imposing constant null
expectations for residuals; from the simulated power spectra the probability that
an apparent periodic modulation may appear as a result of pure white noise has
been evaluated. The 99.7% confidence lines for excluding the white noise hypothesis
are shown in Fig. 21. A principal mode is present in the power spectrum of the
experimental data for a frequency equal to 2.735 × 10−3 d−1 (black solid curve),
corresponding to a period of ≃ 1 year, while no statistically-significant peak is
























Fig. 22. (Color online). A detail of Fig. 21, with superimposed power spectrum (solid black
curve), expected in the hypothesis of a contribution from muons with 6-year period. The shaded
region is the 1σ (68% C.L.) band. The peak at 6 year period would be in this hypothesis well
evident and above the threshold of detectability at 3σ C.L.. On the contrary, the power spectrum
of the experimental data (dashed – blue – and dotted – red – curves) is completely outside the 1σ
band. For simplicity, the calculations are shown just for the cumulative (2–6) keV energy interval.
This further shows that no evidence for a long term modulation in the counting rate is present, as
it should already be expected on the basis of the many other arguments discussed in this paper.
See text.239
A further investigation of any hypothetical 6-year period has been performed
in Ref. 239, taking into account that the LVD muon data have a 1-year period
modulation amplitude equal to 1.5%,243 and – according to the claim of Ref. 265
– a 6-year period modulation amplitude equal to 1% (actually >∼ 1%, as reported
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in Ref. 265). Thus, in the case that muons might contribute to the DAMA effect
(which is excluded as already discussed in Sect. 5.1), a 6-year period modulation
would be present in the DAMA data with amplitude ≃ 0.008 cpd/kg/keV, that is a
1%/1.5% fraction of the 1-year period modulation amplitude measured by DAMA.
A simulation of 106 experiments has been performed and the power spectrum of
each simulation has been derived. The average of all the simulated power spectra
is reported in Fig. 22 as solid black curve; the shaded region is the 1σ (68% C.L.)
band. The hypothetical peak at 6-year period would be under these assumptions
well evident and above the threshold of detectability at 3σ C.L.; on the contrary,
the power spectrum of the experimental data is completely outside the 1σ band.
This further shows that no evidence for a long term modulation in the counting
rate is present, as – on the other hand – it should already be expected on the basis
of the many other arguments (and just one suffices) discussed in this paper, further
demonstrating that there is no role for muons.
5.5.4. No role for other modulations with frequencies larger than the annual
frequency
In Ref. 266 it has been argued, with wrong arguments, the presence in the DAMA
data of other modes with higher frequencies (≃ 11.4 y−1), corresponding to about
30 day period. The authors use these arguments to infer that the DAMA results
might at some extent have a similar nature as the claimed measurements of 36Cl
and of 32Si data in Ref. 267, and be correlated with the solar rotation.
Let us comment that the Lomb-Scargle procedure, used in Ref. 266, does not
take into account either the experimental errors or the time binning (i.e. the start
and stop times of each measurement), as instead always done in DAMA analysis (see
Sect. 4). Moreover, the frequencies studied in Ref. 266 largely exceed the Nyquist
one (which is for DAMA data of the order of 3 y−1).
Thus, the underlying problem is that it is not possible to extract from the DAMA
residual rate (having 40-60 days time bins) an oscillation with 30 day period (that
is 11-13 y−1) as that claimed in Ref. 266. In fact, it is quite easy to understand
that e.g. a 30 days oscillation is washed out by the integration over the time bin
used by DAMA. As mentioned, the integration over the time bin is not considered
in the procedure adopted by those authors, and this invalidates their outcome. The
Lomb-Scargle periodogram obtained with the correct procedure and treatment of
experimental errors and time bin is shown in Fig. 4, where no peak is present at the
frequency of ≃ 11.4 y−1. Therefore, their conclusion about hypothetical influence
of solar rotation with 10–15 y−1 frequency is meaningless.
6. Corollary model dependent analyses and the compatibility of
the DAMA results with many scenarios
The DM model independent results pointed out by DAMA experiments give evi-
dence with high C.L. for the presence of DM particles in the galactic halo. In order
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Fig. 23. Examples of expected behaviors for some of the many possible scenarios (see Table
8), superimposed to the measured Sm values of Fig. 8. The shown behaviours have not been
obtained by the maximum likelihood method (see in our quoted literature) and are shown just
for illustrative purpose; they all give practically about the same C.L.. The full treatment of the
data by maximum likelihood method to update the volumes/regions allowed at given C.L. by the
cumulative DAMA/NaI and DAMA/LIBRA data for the considered scenarios will be presented
elsewhere following the full analysis method of Refs. 116, 171, 81, 123, 78, 172, 77, 79.
to perform corollary investigation on the nature of the DM particles, model depen-
dent analyses are necessary k; thus, many theoretical and experimental parameters
and models appear and many hypotheses must also be exploited. A wide set of
scenarios is possible considering the lack of knowledge about the real nature of the
candidate, its distribution in the Galaxy, its coupling to target materials, etc. This
reflects the fact that there is no “Standard Model” for DM particles and whatever
corollary interpretation and comparison in the field is model-dependent.
The obtained model independent evidence of DAMA is compatible with a wide
set of existing scenarios regarding the nature of the DM candidate and related
astrophysical, nuclear and particle Physics. Some interpretations and examples can
kIt is worth noting that it does not exist in direct and indirect DM detection experiments ap-
proaches which can offer such information independently on the assumed models.
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be found e.g. in Refs. 77, 78, 79, 81, 116, 123, 155, 156, 157, 158, 159, 160, 161, 162,
163, 164, 165, 166, 167, 168, 171, 172 and in Appendix A of Ref. 175. Fig. 23 shows
some particular cases where the experimental Sm values of Fig. 8 are superimposed
with their expected behaviors, estimated for the DM candidates in the scenarios
and for the parameters’ values reported in Table 8. It is worth noting that the
Table 8. Scenarios and parameters values used in the expected energy distributions shown in
Fig. 23; they have been chosen among the many possible ones.77–79, 81, 116, 123, 171, 172 In the
fourth column the considered Set – as in Ref. 116 – of nuclear form factors and/or of nuclear
quenching factors is reported. Here: i) σSI is the spin independent point-like cross section; ii)
σSD is the spin dependent point-like cross section; iii) θ is an angle defined in the [0,pi) interval,
whose tangent is the ratio between the DM-neutron and the DM-proton effective SD coupling
strengths, respectively;116 iv) mH is the mass of the LDM particle; v) ∆ is the mass split-
ting;79 vi) gaee is the bosonic axion-like particle coupling to electrons. For the cross sections
of the LDM particle see Ref. 79 and for the channeling effect see Ref. 172. See also Ref. 175.
DM particle elastic scattering on nuclei, spin-independent (SI) and spin-dependent (SD) couplings,
local velocity = 170 km/s (220 km/s for the cases a and b) and nuclear cross section scaling laws as in Ref. 116
Curve Halo model Local density Set as DM particle ξσSI ξσSD θ Channeling
label (see Ref. 116, 115) (GeV/cm3) in Ref. 116 mass (pb) (pb) (rad) 172
a A5 (NFW) 0.33 A 10 GeV 1.6× 10−4 0 – no
b A5 (NFW) 0.33 A 10 GeV 7.1× 10−6 0 – yes
c A5 (NFW) 0.2 A 15 GeV 3.1× 10−4 0 – no
d A5 (NFW) 0.2 A 15 GeV 1.3× 10−5 0 – yes
e A5 (NFW) 0.2 B 60 GeV 5.5× 10−6 0 – no
f B3 (Evans 0.17 B 100 GeV 6.5× 10−6 0 – no
power law)
g B3 (Evans 0.17 A 120 GeV 1.3× 10−5 0 – no
power law)
h A5 (NFW) 0.2 A 15 GeV 10−7 2.6 2.435 no
i A5 (NFW) 0.2 A 15 GeV 1.4× 10−4 1.4 2.435 no
j A5 (NFW) 0.2 B 60 GeV 10−7 1.4 2.435 no
k A5 (NFW) 0.2 B 60 GeV 8.7× 10−6 8.7× 10−2 2.435 no
l B3 (Evans 0.17 A 100 GeV 10−7 1.7 2.435 no
power law)
m B3 (Evans 0.17 A 100 GeV 1.1× 10−5 0.11 2.435 no
power law)
Light Dark Matter (LDM) inelastic scattering and bosonic axion-like interaction as in Ref. 81, 79,
A5 (NFW) halo model as in Ref. 116, 115, local density = 0.17 GeV/cm3, local velocity = 170 km/s
Curve DM particle Interaction Set as mH ∆ Cross Channeling
label in Ref. 116 section (pb) 172
n LDM coherent A 30 MeV 18 MeV ξσcohm = 1.8× 10
−6 yes
on nuclei
o LDM coherent A 100 MeV 55 MeV ξσcohm = 2.8× 10
−6 yes
on nuclei
p LDM incoherent A 30 MeV 3 MeV ξσincm = 2.2× 10
−2 yes
on nuclei
q LDM incoherent A 100 MeV 55 MeV ξσincm = 4.6× 10
−2 yes
on nuclei
r LDM coherent A 28 MeV 28 MeV ξσcohm = 1.6× 10
−6 yes
on nuclei
s LDM incoherent A 88 MeV 88 MeV ξσincm = 4.1× 10
−2 yes
on nuclei
t LDM on electrons – 60 keV 60 keV ξσem = 0.3× 10
−6 –
t pseudoscalar see Ref. 81 – Mass = 3.2 keV gaee = 3.9× 10−11 –
axion-like
increase of the exposure and the lowering of the used 2 keV energy threshold will
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improve the discrimination capability among different astrophysical, nuclear and
particle Physics scenarios; DAMA/LIBRA–phase2 (see later) will exploit that.
Fig. 24. Regions in the nucleon cross section vs DM particle mass plane allowed by DAMA in
three different instances for the Na and I quenching factors: i) without including the channeling
effect [(green) vertically-hatched region], ii) by including the channeling effect [(blue) horizontally-
hatched region)], and iii) without the channeling effect using the energy-dependent Na and I
quenching factors229, 268 [(red) cross-hatched region]. The velocity distributions and the same
uncertainties as in Refs. 116, 171 are considered here. These regions represent the domain where the
likelihood-function values differ more than 7.5σ from the null hypothesis (absence of modulation).
The allowed region obtained for the CoGeNT experiment, including the same astrophysical models
as in Refs. 116, 171 and assuming for simplicity a fixed value for the Ge quenching factor and a
Helm form factor with fixed parameters, is also reported and denoted by a (black) thick solid line.
This region is meant to include configurations whose likelihood-function values differ more than
1.64σ from the null hypothesis (absence of modulation). This corresponds roughly to 90% C.L. far
from zero signal. See text and for details see Ref. 229.
Another example is the analysis in terms of DM particles inducing nuclear re-
coils, reported in Ref. 229, where also some uncertainties have been discussed, taken
into account and properly treated. In this analysis also some other uncertainties
due to the description of the halo models are accounted for (see Ref. 229 and Refs.
therein). Fig. 24 reports the regions in the nucleon cross section vs DM particle
mass plane allowed by DAMA in three different instances for the Na and I quench-
ing factors: i) without including the channeling effect, ii) by including the channeling
effect, and iii) without the channeling effect using the energy-dependent Na and I
quenching factors.229, 268 The velocity distributions and the same uncertainties as
in Refs. 116, 171 are considered as well. These regions represent the domain where
the likelihood-function values differ more than 7.5σ from the null hypothesis (ab-
sence of modulation). The allowed region obtained for the CoGeNT experiment (see
later), including the same astrophysical models as in Refs. 116, 171 and assuming
for simplicity a fixed value for the Ge quenching factor and a Helm form factor
with fixed parameters, is also reported. This latter region is meant to include con-
figurations whose likelihood-function values differ more than 1.64σ from the null
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hypothesis (absence of modulation); this corresponds roughly to 90% C.L. far from
zero signal. It is worthwhile to comment that the inclusion of other uncertainties,
not considered there, can further enlarge these allowed regions.
A large literature on corollary analyses of the DAMA results in terms of
various astrophysical, nuclear and particle physics scenarios is available (see e.g.
Refs.58–79, 81–103, 107–114).
7. Some arguments on comparisons
No other experiment, whose result can be directly compared in a model-independent
way with that of DAMA, is available so far in the field of Dark Matter direct de-
tection. On the other hand, many theoretical and experimental parameters, models
and assumptions appear in the model dependent investigation of the experimental
results of direct search experiments. In particular, one has to consider that: i) each
model requires its parameters; ii) each parameter has an allowed range of values
and not just a single value; iii) uncertainties in the models and in the parameters
can play a relevant role in the derived model dependent results and in comparisons.
Below just few of these quantities, models and parameters – mostly for the case of
DM interactions on nuclei – are recalled as examples:
• cross section, mass, and other quantities describing the phenomenology and
the space parameter of the considered DM candidate particle.
• Spin-Independent (SI) and/or Spin-Dependent (SD) interaction: elastic
scatterings with electromagnetic contribution arising from excitation of
bound electrons, inelastic scatterings on target nuclei with either SI and/or
SD coupling in various scenarios, interaction of light DM either on electrons
or on nuclei with production of a lighter particle, preferred interaction with
electrons, conversion of DM particles into e.m. radiation, etc..
• Effective couplings to nucleon: possible isospin dependence of the couplings
can be considered; effective DM particle-nucleon coupling strengths for ei-
ther SI and/or SD interaction can be defined, and this is important in the
comparison of results obtained with experiments using different target nu-
clei depending on the unpaired nucleon (compare e.g. odd spin isotopes of
Xe, Te, Ge, Si, W with 23Na and 127I).
• Form Factor: it depends on the target nucleus; there is not a universal for-
mulation for it, many profiles are available in literature. In these profiles
some parameters – whose value is not fixed – appear. In case of SD inter-
action there is no decoupling between nuclear and DM particles degrees of
freedom and it depends on adopted nuclear potential. The form factor pro-
files can differ by order of magnitude; the value strongly affects the expected
signal and the model dependent interpretation of the results.
• Spin Factor: in the SD interaction it is a crucial quantity. It depends on
the nuclear potential.116 In fact, not only large differences in the measured
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rate can be expected for target nuclei sensitive to the SD component of
the interaction (such as e.g. 23Na and 127I) with respect to those largely
insensitive to such a coupling (such as e.g. natGe and natSi), but also when
using different target nuclei, although all – in principle – sensitive to such
a coupling. Large differences exist in different models and even within the
same model, as the case e.g. of 23Na and 127I, having a proton as unpaired
nucleon, and 29Si, 73Ge, 129Xe, 131Xe, having a neutron as unpaired nucleon,
where the sensitivities are almost complementary, depending on the tgθ =
an/ap value (ratio between the neutron and the proton effective SD coupling
strengths) (see e.g.116).
• Scaling Law: the experimental observable in direct detection when searching
for scatterings of DM particles on target nuclei is the nucleus cross section
of the interaction; a scaling law for the cross sections is required in order to
compare the results obtained by using different target nuclei. For example,
it has been proposed that two-nucleon currents from pion exchange in the
nucleus can give different contribution for nuclei with different atomic num-
ber;143 as a consequence the cross section for some nuclei can be enhanced
with respect to others. Also similar arguments have a great relevance in the
model dependent comparisons.
• Halo model and DM velocity distribution: they are an open problem of the
field (see section 1.2); the existing uncertainties in these models affect the
expected counting rate and they must be taken into account.
• etc.
Moreover an important role, when a DM candidate inducing just nuclear re-
coils is considered, is played by the quenching factor (namely the ratio between the
detected energy in keV electron equivalent [keVee] and the kinetic energy of the
recoiling nucleus in keV). As is widely known, the quenching factor is a specific
property of the employed detector(s) and not an universal quantity for a given ma-
terial. For example, in liquid noble-gas detectors, it depends – among other aspects
– on the level of trace contaminants which can vary in time and from one liquefac-
tion process to another, on the cryogenic microscopic conditions, etc.; in bolometers
it depends for instance on specific crystal properties, trace contaminants, cryogenic
conditions, etc. of each specific detector, while generally it is assumed very favor-
ably exactly equal to unity. In crystal scintillators, the quenching factor depends,
for example, on the dopant concentration, on the growing method/procedures, on
residual trace contaminants, etc., and is expected to have an energy dependence.268
Channeling can play a role too. Thus, all these aspects are relevant sources of un-
certainties when interpreting and/or comparing whatever result in terms of DM
candidates inducing just nuclear recoils. The precise determination of the quench-
ing factor is quite difficult for all kinds of used detectors. In fact, generally the
direct measurements of quenching factors are performed with reference detectors,
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that in some cases can have features quite different from the detectors used in the
running conditions; in some other cases, these quenching factors are even not mea-
sured at all. Moreover, the real nature of these measurements and the used neutron
beam/sources may not point out all the possible contributions or instead may cause
uncertainties because e.g. of the presence of spurious effects due to interactions with
dead materials as e.g. housing or cryogenic assembling, different electronic assem-
bling (light response, energy threshold, energy resolution, etc.); therefore, they are
intrinsically more uncertain than generally quoted.
In particular, the values of quenching factors for Na and I, used by DAMA in
the corollary model-dependent analyses concerning candidates inducing just nuclear
recoils had, as a first reference, the values measured in Ref. 269. This measurement
was performed with a small NaI(Tl) crystal from the same growth of the used
detectors, irradiated by a 252Cf source, by applying the same method previously
employed in Ref. 270 where quenching factors equal to (0.4±0.2) for Na and (0.05±
0.02) for I (integrated over the 5–100 keV and the 40–300 keV nuclear recoil energy
range, respectively) were obtained. Using the same parameterization as in Ref. 270,
DAMA measured in Ref. 269 quenching factors equal to 0.30 for Na and 0.09 for
I, integrated over the 6.5–97 keV and the 22–330 keV nuclear recoil energy ranges
(corresponding approximately to the 2–30 keV electron equivalent range for both
cases), respectively. The associated errors derived from the data were quoted as one
unity in the least significant digit; then, considering also both the large variation
available in the literature116, 269–276 and the use of a test detector, a 20% associated
error has been included, when deriving corollary model dependent results.
In Ref. 268 has been pointed out that the quenching factors for nuclear recoils
in scintillators can be described by a semi-empirical formula having only one free
parameter: the Birks constant, kB, which depends on the specific set-up. Apply-
ing this procedure to the DAMA detectors operating underground and fixing the
kB parameter to the value able to reproduce the light response to alpha particles
in these detectors, the expected Na and I quenching factors are established as a
function of the energy with values ranging from 0.65 to 0.55 and from 0.35 to 0.17
in the 2–100 keV electron equivalent energy interval for Na and I nuclear recoils,
respectively. These considerations point out the energy dependence of quenching
factors for various recoiling ions in the same detector and they have called our at-
tention to the fact that the large uncertainties in the method of Ref. 270 could be
due, in a significant part, to uncertainties in the parameterization itself, which we
also adopted. Moreover, an increase of the quenching factors towards lower energies
can be expected,268 as observed in some crystal detectors as e.g. CsI; therefore, the
use of an integrated value of the quenching factor in the interpretation and in the
comparison of results is another source of uncertainty.
An additional argument on uncertainties of quenching factors in crystals (as also
is NaI(Tl)) is the presence and the amount of the well known channeling effect of
low energy ions along the crystallographic axes and planes of the crystals. Such
an effect can have a significant impact in the corollary model dependent analyses,
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in addition to the uncertainties discussed above, since a fraction of the nuclear
recoil events would have a much larger quenching factor than that derived from
the neutron calibrations. Since the channeling effect cannot be reliably pointed out
in usual neutron measurements, as discussed in details in Ref. 172, generally just
theoretical modeling can be applied. In particular, the modeling of the channeling
effect described by DAMA in Ref. 172 is compatible with the nuclear recoil spectrum
measured at neutron beam by some other groups.271–276 We also mention alternative
channeling models, as that of Ref. 277, where larger probabilities of the planar
channeling are expected. For completeness, we mention the analytical calculation
claiming that the channeling effect holds for nuclear recoils coming from outside a
crystal and not from nuclear recoils produced inside it, due to the blocking effect;278
nevertheless, although some amount of blocking effect may be present, the precise
description of the crystal lattice with dopant and trace contaminants is quite difficult
and analytical calculations require some simplifications which affect the result.
All these arguments hold also for the measurement recently reported in Ref. 279,
280, where a decrease of the quenching factor for Na and I recoils at lower energy has
been obtained in a specific detector; in these measurements absence of significant
channeling effect in NaI(Tl) for low energy nuclear recoils is also claimed. It is worth
noting that, for the reasons reported above, also in these results uncertainties are
present: i) the quenching factor values can be different in different crystals (see e.g.
Ref. 268 and references therein); ii) no α light yield has been measured for the used
NaI(Tl) crystal for comparison; iii) efficiency for low energy nuclear recoils in the
set-up; iv) etc.. Thus, it is not methodologically correct to apply these results to
whatever NaI(Tl) detector.
Obviously, as mentioned above, similar or even larger uncertainties exist on the
quenching factor values adopted in the DM direct detection field for whatever kind
of detector (see e.g. Ref. 116).
In conclusion, there are a lot of relevant sources of uncertainties when inter-
preting and/or comparing whatever result in terms of DM candidates inducing just
nuclear recoils. More generally, each interpretation of experimental results is af-
fected by the uncertainties due to the models and the considered scenarios: by the
fact, no unique nor “standard” nor “reference” scenario (as sometimes is claimed
in literature) is available. In this view the comparisons of the results obtained by
different experiments using different target materials and/or different experimental
approaches are very complicate and the uncertainties must be taken into account
(see for example Refs. 116 where the case of WIMPs is discussed at some extent).
Moreover, it is worth noting that – in every case – in experiments using dis-
crimination procedures the result will not be the identification of the presence of
DM particle elastic scatterings because of the known existing nuclear recoil-like in-
distinguishable background which can hardly be estimated at the needed level of
precision. Finally, the electromagnetic component of the counting rate, rejected in
this approach, can contain the signal or part of it and will be lost by them.
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As examples of the above discussion, let us comment few aspects about some
activities that recently released results.
The XENON project realized so far two set-ups: XENON10 and XENON100,
using dual phase liquid/gas detectors. Experiments exploiting such technique, like
WARP and ZEPLIN (both ended), and CTF-DARK-SIDE, perform statistical dis-
crimination between nuclear recoil-like candidates and electromagnetic component
of the measured counting rate through the ratio of the prompt scintillation signal
(S1) and the delayed signal (S2) due to drifted electrons in the gaseous phase, but
after many subtraction procedures and definition of a “fiducial volume” although
e.g. the non-uniform far UV light response. The XENON100 experiment has re-
leased so far data for a total exposure of 224.6 days, using a fiducial volume of only
34 kg of Xenon target mass.281 The experiment starts from a relevant counting
rate and, in order to try to lower it, needs to apply many data selections, subtrac-
tions and handling. Each selection step can introduce systematic errors which can
also be variable along the data taking period. After these selections procedures, an
analysis based on some discrimination between the electromagnetic radiation and
nuclear recoiling candidates is applied, although the two populations of events are
mostly overlapped in the few available calibration data. Concerns are discussed in
literature about the real response of such devices, as e.g. in.236, 282–289 The techni-
cal performance of the apparata, confirmed also by similar experiments, has shown
that: i) the detectors suffer from non-uniformity; some corrections are applied and
systematics must be accounted for; ii) the response of these detectors is not linear,
i.e. the number of photoelectrons/keV depends on the energy scale and also de-
pends on the applied electric field; iii) the physical energy threshold is not proved
by source calibrations in the energy interval of interest; the calibrations are done
with external sources and the lowest energy calibration point is 122 keV of 57Co;
no calibration is possible at the claimed energy threshold (as well as e.g. the ex-
perimental determination of efficiency); iv) the use of energy calibration lines from
Xe activated by neutrons cannot be applied as routine and the studies on a pos-
sible calibration with internal sources have not been realized so far; v) despite of
the small light response (2.28 photoelectron/keVee), absence of calibration in the
region of interest and non-uniform light response, an energy threshold at 1.3 keVee
is claimed; vi) the energy resolution is poor; vii) in the scale-up of the detectors the
performances deteriorate; viii) the behaviour of the light yield for nuclear recoils at
low energy is uncertain. Two events survive after the applied corrections and the
cuts procedures, corresponding to 224.6 kg×day exposure; the quoted estimated
background is (1.0± 0.2) events.281
In the double read-out bolometric technique, the heat signal and the ionization
signal are used in order to discriminate between electromagnetic events and nuclear
recoil-like events. This technique is used by CDMS and EDELWEISS collaborations.
In particular, CDMS-II detector consists of 19 Ge bolometer of about 230 g each
one and 11 Si bolometer of about 100 g each one. The experiment released data for
an exposure of about 190 kg × day290 using only 10 Ge detectors in the analysis
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(discarding all the data collected with the other ones) and considering selected time
periods for each detector. EDELWEISS employs a target fiducial mass of about 2 kg
of Ge and has released data for an exposure of 384 kg × day collected in two different
periods (July-Nov 08 and April 09-May 10)291 with a 17% reduction of exposure
due to run selection. These two experiments claim to have an “event by event”
discrimination between noise + electromagnetic background and nuclear recoil +
recoil-like (neutrons, end-range alphas, fission fragments,...) events by comparing
the bolometer and the ionizing signals for each event, but their results are, actually,
largely based on several kinds of huge data selections and on the application of other
preliminary rejection procedures which are generally poorly described and often not
completely quantified. An example is the time cut analysis used to remove the so-
called surface electrons that are distributed in the electromagnetic band and in the
nuclear recoiling one, spanning from low to high energy. No detailed discussion about
the stability and the robustness of the reconstruction procedure has been given; a
look-up table to identify such event is used but systematical errors on the stability
in time of such table are not discussed. In these experiments few nuclear recoil-
like events survive the cuts and selection procedures applied in the data analysis;
these events are generally assumed in terms of background. In particular, for the
CDMS-II case two events survive after the cuts and selection procedures, while the
quoted estimated background is (0.8 ± 0.1) events.290 Moreover, most efficiencies
and physical quantities entering in the interpretation of the claimed selected events
have never been suitably addressed. In addition, further uncertainties are present
when, as done in some cases, a neutron background modeling is pursued. As regards
their application to the search for time dependence of the data (such as the annual
modulation signature), it would require – among others – to face the objective
difficulty to control all the operating conditions – at the needed level (< 1%) –
despite the required periodical procedures e.g. for cooling and for calibration source
introduction. Moreover, the many applied cuts and the discrimination procedures
exclude the possibility to obtain the needed stability for a reliable annual modulation
analysis. The attempt performed by CDMS-II to search for annual modulation in
Ge target has been done by using only 8 detectors over 30, by selecting events in
the nuclear recoil band below the 10 keV energy threshold (actually between 5 and
12 keV) and by using data that are not continuous over the whole annual periods
considered in the analysis.292 The use of non-overlapping time periods collected
with detectors having background rate within the signal box that differ orders of
magnitude cannot allow one to get safely reliable result (see e.g. arguments in Ref.
293).
Recently, the results of CDMS-II with the Si detectors were published in two
close-in-time data releases;294, 295 while no events in six detectors (corresponding
exposure of 55.9 kg×day before analysis cuts) were reported in the former,294 three
events in eight detectors (corresponding raw exposure of 140.2 kg×day) were re-
ported over the residual background, estimated after subtraction: ≃ 0.4 in the sec-
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ond one.295 The latter result may be interpreted – under certain assumptions – in
terms of a DM candidate with spin-independent interaction and a mass around 10
GeV. This is compatible with interpretations of the DM annual modulation result
already reported by DAMA in terms of this kind of DM candidate and with the
other hints reported by CRESST and CoGeNT (see later).
The CRESST experiment exploits the double read-out bolometric technique,
using the heat signal due to an interacting particle in the CaWO4 crystals and the
scintillation light produced. A statistical discrimination of nuclear recoil-like events
from electromagnetic radiation is performed. The detector is placed in the Gran
Sasso laboratory. The last data, released by the experiment, have been collected
with 8 detectors of 300 g each one, for an exposure of about 730 kg × day.296
As regards the cuts and selection procedures applied, most of the above discussion
also holds. After selections, 67 nuclear recoil-like events have been observed in the
Oxygen band. The background contribution estimated by authors ranges from 37
to 43 events, and does not account for all the observed events. The remaining
number of events and their energy distribution may be interpreted – under certain
assumptions – in terms of a DM candidate with spin-independent interaction and
a mass in the range of 10-30 GeV. This is compatible with interpretations of the
annual modulation result already reported by DAMA in terms of this kind of DM
candidate and with the possible hints reported by CoGeNT (see later) and CDMS-
II. Improvements in the radiopurity of the set-up are planned, in order to reduce
known source of background. Future results are foreseen.
Other possible positive hints of a possible signal of light Dark Matter candi-
dates inducing nuclear elastic scatterings have been reported by the CoGeNT ex-
periment.297, 298 The set-up is composed by a 440 g, p-type point contact (PPC) Ge
diode, with a very low energy threshold at 0.4 keVee. It is located in the Soudan
Underground Laboratory. In the data analysis no discrimination between electro-
magnetic radiation and nuclear recoils is applied; only noise events are rejected. The
experiment observes more events than they expect from an estimate of the back-
ground in the energy range 0.4-3.2 keVee. The energy spectrum of these events is
compatible – under certain assumptions – with a signal produced by the interaction
of a DM particle with a mass around 10 GeV. In addition, considering an exposure
of 146 kg × days CoGeNT experiment also reports an evidence at about 2.8σ C.L. of
an annual modulation of the counting rate in (0.5-0.9) keVee with phase and period
compatible – although the small confidence level – with a Dark Matter signal.
In conclusion, the comparison of the results achieved by different experiments
must be handled with very cautious attitude without neglecting the many sources
of uncertainties. This holds both for the model dependent allowed regions and ex-
clusion plots. In particular, both the negative results and the possible positive hints
above–mentioned are largely compatible with the model independent annual mod-
ulation results of DAMA in many scenarios, also considering the large uncertainties
in theoretical and experimental aspects. The same consideration can be done for the
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possible positive hints and the null results from the indirect approaches. Anyhow,
let us remind that – as already stated in Sect. 6 – the obtained model independent
evidence of DAMA is compatible with a wide set of existing scenarios regarding the
nature of the DM candidate and related astrophysical, nuclear and particle Physics.
8. DAMA/LIBRA–phase2 and perspectives
As shown in Fig. 23, in order to increase the experimental sensitivity of
DAMA/LIBRA and to disentangle – in the corollary investigation on the candidate
particle(s) – at least some of the many possible astrophysical, nuclear and parti-
cle Physics scenarios and related experimental and theoretical uncertainties, the
decreasing of the software energy threshold is necessary. For this purpose an up-
grade at the end of 2010 has been performed, replacing all the PMTs with new ones
having higher quantum efficiency (see Fig. 25). After this upgrade, DAMA/LIBRA
started its data taking and is continuously running in this new configuration, named
DAMA/LIBRA–phase2, since January 2011. Details on the reached performances
are reported in Ref. 232.
Fig. 25. Quantum Efficiency (Q.E.) at peak and at 420 nm of each one of the 50 high Q.E.
PMTs, installed in DAMA/LIBRA–phase2. The averages are 38.5% and 35.1%, respectively; the
RMS around 1.5% show that the Q.E. spread in the PMTs production is well limited.232
Among the perspectives of DAMA/LIBRA–phase2 we recall: 1) the increase
of the experimental sensitivity by lowering the software energy threshold of the
experiment; 2) the improvement of the corollary investigation on the nature of
the Dark Matter particle and related astrophysical, nuclear and particle physics
arguments; 3) the investigation of other signal features and second order effects;
4) the improvement of the sensitivity in the investigation of several rare processes
other than Dark Matter (as done by the DAMA/NaI173 and by DAMA/LIBRA–
phase1177–179). This requires long and heavy full time dedicated work for reliable
collection and analysis of very large exposures, as DAMA collaboration has always
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done.
The strictly quality control allows DAMA/LIBRA to be still the highest radiop-
ure set-up in the field with the largest exposed full sensitive mass, the full control
of running conditions, the largest duty-cycle and an exposure orders of magnitude
larger than any other activity in the field.
Some of the main topics, that will be addressed by DAMA/LIBRA–phase2, are:
• the velocity and spatial distribution of the Dark Matter particles in the galac-
tic halo.
• the effects induced on the Dark Matter particles distribution in the galac-
tic halo by contributions from satellite galaxies tidal streams. It has been
pointed out153, 154 that contributions to the Dark Matter particles in the
galactic halo should be expected from tidal streams from the Sagittarius
Dwarf elliptical galaxy. Considering that this galaxy was undiscovered un-
til 1994 and considering galaxy formation theories, one has to expect that
also other satellite galaxies do exist and contribute as well. In the recent
years other streams of stars and gases have been pointed out both in the
Milky Way and in nearby galaxies as M31. At present the data available
for the kinematics of these streams are few, but – as previously mentioned
– in next years important advancements could be expected from the data
of the GAIA satellite,35 whose aim is the measurement of distances and
photometric data of millions of stars in the Milky Way. At present, the best
way to investigate the presence of a stream contribution is to determine in
accurate way the phase of the annual modulation, t0, as a function of the
energy; in fact, for a given halo model t0 would be expected to be (slightly)
different from 152.5 d and to vary with energy.123, 171
• the effects induced on the Dark Matter particles distribution in the galac-
tic halo by the possible existence of caustics. It has been shown that the
continuous infall of Dark Matter particles in the galactic gravitational field
can form caustic surfaces and discrete streams in the Dark Matter particles
halo.124 The phenomenology to point out a similar scenario is analogous
to that in the previous item; thus, DAMA/LIBRA can as well test this
possibility.
• the detection of possible “solar wakes”. As an additional verification of the
possible presence of contributions from streams of Dark Matter particles in
our galactic halo, DAMA/LIBRA can investigate also the gravitational fo-
cusing effect of the Sun on the Dark Matter particle of a stream. In fact, one
should expect two kinds of enhancements in the Dark Matter particles flow:
one named “spike”, which gives an enhancement of Dark Matter particle
density along a line collinear with the direction of the incoming stream and
of the Sun, and another, named “skirt”, which gives a larger Dark Matter
particle density on a surface of cone whose opening angle depends on the
stream velocity. Thus, DAMA/LIBRA will investigate such a possibility
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with high sensitivity through second-order time-energy correlations.
• the study of possible structures as clumpiness with small scale size. Pos-
sible structures as clumpiness with small scale size could, in principle,
be pointed out by exploiting a large exposure which can be collected by
DAMA/LIBRA.
• the coupling(s) of the Dark Matter particle with the 23Na, 127I and electrons
and its nature. As mentioned, several uncertainties are linked to the cou-
pling(s) between the Dark Matter particle and the ordinary matter. The
exploiting of a new large exposure will allow to better constrain the related
aspects.
• The investigation of possible diurnal effects. The possible sidereal diurnal
effects can be due to the Earth rotation velocity, to the shadow of the Earth
(sensitive just to DM candidates with high cross sections and tiny density),
and to channeling effects in case of DM particle inducing nuclear recoils.
DAMA/LIBRA can also put more stringent constraints on these aspects.
• Etc.
9. Conclusions
DAMA/NaI has been pioneer experiment running at LNGS for several years and in-
vestigating as first the model independent Dark Matter annual modulation signature
with suitable sensitivity and control of the running parameters. The second genera-
tion experiment DAMA/LIBRA having a larger exposed mass and a higher overall
radiopurity, has already significantly increased the sensitivity for the investigation
of the Dark Matter particle component(s) in the galactic halo. The cumulative ex-
posure released so far by the two experiments is now 1.17 ton × yr (many orders of
magnitude larger than any other activity in the field), corresponding to 13 annual
cycles. The data point out the presence of a signal satisfying all the requirements
of the model independent DM annual modulation signature with a confidence level
of 8.9σ C.L.. Neither systematic effect nor side reaction able to account for the ob-
served modulation amplitude and to contemporaneously satisfy all the requirements
of the signature is available.174–176, 230, 231, 236–241
The 8.9σ C.L. positive DM model independent result, already achieved so far by
DAMA/NaI and DAMA/LIBRA–phase1, is a reference point. It is compatible with
many DM scenarios and, in particular, with the possible positive hints recently put
forward by activities exploiting other target-materials and/or other approaches;
on the other hand, negative results achieved by applying many subtractions and
corrections procedures are not in robust conflict. The same is for possible model
dependent positive hints and null results from indirect approaches.
The data of the last annual cycle of DAMA/LIBRA–phase1 will soon be released.
At the end of DAMA/LIBRA–phase1 (end of 2010) an important upgrade has been
performed, replacing all the PMTs with new ones having higher quantum efficiency
to increase the experimental sensitivity lowering the software energy threshold of
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the experiment. Another upgrade at the end of 2012 was successfully concluded,
while further improvements are planned. Since January 2011 the DAMA/LIBRA
experiment is in data taking with the new configuration, named DAMA/LIBRA–
phase2.
A large work will be faced by DAMA/LIBRA–phase2, which is by the fact the
intrinsically most sensitive experiment in the field of Dark Matter because of its
radiopurity, full sensitive exposed mass, full control of running conditions and high
duty cycle. These qualities will also allow DAMA/LIBRA to further investigate
with higher sensitivity several DM features, second order effects, and other rare
processes.
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