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ABSTRACT 
 Fast photoemissive probes of two different varieties were designed and their behavior 
under shock compression was explored. The first probe was dye-doped silica microspheres, which 
were found to have 3.5× improved emission intensity under steady-state irradiation than the same 
dye in solution. When the dye-doped microspheres are embedded in polymer and subjected to 
planar shock compression, the photoemission redshifts and loses intensity. The dye emission 
redshift tracks the local density during shock. In free dye samples the shock-induced intensity loss 
is significantly slower than the redshift. It was found that when the dye is encapsulated in the silica 
microspheres, the time dependence of the shock-induced intensity loss matched the redshift almost 
exactly. Since it is easier to make intensity-change measurements rather than spectral-shift 
measurements, the dye-doped silica microspheres are a significant improvement in sensors to 
monitor shock compression of microstructured materials. 
 The second probe developed is based upon CdTe or CdSe quantum dots (QDs). The small 
size of QDs, their size-tunable narrow photoemission, broad absorption, and fast radiative rate 
make them attractive candidates for probing heterogeneous materials. We have investigated the 
time-resolved photoemission response of QDs to shock compression in both homogeneous and 
heterogeneous films. It was found that CdSe QDs exhibited a redshift when axially compressed 
during shock, as opposed to a blueshift when hydrostatically compressed. When composite films 
of QD-doped silica microspheres and QD-doped polymer were subjected to shock compression, it 
was found that the photoemission exhibited two distinct peaks, with independent redshift and 
intensity-loss behavior, each having their own time dependence. This represents a significant 
advance for probing the interiors of microstructured materials using shock compression 
spectroscopy. 
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Chapter 1. General Introduction1 
 
1.1. Overview 
 This work studies the behavior of photoemissive probes under shock compression using 
laser-driven flyer plates while ultrafast spectroscopic techniques are used to monitor the spectral 
response. Flyer plates are thin disks of Aluminum foil approximately 0.8 mm in diameter and are 
between 25 µm and 100 µm thick. The flyer velocities we are able to achieve are inversely 
proportional to the mass (thickness) of the flyer plate, with the thinnest flyers able to reach speeds 
upwards of 6 km/s, nearly 18 times the speed of sound. Upon impacting the sample, the flyer plate 
delivers a sustained shock whose duration is directly proportional to flyer mass, lasting upwards 
of 24 nanoseconds. Flyer plate velocity is monitored using a homebuilt photon Doppler 
velocimeter (PDV). Spectroscopic analysis of the shocked materials was performed using 
excitation lasers and spectroscopic detectors that were synchronized at the nanosecond scale to the 
moment of flyer plate impact. 
 There were two types of photoemissive probes that were tested using the laser-driven flyer 
plate apparatus. The first was organic dye-doped silica microspheres. Dye-doped silica particles 
based upon rhodamine B have previously demonstrated high stability and brightness.5,6 We 
developed fluorescent silica particles based upon rhodamine 6G, one of the brightest known dyes. 
They were found to not only exhibit a 3.5× brightness enhancement over non-encapsulated dye, 
but also to decrease the intensity-loss reaction time under shock compression to match that of 
spectral shift. This represents a significant advance in shock compression spectroscopy because 
                                                          
1 Portions of this chapter have been previously published in Refs. [1-4]. 
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they enable the measurement of transient shock response to be made using wavelength-integrated 
intensity changes rather than spectral shifts. Intensity-change measurements can be performed 
using substantively simpler instrumentation than spectral shift measurements and require fewer 
captured photons to obtain an acceptable signal-to-noise ratio. These factors could be exploited to 
generate two-dimensional stress maps from samples of microstructured materials under shock 
compression. 
 The second type of probe were CdTe and CdSe quantum dots (QDs). QDs are 
semiconducting nanocrystals with size-dependent emission spectra.7 QD samples can offer narrow 
emission peaks (given a narrow size distribution) and exhibit a broad absorption spectrum. This 
creates the potential for heterogeneous materials consisting of different components to have each 
component tagged with a differently-sized QD. The QDs can then be excited with a single pump 
wavelength and the photoluminescent emission will consist of multiple discrete narrowband 
spectral peaks corresponding to each tagged constituent. This allows for simultaneous, targeted 
measurement of different locations or interfaces within the microstructured sample. 
1.2. Shock Compression 
 We use shockwaves as our principle technique for producing a transient state of extreme 
pressures and temperatures within sample materials.8 Shockwaves are defined as a supersonic 
wave that raises material stress in a near-instantaneous jump with regard to time.9 They’ve been 
used to experimentally generate pressures in the terapascal range and temperatures in the thousands 
of degrees due to the accompanying adiabatic compression.10 
 A simple diagram of a shockwave traveling through a material is given in Fig. 1.1a. A 
simple shockwave moving through a sample consists of a shock front, a sustained equilibrium 
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state, and a rarefaction or relief wave. The shock front compresses the material to an increased 
shocked density ρ, generating a shocked pressure P, and drives the sample forward at the particle 
velocity Up. A shock front is typically about three molecular distances wide in solids.
11 
 (a) 
 
 (b) 
 
Figure 1.1. (a) A simplified shock profile with respect to position. A shockwave consists of an 
instantaneous jump in particle velocity (Up), pressure (P), and density (ρ) referred to as the 
“shock front”. These conditions are sustained for a temporary equilibrium period until 
rarefaction waves cause a subsequent decompression. (b) A schematic of shock compression 
after flyer impact. The impact launches shockwaves both forward into the sample and backward 
into the flyer itself. The shock-compressed region is represented by darker shading. During 
compression the flyer plate and the sample material move forward together at the particle 
velocity Up and the shock front travels through the sample at the shock velocity (Us). 
 The equilibrium state is the period of sustained shock conditions and in our system lasts 
approximately ten nanoseconds. To accurately measure the shock conditions, it is desirable that 
the shock duration should last an order of magnitude longer than the shock front rise time. The 
rarefaction wave causes decompression as it follows the primary shock. It moves at a greater speed 
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than the primary shock due to the increased density of the shock-compressed material. After 
passage of the relief wave, ρ, P, and Up all fall back to ambient conditions.9 
 In Fig. 1.1b, a flyer plate is shown impacting a sample film. When the flyer impacts the 
surface, shockwaves are launched both forward into the sample film and backwards into the flyer 
itself. The shock front travels through the sample at shock velocity Us, compressing the sample as 
it goes. The flyer/sample interface moves forward with particle velocity Up. In order for the 
flyer/sample interface to remain in contact, the particle velocity and pressure on both sides of the 
interface must remain equal throughout the shock duration. Since the sample is able to expand 
laterally during shock compression, the shockwaves will typically be rounded off on the edges of 
the compressed material. The edge region will undergo greater shear forces relative to the center 
of the flyer.10,11 In order to avoid complications during analysis, the probed region will be in the 
middle of the compression area, where lateral expansion hasn’t affected material compression and 
the shockwave can safely be treated as one dimensional. 
1.3. Shock Characterization: Principal Hugoniot 
 The two primary variables which characterize a given shock are the shock velocity (Us) 
and the particle velocity (Up).
4 The particle velocity depends on the flyer velocity (Uf) and the 
impedance of both the flyer and the impacted sample. The relationship of Us vs. Up is referred to 
as the impacted material’s principal Hugoniot. Assuming conservation of mass, momentum and 
energy during a single-stage, one-dimensional shock allows the derivation of the following 
equations, known as the Rankine-Hugoniot relations,9 from which the shocked pressure (P), 
volume (V), density (ρ) and energy (E) can be calculated: 
 
5 
 
𝑉
𝑉0
=
(𝑈𝑠 − 𝑈𝑝)
𝑈𝑠
 (1.1) 
𝑃 − 𝑃0 = 𝜌0𝑈𝑠𝑈𝑝 (1.2) 
𝐸 − 𝐸0 =
(𝑃 + 𝑃0)(𝑉0 − 𝑉)
2
 (1.3) 
Where the initial states of the material at rest are represented by their associated variable with 
subscript zeroes. When the material of interest is in its ambient state, the thermodynamic properties 
of the system can be calculated by measuring any two variables from the set of [P, Us, Up]. 
 For a given shock it is possible to determine a single point on the Hugoniot curve to which 
that shock corresponds. (Fig. 1.2) The Hugoniot curve represents the collection of states which a 
material may reach as a result of a single shock. It is important to note that the Hugoniot is not a 
path of successive steps along which the shocked material moves. Rather, the material is driven 
directly to a shocked state along a given straight Rayleigh line.12 This occurs due to the shocked 
equilibrium state and differential analysis of the Hugoniot equations.9 
(a) 
 
(b) 
 
Figure 1.2. Poly(methyl methacrylate) (PMMA) Hugoniot curve presented as: (a) Us vs Up 
curve where the material exhibits a linear relationship, and (b) P vs Up curve, which is used to 
predict elevated pressure during shock compression. Data points are provided courtesy of the 
LASL database.13 
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 A Hugoniot can be represented in several different forms, but the two most useful to us are 
the Us vs Up (Fig 1.2a) and the P vs Up (Fig 1.2b) plots. The Us vs Up plot is often useful because 
many materials show a linear relationship between shock velocity and particle velocity. This 
allows us to represent the Hugoniot as: 
𝑈𝑠 = 𝑎𝑈𝑝 + 𝑏 (1.4) 
We can then combine Eq. 1.2 with Eq. 1.4 to yield an expression of shock pressure as a function 
of the linear fit coefficients (a) and (b). 
𝑃 = 𝑎𝜌0𝑈𝑝 + 𝑏𝜌0𝑈𝑝
2 (1.5) 
This equation allows us to calculate the shocked pressure using the particle velocity for any 
material with a known Hugoniot curve. This relationship forms the basis for all pressure 
measurements reported in this work. The particle velocity is calculated for each shock experiment 
using the PDV measurement of the flyer movement. From this the elevated pressure for a given 
shock experiment may be deduced. 
1.4. Static High Pressure 
 Occasionally it is useful to compare the material response under shock compression to the 
response under hydrostatic high pressure. Hydrostatic high-pressure experiments are performed 
using a diamond anvil cell. Diamond anvil cells are a commonly used tool to study materials under 
high, quasi-hydrostatic pressures. A diamond anvil cell is composed of a matched set of two 
opposing diamonds whose culets (bottom points) are pressed together in order to exert force on a 
sample chamber which contains the material under study surrounded by a pressure-transmitting 
medium.14 The pressure mediums translate the axial compression of the diamonds into the quasi-
hydrostatic environment desired for the sample chamber as they don’t support shear stress.15,16 A 
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quasi-hydrostatic environment minimizes the existence of any pressure gradient across the sample. 
We typically use Argon as our pressure medium. Ruby chips are also placed inside the sample 
chamber for use as a pressure calibrant. 
 The maximum pressure achievable in a given diamond anvil cell depends on the interplay 
of diamond type, culet size, gasket stiffness, pressure medium, and cell type used. Generally, 
smaller culets result in higher pressures that the diamond can withstand without breaking. 
Diamonds with beveled culets have been developed for ultra-high-pressure experiments.17 The 
disadvantage of a smaller culet is that it restricts the quantity of sample materials which may be 
loaded into the cell. A stiffer gasket such as stainless steel can also allow for higher pressures 
before the gasket tears and pressure is lost. A softer gasket such as beryllium-copper will fail at 
lower pressures than a hard gasket but has the advantage that pressure may be more easily applied 
in smaller increments. 
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Chapter 2. Experimental Methods 
 
2.1. Introduction 
 Two primary types of fluorescent probes were developed to study the localized behavior 
of materials at extreme conditions. The first was the development of Rhodamine 6G (R6G) doped 
silica microspheres that could be embedded into sample films. The second was the use of Cadmium 
Telluride and Cadmium Selenide quantum dots (QDs) in a similar fashion. In each case the 
fluorophore was embedded into a thin film of some polymer matrix. The photoemitters were 
excited through optical absorption of a 527 nm green laser pulse and impacted by a laser-driven 
flyer plate. The shock-compressed pressure increase causes the fluorescence spectra to shift and 
lose intensity. Shock dynamics are observed over the first 400 ns or so after flyer impact. 
2.2. Sample Preparation 
 The following sections give detailed procedures for how experimental samples were 
prepared. They also provide what materials were used and the relevant sample properties. Many 
of these procedures have been published previously. 
2.2.1. Doped Polymer Films 
 Polymethylmethacrylate (PMMA) films were prepared by first dissolving 1-million MW 
powdered PMMA in a custom solvent of 50% methyl ethyl ketone, 20% 2-pentanone, 15% 
cyclohexanone, and 15% n-butyl acetate (termed “magic solvent”) while heating to form a 10% or 
20% by weight solution. A doped solution is then prepared by mixing a measured amount of 
Rhodamine 6G powder (R6G) into a vial of prepared 10% or 20% PMMA in order to form a 
10 
 
solution that will yield a 2mM R6G-doped polymer film upon curing. This solution was then spin-
coated or drop-cast onto a 2x2 inch glass slide which has previously been prepared with a 30-
micron thick “cushion” of polyvinyl alcohol (PVA) intended to allow the shockwave to pass out 
of the sample layer with minimal reflection.1 The procedures used to produce a given film 
thickness is shown in Table 2.1 and Table 2.2. This procedure is also used to generate quantum 
dot films by mixing approximately 10 mg of hexane-soluble QD’s (Mesolight, Inc) into 2.5mL of 
the 10% PMMA solution instead of rhodamine dye. 
Mass 10% PMMA 
std (g) 
Mass Magic Solvent 
(g) 
Solution Percentage Film Thickness 
(µm) 
10.090 -- 10% 130 
9.018 1.011 9% 114 
8.010 2.007 8% 84 
7.012 3.019 7% 55.5 ± 4.3 
6.045 4.040 6% 57 ± 4.8 
5.019 5.222 5% 46 ± 2.7 
4.022 6.013 4% 37.7 ± 2.56 
3.021 7.011 3% 21.9 ± 1.7 
2.009 8.013 2% 15.7 ± 1.6 
1.076 8.933 1% 11.4 ± 8.3 
Table 2.1. Film thickness of 3 mL drop-cast PMMA solution on a 2×2-inch square glass slide. 
 
 Spin Speed (RPM) Film Thickness (µm)  
 3000 30-38  
 2500 30-39  
 2000 38-40  
 1700 43-48  
 1000 50-67  
Table 2.2. Film thickness produced by spin-coating 9 mL of 20% PMMA on a 2×2-inch square 
glass slide. 
 
 PVA films may be produced by dissolving 80,000-MW PVA powder in water while 
heating to form a 5% PVA solution. A QD doped solution may then be generated by mixing 10mg 
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of water-soluble QD’s into a vial of 3mL of the prepared PVA solution. This doped PVA may then 
be drop-cast onto a 2x2 inch slide to produce a 30-micron thick film. 
2.2.2. Doped Microparticle Synthesis 
 Rhodamine-doped silica microparticles may be prepared using the Stöber method2-5 in one 
of two different ways, depending on the sizes and morphologies desired. Generally, either a core 
seed is generated from solution, or a commercially provided seed particle may be used. 
Commercially available seed particles are especially convenient for producing doped particles in 
sizes in excess of 10 µm. Silica particles are prepared by first preparing a stock solution of 
ammonia-saturated ethanol. A 2000 mL 2-neck round-bottomed flask is fitted with a lead to an oil 
bubbler and a lead to a small lecture canister of gaseous ammonia. The flask is loaded with 1000mL 
of ethanol, and ammonia is bubbled through the ethanol while mixing for 24 hours. This stock 
solution of ammonia-saturated ethanol is stored in a sealed 1-liter bottle in a refrigerator. To 
prepare core seed particles from solution, 0.15 mg of R6G is dissolved in 400 µL of the stock 
ammonia solution in a 10 mL round-bottom flask. 55 µL of tetraethyl orthosilicate (TEOS) is 
added to the solution, followed with 45 µL of distilled water. The flask is sealed, and the solution 
is mixed at 50°C for 60 min. The solution, now containing seed particles with encapsulated dye, 
is added to a solution of 3.4 g of R6G in 9.7 mL of the stock ammonia solution. 200 µL of TEOS 
and 1.2 mL of water are then added to the seed/TEOS solution while mixing. The flask is sealed, 
and the solution is mixed for a short time at 50°C. Careful control of the next TEOS addition is 
crucial to getting narrow size-distribution microspheres. 3.65 ml TEOS is added gradually over 
~12 hours using a syringe pump, in a dropwise fashion at 5.36 µL/min while the solution was 
maintained at 50°C. Following the TEOS addition, the solution is mixed for another 60 min at 
50°C. The microspheres are then collected by centrifugation at 10,000 rpm for 10 min, and then 
12 
 
washed by centrifugation with isopropanol approximately ten times, until the fluorescence of the 
supernatant was negligible. Finally, to prevent dye leakage and particle aggregation, an outermost 
silica shell is grown by re-suspending the core/shell particles in 46 mL of the stock ammonia 
solution in a 200 mL round-bottom flask, and 2.2 mL 3-aminopropyl-triethoxysilane (APTES) was 
added. 48 mL of distilled water is then added quickly to the particle mixture, which is mixed for 
120 min at 40°C. The particles are collected by centrifugation, washed three times with 
isopropanol, and dried in a weighing dish. This process and the resulting particle morphology are 
represented in Fig. 2.1a. 
(a) 
 
(b) 
 
 
Figure 2.1. (a) Growth of a doped silica microparticle using a core particle formed from solution 
and with a protective outer layer grown using APTES. (b) Growth of a doped silica shell on top 
of a commercially-obtained silica microparticle, followed by a protective outer shell. 
This procedure may be adapted for use with commercially available silica microparticles 
by suspending 1 g of seed particles in 100 mL of stock ammonia solution mixed with 35 g of R6G 
in a 200 mL round-bottom flask. 1 g of TEOS is then added, followed by 0.5 mL of distilled water. 
The solution is then mixed at 50°C for five hours. The particles are then similarly collected and 
washed by centrifugation and a protective shell is grown on top of the doped layer by re-suspending 
the core/shell particles in 46 mL of the stock ammonia solution in a 200 mL round-bottom flask, 
13 
 
and 2.2 mL 3-aminopropyl-triethoxysilane (APTES) was added. 48 mL of distilled water was then 
added quickly to the particle mixture, which was mixed for 120 min at 40°C. The particles were 
collected by centrifugation, washed three times with isopropanol, and dried in a weighing dish. 
(Fig. 2.1b) 
 This procedure may be further adapted to produce silica microparticles doped with 
quantum dots. This is performed by suspending 0.1 g of commercially obtained silica 
microparticles in 3 mL of stock ammonia solution mixed with 4 mL of ethanol and 2 mL of distilled 
water in a 20 mL vial. To this solution is added 10 mg of 570 nm-emitting QDs treated with the 
surface ligand (3-Mercaptopropyl)trimethoxysilane, (Mesolight, Inc.) and 0.4 g TEOS. The vial is 
sealed, and the solution is mixed at room temperature for 1 hour. The reaction mixture is allowed 
to settle, and the supernatant is checked for coloration. If the supernatant retains color, another 
0.1g of TEOS is added and the reaction mixture is stirred for 1 hour. This process is repeated until 
the supernatant becomes obviously clear, at which point 0.1 g of APTES and 0.1 g of distilled 
water are added to the reaction vessel and the solution is stirred for 2 hours. The particles are then 
collected by centrifugation and washed once with isopropanol. Following washing, the particles 
are placed in a 10 mL vial and dried under vacuum. 
2.2.3. Silica Microparticle Films 
 R6G-doped silica microparticle films were produced to have comparable emission 
intensity as 2mM free-dye polymer films.1 This worked out to be films that were about 30 wt% 
silica microparticles. To generate the films, the measured quantity of dye-doped silica 
microparticles were extensively mixed in a vial of the stock 10% PMMA solution and the resulting 
suspension was spun onto a 2×2-inch square glass slide coated with a PVA cushion to form a 15µm 
thick film. (Fig. 2.2) 
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Figure 2.2. Excerpt from Fig. 3 of Ref. [1]. Sample diagram of dye-doped silica microparticles 
dispersed in a PMMA film on top of a PVA cushion on glass. 
2.2.4. Two-Phase Two-Color Quantum Dot Films 
 Two-Phase quantum dot films were produced by first suspending the desired mass of QD-
doped silica microparticles in 2.3 g of the stock 5% PVA solution. For a 50% silica film, 0.1 g of 
microparticles were added. For a 25% silica film, 0.04 g of microparticles, etc. After the 
microparticles are added to the polymer solution the combination is mixed thoroughly to ensure 
good dispersal. Then “red” 660 nm emitting water-soluble quantum dots are added to the solution 
in 10 µL aliquots and mixed. After each addition of red QDs, a drop of solution is placed onto a 
microscope slide and dried under vacuum. The relative emission intensities of the two quantum 
dots present are then checked by illuminating the dried spot of polymer using 532 nm CW laser 
excitation and observing the emitted light using the homebuilt Raman spectroscopy table. The 
process of red QD aliquot addition, test sample drying and checking of the emission intensity is 
repeated until the relative intensities of the emitted peaks of the two quantum dots are 
approximately equal. (Fig. 2.3a) Once this has been accomplished the particle suspension is drop 
cast onto a 2x2 inch slide and allowed to cure. (Fig. 2.3b) 
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(a) 
 
(b) 
 
Figure 2.3. (a) Relative emission intensities of the silica (orange) and polymer (red) quantum 
dots. Red QD’s are added to the sample in small aliquots until the emission intensities are 
approximately equal. (b) Structure of two-phase two-QD samples showing orange QDs bound 
in the shells of silica microparticles and red QDs dispersed in the surrounding PVA polymer. 
2.2.5. Aluminum-Teflon Films 
 Aluminum-TeflonAF films were produced using three sizes (40, 100, and 500 nm) of oxide-
passivated spherical Aluminum nanoparticles obtained from US Research Nanomaterials, Inc. 
(Fig. 2.4a-c) and a Teflon formulation sold commercially as Teflon AF 1601S. TeflonAF is a 
copolymer of tetrafluoroethylene and 2,2-bis(trifluoromethyl-4,5-difluoro-1,3-dioxole) in a 34:66 
ratio. (Fig. 2.4d) This copolymer was used because it forms optically clear films and is soluble in 
fluorinated solvents. TeflonAF was purchased as a 6% w/w polymer solution in a fluorinated 
solvent. As TeflonAF is not pure fluorocarbon, the proper mass fraction of aluminum to polymer 
for complete reaction is slightly different than would be used for pure Teflon. In order to 
completely react the aluminum nanoparticles with the TeflonAF to form Al2O3 and AlF3, the 
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composite film must have a Al:TeflonAF mass ratio of 1:2.3, or in other words 30% w/w 
aluminum.6,7 We assigned this ratio the number 1.0 Al/Teflon, representing one full load of 
aluminum nanoparticles. We also tested samples with half of a full aluminum load (0.5 Al/Teflon) 
and a quarter of a full load (0.25 Al/Teflon). 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 2.4. (a) Scanning electron micrograph of 40 nm aluminum nanoparticles, (b) 100 nm 
aluminum nanoparticles, and (c) 500 nm aluminum nanoparticles. Images courtesy of US 
Research Nanomaterials, Inc. (d) Structure of the TeflonAF copolymer. 
Prior to mixing the aluminum nanoparticles together with the polymer solution, the 
nanoparticle surfaces were treated with a fluorinated surfactant: 1H,1H,2H,2H-perfluorodecyl-
triethoxysilane (Alfa Aesar). This was done by suspending 4% w/w nanoparticles in ethanol, then 
adding the surfactant in a 3:1 nanoparticles-to-surfactant mass ratio. The suspension was then 
sonicated for 60 minutes, which served to break up nanoparticle aggregates. After sonication the 
suspension was stirred overnight while the surfactant chemisorbed onto the alumina layer of the 
nanoparticles. When the surfactant treatment was complete, the nanoparticles were then 
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recollected by centrifugation at 10,000 rpm for 10 minutes, after which the supernatant is drawn 
off and discarded. The nanoparticles were then dried under vacuum in an oven at about 100°C to 
leave caked solids. The nanoparticles were then re-suspended in a fluorocarbon solvent (FC-770, 
SynQuest Laboratories, Inc.) to form a 0.5-2% w/w nanoparticle suspension. The mass of solvent 
used was calculated to form a 2% w/w solution for the 1.0 (full-load) Al:Teflon nanoparticle mass, 
and then the same mass of fluorocarbon solvent was used to make suspensions of the 0.5 Al:Teflon 
and the 0.25 Al:Teflon nanoparticle samples to ensure that the three suspensions would have 
constant volume. The desired mass of TeflonAF solution was then added to the nanoparticle 
suspension and the composite suspension was then mixed in a paint shaker with zirconia beads 
(Zircoa, Inc.) for 60 minutes and used to make films within 5-10 minutes to prevent the solids from 
settling. 
Al:TeflonAF films were generated by spin-coating the composite suspension mixtures onto 
3×3-inch glass slides which had been previously treated by soaking the windows overnight in a 
solution of 2% of the fluorosilane surfactant in 95% ethanol to create a fluorocarbon surface, 
thereby increasing Teflon adhesion.  The composite suspension mixture was poured evenly to 
cover the surface of the glass window and the spinner started to a speed of 500 rpm. This yielded 
Al:Teflon films of approximately 1-2 μm in thickness.8 
2.2.6. Flyer Plate Fabrication Procedure 
 Flyer plate slides are prepared9 by first mixing the binary epoxy binder (Henkel Loctite 
Eccobond 24) by stirring together 1-part of the viscous component (Part A) with 0.28-parts of the 
thin component (Part B) until the mixture turns clear. The epoxy solution will typically be full of 
bubbles from the mixing process and therefore is then placed under vacuum to be degassed. While 
the epoxy is degassing, a 2×2 or 3×3-inch square glass slide (Chemglass life sciences) is washed 
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with Ajax®, followed by rinsing in distilled water. The glass slide is then blown dry using 
compressed air and set aside. A paired set of larger (3×3 or 4×4, respectively) backing slides are 
also washed and set out on a bench top. A sheet of aluminum foil of desired thickness (25, 50, 75, 
or 100 µm) (Alufoil Inc.) is then rinsed using isopropanol. The surface of one backing plate is 
wetted with a little isopropanol and the sheet of aluminum foil is placed flat on the surface of the 
backing plate. The surface isopropanol should cause the aluminum foil to adhere to the surface. A 
roller rod (a 150 mm long, 25 mm diameter stainless steel precision shaft (McMaster-Carr)) is then 
similarly rinsed in isopropanol, allowed to dry, and placed in the center of the aluminum foil on 
the glass slide. The roller is then rolled to one edge of the backing plate, returned to the center of 
the aluminum foil, and rolled to opposite edge of the backing plate, thereby smoothing out the 
aluminum foil. The backing plate with adhered aluminum foil is rotated 90° and this process is 
repeated several times. The use of the precision shaft is important because its uniform diameter 
(±15 µm over 150 mm) and uniform surface roughness (9 µm RMS) more efficiently smooth the 
entire aluminum foil surface.10 When the prepared epoxy has been fully degassed, 4-5 drops of the 
epoxy are placed in evenly-spaced locations on the aluminum foil surface. The clean glass flyer 
slide is then placed flat on the surface of the aluminum foil and pressed down to spread out the 
epoxy over the entire interface of aluminum/flyer slide. The second backing slide is then placed 
flat on top of the back of the flyer slide, and the entire assembly is picked up and spring clamps 
are used to hold it together and apply pressure to the aluminum/flyer slide interface. The epoxy is 
then cured either over the course of 24 hours at room temperature or 2 hours in a 65°C oven. When 
the epoxy is fully cured, the apparatus is disassembled, and the flyer slide with adhered aluminum 
foil is carefully removed from the backing slide to avoid scratching the aluminum foil surface. The 
edges of the aluminum foil are then trimmed back to the size of the flyer slide using a razor blade. 
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2.3. Laser Systems 
 The following sections describe the laser systems used to perform the flyer launch and 
fluorescence spectroscopy experiments. The lasers predate this work, and only the relevant details 
to this project are discussed. 
2.3.1. Nd:YAG Launch Laser 
 The laser used to launch flyer plates is a commercially-available single-box system 
(Quanta-Ray Pro 350, Newport Corp.) based upon a multiple-lamp, multiple-rod Q-switched laser 
system using Neodymium-doped Yttrium Aluminum Garnet crystal rods as the lasing medium. 
(Fig. 2.5) This laser outputs 10 ns pulses at a peak power of 2500 mJ.9,10 The laser stability 
degrades if not run continuously at 10 Hz, so a high-speed shutter (NM Laser LSTXYW8-1) is 
placed in the beam path, allowing us to pass a single pulse on command. This raw output pulse is 
then sent through a half-wave plate and a Faraday isolator. This combination serves the dual 
purpose of preventing the laser pulse reflection from reentering the laser cavity and modulating 
the pulse power. The half-wave plate shifts the polarization direction of the laser output and the 
Faraday isolator only allows the projection of that polarization onto the axis of its polarized output 
beamsplitter to pass through. The user rotates the half-wave plate while a power meter is in the 
beam path to adjust the pulse power to the desired level. The beam is then fed through a beam 
telescope to increase the spot size from 12 mm to 60 mm. The pulses are then sent through an 
optical beam stretcher, yielding 20 ns pulses with a peak power of 1600 mJ. The beam stretcher 
has no effect on the rising edge of the laser pulse but significantly extends the tail. This allows for 
the use of 100 µm flyers if necessary. After six passes through the pulse stretcher (9 m total path 
length) essentially all of the beam intensity has passed through the pulse stretcher.10 The beam 
telescope serves to improve beam collimation over the 9 m total path length.  
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Figure 2.5. Nd:YAG launch laser beam path. The shutter is used to pass individual pulses and 
the half-wave plate and Faraday isolator are used to modulate beam intensity. The beam 
telescope serves to improve beam collimation over the 9 m path length given by the pulse 
stretcher. The diffractive optic yields a flat beam profile, and the aspheric bestform lens retains 
that profile and focuses the beam onto the back of the aluminum foil target, punching out a flyer 
plate. The speed of the flyer plate is measured using photon-doppler velocimetry (PDV). 
 The diffractive optic (Silios Technologies) is a thin silica disk 80 mm in diameter with 
etchings which cover the disk in many diffractive elements. When a diffractive element is 
illuminated it produces a “top-hat” beam profile shape in the first-order diffracted spots with 87% 
efficiency.10 When the beam then passes through an objective lens the spots from each diffraction 
element overlap at common locations. This yields a large number of spatially overlapped top-hat 
beam profiles at the flyer surface. The original beam profile is nonuniform and exhibits two 
prominent hotspots.9 (Fig 2.6a) After passing through the diffractive optic, the beam is focused 
using a 75 mm diameter aspheric objective lens with a focal length of 150 mm (Thorlabs) to give 
a focused spot with a top-hat beam profile with a FWHM of 700 µm and a flat top diameter of 550 
µm. (Fig. 2.6b) The focused top-hat beam has very uniform intensity, with less than ±5% variation. 
This top-hat beam profile is the key to launching flat, planar flyers for shock compression. 
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(a) 
 
(b) 
 
Figure 2.6. Excerpt from Fig. 2 of Ref. [9]. (a) Original beam profile of raw launch laser. (b) 
Beam profile after passing through the diffractive optic and focused by an aspheric objective 
lens. 
2.3.2 Photon Doppler Velocimeter 
 The photon Doppler velocimeter an optical interferometer using the flyer plate as the 
moving mirror, albeit one with a somewhat poor reflective surface. The reflection from the moving 
flyer plate is Doppler-shifted and combined with the reference beam, generating a time-dependent 
interferogram. The relationship between interference frequency and flyer velocity is:10 
𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 (𝑘𝑚 𝑠⁄ ) =
𝜆0 ∗ 𝑖𝑛𝑡𝑒𝑟𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
2 ∗ 𝑤𝑖𝑛𝑑𝑜𝑤 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛
 (2.1) 
Where λ0 is the interferometer wavelength in use (1.55 µm in this case) and the window correction 
is 1.0627 for Pyrex® glass.10 We calculated velocity from the interferogram using a short-time 
Fourier transform (STFT) which calculates interference frequency over a short time window and 
outputs a spectrogram. This technique was chosen because changes in flyer reflectivity during 
flight generates noise in the interferogram frequency, and the calculation of frequency over a short 
time window is resistant to this kind of noise.10 
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 Our PDV system is built primarily from telecommunications components11,12 and is based 
upon the design of Weng and co-workers.13 The schematic diagram is given in Fig. 2.7. The fiber-
optic system is coupled to the probe head using a free space collimating lens, which emits a 600 
µm beam, which is then reflected by a short-pass filter up to the probe head, which focuses the 
beam onto the moving flyer plate. The objective then collects the Doppler-shifted beam reflected 
from the flyer plate, returning the beam back through its original path into the PDV system. The 
interferogram is collected using an 8 GHz digital oscilloscope (Tektronix DPO70804). This system 
can measure velocities up to approximately 5 km s-1.10 
 
Figure 2.7. Schematic of photon Doppler velocimeter system. The interferometer is fiber-optic 
based and couples to the probe head through a collimating lens. The short-pass filter reflects the 
1.55 µm laser line while passing light in the visible region. 
 An example PDV interferogram and spectrogram given by STFT analysis are given in Fig. 
2.8. Represented is a 50 µm flyer impacting a 50 µm PVA film at 1.3 km/s and generating a 9 ns 
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duration shock with a particle velocity of 1.0 km/s. The flyers accelerate quickly during the first 
10 ns after the launch laser strikes the flyer plate, then accelerate more gradually over the next 70 
ns or so due to continued plasma expansion. The resulting particle velocity upon impact is a 
function of the shock impedance of the flyer and the target film and can be predicted using 
Hugoniot curves.9 
(a) 
 
(b) 
 
 (c)  
 
Figure 2.8. (a) Spectrogram (top) and interferogram (bottom) of a 50 µm flyer launched at 1.3 
km/s into a 50 µm film of PVA. (b) Velocity line-out (top) and interferogram (bottom) of the 
same shot. The line-out is created by plotting the maximum point in the Fourier transform 
window at each time step. This allows for easier determination of impact time, particle velocity, 
and shock duration. (c) Detail of flyer impact of same shot with labelled flyer speed (Uf), particle 
velocity (Up), and shock duration (τs). 
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2.3.3. Nd:YLF Excitation Laser 
 The laser used to excite fluorophores during shock compression spectroscopy experiments 
was a Q-switched Nd:YLF laser (terra) with 527 nm, 1 mJ pulses which focus down to a 30 µm 
spot at the sample plane.1 The pulse length of the Terra is about 160 ns FWHM, but due to the 
pulse having a long tail it is possible to effectively measure fluorescence spectra over the entirety 
of the 500 ns window used in our shock compression experiments. (Fig. 2.9) The laser operates 
natively at 100 Hz, which is then shuttered down to 10 Hz, both to allow for the passing of single 
pulses on command and to set the excitation laser to operate at the same rate as the launch laser. 
This makes it easier to time the excitation laser against the launch laser properly. The laser power 
is then reduced to the desired intensity using neutral density filters. 
 
Figure 2.9. Pulse profile of Nd:YLF laser pulse. The long tail allows for fluorescence 
measurements over the entire 500 ns time window. 
2.3.4. Femtosecond Blue Excitation Laser 
 The femtosecond laser was used to excite fluorescent samples for emission lifetime 
experiments. The very short pulse length allows us to measure the emission decay from an 
excitation event significantly shorter than the fluorescence lifetime. We used a modified 
Quantronix Integra-C 2.0. It has a mode-locked fiber laser oscillator (Calmar Laser, Mendocino 
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780) operating at 50 MHz. The 50 MHz signal is divided to 1 kHz to trigger the chirped-pulse laser 
amplifier, which outputs 130 fs pulses at 785 nm with 2.0 mJ energies. The 1 kHz output passes 
through an optical chopper (Thorlabs MC2000) with a custom chopper wheel to reduce the 
repetition rate to 100 Hz, slow enough that a mechanical shutter (Vincent Associates) can be used 
to select individual pulses. A portion of each 785 nm pulse is then frequency-doubled in a nonlinear 
crystal to generate 392 nm pulses.14 
2.4. Shock Compression Apparatus 
 Shock compression experiments were performed on an apparatus developed previously in 
the Dlott group.9,10 A schematic illustration of the experimental setup is shown in Figure 2.10. The 
spatially homogenized Q-switched Nd:YAG launch laser is focused down to a diameter of 
approximately 700 µm on the back of an aluminum foil flyer plate. This generates a plasma at the 
Al-foil/glass interface, which ejects a flyer disk to fly across the 375 µm gap to impact the sample 
film. Photon Doppler velocimetry is used to monitor the flyer plate velocity history via a 1.55 µm 
laser beam that is transmitted through the sample and reflected back to the detector from the flyer 
surface. The sample and flyer plate are held in an assembly which can be vacuum-evacuated and 
is mounted on a motorized translation stage. This allows for easy transition to a fresh spot after 
each individual shock experiment. The sample film is illuminated using a 527 nm Nd:YLF laser 
focused onto the sample using a 10x objective. (Olympus Corp.) This objective also collects the 
sample photoemission, which is collimated and recorded using either a streak device (Hamamatsu 
Corp.) or a 32-channel pyrometer attached to a homebuilt prism spectrograph. For the purposes of 
shock imaging, the signal may also be directed toward a gated sCMOS camera. This setup allows 
the collection of photoemission spectra during shock compression with both wavelength and 
nanosecond-scale time resolution, as well as sample images during shock compression. 
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Figure 2.10. Block diagram of the laser-driven flyer plate shock compression spectroscopy 
apparatus. Key: OBJ → microscope objective lens. SP → Short-pass filter. BS → 90% 
transmissive, 10% reflective beamsplitter. 
2.4.1. Streak Camera 
 The sample photoemission was collected using a prism spectrograph and a streak camera. 
A diagram of the operation of a streak device is shown in Figure 2.11a. The spectrally-resolved 
light from the prism spectrograph is focused in a horizontal line upon a photocathode, which ejects 
electrons from the positions which receive those photons. Those photons are then accelerated into 
the drift region of the streak chamber. While in the drift region the electrons are subjected to a 
time-dependent voltage ramp as they pass two deflection electrodes. This vertically deflects the 
electrons with respect to when they pass the deflection circuit, so electrons generated later in time 
are deflected more than electrons arriving earlier in time. This causes the electrons to be directed 
to a phosphor screen at different vertical locations with regard to time. The phosphor screen ejects 
photons in a square shape into the image intensifier section of the device. The photons hit a second 
photocathode, which ejects electrons toward a microchannel plate (MCP). The MCP serves as an 
electron multiplier, emitting a cascade of electrons for each impinging electron. The multiplied 
electrons are then directed to a second phosphor screen, and finally out of the streak device toward 
an attached CCD camera. The function of the streak camera is to take time-domain information 
and render it in a vertical space-domain. A typical streak output is displayed in Fig. 2.11b. 
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(a) 
 
 (b) 
 
Figure 2.11. (a) Diagram of streak camera operation. Adapted from Hamamatsu literature. (b) 
Typical streak output of the shock compression of a film of R6G in PMMA. 
2.4.2. 32-Channel Pyrometer 
 The apparatus described here was designed by Will P. Bassett et. al.15 and is composed of 
a prism spectrograph fiber-optically coupled to 32 photomultiplier tubes (PMTs) which are 
themselves linked to 1.25 GHz digitizers. The non-linear dispersion characteristic of prism 
spectrographs is partially compensated for by using a stepped fiber-optic array, e.g. the fiber optic 
bundles at the blue edge of the array are of smaller diameter than the fiber-optic bundles at the red 
edge of the array. The remaining extent of nonlinear wavelength dispersion is accounted for 
computationally. PMT detection was selected due to the fast, high-gain response that they offer. 
As the intensity of thermal radiation increases linearly with area of emission, the use of high-gain 
detectors allows measurements on microscopic sample regions, typically less than 100 µm in 
diameter. A typical spectral output is given in Fig. 2.12a. 
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(a) (b) 
  
Figure 2.12. Excerpt from Fig. 7 of Ref. [15]. (a) Output of the pyrometer from impact of 25 
µm thick Al flyer at 2.0 km/s on a microgram sample of plastic explosive. (b) Spectral radiance 
and gray body fits used to determine temperature and emissivity at the indicated time after 
impact. 
 Temperature and emissivity calculations at each time step (Fig. 2.12b) are calculated using 
Planck’s radiation law for a gray body, where the emissivity ε < 1 is independent of wavelength 
and temperature. (Eq. 2.2) 
𝐿(𝑇, 𝜆)𝑑𝜆 = 𝜀 ∗
2ℎ𝑐2𝑑𝜆
𝜆5 [𝑒
ℎ𝑐
𝑘𝑇𝜆 − 1]
 
(2.2) 
Where L(T,λ) is the spectral radiance, λ is wavelength, and h, c, and k represent the standard 
physical constants. Fitting the spectral radiance at each time step to Eq. 2.2 yields measurements 
of the gray body temperature T and the gray body emissivity ε. 
2.4.3. Gated sCMOS Camera 
 Single snapshots of visible light emission from samples were obtained using an Andor iStar 
sCMOS camera with a 2560 × 2160 CCD array of 6.5 µm square pixels. When observing the 
sample through the 10× objective the spatial resolution was found to be 2.2 µm with a 2 mm field 
of view. The image intensifier is gated with a 5 ns pulse, which defines the acquisition or shutter 
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time.16 Images are recorded as an unformatted matrix and processed using MATLAB® software to 
generate TIF images. An example photograph is given in Figure 2.13. 
 
Figure 2.13. Example photograph of an impact of a 3 km/s, 25 µm flyer on a film of Al-Teflon, 
200 ns after impact. Photograph courtesy of Dr. Sergey Matveev. 
2.5. Diamond Anvil Cell 
 Hydrostatic pressure experiments were performed using a typical Merrill-Bassett diamond 
anvil cell (DAC).17 (Fig. 2.14a) Our DAC is composed of two triangular Inconel backing plates 
which slide together snugly on three guiding pins. (Fig. 2.14b) The diamonds are a matched set of 
type Ia anvils obtained from Almax easyLab Inc. (Fig. 2.14c) They are seated in a circular Inconel 
pocket and are held in place by a set disk and copper film filler. The diamond pocket is held in the 
backing plate by three set screws, which are also used in aligning the two diamond surfaces against 
each other. A stainless-steel gasket is held in place between the diamond culets by a gasket holder, 
and the apparatus is locked together using three pressure screws threaded through two opposing 
pairs of springsteel washers. (Fig. 2.14e) Before use the gaskets are first imprinted by fitting a 
stainless-steel disk into the gasket holder, placing in the DAC, and tightening the pressure screws 
until an indentation of 70-100 µm thickness is achieved. A 500 µm hole is then laser-milled 
through the center of this indentation to create the sample cell. (Fig. 2.14d) 
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(a) (b) 
  
(c) (d) 
 
 
 (e)  
 
Figure 2.14. (a) Assembled Merrill-Bassett diamond anvil cell. (b) Separated backing plates 
showing guide pins and DAC interior. (c) Diagram of diamond measurements courtesy of 
Almax-easylab Inc. (d) Closeup of gasket disk, disk fitted into gasket holder, and an imprinted 
gasket with a laser milled sample cell. (e) Diagram of DAC assembly with labelled components. 
 A sample film is generally about 100 µm across and is loaded into the cell using a scalpel 
and microscopy needle. It is placed in the center of the diamond culet and a few ruby chips are 
placed around it. (Fig. 2.15a) The R1 ruby fluorescence line is used to determine the internal 
pressure of the cell.18 (Fig. 2.15b) The gasket is then placed on the diamond surface over the sample 
and the cell is closed by sliding the other backing plate down over the first and the pressure screws 
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are tightened to finger tightness. The top of the DAC and the pressure screws are then marked to 
indicate the position of cell closure. 
(a)  
 
(b) 
 
Figure 2.15. (a) View through diamond axis of assembled DAC cell, showing sample, ruby 
chips and gasket. (b) Redshift of ruby R1 fluorescence demonstrating pressure increase 
corresponding to Argon capture. 
The screws are then loosened a half-turn and the cell is placed into a brass gas-flow cylinder 
and the cylinder is sealed shut. (Fig. 2.16a) The gas inlet is attached to an Argon canister and the 
outlet is left open while Argon is flowed into the cell at a low rate, purging the cylinder of air over 
the course of 30 minutes. The inlet and outlet valves are then sealed, and the cylinder is carefully 
placed into a vat of liquid nitrogen. (Fig. 2.16b) The system is allowed to cool until the brass 
cylinder undergoes a phase transition, which is marked by the liquid nitrogen beginning to boil 
more vigorously for a minute or two before settling down again. This occurs approximately 30 
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minutes after the cylinder is placed in the liquid nitrogen bath. The Argon inlet valve is then 
opened, and the regulator dial is set to a slow influx rate. After about five minutes a slow trickle 
of liquid Argon should be visible on the walls of the brass cylinder. This is allowed to continue 
until the level of the liquid Argon rises above the top of the DAC cell, so that the DAC cell has 
been completely submerged. The lid of the brass cylinder is then removed while remaining in the 
liquid nitrogen bath and a long Allen key is used to tighten the pressure screws on the cell 1/16 
turn past the closure position. After the cell is thus sealed, the brass cylinder is removed from the 
liquid nitrogen bath and allowed to warm up to room temperature. Once the cell is at room 
temperature, the R1 line of ruby fluorescence is measured for redshift. If the fluorescence has red-
shifted from the STP wavelength of 694.29 nm (Fig 2.15b), then Argon was successfully captured, 
and the cell is ready to begin high-pressure experiment cycle. 
(a) (b) 
  
Figure 2.16. (a) Gas-flow cylinder used to purge DAC cell with Argon gas. (b) Gas-flow 
cylinder immersed in liquid Nitrogen bath. 
2.5.1. Hydrostatic Compression Spectroscopy Apparatus 
 Static high-pressure experiments are performed on a homebuilt system capable of 
performing UV/Vis absorbance, fluorescence, and Raman spectroscopy. (Fig. 2.17) The DAC is 
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mounted in an XYZ stage and the sample plane is brought into focus using an alignment camera 
for reference. The sample is backlit for alignment and UV/Vis experiments using a tungsten lamp 
(Ocean Optics HL-2000) and the sample is excited using a 532 nm CW diode laser (doubled 
Nd:YVO4). Sample fluorescence and UV/Vis data is collected using a Shamrock 303i spectrograph 
(Andor) attached to a PIXIS 256 CCD camera (Princeton Instruments). Pressure measurements 
were made by using a kinematic mirror to redirect ruby fluorescence spectra to a dedicated USB 
2000+ spectrograph (Ocean Optics). The ruby fluorescence spectra were fitted to a double Voigt 
peak and the center of the R1 peak was used to calculate the pressure using Equation 2.3. 
 
Figure 2.17. Schematic diagram for the setup used for DAC experiments. Shows laser excitation 
path (green), tungsten lamp illumination path (yellow) for absorbance measurements, and the 
fluorescence emission path (orange). 
 
𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (𝐺𝑃𝑎) = 248.4 ∗ (((1 +
𝜆 − 694.21
694.21
)
7.665
) − 1) (2.3) 
 The absorbance, fluorescence, and ruby fluorescence data is collected for each pressure 
setting of the DAC. After the data collection is complete, each pressure screw of the DAC is 
tightened by about 1/16 turn and the cell is allowed to equilibrate for 20 minutes, at which point 
data is collected again. This process is continued until the desired maximum pressure is achieved, 
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generally around 10-12 GPa. Pressure is then reduced by loosening the pressure screws by 
approximately 1/8 turn for each pressure step and the same data is collected for each step of 
pressure reduction if so desired. A typical set of fluorescence and absorbance spectra for a 
collection of hydrostatic pressures in a diamond anvil cell is given in Figure 2.18. 
(a) 
 
(b) 
 
Figure 2.18. (a) Example set of fluorescence emission spectra in a diamond anvil cell at 
hydrostatic pressures. (b) Example set of absorbance spectra in a DAC at hydrostatic pressures. 
Data taken from a PVA film doped with CdSe quantum dots. 
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Chapter 3. Shock Compression of Dye-Doped Silica Microparticles1 
 
3.1. Introduction 
 The effect of silica encapsulation on the photoemissive behavior of rhodamine 6G (R6G) 
under shock compression was studied using laser-driven flyer plates. The brightness and response 
time of the encapsulated dye was then compared to the “free” dye dispersed in polymer. 
3.1.1. Shock Compression Probes 
 Most studies in shock compression science focus on measuring the bulk-averaged 
mechanical properties of shocked materials.2 This is generally done by embedding electromagnetic 
or piezoelectric gauges, or by use of motion-sensitive laser diagnostics such as photon Doppler 
velocimetry (PDV) to measure the time-dependent particle velocities Up(t) and shock velocities 
Us(t) of a planar shock as it travels through the bulk sample.
3 The internal mechanical and chemical 
states of the sample are then inferred from these velocity profiles. Local pressures, temperatures, 
and compositions may differ substantially from this bulk average, particularly in the case of 
inhomogeneous microstructured materials (containing sub-millimeter constituents). Examples of 
microstructured materials would include common materials like sand or concrete and modern 
materials like plastic-bonded explosive (PBX), consisting of sub-millimeter crystals of an 
explosive bound together with a polymer.4 Shock compression spectroscopy seeks to study the 
bulk/locality variance by directly probing the interiors of shocked materials.5,6 
                                                          
1 This chapter is largely derived from the work published in Ref. [1]. The shock compression experiments were 
performed by Dr. Alexandr Banishev. My contributions were development of the synthetic procedure, sample 
preparation and sample characterization work. 
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 A commonly used optically emissive pressure probe is the R1 fluorescence line of 
embedded ruby crystals.7 In fact, this is the very technique we use to measure sample pressure in 
diamond anvil cells (DAC). This is not a practical solution for shock compression studies, as the 
radiative rate of ruby is relatively low, on the order of 103 s-1,8 so each Cr+ ion can emit at most 
about one photon per millisecond. This yields far too little light to be useful over the course of a 
shock experiment conducted with nanosecond time resolution. Organic dyes such as the R6G used 
in this study exhibit radiative rates on the order of 109 s-1, so each dye molecule can conceivably 
emit about one photon per nanosecond. This makes organic dye molecules a far more attractive 
target for exploration as a pressure probe. 
3.1.2. Organic Dye in Polymer 
 Our research group has previously used photoemissive organic dyes such as rhodamine 
640 (R640)9,10,11 and R6G12,13 to probe the interior of transparent polymers such as poly-methyl 
methacrylate (PMMA) during shock. The shock dynamics of large polymers are strongly 
influenced by their nanostructure. At a molecular weight of 106, PMMA is composed of compact 
chains with mean radii of gyration of approximately 30-40nm. Experiments with dye probes 
showed that local density dynamics on the nanosecond scale were substantively different than what 
could be observed by probing bulk Up(t) profiles.
13 
 In the previous experiments the dye-doped PMMA were excited by a quasi-continuous 
laser pulse and steady-state dye photoemission was observed before, during, and after shock 
compression generated by impact of km s-1 laser-driven aluminum flyer plates. The time-series of 
emission spectra were collected using a streak camera and spectrograph. Each spectral time-step 
was analyzed using the method of moments.9-13 The time-resolved zeroth moment (Eq. 3.1) 
represents the wavelength-integrated intensity change. As intensity generally decreases during 
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shock, the time-dependent zeroth moment is termed the “intensity-loss transient”. The time-
resolved first moment (Eq. 3.2) represents the shock-induced dye photoemission spectral shift. As 
the emission generally shifts to longer wavelengths during shock, the time-dependent first moment 
is termed the “redshift transient”. 
𝑀0(𝑡) = ∫ 𝐼(𝜆, 𝑡)𝑑𝜆 
(3.1) 
𝑀1(𝑡) =
∫ 𝜆 ∙ 𝐼(𝜆, 𝑡) 𝑑𝜆
∫ 𝐼(𝜆, 𝑡)𝑑𝜆
 
(3.2) 
 It has been previously observed that dye emission redshift is responsive to variations in 
local density under both shock compression14 and under hydrostatic high compression.15 It has 
been observed in various experiments that dye redshift responds effectively instantaneously to 
local density changes16,17 since spectral shifts are caused by changes in the dye’s electronic energy 
levels, which would respond on electronic (femtosecond) timescales. 
 To effectively perform redshift transient analysis requires that the dye sensors be very 
bright (emit strongly under intense excitation) in order to obtain sufficient signal-to-noise ratios. 
It would be comparatively simpler, more useful and more sensitive to probe shocked materials by 
observing changes in wavelength-integrated dye photoemission intensity (zeroth moment) rather 
than the spectral shift (first moment). Redshift measurements must be performed with a 
wavelength- and time-resolved instrument such as a spectrograph and streak camera and 
necessitates that sufficient signal-to-noise ratios be obtained at a range of wavelengths. By 
contrast, wavelength-integrated intensity measurements could be performed using a single-channel 
detector such as a photomultiplier behind a bandpass filter. The signal-to-noise ratio requirement 
would be much lower, and the throughput would be higher. Using intensity changes to measure 
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pressure changes is already the foundation of the pressure-sensitive paint (PSP) technique18,19 
employed to monitor airflow over vehicle surfaces. While a surface is coated in PSP, spatial and 
temporal variations in the partial-pressure of atmospheric oxygen over a continuously irradiated 
surface can be made using a video camera. 
3.1.3. Photophysical Model of Organic Dye Fluorescence 
  Previous work9,10,12 demonstrated that under nanosecond-duration shocks, the time 
dependence of intensity transients from dye dissolved in PMMA was poorly matched to the 
redshift transients. Figure 3.1a demonstrates both types of transients, generated by a planar 3.9 
GPa shock front passing through a thin film of PMMA containing 2mM R6G. The rise time of the 
intensity-loss transient was approximately 7 ns slower than that of the redshift transient, and the 
fall time was an order of magnitude slower. This behavior is explained12 using the photophysical 
model shown in Fig. 3.1b. The instantaneous emission intensity of an organic dye at any given 
moment is directly proportional to the population of the S1 singlet state. The S1 population is 
determined by the intensity of the excitation laser, the absorption cross-section of the dye, the S1 
state’s radiative rate, and the S1 quantum efficiency. When the dye is shock compressed, both the 
S1 state and the T1 state are stabilized by interactions with the surrounding medium and reduced 
to lower energy levels, but the S1 state energy is reduced more than the T1 state. 
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(a) 
 
(b) 
 
Figure 3.1. Fig. 1 & 2 of Ref. [1]. (a) Intensity loss and redshift transients for 2mM R6G dye 
emission in a 15 µm thin film of PMMA. The PMMA was impacted by a 50 µm thick flyer plate 
at 1.1 km s-1, producing a shock pressure of 3.9 GPa. The intensity-loss transient exhibits a 
clearly slower rise and recovery time than the redshift transient. (b) Photophysical model for 
R6G dye emission under shock. Intensity-loss is caused by a shock-induced enhancement of the 
intersystem crossing rate. Intensity-loss rise-time is limited by the shocked S1 lifetime and 
recovery time is limited by the ambient-conditions T1 lifetime. 
This energy shift causes the S1 and T1 states to come closer together in energy relative to 
the ambient condition and enhances the intersystem-crossing rate. An increased proportion of the 
S1 population is thereby transferred into the dark (non-emissive) T1 state, causing the intensity loss 
seen during shock experiments. This process lags behind the redshift response time because the 
time-response of the intensity-loss is dependent on S1 lifetime during shock. When the shock 
arrives, it takes a few multiples of the S1 lifetime for the S1 population to fall to the lower steady-
state level under the shocked condition of enhanced intersystem crossing. After the shock unloads, 
the medium density is reduced toward the ambient conditions and the S1 and T1 states recover to 
the pre-shock energy levels. The increased distance between the S1 and T1 state slows down the 
shock-enhanced intersystem crossing rate. The intensity-loss fall time after the shock unloads is 
determined primarily by the T1 lifetime, or in other words the rate of T1 decay down to the S0 
ground state, after which the dye molecule may be promoted to the S1 state to re-establish the S1 
population steady-state, causing the emission intensity to recover to pre-shock levels.12 
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3.1.4. Intensity-Loss Probe Design 
 This analysis provides guidelines for the design of emissive sensors whose intensity-loss 
transients would respond fast enough to faithfully reproduce the redshift transients that are 
believed to represent the “true” shock-induced density profiles. In accordance with the model, the 
emissive probe would need to have a sufficiently short S1 lifetime for the intensity loss to respond 
swiftly to the sudden shock-induced density increase and a sufficiently short T1 lifetime for the 
intensity recovery to respond to the post-shock density recovery in a timely fashion. It is difficult 
to predict how to reduce S1 lifetime while retaining quantum yield from first principles alone. It 
is, however, well known that the T1 lifetime may be decreased by the introduction of triplet-
quenching species such as O2 or heavy atoms into the surrounding matrix.
20 We have managed to 
accomplish both of these goals by encapsulating R6G dye inside silica microspheres. 
 Dye-doped silica particles have been previously shown to exhibit high stability and 
brightness.21-24 Here “brightness” refers to the rate of photon emission while under steady 
irradiation. Core-shell silica nanospheres with a similar dye, tetramethylrhodamine isothiocyanate 
(TRITC), have been shown to emit with a brightness 20 times greater than the same number of 
dye molecules in solution.21,22 The silica microparticles used here were about 1 µm in diameter, 
composed of a dye-doped core seed particle, a dye-doped inner shell, and a dye-free outer 
confinement shell. The procedure used to synthesize these microspheres was adapted from a 
procedure described by Bele et al.25 who produced monodisperse silica microspheres of 1.98 ± 
(0.08) µm diameter with encapsulated dye. 
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3.2. Experimental Considerations 
 Silica microparticles were generated using R6G solutions ranging from 10-5 to 0.8 M. Note 
that these concentrations represent the solutions used to grow the particles, not the concentration 
of dye encapsulated in the resultant silica particles, which is not known with certainty. The 
encapsulated dye concentration depends both on the solution concentration and the dye adsorption 
kinetics during particle growth. All shock measurements shown here were done using 
microparticles grown in 0.1 M dye solutions. Microsphere concentrations in the final PMMA films 
were chosen to produce approximately the same emission intensity as the 2mM free dye film. This 
works out to be approximately 30 wt. % microspheres. The absorbance of the free dye layer at the 
excitation wavelength of 527nm was A=0.3, and the absorbance of the microparticle films was 
even less, so reabsorption is minimal. 
 The sample films were shocked using the shock spectroscopy apparatus described in 
Chapter 2 using flyer plates of 25, 50, 75, and 100 µm thicknesses. A time-resolved 
photoluminescence spectrometer with 70 ps time resolution was used to measure the fluorescence 
lifetime of both free and encapsulated dye sample layers. The system consisted of a Varian/Cary 
5 G spectrometer modified with the addition of a picosecond laser source and photon-counting 
electronics. 
3.3. Microsphere Characterization 
 The microparticle synthesis procedure was optimized by characterizing the resulting 
microsphere diameter, the emission intensity, spectral shift, absorbance and emission lifetime.  
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3.3.1 Microsphere Diameter 
 Figure 3.2 shows a scanning electron microscope image taken of our silica microspheres. 
The particles in this image are spherical and the diameters are about 1.3 µm. The synthesis 
procedure supposedly produces monodisperse25 2 µm microspheres. We didn’t make any explicit 
measurements of the size distribution, since we had no reason to believe the distribution should 
have a significant impact on the shock response, but the distribution appears to be reasonably 
narrow. 
 
Figure 3.2. Fig. 4 of Ref. [1]. Scanning electron micrograph of dye-doped silica microparticles. 
The particles are spherical and approximately 1.3 µm in diameter. 
3.3.2. Brightness Enhancement of Encapsulated Dye 
 A photograph comparing a PMMA film with 2mM R6G free dye and a PMMA film with 
dye-doped silica microspheres grown in a 0.1 M dye solution is shown in Fig 3.3a. The 
microsphere concentration in the PMMA was adjusted to produce a film which had similar 
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emission intensity to the free dye film. The small spots on the samples are the craters left behind 
by flyer plate impacts.26 Figure 3.3b shows the relative emission intensities of the two samples. 
The oscillations in the emission spectra are artifacts caused by étalon effects in the CCD detector. 
The emission of this sample of encapsulated dye is calculated to be 1.3 times greater than the 
sample of free dye. It can be clearly seen in the photograph that even though the microsphere has 
a higher emission intensity, it has less of the pink coloration, implying that it contains less R6G 
dye. 
 The extinction spectra of the two samples is shown in Fig. 3.3c. For the sample of free dye, 
extinction is caused almost entirely by R6G absorption. For the microsphere sample most of the 
extinction is caused by light scattering from the suspended particles. The dye absorbance may still 
be estimated by background subtraction as demonstrated. Assuming R6G absorption cross-section 
to be the same in both samples, the microsphere sample contains 2.7 times less dye. As the 
encapsulated dye sample emits 1.3 times as strongly with 2.7 times less dye, that comes out to a 
3.5 times brightness enhancement of the encapsulated dye over the free dye. It is also worth noting 
that the emission intensity of the encapsulated dye appears to diminish over some weeks, so the 
brightness enhancement changes gradually over time. 
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(a)                         Free dye in PMMA           Dye-Doped Microspheres in PMMA 
 
(b) 
 
(c) 
 
Figure 3.3. Fig. 7 of Ref. [1]. (a) Photographs of a 2mM free dye in PMMA sample film and a 
dye-doped silica microspheres in PMMA sample film. (b) The relative photoemission intensities 
of the two samples. The oscillations are artifacts caused by étalon effects in the CCD detector. 
(c) Extinction spectra of the two samples. The high background of the microparticle sample is 
caused by light scattering. The dotted line represents the background subtracted to give the 
measured absorbance. Assuming the same dye absorption cross-section in both samples, the dye 
in the microspheres is 3.5 times brighter than the free dye. 
3.3.3. Emission vs. Dye Concentration 
 Figure 3.4 demonstrates the effect of increasing R6G concentration on the wavelength-
integrated steady-state emission intensity of both encapsulated and free dye in PMMA. It is 
important to note that the concentration axis (x-axis) represents different meanings for the 
encapsulated vs the free dye. For the free dye, it represents the actual concentration of dye in the 
PMMA. For the encapsulated dye, it represents the R6G concentration in the solution used to grow 
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the silica microparticles. In both cases the emission intensity increased until a saturation point was 
reached. In the case of the free dye this saturation effect is attributed to concentration and 
aggregation quenching effects. In the case of the encapsulated dye the saturation is likely due to 
limits on dye uptake kinetics during the silica growth process. 
 
Figure 3.4. Fig. 5 of Ref. [1]. Wavelength-integrated emission intensity from free dye in PMMA 
compared to dye-doped microspheres dispersed in PMMA. The concentration axis represents 
the actual concentration of free dye in PMMA for the open circles, or the concentration of dye 
in particle growth solution for the filled squares. The final data point for silica microspheres was 
obtained using methanol as the reaction solvent rather than ethanol, as it is above the solubility 
limit of R6G in ethanol. The relative intensities were scaled based on the microsphere brightness 
enhancement factor of 3.5× discussed in Fig. 3.3. 
 This effect is demonstrated in Fig. 3.5, which shows the emission spectra of free and 
encapsulated dye at both low and high concentrations. In this context “high concentration” refers 
to the saturation regime and “low concentration” refers to a point a few orders of magnitude below 
saturation. At low concentration, the emission maximum of the encapsulated dye is a few 
nanometers lower wavelength than the free dye. At high concentration, the free dye redshifts and 
develops a shoulder band near 590 nm, features which are typically associated with dye 
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aggregation.27 By contrast, the encapsulated dye emission were identical in maximum emission 
wavelength and spectral shape at both low and high concentrations. This suggests minimal dye 
aggregation in the silica microspheres, which agrees with previous studies.22 
(a) 
 
(b) 
 
Figure 3.5. Fig. 6 of Ref. [1]. (a) Emission of free R6G dye dissolved in PMMA. The redshift 
and shoulder band near 590 nm in the 0.1 M sample are associated with high-concentration dye 
aggregation effects. (b) Emission of R6G encapsulated in silica microspheres suspended in 
PMMA. The concentration labels refer to the concentration of the solution used to grow the 
microspheres. There is no observable change in the emission spectrum at the higher dye 
concentration, suggesting minimal dye aggregation. 
3.3.4. Dye Emission Lifetime 
 Figure 3.6 shows the emission decay of both free dye in PMMA and dye-doped silica 
microparticles dispersed in PMMA. The decays were a good fit to single exponentials with lifetime 
τ = 4.9 (±0.1) ns for the free dye12 and lifetime τ = 2.7 (±0.1) ns for the encapsulated dye. 
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(a)                    Free Dye in PMMA 
 
(b)                    Encapsulated Dye 
 
Figure 3.6. Fig. 2 of Ref. [12] and Fig. 8 of Ref. [1]. (a) Emission decay curve from free dye in 
PMMA had a single-exponential decay with a lifetime of 4.9 ns. (b) Emission decay curve from 
encapsulated dye had a single-exponential decay with a lifetime of 2.7 ns. 
3.4. Shock Spectroscopy Measurements 
 Figure 3.7 demonstrates a typical streak camera trace of the photoemission from a dye-
doped microsphere sample during an 11 ns duration, 4.5 GPa shock produced by a 1.3 km s-1 
impact by a 50 µm. The time axis is shifted so that t=0 represents the impact time. The shock 
caused the emission spectra to redshift and lose intensity. 
 
Figure 3.7. Fig. 8 of Ref. [1]. Time series of 
emission spectra from dye-doped silica 
microspheres suspended in PMMA after 
impact at t = 0 by a 50 µm thick flyer plate 
travelling at 1.3 km s-1, generating a shock 
pressure of 4.5 GPa. Shock compression 
caused an intensity loss and a redshift. 
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 The intensity-loss and redshift transients for dye-doped microspheres in PMMA under 
various conditions are represented in Figs. 3.8 and 3.9. The vertical axis heights were scaled so 
that the heights of the two types of transients are matched to facilitate comparison. In Fig 3.8 the 
velocities of 50 µm thick flyers were varied from 0.9 km s-1 to 2.1 km s-1, representing shock 
pressures ranging from 3 GPa to 8.4 GPa. In Fig. 3.9 a 1.5 km s-1, 5.5 GPa impact was delivered 
using a 50-, 75-, and 100 µm thick flyers, with shock durations (τsh) ranging from 11 ns to 23 ns. 
It has been noted in previous studies that the magnitudes of intensity loss and redshifts, as well as 
the durations of post-shock recoveries all increased with both increasing shock pressure and 
increasing shock duration. 
 The key result demonstrated by Figs. 3.8 and 3.9 is that over a range of shock pressures 
and durations the dye-doped microspheres show extremely close correlation between the intensity-
loss and redshift transients. The only significant difference is that the long-term recovery of 
intensity loss was a few percent slower than redshift recovery. This is a substantial improvement 
from the behavior of free dye in PMMA illustrated in Fig. 3.1a, where intensity-loss transients 
were much slower in both rise and recovery than the redshift transients. 
 The peak values of intensity loss and redshift versus flyer velocity at four different flyer 
thicknesses are plotted together in Fig. 3.10. These peak values were approximately linear 
functions of flyer velocity over the range of velocities studied. 
3.4.1. Fluorescence Imaging 
 The images in Fig. 3.11 are an example of nanosecond fluorescence imaging before and 
during a shock.28 These samples were produced by growing a 1 µm skin of fluorescent silica on 
top of ~40 µm silica particles. Figure 3.11a shows the fluorescence image prior to shock. The 
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region between particles is dark because of the lack of dye there. Figure 3.11b shows the same 
region during a 1 km s-1 impact by a 75 µm thick flyer plate, delivering a shock that was steadily-
driven for 16 ns. The strobe image time window is approximately equal to the shock duration. By 
comparing the two images it can be clearly seen that the shock image is darker, reflecting the 
shocked intensity loss. The images also visualize shock details, such as the fractured spheres in 
the lower left and upper right corners. The particle at the center appears to have disintegrated, and 
there are a series of observable cracks. Figure 3.11c represents the mathematical percent change 
between the before and during shock images.  
3.5. Discussion of Results 
 Here is the discussion of our most significant findings: the brightness of the encapsulated 
dye and the time-response of the shocked intensity loss of the dye-doped silica microspheres. 
3.5.1. Brightness Enhancement of Dye-Doped Microspheres 
 The dye-doped microspheres do not lose brightness when irradiated with the 250-
nanosecond pulses during shock experiments. They also have high stability, in the sense that they 
don’t leak dye into the surrounding medium. This is due to the addition of the final protecting layer 
of silica on top of the dye-doped center of the microparticle. This was tested by measuring the 
fluorescence in the supernatant after the particle washes in the synthesis process. The washes were 
considered complete when the supernatant exhibited negligible dye emission. We are also 
confident that the particles do not leak dye into the surrounding PMMA, as Fig. 3.5 showed that 
the encapsulated dye had a small blue shift as compared to the free dye. The encapsulated dye also 
shows no evidence of aggregation in microspheres up to onset of the intensity saturation effect, 
51 
 
which suggests that emission intensity above 0.1M might be limited by dye uptake kinetics or 
quenching effects associated with aggregation. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 3.8. Fig. 9 of Ref. [1]. Intensity-loss and redshift transients from dye-doped microspheres 
in PMMA impacted by 50 µm thick flyer plates at the indicated velocities, generating the 
indicated pressures. The reproducibility of the intensity-loss transients is demonstrated in (c), 
which superimposes the intensity-loss traces of three 1.5 km s-1 impacts. It can be clearly seen 
that the intensity-loss transients are virtually identical to the redshift transients. 
Assuming the absorption cross-sections of the free dye and encapsulated dye are equal, 
then the brightness of the encapsulated dye works out to be 3.5 times greater than the free dye. If 
the cross-section is larger in the microspheres then the estimate of the quantity of encapsulated dye 
would be too high, and the brightness enhancement effect would therefore be greater. 
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It is not entirely understood how the dye photophysics yield this brightness enhancement. 
The quantum yield of R6G dye is already close to unity,29 so there is minimal room for brightness 
improvement through suppression of nonradiative processes. One clear factor is revealed by the 
reduction of the S1 lifetime from 4.9 ns in the free dye to 2.7 ns for the encapsulated dye. The 
lifetime decrease could, in principle, be due to an increase in either the radiative rate or the 
nonradiative intersystem crossing or internal conversion rates. In light of the encapsulated 
brightness enhancement, it seems reasonable to attribute most of the lifetime decrease to an 
increased radiative rate. The high brightness is inconsistent with the lower quantum yield that 
would be associated with an increase in nonradiative rates. In Ref. [22], the encapsulation of 
TRITC dye was also shown to increase radiative rate relative to the free dye, which they attributed 
in part to the higher refractive index of the silica shell. They based that conclusion to the significant 
brightness increase they observed when an outermost dye-free silica shell was grown on top of the 
dye-doped silica cores,22 an effect likely to be benefit our microspheres as well. A radiative rate 
increase can only account for a portion (1.8 out of 3.5) of the brightness increase we observe. An 
increased radiative rate even introduces new questions, as an increase in radiative rate would 
generally be associated with a corresponding increase in absorption cross-section,30 which would, 
as previously discussed, indicate that the actual brightness enhancement factor should be greater 
than 3.5. Other possible factors contributing to the brightness enhancement are unclear. In Ref. 
[22] it was suggested that presence of intermolecular interactions leading to the generation of 
multiple excitons might play a role in brightness enhancement, but the details of how this would 
happen were not explained. Another factor which might play a role is the near-spherical core-shell 
microcavity geometry, which might generate some degree of enhancement of the incoming and 
outgoing electric fields like in a whispering-gallery laser.31 
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The 3.5× brightness enhancement reported here was substantially less than the 20-fold 
enhancement found for silica nanospheres doped with TRITC dye.21 We would note that the 
brightness enhancement involves calculating the ratio of intensities of encapsulated and free dye, 
meaning that the worse the free dye the greater the potential for enhancement. The quantum yield 
of TRITC dye is substantially lower than that of R6G,32 so there is greater capacity to enhance the 
brightness of TRITC through suppression of nonradiative pathways. Also, brightness 
measurements of TRITC were performed through excitation with 900 nm light via a 2-photon 
process.21 It is possible that some portion of the 20-fold brightness enhancement was caused by a 
silica-matrix enhancement of the 2-photon cross-section. Such an effect would not be operable 
here as single-photon excitation was used. 
3.5.2. Shock Compression Response 
 In these experiments, we examined the response of microspheres whose diameter were in 
the 1 µm range. This particle size is not expected to play a role in determining the shock response. 
When the PMMA film containing the dye-doped microspheres is shocked, the pressure within the 
microspheres wouldn’t rise instantaneously since the shock impedance of silica is much higher 
than the surrounding polymer. The interior pressure of the silica would be expected to ring up to 
the surrounding value within a few multiples of the acoustic transit time across the particle.33 The 
acoustic velocity in fused silica is 6 µm/ns. The microspheres are formed of sol-gel silica, rather 
than fused silica, so the acoustic velocity in the microspheres is likely somewhat lower than a block 
of fused silica, but even so the pressure ring-up time would be expected to be less than 1 ns. 
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(a) 
 
(b) 
 
(c) 
 
 
Figure 3.9. Fig. 10 of Ref. [1]. Intensity-loss and redshift transients from microspheres in 
PMMA impacted at 1.5 km s-1 (P = 5.5 GPa) by flyer plates of the indicated thicknesses. The 
intensity-loss transients are again almost identical to the redshift transients. 
 The most remarkable finding of the microsphere compression response is that the intensity-
loss response accurately tracks the time-dependence of the redshift response. The only noticeable 
difference is that the recovery time of the intensity-loss was slightly slower. This demonstrates 
that the intensity measurements of the shocked microspheres probe the shock-induced density 
dynamics as accurately as redshift measurements do. 
 The risetimes of the redshift transients in Figs. 3.8 & 3.9 were approximately 7 ns. It is the 
S1 lifetime under shock compression that limits the risetime of intensity-loss transients.
12 
According to our photophysical model,12 the decreased response time of the microspheres is 
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attributed to the increased radiative rate compared to the free dye. The ambient-pressure S1 lifetime 
of 2.7 ns is alone sufficient to faithfully reproduce a 7 ns risetime, and we would additionally 
expect that under shock compression, when the intersystem-crossing rate is enhanced, that the S1 
lifetime would be shorter still than its ambient value. 
(a) 
 
(b) 
 
Figure 3.10. Fig. 11 of Ref. [1]. Magnitudes of the peak values of the (a) intensity-loss transient 
and the (b) redshift transient for dye-doped microspheres in PMMA vs flyer plate velocity for 
flyer thicknesses producing shock durations ranging from 5-23 ns. 
 The fall times of the transients in Figs. 3.8 & 3.9 were 50-100 ns. The ambient T1 lifetime 
controls the fall-time response of the microsphere emission,12 so this lifetime must have been 
reduced to the 10’s of nanoseconds range as compared to what we see in free dye in PMMA (Fig. 
3.1), which should be at least in the microseconds range. This T1 lifetime reduction is attributed to 
an external heavy-atom effect induced by the Si atoms of the surrounding silica matrix. 
 The dye-doped spheres may be synthesized over a wide range of diameters, from the 10’s 
of nanometers to 10’s of microns, but so far, we have only experimented with particles that are 1 
µm in diameter or larger. It could be advantageous to test the use of nanoparticles instead of 
microparticles, as nanoparticles would scatter less visible light and reduce the opacity of particle 
suspensions in polymer films. It is unknown whether the S1 and T1 lifetime or the brightness 
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enhancement change with particle diameter, but it could be worthwhile to see if there is a diameter 
which improves the relevant properties beyond what is observed here. 
  
 
Figure 3.11. Fig. 3 of Ref. [28]. Fluorescence images of microstructured media formed from 
40-70 µm silica spheres with a R6G silica skin layer illuminated by a 5 ns strobe. (a) is the 
image prior to shock. (b) is the image during a 16 ns duration shock produced by a 1 km s-1 
impact. (c) is the mathematical percent difference between the before and during shock images. 
The pressure is highest in the bright spots, primarily found in junctions between particles and at 
fissure points. 
3.5.3. Shock Pressure Imaging 
 Since we had previously shown a linear relationship between the shock-induced intensity-
loss and shock pressure between 2 and 10 GPa,1 we further attempted to use measured intensity 
maps before and during a shock to build a pressure distribution map of a shocked silica particle 
cluster.28 This type of image transformation presents difficulties since volume is not conserved 
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during a shock and sample components may move at significant speed under impact, on the order 
of µm/ns. But it is clear from this preliminary trial that at least a rudimentary pressure distribution 
map should be possible using this technique. The final image in Fig. 3.11 represents such a pressure 
distribution map. The bright regions of the image represent the highest-pressure areas of the image, 
such as the junctures between certain particles. It is likely that the dark junctures between the 
particles in the center of the image are an artifact caused by the disintegrated center particle not 
comparing well to the before-shock image. 
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Chapter 4. Emission Lifetimes of a Fluorescent Dye under Shock Compression1 
 
4.1. Introduction 
 In this study we investigated how the emissive lifetime of rhodamine 6G (R6G) is affected 
by shock compression. The dual intents of our study are to learn more about molecular 
photophysics in extreme environments using a well-studied molecular emitter, and to evaluate the 
possibilities of using fluorescence lifetime microscopy measurements2 to study shocks in 
microstructured media. In a shocked microstructured medium,3 the strains, pressures, 
temperatures,4 and compositions are complex functions of space and time.5 Such distributions are 
currently difficult to probe in real time. 
4.1.1 Organic Dyes under Shock Compression 
 We studied R6G in two forms. Either R6G was dissolved in poly(methyl methacrylate) 
(PMMA) or it was encapsulated in silica microparticles that were themselves suspended in 
PMMA.6 Silica-encapsulated dye particles have been described as “bright” and 
“superfluorescent”,7,8 and we have shown that R6G microparticles emit 3.5 times more intensely  
than R6G dissolved in PMMA, termed “free dye”.6 
 Broadly speaking, there are three ways to use a fluorescent dye to probe shock compression 
dynamics: (1) the shock-induced spectral shift;9-11 (2) shock-induced changes of emission 
intensity;10,11 or (3) shock-induced changes of the emission lifetime. The shock effect on the 
                                                          
1 This chapter is largely derived from the work published in Ref. [1]. The shock compression experiments were 
performed by Dr. Wei-Long Liu. My contributions were preparation of dye in PMMA, dye in silica and sample 
characterization work. 
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lifetime is due to photophysics, primarily changes in nonradiative rates due to environmental 
effects. 
 We have previously studied shock-induced spectral shifts and intensity changes for the two 
forms of R6G in PMMA.6,12,13 The photophysics of R6G will be discussed in relation to the 
Jablonsky diagram12,14 in Figure 4.1. Shocking R6G causes an emission redshift and an intensity 
loss.10-13 The red shift is a solvation effect. Dissolving R6G in PMMA causes a solvent redshift. 
PMMA lowers the energies of both S0 and S1, but the S1 lowering is greater because S1 is more 
polarizable.15,16 Compressing PMMA increases the solvation effect, lowering the S1 energy more 
than S0, producing a red shift. Shock-induced red shift is an effectively instantaneous probe of the 
density increase experienced by R6G. 
 
Figure 4.1. Fig 1 of Ref. [1]. Jablonsky diagram for R6G photophysics with single ground (S0) 
and excited (S1) states and triplet (T1) state. Kic = internal conversion rate constant. Krad = 
radiative rate constant. Kisc = intersystem crossing rate constant. KT = triplet decay rate constant. 
The singlet lifetime is τ = (Kic + Krad + Kisc)−1. 
4.1.2. Lifetimes under Pressure 
 We know of one previous study of emission lifetimes under shock. Huston, Justus, and 
Campillo found that the crystal violet lifetime was increased from its ambient value of 100 ps to 
200 ps at 2 GPa, and the increase was attributed to shock-induced changes in glycerol viscosity.17 
The shock-induced redshift of R6G emission in ethanol solution up to 1.9 GPa was studied by 
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Shen and Gupta in 1991,9 and later extended to 3.5 GPa by Ichiyanagi and co-workers.18 Both 
studies showed how the redshift could be used as an optical monitor of pressure. The emission 
lifetimes of R6G in ethanol were studied at static high pressures up to 0.9 GPa by Taguchi, 
Hirayama, and Okamoto.19 The monomer lifetime was increased from its ambient 2.3 ns value to 
3.6 ns at 0.45 GPa, at concentrations where aggregates were present and the medium was a fluid 
so R6G monomers and aggregates could diffuse toward and away from each other. The static high 
pressure lifetimes of a related dye, rhodamine B (RhB) in a solid matrix (poly(acrylic acid)) were 
studied by Dreger and Drickamer.20 The RhB lifetime was decreased from 6 to 3 ns when the 
pressure was increased from ambient to 7 GPa. The lifetime decrease was attributed to increased 
nonradiative rates. Dreger and Drickamer used pressure tuning arguments to suggest that internal 
conversion was more important than intersystem crossing.20 Although RhB is chemically similar 
to R6G, RhB emission is known to be more temperature-dependent than R6G. RhB is used as a 
fluorescent molecular thermometer,21-24 whereas R6G is not. 
 The possibility of using shocked dye lifetimes to probe microstructured media, which must 
be performed on a single shot, was motivated by recent successes in fluorescence lifetime imaging 
microscopy (FLIM),2 and the difficulties we foresee in using redshift and intensity loss for such 
measurements. To measure time- and position-dependent shock-induced redshifts, we would have 
to obtain a stream of wavelength-resolved emission spectra at every spatial location, which is 
impractical. Intensity loss could be measured at many spatial locations using a fast multi-element 
detector such as a photodiode array, a photomultiplier array25 or a streak camera. However, shock 
intensity measurements are complicated by material moving around during the shock. The fast 
translational26 (several μm·ns−1) and rotational27 motions of the microstructure, and shock-induced 
changes in emissivity, make it difficult to interpret intensity changes in a dynamically evolving 
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shocked medium. The singlet lifetime may be directly related to the chemical and physical 
environment, and it is insensitive to the intensity of the excitation pulses or changes in the 
geometry or emissivity that affects the detection efficiency,2 provided the pump pulses are kept at 
reasonable intensities below the thresholds for stimulated emission or singlet annihilation, as we 
did here. Because lifetime measurements need not be spectrally resolved (although that was done 
here), high-speed spatially dependent variations of emission lifetimes could be captured using a 
fast detector array or a streak camera. With a streak camera, one could measure spatially dependent 
lifetimes along a line running through the microstructure. 
4.1.3. Shocks in PMMA 
 When a flyer plate strikes a sample whose initial density is ρ0, the flyer/sample interface 
will begin to move at velocity Up, launching a shock at velocity Us.
26 We measure Up on every 
shot with a photon Doppler velocimeter (PDV),28 and we can use Up to determine pressure P and 
estimate temperature T as follows. Us is related to Up by the Hugoniot,
26 which for PMMA is 
approximately linear in the 0−10 GPa range,29,30 
𝑈𝑠 = 𝑚𝑈𝑝 + 𝑏 (4.1) 
On the basis of our previous measurement of the Hugoniot for solvent-cast PMMA thin films,         
b = 2.6 km·s−1 and m = 1.2.30 The fractional change in volume ΔV is given by:26 
∆𝑉 =
𝑈𝑠 − 𝑈𝑝
𝑈𝑠
 
(4.2) 
The pressure is:26 
𝑃 =
𝛥𝑉𝑏2
𝑉0(𝑚𝛥𝑉 − 1)2
 
(4.3) 
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where V0 = 1/ρ0 is the specific volume.26 Note that this method of determining pressure is based 
solely on conservation of momentum and relies on no approximations. 
 With an initial temperature T0, the temperature during the shock T1 is given by:
26 
𝑇1 = 𝑇0𝑒
𝛤(𝑉)𝛥𝑉 + ∫
ƒ(𝑉)𝑒𝛤(𝑉)𝛥𝑉
𝐶𝑉
𝑑𝑉
𝑉1
𝑉0
 
(4.4) 
where Γ(V) is the Grüneisen parameter, Cv is the constant-volume heat capacity and ƒ(V) = 
[(1/2)(V0 – V1)(dP/dV) + (1/2)P]. The first term describes the temperature increase for a reversible 
adiabatic compression and the second term adds a correction for the additional heating due to 
irreversible single-stage shock compression. Calculations using Eq. 4.4 are at best approximate 
because Γ(V) is not known to a high degree of certainty and T is exponentially sensitive to Γ(V). 
A common way of approximating Eq. 4.4 is to assume Γ(V)/V is constant, and that Cv(T) varies 
little in the computed temperature range.26 Although a temperature-independent Cv is appropriate 
for atomic solids, for PMMA Cv increases with temperature. However, the increase is 
approximately linear in T,31 
𝐶𝑣(𝑇) = 4.4 𝑇 ∙ 𝐽 ∙ 𝑘𝑔
−1 ∙ 𝐾−2 + 143 𝐽 ∙ 𝑘𝑔−1 ∙ 𝐾−1 (4.5) 
So in Eq. 4.4 we used the average value of Cv in the temperature interval. Figure 4.2a shows 
computed results for PMMA using Γ= 0.6.32 With a 4 GPa shock, ΔT ≈ 100 K, and with a 10 GPa 
shock, ΔT ≈ 300 K. 
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                                      (a) 
 
(b) 
 
(c) 
 
Figure 4.2. Excerpt of Fig 2 of Ref. [1] and Fig. 4 of Ref. [12]. (a) Estimated shock temperature 
increase for PMMA using eq. 4.4 and Γ = 0.6. Time-dependent shock-induced redshift (b) for 
R6G in PMMA (free dye) with 8 GPa, 18 ns shock, and time-dependent shock-induced intensity 
loss (c) for continuously pumped R6G in PMMA. The intensity loss is caused by shock 
enhancement of the intersystem crossing rate. The intensity-loss decay is due to ground-state 
recovery occurring with the triplet lifetime, which becomes longer when PMMA was 
deoxygenated. 
 A shock is more than just pressure and temperature. There are dynamical effects as well, 
particularly in a high molecular-weight polymer such as PMMA (MW = 1,000,000), which has a 
sluggish mechanical response strongly dependent on shock duration.13 Increasing shock duration 
at constant pressure produces higher polymer densities.13 Static compression in a diamond-anvil 
cell produces higher densities10 than any duration shock of equivalent pressure. To illustrate the 
sluggish PMMA response and the R6G shock photophysics, look at Figure 4.2b,c, which 
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summarize results from ref 12. Figure 4.2b shows the redshift of free R6G dye in PMMA using 75 
μm thick Al flyers at 2 km·s−1 that produce 8.6 GPa shocks. The steadily driven part of the shock 
lasted 18 ns, and the shock load was over by about 40 ns. The redshift rose continuously during 
the 18 ns steadily driven shock. After the steady shock drive ended, the redshift continued to 
increase, but more gradually, to a peak value of 40 nm at 40 ns. Afterward, the redshift decayed 
with a time constant of ∼70 ns. The redshift dynamics in Figure 4.2b reflect the instantaneous R6G 
electronic response to time-dependent shock-induced changes in PMMA density. Figure 4.2c 
shows the shock-induced intensity loss in the same experiment, where R6G was continuously 
pumped by a 250 ns laser pulse. The intensity-loss time dependence was different from the redshift 
due to lag times produced by the dye’s photophysical response.12 The intensity loss rose a bit more 
slowly,6,12 and the decay was quite a bit slower than the redshift decay. When PMMA was 
deoxygenated, by heating it in a vacuum above the glass transition prior to the shock experiments, 
the intensity loss did not decay at all on the experimental time scale.12 These results were 
interpreted to indicate that the intensity loss was caused by shock-enhanced intersystem crossing, 
which trapped the R6G excitations in the dark long-lived triplet state.12 The intensity-loss decay 
reflects ground-state repopulation occurring at the triplet lifetime, and that lifetime increased when 
oxygen was removed. The significant amount of shock-enhanced intersystem crossing is 
interesting, because under ambient conditions the R6G quantum yield is so high33 that there is 
hardly any intersystem crossing. 
4.2. Experimental Considerations 
 The flyer plate launch system is described in chapter 2. The flyer plates used here are 
aluminum foils 75 µm thick and 500 µm in diameter. The 50 MHz signal from the femtosecond 
laser was divided to 1 kHz to trigger a chirped-pulse laser amplifier, which outputs130 fs pulses 
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at 785 nm with 2.0 mJ energies. The 1 kHz output passed through an optical chopper (Thorlabs 
MC2000) to reduce the repetition rate to 100 Hz, slow enough that the mechanical shutter (Vincent 
Associates) could be used to select individual pulses. The 785 nm pulses are frequency-doubled in 
a nonlinear crystal to generate the 392 nm pulses used to excite the R6G dye in the sample films. 
A photodiode is used to observe the 100 Hz pulses and trigger the Stanford Research Systems 
DG645 digital delay generator, which then triggers the Nd:YAG launch laser at 10 Hz. A home-
built pulse generator synchronized with the digital delay generator is then able to open the 
mechanical shutters in the launch laser beam path and in the femtosecond laser beam path and send 
a trigger to the streak camera upon button press. The streak camera impulse response function, 
measured with a femtosecond pulse (cf. Figure 4.6a), had a full-width at half-maximum of 100 ps. 
 The sample arrangement is similar to those used previously,6,12,13 with the exception that 
the dye-doped PMMA layer sits on a PVA layer which is 50 µm thick to make a better cushion. 
The PMMA layers either 5 mM R6G dye or 1 µm diameter dye-doped silica microspheres. As 
described in chapter 3, the impedance mismatch between silica and PMMA means that the shock 
must ring up to the surrounding pressure, which takes a few multiples of the transit time across the 
1 µm silica particles. The transit time is about 0.2 ns or less, so the heterogeneity of the silica 
microstructure does not significantly impact our time resolution. 
 The femtosecond laser pulses, which were 3 μJ in energy and 70 μm in (1/e2) diameter, 
were about the maximum intensity where 10 shots at the same spot did not noticeably affect the 
emission intensity and lifetime. For shock lifetime measurements, we first shot a single 392 nm 
pulse into the sample to obtain a reference emission decay. Then we shot a flyer plate and a probe 
pulse at the same spot at a selected delay. After each shock experiment, we translated the sample 
to a fresh region, adjusted the delay and repeated both measurements. 
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 Emission lifetime measurements are made as the sample is subjected to a single-stage 
shock that produces a constant, spatially uniform pressure throughout the PMMA layer. An 8 GPa 
shock, for example, moves at 4.5 μm·ns−1 in PMMA,29 taking ∼3 ns to traverse the PMMA layer. 
When the femtosecond laser pulses were timed to arrive just after the shock front exited PMMA, 
at t ≈ 3 ns, the shock would remain steadily driven and at a constant pressure for ∼15 ns longer. 
Thus, we could monitor emission decays of steadily shocked R6G for at least three (1/e) lifetimes 
whenever the lifetime was ≤5 ns. In other measurements where the femtosecond pulses were 
purposely timed to arrive well after 3 ns, the R6G emission was generated during a decaying shock, 
or after the shock unloaded. 
 
Figure 4.3. Fig 4 of Ref. [1]. Ambient pressure emission decay transients from a single laser 
shot for R6G in PMMA and SiO2-encapsulated R6G in PMMA. The SiO2-encapsulated 
transient was fit to a biexponential function (solid line). 
4.3. Rhodamine 6G Lifetime Results 
 Figure 4.3 shows ambient emission transients from the free dye and from the dye-doped 
silica microparticles, both in PMMA, obtained with single femtosecond laser shots. These 
transients, and all subsequent plots of such transients were normalized to peak intensities of unity. 
The free dye emission decayed as a single exponential with lifetime 3.4 (±0.1) ns. R6G lifetimes 
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in myriad solvents36 have been found to vary from 2 to 6 ns. The variability arises in part due to 
high-concentration aggregation, excessive laser pump power and ambient oxygen. In 
deoxygenated PMMA, lifetimes as long as 5.8 ns have been observed.36 We confirmed that 
excessive aggregation and excessive laser powers were not present in our measurements, so the 
3.5 ns lifetime was presumably affected by the presence of ambient oxygen. The silica-
encapsulated R6G transients were non-exponential in time7 and were well fit by a bi-exponential 
with two roughly equal-amplitude components having lifetimes of 0.35 (±0.05) ns and 2.7 (±0.2) 
ns. The faster part of the transient did not diminish compared to the slower part when the laser 
pulse energy was decreased, which ruled out singlet annihilation or stimulated emission as its 
origin. We do not know the origin of the faster decay component, but it might be related to fast 
resonant energy transfer among the dye molecules, or restricted dye rotation in the nanoporous 
silica matrix.7 
 Figure 4.4 shows R6G (free dye) emission decay data with 8 or 9.1 GPa shocks. In Figure 
4.4a,c, we show how the decay transients varied with time. Panels b and d of Figure 4.4 show how 
the time constants varied with delay at both shock pressures. The “no shock” data in Figure 4.4b,d 
demonstrate the reproducibility of our single-shot lifetime measurements. The lifetimes varied 
from shot-to-shot and from spot-to-spot by ±0.1 ns. The shortest lifetimes occurred at ∼3 ns, which 
was the instant the shock front exited the PMMA layer, and the shock pressure in the layer was a 
maximum and uniform throughout. Subsequently, the lifetime decrease partially recovered, but 
even after 150 ns a lifetime decrease remained, presumably due in part to shock heating and 
permanent densification37,38 of the PMMA by shock. 
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(a) 
 
(c) 
 
(b) 
 
(d) 
 
Figure 4.4. Fig 5 of Ref. [1]. Emission decay transients from shocked R6G, each obtained with 
a single femtosecond pulse. The intensities in (a) and (c) were normalized to the same initial 
values. The solid lines were fits to an exponential decay. (a) R6G in PMMA with 18 ns duration, 
8 GPa shock. The 3 ns transient had an excitation pulse arriving just after the shock front passed 
through the PMMA layer. (b) R6G in PMMA lifetimes during an 18 ns duration, 8 GPa shocks. 
(c) R6G in PMMA decay transients with 18 ns duration, 9.1 GPa shocks. (d) R6G in PMMA 
lifetimes during a 9.1 GPa shock. 
 Figure 4.5 shows corresponding results for 8 GPa shocks on R6G encapsulated in silica 
microparticles in PMMA. The decay transients in Figure 4.5a were good fits to bi-exponential 
functions at all delay times, except perhaps the longer-time part of the 3 ns decay. Figure 4.5b 
shows how the two time constants varied with delay. Both time constants decreased by about a 
factor of 3 when the shock arrived, and then only partially recovered. 
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(a) 
 
(b) 
 
Figure 4.5. Fig 6 of Ref. [1]. (a) Emission decay transients for R6G encapsulated in silica 
microparticles, in PMMA, with an 8 GPa, 18 ns duration shock. The dashed line “laser” 
represents the apparatus impulse time response. All decays were fit to biexponential functions 
(solid lines). (b) Time dependence of the two decay rate constants. 
 Figure 4.6 shows how the free dye lifetime decreased with shock pressure. The data in 
Figure 4.6 refer to the lifetime at its minimum value, obtained at a time delay of 3 ns. The lifetime 
decrease was an approximately linear function of shock pressure, and the slope was −0.22 
ns·GPa−1. There is no compelling reason why this relation should be linear,18 and we believe it is 
likely due to measuring the lifetime over a relatively narrow range of pressures, but it is useful 
nonetheless. 
 
Figure 4.6. Fig 7 of Ref. [1]. Dependence on shock pressure of the lifetime of R6G dye in 
PMMA during the time interval when the shock pressure was its maximum value and the 
pressure was uniform throughout the sample layer. 
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4.4. Discussion of Results 
 Measurements of pressure-dependent dye emission are the basis of pressure-sensitive 
paints (PSP).39-41 In the usual manifestation, the dye is continuously pumped, and when 
atmospheric pressure varies, the emission intensity varies as a result of different concentrations of 
the triplet quencher O2. The time response of PSP is ordinarily limited by the rate oxygen diffuses 
into the paint. The fastest response, times as short as 2 μs, has been achieved using dyes in 
nanoporous materials.39 Our shock intensity measurements rely on a different principle: shock 
enhancement of nonradiative relaxation,12 and the time response can be on the nanosecond 
scale.6,12 When a shock arrives at a continuously pumped emitter, it takes a few multiples of the 
singlet lifetime under shock for the emitters to equilibrate at reduced levels of steady-state 
intensity.6,12 When the shock unloads, it takes a few multiples of the ambient triplet (T1) lifetime 
to repopulate the S0 state, so the steady-state intensity can recover.
12 We also showed that when 
R6G was encapsulated in silica, these two rate-limiting parameters, the singlet lifetime under shock 
and the ambient triplet lifetime both became faster; so the intensity loss of dyed silica particles had 
a faster shock time response than free dye.6 
 The shock-induced lifetime decreases we observed here might involve shock enhancement 
of internal conversion and intersystem crossing, because the singlet lifetime τ = (Kic + Krad + Kisc), 
where Krad is the radiative rate constant, Kic is the internal-conversion rate constant, and Kisc is the 
intersystem-crossing rate constant, and Krad is not very shock-dependent, at least in the 0−10 GPa 
range.10 Both nonradiative processes might be enhanced due to pressure-tuning of the singlet− 
singlet and singlet−triplet energy gaps17,34,35 and by the shock temperature rise. 
 Although as discussed above in conjunction with Figure 4.2c, shock-enhanced intersystem 
crossing was the primary cause of the intensity loss when the dye was continuously pumped, which 
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need not be the case in the present experiments where the dye was impulsively excited by a single 
femtosecond pulse. With continuous excitation, dye molecules were repeatedly cycled between 
ground and excited singlet states, so even a nominally small probability for crossing into the triplet 
manifold would lead to a large triplet build up. Thus, in our present measurements, shock-enhanced 
internal conversion might be equally significant or even more significant than intersystem 
crossing. Dreger and Drickamer20 argued that for RhB under static high pressure, internal 
conversion was the dominant cause of lifetime shortening, and their energy-gap arguments would 
apply equally well to R6G. However, Figure 4.2c makes it clear that intersystem crossing cannot 
be ignored in a shock. However, we cannot yet quantify the relative shock enhancements of 
internal conversion and intersystem crossing. To make this determination, we believe, it would be 
best to perform experiments using two consecutive variable-delay femtosecond excitation pulses 
to measure the rate of ground-state recovery. The emission intensity produced by the second pulse 
would be reduced by the number of triplets created by the first pulse. 
 As mentioned in Section 4.1, emission lifetime measurements are insensitive to intensity 
variations. That fact worked to our advantage in the present studies. When we tried to measure the 
shock-induced intensity loss of R6G emission10,12,13 using 392 nm femtosecond pulses, there were 
significant emission intensity fluctuations that began immediately after flyer plate launch, which 
we did not see in previous measurements such as Figure 4.2c. Those variations began long before 
the flyer plate impacted the sample. We concluded that the emission intensity fluctuations resulted 
from fluctuating flyer plate reflectivities associated with the violence of the laser launch process.28 
In our previous works (e.g., Figure 4.2c), we used 527 nm pulses that were so strongly absorbed 
by the sample that hardly any of the excitation pulse was transmitted to the flyer plate. But 392 nm 
pulses are near a R6G absorption minimum and are therefore weakly absorbed. The transmitted 
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pulses were almost as intense as the incident pulses, and when the transmitted 392 nm pulse 
reflected off the flyer plate, it created a fluctuating-intensity reflection that was absorbed by the 
sample a fraction of a picosecond after the incoming pulse. Those intensity fluctuations caused the 
emission intensities to fluctuate but did not affect the accuracy of our emission lifetime 
determinations. 
 Figure 4.6, which shows an approximately linear relationship between the R6G emission 
lifetime and shock pressure, supports the idea that single-shot R6G emission lifetime imaging 
could be used as a form of high-speed fluorescence lifetime microscopy to measure spatially 
dependent pressure gradients in shocked microstructured materials. To do so, we would not 
wavelength-resolve the R6G emission as was done in the present study. Instead, we would image 
a line through the sample surface onto the slit of the streak camera, which would then output the 
R6G lifetime at different locations along that line. 
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Chapter 5. Shock Compression of CdTe Quantum Dots1 
 
5.1. Introduction 
 The shock-compression behavior of highly heterogeneous materials, such as particulate 
media, is dominated by mesoscale effects arising from collapse of voids, as well as shock wave 
interactions with heterogeneities (e.g., particle boundaries and interfaces between constituents with 
dissimilar material properties). For applications involving materials subjected to shock-
compression or dynamic high strain rate loading, understanding the influence of mesoscale 
heterogeneities on the bulk behavior/response of such materials is of paramount importance. There 
is, therefore, a significant need for diagnostic methods and sensor materials that can provide direct 
in situ measurements of pressure (and other parameters) with appropriate time- and spatial 
resolutions relevant to the understanding of the dynamics of shock compression processes in inert 
and reactive particulate materials. The limitations of shock-compression experiments in providing 
the mesoscopic details of deformation and mass flow in particulate materials have long been 
recognized.3 Conventional diagnostics, such as in situ piezoresistive/piezoelectric stress gauges,4,5 
provide time resolutions down to the nanosecond scale but have spatial resolutions spanning the 
area of the sensor element of several millimeters. The current state-of-the-art in velocity 
interferometry, namely, “line VISAR” or “ORVIS” (Optically recording velocity interferometer 
system), allows for the collection of velocity profiles along a line,6 providing information inherent 
to the heterogeneous effects along the linear dimension (typically up to couple of millimeters); 
                                                          
1 This chapter is largely derived from the work published in Ref. [1] and [2]. The quantum dots were synthesized by 
Dr. Zhitao Kang and the shock compression experiments were performed by Dr. Alexandr Banishev. My 
contributions were sample film preparation and performing the hydrostatic compression experiments in the diamond 
anvil cell. 
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however, it remains a surface-sensitive diagnostic method that averages the effects of the volume 
of the material being diagnosed. 
5.1.1. Quantum Dot Optical Properties 
 Mesoscale sensing in shock-compression experiments requires the sensor material to be 
small in size and possess pressure-dependent physical properties which can be captured and 
recorded at the nanosecond scale to achieve high temporal resolution.7,8 Quantum dots (QDs) are 
semiconducting nanoparticles of a few to tens of nanometers. These robust inorganic photoemitters 
exhibit size-dependent emission spectra in the whole visible and near-infrared range, due to 
quantum confinement effects.9 Heterogeneous materials consisting of different constituents can 
have each component tagged with different-sized QDs. The QDs can be excited with a single 
wavelength, while the photoluminescent emission can consist of multiple discrete narrowband 
components corresponding to each tagged constituent, thereby providing a great advantage for 
multiplexed sensing at different locations or different interfaces within the heterogeneous sample. 
The photoluminescence decay time of QDs is in the picosecond to nanosecond range; thus, a fast 
temporal response can be achieved. Nanoparticles that are small compared to optical wavelengths 
exhibit negligible light scattering when incorporated into transparent matrices. The optical 
properties of QDs have been reported to be pressure- and strain-dependent as a result of changes 
in their bandgap with particle size.10,11 Therefore, QDs can potentially be used as sensor materials 
for investigating the time-resolved mesoscale effects of shock-compression of highly 
heterogeneous materials, including compacts of inert or reactive powders, in order to obtain 
unprecedented information about local particle or ensemble behavior, as well as the dynamics of 
the surrounding materials during high-strain-rate or shock-compression loading. 
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 Hydrostatic compression of QDs has been observed to produce photoluminescent emission 
blueshifts that increase monotonically with pressure.12-14 However, less is known about their 
response under shock compression. In the present work, we have investigated and compared the 
shock-compression response of CdTe QDs dispersed in both a soft PVA polymer matrix and a 
hard sodium silicate glass matrix. Studies of these two types of matrix media, hereafter referred to 
as “polymer” and “glass,” respectively, are also relevant for the understanding of the response of 
two widely-used embedded shock sensors, namely, the polyvinylidene fluoride polymer (PVDF)15 
and quartz stress gauges.16 
 In addition to matrix effects, many other issues need to be addressed and understood prior 
to the possible use of QDs as pressure sensors for in situ probing of the shock-compression 
response of heterogeneous materials. The QD structure and surface chemistry need to be tuned to 
maintain compatibility with the media of interest. Previous tests have indicated that positively-
charged QDs are needed with the PVA matrix, since negatively-charged QDs heavily aggregate in 
PVA, leading to a complex and abnormal spectroscopic response. In the present work, the response 
of CdTe QDs of different sizes and capping groups dispersed in a polymer or glass (matrix) media 
was investigated to understand the effects of hydrostatic and dynamic high-pressure (shock-
compression) loading on their photoluminescence spectral response. 
5.2. Experimental Considerations 
 Colloidal CdTe QDs were synthesized by adding freshly prepared NaHTe solution to N2-
saturated Cd(ClO4)2 solutions in the presence of 2-mercaptoethylamine (MEA) or 3-
mercaptopropionic acid (MPA) as the stabilizing agents and water as the solvent. The solutions 
were then heated to the boiling temperature and refluxed for different times to grow and obtain 
QDs of controlled particle sizes. The detailed synthesis procedure is reported elsewhere.17,18 The 
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surface chemistries of the QDs were altered to prepare non-aggregated nanocomposite films. For 
incorporation in the PVA matrix, we used MEA-capped QDs, which had net positive charge due 
to —NH4+ (ammonium) capping groups. For incorporation in the glass matrix, a liquid sodium 
silicate solution (obtained from Sigma-Aldrich) with MPA-capped QDs, which had net negative 
charge due to the —COO- (carboxylate) end groups, was used. 
 The MEA-capped QDs in the nanocomposite polymer films were ~3 nm in size and emit 
at a characteristic wavelength of 586 nm. The MPA-capped QDs in the nanocomposite glass films 
were ~4 nm in size and emit at a characteristic wavelength of 674 nm. A dual-emitting composite 
film sample with a PVA matrix was also prepared using both 582 nm and 632 nm emitting MEA-
capped QDs. After the QDs were dispersed at room temperature in the respective polymer, or glass 
(water-based sodium silicate solution), matrix to form solutions of appropriate concentration and 
viscosity, nanocomposite thin film samples were prepared by drop-coating onto 
25.4×25.4×0.5mm3 glass substrates (Delta Technologies) followed by air drying to form 
homogeneous non-aggregated ~30 µm thick films with ~0.15 wt. % QD concentration. 
 Shock compression experiments were performed using the laser-driven flyer plate 
apparatus described in chapter 2. The 50 µm thick flyer plate velocities measured with PDV were 
controlled by varying the launch pulse energy up to a maximum of 2.5 J/pulse. The PDV and 
spectroscopic measurements probed smaller regions of 0.07 mm and 0.2 mm in diameter, 
respectively, at the center of the uniform launch pulse.19 The QD photoluminescent emission was 
recorded using a streak camera set to collect 0.5 ns effective time per CCD pixel. The overall 
resolution of the system was 2 ns. 
 In conjunction with the experiments, the shock compression of the CdTe QD/PVA film is 
also analyzed using finite element method (FEM) simulations in order to quantify the distribution 
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and evolution of the internal pressure in the samples. The dimensions in the simulation model are 
similar to those in the experiments. The equation-of-state (EOS) with parameters from Ref. 20 is 
used to describe the volumetric response of the Al flyer and the QD/PVA composite film. The 
Johnson-Cook model with parameters from Ref. 21 is used to describe the viscoplastic behavior 
of the flyer plate. The elasticity model with parameters from Ref. 22 is used to model the glass 
substrate. The FEM simulations are carried out using the commercial package Abaqus. 
 
Figure 5.1. Fig. 3 of Ref. [2]. Time–position diagram for one-dimensional propagation of shock 
and reflection waves in different materials. 
To illustrate how the shockwaves propagate in the flyer and target, a time-position diagram 
extracted from the simulations is shown in Fig. 5.1. Several key time scales are worth noting. τs1-
PVA = 9.1 ns is the time for the initial shockwave to propagate from the flyer/PVA interface to the 
PVA/glass interface. τr1-PVA = 5.8 ns is the time for the reflected shockwave from the PVA/glass 
interface to propagate back to the flyer/PVA interface. Reflecting these times, Up1 lasts for 
approximately 15 ns (τs1-PVA + τr1-PVA) before the first reflected wave in the PVA reaches the 
flyer/PVA interface. The round-trip time in the flyer is about 20 ns which is longer than that in the 
film. It takes about 86.2 ns for the shockwave to propagate from the PVA/glass interface to the 
bottom of the glass substrate. Finally, the time it takes for release waves to propagate from the side 
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corner of the flyer to the center of the PVA/glass interface is approximately 10 ns, but this is not 
the time for the release wave to reach the excited region which happens later. A comparison of all 
the time scales shows that the laser illuminated region of the PVA film is under a relative 
homogenous state of stress at t = τs1-PVA when the other reflected waves have not yet reached the 
region. 
Table 5.1. Table 1 of Ref. [2]. Particle velocity (Up1), shock front arrival time at PVA/glass 
interface (τs1-PVA) for initial shock wave, and pressure estimated from the Rankine-Hugoniot 
relation (Ps) at different initial flyer velocities (Uf ). 
Uf (km/s) 0.60 0.89 1.12 1.27 1.47 1.59 
Up1 (km/s) 0.49 0.72 0.89 1.07 1.24 1.29 
τs1-PVA (ns) 10.8 9.8 9.1 8.5 7.9 7.8 
Ps (GPa) 2.0 3.3 4.3 5.6 6.9 7.3 
5.3. PVA Shock Response 
 The time stream of emission spectra for Uf = 0.6 and 1.12 km/s are shown in Figs. 5.2a and 
5.2b, respectively. It can be seen that the emission intensity peak shifts from the initial wavelength 
of 586 nm towards the shorter wavelength region (blueshifting) after the onset of loading. CdTe is 
a direct band gap semiconductor with strong quantum confinement effect in nanometer size 
samples. As the QDs are compressed, the interatomic spacings and the size of the QDs in the 
direction of loading decrease, leading to increases in band gap energy and the blueshift of 
wavelength.12-14 Therefore, the blueshift can be used as an indicator and measure for the internal 
stress during shock loading. The emission spectra at different values of Uf are processed using the 
method of moments as proposed by Brown et al.,19 to extract the average wavelength histories 
(λ(t)). The blueshift histories are calculated as Δλ(t) = λ(0) – λ(t) and plotted in Fig. 5.2d. Variations 
in the blueshift histories are rather complicated. Specifically, for Uf = 0.60 km/s, the blueshift 
increases to a maximum (Δλmax) of 8.9 nm at around 50 ns and then decreases gradually. The 
blueshift history for Uf = 0.89 km/s shows a similar trend, with a larger Δλmax of 14.5 nm. However, 
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as Uf increases to 1.12 km/s, the blueshift first increases to Δλmax = 15.2 nm at about 30 ns and 
then decreases to 13.5 nm at about 48 ns; after that it increases again to a second maximum value 
(Δλ’max) of 18.5 nm at around 64 ns. As Uf further increases to 1.59 km/s, blueshift histories show 
a variation trend similar to that for Uf = 1.12 km/s, but both Δλmax and Δλ’max decrease with Uf. 
Apparently, Uf = 1.12 km/s is a critical velocity, below and above which the blueshift variation 
trend is different. Similar trends are observed with other samples of the same QDs/PVA 
composition. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5.2. Fig. 4 of Ref. [2]. Emission spectra for (a) Uf  = 0.6 km/s and (b) Uf  = 1.12 km/s, 
the contour colors indicate emission intensity; (c) average pressure obtained from simulations; 
and (d) blueshift histories at different Uf from shock experiments. 
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5.3.1. Shock Simulation 
 To understand the shock-induced blueshift response, the pressure distribution and 
evolution in the excited QD/PVA region from a simulation with Uf = 1.12 km/s is shown in Fig. 
5.3a. At the early stage for each shot, the shockwave with constant pressure Ps moves at shock 
velocity Us in the QD/PVA film, taking about τs1-PVA to traverse the film. The shock pressure and 
velocity in the film can be estimated from the famous Rankine-Hugoniot relation:19,20 
𝑈𝑠 = 𝑎 + 𝑏𝑈𝑝 (5.1) 
𝑃𝑠 − 𝑃0 = 𝜌0𝑈𝑠𝑈𝑝 (5.2) 
where Up is the particle velocity which is measured with PDV in the experiment; ρ0 is the density 
of the film material; For the PVA films a = 2.46 km/s and b = 1.565 are constants obtained from 
the experiments.20 Corresponding parameters for the liquid-deposited sodium silicate glass were 
not available, so we estimated the glass pressures based on parameters for a related soda-lime 
glass.23 The relationship between flyer speed (Uf), particle velocity (Up1), transit time (τs1-PVA), and 
the shock pressure (Ps) values for the PVA films calculated from Eq. 5.2 are listed in Table 5.1. 
Alternatively, Ps and Us are also obtained from FEM simulations and found to be very close to that 
calculated from Eq. 5.2. At t = τs1-PVA when the excited region is in uniform pressure states, the 
blueshift Δλ(t) obtained from the shock experiments corresponds to the average blueshift of all the 
QDs at pressure Ps. Therefore, the relation between blueshift (Δλ(t)) and shock pressure (Ps) can 
be obtained based on the experiment and simulation results at t = τs1-PVA, which is plotted in Fig. 
5.3b. The average pressure histories in the excited region under shock loading at different values 
of Uf are plotted in Fig. 5.2c. During loading, the average pressure values increase to a maximum 
(P̅max) at times between 20 and 25 ns. It can be seen from Fig. 5.2c that P̅max increases 
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monotonically with Uf. After P̅max, the calculated average pressure decreases to 0 GPa within 
100ns. 
 (a) (b) 
 
Figure 5.3. Fig. 5 of Ref. [2]. (a) Calculated pressure distributions in the excited region of a 
QD/PVA composite sample for Uf = 1.12 km/s; (b) pressure-dependent blueshifts of QD/PVA 
composite obtained from quasi-static hydrostatic and shock compression experiments. Inset: 
different strain states of the QDs under hydrostatic and shock (overall composite uniaxial strain) 
compression. 
5.3.2. Comparison to Hydrostatic Compression 
 For comparison, the emission spectra of the QD/PVA composite are also examined under 
quasi-static compression in a diamond anvil cell. The measured pressure-blueshift relation is also 
shown in Fig. 5.3b. The blueshift from the hydrostatic experiment increases monotonically to 35 
nm as the pressure increases to 6.5 GPa. After that the PL fluorescence disappears, indicating a 
possible phase transformation of the CdTe QDs from zinc-blende to rock-salt structure.14 It can be 
seen in Fig. 5.3b that the blueshift-pressure relation for shock compression is quite different from 
that for hydrostatic compression under quasi-static rate. The following salient points highlight the 
differences: (1) unlike the monotonic increase under hydrostatic compression, the blueshift under 
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shock compression first increases to a maximum of 5.2 nm at 4.3 GPa and subsequently decreases 
to 1.6 nm at 7.3 GPa; (2) the maximum blueshift (about 18 nm) obtained for shock compression is 
smaller than the maximum blueshift (35 nm) observed for hydrostatic compression; (3) no obvious 
evidence of phase transformation is observed at the early stage (t ≤ τs1-PVA) of the emission spectra, 
since fluorescence did not disappear suddenly; and (4) an analysis of the blueshift histories and 
pressure distribution indicates that the blueshift in shock compression as shown in Fig. 5.2d cannot 
be explained with a single blueshift-pressure constitutive relation. In other words, a velocity- or 
rate-dependent blueshift-pressure relation should be employed to predict the blueshift response of 
the QD/PVA composite under shock compression at different values of Uf. 
 The differences between the pressure-dependent blueshifts from the hydrostatic 
compression under quasi-static conditions and shock compression can be attributed to different 
stress states the QDs experience in the two settings. 
 First, note that the emission spectrum of QDs is determined by their electronic band 
structure which is dramatically affected by the levels and triaxiality of the strain/stress states in the 
QDs.24-26 Specifically, the blueshift of the QDs changes not only with the sign and level of the 
stress/strain in each of the three spatial directions but also with the ratios between the 
stresses/strains in the three directions. As illustrated in Fig. 5.3b, hydrostatic compression under 
quasi-static conditions and shock compression have very different stress/strain ratios in the three 
spatial directions. The former has equal stresses/strains in all directions (ratios are unity). On the 
other hand, FEM simulations show that under shock compression conditions of uniaxial strain 
prevail in the overall QD/PVA composite sample in early stages. For such uniaxial strain 
conditions, additional unit cell calculations with a QD embedded in a matrix (Fig. 5.3b) reveal that 
the ratio between a QD’s strain in the lateral direction (εl) and the strain in the impact direction (εi) 
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is εl/εi ≈ -0.24, with εl > 0 (lateral dimensions increasing) and εi < 0 (longitudinal dimension 
decreasing). This ratio is quite different from the ratio of 1 for the hydrostatic case. Empirical tight-
binding (ETB) calculations reported in a separate publication of blueshift for the CdTe QDs under 
the two sets of conditions show very similar trends as what is observed in the experiments and 
shown in Fig. 5.3 here.27 Similar dependence band gap energy on strain state is also observed in 
experiments and simulations in CdSe QDs.24 
 Second, when the QD/PVA composite is subject to impact loading, an instantaneous elastic 
compression is followed by a gradual relaxation due to conformational changes that continues to 
increase the local mass density around the QDs.28 Based on the energy landscape model,28 the two-
stage deformation of QD/PVA composite under shock compression in the nanosecond regime can 
produce non-uniform stress environments for the QDs. As a result, the non-hydrostatic stress state 
and non-uniform stresses contribute to the different trends in blueshift. 
 Third, the mechanical response of the PVA is rate-dependent due to its unique 
microstructures.29 This rate-dependence can also affect the blueshift response of QDs at different 
Uf as it changes the stress states and the time-histories of stresses in the overall material and the 
QDs. Fully dynamic full-field analyses accounting for this time-dependence are underway to 
establish a fundamental relation between the blueshift, strain state of the QDs, and stress state of 
the matrix for shock conditions. 
5.4. Shock Response of CdTe in Hard and Soft Films 
 Two examples of time-stream photoluminescent emission spectra of polymer and glass 
samples impacted by 50 µm thick flyers, recorded by a spectrograph and streak camera, are shown 
in Figure 5.4, with one time streak for 586 nm emitting CdTe QDs in polymer (with Uf = 1.12 
km/s) and the other for 674 nm emitting CdTe QDs in glass with Uf = 0.89 km/s. Figures 5.4a and 
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5.4b present the data as contour plots of the streak camera output, and Figures 5.4c and 5.4d display 
the corresponding photoluminescent emission spectra. The QDs in both samples exhibit shock-
induced blueshift and intensity loss. Note that the shock response of the QDs, measured in terms 
of the time required for attaining the peak wavelength shifts and intensity changes, is much faster 
in glass than in the polymer. The photoluminescent emission spectra were processed to extract 
time-dependent intensity changes, wavelength blueshifts, and spectral (or peak) widths, using the 
method of moments.19 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5.4. Fig. 2 of Ref. [1]. Time-resolved photoluminescent emission spectra for QDs in 
polymer and glass matrix with shocks generated by impact at time t = 0 by 50 µm thick Al flyers. 
(a) Contour plot and (c) corresponding emission spectra for 586nm emitting QDs in PVA 
polymer with impact velocity Uf = 1.12 km/s. (b) Contour plot and (d) emission spectra for 
674nm emitting QDs in glass with impact velocity Uf = 0.89 km/s. The QD emitters show shock-
induced blueshift and intensity loss. 
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5.4.1. Effect of Matrix Material on Response Time 
 Figure 5.5 shows typical plots of flyer velocity profiles, fractional photoluminescent 
emission intensity decreases, and blueshifts for QDs in the respective polymer and glass matrices. 
The initial part of the flyer velocity profiles (dashed red curves) shows the flyer approaching the 
sample at Uf = 0.6 km/s in the polymer case and at Uf = 0.79 km/s in the glass case. Upon impact 
at t = 0, the velocities drop to the level denoted Up over a time interval denoted τdrop. Up denotes 
the velocity of the flyer/sample interface. The value of τdrop, typically a few nanoseconds, arises 
from the imperfect planar contact process due to the curvature and roughness on the order of 
microns of the flyer and target surface pair. Despite the different values of Uf shown in Figures 
5.5(a) and 5.5(b), the values of Up for the polymer and glass samples are nearly identical (0.49 
km/s and 0.47 km/s), due to the differing shock impedances of the samples. The value of Up remain 
steady for a time interval denoted τp1 before decaying gradually to zero over several tens of 
nanoseconds. In the experiments reported here, τp1 = 13.9 ns, and it represents the duration of 
steady-state shock drive in the samples. 
 The calculated pressure in the polymer sample in Figure 5.5a is 2.0 (±0.1) GPa, and in the 
glass sample in Figure 5.5b it is 6.5 (±0.2) GPa. Since the QD-doped glass was on a closely 
impedance-matched glass substrate, shock reflections were minimal, so the sample was subjected 
to a single-stage shock. As previously mentioned, the PVA has acoustic impedance lower than 
glass. When shock waves propagate from PVA to glass, there is a shock reflection back into PVA 
as shown in Fig. 5.1. Therefore, in PVA we have both direct and reflected waves and the pressure 
rises in the PVA as a two-stage process. 
 
 
91 
 
(a) 
 
(b) 
 
Figure 5.5. Fig. 3 of Ref. [1]. The segmented red curves denote the flyer plate velocity profiles 
and the dotted green lines denote the end of the steadily-driven shocks. The solid black and blue 
curves denote the emission intensity decrease and blueshift, respectively. The values of Up, the 
flyer/sample interface velocity, are almost the same in both experiments. Due to the higher 
impedance of glass, the free-surface flyer velocity Uf must be greater to produce the same Up. 
At the same Up, the pressure in glass is much greater. The shock-induced blueshift and intensity 
loss are close to their maximum values at the end of the shock in glass, but a much slower 
response is observed in the polymer. 
 The end of the steady shock drive in Figure 5.5, at 19 ns for the polymer and 15.5 ns for 
the glass, is indicated by vertical green lines. With the glass sample (Figure 5.5b), the blueshift 
and intensity loss are close to their maximum values at the end of the shock drive, but with the 
polymer sample, the blueshift and intensity loss are just beginning, and these parameters continue 
to increase significantly until about 60 ns. The slower time response of the polymer is possibly due 
to its sluggish viscoelastic shock-compression behavior.30 The glass response is much faster 
because glasses are elastic below the Hugoniot elastic limit (HEL, reported to be ~3.5 GPa by 
Alexander and co-workers23), and approximately fluid above this limit.31 
5.4.2. Shock-Induced Spectral Blueshift 
 Time-dependent QD spectral blueshifts at a series of pressures are shown in Figures 5.6a 
and 5.6b for polymer- and glass-matrix samples. The values of the blueshifts at the end of the 
steadily-driven shocks (defined as the blueshift at t = 20 ns for simplicity) and the maximum 
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blueshift values are shown in Figures 5.6c and 5.6d. Due to the slower response in polymer, the 
blueshift at 20 ns is noticeably smaller than the maximum value. In the faster-responding glass, 
the blueshift at 20 ns is already close to its maximum value. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5.6. Fig. 4 of Ref. [1]. Spectral blueshifts of QD photoluminescent emission in                  
(a) polymer matrix with 586 nm emitting QDs and (b) glass matrix with 674 nm emitting QDs. 
The rise and fall of the blueshift are slower in the polymer. The transient blueshift dips in the 
rising edges for the polymer (in the 4.3 – 6.9 GPa range) possibly resulting from temporary 
appearance of small redshifted sideband (c.f. Fig. 5.4a). (c) and (d) Pressure-dependence of 
blueshifts near the end of steady-state shock stage (at 20 ns), depicted in blue, compared to the 
maximum blueshift, depicted in red. The maximum blueshift was reached much later, at ~60 ns, 
in the polymer. The blueshift versus pressure relation has a turnover at ~4 GPa in the polymer 
and ~9 GPa in the glass, possibly due to differences in their volumetric strains. 
 Similar to experimental results demonstrated previously (Fig. 5.3), in both glass and 
polymer the maximum blueshift does not increase monotonically with increasing shock pressure. 
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Instead there is a turnover pressure where the blueshift reaches a peak and then starts decreasing 
at ~4 GPa in the polymer and ~9 GPa in the glass. The blueshift pressure turnover under shock is 
in stark contrast to primarily the monotonic blueshift increase (with no subsequent decrease) 
observed under static compression reported in Ref. 14. 
 There are two mechanisms that can lead to the turnover pressure dependence. The first one 
is due to the coupled temperature and pressure effect. Specifically, the energy gap of the QD is 
affected by elevated temperature during shock compression, especially after the “ring-up” process 
in the sample. According to the empirical Varshni equation, the temperature dependence of the 
energy gap (Eg) of semiconductor crystals can be described as: 
𝐸𝑔 = 𝐸0 − 𝛼
𝑇2
𝑇 + 𝜃
 (5.3) 
where E0 is the energy gap at 0 K, θ is the Debye temperature (for CdTe θ = 160 K), and α is the 
temperature sensitivity (for CdTe QD with d ≈ 3 nm, α = 0.55 meV/K).32 Eq. 5.3 suggests that the 
elevated temperature will decrease the energy gap (redshift). On the other hand, if the QD is under 
hydrostatic compression, the energy gap is related to the pressure as: 
𝐸𝑔 = 𝐸𝑔0 + 𝑎1𝑃 − 𝑎2𝑃
2 (5.4) 
where Eg0 is the energy gap at ambient pressure. For CdTe QD with d ≈ 3.4 nm at room 
temperature, Eg0 = 2.01 eV, the linear factor a1 = 46.0 meV/GPa and nonlinear factor a2 = 2.1 
meV/GPa2 are obtained from experiment.13 Evaluation of Eq. 5.4 indicates that Eg increases 
monotonically with pressure (blueshift) before phase transformation occurs.13 Since temperature 
in the sample increases along with pressure during shock compression, there will be a competition 
between the temperature and pressure effects on the energy gap. Though the relation between 
shock temperature and pressure for PVA and glass is not available, a qualitative estimation of the 
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effect can be obtained by using available experimental data of polymethyl methacrylate (PMMA) 
under shock compression.33 Calculated results based on the data of PMMA show a turnover point 
at 6.0 GPa with a blueshift of 19 nm. The real relation between shock temperature and pressure of 
PVA and glass should be different from that of PMMA and would lead to a turnover point at 
smaller or larger pressure level. 
 The second mechanism is related to non-hydrostatic deformation of the QD. As shown in 
Fig. 5.2b and Ref. 14, non-hydrostatic strain states of the QD can result in lower blueshift and non-
monotonic dependence on pressure. If the QD is embedded in elastic matrix material softer than 
the QD and under static uniaxial strain field, according to the solution of the Eshelby’s 
inhomogeneity problem,34 the QD will undergo non-hydrostatic deformation with decreased 
dimension in loading direction and increased transverse dimension. However, when the matrix is 
under shock compression with pressure beyond its HEL, the QD will experience more hydrostatic 
loading conditions, especially after the pressure “ring-up” within the QD. So, this mechanism will 
take effect with shock pressure below HEL. In the present study, the HEL for both the PVA and 
glass matrix is smaller than the examined pressure, so the first mechanism may be expected to play 
a more dominant role. The coupled temperature and pressure effects also explain the different 
turnover pressures observed with the QDs dispersed in the polymer (~4 GPa) and in the glass (~9 
GPa) matrix. 
 The time dependence of the blueshift shown in Figures 5.6a and 5.6b reveals interesting 
features. At a given pressure, the blueshift is larger in the polymer than in the glass matrix. This 
difference can be attributed in part to different compressibilities and to different QD sizes, since 
the smaller-size QDs in the polymer have greater quantum confinement, which leads to larger 
bandgap changes at the same volumetric strain. In the polymer, the blueshift rise times and fall 
95 
 
times were much greater than in the glass. Furthermore, in the polymer, the blueshift does not 
return to its original pre-shock value within the 450 ns time window of the experiment, whereas 
within this time window, the blueshift recovery is nearly complete in the glass. Clearly, there are 
two recovery processes in the glass samples, one faster and one slower, suggesting two different 
relaxation stages of volume deformation of QDs embedded in the shocked glass matrix. 
 An interesting effect is noted in the blueshift for the polymer matrix samples at 
intermediate (4.3 – 6.9 GPa) pressures in Figure 5.6a. The blueshift first rises, dips, and increases 
again, all within a few tens of nanoseconds. This effect is clearly real and cannot be attributed to 
data analysis alone. Note that a smaller, slightly redshifted peak or shoulder appears in Figures 
5.4a and 5.4c at around 30 ns. Since the blueshift was computed by the method of moments that 
finds the average spectral wavelength, the appearance of a secondary peak slightly pulls the 
average value to longer wavelengths and leads to the transient blueshift dip. As discussed below, 
the appearance of a new peak or a peak shoulder would also increase the effective peak width 
determined via the second moment of the spectrum. This blueshift dip prominent in the polymer 
samples is not observed in the glass samples with larger QDs. The origin of this smaller, secondary 
peak is unclear based on photoluminescent emission spectra alone. It may, however, be related to 
fluorescence resonance energy transfer (FRET)35 between adjacent QDs of slightly different sizes 
or, alternatively, a shock-induced QD phase transformation. It has been reported that under 
hydrostatic conditions there is a zinc-blende (ZB) to cinnabar structure phase transformation in 
bulk CdTe at ~4 GPa.36 For nano-sized CdTe QDs, the phase transformation pressure is expected 
to be size-dependent and higher. A shift of band gap energy to lower levels (longer wavelength) 
was also reported for ~3 nm CdTe QDs at 5.8 GPa and attributed to a cinnabar to rock salt phase 
transformation.13 The phase transformation pressure of QDs under shock compression conditions 
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is lower than that under hydrostatic compression,37 presumably due to the effects of shock-induced 
shear stresses influencing the phase transformation kinetics. 
5.4.3. Relative Photoluminescent Emission Intensity Decrease 
 Figures 5.7a and 5.7b show relative (fractional) intensity decrease as a function of time for 
the same experiments as in Figure 5.6. The corresponding end of shock (20 ns) and maximum 
intensity decreases are shown in Figures 5.7c and 5.7d. Unlike the blueshift exhibiting a pressure 
turnover, the intensity loss increases monotonically with increasing shock pressure. 
 The intensity loss has an initial steeper drop followed by a slower recovery. The intensity 
loss does not show anything comparable to the blueshift dip seen in Figure 5.6a that arises due to 
the transient appearance of a redshifted photoluminescent emission band in the polymer samples. 
 The initial intensity drop is slower in the polymer matrix than in the glass matrix, but the 
much slower intensity recovery is about the same in polymer and in glass. Additionally, the initial 
intensity loss is slower than the initial blueshift rise, which can be seen by comparing the earliest-
time data in Figures 5.6 and 5.7 for the polymer and glass matrix samples. These features can be 
qualitatively understood by considering the different nature of the blueshift and intensity loss 
processes. The blueshift is an instantaneous electronic response to shock compression, whereas 
the intensity loss involves shock-induced changes in QD temperature and surface defect states as 
described in the following paragraph. Because of this reason, the intensity loss may be slower than 
the spectral shift. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5.7. Fig. 5 of Ref. [1]. Time-dependent fractional wavelength-integrated 
photoluminescent emission intensity loss at different shock pressures for QDs in (a) polymer 
matrix and (b) glass matrix samples. Plots showing intensity loss versus shock pressure at 20 
ns, at end of steady-state shock, and at time of intensity minimum, for (c) polymer and (d) glass. 
The onset of intensity loss is slower in polymer than in glass, but the intensity recovery is similar. 
The onset of intensity loss is slower than the onset of blueshift (c.f. Fig. 5.6). 
 To understand the intensity-loss process, we note that undoped QDs undergo significant 
intensity loss at temperatures above 100°C, conditions that the QD composite samples can easily 
reach during the shock pressures reached in the present work. For example, the estimated shock 
temperature for PMMA increases from ~50 °C to ~220 °C when pressure increases from 2 GPa to 
7 GPa pressure.38 This loss of photoluminescent emission intensity is most likely closely related 
to the same process that causes the well-known QD blinking effect.39 The prevailing explanation 
98 
 
for blinking is that sometimes excited QDs undergo a transfer of either electrons or holes to surface 
state traps which are dark defect states for which back-transfer is slow. QD blinking is known to 
become more prominent at higher temperatures. In our shock experiments, some dark defect trap 
states may be present initially and more may be created by extreme conditions of shock loading 
such as shearing between the QD and matrix due to uniaxial compression; hence, shock-induced 
intensity loss may be much more dramatic than the infrequent blinking process. 
 In the dark state trapping picture, the initial intensity drop is slower in polymer (Figure 
5.7a) than in glass (Figure 5.7b) due to the slower response of the polymer to shock-compression. 
The initial intensity drop in both the polymer and in the glass is slower than the blueshift because 
it would take several cycles of laser excitation and QD relaxation to achieve the maximum dark 
state population, so intensity loss would lag behind blueshift. The recovery of the QD 
photoluminescent emission intensity, which is slow on the experimental timescale and similar in 
the polymer and glass, is insensitive to the faster response of the glass to shock-compression 
because it is controlled by the dark state lifetime.39 
5.4.4. Shock-Induced Spectral-Width Reduction 
 Figures 5.8a and 5.8b show the spectral widths of the QD photoluminescent emission peaks 
obtained from the square-root of the second moment of the spectrum. Since the QD peaks are 
nearly Gaussian, this quantity is equivalent to the standard deviation. It is striking that shock-
compression causes the peak widths to decrease. Despite the high pressure, the anisotropic stress, 
and the high temperatures, the QD photoluminescent emission peaks actually sharpen up during 
shock-compression. Figures 5.8c and 5.8d show the maximum value of the shock-induced peak 
narrowing (reduction) plotted as a function of shock pressure. 
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(b) 
 
(c) 
 
(d) 
 
Figure 5.8. Fig. 6 of Ref. [1]. Shock-induced photoluminescent emission peak-width decrease, 
expressed as the second moment or standard deviation of the QD emission peaks, and plotted as 
a function of time in (a) polymer and (b) glass. (c) and (d) Maximum values of peak width 
reduction for polymer and glass. 
 At a given pressure, the shock-induced peak width reduction is smaller in glass than in 
polymer. The onset of the peak width reduction is faster in glass but the return to the initial width 
is about the same in both, the polymer and glass. The peak width stops decreasing at ~4 GPa in the 
polymer but it keeps increasing up to 12 GPa in the glass matrix. 
 As shown in Figures 5.8a and 5.8b, at the higher shock pressures, the time-dependence of 
the shock-induced peak width has a non-monotonic behavior. The width first undergoes a 
temporary increase and then a longer-lasting decrease. The temporary increase is likely due to the 
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appearance of the redshifted sideband responsible for the dips in the shock-induced blueshift seen 
in Fig. 5.6a. 
 At present, we do not have enough data for a definitive explanation of the shock-induced 
photoluminescent emission narrowing, but it may be a result of the size distribution of the QDs in 
the samples, since the emission peak width in QD emitters is ordinarily associated with a size 
distribution that produces a distribution of emission frequencies. The shock-induced peak 
narrowing effect occurs in association with a large shock-induced intensity loss, so one possible 
explanation for the peak narrowing might involve a size-dependence on the surface trapping 
process. 
5.4.5. Multiplex Probing with Dual QDs 
 The use of multiple-wavelength emitters to study the behavior of the different particulates 
that comprise heterogeneous samples would be possible only if there is minimal energy transfer 
between the different-color QD probes. To test the feasibility of multiplex probing with dual QDs, 
we performed an exploratory experiment in which two different kinds of MEA-capped CdTe QDs, 
emitting either at 582 nm or 632 nm, were dispersed in a PVA polymer matrix sample. Figure 5.9a 
shows the time stream photoluminescent emission spectra of a dual-QD sample shock-compressed 
at a steady-state pressure of 4.2 GPa. It can be seen that both emission peaks are present and well-
distinguishable throughout the experiment. The method of moments is not appropriate for a 
multiple-peak measurement, so the intensity losses, blueshifts, and peak width changes were 
determined by the more laborious procedure of fitting the spectra to a pair of Gaussian lines, with 
the results shown in Figures 5.9b – 5.9d. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5.9. Fig. 7 of Ref. [1]. (a) Time stream photoluminescent emission spectra from dual 
QDs emitting 582 nm and 632 nm wavelengths in the PVA polymer sample shocked at a steady 
state pressure of 4.2 GPa; Plots of (b) wavelength blueshift, (c) emission intensity decrease, and 
(d) peak width change during the shock pulse as a function of time for the two types of QDs. 
 It can be seen in Figures 5.9b–5.9c that the two types of QDs have similar time-dependent 
blueshift and intensity loss behaviors, except that the effects are always greater for the smaller 
(i.e., the blueshifted) QDs. The spectral peak width dynamics are, however, quite different for the 
two types of QDs. The larger QDs show a prominent and temporary peak width increase around 
45 ns, followed by a small decrease in width, whereas the smaller QDs show a much smaller and 
temporary peak width increase before settling into a small peak width decrease. The dissimilar 
peak width responses are most likely related to the different size-dependent phase transition 
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dynamics. These results confirm that the two types of QDs do not exchange significant quantities 
of electronic energy and behave independently, thereby providing a strong indication for the 
feasibility of multi-wavelength sensing of shocked materials with embedded QDs. 
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Chapter 6. Shock Compression of CdSe Strain Probes1 
 
6.1. Introduction 
The shock compression response of heterogeneous materials such as particulate media 
generates a dynamic response driven by an aggregate of local effects such as pressure, temperature 
and shear forces whose conditions, especially interior states, are difficult to directly quantify. For 
this reason, it is valuable to understand the effect local structure has on the bulk response of such 
materials. Therefore, there is a need for the development of techniques and probes which would 
allow measurement of local forces with high temporal resolution. Such probes would ideally be 
non-perturbative in size and exhibit pressure-dependent properties (e.g. optical properties) whose 
signal which may be observed on a nanosecond scale.2-4 Conventional stress-sensing materials like 
strain gauges and piezoresistive/piezoelectric materials are able to provide nanosecond time 
resolutions but measure a minimum area of at least several millimeters. They are useful for 
obtaining a measurement of the average response of the sample volume but cannot offer any more 
localized information. 
 Quantum Dots are semiconductor nanocrystals a few nanometers to about a hundred 
nanometers in diameter and exhibit unique optical behavior generated by the quantum confinement 
effect.5 Their photoemission can be a sharp band in the visible, and the photoemission maximum 
can be tuned by varying the QD size.5 Their spectral behavior has been shown to be pressure-
dependent due the bandgap being sensitive to changes in particle size.6,7 Their narrow spectral 
                                                          
1 This chapter is partially derived from the work published in Ref. [1]. The streak camera fluorescence experiments 
of solid samples were originally performed by Dr. Alexandr Banishev. My contributions were all liquid experiments, 
sample preparation, strain measurements, and data analysis. 
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peaks could allow for each component of a heterogeneous material to be tagged with a different-
colored QD and the photoemission to be easily resolved from one another. Therefore, QDs can 
potentially be used for time-resolved stress sensing in the study of mesoscale particle-level 
responses in shock experiments. We have used CdSe QDs dispersed in hard, soft and liquid 
substrates, and observed their optical properties in response to hydrostatic high pressure and their 
high-speed transient response to shock compression at similar pressures. 
6.2. Experimental Considerations 
 The CdSe quantum dots used in these experiments are ~4 nm in diameter and were 
purchased from Suzhou Xingshuo Nanotech Co. and used as received. Sample substrates were 
prepared by vapor-depositing gold mirrors onto a 2×2 inch2 glass slide using an electron-beam 
physical vapor deposition system. Polymer films containing quantum dots were then drop-coated 
onto the glass slides (Fig. 6.1a). Preparation of poly-vinyl alcohol (PVA) and poly-methyl 
methacrylate (PMMA) films were discussed in chapter 2. Silica samples were generated by 
preparing a solution of 70% (3-aminopropyl)triethoxy silane (APS), 22% water, and 8% ethanol. 
This is stirred at room temperature for two days, and then QDs are added and the resulting solution 
is drop-coated onto a sample substrate as with the polymer sample. The thickness of the cured 
sample films was characterized using a 3D profilometer. 
 Liquid samples were prepared by collecting the desired quantum dots by vacuum 
desiccation and then re-dissolving them in the desired solvent, which was either water, ethylene 
glycol or glycerol. The liquids with suspended QDs were loaded into 40 µm deep “wells” made 
by removing circular sections from Kapton tape which had been affixed to the surface of glass 
windows. A 9 µm thick aluminum lid was then rolled over the top of the wells to seal in the liquid 
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with minimal bubble space (Fig. 6.1b).  The array of identical liquid shock targets typically had 
about 50 target elements. 
(a) 
 
(b) 
 
Figure 6.1. Design of experimental samples. (a) Polymer and silica films are generated by drop-
coating polymer or APS solutions of quantum dots onto glass substrates with 200 nm thick 
deposited gold mirrors. Film thicknesses range from about 20 - 80 µm. (b) Liquid samples are 
made by fixing a 40 µm Kapton tape to the surface of a glass slide and removing 2 mm sections 
to form empty wells. Quantum dots are dissolved in the desired solvent and placed into the wells 
and covered with a 9 µm aluminum foil lid. 
 Shock experiments were performed using the laser-driven flyer plate system described 
previously.8,9 Samples were excited using a 527 nm laser pulse which had a pulse length of 160 
ns.10 Velocity measurements of flyer plates and gold mirrors were performed using the Photon 
Doppler Velocimetry (PDV) technique with an 8 GHz oscilloscope operating at 1.55 µm. 
6.2.1. Sample Film Thickness 
 The design of the gold-mirror substrate is shown in Figure 6.2a. the 2 mm diameter mirrors 
are deposited at 6 mm distances laterally to provide both mirror spots for measuring shock 
breakouts and open spots for measuring QD fluorescence, flyer speeds (Uf), and particle speeds 
(Up). The small 0.5 mm circles on either side of the central mirror area are markers used for 
alignment of the translation stage of the shock-compression system during experiments. Using 
those alignment markers, a LabVIEW program can directly translate the stage to the center of each 
new sample position. The “T”-shaped markers on each side of the substrate are used as markers 
for the thickness measurements obtained from the 3D-profilometer. Figure 6.2b shows a typical 
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thickness map of one of the sample films. The center of the cross of the “T” cutouts on either side 
are used as the markers for a proprietary MatLab script to calculate the height at each individual 
sample position. The corner cutouts of the polymer film are used by the program to both level the 
sample and measure the height relative to the substrate surface. The resulting thickness 
measurements are displayed in position on the 3D profile map. The program also outputs a list of 
the mirror-open spot pairings with the smallest thickness variances. 
(a) 
 
(b) 
 
Figure 6.2. (a) illustration of the gold mirror pattern deposited on the 2×2 inch2 glass slide. The 
open columns between the columns of gold mirrors are used for both fluorescence measurements 
and particle velocity (Up) measurements. The small markers are used for alignment during 
experiments, and the “T” markers are used for alignment during the thickness measurements 
demonstrated in (b) 3D profilometer thickness map. The corner cutouts are used to level the 
sample and give the substrate height reference for the thickness measurements mapped out on 
the profile surface. 
6.3. Shock Spectroscopy Measurements 
Figure 6.3a-c shows the shocked photoemission response of the QDs in various liquids. It 
was found that in shocked liquids the CdSe photoemission spectra exhibited a fast, strong blueshift, 
followed by a recovery and long-time redshift. The liquids tested (water, ethylene glycol, and 
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glycerol) represented a range of molecular masses, densities and viscosities, but there did not seem 
to be any clear relationship between physical properties or impact pressures of the liquids and the 
extent of the spectral shift behavior. The blueshift behavior in liquids was predicted, since QD 
photoemission has been demonstrated to blue-shift under high pressure.11-13 Indeed, a hydrostatic 
compression experiment performed on the same QDs also produced a blueshift in our diamond 
anvil cell (Fig. 6.3d). Above 5.9 GPa there was no evident fluorescence intensity under hydrostatic 
compression. This has been previously attributed to a Wurtzite to Rock-Salt phase transition.14,15 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.3. (a-c) Waterfall plots of (a) 4 GPa shock of CdSe in water, (b) 4 GPa shock of CdSe 
in ethylene glycol, and (c) 5.4 GPa shock of CdSe in glycerol. All shocks were delivered by a 
1.0 km/s impact by a 50 µm flyer. (d) Spectral shift exhibited by the same CdSe QDs under 
hydrostatic compression in a diamond anvil cell. Above 5.9 GPa there was no evident 
photoemission from the hydrostatically-compressed CdSe QDs. 
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When the CdSe QDs were dispersed in solid films and subjected to flyer impacts, we 
conversely found that the shocked spectra showed a spectral redshift (Fig 6.4). To the best of our 
knowledge this effect has not previously been observed. It is possible that the redshift behavior 
might result from either shock heating or from QD deformation in the shock-induced uniaxial 
compression (Fig. 6.5a,b). Given that shock heating would be present in both liquid and solid film 
shocks, it is unlikely that the redshift in solids is attributable to a shock heating effect. The solid 
PVA and silica films that can support shear during shock exhibit a spectral redshift, whereas in 
fluids, there is minimal shear and the QDs exhibit shock-induced blueshift. We therefore attribute 
the shock-induced redshift in QDs in hard media to QD deformation by the uniaxial compression. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.4. Excerpt from Fig 2 of Ref. [1]. Impact of 50 µm flyer plate on CdSe dots dispersed 
in (a,c) PVA and (b,d) silica films, delivering a 4.5 GPa shock. In solid samples there is a clear 
shock-induced redshift, as opposed to the blueshift evident in liquid samples under shock or 
under hydrostatic compression in a diamond anvil cell. 
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 (a) Hydrostatic Compression (b) Shock Compression 
  
  
 (c)  
 
Figure 6.5. (a) Illustration of the effect of hydrostatic compression on QDs, causing 
centrosymmetric deformation. (b) Illustration of the effect of shock compression on QDs, 
causing uniaxial deformation. (c) Comparison of spectral shift at 4.5 GPa for hydrostatic and 
uniaxial compression. 
6.4. Strain Measurements 
 We measured the time-dependent uniaxial strain in the sample by PDV using a two-shot 
method. In the first shot we measured the velocity profile for the flyer plate compressing the 
impacted surface. For the second, paired shot we aimed at a shock-breakout mirror spot with the 
closest sample thickness to the first shot and measured the velocity profile of the breakout surface. 
These resulting velocity traces are used together to calculate the uniaxial strain. An example of 
these two velocity histories with a resulting strain curve is shown in Figure 6.6. The upper black 
curve tracks the velocity of the flyer plate. Immediately after impact at time t=0 the flyer and the 
sample surface move at the same speed with a shocked particle velocity Up of approximately 1.25 
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km/s. The lower black curve represents the velocity profile of the shock-breakout surface, which 
starts to move about 20 nanoseconds after the impact. 
 
Figure 6.6. PDV trace of the velocity of the impacting flyer (upper black curve), shock breakout 
surface (lower black curve), and the calculated strain profile (red curve). 
 The strain (in red) is calculated by finding the difference of the two time-integrated 
velocities and dividing the result by the sample thickness as shown in Equation 6.1. 
𝑠𝑡𝑟𝑎𝑖𝑛 =
∫ 𝑉𝑓𝑙𝑦𝑒𝑟(𝑡)𝑑𝑡
𝑡
0
− ∫ 𝑉𝑚𝑖𝑟𝑟𝑜𝑟(𝑡)𝑑𝑡
𝑡
0
𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠
 (6.1) 
 The necessity for the shock-breakout mirror surface can be seen in the change in strain rate 
demonstrated in Figure. 6.7. When the shockwave crosses the sample the back surface of the 
sample begins to move toward the PDV probe in tandem with the front surface. This is represented 
in the strain plot by the reduction in the rate of strain increase evident around 20 ns in Fig. 6.6. 
Were the velocity of the back surface not to be measured for comparison to the movement of the 
front surface it would be possible to calculate a strain substantially in excess of the true 
compression. 
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 (a) (b) (c) 
 
Figure 6.7. Illustration of a flyer impact on a QD-polymer film with a gold mirror to measure 
the shock breakout surface. The flyer approaches the pristine sample surface in (a). Upon 
impact, a shockwave is launched into the sample (b), compressing the sample between the flyer 
and the shock front. When the shockwave crosses over the back surface of the sample into the 
substrate (c), the shock-breakout surface of the sample is pushed down into the shock crater. If 
this isn’t accounted for, the late-time strains can be calculated to be much higher than the true 
compression. 
6.5. Strain and Spectral Shift 
 The comparison of spectral shift to calculated strain is shown in Figure 6.8. We found that 
the time-resolved redshift of QDs in PVA matches the optomechanical strain perfectly at short 
times.  (Fig. 6.8a) Optomechanical techniques like PDV necessitate that the measured objects be  
(a) (b) 
  
Figure 6.8. Redshift and calculated strain rates of quantum dots in PVA under shock at (a) short 
and (b) long times. Redshift matches time evolution of calculated strain. 
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moving at fairly high velocity in order to measure their motion accurately. Thus, when the flyer 
plate and the shock breakout surface have slowed down after about 60 ns, it is no longer practical 
to measure the strain using PDV. The redshift behavior of the QDs matches the short-time strain 
behavior and can also be observed over long time periods of hundreds of nanoseconds. (Fig. 6.8b)
 Figure 6.9 demonstrates the relationship between QD redshift and calculated strain for 
PVA at a variety of impact speeds. It can be clearly seen that there is good agreement between the 
redshift and the strain curve across the range of particle velocities that were tested. However, the 
strain rate was slightly slower than the redshift rise time at slower impact speeds. 
(a) 0.5 km/s (2 GPa) (b) 0.9 km/s (4.5 GPa) 
  
(c) 1.2 km/s (6.5 GPa) (d) 1.5 km/s (8.6 GPa) 
  
Figure 6.9. Relationship of redshift and calculated strain at a variety of particle velocities. There 
is close agreement between redshift and strain behavior across the tested impact velocities. 
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 There seems to be an inflection point in the redshift behavior of the quantum dots. (Figure 
6.10a) The extent of the spectral shift rises to a maximum at 4.5 GPa and then falls again at higher 
pressures. The relationship between strain and redshift is linear on either side of that central 
inflection. (Fig. 6.10b) This means that the redshift could be used as a surrogate for the more 
complicated optomechanical measurement so long as the shock pressure is in one of the two linear 
regimes. It would be admittedly difficult to use the quantum dots to perform accurate 
measurements with impacts generating pressures in the area of the 4.5 GPa inflection. 
(a) 
 
(b) 
 
Figure 6.10. (a) Relationship between strain, redshift and pressure for CdSe quantum dots in 
PVA. While strain shows a linear increase with pressure, redshift shows an inflection point at 
4.5 GPa. (b) Relationship between strain and redshift directly. There are two clear linear regimes 
with an inflection at about 0.30 strain. 
6.6. Matrix Effect on Calculated Strain 
 The PDV optomechanical technique was also applied to films of various polymers at a 
range of particle velocities. (Fig. 6.11) The calculated strain showed a linear relationship to particle 
velocity with all of the polymer species tested here, with the exception that the softest polymer, 
polydimethylsiloxane (PDMS) rose to a maximum compression of approximately 50% and then 
plateaued. This behavior is consistent with a maximum possible compression of a solid material. 
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Figure 6.11. Calculated strain of a variety of sample films at a range of particle velocities. 
PDMS reaches a maximum strain at about 1.4 km/s and then plateaus, indicating that it cannot 
compress by more than 50%. PMMA seems to be more compressible than PVA when subjected 
to this technique. 
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Chapter 7. Shock Compression of Two-Phase Media 
 
7.1. Introduction 
 The shock compression behavior of microstructured materials such as particulates or 
composites is driven by a host of local effects. These effects include void collapse as well as 
shockwave interactions with particulate boundaries or interfaces between components with 
differing material properties. It is therefore valuable to understand the effect variance in local 
structure has on the bulk response in such materials. This generates a need for the development of 
diagnostic techniques and probes that would allow direct measurement of local conditions with 
high temporal and spatial resolution. Previous techniques in shock compression experiments have 
recognized limitations in providing local details of particulate deformation and mass flow in 
microstructured materials.1 The conventional techniques like piezoresistive/piezoelectric stress 
gauges can only provide spatial resolution down to the size of the sensor element, which is 
typically on the order of several millimeters.2,3 
7.1.1. Quantum Dot Optical Properties 
Mesoscale probes for shock-compression experiments would need to be small enough to 
be non-perturbative and demonstrate pressure-sensitive properties with signals observable on a 
nanosecond scale in order to capture the needed temporal resolution.4,5 Quantum dots (QDs) are 
semiconductor nanocrystals of about a hundred nanometers or less in diameter. They exhibit 
unique optical behavior generated by the quantum confinement effect.6 Their photoemission can 
be a sharp band anywhere in the visible or near-infrared range, and the photoemission peak 
maximum is tunable by varying the QD size.6 A heterogeneous or composite material consisting 
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of two or more constituents can have each component type tagged with a differently-sized quantum 
dot. The QDs can be excited using a single excitation wavelength, while the photoemission can 
contain multiple differently-colored photoemission peaks corresponding to each component type. 
This allows all components to be simultaneously probed, providing a great advantage for 
multiplexed sensing of different interfaces within a microstructured sample. The emission decay 
time of QDs ranges from picoseconds to nanoseconds, allowing for a temporal response fast 
enough to capture shock response. The nanocrystals are small as compared to visible wavelengths 
and therefore cause minimal scattering in a transparent sample matrix. The photoemission of QDs 
has been clearly demonstrated to be pressure dependent due to the bandgap being sensitive to 
particle size.7,8 Therefore, QDs can potentially be used for time-resolved stress sensing of 
composite systems in shock experiments in order to obtain information about local particle or 
ensemble behavior, as well as dynamics of surrounding materials during shock-compression 
loading. We have used CdSe QDs dispersed in soft polymers in conjunction with QD-doped silica 
particles and observed their high-speed transient response to shock compression at similar impact 
velocities. 
7.2. Experimental Considerations 
 Samples were generated by mixing aliquots of stock polyvinyl alcohol (PVA) or 
polymethyl methacrylate (PMMA) with concentrated solvent suspensions of 12 µm diameter, QD-
doped silica particles in the proper masses to form 50%, 33%, 25%, and 20% silica by mass films 
once all solvent has been evaporated. The particles are suspended in solvent beforehand to improve 
later dispersion of the silica particles in the polymer solution. The sample solutions are also mixed 
extensively to ensure effective particle dispersion. A second, larger quantum dot is then mixed into 
the solution in aliquots to yield a sample with approximately equal photoemissive peaks from the 
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silica and the polymer. The sample solution is then drop-cast onto a 2×2-inch square glass slide 
and allowed to dry. A diagram of the sample design is given in Fig. 7.1. 
 
Figure 7.1. Structure of two-phase two-QD composite sample showing orange-emitting QDs 
bound in the shells of the silica microparticles and red-emitting QDs dispersed in the 
surrounding polymer. 
 Shock experiments were performed using the laser-driven flyer plate system described 
previously.9 Samples were excited using a 527 nm laser pulse with a 160 ns pulse length. Flyer 
velocity measurements were performed using bare glass slides prior to experiment, as the silica 
particles are too strongly scattering to allow simultaneous PDV measurements of composite 
samples. As using flyer velocity measurements to determine flyer impact time was not possible, 
impact time was determined by selecting the moment that shock-induced intensity loss began, as 
that was the effect of shock compression which began earliest in time. 
7.3. Shock Spectroscopy Measurements 
 Figure 7.2 shows an example of the shocked photoemission response of the QD-doped 
silica microparticles in QD-doped PVA and PMMA films. It was found that the CdSe 
photoemission exhibited a redshift in silica and both polymers after shock loading. (Fig. 7.2c,d) It 
can also be seen that there are still two discernable peaks after impact. The method of moments 
previously described10 is inappropriate for use on multiple-peak measurements, so the spectral 
shift and intensity losses must be determined by the more laborious process of fitting every time 
step to a pair of Voigt peaks. The noise present for the quantity of signal attainable during sub-
122 
 
nanosecond time steps is problematic for this process, as it allows a variety of fits to be equally 
computationally accurate. Generally, the closer the two peaks are to parity, the better the resulting 
fits become. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 7.2. Impact of a 50 µm flyer plate at 1.0 km/s on a composite film of QD-doped silica 
microparticles in a 50% polymer film of QD-doped (a) PVA, and (b) PMMA. The 570 nm peak 
represents the QD-doped silica and the 660 nm peak represents the QD-doped polymer. (c) 
Normalized time-steps of impact in PVA, demonstrating redshift and indicating less intensity-
loss from the polymer than from the silica, causing a reduction in the peak intensity ratio. (d) 
Normalized time-steps of impact in PMMA. The PMMA peak also shows less intensity-loss 
than the silica peak, to the extent that the intensity ratio reverses and the polymer peak becomes 
most intense. 
 An unexpected outcome was that there was a significant variance between the intensity 
loss experienced by the QDs in the silica and the two polymer types. (Fig. 7.3a,b) This could 
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indicate that the silica is experiencing greater pressures than the surrounding polymer, but the 
redshift measurements (Fig. 7.3c,d) conversely indicate that the pressure is greater in the polymer 
than in the silica. This indicates that the intensity-loss transient may be influenced by different 
processes than the redshift transient. The QDs embedded in the silica particles are chemically 
linked to the silica matrix, as opposed to the QDs in polymer which are simply physically dispersed 
throughout the polymer. Possibly the intensity-loss in the particles is partially driven by chemical 
bond breakage processes during particle fracture. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 7.3. Intensity-loss (a,b) and redshift (c,d) comparisons of silica and polymer for impacts 
of 50 µm flyer plate at 1.0 km/s on (a,c) PVA and (b,d) PMMA. The extent of intensity-loss is 
consistently greater for silica than for polymer, whereas the extent of redshift is consistently 
greater for polymer than for silica. Note that intensity-loss begins earlier than redshift transient. 
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 It can be clearly seen that there is significant noise in the redshift transient. This is possibly 
a result of complex shockwave reflections from the myriad particle-polymer interfaces, which 
would be difficult to reproduce for verification due to the random distribution of particles in the 
polymer matrix. It is, however, far more likely that the noise is introduced during the peak fitting 
process. If the received signal during a given sub-nanosecond time step exhibits a low signal-to-
noise ratio it can introduce significant variance into the fitting routine. This can be partially 
alleviated by applying a moving average to the streak image. This can significantly reduce fitting 
noise, but any nanosecond-level behavior is lost. Upon examination, the redshift transient rise 
times appear to consistently exceed 50 ns, occasionally taking as long as 100 ns. It is therefore 
believed that a moving average window in the range of 50 ns can fully capture the redshift behavior 
while reducing the fitting noise. An example for the 50% silica/PVA sample is given in Fig. 7.4. 
(a) 
 
(b) 
 
(c) 
 
 (d) (e)  
  
Figure 7.4. Impacts of a 50 µm aluminum flyers on 50% silica PVA films. The impact speeds 
were (a) 0.5 km/s, (b) 0.8 km/s, (c) 1.0 km/s, (d) 1.2 km/s, and (e) 1.5 km/s. Polymer redshift 
was consistently greater than silica redshift. 
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 An example of the redshift transients for the 50% silica in PMMA is given in Fig. 7.5. The 
extent of silica redshift was very similar to what was seen in the corresponding PVA sample, 
implying that the pressure in the silica particles was similar regardless of the polymer matrix. The 
extent of polymer redshift, however, was significantly greater than what was observed from the 
corresponding PVA sample. This implies that the pressure experienced by the polymer QDs in the 
50% PMMA sample is notably greater than that experienced in 50% PVA. 
(a) 
 
(b) 
 
(c) 
 
 (d) (e)  
  
Figure 7.5. Impacts of a 50 µm aluminum flyers on 50% silica PMMA films. The impact speeds 
were (a) 0.5 km/s, (b) 0.8 km/s, (c) 1.0 km/s, (d) 1.2 km/s, and (e) 1.5 km/s. Polymer redshift 
was consistently greater than silica redshift, and consistently greater than the polymer shift seen 
in PVA. The silica shift in PMMA was similar to what was seen in PVA at this concentration. 
7.4. Comparison of Silica-Concentration Redshift Dependence 
 Figures 7.4 and 7.5 represent only one particular silica/polymer concentration. The 
comparison of independent redshift behavior for each phase at each silica concentration in both 
polymers is given in Fig. 7.6. The finding that silica redshift was close to the same in the two 
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polymers and that polymer redshift was significantly greater in PMMA than in PVA was not found 
to be accurate at each silica concentration. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 7.6. Comparison of (a,b) silica and (c,d) polymer redshift transients in (a,c) PVA, and 
(b,d) PMMA. In both PVA and PMMA films increasing silica concentration led to increased 
composite film rigidity. This effect was more pronounced in the PVA composite films. 
 The primary finding was that film rigidity increased with increasing silica concentration in 
both PVA and PMMA films. This is represented by the consistent decrease in redshift for all QDs 
with increasing silica concentration. Doping polymers with rigid particulates has been previously 
associated with an increased Young’s modulus of the composite polymer.11,12 This is attributed to 
the rigid particles interfering with polymer chain motion.12 It can also be seen that silica redshift 
behavior is very similar in both PVA and PMMA across all silica concentrations. That finding, in 
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addition to the polymer redshift consistently exceeding that of the associated silica implies that the 
majority of film compression is borne by the polymer, as has been found previously.13 
 The most interesting finding is represented in the differences in the polymer behavior with 
respect to silica concentration. The redshift of the pure polymers verifies that PVA (Young’s 
modulus ≈ 2.1 GPa14) is less rigid than PMMA (Young’s modulus ≈ 5.0 GPa15). While PMMA 
exhibits a decrease in redshift associated with film hardening caused by increased particulate 
concentration, the variance in redshift is relatively small, with only a 35% difference in maximum 
redshift between the 0% and 50% silica samples. The PVA film, on the other hand, expresses a 
72% difference in maximum redshift between the 0% and 50% silica samples. This indicates that 
the PVA rigidity is more significantly impacted by the introduction of silica microparticles into 
the matrix than is PMMA rigidity. This is possibly due to hydrogen bonding between the alcohol 
side-chains and hydroxyl groups on the silica surface causing greater interference with polymer 
motion than is experienced in the PMMA films. It has been previously demonstrated that increased 
adhesion between a polymer matrix and embedded glass particulates increased the rigidity of the 
resulting composite.16 
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Chapter 8. Shock Initiation of Aluminum/Teflon Films1 
 
8.1. Introduction 
 We have studied the shock initiation of nano-Al/TeflonAF reactive material films using 
planar impacts of aluminum flyer plates2-4 in the 2.0–3.0 km/s velocity range, using our 32-channel 
pyrometer5 and a 5 ns gated sCMOS camera. We made samples consisting of three different sizes 
of oxide-passivated aluminum nanospheres (40, 100, and 500 nm) embedded in a 2 µm thick film 
of a Teflon copolymer designed for easy solvation in fluorinated solvents.6-11 Hereafter we will 
refer to the nano-aluminum and TeflonAF as simply Al/Teflon. The flyer plate delivers a one-
dimensional shock in the center of the shocked region,4,5 with laterally-expanding shear waves 
from the flyer plate edges. An important feature of this study is the use of the optical 
pyrometer5,12,13 to probe various regions of reactive material based on preliminary detected high-
intensity areas from ultrafast imaging. The pyrometer probe provides temporal radiance profiles 
and temperature histories for both the shock-initiated reaction and subsequent combustion process 
of the one-dimensional and shear waves. 
 Nano-aluminum is a multifunctional reactive material.14 When used as a projectile it may 
have the penetrating power of a Teflon bullet, and upon impact can theoretically release 
approximately 3× more energy than Trinitrotoluene (TNT). There have been various studies of 
Al/Teflon combustion,15-20 including high-speed impact ignition investigations,19,21-25 but the 
detailed mechanism for impact ignition has not yet been elucidated. In Al/Teflon, the oxide-
                                                          
1 Portions of this introduction were previously published in Ref. [1]. I prepared all of the Al/Teflon samples and Dr. 
Sergey Matveev performed the shock ignition experiments. 
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passivated aluminum nanospheres serve as fuel for the fluorinated polymer oxidizer. As there are 
separate fuel and oxidizer components which must come into contact, we expect the reaction 
kinetics to be slower than most molecular explosives. When Al/Teflon reactions are initiated by 
shock we see two phases, a faster part during the first few tens of nanoseconds during and after 
the initiating shock, followed by a later part after shock unloading. The later part occurs at ambient 
pressure and should therefore be considered as ordinary combustion of remaining material. 
 The Al/Teflon reaction has been alternately described as either a high-velocity 
combustion20,26 or a low-velocity detonation.22 Shock initiation of Al/Teflon by explosive 
detonators or high-velocity impacts was studied by Dolgoborodov et al. about a decade ago.22,27 
They described the explosive process as occurring in a slow detonation-like regime. In 2012, 
thermal imaging was used to study sabots of Al/Teflon pressed powders shot at 1.7 km/s onto a 
steel anvil.28 Two independent cameras then captured images of the emission at 700 nm and 900 
nm. The ratio of the two color intensities was used to calculate the temperature during impact. The 
resulting temperatures were found to be spatially inhomogeneous. They found a temperature spike 
of 3700 K in the first millisecond, with the spatially-averaged temperature over the next 10 ms 
around 2700 K. The the steady ignition temperature was estimated to be 3300 K. 
 Mock and Drotar21 studied shock initiation of 9 µm and 120 µm aluminum microparticles 
in Teflon using a fast framing camera. They determined the initiation threshold of 2.6 GPa based 
on the first appearance of emitted light above their detection threshold. They found that the smaller 
aluminum particles generated more light, and that the time to initiation was 74 µs near threshold, 
which decreased to 14 µs at 6.4 GPa. 
 The shock initiation of Al/Teflon proceeds through two main stages. First, the comparably 
soft Teflon polymer bears the majority of shock compression and therefore heats more than the 
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aluminum nanoparticle.25 The first few nanoseconds isn’t enough time for thermal conduction to 
allow temperature equalization, so the initial shocked state represents the hot, shock-compressed 
Teflon attacking the oxide-passivated aluminum nanoparticles. The Teflon polymer strands break 
down into fragments,26,29 which then penetrate the oxide passivation layer (~0.1 nm thick) to reach 
the aluminum fuel. The initiation process has been described as diffusion of Teflon fragments 
through the oxide layer,16 chemical breakdown of the oxide layer through reaction with the Teflon 
fragments,15 and as cracking of the oxide shell by the tensile forces of shock unloading,25 facilitated 
by thermal expansion of the aluminum core.30 
 Once the passivation shell has fractured, a host of complex chemical processes become 
possible. A simplified chemical reaction equation can be expressed as:7,26,29,31 
Al +  3 2⁄ CF2 → AlF3 +
3
2⁄ C (8.1) 
 A more detailed picture of Al/Teflon chemistry has resulted from both experimentation 
and theory. Zamkov et al.7 found that after initiating Al/Teflon reaction via flash heating that the 
different functional groups of TeflonAF (CF2, CFO, and CF3) reacted with aluminum nanoparticles 
at different rates. Losada and Chaudhuri26,29 explained the basic steps of the reaction of small 
aluminum clusters with various Teflon fragments using quantum chemistry. 
8.2. Experimental Considerations 
 High-speed impact ignition experiments were performed using the laser-driven flyer plate 
apparatus previously described.3,4 Temperature and radiance measurements were performed using 
the 32-channel pyrometer.5 Samples were prepared according to the procedure described in 
Chapter 2 in the full stoichiometric ratio for complete reaction, as well as in one-half and one-
quarter stoichiometric ratios of aluminum load. These concentrations are described as 1.0 
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Al/Teflon (full stoichiometric mixture), ½ Al/Teflon (½ aluminum load) and ¼ Al/Teflon (¼ 
aluminum load). An illustration of the sample design is shown in Fig. 8.1c. 
(a) 
 
(b) 
 
(c) 
 
Figure 8.1. (a)  Magnified image of the Al/Teflon film. Radial striations are formed during the 
spin-coating procedure. (b) Postmortem of sample after shock ignition experiments. (c) Diagram 
of Al/Teflon sample film design (not to scale).  
 Figure 8.1a shows a magnified photo of a small region of an Al/Teflon sample. The coating 
had good adhesion and continuity despite some radial striations due to the spin-coating procedure. 
After shock ignition, portions of the film do tend to lift off of the substrate, introducing ripples in 
the film. The film also burns away a few millimeters around each shock impact crater. (Fig. 8.1b) 
Because of these effects, we are careful to shoot flyers at some distance from each other and check 
the sample spot for wrinkles before each shot in order to avoid observing effects of previous shots. 
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 A photograph of three samples is given in Fig. 8.2. Pictured are 1.0 Al/Teflon films using 
40, 100, and 500 nm aluminum nanospheres. While the 40 nm and the 100 nm samples are visually 
similar, the 500 nm sample is transparent even though the Al/Teflon mass ratio is equal in all 
samples. This is attributed to the 500 nm particles being too large to be plasmonic, and therefore 
not absorbing in the visible region. This would make flash-heating ignition of the Al/Teflon film 
problematic, but poses no issue for our experiments, which rely on high-speed impact ignition. 
 40 nm Al nanoparticles 100 nm Al nanoparticles 500 nm Al nanoparticles 
 
Figure 8.2. Example 1.0 Al/Teflon sample films at the three different aluminum nanoparticle 
diameters. The 40 nm and 100 nm nanoparticle films appear visibly the same. The 500 nm 
nanoparticle film is transparent even with the same aluminum mass as the other two films. 
 Spectral radiances (W Sr-1 m-2 nm-1) from shock-compressed Al/Teflon films are attributed 
to graybody emission. In graybody emission the emissivity ε(λ,T) is assumed to be independent of 
the wavelength λ and the temperature T. Graybody emission analysis techniques have been shown 
to give good results for reactive nanomaterials.32-34 Plank’s Law gives the spectral radiance L of a 
thermal body as: 
𝐿(𝑇, 𝜆)𝑑𝜆 = 𝜀 ×
2ℎ𝑐2𝑑𝜆
𝜆5 [𝑒
ℎ𝑐
𝑘𝑇𝜆 − 1]
 
(8.2) 
where L(T,λ) is the spectral radiance and ε is the graybody emissivity. Eq. 8.2 can be simplified to 
a linear expression by omitting the (-1) in the denominator, which is an acceptable approximation 
134 
 
at short wavelengths and low temperatures.35 In our shock experiments, the emission wavelengths 
are less than 1 µm, this approximation introduces an error of less than 1% at 3000 K. In this case: 
𝑍 = ln (
2ℎ𝑐2
𝜆5
× 𝐿(𝑇, 𝜆)−1) =
ℎ𝑐
𝑘𝜆𝑇
− ln(𝜀) (8.3) 
and at a given temperature T, when Z is plotted against λ-1, a graybody emitter gives a linear plot 
with a slope of (hc/kT) and intercept (-ln(ε)). 
8.3. Results and Discussion 
 A collection of autoemission images of 40 nm Al/Teflon films under shock compression is 
given in Fig. 8.3. A comparison is given of 1.0 Al/Teflon and the ½ Al/Teflon samples. 
½ Al/Teflon, 
25 µm flyer, 
2 km/s impact 
 
½ Al/Teflon, 
25 µm flyer, 
3 km/s impact 
1.0 Al/Teflon, 
25 µm flyer, 
3 km/s impact 
1.0 Al/Teflon, 
25 µm flyer, 
2 km/s impact 
½ Al/Teflon, 
50 µm flyer, 
2 km/s impact 
Plain Glass, 
25 µm flyer, 
3 km/s impact 
Figure 8.3. Autoemission images under shock-compression of the 40 nm Al/Teflon samples at 
the concentrations, flyer thicknesses, impact speeds and times indicated. 
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 It can be clearly seen in Fig. 8.3. that the Al/Teflon films ignite in an annular reaction zone, 
with nearly no emission from the flyer center. This is attributed to shear stress at the flyer edges 
causing the shock ignition. The reaction zone expands laterally with the shock front as time 
progresses. It can also be seen that impact speed increases reaction rate. This is most clear in the 
first two rows in Fig. 8.3, of the ½ Al/Teflon sample impacted at 2 km/s and 3 km/s respectively. 
The size and intensity of the reaction ring in the 3 km/s impact at 10 ns after impact closely 
resembles the image of the 2 km/s impact 20 ns after impact and so forth. As time progresses this 
difference becomes less pronounced. Reaction rate also appears to be increased by increasing 
shock duration, as can be seen by comparing the first (25 µm flyer) and fifth (50 µm flyer) rows. 
In fact, it can be seen that the second row (25 µm flyer, 3 km/s) looks very similar to the fifth row 
(50 µm flyer, 2 km/s). Aluminum load also clearly increases the early-time reaction rate, as can be 
seen by comparing the second row (½ Al/Teflon, 3 km/s) to the third row (1.0 Al/Teflon, 3 km/s). 
The full-load Al/Teflon radiance during the first 20 nanoseconds is clearly more intense than the 
½ Al/Teflon radiance, though the full-load appears to burn out somewhat by 40 ns, as from 40 ns 
on the half-load and full-load Al/Teflon samples appear virtually the same. 
 The shocked-ignition radiance of full-load Al/Teflon samples of various aluminum 
nanoparticle sizes is shown in Fig. 8.4. Unexpectedly, we found that radiance monotonically 
increased significantly with increasing particle size. This was a surprise, as generally the reaction 
rate of small particles is proportional to combined surface area, which is inversely proportional to 
particle size. This has in fact been previously observed for Al/Teflon systems,21 though they 
compared much larger particles than we do here and were looking at emission much later in time 
than what is being detected here. 
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40 nm 
Al 
 
100 nm 
Al 
500 nm 
Al 
Bare 
glass 
Figure 8.4. Autoemission images at the labelled times of Al/Teflon films of the indicated 
nanoparticle sizes impacted by 25 µm flyers at 3 km/s. 
 It was also found that the 500 nm Al/Teflon samples were unique with clearly-visible 
radiance visible in the center of the shocked region. (Fig. 8.5) No other Al/Teflon sample was 
found to emit significantly from the central area where the shockwave is a one-dimensional planar 
shock. It is posited that this is due to the more-deformable large particles fracturing under shock, 
and thereby granting access to the non-passivated aluminum core. 
  
Figure 8.5. Zoomed image of autoemission at 10 ns of (a) 100 nm Al and (b) 500 nm Al/Teflon 
films. The emission from the central region is unique to the 500 nm Al samples. 
(a)                   100 nm Al (b)                        500 nm Al 
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 Radiance measurements were also performed while aiming the collection objective at the 
central, one-dimensional shock region, and also at the flyer-edge region approximately 300 µm 
away from the center, and at a lateral-wave expansion region 600 µm away from the central region. 
These collection regions are illustrated in Fig. 8.6. 
40 nm Al 
nanoparticles 
 
100 nm Al 
nanoparticles 
500 nm Al 
nanoparticles 
Figure 8.6. Image demonstrating the positions used for the radiance measurements in the 
following figures (Figs. 8.7 & 8.8). The objective was aimed at either the center (blue) or at 
some point 300 µm away from the center (red ring), or at some point 600 µm away from the 
center (green ring). 
 The spectral radiance with respect to time found at the flyer center, edge, and lateral-wave 
expansion regions is shown in Fig. 8.7. The central measurements are given in blue and purple, 
the flyer edge measurements in red and orange, and the expansion region in shades of green. The 
radiance measurements reiterate that radiance increases with particle size. The 500 nm Al 
measurements were consistently found to be both the fastest and most intense. The central region 
of the 500 nm Al sample begins to emit light at approximately 4 nanoseconds after impact, which 
is approximately co-incident with the time for full shock-loading of the Al/Teflon film, within the 
time accuracy of the pyrometer. The moment of first emission of the central region does not seem 
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to be strictly size-dependent, however, as the 40 nm Al/Teflon begins emission prior to the 100 
nm Al/Teflon sample. The emission from the flyer-edge region appears to be co-incident for all 
particle sizes. The 500 nm Al sample exhibits reaction from the lateral expansion zone 
approximately 10 ns earlier than the 40 and 100 nm Al samples, which appear to rise effectively 
simultaneously. 
 
Figure 8.7. Radiance of sample at center and at a 300 µm and 600 µm distance from the center 
vs time for 40, 100, and 500 nm Al/Teflon samples. Intensity clearly increased with particle 
size, with the 500 nm particles significantly more intense than the 100 nm particles. The 
difference between the 40 and 100 nm particles decreased the farther from the center that 
radiance was measured. 
 All Al/Teflon samples consistently show greatest radiance at the flyer edges, where the 
shear forces are greatest. There does not seem to be an especially consistent pattern in the ratios of 
maximum radiance intensities, other than that the difference between the 100 and 40 nm Al/Teflon 
samples decreases as the measurement area moves away from the flyer center. 
 Sample temperatures were calculated by fitting the pyrometer’s spectral output to the 
graybody model. The measured temperatures for the three aluminum sizes and the three 
measurement regions are given in Fig. 8.8. It was found that the sample temperature was markedly 
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similar, regardless of particle size or measurement position. This is attributed to the fact that 
temperature is a product of the reaction itself, and as the reaction is the same with all sizes and at 
all positions, the temperature traces work out to be the same as well. 
(a) 
 
(b) 
 
(c) 
 
Figure 8.8. Temperature measurements for shock ignition of 40, 100, and 500 nm Al/Teflon 
films vs time for (a) the center of compressed area, (b) 300 µm away from the center of the 
compression area, and (c) 600 µm away from the center of the center of the compression area. 
There does not seem to be a notable difference in measured temperatures with respect to particle 
size or measurement position. 
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Chapter 9. Conclusions 
 
9.1. Dye-Doped Silica Microspheres for Shock Compression Spectroscopy 
 The bright dye-doped spherical silica microparticles we developed can be easily 
incorporated into any polymer, polymer composite, or particulate material. They represent a 
significant advance in the use of photoemissive sensors for shock compression science because 
they enable measurement of transient shock response to be made via wavelength-integrated 
intensities rather than peak shifts.1 The encapsulated dye is also significantly brighter than the free 
dye even though the dye in use is R6G, one of the brightest known dyes. Transient intensity 
measurements may be performed with simpler instrumentation than transient redshift 
measurements and require far fewer emitted photons to achieve an acceptable signal-to-noise ratio. 
This measurement technique also provides a high degree of reproducibility. These factors may be 
exploited to observe two-dimensional microstress distributions from small volumes of shocked 
microstructured materials. 
9.2. Emission Lifetimes of Rhodamine 6G under Shock Compression 
 In this study, we have demonstrated the ability to probe molecular photophysics during 
shock compression. We have also performed experiments that indicate the potential usefulness of 
ultrafast fluorescence lifetime imaging to study shocks in microstructured materials.2 This is a 
valuable advance due to the complications that arise from performing spatially-resolved shock 
spectroscopy using redshift or intensity-loss transients. Time- and position-dependent redshift 
measurements would require collection of a stream of wavelength-resolved emission spectra at 
every spatial location, which is impractical to say the least. Time- and spatially-resolved intensity-
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loss measurements are more practical, as measurements could be performed at many spatial 
locations using a fast multielement detector such as a photodiode array, photomultiplier array3 or 
a streak camera. Unfortunately, shocked intensity-loss measurements suffer from the complication 
that the sample materials can move around during the shock. It can be difficult to disentangle the 
translational4 and rotational5 motions of a sample’s microstructure from the shock-induced 
emissivity changes. This makes it difficult to interpret intensity changes as being due to a 
dynamically evolving pressure map. 
 The singlet lifetime of the fluorescent dye, by contrast, is directly related to the chemical 
and physical environment and is insensitive to changes in excitation intensity, geometry, or 
emissivity that could affect the detection efficiency.6 Lifetime measurements do not need to be 
spectrally resolved, so high-speed measurements of emission lifetime distribution could be taken 
using a fast detector array or a streak camera. 
9.3. Shock Compression of CdTe Quantum Dots 
We have studied the time-resolved photoluminescence of QDs dispersed in PVA polymer 
matrix and silicate glass matrix under shock-compression at pressures from 2 to 13 GPa. The 586 
nm emitting QDs in the polymer were slightly smaller than the 674 nm emitting QDs in the glass. 
We also carried out an experiment with QDs of two different sizes (582 and 632 nm emitting QDs) 
dispersed in the same PVA polymer matrix.7 
The arrival of a shock front in the samples causes the QD photoluminescent emission to 
blueshift, lose intensity and emit in a narrower spectral line. The blueshift arises due to the effects 
of shock-compression on quantum confinement.8 Compressing the QDs causes the bandgap to 
widen and the wavelength to decrease. With shock-compression, the decrease in wavelength (or 
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blueshift) increases with pressure reaching a peak. Above the turnover (peak) pressure, the 
blueshift decreases, in contrast to the static high pressure blueshift, which increases monotonically 
with pressure.9 The blueshift turnover results from the coupled temperature and pressure effect on 
the band gap of the QDs. 
The blueshift is expected to be an instantaneous electronic response to strain. In the limit 
of instantaneous mechanical response of the embedding matrix medium, the response time of the 
QDs in terms of their blueshift should be limited by the shock transit time across the sample. That 
or something close to it appears to occur with the sample containing QDs dispersed in the glass 
matrix. The 30 µm sample thickness corresponds to a transit time of ~6 ns, and the blueshift rise 
time is observed to be of a similar time scale. However, the blueshift response of QDs in the PVA 
polymer matrix is much slower, with rise times of ~70 ns. It appears that when the mechanical 
response of the matrix medium containing QDs is sluggish, as in the case of PVA, then the QD 
photoluminescent emission dynamics are controlled by the response of the surrounding medium. 
The intensity-loss process was observed to be always slower than the blueshift process. 
This is because the intensity loss requires both the extreme conditions associated with shock-
compression, plus a finite-duration photophysical process. In the case of QDs, we believe that the 
intensity-loss arises from effects similar to those that cause QD blinking, which is usually 
attributed to electron or hole transfer from the QD to dark surface state traps. Once the QDs are 
subjected to extreme conditions, it takes multiple cycles of excitation and decay to populate a 
surface trapped state. Even though the intensity loss effect is slower than the blueshift process, 
intensity losses of up to 90% are much easier to measure than the observed blueshifts, which in 
the pressure range studied investigated in the present work, are a fraction of the ambient pressure 
photoluminescent emission linewidth. 
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The spectral line narrowing (or peak width reduction) is more difficult to measure 
accurately than the blueshift and intensity loss. However, it is a useful observation and it is 
remarkable that the photoluminescent emission narrows under shock-compression. Physical 
properties such as x-ray diffraction peak widths and optical emission spectra are much more likely 
to broaden under shock-compression due to the increased temperature and pressure gradients 
causing changes in lattice spacing. Thus, the peak narrowing effect seen with the QDs must result 
from an interesting dynamic process. It seems possible that the peak reduction effect results from 
a shock-induced narrowing of the size distribution of the emitting QDs, likely due to the QDs 
losing intensity by populating dark surface states. 
Finally, we have demonstrated the feasibility of multiplex detection of different species in 
a shock-compressed material, based on an experiment in which two different sized QDs were 
embedded in the same polymer matrix. Our results show that the necessary conditions for 
multiplex detection, namely, independent behavior of the different color QDs, can be met. 
The dynamic response of QD photoluminescence has been shown in this work to depend 
on QD composition, size, concentration, and the mechanics of the embedding medium under 
shock-compression. The diversity of behaviors and the shock-compression responses of the matrix 
materials complicate the interpretation of photoluminescent emission spectra under shock-
compression loading. It also offers the high potential for creating and employing diverse types of 
shock sensors for single and multiplex detection in complex heterogeneous materials, such as 
particulate media, as demonstrated by the present work. 
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9.4. Shock Compression of CdSe Strain Probes 
 We dispersed CdSe quantum dots in both fluids (water, ethylene glycol, and glycerol) and 
in solid films (PVA, silica) and subjected them to planar shocks delivered by laser driven flyer 
plates.10 We have found that CdSe QDs blueshift in shocked fluids, but redshift in shocked solids. 
This is likely due to the shear forces causing uniaxial deformation of the QDs. We have 
demonstrated a technique for using the redshift of CdSe QDs to measure the time-dependent strain 
shocked solids. This technique shows precise agreement between redshift and optomechanical 
strain measurements at short times and may also be used to measure strain at long times when 
optomechanical methods are no longer usable. We have also demonstrated the variance of 
calculated strain of various film materials using PDV data. We found a linear relationship between 
particle velocity and calculated strain for all films, with the exception of the softest polymer, 
PDMS, which rose to a maximum strain of about 0.5 and plateaued, indicating 50% compression 
to be the maximum possible for this material. 
9.5. Shock Compression of Composite Materials 
 We generated composite films of 660 nm emitting QD-doped PVA and PMMA with varied 
concentrations of dispersed 570 nm emitting QD-doped silica microspheres. We subjected these 
composite films to shock compression using laser-driven flyer plates and recorded the 
photoemission during shock compression using a spectrograph and streak camera. The resulting 
streak images were fitted to a dual Voigt-peak at each time step to yield simultaneous time-
dependent redshift information for each component of the composite silica/polymer films. 
It was found that the silica particles exhibited nearly the same degree of redshift at a given 
silica concentration for a particular impact velocity regardless of which polymer binder is in use. 
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This indicates that the silica particles experience similar stresses regardless of binder. The 
photoemission from the polymer exhibited a significantly greater redshift than the associated silica 
emission. This indicates that the majority of shock compression is borne by the relatively softer 
polymer rather than the harder silica microspheres, as has been found previously.11 Both polymer 
and silica redshift decreased monotonically with increased silica concentration, indicating that 
silica microspheres are increasing the rigidity of the composite film. This is attributed to an 
increase in Young’s modulus due to the rigid particles interfering with polymer chain motion.12 
This was especially pronounced for the silica/PVA films, which were found to show a 72% 
reduction in redshift as silica concentration increased from 0% to 50%. It has been previously 
shown that polymer composite rigidity is significantly impacted by the strength of adhesion 
between the polymer matrix and the embedded glass particulates.13 We therefore believe that the 
stronger hardening effect experienced by the silica/PVA film is due to hydrogen bonding between 
the alcohol side chains of PVA and hydroxyl groups on the surface of the silica microspheres. 
9.6. Shock Initiation of Al/Teflon Films 
 Al/Teflon films of 40, 100, and 500 nm aluminum nanoparticles and an easily solvated 
Teflon formulation were prepared in full stoichiometric load, half-load, and quarter-load aluminum 
concentrations. These films were shock-ignited and the autoemission was collected using both a 
gated sCMOS camera and 32-channel pyrometer.3 It was found that the Al/Teflon films are shock-
ignited primarily at the flyer edges where there are significant shear forces. Reaction rate was seen 
to increase with both aluminum concentration and with increasing aluminum nanoparticle size. 
This was unexpected as reaction rates involving particulates typically increase with total surface 
area, which is inversely proportional to particle size. This behavior is attributed to the larger, more 
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easily deformable particles fracturing under shock, exposing non-oxide-passivated Al to Teflon 
fragments. 
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Appendix A. Data Processing Programs 
 
A.1. Streak Image Processing Programs 
 These MATLAB® scripts were written and optimized based upon earlier frameworks by 
me in order to fit the needs of my experimental conditions. 
A.1.1. Streak Image Processing Main Program 
 This program forms the main body of the program that processes streak images and 
calculates the time-dependent spectral shift, intensity loss, and peak width change as well as 
plucking out individual spectra at regular time intervals to make a waterfall plot. This specific 
iteration is the form used to process two-peak images. The single-peak iteration is substantively 
the same, with the exceptions that it calculates impact time using data from the delay generator 
and PDV program and uses the single-peak forms of the two fitting programs. 
% Clear workspace so no effects from other work are seen 
clearvars -except wavelength time spec_cal_bkg spec_cal_file bkg bkg_n bkg_p bkg_avg bkg_gain 
bkg_time_window 
clc 
  
% User-set parameters 
stddelay=6597; % standard delay of YAG, should place YAG signal on streak camera 
yagstreaktime=84.0661; % time position of YAG on streak camera at above standard delay time 
delaytime=5697; %type in what you put into the delay generator for delay of YAG for the shot 
pdvtime=900; % type in your impact time from pdvspeed::: aka timeShift value 
start_time=-10; % start time for waterfall cutouts 
end_time=400; % end time for waterfall cutouts 
max_slices=40; % number slices for waterfall cutouts 
impacttime=yagstreaktime-(stddelay-delaytime)+pdvtime; % define impact time for time=0 
scale=1; % whether to shift up background peak center to match preshock 
movingaverage=1; % whether to use a moving average 
n=21;% number traces to average together (odd number preferred) 
b_n=151; 
highavg=1; 
lEdge=520; 
rEdge=780; 
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% Import Xaxis 
if exist('wavelength')==0 %Check for xaxis, if its not there, import it 
    [r,p]=uigetfile('*txt','Select Xaxis'); %select calibrated txt file 
    wavelength=importdata(fullfile(p,r))'; 
end %uigetfile just retrieves the file name and the file path, it does not import it 
  
[r,~]=size(wavelength); 
if r>1 
    wavelength=wavelength'; 
end 
  
% Import Streak Camera file 
[raw,path]=uigetfile(['*.img'],'Select Streak Camera File - shocked','multiselect','on'); %Import spectra 
if ischar(raw)==1 %tells if an item is a character array, =>1 if true, =>0 if false 
    disp(true) %displays value fo variable w/o printing the variables name 
    raw={raw}; %creates a cell array  
    % the ischar and disp are in case you only import 1 file, then it is convertedto a cell array  
    % still instead of a string. otherwise later functions would not work on a string.  
end 
  
q=1;w=1;  
for i=1:length(raw) 
% converts from cell array to matrix of each of the individual multiselected files from line 30 
raws=cell2mat(raw(i)); 
%fullfile grabs the files and str2double puts in scientific notation  
[raw_spectra,gain,time_window]=img_import(fullfile(path,raws)); 
num=str2double(raws(end-4)); 
[~,name,~] = fileparts(raws); 
c=strsplit(name); 
y=fullfile(path,strcat(sprintf('%s %s',c{1}),'.img')); 
try 
    [bkg_raw_spectra,~,~]=img_import(y); 
    disp('unshocked file found') 
catch 
    [b_raw,b_path]=uigetfile(['*.img'],'Select Background Streak Camera File - no shock'); 
    if b_raw ==0 
        disp('file not retrieved, aborting script') 
        return 
    end 
    [bkg_raw_spectra]=img_import(fullfile(b_path,b_raw)); 
end 
  
%img import is another script with info  
if exist('time')==0 %Check for yaxis, if its not there, import it 
    [r,p]=uigetfile('*dac',['Select Yaxis for ',time_window]);% time window is read from another file and 
another script  
    yaxisfile=importdata(fullfile(p,r))'; 
    time=str2double(cellstr((yaxisfile.textdata(2:1025))))'; 
end 
  
if exist('bkg_p')==0 %Check for background, if its not there, import it 
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[bkg_n,bkg_p]=uigetfile('*.img',['Select background camera file with gain ',gain]); %Import background 
spectra 
[bkg,bkg_gain,bkg_time_window]=img_import(fullfile(bkg_p,bkg_n)); 
end 
if strcmp(gain,bkg_gain)==0 %Check for the same gain in background and image 
    warning('on') 
    warning('Background gain and image gain are not the same') 
    [bkg,bkg_gain,bkg_time_window]=img_import(fullfile(bkg_p,strcat(['bkg ' gain],'gain.img'))); 
end 
  
if strcmp(time_window,bkg_time_window)==0 %Check for the same time scale in background and 
image 
    warning('on') 
    warning('Background time scale and image time scale are not the same') 
end 
end 
  
% scale time window to put impact at t=0 
%itime=time-impacttime; 
  
%Apply spectral calibration and background 
cal_spectra=spectral_calibration(raw_spectra-bkg,wavelength); 
cal_bkg_spectra=spectral_calibration(bkg_raw_spectra-bkg,wavelength); 
  
%Clip wavelengths to specified range 
[output_spectra,wavelength_clip]=spectral_clip(cal_spectra,wavelength,lEdge,rEdge); 
[noshock_spectra]=spectral_clip(cal_bkg_spectra,wavelength,lEdge,rEdge); 
  
% define impact time 
An=trapz(wavelength_clip,noshock_spectra,2); 
laser_trend=An/max(An); 
pulse_shape=sum(output_spectra./laser_trend,2); 
pulse_early=pulse_shape(1:411); 
pulse_max=max(pulse_early)+0.01*(max(pulse_early)); 
figure(1); 
plot(time,pulse_shape); 
xlabel('time (ns)');ylabel('intensity');title('pick impact time'); 
xlim([0 250]);ylim([0.6*pulse_max pulse_max]); 
[xm,~]=ginput(1); 
[~,tidx0]=min(abs(time-xm)); 
itime=time-time(tidx0); 
  
[noshock_spectra,output_spectra]=intensity_scalar(noshock_spectra,output_spectra,wavelength_clip,itim
e); 
  
% moving average 
if movingaverage==1 
    [output_spectra]=movingavg(output_spectra,n); 
    [noshock_spectra]=movingavg(noshock_spectra,b_n); 
end 
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[w1i,w2i,xc1i,xc2i,xidx1,xidx2,xidx3,mu1i,mu2i] = 
voigt2_initialization(wavelength_clip,noshock_spectra); 
  
% spectral fitting (voigt) 
[fitted_spectra,fitted_spectra_1,fitted_spectra_2,xc1,xc2,A1,A2,fwhm_p1,fwhm_p2,rsq]=fit_2voigt(wave
length_clip,output_spectra,xidx1,xidx2,xidx3,w1i,w2i,xc1i,xc2i,mu1i,mu2i); 
[fitted_noshock_spectra,fitted_ns_spectra_1,fitted_ns_spectra_2,ns_xc1,ns_xc2,ns_A1,ns_A2]=fit_2voigt
(wavelength_clip,noshock_spectra,xidx1,xidx2,xidx3,w1i,w2i,xc1i,xc2i,mu1i,mu2i); 
 
if highavg == 1 
    
[~,~,~,xc1_avg,xc2_avg]=fit_2voigt(wavelength_clip,movingavg(output_spectra,201),xidx1,xidx2,xidx3,
w1i,w2i,xc1i,xc2i,mu1i,mu2i); 
    
[~,~,~,ns_xc1_avg,ns_xc2_avg]=fit_2voigt(wavelength_clip,movingavg(noshock_spectra,201),xidx1,xid
x2,xidx3,w1i,w2i,xc1i,xc2i,mu1i,mu2i); 
    [~,tidx1] = min(abs(itime-(-50))); 
    [~,tidx2] = min(abs(itime-(-7))); 
    ns_xc1_cell=mat2cell(ns_xc1_avg,[tidx1,tidx2-tidx1,length(ns_xc1_avg)-tidx2]); 
    ns_xc2_cell=mat2cell(ns_xc2_avg,[tidx1,tidx2-tidx1,length(ns_xc2_avg)-tidx2]); 
    xc1_cell=mat2cell(xc1_avg,[tidx1,tidx2-tidx1,length(xc1_avg)-tidx2]); 
    xc2_cell=mat2cell(xc2_avg,[tidx1,tidx2-tidx1,length(xc2_avg)-tidx2]); 
    ns_xc1_avg=ns_xc1_avg-mean(ns_xc1_cell{2})+mean(xc1_cell{2}); 
    ns_xc2_avg=ns_xc2_avg-mean(ns_xc2_cell{2})+mean(xc2_cell{2}); 
    shift_p1_avg=-(ns_xc1_avg-xc1_avg); 
    shift_p2_avg=-(ns_xc2_avg-xc2_avg); 
end 
  
if scale == 1 
    [~,tidx1] = min(abs(itime-(-50))); 
    [~,tidx2] = min(abs(itime-(-7))); 
    ns_xc1_cell=mat2cell(ns_xc1,[tidx1,tidx2-tidx1,length(ns_xc1)-tidx2]); 
    ns_xc2_cell=mat2cell(ns_xc2,[tidx1,tidx2-tidx1,length(ns_xc2)-tidx2]); 
    xc1_cell=mat2cell(xc1,[tidx1,tidx2-tidx1,length(xc1)-tidx2]); 
    xc2_cell=mat2cell(xc2,[tidx1,tidx2-tidx1,length(xc2)-tidx2]); 
    ns_xc1=ns_xc1-mean(ns_xc1_cell{2})+mean(xc1_cell{2}); 
    ns_xc2=ns_xc2-mean(ns_xc2_cell{2})+mean(xc2_cell{2}); 
end 
  
% calculate shift 
shift_p1=-(ns_xc1-xc1); 
shift_p2=-(ns_xc2-xc2); 
 
% calculate intensity loss 
i_loss_p1=A1./ns_A1; 
i_loss_p2=A2./ns_A2; 
[~,tidx1] = min(abs(itime-(-40))); 
[~,tidx2] = min(abs(itime-(-5))); 
iloss1cell=mat2cell(i_loss_p1,[tidx1,tidx2-tidx1,length(i_loss_p1)-tidx2]); 
i_loss_p1=i_loss_p1/mean(iloss1cell{2}); 
iloss2cell=mat2cell(i_loss_p2,[tidx1,tidx2-tidx1,length(i_loss_p2)-tidx2]); 
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i_loss_p2=i_loss_p2/mean(iloss2cell{2}); 
  
% grab out slices 
[waterfall_time,waterfall_spectra]=waterfall_slices(itime,output_spectra,start_time,end_time,max_slices); 
[~,b_waterfall_spectra]=waterfall_slices(itime,noshock_spectra,start_time,end_time,max_slices); 
[~,fit_waterfall_spectra]=waterfall_slices(itime,fitted_spectra,start_time,end_time,max_slices); 
[~,fit_b_waterfall_spectra]=waterfall_slices(itime,fitted_noshock_spectra,start_time,end_time,max_slices
); 
[norm_slices]=norm_slices(itime,output_spectra); 
  
[~,pk1_spectra]=waterfall_slices(itime,fitted_spectra_1,start_time,end_time,max_slices); 
[~,pk2_spectra]=waterfall_slices(itime,fitted_spectra_2,start_time,end_time,max_slices); 
  
% Plot streak image 
figure(q);q=q+1; 
NL_image(wavelength_clip,itime,output_spectra);set(gca,'Ydir','reverse'); %ydir and reverse set the 
direction of inc/dec axis  
xlabel('wavelength (nm)');ylabel('time (ns)');title(raws); 
xlim([min(wavelength_clip) max(wavelength_clip)]); 
ylim([min(itime) max(itime)]); 
  
% Plot fitted streak data 
figure(q);q=q+1; 
NL_image(wavelength_clip,itime,fitted_spectra);set(gca,'Ydir','reverse'); %ydir and reverse set the 
direction of inc/dec axis  
xlabel('wavelength (nm)');ylabel('time (ns)');title('fitted'); 
xlim([min(wavelength_clip) max(wavelength_clip)]); 
ylim([min(itime) max(itime)]); 
  
% Plot background streak image 
figure(q);q=q+1; 
NL_image(wavelength_clip,itime,noshock_spectra);set(gca,'Ydir','reverse'); %ydir and reverse set the 
direction of inc/dec axis  
xlabel('wavelength (nm)');ylabel('time (ns)');title('background fluorescence'); 
xlim([min(wavelength_clip) max(wavelength_clip)]); 
ylim([min(itime) max(itime)]); 
  
% Plot fitted bkg streak data 
figure(q);q=q+1; 
NL_image(wavelength_clip,itime,fitted_noshock_spectra);set(gca,'Ydir','reverse'); %ydir and reverse set 
the direction of inc/dec axis  
xlabel('wavelength (nm)');ylabel('time (ns)');title('fitted background'); 
xlim([min(wavelength_clip) max(wavelength_clip)]); 
ylim([min(itime) max(itime)]); 
  
%Plot adj. r-squared v. time to verify goodness of fit 
figure(q);q=q+1; 
plot(itime,rsq); 
xlabel('time (ns)');ylabel('r-squared');title('goodness of fit'); 
  
% plot blueshift 
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figure(q); q=q+1; 
if highavg == 0 
    plot(itime,shift_p1,itime,shift_p2); 
    xlabel('time (ns)');ylabel('redshift');title('redshift');legend('silica peak','polymer peak'); 
else 
    plot(itime,shift_p1,itime,shift_p2,itime,shift_p1_avg,itime,shift_p2_avg); 
    xlabel('time (ns)');ylabel('redshift');title('redshift');legend('silica peak','polymer peak','silica 
avg','polymer avg'); 
end 
  
% plot intensity loss 
figure(q);q=q+1; 
plot(itime,i_loss_p1,itime,i_loss_p2); 
xlabel('time (ns)');ylabel('intensity loss');title('intensity loss');legend('silica peak','polymer peak'); 
  
% plot FWHM 
figure(q);q=q+1; 
plot(itime,fwhm_p1,itime,fwhm_p2); 
xlabel('time (ns)');ylabel('FWHM');title('peak width');legend('silica peak','polymer peak'); 
  
% output matrices 
waterfall_time=waterfall_time'; 
waterfall=cell(1,2); 
waterfall{1,1}=wavelength_clip'; 
waterfall{1,2}=waterfall_spectra'; 
waterfall=cell2mat(waterfall); 
fit_waterfall=fit_waterfall_spectra'; 
waterfalls=cell(1,2); 
waterfalls{1,1}=waterfall; 
waterfalls{1,2}=fit_waterfall; 
waterfalls=cell2mat(waterfalls); 
waterfalls_time=cell(1,2); 
waterfalls_time{1,1}=waterfall_time; 
waterfalls_time{1,2}=waterfall_time; 
waterfalls_time=cell2mat(waterfalls_time); 
b_waterfall=cell(1,2); 
b_waterfall{1,1}=wavelength_clip'; 
b_waterfall{1,2}=b_waterfall_spectra'; 
b_waterfall=cell2mat(b_waterfall); 
fit_b_waterfall=fit_b_waterfall_spectra'; 
slices=cell(1,2); 
slices{1,1}=wavelength_clip'; 
slices{1,2}=norm_slices'; 
slices=cell2mat(slices); 
  
if highavg == 0 
    trends=cell(1,7); 
    trends{1,1}=itime'; 
    trends{1,2}=shift_p1; 
    trends{1,3}=shift_p2; 
    trends{1,4}=i_loss_p1; 
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    trends{1,5}=i_loss_p2; 
    trends{1,6}=fwhm_p1; 
    trends{1,7}=fwhm_p2; 
    trends=cell2mat(trends); 
else 
    trends=cell(1,9); 
    trends{1,1}=itime'; 
    trends{1,2}=shift_p1; 
    trends{1,3}=shift_p2; 
    trends{1,4}=shift_p1_avg; 
    trends{1,5}=shift_p2_avg; 
    trends{1,6}=i_loss_p1; 
    trends{1,7}=i_loss_p2; 
    trends{1,8}=fwhm_p1; 
    trends{1,9}=fwhm_p2; 
    trends=cell2mat(trends); 
end 
  
fit_test=cell(1,3); 
fit_test{1,1}=waterfalls; 
fit_test{1,2}=pk1_spectra'; 
fit_test{1,3}=pk2_spectra'; 
fit_test=cell2mat(fit_test); 
fit_test_time=cell(1,2); 
fit_test_time{1,1}=waterfalls_time; 
fit_test_time{1,2}=waterfalls_time; 
fit_test_time=cell2mat(fit_test_time); 
  
save('fit_test.txt','fit_test','-ascii'); 
save('trends.txt','trends','-ascii'); 
 
A.1.2. Image Import Program 
 This program imports the streak image into the main program. It was originally written by 
Dr. Will Shaw. 
function [ spectra,gain,time_window] = img_import(file_path) 
%img_import import .img files from hamamatsu streak camera outputs the 
%value of the gain and the time window for collection 
%   imports an .img file, clips header and forms into appropriately sized 
%   matrix 
  
fileID=fopen(file_path); 
fseek(fileID,5,'bof'); 
width_txt=0; 
while strcmp(width_txt,'HWidth')==0   %Find sample size in pixels (should be 1024x1024) 
fseek(fileID,-5,'cof'); 
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width_txt=fread(fileID,[1,6],'uint8=>char');  
end 
  
fseek(fileID,2,'cof');width=str2double(fread(fileID,[1,4],'uint8=>char')); %Read width, str2double ->adds 
precision in scientific notation 
fseek(fileID,20,'cof');height=str2double(fread(fileID,[1,4],'uint8=>char')); %Read height 
size=[width,height]; %Export size 
  
%Find Bytes per pixel for image 
Bytes_txt=0; 
while strcmp(Bytes_txt,'BytesPerPixel')==0; 
    fseek(fileID,-12,'cof'); 
    Bytes_txt=fread(fileID,[1,13],'uint8=>char'); 
end 
fseek(fileID,1,'cof'); 
BytesPerPixel=str2double(fread(fileID,[1,1],'uint8=>char')); 
  
%Set proper data type for image 
switch BytesPerPixel 
    case 2 
        datatype='uint16'; 
    case 4 
        datatype='uint32'; 
    case 8 
        datatype='uint64'; 
end 
  
%Find time range of data 
timerange=0; 
while strcmp(timerange,'Time Range')==0 
    fseek(fileID,-9,'cof'); 
    timerange=fread(fileID,[1,10],'uint8=>char'); 
end 
fseek(fileID,2,'cof'); 
time_window=fread(fileID,[1,6],'uint8=>char'); 
if max(time_window=='""""""')==1 %Check if 6 characters long or 5 
    fseek(fileID,-6,'cof'); %i.e. 500 ns vs 20 ns 
    time_window=fread(fileID,[1,5],'uint8=>char'); 
end 
  
% Find gain discrption 
gain_txt=0;  
while strcmp(gain_txt,'Gain')==0 
    fseek(fileID,-3,'cof');  
    gain_txt=fread(fileID,[1,4],'uint8=>char'); 
end 
fseek(fileID,2,'cof'); 
gain=fread(fileID,[1,2],'uint8=>char'); %Read in gain 
if max(gain=='""')==1 
    fseek(fileID,-2,'cof'); %Check if gain is 2 digits or 1; 
    gain=fread(fileID,[1,1],'uint8=>char'); 
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end 
  
end_txt=0; %Find last text before matrix information 
while strcmp(end_txt,'UserComment=""')==0 
    fseek(fileID,-13,'cof'); 
    end_txt=fread(fileID,[1,14],'uint8=>char'); 
end 
  
spectra=fread(fileID,[width height],datatype)';%Import data to spectra 
fclose(fileID); 
end 
 
A.1.3. Spectral Calibration Program 
 This program performs the spectral radiance calibration correction upon the streak image 
files. It was originally written by Dr. Will Shaw. 
function [spectral_calibrated_spectra] = spectral_calibration(spectra,wavelength) 
%spectral_calibration Performs a spectral calibration on imported data 
%   Imports a spectral calibration file to determine the instrument 
%   response function, outputing a calibrated spectra and exporting the 
%   spectral calibration function to the workspace for working up multiple 
%   data sets 
persistent spec_cal_bkg spec_cal_file 
  
if isempty(spec_cal_bkg)==1 
    [raw,path]=uigetfile('*img','Select spectral calibration background file'); %Import the spectral 
calibration background file 
spec_cal_bkg=img_import(fullfile(path,raw)); 
end 
  
if isempty(spec_cal_file)==1 
    [raw,path]=uigetfile('*img','Select spectral calibration file'); %Import the spectral calibration file 
spec_cal_file=img_import(fullfile(path,raw)); 
end 
  
spec=spec_cal_file-spec_cal_bkg;  %Subtract the background 
norm_const=max(max(spec));  %Find normalization constant 
spec_norm=spec./norm_const; %Normalized the calibration file 
  
wave_orange=[Insert your radiometric standard wavelength info here];%Generate vector of calibration 
lamp 
int_orange=[Insert your radiometric standard intensity info here];  
  
wave_cal=wave_orange; 
int_cal=int_orange; 
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int_norm_const=max(int_cal);   %Normalize lamp file 
int_norm=int_cal./int_norm_const; 
  
warning('off')    %Ignore issues with fitting a 6th order polynomial to the lamp file 
calfit=polyfit(wave_cal,int_norm,6);   
bbfit=polyval(calfit,wavelength);    %Get blackbody fit from lamp data 
  
for z=1:1024 
    speccal(z,:)=bbfit;   %Generate 1024 matrix of what spectral calibration should look like 
end 
  
assignin('base','speccal',speccal);assignin('base','spec_norm',spec_norm); 
  
instrument_response_fn=speccal./spec_norm;    %Generate spectral calibration correction file 
    
[spectral_calibrated_spectra]=spectra.*instrument_response_fn; 
end 
 
A.1.4. Spectral Clip Program 
This program clips off the unused and noisy red and blue ends of the streak image. It was originally 
written by Dr. Will Shaw. 
function [clipped_spectra,clipped_wavelength] = spectral_clip(spectra,wavelength,blue_edge,red_edge) 
%clipped_spectra: Clips spectra from blue edge to red edge in order to 
%avoid noise on the edges. 
  
sorted_wavelength=sort(wavelength); 
if sorted_wavelength~=wavelength 
    spectra=fliplr(spectra); 
    wavelength=sorted_wavelength; 
end 
  
clipped_spectra=spectra(:,[find(wavelength>blue_edge,1,'first'):... 
    find(wavelength<red_edge,1,'last')]); %Clip spectra to window to avoid  
%edges 
  
clipped_wavelength=wavelength([find(wavelength>blue_edge,1,'first'):... 
    find(wavelength<red_edge,1,'last')]); 
end 
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A.1.5. Intensity Scalar Program 
 This program serves to blank the streak image against the shape of the excitation laser pulse 
so that any changes in intensity seen in the shocked image may be attributed solely to the shock 
compression. 
function [scaled_ns_spectra,scaled_spectra] = 
intensity_scalar(noshock_spectra,shocked_spectra,wavelength,time) 
  
As=trapz(wavelength,shocked_spectra,2); 
%An=trapz(wavelength,noshock_spectra,2); 
An=max(noshock_spectra,[],2); 
laser_trend=An/max(An); 
  
blanked_ns_spectra=(noshock_spectra./laser_trend); 
scaled_spectra=(shocked_spectra./laser_trend); 
  
A1=trapz(wavelength,blanked_ns_spectra,2); 
A2=trapz(wavelength,scaled_spectra,2); 
  
[~,tidx0] = min(abs(time-(-40))); 
[~,tidx1] = min(abs(time-(-5))); 
  
s1=(mean(A2(tidx0:tidx1)))/(mean(A1(tidx0:tidx1))); 
  
scaled_ns_spectra=blanked_ns_spectra*s1; 
  
end 
 
A.1.6. Moving Average Program 
 This program reduces signal noise by performing a moving average on the streak images 
in the vertical (time) direction. The size of the moving average window is selected to be 
approximately equal to the selected height of the streak camera entrance slit. 
function [ averaged_spectra ] = movingavg( spectra,n ) 
 
[r,c]=size(spectra); 
columns=ones(c,1); 
cellspectra=mat2cell(spectra,(r),(columns)); 
  
avg_array=cell(1,c); 
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for i=1:length(columns) 
    avg_array{1,i}=movmean(cellspectra{1,i},n); 
end 
  
averaged_spectra=cell2mat(avg_array); 
end 
 
A.1.7. Single Voigt Peak Initialization Program 
 This program performs a fit on a sum of the unshocked streak image and returns the fit 
parameters to the main program to use as the starting parameters for the individual time-step fits. 
function [w1i,xc1i,mui] = voigt_initialization(wavelength,spectra) 
  
% define size of sample spectra, break up the spectra into an array of 
% individual time-slices 
sum_spectra=sum(spectra,1); 
sum_spectra=sum_spectra-min(sum_spectra); 
w1=fwhm_estimate(sum_spectra,wavelength); 
  
y01=min(sum_spectra); 
A1=trapz(wavelength,sum_spectra-y01); 
[~,xidx1]=max(sum_spectra); 
xc1=wavelength(xidx1); 
mu=1; 
lb=[-1e3,0,xc1-10,5,0]; 
ub=[1e3,A1*100,xc1+10,90,1]; 
beta0=[y01,A1,xc1,w1,mu]; 
  
voigt1pk=@(beta0,x)(beta0(1)+beta0(2)*(beta0(5)*(2/pi)*(beta0(4)./(4*(wavelength-
beta0(3)).^2+beta0(4).^2))+(1-beta0(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(4)))*exp(-
(4*log(2)./beta0(4).^2)*(wavelength-beta0(3)).^2))); 
     
[beta]=lsqcurvefit(voigt1pk,beta0,wavelength,sum_spectra,lb,ub); 
fit_fn=(beta(1)+beta(2)*(beta(5)*(2/pi)*(beta(4)./(4*(wavelength-beta(3)).^2+beta(4).^2))+(1-
beta(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(4)))*exp(-(4*log(2)./beta(4).^2)*(wavelength-beta(3)).^2))); 
  
figure(1); 
plot(wavelength,sum_spectra,wavelength,fit_fn); 
xlabel('wavelength (nm)');ylabel('intensity');title('fitted');legend('spectra','fitted'); 
drawnow 
  
w1i=beta(4); 
xc1i=beta(3); 
mui=beta(5); 
 end 
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A.1.8. Two Voigt Peak Initialization Program 
 This program performs a two-Voigt peak fit on a sum of the unshocked streak image and 
returns the fit parameters to the main program to use as the starting parameters for the individual 
time-step fits. 
function [w1i,w2i,xc1i,xc2i,xidx1,xidx2,xidx3,mu1i,mu2i] = voigt2_initialization(wavelength,spectra) 
  
% define size of sample spectra, break up the spectra into an array of 
% individual time-slices 
sum_spectra=sum(spectra,1); 
sum_spectra=sum_spectra-min(sum_spectra); 
l=length(wavelength); 
  
figure(1); 
plot(wavelength,sum_spectra); 
xlabel('wavelength (nm)');ylabel('intensity');title('pick midpoint'); 
xidx1=1; 
[xm,~]=ginput(1); 
[~,xidx2]=min(abs(wavelength-xm)); 
xidx3=l; 
  
w1=40; 
w2=50; 
[pk1,pk1_wavelength]=spectral_clip(sum_spectra,wavelength,wavelength(xidx1),wavelength(xidx2)); 
[pk2,pk2_wavelength]=spectral_clip(sum_spectra,wavelength,wavelength(xidx2),wavelength(xidx3)); 
  
y01=min(sum_spectra); 
y02=y01; 
A1=trapz(pk1_wavelength,pk1-y01); 
A2=trapz(pk2_wavelength,pk2-y02); 
[~,xidx4]=max(pk1); 
[~,xidx5]=max(pk2); 
xc1=pk1_wavelength(xidx4); 
xc2=pk2_wavelength(xidx5); 
mu1=1; 
mu2=1; 
lb=[-1e3,0,xc1-20,5,0,-1e3,0,xc2-20,5,0]; 
ub=[1e3,A1*100,xc1+20,90,1,1e3,A2*100,xc2+20,90,1]; 
beta0=[y01,A1,xc1,w1,mu1,y01,A2,xc2,w2,mu2]; 
  
 voigt2pk=@(beta0,x)((beta0(1)+beta0(2)*(beta0(5)*(2/pi)*(beta0(4)./(4*(wavelength-
beta0(3)).^2+beta0(4).^2))+(1-beta0(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(4)))*exp(-
(4*log(2)./beta0(4).^2)*(wavelength-
beta0(3)).^2)))+(beta0(1)+beta0(7)*(beta0(10)*(2/pi)*(beta0(9)./(4*(wavelength-
beta0(8)).^2+beta0(9).^2))+(1-beta0(10))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(9)))*exp(-
(4*log(2)./beta0(9).^2)*(wavelength-beta0(8)).^2)))); 
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[beta]=lsqcurvefit(voigt2pk,beta0,wavelength,sum_spectra,lb,ub); 
fit_fn_1=(beta(1)+beta(2)*(beta(5)*(2/pi)*(beta(4)./(4*(wavelength-beta(3)).^2+beta(4).^2))+(1-
beta(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(4)))*exp(-(4*log(2)./beta(4).^2)*(wavelength-beta(3)).^2))); 
fit_fn_2=(beta(1)+beta(7)*(beta(10)*(2/pi)*(beta(9)./(4*(wavelength-beta(8)).^2+beta(9).^2))+(1-
beta(10))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(9)))*exp(-(4*log(2)./beta(9).^2)*(wavelength-
beta(8)).^2))); 
fit_fn=fit_fn_1+fit_fn_2; 
  
figure(1); 
plot(wavelength,sum_spectra,wavelength,fit_fn,wavelength,fit_fn_1,wavelength,fit_fn_2); 
xlabel('wavelength (nm)');ylabel('intensity');title('fitted');legend('spectra','fitted','silica','polymer'); 
drawnow 
  
w1i=beta(4); 
w2i=beta(9); 
xc1i=beta(3); 
xc2i=beta(8); 
mu1i=beta(5); 
mu2i=beta(10); 
end 
 
A.1.9. Single Voigt Fitting Program 
 This program performs the fits on the individual time steps and returns the fitted spectra 
streak image as well as the time-dependent peak center and intensity to the main program. 
function [fitted_spectra,xc,A,M0,M1,fwhm,rsq] = fit_1voigt(wavelength,spectra,w1i,xc1i,mui) 
  
% define size of sample spectra, break up the spectra into an array of 
% individual time-slices 
[r,c]=size(spectra); 
rows=ones(1,r); 
cellspectra=mat2cell(spectra,(rows),(c)); 
  
% pre-generate the arrays to be filled in loop. For speed. 
fit_array=cell(r,1); 
xc_array=cell(r,1); 
A_array=cell(r,1); 
M0_array=cell(r,1); 
M1_array=cell(r,1); 
rsq_array=cell(r,1); 
fwhm_array=cell(r,1); 
  
w1=w1i; 
xc1=xc1i; 
mu=mui; 
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for i=1:length(rows) % loop for each time step 
     
    [y0,~]=min(cellspectra{i,1}); 
    A=trapz(wavelength,cellspectra{i,1}-y0); 
    if i>1 
        xc1=xc1p; 
        w1=w1p; 
    end 
    lb=[-100,0.8*A,xc1-.3,w1-2,mu-.01]; 
    ub=[abs(y0*100),A*1.1,xc1+.3,w1+2,mu+.01]; 
     
    if lb(4)<5 
        lb(4)=5; 
    end 
    if ub(4)>90 
        ub(4)=90; 
    end 
    if lb(3)<(xc1i-20) 
        lb(3)=(xc1i-20); 
    end 
    if ub(3)>(xc1i+40) 
        ub(3)=(xc1i+40); 
    end 
    beta0=[y0,A,xc1,w1,mu]; 
     
    voigt1pk=@(beta0,x)(beta0(1)+beta0(2)*(beta0(5)*(2/pi)*(beta0(4)./(4*(wavelength-
beta0(3)).^2+beta0(4).^2))+(1-beta0(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(4)))*exp(-
(4*log(2)./beta0(4).^2)*(wavelength-beta0(3)).^2))); 
     
    [beta,R]=lsqcurvefit(voigt1pk,beta0,wavelength,cellspectra{i,1},lb,ub); 
    fit_fn=(beta(1)+beta(2)*(beta(5)*(2/pi)*(beta(4)./(4*(wavelength-beta(3)).^2+beta(4).^2))+(1-
beta(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(4)))*exp(-(4*log(2)./beta(4).^2)*(wavelength-beta(3)).^2))); 
     
    xc1p=beta(3); 
    w1p=beta(4); 
     
    fit_array{i,1}=fit_fn; 
        
    % calculate FWHM for the fitted gaussian of each time step 
    fwhm_array{i,1}=fwhm_estimate(fit_fn,wavelength); 
    if isempty(fwhm_array{i,1})==1 
        fwhm_array{i,1}=fwhm_array{i-2,1}; 
    end 
     
    SSR=R; 
    SST=sum((fit_fn-mean(fit_fn)).^2); 
    rsq_array{i,1}=1-(SSR/SST); 
    if isempty(rsq_array{i,1})==1 
        try 
            rsq_array{i,1}=(rsq_array{i-2,1}+rsq_array{i-1,1})/2; 
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        catch 
            rsq_array{i,1}=0; 
        end 
         
    end 
     
    xc_array{i,1}=beta(3); 
     
    % MoM for each time step of fitted gaussians 
    [M0_array{i,1},M1_array{i,1},~]=MoM(fit_fn,wavelength); 
    A_array{i,1}=beta(2); 
     
end 
  
% revert cell arrays to normal matrices 
fitted_spectra=cell2mat(fit_array); 
M0=cell2mat(M0_array); 
M1=cell2mat(M1_array); 
xc=cell2mat(xc_array); 
A=cell2mat(A_array); 
fwhm=cell2mat(fwhm_array); 
rsq=cell2mat(rsq_array); 
end 
 
A.1.10. Two Voigt Fitting Program 
 This program is similar to the single-Voigt fitting program, but due to the greater 
complexity of a two-peak fit compared to a single-peak fit, it has a variety of constraining 
parameters in order to prevent the fitting program from returning unrealistic peak fits. It then 
returns the fitted spectra streak image as well as the time-dependent peak centers and intensity to 
the main program. 
function [fitted_spectra,fitted_spectra_1,fitted_spectra_2,xc1,xc2,A_p1,A_p2,fwhm_p1,fwhm_p2,rsq] = 
fit_2voigt(wavelength,spectra,xidx1,xidx2,xidx3,w1i,w2i,xc1i,xc2i,mu1i,mu2i) 
  
% define size of sample spectra, break up the spectra into an array of 
% individual time-slices 
[r,c]=size(spectra); 
rows=ones(1,r); 
cellspectra=mat2cell(spectra,(rows),(c)); 
  
% pre-generate the arrays to be filled in loop. For speed. 
fit_array=cell(r,1); 
fit_array_1=cell(r,1); 
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fit_array_2=cell(r,1); 
xc_1=cell(r,1); 
xc_2=cell(r,1); 
A1_cell=cell(r,1); 
A2_cell=cell(r,1); 
w_1=cell(r,1); 
mu_1=cell(r,1); 
w_2=cell(r,1); 
mu_2=cell(r,1); 
rsq_f=cell(r,1); 
fwhm_1=cell(r,1); 
fwhm_2=cell(r,1); 
w1=w1i; 
w2=w2i; 
[pk1,pk1_wavelength]=spectral_clip(spectra,wavelength,wavelength(xidx1),wavelength(xidx2)); 
[pk2,pk2_wavelength]=spectral_clip(spectra,wavelength,wavelength(xidx2),wavelength(xidx3)); 
[~,c1]=size(pk1); 
[~,c2]=size(pk2); 
pk1cell=mat2cell(pk1,(rows),(c1)); 
pk2cell=mat2cell(pk2,(rows),(c2)); 
  
  
for i=1:length(rows) % loop for each time step 
     
    [y01,~]=min(cellspectra{i,1}); 
    y02=y01; 
    A1=trapz(pk1_wavelength,pk1cell{i,1}-y01); 
    A2=trapz(pk2_wavelength,pk2cell{i,1}-y02); 
    xc1=xc1i; 
    xc2=xc2i; 
    mu1=mu1i; 
    mu2=mu2i; 
    if i>1 
        xc1=xc1p; 
        xc2=xc2p; 
        w1=w1p; 
        w2=w2p; 
        A1=A1p; 
        A2=A2p; 
        y01=y01p; 
        y02=y02p; 
    end 
     lb=[-100,0.8*A1,xc1-0.3,w1-2,mu1i-.01,-100,0.8*A2,xc2-0.3,w2-2,mu2i-.01]; %bound 
ub=[abs(y01*100),A1*1.1,xc1+0.3,w1+2,mu1i+.01,abs(y02*100),A2*1.1,xc2+0.3,w2+2,mu2i+.01]; 
%bound 
  
    if lb(4)<5 
        lb(4)=5; 
    end 
    if lb(9)<5 
        lb(9)=5; 
168 
 
    end 
    if ub(4)>90 
        ub(4)=90; 
    end 
    if ub(9)>90 
        ub(9)=90; 
    end 
    if lb(3)<(xc1i-20) 
        lb(3)=(xc1i-20); 
    end 
    if lb(8)<(xc2i-20) 
        lb(8)=(xc2i-20); 
    end 
    if ub(3)>(xc1i+30) 
        ub(3)=(xc1i+30); 
    end 
    if ub(8)>(xc2i+30) 
        ub(8)=(xc2i+30); 
    end 
 
    beta0=[y01,A1,xc1,w1,mu1,y01,A2,xc2,w2,mu2]; 
    voigt2pk=@(beta0,x)((beta0(1)+beta0(2)*(beta0(5)*(2/pi)*(beta0(4)./(4*(wavelength-
beta0(3)).^2+beta0(4).^2))+(1-beta0(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(4)))*exp(-
(4*log(2)./beta0(4).^2)*(wavelength-
beta0(3)).^2)))+(beta0(1)+beta0(7)*(beta0(10)*(2/pi)*(beta0(9)./(4*(wavelength-
beta0(8)).^2+beta0(9).^2))+(1-beta0(10))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta0(9)))*exp(-
(4*log(2)./beta0(9).^2)*(wavelength-beta0(8)).^2)))); 
     
    [beta,R]=lsqcurvefit(voigt2pk,beta0,wavelength,cellspectra{i,1},lb,ub); 
    fit_fn_1=(beta(1)+beta(2)*(beta(5)*(2/pi)*(beta(4)./(4*(wavelength-beta(3)).^2+beta(4).^2))+(1-
beta(5))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(4)))*exp(-(4*log(2)./beta(4).^2)*(wavelength-beta(3)).^2))); 
    fit_fn_2=(beta(1)+beta(7)*(beta(10)*(2/pi)*(beta(9)./(4*(wavelength-beta(8)).^2+beta(9).^2))+(1-
beta(10))*((4*log(2)).^(1/2)./((pi).^(1/2)*beta(9)))*exp(-(4*log(2)./beta(9).^2)*(wavelength-
beta(8)).^2))); 
    fit_fn=fit_fn_1+fit_fn_2; 
     
    if i>1 
        xc1p2=xc1p; 
        xc2p2=xc2p; 
    end 
     
    xc1p=beta(3); 
    xc2p=beta(8); 
    A1p=beta(2); 
    A2p=beta(7); 
    w1p=beta(4); 
    w2p=beta(9); 
    y01p=beta(1); 
    y02p=beta(6); 
    w_1{i,1}=beta(4); 
    mu_1{i,1}=beta(5); 
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    w_2{i,1}=beta(9); 
    mu_2{i,1}=beta(10); 
     
    fit_array_1{i,1}=fit_fn_1; 
    fit_array_2{i,1}=fit_fn_2; 
    fit_array{i,1}=fit_fn; 
     
    % calculate FWHM for the fitted gaussian of each time step 
    e=fit_fn_1-min(fit_fn_1); 
    e=e/max(e); 
    f=sort(abs(e-0.5)); 
    [~,xidx6]=min(abs(abs(e-0.5)-f(1))); 
    [~,xidx7]=min(abs(abs(e-0.5)-f(2))); 
    [~,xidx8]=min(abs(abs(e-0.5)-f(3))); 
    [~,xidx9]=min(abs(abs(e-0.5)-f(4))); 
    [~,xidx10]=min(abs(abs(e-0.5)-f(5))); 
    [~,xidx11]=min(abs(abs(e-0.5)-f(6))); 
    g=[abs(wavelength(xidx6)-wavelength(xidx7)),abs(wavelength(xidx6)-
wavelength(xidx8)),abs(wavelength(xidx6)-wavelength(xidx9)),abs(wavelength(xidx6)-
wavelength(xidx10)),abs(wavelength(xidx6)-wavelength(xidx11))]; 
    g=sort(g); 
    fwhm_1{i,1}=min(g(1,(find(g(1,:)>10)))); 
    if isempty(fwhm_1{i,1})==1 
        fwhm_1{i,1}=(fwhm_1{i-2,1}+fwhm_1{i-1,1})/2; 
    end 
     
    e=fit_fn_2-min(fit_fn_2); 
    e=e/max(e); 
    f=sort(abs(e-0.5)); 
    [~,xidx6]=min(abs(abs(e-0.5)-f(1))); 
    [~,xidx7]=min(abs(abs(e-0.5)-f(2))); 
    [~,xidx8]=min(abs(abs(e-0.5)-f(3))); 
    [~,xidx9]=min(abs(abs(e-0.5)-f(4))); 
    [~,xidx10]=min(abs(abs(e-0.5)-f(5))); 
    [~,xidx11]=min(abs(abs(e-0.5)-f(6))); 
    g=[abs(wavelength(xidx6)-wavelength(xidx7)),abs(wavelength(xidx6)-
wavelength(xidx8)),abs(wavelength(xidx6)-wavelength(xidx9)),abs(wavelength(xidx6)-
wavelength(xidx10)),abs(wavelength(xidx6)-wavelength(xidx11))]; 
    g=sort(g); 
    fwhm_2{i,1}=min(g(1,(find(g(1,:)>10)))); 
    if isempty(fwhm_2{i,1})==1 
        try 
            fwhm_2{i,1}=(fwhm_2{i-2,1}+fwhm_2{i-1,1})/2; 
        catch 
            fwhm_2{i,1}=0; 
        end 
         
    end 
    SSR=R; 
    SST=sum((fit_fn-mean(fit_fn)).^2); 
    rsq_f{i,1}=1-(SSR/SST); 
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    if isempty(rsq_f{i,1})==1 
        rsq_f{i,1}=(rsq_f{i-2,1}+rsq_f{i-1,1})/2; 
    end 
     
    xc_1{i,1}=beta(3); 
    xc_2{i,1}=beta(8); 
     
    % MoM for each time step of fitted gaussians 
    [M0_1{i,1},M1_1{i,1},~]=MoM(fit_fn_1,wavelength); 
    [M0_2{i,1},M1_2{i,1},~]=MoM(fit_fn_2,wavelength); 
    A1_cell{i,1}=beta(2); 
    A2_cell{i,1}=beta(7); 
     
end 
  
% revert cell arrays to normal matrices 
fitted_spectra=cell2mat(fit_array); 
fitted_spectra_1=cell2mat(fit_array_1); 
fitted_spectra_2=cell2mat(fit_array_2); 
w1=cell2mat(w_1); 
mu1=cell2mat(mu_1); 
w2=cell2mat(w_2); 
mu2=cell2mat(mu_2); 
widths=cell(1,4); 
widths{1,1}=w1;widths{1,2}=mu1;widths{1,3}=w2;widths{1,4}=mu2;widths=cell2mat(widths); 
xc1=cell2mat(xc_1); 
xc2=cell2mat(xc_2); 
A_p1=cell2mat(A1_cell); 
A_p2=cell2mat(A2_cell); 
fwhm_p1=cell2mat(fwhm_1); 
fwhm_p2=cell2mat(fwhm_2); 
rsq=cell2mat(rsq_f); 
end 
 
A.1.11. Peak Width Calculation Program 
 This program directly estimates the peak width of the fluorescence spectra for the purpose 
of parameter initialization. 
function [fwhm] = fwhm_estimate(spectra,wavelength) 
 
e=spectra-min(spectra); 
e=e/max(e); 
f=sort(abs(e-0.5)); 
[~,xidx1]=min(abs(abs(e-0.5)-f(1))); 
[~,xidx2]=min(abs(abs(e-0.5)-f(2))); 
[~,xidx3]=min(abs(abs(e-0.5)-f(3))); 
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[~,xidx4]=min(abs(abs(e-0.5)-f(4))); 
[~,xidx5]=min(abs(abs(e-0.5)-f(5))); 
[~,xidx6]=min(abs(abs(e-0.5)-f(6))); 
g=[abs(wavelength(xidx1)-wavelength(xidx2)),abs(wavelength(xidx1)-
wavelength(xidx3)),abs(wavelength(xidx1)-wavelength(xidx4)),abs(wavelength(xidx1)-
wavelength(xidx5)),abs(wavelength(xidx1)-wavelength(xidx6))]; 
g=sort(g); 
fwhm=min(g(1,(find(g(1,:)>5)))); 
end 
 
A.1.12. Waterfall Program 
 This program plucks out a selection of evenly-spaced time-dependent spectra for the 
formation of a waterfall plot. This program was originally written by Erin Nissen. 
function [ waterfall_time,waterfall_spectra ] = waterfall_slices( time,spectra,start_t,end_t,max_slices ) 
% This function chops out a number of time slices from the streak image for 
% simpler image 
 [~,w]=size(spectra); % find number of columns of input spectra (wavelength range) 
 [~,start_idx] = min(abs(time-start_t)); % finds the index number of the defined start time 
 [~,end_idx] = min(abs(time-end_t)); % finds the index number of the defined end time 
  
 if nargin < 5 % if no number of slices is defined it selects all slices in between start and end time 
     step = 1; 
 else 
        step = ceil((end_idx-start_idx)/max_slices); % defines index step size for number of slices 
 end 
  
 plot_idxs = (start_idx : step : end_idx); % defines all the index numbers for desired slices 
 waterfall_time=zeros(length(plot_idxs),1); % predefines output matrix for speed 
 waterfall_spectra=zeros(length(plot_idxs),w); % predefines output matrix for speed 
  
 for i=1:length(plot_idxs) 
     % grabs out the desired time slices based on index number and puts 
     % them into a matrix together 
     waterfall_time(i,:)=time(:,plot_idxs(i)); 
     waterfall_spectra(i,:)=spectra(plot_idxs(i),:); 
      
 end 
  
end 
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A.2. Sample Thickness Calculation Program 
 This program calculates the individual thicknesses for the 81 spot sample slides for use in 
strain measurements. It also levels the slide and outputs a list of the mirror and open sample spot 
pairs with the least variance in thickness. This program was originally written by Dr. Zhi Su and 
modified by me for my sample design and experimental needs. 
% The output of this code is best found in "sampleHeights." 
% Column one is the average height for each spot. 
% Column two is the max height above the average for each spot. 
% Column three is the min height above the average for each spot. 
% Column four is the total max-min difference from the average for each spot. 
  
%% Load the file 
[fileName, Path] = uigetfile('*.txt', 'Select File for Analysis'); 
data = importdata(fullfile(Path,fileName)); 
clear fileName Path  
  
%% Separate data into x-axis, y-axis and z matrix 
% In my save files the x & y data are saved in mm. If you saved in microns 
% or some other unit you will need to scale accordingly. The z data was 
% saved in microns and the same applies to this. 
xaxis = unique(data(:,1)); 
yaxis = unique(data(:,2)); 
  
%This bit calculates the length of the two axes, their maximum values, the 
%resolution along each axis, and the integration area for the sample spots 
xlength = length(xaxis); 
xmax = max(xaxis); 
xres = xmax/xlength; 
ylength = length(yaxis); 
ymax = max(yaxis); 
yres = ymax/(ylength-1); 
sampleareax = round(1/(2*xres)); 
sampleareay = round(1/(2*yres)); 
  
% This section reshapes the z-column into a z-matrix using the x and y axis 
% lengths. It also flips the data to represent the real orientation of the 
% slide as the profilometer assigns the bottom of the slide the highest 
% y-value. 
zMatrix0 = reshape(data(:,3),[xlength,ylength])'; 
zMatrix = flipud(zMatrix0); 
  
%% Plot Data, have user select spots 
imagesc(xaxis,yaxis,zMatrix); set(gca,'YDir','normal'); 
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% The first cursor is to select the left side marker 
[xm,ym] = ginput(1); %xmouse, ymouse 
[~, xidx1] = min(abs(xaxis-xm)); %closest index x 
[~, yidx1] = min(abs(yaxis-ym)); %closest index y 
  
% The second cursor is to select the right side marker 
[xm,ym] = ginput(1); %xmouse, ymouse 
[~, xidx2] = min(abs(xaxis-xm)); %closest index x 
[~, yidx2] = min(abs(yaxis-ym)); %closest index y 
  
% The third cursor is to select the bottom left cutout.  
[xm,ym] = ginput(1); %xmouse, ymouse 
[~, xidx3] = min(abs(xaxis-xm)); %closest index x 
[~, yidx3] = min(abs(yaxis-ym)); %closest index y 
  
% The fourth cursor selects the bottom right cutout 
[xm,ym] = ginput(1); %xmouse, ymouse 
[~, xidx4] = min(abs(xaxis-xm)); %closest index x 
[~, yidx4] = min(abs(yaxis-ym)); %closest index y 
  
% The fifth cursor selects the top right cutout 
[xm,ym] = ginput(1); %xmouse, ymouse 
[~, xidx5] = min(abs(xaxis-xm)); %closest index x 
[~, yidx5] = min(abs(yaxis-ym)); %closest index y 
  
% This section generates the average z-value of a (1mm) area around each 
% cursor and calculates the z-tilt in x and y directions of the sample 
z1 = mean(mean(zMatrix((yidx3-sampleareay):(yidx3+sampleareay),(xidx3-
sampleareax):(xidx3+sampleareax)))); 
z2 = mean(mean(zMatrix((yidx4-sampleareay):(yidx4+sampleareay),(xidx4-
sampleareax):(xidx4+sampleareax)))); 
z3 = mean(mean(zMatrix((yidx5-sampleareay):(yidx5+sampleareay),(xidx5-
sampleareax):(xidx5+sampleareax)))); 
xzslope = (z1-z2)/(xaxis(xidx3)-xaxis(xidx4)); 
yzslope = (z2-z3)/(yaxis(yidx4)-yaxis(yidx5)); 
  
% This section calculates the xz and yz projections of the xz and yz sample 
% tilts. Also transposes the xz projection for subtraction 
xztilt = xzslope*xaxis; 
yztilt = yzslope*yaxis; 
xztilt = xztilt.'; 
  
% Subtracts the projection along xz from each row and the projection along 
% yz from each column of the z-matrix. This removes the z-tilt 
zMatrix3 = bsxfun(@minus,zMatrix,xztilt); 
zMatrix4 = bsxfun(@minus,zMatrix3,yztilt); 
zMatrix = zMatrix4; 
  
% This subtracts the height of one of the cutouts to place its height at 
% z=0 and defines the highest point of the slide 
zMatrix = zMatrix-zMatrix((yidx3),xidx3); 
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zmax = max(zMatrix(:)); 
  
%% Calculate the sample rotation and fix 0,0 to the first spot where you clicked. 
aChange = atan((yaxis(yidx2)-yaxis(yidx1))/(xaxis(xidx2)-xaxis(xidx1))); 
xaxis = xaxis-xaxis(xidx1); 
yaxis = yaxis-yaxis(yidx1); 
  
%Re-plot 
imagesc(xaxis,yaxis,zMatrix); set(gca,'YDir','normal'); 
  
%% Calculate rotated well Positions 
% Note, the spots are counted in the same manner as the sample moves in the 
% experiment. So it goes down the first row, up the second, down the third 
% and so on.  
wellPositions = [3540,16000;3540,12000;3540,8000;3540,4000;3540,0;3540,-4000;3540,-8000;3540,-
12000;3540,-16000;7550,16000;7550,12000;7550,8000;7550,4000;7550,0;7550,-4000;7550,-
8000;7550,-12000;7550,-16000;11560,16000;11560,12000;11560,8000;11560,4000;11560,0;11560,-
4000;11560,-8000;11560,-12000;11560,-
16000;15570,16000;15570,12000;15570,8000;15570,4000;15570,0;15570,-4000;15570,-8000;15570,-
12000;15570,-16000;19580,16000;19580,12000;19580,8000;19580,4000;19580,0;19580,-4000;19580,-
8000;19580,-12000;19580,-16000;23590,16000;23590,12000;23590,8000;23590,4000;23590,0;23590,-
4000;23590,-8000;23590,-12000;23590,-
16000;27600,16000;27600,12000;27600,8000;27600,4000;27600,0;27600,-4000;27600,-8000;27600,-
12000;27600,-16000;31610,16000;31610,12000;31610,8000;31610,4000;31610,0;31610,-4000;31610,-
8000;31610,-12000;31610,-16000;35620,16000;35620,12000;35620,8000;35620,4000;35620,0;35620,-
4000;35620,-8000;35620,-12000;35620,-16000;]; 
nWellPositions = wellPositions; 
for i=1:81 
    nWellPositions(i,1) = wellPositions(i,1)*cos(aChange)-wellPositions(i,2)*sin(aChange); 
    nWellPositions(i,2) = wellPositions(i,1)*sin(aChange)+wellPositions(i,2)*cos(aChange); 
    xPositions(i,1)=nWellPositions(i,1)/1000; 
    yPositions(i,1)=nWellPositions(i,2)/1000; 
end 
nWellPositions = nWellPositions./1000; 
clear wellPositions xm ym xidx1 xidx2 yidx1 yidx2 i aChange data 
  
%% Calculate sample heights. Use truple [average, min, max] 
sampleHeights = []; 
zMatrix2 = zMatrix; 
for i = 1:81 
    xIndex = length(xaxis(xaxis<=nWellPositions(i,1))); 
    yIndex = length(yaxis(yaxis<=nWellPositions(i,2))); 
    try 
        % In my data I collect along the y-axis every 0.5 mm. The yIndex-1 or 
        % yIndex+1 tells the code to average over a 1 mm range. The x-axis 
        % is collected much more frequently. The xIndex+25 to xIndex-25 
        % also tells the code to average over a 1 mm range. 
        sampleHeights(i,1) = cat(sampleHeights, mean(mean(zMatrix((yIndex-
sampleareay):(yIndex+sampleareay),(xIndex-sampleareax):(xIndex+sampleareax))))); 
        sampleHeights(i,2) = cat(sampleHeights, -sampleHeights(i,1)+max(max(zMatrix((yIndex-
sampleareay):(yIndex+sampleareay),(xIndex-sampleareax):(xIndex+sampleareax))))); 
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        sampleHeights(i,3) = cat(sampleHeights, -sampleHeights(i,1)+min(min(zMatrix((yIndex-
sampleareay):(yIndex+sampleareay),(xIndex-sampleareax):(xIndex+sampleareax))))); 
        sampleHeights(i,4) = sampleHeights(i,2)-sampleHeights(i,3); 
    catch 
        sampleHeights(i,1) = mean(mean(zMatrix((yIndex-sampleareay):(yIndex+sampleareay),(xIndex-
sampleareax):(xIndex+sampleareax)))); 
        sampleHeights(i,2) = -sampleHeights(i,1)+max(max(zMatrix((yIndex-
sampleareay):(yIndex+sampleareay),(xIndex-sampleareax):(xIndex+sampleareax)))); 
        sampleHeights(i,3) = -sampleHeights(i,1)+min(min(zMatrix((yIndex-
sampleareay):(yIndex+sampleareay),(xIndex-sampleareax):(xIndex+sampleareax)))); 
        sampleHeights(i,4) = sampleHeights(i,2)-sampleHeights(i,3); 
    end 
    % This section sets each well position to the max slide height to mark 
    % it in the plot 
    %zMatrix2(yIndex,xIndex) = zMatrix2(yIndex,xIndex)*3; 
    zMatrix2(yIndex,xIndex) = zmax; 
     
end 
clear xIndex yIndex i 
  
c=mat2cell(sampleHeights,[9,9,9,9,9,9,9,9,9],[1,3]); 
mirrors=[c{1,1};c{3,1};c{5,1};c{7,1};c{9,1};]; 
flyers=[c{2,1};c{4,1};c{6,1};c{8,1};]; 
difference=cell(45,36); 
minspositions=cell(45,1); 
mirrorpositions=[11;21;31;41;51;61;71;81;91;13;23;33;43;53;63;73;83;93;15;25;35;45;55;65;75;85;95;1
7;27;37;47;57;67;77;87;97;19;29;39;49;59;69;79;89;99]; 
flyerpositions=[12;22;32;42;52;62;72;82;92;14;24;34;44;54;64;74;84;94;16;26;36;46;56;66;76;86;96;18;
28;38;48;58;68;78;88;98]; 
for i=1:45 
    for j=1:36 
        difference{i,j}=100*(abs(mirrors(i,1)-flyers(j,1)))/mirrors(i,1); 
    end 
end 
  
[mins,flyeridxs]=min(cell2mat(difference),[],2); 
pairs=cell(45,3); 
for i=1:45 
    pairs{i,1}=mirrorpositions(i); 
    pairs{i,2}=flyerpositions(flyeridxs(i)); 
    pairs{i,3}=mins(i); 
end 
pairs=sortrows(pairs,2); 
pair_labels=cell(45,2); 
for i=1:45 
    pair_labels{i,1}=strcat(num2str(pairs{i,1}),'-',num2str(pairs{i,2})); 
    pair_labels{i,2}=strcat(num2str(pairs{i,3})); 
end 
  
labels=cell(81,1); 
for i=1:81 
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    labels{i,1}=num2str(sampleHeights(i,1)); 
end 
clear i 
  
%Re-plot 
imagesc(xaxis,yaxis,zMatrix2); set(gca,'YDir','normal');     
text(xPositions,yPositions,labels) 
 
A.3. PDV Processing Program 
 This program processes the raw interferogram output of the oscilloscope and outputs the 
flyer speed history. It is worth noting that this program calculates speed, not velocity, so it does 
not return a negative velocity unless defined by the user. This program was originally written by 
Dr. Will Shaw. 
% Purpose: To create a spectrogram using PDV TRIPLE channel 
% detection. The lineout inherently only carries speed. NOT VELOCITY 
clear 
%% User Input 
% User Parameters 
time_resolution = 5; % Number in nanoseconds, 15 for flyers, 5 for water lids 
velocity_cutoff_low =0.0; %Program will filter velocities below this. 
yMax = 2; %Sets the maximum velocity visible on plots. 
xMin = 180; 
xMax = 500; 
  
%Analysis Options 
windowCorrection = 0; % Set to 1 to add window correction after a point. % Does not correct 
spectrogram 
shiftTimeImpact = 1; % Set to 1 to shift to a user defined zero position. use this for lids 
userDirectionChange = 0; % Set to 1 to change direction after a point. %Does not correct spectrogram. 
calculateSpeed = 0; % Set to 1 to calculate speed using a long FFT. use this for flyers 
sample_rate = 0.08; % changes how often to calculate a FFT for the spectrogram. In nanoseconds. So 
0.04 is every 40 ps, or every data point. 
  
% Pick the file to analyze 
[file_name, path] = uigetfile('*Ch3.txt', 'Select the file for PDV analysis'); 
disp(file_name); 
  
%% Read files 
% read channel 3 
fileID = fopen(strcat(path, file_name)); 
textscan(fileID,'%s',31); 
file3 = fscanf(fileID,'%f',[2,1])'; 
k = 0; 
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while ~feof(fileID) 
    curr = fscanf(fileID,'%f',[2,5000])'; 
    if ~isempty(curr) 
       k = k+1; 
       file3 = [file3; curr]; 
    end 
end   
fclose(fileID); 
  
% Split into time and amplitude 
time = file3(:,1) + abs(file3(1,1)); 
amp3 = file3(:,2); 
  
% Change file name to channel 1 
file_name = file_name(1:end-7); 
file_name = strcat(file_name, 'Ch1.txt'); 
  
% Read file 1 
fileID = fopen(strcat(path,file_name));  
textscan(fileID,'%s',31); 
file1 = fscanf(fileID,'%f',[2,1])'; 
k = 0; 
while ~feof(fileID) 
    curr = fscanf(fileID,'%f',[2,5000])'; 
    if ~isempty(curr) 
       k = k+1; 
       file1 = [file1; curr]; 
    end 
end   
fclose(fileID); 
amp1 = file1(:,2); 
  
% Change file name to channel 2 
file_name = file_name(1:end-7); 
file_name = strcat(file_name, 'Ch2.txt'); 
  
% Read the file 
fileID = fopen(strcat(path,file_name));  
textscan(fileID,'%s',31); 
file2 = fscanf(fileID,'%f',[2,1])'; 
k = 0; 
while ~feof(fileID) 
    curr = fscanf(fileID,'%f',[2,5000])'; 
    if ~isempty(curr) 
       k = k+1; 
       file2 = [file2; curr]; 
    end 
end   
fclose(fileID); 
amp2 = file2(:,2); 
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% Change file name to channel 4 
file_name = file_name(1:end-7); 
file_name = strcat(file_name, 'Ch4.txt'); 
  
% Read the file 
fileID = fopen(strcat(path,file_name));  
textscan(fileID,'%s',31); 
file4 = fscanf(fileID,'%f',[2,1])'; 
k = 0; 
while ~feof(fileID) 
    curr = fscanf(fileID,'%f',[2,5000])'; 
    if ~isempty(curr) 
       k = k+1; 
       file4 = [file4; curr]; 
    end 
end   
fclose(fileID); 
amp4 = file4(:,2); 
  
clear curr fileID file_name k path ans file1 file2 file3 file4  
  
%% Make basic corrections to the interferrograms 
% This section of code determines when motion begins, and then uses a 
% linear fit to the remaining interferogram so that oscillations will be centered 
% around zero. 
  
% Calculate the root mean squared of the noise. 
s=0; 
for i=1:(0.05*length(time)) 
    s=s+amp1(i,1)^2; 
    i=i+1; 
end 
rMS1=sqrt(s/(0.05*length(time))); 
  
s=0; 
for i=1:(0.05*length(time)) 
    s=s+amp2(i,1)^2; 
    i=i+1; 
end 
rMS2=sqrt(s/(0.05*length(time))); 
  
s=0; 
for i=1:(0.05*length(time)) 
    s=s+amp4(i,1)^2; 
    i=i+1; 
end 
rMS4=sqrt(s/(0.05*length(time))); 
  
% Calculate rough beginning time for signal. 
i = 1; 
while (abs(amp1(i)) < 5*rMS1 || abs(amp2(i)) < 5*rMS2 || abs(amp4(i)) < 5*rMS4) && i < length(amp1) 
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    i = i+1; 
end 
% Find the first "real" data point. This is when the signal first reaches 2 
% times the RMS of the noise. 
while (sqrt(amp1(i)^2) > 2*rMS1 || sqrt(amp2(i)^2) > 2*rMS2 || sqrt(amp4(i)^2) > 2*rMS4) && i < 1 
    i = i-1; 
end 
  
% Calculate the average voltage from the beginning of signal to the end of 
% the record. 
fitvals1 = polyfit(time(i:length(amp1),1),amp1(i:length(amp1),1),1); 
fitvals2 = polyfit(time(i:length(amp2),1),amp2(i:length(amp2),1),1); 
fitvals4 = polyfit(time(i:length(amp4),1),amp4(i:length(amp4),1),1); 
meanvals1 = polyval(fitvals1,time); 
meanvals2 = polyval(fitvals2,time); 
meanvals4 = polyval(fitvals4,time); 
  
% Baseline Subtract and normalize interferograms 
camp1 = (amp1-meanvals1)./0.35; 
camp2 = (amp2-meanvals2)./0.37; 
camp4 = (amp4-meanvals4)./0.34; 
  
clear s fitvals1 fitvals2 fitvals4 meanvals1 meanvals2 meanvals4 
  
%% Determine time axis shift.   
% This adjusts the time axis so that t=0 corresponds with the laser irradiating 
% the foil. 
[maximum, maximum_index] = max(amp3); 
time_vector = time(1:maximum_index); 
index90 = length(time_vector(time_vector<=maximum*0.9)); 
time90 = time(index90).*1e9; 
time_offset = -time90 + 26.22; 
  
clear maximum maximum_index time_vector index90 time90  
  
%% Process Data 
% Calculate spectrogram parameters based on user inputs 
sample_frequency = 1./(time(2)-time(1)); 
time = time.*1e9 + time_offset; 
r = round(sample_frequency.*(time_resolution*10^-9)); 
  
% Calculate Spectrogram 
test = round(sample_rate/0.04); 
if test == 0 
    test = 1; 
end 
  
[STFT1,f,t] = spectrogram(camp1,hamming(r),r-test,10*r,sample_frequency); 
[STFT2,f,t] = spectrogram(camp2,hamming(r),r-test,10*r,sample_frequency); 
[STFT4,f,t] = spectrogram(camp4,hamming(r),r-test,10*r,sample_frequency); 
STFT = ((abs(STFT1)+abs(STFT2)+abs(STFT4))./3); 
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% Since we have the real spectrogram we need to shift the axis and 
% adjust the total frequency range. 
velocity_axis = f.*0.775./1e9; 
time_lineout = (t*1e9 + time_offset)'; 
if velocity_cutoff_low > 0 
    filter = length(velocity_axis(velocity_axis<velocity_cutoff_low)); 
    STFT(1:filter,:)=0; 
    clear filter 
end 
  
% Create single line spectrogram 
[mx locs]=max(STFT,[],1); 
velocity_lineout=velocity_axis(locs); 
  
% Fit the FFT at each time step to better resolve the velocity. I use a 
% polynomial since this is much, much less computationally expensive then a 
% gaussian fit.  
velocity_lineout_fit = velocity_lineout; 
for i=1:length(velocity_lineout) 
    if velocity_lineout(i) > 0.1 && (locs(i)+2)<length(velocity_axis) 
        p = polyfit(velocity_axis((locs(i)-2):(locs(i)+2)),STFT((locs(i)-2):(locs(i)+2),i),2); 
        peakPosition = -p(2)./(p(1)*2); 
        velocity_lineout_fit(i) = peakPosition; 
    else 
        velocity_lineout_fit(i) = 0; 
    end 
end 
  
clear frequency_resolution f fs r sample_frequency t time_offset 
clear mx locs 
  
%% Additional Analysis 
% Allow the user to shift t=0 to a new position if the 
% user paramter is equal to 1. 
if shiftTimeImpact == 1 
    %Plot 
    figure(2); 
    h3=subplot(4, 1, [3 1]); plot(time, camp1, time, camp2); ylabel('mix volts(V)'); ylim([-max(camp1) 
max(camp2)]); 
    title('SET t=0 - Click at the first point to apply'); 
    h4=subplot(4,1,4);plot(time_lineout, velocity_lineout_fit,'k:.'); ylabel('velocity (km/s)'); ylim([0 
yMax]); 
    linkaxes([h3 h4],'x'); xlim([xMin xMax]); xlabel('time (ns)'); 
    datacursormode on; 
    title('SET t=0 - Click at the first point to apply'); 
      
    %Have the user select where to begin the correction 
    [xm ym] = ginput(1); %xmouse, ymouse 
    [~, xidx] = min(abs(time_lineout-xm)); %closest index x 
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    timeShift = time_lineout(xidx,1); 
    time_lineout = time_lineout-timeShift; 
    time = time-timeShift; 
    xMin = xMin-timeShift; 
    xMax = xMax-timeShift; 
     
end 
  
% Allow the user to make a window correction (default is for Pyrex) if the 
% user paramter is equal to 1. 
window_time = NaN; 
if windowCorrection ==1 
    %Plot 
    figure(2); 
    h3=subplot(4, 1, [3 1]); plot(time_lineout, velocity_lineout_fit,'k:.'); ylabel('velocity (km/s)'); ylim([0 
yMax]); 
    title('WINDOW CORRECTION - Click at the first point to apply'); 
    h4=subplot(4,1,4);plot(time, camp1, time, camp2, time, camp4); ylabel('mix volts(V)'); ylim([-
max(camp1) max(camp2)]); 
    linkaxes([h3 h4],'x'); xlim([xMin xMax]); xlabel('time (ns)'); 
    datacursormode on; 
    title('WINDOW CORRECTION - Click at the first point to apply'); 
      
    %Have the user select where to begin the correction 
    [xm ym] = ginput(1); %xmouse, ymouse 
    [~, xidx] = min(abs(time_lineout-xm)); %closest index x     
    window_time = time_lineout(xidx); 
    velocity_lineout_fit([xidx:end],1) = velocity_lineout_fit([xidx:end],1)./1.0627;       
end 
  
% Allow the user to set velocities to negative numbers beyond a selected 
% point if the user parameter is equal to 1. 
if userDirectionChange == 1 
    %Plot 
    figure(2); 
    h3=subplot(4, 1, [3 1]); plot(time_lineout, velocity_lineout_fit,'k:.'); ylabel('velocity (km/s)'); ylim([0 
yMax]); 
    title('DIRECTION CHANGE - Click at the first point to apply'); 
    h4=subplot(4,1,4);plot(time, camp1, time, camp2, time, camp4); ylabel('mix volts(V)'); ylim([-
max(camp1) max(camp2)]); 
    linkaxes([h3 h4],'x'); xlim([xMin xMax]); xlabel('time (ns)'); 
    datacursormode on; 
    title('DIRECTION CHANGE - Click at the first point to apply'); 
     
    %Have the user select where to begin the correction 
    [xm ym] = ginput(1); %xmouse, ymouse 
    [~, xidx] = min(abs(time_lineout-xm)); %closest index x 
    velocity_lineout_fit([xidx:end],1) = velocity_lineout_fit([xidx:end],1).*-1;  
end 
  
% Calculate a speed and the 95 % error for that speed based on a long FFT. 
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% This will only run if the user parameter is set to 1. 
if calculateSpeed == 1 
    %Plot 
    figure(2); 
    h3=subplot(4, 1, [3 1]); plot(time_lineout, velocity_lineout_fit,'k:.'); ylabel('velocity (km/s)'); ylim([0 
yMax]); 
    title('CALCULATE SPEED - Click at the beginning and end of range to apply'); 
    h4=subplot(4,1,4);plot(time, camp1, time, camp2, time, camp4); ylabel('mix volts(V)'); ylim([-
max(camp1) max(camp2)]); 
    linkaxes([h3 h4],'x'); xlim([xMin xMax]); xlabel('time (ns)'); 
    datacursormode on; 
    title('CALCULATE SPEED - Click at the beginning and end of range to apply'); 
     
    %Have the user select where to begin the correction 
    [xm ym] = ginput(1); %xmouse, ymouse 
    [~, yidx] = min(abs(velocity_lineout_fit-ym)); %closest index y 
    [~, xidx] = min(abs(time_lineout-xm)); %closest index x 
  
    theTime=time_lineout(xidx); %extract x 
  
    pi=find(time>theTime,1,'first'); 
  
    [xm ym] = ginput(1); %xmouse, ymouse 
    [~, yidx] = min(abs(velocity_lineout_fit-ym)); %closest index y 
    [~, xidx] = min(abs(time_lineout-xm)); %closest index x 
    theSpeed = velocity_lineout_fit(yidx); %extract y 
    theTime=time_lineout(xidx); %extract x 
  
    pf=find(time>theTime,1,'first'); 
  
    L=pf-pi; 
    NFFT=2^nextpow2(L*10); 
    Y=(fft(camp1(pi:pf,1),NFFT)/L+fft(camp2(pi:pf,1),NFFT)/L+fft(camp4(pi:pf,1),NFFT)/L)/3; 
    Yshort=2*abs(Y(1:NFFT/2+1)); 
    YL=(fft(camp1(pi:(pf-3*L/4)),NFFT)/(L/4)+fft(camp2(pi:(pf-3*L/4)),NFFT)/(L/4)+fft(camp4(pi:(pf-
3*L/4)),NFFT)/(L/4))/3; 
    
YR=(fft(camp1((pi+3*L/4):pf),NFFT)/(L/4)+fft(camp2((pi+3*L/4):pf),NFFT)/(L/4)+fft(camp4((pi+3*L/
4):pf),NFFT)/(L/4))/3; 
    f = (((time(2)-time(1))*10^-9)^-1)/2*linspace(0,1,NFFT/2+1)*0.775*10^-9; 
    figure(3);plot(f,2*abs(Y(1:NFFT/2+1)),f,2*abs(YL(1:NFFT/2+1)),f,2*abs(YR(1:NFFT/2+1))) 
  
    yfilt=Yshort(f>(theSpeed/2)); 
    ffilt=f(f>(theSpeed/2)); 
    yfilt=yfilt(ffilt<(theSpeed*1.5)); 
    ffilt=ffilt(ffilt<(theSpeed*1.5)); 
    ans=fit(ffilt',yfilt,'Gauss1'); 
    figure(4);plot(ffilt,yfilt); 
    parameters=coeffvalues(ans); 
     
    if isnan(window_time) || theTime < window_time 
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        peak=parameters(2) 
        error=parameters(3)*(2^0.5) 
    elseif theTime > window_time 
        x = 'Measurement during window correction'; 
        disp(x) 
        peak=parameters(2)/1.0627 
        error=parameters(3)*(2^0.5) 
    end 
end 
  
%% Plot Data 
% Plot spectrogram 
figure(1); 
h1 = subplot(4, 1, [3 1]); imagesc(time_lineout, velocity_axis, STFT); set(gca, 'ydir', 'normal'); 
ylabel('speed (km/s)'); ylim([0 yMax]);set(h1,'XTick',[]); 
title('FINAL DATA - Spectrogram'); 
h2 = subplot(4, 1, 4); plot(time, camp1, time, camp2, time, camp4); ylabel('volts (V)'); 
linkaxes([h1 h2], 'x'); xlim([xMin, xMax]); xlabel('time (ns)'); 
  
%Plot the line out 
figure(2); 
h3=subplot(4, 1, [3 1]); plot(time_lineout, velocity_lineout_fit,'k:.'); ylabel('speed (km/s)'); ylim([0 
yMax]);set(h3,'XTick',[]); 
title('FINAL DATA - Lineout'); 
h4=subplot(4,1,4);plot(time, camp1, time, camp2, time, camp4); ylabel('volts(V)'); 
linkaxes([h3 h4],'x'); xlim([xMin xMax]); xlabel('time (ns)'); 
datacursormode on; 
  
clear h1 h2 h3 h4 velocity_cutoff_low yMax 
clear cutoff_duration FirstMotion i p peakPosition rMS1 rMS2 rMS4 velocity_lineout 
 
