Abstract Simplified effective equations for the large scale front propagation of turbulent reaction4iffusion equations are developed here in lhe simplest prototypical situation involving advection by turbulent velocity fields with two separated scales. A rigorous theory for large scale front propagation is developed, utilizing PDE techniques for viscosity solutions together with homogenization theory for Hamilton-Jacnbi equations. The subtle issues regarding the validity of a Hnygens principle for the effective large scale front propagation as well as elementary upper and lower bounds on the propagating front are developed in this paper. Simple -examples involving small scale periodic shear layers are also presented here; they indicate that these elementary upper and lower bounds on front propagation are sharp. One i m p o m t consequence of the theory developed in this paper is that the authors are able to write down and rigorously justify the appropriate renormalized effective large scale front equations for premixed turbulent combustion with two-scale incompressible velocity fields within the thermaldiffusive approximation without any ad hoc approximations.
Introduction
Reaction-diffusion-convection equations provide an impomnt scientific description for diverse phenomena in physics such as combustion [WI] as well as in ecology and other biological sciences [O] . Such equations often describe the propagation of fronts which are thin when measured on the natural integral length scales such as flame fronts W l ] .
In many applications, the convecting fluid velocity is turbulent and involves many spatiw temporal scales which are all larger than the front thickness-this is the situation in turbulent combustion [Wl] as well as in a number of ecological applications [O] , [Le] .
The disparity between the largest integral scales and the front thickness has inspired a great deal of effort Yn the combustion community involving the derivation of simplified equations for front propagation when viewed at large scales [CLWI, [MM] , [Wl] , [ a w l ; these simplified equations typically involve Hamilton-Jacobi equations for geomehic front propagation. The simplified equations derived in the work referenced above apply when the convectlng fluid velocity varies only on the integral scales. Nevertheless, this work has inspired a large theoretical engineering effort to understand premixed combustion with turbulent fluid velocities and many scales via various ad hoc recipes using renormalization [Y] , [Si] or other closure theories [PI and involves effective geometric front equations parametrized by suitable turbulent flame speeds.
The main goal of this paper is to develop a mathematically rigorous theory for large scale geometric front propagation for reaction-diffusion-convection equations in the simplest case for turbulent convection involving two separated length scales for the velocity field which are larger than the front thickness. In a companion paper [MS] , the authors present a detailed application of the theory developed here to some model problems for premixed turbulent combustion.
Here we study large scale geometric front propagation for the simplest prototype scalar reactiondiffusion equations with turbulent convection given by Gf + V ( x , t, E*X, in RN x (0,w) ( L l a ) T' = TO on RN x (0).
In (Ll), we assume that E satisfies E << 1, K is a positive constant with K z 0, and that the nonlinear function T + f(T) is of KPP type, i.e.
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. VT' -€KAT' + e-'f(T') = 0 f > 0 in (-CO, 0) U (1, CO) f'(0) = inf (T-'~(T)) < 0.
Of course, the prototypical example of f(T) satisfying (1.2) is the KPP nonlinearity,
f(T) = --K(T(l -T I ) .
For the initial datum To in &l), we assume that 0 < TO < C and Go = spt(T0) is compact.
In the special case of (1.1) without turbulent convection, i.e. V = 0 but with the hypothesis in (1.2), well known proofs of Freidlin VI] using probability theory and Evans and Souganidis [ESol, 2] utilizing PDE techniques yield a geometric front equation describing the evolution of T C from (1.1) in the large scale l i i i t as E -+ 0. More detailed mathematical references are supplied in section 1. In this paper, we utilize the PDE techniques from [ESol, 2] combined with ideas involving homogenization for Hamilton-Jacobi equations @1,2], [LPV] to study the large scale front dynamics for 0.1) which incorporates new phenomena. involving the two-scale turbulent convection velocity V ( x , t , E-X, P t ) . We assume that the exponent (Y in the velocity field satisfies 0 < 01 < 1. Looking back at (Ll), we observe that such velocity fields involve two length scales-the integral length scale and a turbulent velocity scale which is intermediate in size between the integral scale and the diffusion front thickness.
We assume a periodic structure on this intermediate turbulent length scale, i.e.
V ( x , t , y , r ) i s periodic in the variables ( y , r )
Here is a brief summary of the contents for the remainder of this paper. In section 1, we prove that the large scale front dynamics for (1.1) can be characterized through a variational inequality involving an effective homogenized Hamilton-Jacobi equation (see theorem 1.1).
We also prove that the large scale geometric front is Lipschitz continuous and cannot have a fractal character for reaction-diffusion-convection with two separated velocity scales (see theorem 1.2). In section 2, we address the subtle question of whether the time evolution of the large scale front constructed in section 1 satisfies a universal geometric front equation incorporating Huygens' principle, i.e., whether the geometric front from section 1 can be characterized as the spacetime level set of a geometric PDE, A J Majda and P E Souganidis and Go = spt(To).
(1.5) Before we continue with the study of (1.1)-(1.5) in the limit E -+ 0, we remark that our results easily extend to the case of a general second-order elliptic operator, instead of KA, and a forcing term which depends on (x, t , y, z) and is periodic in ( y , z) for fixed ( x , t ) . Finally, one can also consider general initial datum Tf provided that T ' + To, with To as in (1.5). In the sequel and only in order to simplify our presentation we study (1.1).
Finally in the rest of the paper solutions have to be interpreted in the viscosity sense.
For a general overview of the theory and the scope of viscosity solutions we refer to the 'User's Guide' by Crandall, Ishii and Lions [CL] and the references therein.
To formulate our first result we introduce the 'cell-problem' associated with (1.1~) and summarize its properties in the proposition below. We present the proofs in appendix A. 
Front dynamics for turbulent reaction-diffusion
The asymptotics of T ' as c -+ 0 are described by the next theorem. where Z E C (RN x 10, w) ) is the unique solution ojthe variational inequality
Results analogous to theorem 1.1, in the case where the coefficients are independent of ( P x , C U t ) have been obtained by Freidlin (see [F1,2] ) and Evans and Souganidis (see [ESol,Z] ) by probabilistic and PDE techniques respectively. The techniques of [ESol, 2] together with some powerful arguments regarding passage to the limits for viscosity solutions due to Bales and Perthame (see [BPI) were used by Barles, Evans and Souganidis (see [BESJ) to study the asymptotic behaviour of general KPP-type systems of reaction-diffusion equations. Special kinds of such systems, were also studied by Freidlin in [F3] . Using probabilistic arguments Freidlin also studied the asymptotics of (1.1) in the case of 01 = 1, when there is no explicit (x, +dependence in the equation [Fl] . Finally, some of the arguments in the proof of theorem 1.1 are closely related to and follow along the lines of [BES] , [ESol, 2] and unpublished work by Evans [Ez] .
In view of the discussion in the introduction, the set r, = a(x ER^ : Z ( X , t ) < 01
(1.10)
can be thought of as the front. Its regularity is given by the following theorem. 
Thus, under the hypothesis of theorem 1.2, no fractal behaviour is possible in the large scale flame front. A result analogous to theorem 1.2 but only for the case that (1.1) is independent of the oscillating coefficients was obtained by Freidlin (see [F3] ). Actually the result of [F3] is stated in terms of the asymptotics of T ' and not for Z.
Before we present the details of the proof of theorems 1.1 and 1.2, we discuss the basic seategy. The first step is to ineoduce the logarithmic transformation:
(1.12) we refer to [ESol] for a discussion of the origin of (1.12), and write the initial value problem satisfied by Z(, i.e.
(1.13)
Next we obtain some basic Lm bounds on ZF and then show that the Z"s converge, locally unifomly in RN x (0, CO), to the unique solution Z of (1.9). This convergence is obtained using a combination of the perturbed test function method developed by Evans in [El] and the arguments used by Barles, Evans and Souganidis [BES] to study systems of reaction-diffusion equations. The exact asymptotics of the T"s will then follow by a careful analysis of the limiting argument. Finally, the Lipschitz continuity of the front follows by comparison with explicit solutions of auxiliary problems. We continue by stating a technical lemma regarding some routine but critical bounds on Tf and Zc, which are uniform in E . The proof is a straightforward adaptation of the proofs of lemma 1.2 and part of lemma 2.1 of [ESol], therefore we omit it. Notice the additional assumption in lemma 2.1 of [ESol] that f is a quadratic function is actually used only to obtain Lipschitz estimates, which, however, we do not claim below.
.
Lemma 1.3. Assume hypotheses (1.2)-(I.5). Then: (i)
There exists a constant C > 0, independent of E, such that
(1.14)
(ii) For each S > 0 and uniformly on compact subsets of RN x (0, CO),
(1.15)
constant C(Q), independent of E , such that
(1.16)
Next we proceed with the proof of theorem 1.1.
Proof of theorem 1.1. For each (x, t) E RpN x (0, CO) we set Z,(x,t) = liminf Zf(y,s) and Z*(x,t)= limsup Z'(y,s)
note that lemma 1.3(i) and (ii) yield that Z,, Z* E R. We will show that Z, is a lower semicontinuous supersolution and Z* is an upper semicontinuous subsolution of (1.9). First we state and prove these two facts below and then utilize them to complete the proof of the theorem. Proposition 1.4. We have:
Proof. 1. Because of (1.12) and (1.14) it is clear that
To prove that
we fix a smooth test function q5 and assume (1.19) Z* -q5 has a strict local maximum at some point
We must prove
2. Let p = Dq5(xo, to) and choose we to be a solution of the approximate cell problem wf -
The existence of a unique Hf and some smooth wf satisfying (1.21) is proved in appendix A,
where it is also shown that
H being defined by the cell problem (1.6). Applying the maximum principle and using (1.3), we obtain from (1.13)
where in (1.25) the derivatives of q4 are evaluated at (x<,,&,), the derivatives of w are evaluated at (~, -~x~, , ~;;"t+) and V is evaluated at (x+, &,, e;"xe, The choice of we,, the continuity of V , (1.22), (1.23) and (1.24) yield
By letting r + 03 we obtain the inequality which yields (1.18).
4. We repeat the argument from steps 1-3, noting that since Z C ( x , 0) = -CO for all x near xo the points (xe. te,) above lie in RN x (0, CO). Then the maximum principle argument leading to (1.25) is valid, and the rest of the proof proceeds as before yielding (1.29).
5. Since
, To see that Z* = -00 on @?'\CO) x {o) choose any xo E ?@"EO and suppose instead Z*(X,, 00) > -m. for A = A(S) to be selected below. Since Z' ; is upper semicontinuous, for small enough S. Then again, in view of (I%), we obtain (1.33).
Thus

Z*(XO, 0) < -w ( x o ) .
But since p(x0) > 0 and j~ > 0 is arbitrary, (1.32) cannot be m e .
(1.33)
Following next with a similar proof is the analogue of proposition 1.4, with 2, in place of z*. Proposition 1 . 5 . We have:
This is proved exactly as the analogous inequality for Z* in proposition t.4, the only difference being the way the term
is treated. Instead of using (1.3). we argue that since Zf = -m on that set. Suppose then that Z&, 0) < 0 for some xo E Go. where Z is the unique solution of (1.9). This in turn, in view of (1.17), yields that 2 ' + Z uniformly on compact subsets of E % ' x ( 0 ,~) .
(1.39)
Now since (1.12) and (1.39) imply
we see that, as E + 0, Tf + 0 uniformly on compact subsets of ( Z < 0).
We must now show that as E + 0
Tf + 1 uniformly on compact subsets of int( Z = 0).
Owing to (1.39),
Zc -4 has a minimum at a point ( x~, re)
(1.42) with (ne, t,) -+ (no, to) as E + 0.
Applying the maximum principle, we find using (1.13) that
where all the functions are evaluated at the obvious argument, and so f(T') > o(1)T' at ( x~, tc) as E + 0.
(1.45)
Now, from the structural assumptions in (1.3), there is a constant (Y > 0 such that
( 
U
Before we turn to the proof of theorem 1.2, we need to identify the solution of the variational inequality (1.2) for a special class of H and initial datum. 
Proof. is of the form
It is easy to check (see for example [ESol] ) that the unique solution Z of (1.47)
where 2 is the unique solution of - 
Thus, we have (l.ll)(i) with A = Z q ' w -IVI,.
2. The second assertion of (1.11) follows immediately from (l.ll)(i). Indeed, if Z ( x , f ) = 0 for some ( x , t ) such that Ix -xol < A(t0 -t ) and t E (0, to), then (l.ll)(i) n yields that Z ( x 0 , to) = 0.
Representation formulae for solutions of the variational inequality
We conclude with some representation formulae for the solution ofthe variational inequality (1.9). These formulae come from the theory of zero-sum differential games with stopping times, which is described in great detail in PSo31. Since the notation and the definitions are rather cumbersome, below we use some terminology, without making it precise. Instead we refer to @So31 for all the details.
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To this end, let H' denote the convex conjugate function of H , i.e.
H'(p,x,t) =supIP'q-*(q,x,t)).
Notice that H* is well defined, in view of the properties established earlier for H. Proposition 1 . 6 . The solution 2 of (1.9) is given by 
Z(x, t ) = sup min [-f'(0) -H*(@'(s), @(s), t -$)Ids
O<& l @ abs. cont, 4(0) = x and @ ( t ) E CO .
(1.50)
For the proof of (1.49) we refer to @So1,3]; (1.50) is proved by Freidlin and Lee in 1 [ E l .
The special case of incompressible small scale velocityfields
We conclude this rather long section by restating our results for the special case where 
V ( x , t , y , s ) =?xx,t)+hu(y,s)
(1.53)
In this case, the lower bound on H given by (1.8) can be written as
* ( P , x , t ) > K I P I Z -F . P >Klp?-IUIIPI.
(1.54) 2. Effective formulae for the front and theory of bounds
Preliminaries
In this section we look into the question whether the time-evolution of the fronts (r,},,, which are defined by (1.9), is consistent with Huygens' principle. A way to guarantee this is to show that the r,'s are the level sets, for each t , of a function, which solves a geometric PDE, i.e. an equation of the type
where
It turns out that, in general, the fronts which arise at the asymptotic limit of KPPtype reactiondiffusion equations do not evolve according to Huygens principle. Simple examples illustrating this phenomenon were given by Freidlin in Fl] in the case of
under, of course, some assumptions on c. In appendix B we give examples for
again for V's with some special structure. Notice that in both cases no oscillations are present! This issue, besides its obvious physical meaning, is also rather intriguing mathematically. Indeed, when an evolving front is described by a geometric PDE, then the evolution only depends on the initial location of the front and, of course, its normal velocity. On the contrary, when the front is the zero-level set of a PDE, which is not of 
Proof. dependence plays absolutely no role in (2.1).
A J Majab and P E Souganidis 1. To simplify the notation we assume that H ( P , x, t) = H ( P ) , since the ( x , t)-2. The definition of H* yields for all p such that H*(p) = a and A =. 0 but then 3. To obtain the opposite inequality, assume for a moment that H is smooth and A* > 0 be such that the infinum in the right-hand side of (2.1) The next lemma is about whether the effective Hamiltonian H , defined by the cell problem, satisfies the assumptions of lemma 2.1. for an incompressible 2 with mean zero. Then, for t 0,
where 2 and U are the solutions of (1.6) and (2.4) respectively.
Proof.
immediate that 2 solves 1. In view of (1.3) and lemma 2.2, equality (2.2) holds for a = -f'(O). It is then
It follows easily that solves 
It follows, from the scaling properties of F , that $ = U 6 A o also solves ( 2 . 8~) with initial datum gs A 0 and, therefore, is a uniformly continuous solution of
on RN x {o).
The standard comparison principle regarding (2.7) and (2.8) then yields
The stability properties of (2.4) and (2.8) and the definition of 7 yield the result. U
In general we would actually like to show that for t =-0 Proof. 1. Let 7 be the unique viscosity solution of
The existence and uniqueness of ?? is deduced from [CLS] , in view of the structure conditions on N. Standard results from the theory of viscosity solutions and its relationship to control theory (see [Lil] ) yield, for all ( x , t ) E RN x (0, CO),
On the other hand, 7 is clearly a supersolution of (1.6). Hence
Z c Z i n R~X ( O , C O )
and, for all t > 0,
Since the Hamiltonian is convex and homogeneous of degree 1 in p and
it gives rise to a metric p (see for example [Li2]). It is then immediate that
On the other hand, the Lipschitz continuous function (x, t ) H (t -p(x, GO)) A 0 is a subsolution of (2.4) with initial datum [ -p ( x , Go)] A 0. The theory of propagating fronts (see for example [BSSl) yields where U solves (2.4).
Bounds on front propagation
We conclude this section showing that there are two natural geometric PDEs, with the property that rr lies between the fronts they define. To this end, recall that we assume (1.55) and (1.56), which yield, for each ( p , x , t ) E RN x RN x [O, 00). 
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The geometric PDE's which correspond to the above Hamiltonians are: 
E * < T < H .
hence lemma 2.9 yields that the assumptions of lemma 2.1 hold for If, E and g.
can easily deduce the following proposition, which we state without a proof.
By the previous discussion and arguing as in the proofs of propositions 2.3 and 2.4, we Proposition 2.5. Assume the hypotheses of proposition 2.3 and denote by 1 1 , Ti and the solutions of the geometric PDE (2.4) with Hamiltonians E, F and F respectively. Then for
and ( x : Z ( x , t ) < 0) 2 ( x : q x , t ) < 0).
(2.19)
Moreover, @V(x, t ) = 5, then for all t > 0, (2.20) In the next section we will return to this proposition as well as the expressions for E, F -and F to show that they are sharp in certain directions.
Examples and sharpness of bounds
Here we present two simple examples of the incompressible vector field U and we then use them to illustrate that the bounds we obtained in proposition 2.5 from the previous section are sharp.
(i) Example 3.1. Zime oscillations. Assume in addition to the hypotheses of theorem 1.1, (1.51) and (1.52) that v(y, xf = u(s) In this case the cell-problem becomes
The uniqueness of H yields H ( p , x , t ) = ~l p 1~-? i ( x , t ) . P .
Since by (U) = 0 we deduce that
is a Q x I-periodic solution of with H given by (3.2).
present at all.
The conclusion is that the effective front is the same as if there were no oscillations (ii) Example 3.2. Simple shearflow in R2.
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Here we consider the case where N = 2 and
(3.4) and ( U ) = 0.
With this special structure, we are able to give an almost explicit formula for the effective Hamiltonian.
-~1~+~~1~+~i i l +~~(~z ) ) -( p~+ w y 1 ) +~~( p~+ w y 2 ) = -~( p , n , t ) inR2
The cell problem is:
By the uniqueness of H we deduce that itsuffices to solve the following simpler cell-problem Next we recall the following elementary fact; for its proof we refer for example, to [LPVI. In the following we assume that the vector field ii is of the form (3.9)
In this case we can apply propositions 2.3 and (2.4) to deduce that the effective front Tr moves according to the geometric PDE -v = (TI, 0).
in Rz x (0,co) with Moreover, proposition 2.5 also yields
Next we show that, if (el, e,) are the unit vectors in Rz then
whence the bounds in (3.10) are sharp! Indeed (3.11a) follows from the observation that
For the proof of (3,11b), in view of (3.9), it is enough to show
To this end, notice that, for a11 p = (PI, p z ) E R2,
This completes our proof that the simple upper and lower bounds on front propagation from section 2 are actually achieved, when the small scale turbulent field is defined by a simple shear layer. 
OCSCl
Passing if necessary to a subsequence, which we denote by 6, it is easy to see that w 6 + w and Sw' + -A uniformly in RN x R ' for some Q x 1-periodic and Lipschitz continuous function w and some constant A E R.
Notice that w inherits the same bounds as w', which, are actually independent of 8. -1) clearly is as in (1.3) and b is to be chosen below. Notice that the initial datum does not have compact support. This, however, leads to a significant simplification in what follows.
According to the theory developed in section 1 (see also [ESol]), the asymptotics of Tf as E + 0 are governed by the variational inequality A J Majda and P E Souganidis
The front ri is defined by z= [
Finally, if there were to be a geometric PDE governing the evolution of the front, it ought to be, in view of our arguments earlier in this paper, given by 
t = t ( X ) .
Next we will show that there exist b's such that x H t ( x ) is not a monotone function of x , which, in turn yields, that the front does not propagate according to Huygens' principle.
Indeed, if x + t ( x ) is not a monotone funcbon, then at some points in front of the front 'new sources' appear. The latter terminology is due to Freidlin [FI] , who actually presented, an example for 6 = 0 but x-dependent nonlinearity. Our example here is motivated by and follows along the lines of the one in [Fl] .
To this end, we choose b : R + (0,2) to be smooth and decreasing. Arguing as in [Fl] we see that is constant along extremals. Arguing as in [Fl] , we compute the time tX taken by a solution @ of (B.7) which starts at x (@(O) = x ) with slope $CO) = 0 to reach 0. It is given by If then Z ( x , f X ) < 0 and, hence, t ( x ) > t X . But then, since B is increasing, it is easy to see (cf [Fl] ) that there exists X I z x such that Z ( X l , t ( X ) ) > 0 which in turn yields A J Majda and P E Souganidis
t ( x ) > t(x1)
To conclude, it suffices to show that there exists b such that (B.9) holds for some x.
We first rewrite (B.9), using the definition of t X and c, to read (B.10)
Since the integrand in (B.10) depends only on b it suffices to.check that this inequality can be satisfied for a piecewise constant function ?ice smooth approximations to this function will also have the same propeq in (B.10). Thus, we assume that there exists A > 1 such 2) . Thus, the phenomena described in examples 1 and 2 above clearly now extend to Pz x (0, m). We note here that this final example applies to the equation in (1.1) even without any dependence on the small scales in the incompressible velocity field.
