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ABSTRACT 
A Reexamination of the Neoclassical Theory of 
Regional Growth Using Disaggregate Industry Data 
September 1, 1982 
Benton Neal Harris, III, B.A., University of Maryland 
M.A., M.B.A., Ph.D., University of Massachusetts 
Directed by: Professor Craig L. Moore 
The processes which determine the economic growth and develop¬ 
ment of subnational geographic units continue to be a major focus of re 
search in the field of regional economics. To date, research efforts 
in regional growth have fallen into four main categories: regional econ 
ometric model building, the shift-share/export-base approach (which is 
fundamentally industrial structure analysis), growth-pole agglomeration 
studies, and neoclassical growth theory, which emphasizes the movement 
of productive factors in search of increasing returns. 
The principal focus of this research is on neoclassical growth 
theory. In particular, a supply oriented, neoclassical model is con¬ 
structed along lines first suggested by George Borts in his seminal 
1960 study of aggregate manufacturing growth. This model proposes a 
relationship between the rate of growth of returns to factors of proauc 
tion in a given region and the initial level of factor payments. Ac¬ 
cording to the model, factor returns should be observed to be growing 
faster in regions where they were initially lowest, and growing more 
slowly in regions where they were initially relatively higher. The 
implication for regional growth research is that factors o* proauction, 
i v 
such as capital and labor, will tend to migrate in search of higher 
returns allowing regional economists to anticipate the direction and 
magnitude of factor movements. 
The present research is an extension of the Borts line of 
inquiry, but using more highly disaggregated three-digit industry data. 
To this end, a series of hypotheses, similar to those suggested by 
Borts, are derived and tested based on the neoclassical model. A 
sample of eighteen three-digit industries are examined with respect to 
each hypothesis, and results are reported. The results suggest several 
specific conclusions regarding the process of regional economic growth: 
first, that returns to factors of production have a predictable and 
demonstrable relation to their relative intensities in a given industry; 
second, that factor payments tend to grow faster in areas where they 
were initially low, and slower where they were initially high, and 
third, that factor payments appear to exhibit a pattern of spatial con¬ 
vergence among regions within the population of industries studied. 
v 
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CHAPTER I 
INTRODUCTION 
The processes which determine the economic growth and develop¬ 
ment of subnational geographic units continue to be a major focus of 
research in the field of regional economics. To date, research efforts 
in regional growth have fallen into four main categories: regional 
econometric model building, the shift-share/export base approach (which 
is fundamentally industrial structure analysis), growth-pole agglomera¬ 
tion studies, and neoclassical growth theory, which emphasizes the move¬ 
ment of productive factors in search of increasing returns. 
The principal focus of the research proposed in this paper is 
on neoclassical growth theory. In particular, a supply oriented, neo¬ 
classical model is constructed, several hypotheses are proposed, and 
corresponding tests are described. The principal feature of this re¬ 
search that distinguishes it from previous efforts is that the model 
proposed is tested using data which is more disaggregated than data 
employed in any previous study. Moreover, it is hoped that in using 
more disaggregated data, results of this study may shed light on the 
conflicting evidence observed in previous studies as to the reliability 
of the neoclassical model in explaining and predicting the direction and 
magnitude of regional growth. 
CHAPTER II 
REVIEW OF THE LITERATURE 
Export-Base Theory 
Export-base theory states that the grov/th of a region depends 
principally upon the growth of its export industries. Expansion in 
exogenous demand is, therefore, the crucial determinant of growth with¬ 
in the region. Moreover, an increase in the "export base," (a term 
which collectively identifies all exported goods and services), sets off 
a multiplier process where the multiplier is equal to total regional 
output divided by total exports.* 
The fundamental elements of the model are illustrated in the 
- p 
model described by D. L. North (1955). The basic accounting identity 
is: 
Y = E + X - M (1) 
where Y = net regional product; 
E = expenditures on net investment, consumption and 
government; 
X = exports; and 
M - imports 
the expenditure relations are given by: 
£ - c + bY, (2) 
M - c + eY, and (2) 
X=7 (4) 
where a = level of expenditure when y is equal to zero, 
b = marginal propensity tc consume, 
2 
3 
e = marginal propensity to import; and 
x = autonomously determined level of exports. 
If we substitute (2), (3) and (4) into (I), we obtain the fol¬ 
lowing solution for the equilibrium level of income: 
Y=a+bY+x-c-eY 
, (5) 
= (a - c + x) 
1 - (b - e). 
Differentiating with respect to exports (4) yields: 
dY = 1 
dx ~ 1 - (b - e) 
where (b - e) is the marginal 
goods. Letting (b - e) = S, 
propensity to consume locally produced 
or dy = 1 dx 
1 - s 
Equation seven is thus the export multiplier, indicating the 
change in regional income expected for a given change in exogenously 
3 
determined export demand, investment, or government expenditures. 
Proponents of the export-base approach have used the export mul¬ 
tiplier to forecast the future growth of regions. Through the multipli¬ 
er, the impact of changes in exporting industries on "basic" or export 
sector employment have been predicted. Then the cnange in basic employ¬ 
ment multiplied by the export multiplier has been used to predict future 
change in total employment. 
Export-base theory nas been subject to extensive criticism fo** 
several reasons. In the first Diace. tne moael loses c great deal in 
Deing so highly aggregatec. Tne division of economic activity into on!} 
4 
two classes is far too gross to capture the complex interactions of a 
multi-region, multi-sector economy. This also substantially reduces 
the accuracy of predictions since the export multiplier represents the 
average response of the entire non-basic sector to a change in the level 
of exports. If demand for only one industry's exports were to change, 
there is no reason to believe that all non-basic activity would respond 
• j i • 4 
in this average way. 
A second criticism emphasizes the instability of the multiplier 
in the short run. The method assumes that exogenous shocks from the ex¬ 
port sector have a multiplied effect on the local economy, that the size 
of the multiplier can be calculated, and that its value will be suffi¬ 
ciently stable over the short run to justify using it to predict the ex¬ 
tent of the local economy's response. Unfortunately, as Isard has 
shown, the multiplier has not proven to be stable in the short run pre¬ 
dictions.^ 
A third criticism of the export-base model is that the multipli¬ 
er is not stable in the long run either. For there to be stability one 
would assume that there would be no long run changes in tastes, tech¬ 
nology, population size or industrial structure. Clearly, this is not 
the case. Innovation, population changes and changes in economic struc¬ 
ture simply cannot be held constant in any realistic theory of regional 
growth. 
Industrial Structure Approach to Growth Theory 
The empirical study of manufacturing employment carried out by 
5 
Perloff, Dunn, Lampard and Muth in 1960 firmly established the impor¬ 
tance of the industrial structure approach in regional growth studies.^ 
This study argues that a regional growth-industrial location framework 
provides a relatively comprehensive and consistent context for under¬ 
standing and evaluating regional economic development. Further, the 
critical factors in changing patterns or regional growth are the loca¬ 
tional and output decisions of business firms made in light of the input 
■r 
and market requirements of major industries in the economy/ 
Industrial structure analysis is not a formal theory of regional 
growth. The diversity of regional growth patterns and the great number 
of interrelated causal forces which determine the development of regions 
are taken as a starting point rather than made the theoretical objective 
of a model, as would be required of a formal theory. Industrial struc¬ 
ture analysis is strictly an applied technique, and its purpose is 
nothing more than to relate the growth of a region's economy to the per¬ 
formance of its component industries on a national and regional scale. 
The method of industrial structure analysis is quite simple. If 
we conceive of a region as a component of tne national economy, it seems 
natural to think of it as a weighted representation of a set of nationa" 
industries. If we assume tnat these inoustries face similar supply and 
demand characteristics nation-wide, we can say that a region with a rel¬ 
atively large proportion of industries that are growing rapidly in the 
nation will itself grow fast, while a region containing a relatively 
large proportion of slow growing industries will lag Deninc. Frns is 
known as the "industry mix" component of regional growth. The larger 
your share of fast growing industries in your industry mix, the better 
off you are (at least in the short run). 
6 
But industry mix clearly does not tell the whole story. As 
Borts and Stein have shown, having a preponderance of rapidly growing 
industries does not necessarily insure a growing region if the key 
industrial components are not expanding at the same pace as their 
g 
national counterparts. Consequently, it is also possible that a region 
may grow as a result of locational changes within industries. That is, 
the spatial distribution of investment and employment within a given in¬ 
dustry may shift in favor of one region and against others. This would 
result in an increase in employment in the industry in that region re¬ 
gardless of whether the particular industry was growing nationally. 
This has become known as the "regional share" effect. 
A third component of the industrial structure framework called 
q 
the "national share component" was added by Ashby in 1964. This term 
accounts for the change in regional growth due to overall growth in the 
national economy. Ashby's expanded three-component model has been the 
one used in most subsequent research. 
To summarize, industrial structure analysis suggests that the 
economy of a region grows for one of three reasons: (1) it is endowed 
with a relatively larger share of fast growing industries, this is the 
industry mix effect; (2) a change in locational patterns within a given 
industry results in an increased concentration of employment in a given 
region, this is the regional share effect; and (3) the overall growth of 
the national economy affects the growth of a region, this is a national 
share effect. 
7 
The following mathematical formulation illustrates how the 
various components of industrial structure analysis are related.10 
Regional Shift: 
RSi - ei_1 (e^1 -El/Ej'1) (1) 
Industry Mix: IM. = e^'1 
1 1 (E^/E*'1 - eVe4"1 ) (2) 
National Share: 
NSi “ ei'! (Et/Et-1) (3) 
where: e and E are regional and national employment respectively in all 
industries. 
e.j and are regional and national employment respectively in 
industry i. 
t-1 and t are the beginning and the end of the analysis period. 
Then, by definition: 
e* = NS. + IM. + RSi (4) 
That is, regional employment in industry i, period t is equal to the sum 
of the national share, the industry mix share and the regional share. 
Industrial structure analysis is of interest in the present re¬ 
search largely because of the regional share effect. Studies such as 
those by Perloff et a!., Fuchs anc Bergsen have illustrated the impor¬ 
tance of the regional share in explaining divergent growth rates among 
regions. The question of why the same industry grows faster in some 
regions rather than in others suggests that certain unique internal or 
regional characteristics are at wo^k. Whatever the specific nature of 
tnose forces, growth do!e/agglomeration or neoclassical tendencies, the 
8 
regional share component should reflect them. 
Growth Poles 
The recent introduction of the growth pole or growth point con¬ 
cept has helped to bridge the gap between locational analysis and re¬ 
gional growth theory. A basic notion behind the growth pole idea is 
that certain kinds of economic activity tends to agglomerate around cer¬ 
tain focal points. The flows of commodities, factors, services and in¬ 
formation tend to gravitate toward the dominant sub-regional poles 
creating natural production complexes wherein the activities of the 
component firms are generally complementary. At the center, the econ¬ 
omic focal point is composed of firms which are, according to Perroux, 
large and growing, and which act as "propulsive industries" in the 
region.** Boudeville's definition is representative of the basic idea 
held by growth pole theorists: "a regional growth pole is a set of ex¬ 
panding industries located in an urban area, and inducing further devel- 
12 
opment of economic activity throughout its zone of influence." 
Richardson contends that growth poles induce expansion "not so much 
as a result of cost reduction in existing firms or even an increase in 
13 
firms in existing industries at the pole." ^ These are the so-called 
"propulsive industries" which form the nucleus of the growth poles. 
An important criteria for the continued dominance of a regional 
growth pole is that the key inaustry(s) be technologically advanced, and 
that the production advantages thus derived provide continual and posi¬ 
tive external economies to the other sectors in the region. 
9 
The growth pole idea is actually a synthesis of two other 
theories which preceded it in the literature. The first is Weber's in¬ 
dustrial location theory in which it is shown that even with a uniform 
distribution of material, labor and demand, there is still a tendency 
for industry to agglomerate if cost economies can be attained by merging 
interacting market areas. Weber reasoned that agglomeration would occur 
if the decrease in production costs associated with industrial concen¬ 
tration exceeded the increase in transport costs to peripheral markets 
14 
and supply sources. 
A second approach, known as "industrial complex analysis" is to 
some degree simply a systematization of the first, and is attributed to 
Isard, Schooler and Vitoriez (1959). ^ The industrial complex is 
defined as "a set of economic activities at a specific location that are 
linked by certain technical and production interrelationships. These 
interrelationships are such that the participating industries operate 
optimally when clustered together spatially rather than when they trade 
over a wide area."^ In several exhaustive studies Isard investigated 
the relation between industrial complexes and agglomeration economies, 
0 
firmly establishing tne importance of this process to the growth of 
regions.*^ In recent years Bergsman et al., (1975) have used factor 
analysis in an attempt to uncover the complex pattern of industrial com¬ 
plexes based on the probabilistic tendency for certain groups of 
IP . 
inaustries to agglomerate. Tnis work, published in c senes o. 
articles by the Urban Institute, provides strong empirical suoDort for 
the growth pole nypotnesis. 
10 
Nevertheless, there are criticisms of growth pole theory which 
need to be recognized. In the first place, while growth poles may in¬ 
itially develop as a result of significant agglomeration economies, the 
possibility of diseconomies of scale and external diseconomies cannot 
be overlooked. As Richardson has pointed out, "at some level of popula¬ 
tion density and/or industrial concentration, the benefits accruing from 
19 
agglomeration will be outweighed by diseconomies." Among these will 
be the costs of congestion, pollution, crime and the resulting increase 
in the cost of providing municipal services. Thus the notion of growth 
poles carries with it the concept of an optimal size limit, past which 
positive agglomeration forces more likely are overcome by other factors. 
A second criticism is that growth poles imply unbalanced intra- 
regional growth. As Lande has recognized (1974), "growth poles analysis 
imples that income will be maximized in a region if development is con¬ 
centrated in the growth poles. This implies that there will be an im- 
20 
balance in the distribution of industries over the region." A policy 
dilemma between efficiency and equity is thus posed: which takes 
precedence, equality of distribution of regional income, or efficient 
21 
production and maximization of aggregate regional income? 
11 
Harrod-Domar Growth Model 
To the extent that aggregate growth theories are appropriate 
for regional analysis, the Harrod-Domar group of models deserves atten¬ 
tion. This set of models emphasizes the role of effective demand in 
regional growth. As such it is generally classified as a "demand- 
dominated" theory. It seems particularly useful in explaining the 
development of lagging regions where effective demand is insufficient to 
spur growth. 
We begin by making a number of simplifying assumptions. We 
assume a one good economy in which the good can be used for either con¬ 
sumption or as an input to production; the other input is labor and it 
is homogeneous; returns to scale are constant, and technical progress is 
assumed fixed. In addition to these simplifying assumptions, there are 
several other conditions specific to the Harrod-Domar model: (1) a con¬ 
stant propensity to save (S/Y or s); (2) constant elasticity of substi¬ 
tution for inputs; (3) a constant rate of growth of the labor force 
equal to population growth; and (4) all productive inputs are fully 
22 
employed. 
Given the conditions above, we can see that for steady state 
growth, the stock of capital must grow at the same rate as output, 
otherwise capital stock is underemployed. If we let I be planned in¬ 
vestment, and K be the capital stock, the rate of growth of the capital 
stock g = I/K. Next we note that, in equilibrium, planned saving eauals 
planned investment. Thus we may write c = I/K = S/Y remembering the 
provision of a constant propensity to save from above. Lettinc s = S/v 
12 
and v = K/Y, the capital output ratio, we can see that s/v = |4X = S/I = 
K/Y 
1/K - g. To keep the labor force fully employed, output must grow at 
the same rate as labor supply. Since we already know that the labor 
supply grows at rate n, we can say that for steady growth g = n = s/v. 
For the ith region this becomes 
9i = ni = Vv • (1) 
In an open economy, the static equilibrium relation between 
savings, investment, imports and exports is written as: 
S + M = I + X (2) 
Savings and Imports = Investment and Exports 
Following Richardson's presentation, this may be written as: 
(s + m) Y = I + X 
where m = marginal propensity to import or 
1/Y * (s + m) - (X/Y) 
by dividing through Y. 
The condition g. = s./v. now becomes modified to include an 
additional term to account for commodity and factor flows: 
si+ - (xiV 
q • = 
v. 
l (3) 
Thus if savings exceed investment, the gap may be closed by running an 
export surplus just equal to the difference. The same point applies to 
labor. If there is a surplus, it may be eliminated by out-migration. 
If there is a shortage, in-migration complements the rate of growth of 
population. Consequently, = n.. becomes: 
9, = n. + r. 
13 
where r is the rate of migration. 
The assumptions required for the Harrod-Domar growth model are 
extremely restrictive. We can see that in order to maintain the bal¬ 
ance between total production capacity and demand over time, the rate 
of investment must grow along a precise path. The relation between the 
required rate of investment and the capital output ratio is defined by 
23 
a required growth path that is rigidly set. This required growth 
path of investment is aptly named the "razor's edge." Mathematically, 
it is the ratio of two derivatives, dY/dt and dk/dt or r/k. The ratio 
tells us the relative size of the "demand-creating" effect and the 
"capacity-generating" effect of investment at any time t, with an 
actual growth rate r. If r (the actual growth rate) exceeds k (the re¬ 
quired rate), then dY/dt > dk/dt, and demand will outstrip capacity. 
Conversely if r < k, capacity will exceed aggregate demand. The only 
way to avoid shortages and surpluses of productive capacity is to "guide 
the investment flow carefully along the equilibrium growth path with a 
growth rate r = (k)." ^ 
Domar's razor's edge concept was conceived with a static closed 
economy in mind. At the regional level, when an open economy is 
assumed, Richardson's application shows how the flow of capital, labor 
and proouced goods allows the equilibrium growth path to be less rigid¬ 
ly defined.25 These flows, in an interregional context will tend to 
fil* in wnere gaos between demand and capacity exist. 
however, if factors of production are inaeed assumed to be free 
'lowing, we know that they will tend to flow tc locations where they 
14 
26 
receive the greatest return. This leads to the notion of factor re¬ 
turn equilibration, and it is at this point that the neoclassical theory 
of regional growth becomes of interest. The neoclassical theory is 
predicated on the idea that capital and labor migrate in an open econ¬ 
omy in search of the highest returns, and that eventually, assuming 
certain conditions, returns will tend to even out across space. Thus, 
the Harrod-Domar model and the neoclassical model are quite similar when 
limited to regions where commodities and factors are free flowing. The 
main difference between the two is that while Harrod-Domar models are 
demand-oriented, the neoclassical model is supply-oriented. For the 
Harrod-Domar formulation, changes in demand determine the direction and 
magnitude of factor movements, while in the neoclassical model, returns 
to factors determine factor flows. 
Neoclassical Theory of Recional Growth 
The neoclassical theory of regional growth is one of the most 
significant contributions of mainstream economics to regional analy¬ 
sis.^ The theory is appealing because of its simplicity, its intui¬ 
tive strength, and because it provides a theoretical framework for a 
number of regional growth phenomena that have lone been empirically 
observed, but never theoretically explained. 
The neoclassical model is based on five assumptions: (1) the 
supply of labor is fixed in the short run; (21 there are nc transport 
costs between regions; (3) a single homogenous output is proaucec which 
can either be consumed or used as an input to production; (4 the samr 
15 
production function is used in every region and is considered homo¬ 
geneous of degree one in the inputs of labor and capital (constant re¬ 
turns to scale), and the factors are subject to diminishing marginal 
returns; and (5) there are zero costs of converting output into capital 
. 28 
goods. 
The assumption of a constant returns production function implies 
certain properties. Holding all other inputs constant, we can say that 
output (Y) is a function of capital (K) and labor (L), then we can 
write Y = f (K,L). Assuming constant returns, it can be shown that the 
marginal physical products of labor and capital are functions only of 
the capital-labor ratio (See Appendix A for the full derivation). This 
relationship is evident in the figure below. 
Figure 1 is drawn to illustrate the situation where the mar¬ 
ginal products of capital and labor are both Tunctions ot the K/L 
ratio. 
29 
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Note that the MP^ = f(K/L) function is simply inverted to facilitate 
comparison of two regions. 
As shown in Figure 1, the marginal product of capital function 
is negatively sloped. As the K/L ratio increases, MPk declines. At 
the same time, the marginal product of labor function is positively 
sloped so that as the K/L ratio increases, MP^ increases. Assuming 
these relations in a pure competitive system, one can say that the mar¬ 
ginal product of labor is equal to the real money return to labor, or 
the real wage. Thus w^ is the real wage in region and w^ the real 
wage in region R^. Next, notice that the K/L ratio in region R^ is 
w^ < w^. It is also evident that region R^ with the lower real wage 
also has the higher marginal product of capital, r^. Thus, an 
essential characteristic of this model is a negative correlation between 
the real wage and the marginal product of capital throughout a given 
system of regions. 
Given this analysis, it is clear that incentives will exist for 
factors of production to relocate if capital-labor ratios are different 
in different regions. Referring again to Figure 1, one can see that 
capital will tend to flow from a high wage region (R^) where MP^ = r^, 
to a lower wage region where MP^ = r^ > r^. At the same time there is a 
natural tendency for labor to move from a lower wage region (R^) to a 
higher wage region (R^) where w^ > w^. As capital and labor migrate in 
search of higher returns, the difference between the K/L ratios in the 
two regions will begin to diminish. 
Take region R. as an example. Assume that labor will migrate 
17 
seeking the higher real wage w^, while capital flows out to region R^ 
seeking the higher return r^. The capital-1abor ratio in region R^ thus 
has an increasing denominator and a decreasing numerator. The overall 
result is a decline in the ratio in region and an increase in the 
ratio in region R^. Thus the difference between the capital-labor 
ratios in the two regions of our system is declining and will continue 
to do so until there is no difference between returns to factors. 
One of the most important implications of the neoclassical 
model, then, is the tendency to reduce differentials between factor 
returns across regions. This means that in a given group of regions 
with a relatively lower wage structure, the model predicts greater 
rates of wage-rate growth relative to the higher wage regions. Addi¬ 
tionally, low-wage regions should experience higher growth rates of 
capital. 
The tendency for factor return differentials to be reduced 
across regions has become known as "convergence," implying a dynamic 
system in which returns are equilibrated as factors flow between 
regions, leading, in time, to the elimination of regional inequali- 
. . 30 
ties. 
The convergence hypotnesis has been widely criticized in the 
literature. The main difficulty has Deen that if the assumptions of 
the model are relaxed, and if dynamic influences are accounted for 
(such as differing races of investment and labor migration), it is less 
likely that automatic convergence is justifiable. For example, one can 
easily imagine that certain high-wage a^eas may we: i attract additional 
18 
industry and labor where technological advancement is continually in¬ 
creasing. Some of the empirical tests of the convergence hypothesis 
31 
have in fact found this to be the case. On the other hand, a number 
of other studies have shown that there does in fact appear to be a long 
term pattern of convergence, particularly in terms of decreasing re¬ 
gional wage differentials (Fuchs, Wheat, Romans). 
Thus the reliability of the convergence hypothesis remains a 
point of contention. One objective, therefore, of the research proposed 
in this paper will be to conduct further tests of the hypothesis em¬ 
ploying data not previously used in tests of the neoclassical model. 
Previous Tests of the Neoclassical Model 
The model described above is similar to the one developed by 
Borts, and the implications are the same as the ones he set out to test 
32 
empirically. As discussed earlier, the model predicts that wage-rate 
growth will be higher in low-wage regions. Borts investigated the re¬ 
lationship between wage-rate growth and initial wage levels for three 
selected periods: 1919 to 1929; 1929 to 1948; and 1948 to 1953. Table 1 
is reproduced from Borts' article. The table represents his test of 
33 
the neoclassical hypothesis of wage-rate growth. 
If the model predicts accurately, it would be expected that 
most of the observations would be grouped in the upper right and lower 
left cells in these contingency tables. That is, wage-rate growth 
should be above average in those states wnere initial wages were below 
average, and lower growth rates should be observed where initial wages 
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were above average. 
In one period, 1929-1948, the predictions of the model are up¬ 
held rather significantly, but in the other two periods they are obvi¬ 
ously not. Borts concluded that this test illustrated the weakness of 
the neoclassical model. He therefore rejected the model, preferring 
instead to investigate the importance of other forces such as migration 
and regional demand.^ 
In a later test (Borts and Stein, 1964), similar results were 
found using the same selected periods but looking at the relationship 
between the initial wage level and percent growth of capital, labor and 
35 
wages. Table 2, on the following page, gives the results. The 
variables are identified as follows: 
c* % growth of nonagricultural capital 
L* % growth of nonagricultural employment 
w* % growth of nonagricultural wage per employee 
C*-L* % growth of nonagricultural ratio of capital to 
labor 
M* % rate of migration in the preceding period per 
capita of base population 
P* Rate of growth of population in the preceding 
period as a % of base year. 
Borts and Stein's comments on these results are similar to 
Borts' original conclusions: 
The explanatory power of the aggregative model is quite weak. 
In the first and third periods, capital (C*) grew at a greater 
rate in the high-wage areas than in the low-wage areas. More¬ 
over, the wage (wx) grew faster in tne high-wage areas during 
V 
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TABLE 2 
Relationship Between Wage Level and Percentage Growth of 
Capital, Labor, and the Wage: 1919-29, 1929-48, and 1948-53 
High-wage areas Low-wage areas 
1919-1929: 
C* 60 53 
L* 22 23 
C* - L* 38 30 
w* 43 36 
M* (1910-1920) 5.49 -3.99 
P* (1910-1920) 21.19 10.66 
1929-1948: 
C* 86 139 
L* 31 29 
C* - L* 55 110 
w* 168 220 
M* (1930-1950) 12.05 -10.16 
P* (1930-1950) 33.52 18.98 
1948-1953: 
C* 37 32 
L* 13. A 
13.7 
C* - L* 24 18 
v,,r 29 28 
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the same periods. Finally, employment (L*) grew more rapidly 
in the high-wage areas only during the middle period. The 
theory is refuted for the periods 1919-29 and 1948-53, but is 
compatible with the data during the 1929-48 period.36 
Romans (1965) looked at the convergence issue from the stand¬ 
point of returns to capital. He hypothesized that the transmission of 
capital between states should tend to bring about convergence of state 
income differentials as high-wage states export capital to low-wage 
states. Such a capital flow, he reasoned, should take place either be¬ 
cause of a lower rate of return on investment in high-wage areas or be- 
37 
cause a surplus of saving is generated in high-wage areas. 
Romans' findings contradict those of Borts and Stein. He found 
that "to a large degree, actual regional investment approximated the 
level of investment which the neoclassical growth model predicted should 
exist in long-run equilibrium." L Most of the deviation from equilib¬ 
rium was found to be explained by the assumption of an initial dis¬ 
equilibrium and the movement of capital from high to low-wage areas. 
Romans also found strong evidence of convergence of per capita 
incomes. During the study period 1929-1959 he found, with only minor 
exceptions, that high-wage states grew at appreciably lower rates than 
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did low per capita income states. 
Romans' results generated renewed interest in the neoclassical 
theory of regional growth, prompting additional research. One of the 
most important contributions came from D, M. Smith. Building on the 
idea of interregional factor flows, Smith constructed a model which 
explicitly Included capital and labor movements between regions within 
a framework of a neoclassical real growth model. Smith subjects his 
23 
model to both a sign test, to see if the movements of capital and labor 
are in the hypothesized direction, and a more robust coefficients test 
to see if the magnitude of response is within the hypothesized range. 
His results strongly support the neoclassical model.^ 
Smith's first proposition is that "capital is moved interregion¬ 
al 
ally toward a higher rate of return." Though the size of the capital 
response is relatively small, it is in the hypothesized direction and 
very consistent over long periods of time. Smith finds that the growth 
of output (his measure of regional growth) is negatively related to the 
return on capital. He therefore considers that capital is moved to 
42 
lower income states in search of higher returns. 
Smith's second proposition is that "the growth rate of states 
43 
are inducing convergence of incomes per worker." He again finds the 
labor response in the hypothesized direction and within the expected 
range. He concludes, in line with the neoclassical prediction, that 
"low income states are growing relatively faster, and will lead to a 
44 
convergence of levels of income per worker." 
Recent Refinements 
The tests cited thus far have been tests of the aggregative 
theory of regional growth. That is, the data used have been aggregate 
data on all nonagricultural wages and capital. Several authors have 
recently pointed out that for a better understanding of the regional 
growth process, and particularly for purposes ox policy formulation, 
what is needed is to test the implications of the neoclassical model at 
tne industry level. Writers such as Moroney anc Walker, anc Gordon and 
24 
Lande have shown that a good deal of information is lost at the aggre¬ 
gate level, and that aggregate data may in fact mask or seriously dis- 
45 
tort the actual underlying growth phenomena. Their research shows 
that certain industries exhibit patterns of growth which are relatively 
consistent with the neoclassical model, while other industries are 
not.^ 
Recognition of this deficiency in the aggregate approach has led 
to e refinement in this line of research. Using capital and wage data 
on major industry groups, researchers have recently found several im- 
portant ways to utilize the neoclassical model to predict the regional 
growth of specific major industries. This development is regarded as 
important for two reasons: first, it implies that the direction and mag¬ 
nitude of regional growth may, despite Borts' results, be explained by a 
supply-oriented model (that is, a model which predicts factor flows 
■4 
based on factor returns); and second, that it may be possible to explain 
growth in terms of a region's component industries without resorting to 
the generally discredited use of shift-share analysis. If found to be 
effective, application of the neoclassical model at the disaggregated 
level would be a significant step in accomplishing both objectives. 
The usefulness of this approach has been demonstrated in recent 
research utilizing the neoclassical model in a study of major industry 
groups. Gordon and Lande (IS77) recognized that in order to use a neo¬ 
classical framework to analyze industry growth, it would be necessary to 
relax two of the standard assumptions: (1) all regions produce a uni¬ 
form- output with the same production function, and (2) constant returns 
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to scale. They proposed the use of V.E.S. production function and 
estimated the function for each of the seventeen two-digit major indus- 
47 
try groups. 
Having estimated production functions for all two-digit SICs, 
the authors proceeded to test the marginal products hypothesis. As may 
be recalled, this hypothesis states that the marginal product of capital 
is a negative function of the capital-labor ratio, and that the MP of 
labor is positively related to the capital-labor ratio. The results of 
48 
this test are seen in Table 3. The analysis indicates that the mar¬ 
ginal products hypothesis is strongly supported at the industry level. 
The authors thus conclude that the convergence hypothesis is confirmed, 
and that factors of production do indeed migrate in search of high 
49 
returns. 
In a second test the wage-rate growth hypothesis was investi¬ 
gated. For each industry, states were grouped into low-wage and high- 
wage states, and into states that had above and below average initial 
wages, using 1947 as a base year. Contingency tables were formed of 
the same type used by Borts (1960) and Sorts and Stein (1964). Of the 
seventeen industries studied, ten were found to be consistent with the 
neoclassical predictions when lookec at across states. 
The seven major industry groups which were not consistent with 
neoclassical predictions were then looked at in detail. Tne autnors 
*ound that these seven inoustries tendec to have both high wages and 
nigh-wage growth. Employing tne grower, pole theory, they reasoned that 
tnese inoustries wene ‘'proDu isi ve1 inoustries: ‘those vita» inaus-rie_ 
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TABLE 3 
Estimates of the Cross-Sectional Relationship 
Between the Returns to Factors and the Capital-Labor Ratio3 
SIC 
Marginal Product of 
Capital 
Marginal Product of 
Labor 
No. of 
States 
Constant Coefficient 
of K/Lb 
Constant Coefficient 
of K/L 
20 10.70 - 6.16 0.43 4.99 40 
22 2.76 - 3.38 1.50 2.00 21 
23 11.64 -19.72 1.04 3.49 24 
24 4.85 - 2.79 0.01 3.91 23 
25 7.12 - 7.30 1.10 2.92 22 
26 4.80 - 1.66 2.14 1.65 30 
27 8.45 - 5.13 2.22 3.23 17 
4 
28 3.60 - 0.87 4.74 1.89 32 
29 0.60 - 0.03 8.07 0.67 18 
30 4.17 - 2.07 4.67 1.09 16 
31 4.49 - 8.14 2.23 1.23 15 
32 4.17 - 2.28 2.99 1.48 17 
33 4.83 - 1.38 1.51 2.85 29 
34 6.20 - 5.65 3.30 0.56 33 
it 6.20 - 4.29 1.95 4.54 30 
36 1.47 - 0.79 5.00 0.30 25 
37 11.01 -13.23 4.64 -0.15 29 
£The t statistics for these coefficients are not reported because 
the data on marginal products are derived from regression coefficients 
and, therefore,"the t values have no meaning in these regression 
equations. 
^Two separate regression equations were estimated. In the first, 
capital laoor ratio explains tne variation in the marginal product 
o* capital, i.e., MP, = f(K/L). In tne seconc, MP, is regressed on 
(K/L). K 
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with substantial agglomeration economies such that they are character¬ 
ized by higher than average wage levels as well as higher than average 
50 
wage-rate growth." 
In the table on the following page, Gordon and Lande demonstrate 
the important result that those states which do not conform to wage-rate 
growth neoclassical predictions have a large proportion of their total 
manufacturing value added accounted for by the seven propulsive indus¬ 
tries.51 
It is seen that in most cases non-converging states have approx¬ 
imately fifty per cent or more of their total value added accounted for 
by the seven propulsive industries. As growth pole theory suggests, 
factor payments would not be expected to converge within these pro¬ 
pulsive industries since they are typically thought of as having sig¬ 
nificant agglomeration economies. Thus, states whose economies are 
dominated by such industries may well be expected to exhibit patterns 
of non-converging factor payments as the region grows. In short, the 
addition of industrial structure analysis and the application of growth 
pole theory goes a long way toward accounting for the residual error in 
the neoclassical model. 
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TABLE 4 
Industrial Structure Analysis of Selected States 
Percentage of Total Manufacturing Value Added 
State 26 28 29 33 34 35 37 Total 
Arizona — 6 — 42 4 -- 1 53 
Colorado -- 3 3 13 4 8 1 32 
Delaware 4 33 — 4 5 7 1 59 
Indiana 2 8 4 15 7 14 15 65 
Iowa 1 8 -- 2 4 21 1 45 
Kansas 3 15 11 — 5 6 11 51 
Maryland 1 5 13 . 3 14 7 3 46 
Michigan 3 5 1 8 10 15 37 79 
Minnesota 6 7 1 3 6 13 2 38 
Nevada -- 8 11 -- -- -- -- 19 
Ohio 3 6 2 13 10 20 8 62 
Utah -- 4 10 27 3 3 — 47 
West Virginia 1 26 3 19 7 2 — 58 
Wisconsin 8 2 a 6 4 21 6 52 
-- - not reported 
a = less than one percent 
CHAPTER III 
RESEARCH OBJECTIVES AND METHODOLOGY 
In this section the objectives of this research are further 
elaborated, the various hypotheses are stated, and the tests to be used 
are described in full. 
Research Problem 
As indicated above, previous studies of regional growth present 
conflicting evidence about the behavior of regional incomes. Several 
authors have suggested that factor incomes tend to diverge among regions 
(Borts, Borts and Stein), while others have found equally strong evi¬ 
dence for convergence (Romans, Smith, Gordon and Lande). Divergence 
means that the incomes received by the factors of production are in¬ 
creasing faster in some areas than in otners. Convergence implies that 
factor incomes are in the process of equalizing across space. Faced 
with such conflicting evidence, policy makers have not had an empiri¬ 
cally reliable framework within which to analyze the relation between 
changing regional incomes and regional growtn. 
It is therefore clear that several questions require further re¬ 
search. First is the issue of tne relationship between the marginal 
products of the inputs to production and their relative intensities. 
If it can be demonstrated that the marginal product of capital is a 
negative function of tne capital/labor ratio, and that the margina 
p*~oauct of labor is a positive functior of the capital/laoor ratio, 
we will nave empirical support for the argument that proauctive inputs 
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tend to migrate in search of higher returns. (Note again the two im¬ 
portant assumptions that the factors of production will eventually re¬ 
ceive factor payments equal to their marginal products, and that capital 
and labor are mobile.) Second is the issue of the rate of growth of 
factor returns. Since data on returns to capital are impractical to 
gather due to multiplant operations, the issue of the rate of growth of 
factor returns must be investigated using returns to labor--that is, 
wages, on which high quality data are readily available. Our objective 
here is to observe whether the rate of growth of wages conforms to the 
neoclassical model by being low in regions where they were initially 
high, and high where they were initially low. A third question has to 
do with the issue of convergence. Do factor payments tend to converge 
between regions over time as the model predicts, or do we observe 
divergence as some regions experience agglomeration economies? Again, 
research evidence is conflicting on this point, and requires further 
investigation. 
Statement of Hypotheses 
The research problem as just described suggests a series of 
three related hypotheses which may be derived from the neoclassical 
model. We first take up the question of the relationship between the 
change in output attributable to an incremental change in factor inputs 
and the relative intensities of those inputs in a given production 
function. This relation, known formally as the marginal products 
hypothesis, is oescribea below. 
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Marginal products hypothesis. Referring to the model of regional growth 
presented in Figure 1, page 15, recall that when all other inputs are 
held constant we can express output as a function of capital (K), and 
labor (L). Assuming constant returns to scale, it is shown that the 
marginal physical products of labor and capital are functions only of 
the ratio of capital to labor. 
As the figure indicates, we would expect to find that the mar¬ 
ginal product of capital, and thus the returns (or factor payments) to 
capital, decline as the ratio of capital to labor increases. This is 
due to the law of diminishing marginal returns, and therefore notably 
ignores the effect of regional agglomeration economies. As industries 
recognize that returns to capital are declining in one region, such as 
has been observed for certain industries in the Northeast, migration of 
capital will occur toward regions where returns to capital are greater, 
such as the South and Southwest. This is illustrated in Figure 1 by the 
movement of capital from region (R^) where K/L ratio is relatively high, 
to region (R^) where K/L is relatively low. 
Conversely, we see that returns to labor, or its marginal prod¬ 
uct, is relatively high in regions where the K/L ratio is also high. 
This is as we would expect, since the relatively higher intensity of 
capital increases the productivity, anc thus the wages, of each worker. 
But as the K/L ratio declines, so does the marginal product of labor, 
sucgesting that labor too will migrate in search of higher returns, but 
in the opposite direction ^rom capital. 
Tnus, the formal nyDOtnesis states that the relationship between 
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the returns to factors and the capital-labor ratio is such that the mar¬ 
ginal product of capital is a negative function of the capital-labor 
ratio and the marginal product of labor is a positive function of the 
capital-labor ratio. 
The marginal products hypothesis is tested by first estimating 
a production function for each of the eighteen three-digit Standard In¬ 
dustrial Classifications (SIC) industries for which consistent data 
are available on both capital and labor during the period between 1964 
and 1972. These production functions will provide us with estimates of 
the output elasticities of capital and labor from which the marginal 
products themselves can be derived as seen below. The estimates are 
made using ordinary least squares regression. A Cobb-Douglas production 
function is estimated for each industry, and the functional form is: 
1 nY = bQ + bl InL + b2 Ink (1) 
thus, the marginal product relationships are given by: 
MPl = (Y/L)bj (2) 
MPk = (Y/K)b2 (3) 
and the predicted relationships are given by: 
MP = a + b (K/L) (<) 
MP, = c + d (K/L) (5) 
The predicted relationships will be tested estimating the parameters 
a, b, c, and d. We expect to find a negative sign on the b parameter 
and a positive sign on the d parameter. 
33 
Measurement of variables and data sources. To estimate the 
three-digit SIC production functions, data used to represent output, 
capital and labor will be as follows: (1) output is defined as value 
added by manufacture for the given industry in a given state. States 
are thus a proxy for regions; (2) labor is defined as the number of 
production hours worked in the given industry in a given state; 
(3) capital is defined as the book value of fixed assets of the given 
industry in a given state. All measures are taken in the year 1964. 
This year was chosen because it is the only year in which the census 
bureau collected data on the book value of fixed assets in each state 
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by three-digit industry. Other measures of capital have been used by 
other researchers, but all have been estimates of questionable validity 
(see Zellner and Ravenkar's discussion, 1969). ^ Moreover the 1964 
capital measures were prepared as a special census, and the accuracy of 
the data would therefore appear to be superior to various less direct 
measures. 
Data on value added by manufacturers, and data on production- 
worker man hours are taken from the 1964 Annual Survey of Manufactures. 
The Annual Survey was chosen over the more comprehensive 1963 Census of 
Manufactures simply to maintain continuity with respect to time; that 
is, using the 1964 ASM allows all three measures to be taken in the same 
year. This is clearly necessary when estimating production functions 
from cross sectional data. 
Selecting the appropriate production function. As we have seen, 
in oraer to test the marginal products hypothesis, it is necessary tc 
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estimate production functions for each three-digit industry. However, 
it is first necessary to address the question of which functional form 
is appropriate. 
The three principal forms of production functions are the CES 
form (constant elasticity of substitution), the VES (variable elasti¬ 
city of substitution) and the Cobb-Douglas form which is a restriction 
of VES, exhibiting the property that the elasticities of substitution 
of capital and labor add to one. 
Several studies have been conducted comparing these functional 
forms. Brown (1967) compared the results of production function studies 
by Arrow et al. (1961), Bell (1964) and Daniels (1965).Brown's ob¬ 
jective was to see whether a constant elasticity functional form was 
preferable to the variable elasticity form. The studies reviewed by 
Brown revealed that there was little empirical support for the CES 
functional form. Results showed that the sign of the elasticity of 
substitution ranged from "less than one for all industries studied" 
(Arrow et al.), to "not significantly different from one for most indus¬ 
tries" (Bell), to "larger than one for most industries" (Daniels). 
Brown concluded that the lack of consistent results regarding the mag¬ 
nitude of the elasticity parameters argued strongly against use of the 
CES form. 
In another comparative study, Lande (1974) uses an F-test of 
significance to compare the VES with the Cobb-Douglas form, each esti¬ 
mated through the use of ordinary least squares regression using only 
capital anc labor as inputs.^ The comparison was performed on identi¬ 
cal data. Lande (1974) founc that the F-test of significance ox tne 
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equations estimated using the Cobb-Douglas form was at least as good as 
the VES results for all industries studied. In addition he found that 
the regression coefficients estimated using the VES were significant 
in very few cases, while those estimated by the Cobb-Douglas form were 
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uniformly significant using the t-statistic test. 
Thus, in this particular application, where production functions 
are estimated using only capital and labor inputs, the Cobb-Douglas 
form appears to provide both ease of estimation, due to its simplistic 
form, and very little, if any, loss of reliability when compared to the 
two other forms reviewed. 
Wage-rate growth hypothesis. A second implication of the neoclassical 
model is that wages will grow faster in low-wage regions than in high- 
wage regions. 
Borts (1960) originally tested the wage-rate growth hypothesis 
57 
by constructing a contingency table with four cells: 
Wage-Rate Growth 
Initial High Low 
Wage High A B 
Level Low C D 
Figure 2 
Tne wages he measured were aggregate wages of all manufacturing indus¬ 
try, and the regions he used were the forty-eight contiguous states. 
Borts reasoned that most of the states should be observed to cluster in 
eitner cell B or cell C. Tnus, states with high initial wages snci^c 
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experience lower than average wage-rate growth, and those with low 
initial wages should experience higher than average growth. As reported 
CO 
above, his results did not support this hypothesis. 
Gordon and Lande (1975) suggested that the reason Borts' tests 
failed to confirm the neoclassical model was that the use of aggregate 
data masked the fact that within those states which did not behave as 
predicted there was a preponderance of industries characterized by non¬ 
converging wages. They suggested that these so-called "propulsive" in¬ 
dustries dominated the aggregate data for the states in which they 
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occured, causing Borts to reject the model. The authors suggest that 
a more useful way to employ the contingency table test would be to con¬ 
struct a table for each industry. This would allow the researcher to 
discover which industries exhibit convergence and which do not. 
Our test of the wage-rate growth hypothesis proceeds along the 
lines suggested by Gordon and Lande. For each industry, states are 
grouped into low-wage states and high-wage states based on whether or 
not wages per production worker man-hour are above average or below 
average for that industry. These measurements will be taken for two 
time periods, 1954 and 1972, and wage-rate growth is calculated for 
each state. The rate of wage growth is defined as the percentage 
cnange in wages per production worker man-hour for the period 1954- 
1972. The states are classified as above average wage-rate growth 
states or below average wage-rate growth states. 
The hypothesis under examination is stated formally as follows: 
within each industry, low-wage states are expected to exhibit a greater 
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than average rate of wage-rate growth, and high-wage states are expected 
to exhibit a lower than average rate of growth in wages. To test this 
hypothesis, contingency tables are constructed as in Figure 2 above. 
States which had above average wages in 1954 and also had above average 
wage-rate growth during the period 1954-1972 would be grouped in cell A. 
States which had above average wages in the initial period and had below 
average wage-rate growth over the period 1954-1972 would be grouped in 
cell B. States which had below average initial wages and above average 
wage-rate growth would be placed in cell C, and finally, states which 
were below average in both measures are grouped in cell D. One table is 
presented for each three-digit manufacturing industry. 
An appropriate measure of statistical significance for the con¬ 
tingency tables in the "V" statistic, distributed approximately as a 
Chi-square.^ This measure is used to test the statistical independence 
of two variables, such as initial wage levels and wage-rate growth. It 
is derived as follows: 
f 
e 
where f - f are the deviations around the estimated expected frequen- 
s e 
cies f . The value of the V statistic is compared with the critical 
e 
value in the Chi-square table at a given level of significance corres¬ 
ponding to (R-l) (C-l) degrees of freedom. These results are also pre¬ 
sented in the next chapter. 
The V statistic is appropriate in cases where the relative sample 
size is large, and exoectec cell freauencies are greater than or eauc. tc 
38 
five. Where the sample size is small, the Fisher Exact Test is sub¬ 
stituted for the Chi-square. This is a non-parametric test commonly 
used to compare two independent samples on a dichotomous criterion, 
such as in this case where the data are arranged in a two-by-two bi¬ 
variate frequency table.^ 
While such tests have not been previously conducted at the 
three-digit level, past research on major industry groups suggests that 
the wage-rate growth hypothesis is likely to be upheld across states in 
most industries, but not in all. 
Observations on the rate of growth of wages are derived from 
employment data reported in the Census of Manufactures for the years 
1954 and 1972. (We had hoped to be able to use the most recent Census 
of Manufactures, 1977. However, as of the Spring of 1982, this data 
had still not been published.) 
Two significant problems arise when collecting wage data on 
three-digit industries over a relatively long period of time. The 
first is that the Census Bureau periodically changes the composition of 
various SIC classifications, adding and deleting categories of in¬ 
dustries that are either new to the market place, or have become obso¬ 
lete. This means that the data on wages, value added, employment, etc., 
are not comparable over time. Sometimes it is possible to reconstruct 
a given SIC classification to account for the changes made, but it is 
tedious work. Instead, we have chosen to examine those industries for 
which there have been either few or no changes in composition. 
A second problem, and in many ways the most difficult to cor- 
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rect, is that as one examines industries at lower and lower levels of 
aggregation, one encounters gaps in the data due to the disclosure 
policy of the Census Bureau. This results in the researcher having to 
reject the use of particular industries due to an insufficient number 
of observations. At the three-digit classification level we encount¬ 
ered this problem frequently, but were able to utilize approximately 
eighteen industries for which disclosure was not a problem. 
Results of the wage-rate growth test are presented in the next 
chapter. 
Convergence hypothesis. If wage-rate growth is highest in lower wage 
areas, it follows that disparities in wage rates across regions will be 
reduced over time. One way to test this hypothesis involves measuring 
the dispersion of wages in one period and comparing the results to the 
same measures in a later period. 
Dispersion will be measured by calculating the coefficient of 
variation for each industry under study. This measure is preferable to 
the standard deviation since, in this instance, we are more concerned 
with relative variability in a frequency distribution than in absolute 
variability of wage dispersion. The coefficient, denoted as C.V. (X) is 
the ratio of the stanGard deviation to the mean expressed as a per- 
. 62 cent: 
C.V. (X) = sx .100 (7) 
X 
Tnus, if the coefficient increases over time the convergence hypotnesis 
is rejected for that industry; ir it aecreases ove^ time, the nyDCtnesis 
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is upheld. 
Our test of the convergence hypothesis will involve calculating 
the coefficients of variation for each three-digit manufacturer in the 
1977 Census of Manufactures. A table is constructed listing the indus¬ 
tries and their respective coefficients for the 18 year interval 1954- 
1972. Then the size of coefficients are compared to see whether wage- 
rate convergence is observed. If it is, it may be concluded that the 
model is upheld at the three-digit level. 
As was previously stated, it is expected that a number of re¬ 
gions will not conform: to neoclassical predictions of wage rate con¬ 
vergence. Moreover, several studies have suggested that economies of 
agglomeration among propulsive industries may dominate in certain re¬ 
gions, and are thus largely responsible for a non-neoclassical pattern 
of economic development. Investigations of this hypothesis have been 
conducted at the aggregate level by Borts (1960), Gordon and Lande 
(1975), Bergsman and Greenston (1975) and Kawashima (1975). Their re¬ 
sults tend to support the conclusion that where investment, employment 
and wage rate growth patterns are not explained by a neoclassical model, 
agglomeration economies are largely responsible. 
A similar investigation at the more disaggregated three-digit 
level would be an interesting extension of the research proposed here. 
However, in order to stay within a reasonable scope, this research pro¬ 
poses to focus primarily on the neoclassical model and not on various 
alternative hypotheses. 
CHAPTER IV 
RESULTS 
In this chapter results of the tests described in the previous 
section are presented. 
Test of the Marginal Products Hypothesis 
Product function estimates. As was noted above, in order to observe 
whether the marginal products of capital and labor have the hypothe¬ 
sized relation to the capital-labor ratio, it is first necessary to 
estimate production functions for each of the three-digit manufacturing 
industries in the sample. 
Table 5 gives the results of the Cobb-Douglas production func¬ 
tions estimated for all three-digit manufacturing industries for which 
there were at least twenty observations in the 1964 special Census of 
Manufacturing. The estimates are given in log form, so that aQ is the 
constant, and a^ and a. are the estimates of the output elasticities of 
capital and labor respectively. 
It can be seen from these results that the equations themselves 
are all quite significant and have high coefficients of determination. 
In addition, note tnat in all but four cases the coefficients o~ the 
independent variables are also quite significant as shown by the 
t-statistic. 
Estimates cx the relationship between factor returns anc the K/L 
In Table 6 the estimates 0* the marginal products o^ capita i anc 
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are regressed on the capital-labor ratios for each industry under study. 
As was shown in equations (2) and (3) on page 32, observations on the 
marginal products may be derived by multiplying the estimated regression 
coefficients, b^ and b^, times the output-capital ratio, and the output- 
labor ratio respectively for each state in the sample, within a given 
three-digit industry. Observations on the capital-labor ratios are de¬ 
rived by dividing the capital measures found in the 1964 Annual Survey 
of Manufactures by the labor measures described in the previous chap¬ 
ter. These are cross-sectional observations by state, within a given 
three-digit industry. 
According to the model described in Chapter III, the marginal 
product of capital should be a negative function of the K/L ratio. As 
the first two columns in the table show, this negative correlation is 
observed for all but four industries. 
The two columns on the right show the results of regressing the 
marginal product of labor on the K/L ratio. To conform to the neoclas¬ 
sical theory, we would expect to observe a positive relation between the 
marginal product of labor and the K/L ratio. Table 6 shows that this 
relation is in fact observed for all but three industries. Note that 
the three industries that do not conform with respect to MP^ are three 
of the four industries that also do not conform with respect to the 
MP„, cited above. These three industries are: SIC 243, Millwork, Piy- 
l\ 
wood and Structural Members; SIC 264, Miscellaneous Converted Pape*' 
Products; and SIC 355, Special Industry Machinery. It may be conjec¬ 
tured that these represent examples of industries that are character;zed 
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by significant economies of agglomeration, allowing them to realize in¬ 
creased returns to capital investment, even as their labor costs rise 
in a given region. Obviously, this explanation cannot be confirmed by 
observing the present results, but the idea certainly represents fertile 
ground for further research. 
Notwithstanding these three anomalous cases, we see that the 
marginal products hypothesis is supported for the majority of industries 
in the sample. 
Test of the Wage Rate Growth Hypothesis 
The test of the wage rate growth hypothesis gives us mixed re¬ 
sults. Referring to Table 7, we can observe the contingency tables con¬ 
structed for each three-digit industry under study. For the hypothesis 
to be supported, we would expect to find that those states which had low 
initial wages at the beginning of the study period (1954) should have 
the highest rate of growth during the study period (1954-1972). Con¬ 
versely, we would expect that those states with the highest initial wage 
levels would have the lowest wage growth over the period. Thus we would 
expect to find the states clustered in either the upper right quadrant, 
or the lower left quadrant of the contingency table for each industry. 
Of the industries studied, 50 percent showed a statistically 
significant dependency between initial wage level and rate of growth. 
Chi-square measures above 2.706 and Fisher scores below .10 indicate 
significance at the 9C Dercent confidence interval. This obviously is 
not a particularly strong showing when compared to the more favorable 
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TABLE 7 
CONTINGENCY TABLES FOR WAGE RATE GROWTH 
BY INDUSTRY, 1954-1972 
Initial Wages Wage Rate Growth 
Above Average Below Average 
SIC 201 
Above Average 12 15 
Below Average 4 12 X2 = .90 
SIC 202 
Above Average 6 6 
Below Average 13 6 X2 = .51 
SIC 203 
Above Average 5 10 
Below Average 8 3 X2 = 2.52 
SIC 204 
Above Average 7 15 
Below Average 11 5 X2 = 3.69 
SIC 205 
Above Average 4 8 
Below Average 5 3 Fisher = .20 
SIC 208 
Above Average 7 17 
Below Average 15 6 X2 = 6.40 
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Initial Wages 
SIC 2Q9 
Above Average 
Below Average 
SIC 242 
Above Average 
Below Average 
SIC 243 
Above Average 
Below Average 
SIC 249 
Above Average 
Below Average 
SIC 251 
Above Average 
Below Average 
SIC 264 
Above Average 
Below Average 
SIC 281 
Above Average 
Below Average 
TABLE /-Continued 
Wage Rate Growth 
Above Average 
6 
5 
5 
17 
7 
13 
8 
8 
*3 
15 
5 
9 
2 
6 
Below Average 
6 
2 
15 
1 
17 
3 
12 
3 
14 
5 
11 
11 
2 
Fisher = .33 
X2 = 16.00 
X2 = 8.43 
X2 = 1.87 
X2 = 9.91 
X2 = 3.64 
X2 = 5.14 
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TABLE 7-Continued 
Initial Wages Wage Rate Growth 
Above Average Below Average 
SIC 331 
Above Average 0 5 
Below Average 3 3 Fisher = .12 
SIC 332 
Above Average 6 8 
Below Average 6 6 x2 = .00 
SIC 344 
Above Average 5 13 
Below Average 13 8 x2 = 3.27 
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results given by the marginal products test. However, if one observes 
the contingency tables individually, one can see that in only one case 
(SIC 201) do we find that there are more states which contradict the 
expected relation than comply with it. Moreover, if we conduct a test 
of significance on the entire sample by constructing a contingency 
table which includes all the states from each quadrant, we have the 
following result: 
Table 8 
Contingency Table for Entire Sample 
Wage Rate Growth 
Above Average Below Average 
Initial Wages 
Above Average 88 183 
Below Average 151 68 
The Chi-square measure for Table 8 is 68.16, which is signifi¬ 
cant at the 99 percent confidence interval. Clearly then, when one con¬ 
siders all manufacturing Industries In this sample, one can conclude 
that the wage rate growth hypothesis Is strongly supported. 
Test of the Convergence Hypothec.i'■ 
As described In Chapter III, the test of the convergence hypoth¬ 
esis Involves calculating the coefficient oi variation of factor return., 
for each Industry In trie study sample. As previously noted, there i • no 
practical way to derive factor returns to capital due to multiplant op¬ 
erations In diverse locations within tht saint firm, However, i i 6 
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fairly simple matter to find reliable measures of returns to labor in 
the Census of Manufactures. Consequently, our observations for the con¬ 
vergence test consist of total wages paid within a given state, in a 
given three-digit industry, divided by the total number of hours worked. 
This gives us a way to measure the variation among factor returns to 
labor within a given industry for a given year. 
We have chosen to observe the change in variation of factor re¬ 
turns over the period 1954-1972. Table 9 gives these results. In 
column two we see the coefficient of variation for each industry in 
1954. Column three shows the same measure for the year 1972. Since the 
convergence hypothesis holds that returns to factors should be in the 
process of equalizing spatially over time, we should observe less vari¬ 
ation among regions for wages paid in a given industry as time passes. 
Of the seventeen industries for which this data is available over the 
eighteen year interval, twelve exhibit the expected convergence pattern, 
while five had coefficients of variation which increased with time. 
Thus, 71 percent of the sample conforms to the neoclassical model. 
While it is clear that a strong majority of industries in the 
study sample exhibit the expected convergence characteristic, it is 
possible to test this relation in a more robust way using the sign 
test. This test is designed to be used in situations where there are 
matched pairs samples, and determines whether significant differences 
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exist between two populations. 
In this case, the binomial distribution is used to formulate a 
non-parametric test of the null hypothesis that the probaDiiity that the 
1954 coefficient of variation equals 1/2. If the null hypothesis is 
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TABLE 9 
MEASURE OF CONVERGENCE OF WAGES: 1954-1972 
Industry 
Coefficient of 
Variation 
1954 
Coefficient of 
Variation 
1972 Change 
201 20.96 24.01 + 
202 14.62 16.31 + 
203 20.90 19.40 - 
204 20.03 22.08 + 
205 15.85 13.41 - 
208 29.90 32.22 + 
209 19.70 13.89 - 
242 29.46 16.68 - 
243 24.07 19.30 - 
249 47.96 14.30 - 
251 17.27 11.12 - 
281 12.14 11.31 - 
287 28.32 27.10 - 
332 14.81 20.79 
J. 
353 41.79 10.93 - 
344 14.75 11.92 - 
349 10.77 7.57 - 
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true, half the signs in column four should be negative in the popula¬ 
tion of matched pairs. Thus, we must find the probability that the 
sample distribution of signs would occur if p = .5, and compare this 
with a given significance level. In this case we will use the ten per¬ 
cent level. If the probability is less than .10, we reject the null hy¬ 
pothesis and conclude there is a significant difference between the 
central locations of the two populations. 
Since 12 of 17 observations are in the hypothesized direction, 
we go to the binomial table letting n = 17 independent trials, p = .5, 
and x = 12 successes. According to the table, the probability of 
getting 12 or more successes is .0716, which is less than .10. We thus 
conclude that these results are significant at the ten percent level, 
and reject the null hypothesis. 
This test of the convergence hypothesis provided additional 
evidence of the explanatory power of the neoclassical model for the 
study sample. 
CHAPTER V 
SUMMARY AND CONCLUSIONS 
Prior to this study, research into the reliability of the neo¬ 
classical model of regional economic growth has yielded mixed results. 
Most studies have found that when one looks at the spatial distribution 
of all manufacturing capital and employment, taken together, the neo¬ 
classical model has little explanatory power. (See particularly the 
results of Borts' 1964 study.) Recently, however, several studies have 
shown that the usefulness of the neoclassical model increases markedly 
when the data are disaggregated by industry. That is, when we look at 
various types of manufacturing activity, we find that the neoclassical 
approach is better at explaining the growth of individual industries 
than it is at explaining the growth of the total manufacturing sector. 
This point was illustrated by the work of Gordon and Lande, who were 
among the first to utilize disaggregate data in tests of the neoclassic 
al model. Their work showed that Borts' original conclusions were pre- 
mature--the neoclassical model could not be rejected for all industries 
In fact, for most of the two-digit industries studied, they found the 
model was strongly supported. 
An additional, and perhaps even more important, contribution of 
the Gordon and Lande study was what it showed about the inaccuracy of 
conclusions based on highly aggregated data. By breaking up the man¬ 
ufacturing sector into its two-digit components, they revealed that, tne 
neoclassical model, which cid not appear to be appropriate at the ag¬ 
gregate level, was fairly accurate at the disaggregate level. 
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Thus, the obvious question for researchers interested in ex¬ 
ploring further applications of the neoclassical model is: will the 
model be an even better predictor of regional growth patterns when 
applied to successively more disaggregated data? The present study has 
attempted to address this question. A supply-oriented neoclassical 
model of regional growth has been specified, assumptions have been 
stated, and several hypotheses have been derived and tested using 
three-digit industry data. 
The three hypotheses were as follows: 
1. The relationship between the returns to factors and the 
capital-labor ratio is such that the marginal product of capital is a 
negative function of the capital-labor ratio, while the marginal prod¬ 
uct of labor is a positive function of the capital-labor ratio. 
2. States, as a proxy for regions, having initially below 
average wages will exhibit greater than average wage rate growth, while 
states with initially higher than average wages will show lower than 
average wage growth over the study period 1954-1972. 
3. Disparities between wage payments within the same three- 
digit industry will diminish over time: thus, wage convergence will be 
observed over the study period 1954-1972. 
Summary and Comparison cf the Results 
Results of tests conducted on the marginal products hypothesis 
showed that the relationships between factor returns and the K/L ratio 
are in the hypothesized direction for seventeen of the twenty industries 
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studied. The three industries that did not conform were SIC 243 (Mi 11 - 
work, Plywood and Structural Members), SIC 264 (Miscellaneous Converted 
Paper Products), and SIC 355 (Special Industry Machinery). 
These results compare favorably with those reported by Gordon 
and Lande (1975). They found that the marginal products hypothesis was 
supported for all two-digit industries with respect to capital, and for 
sixteen of seventeen industries with respect to labor. 
Turning attention to the second hypothesis, it was found that 
only half of the industries studied exhibited the expected wage growth 
pattern to a statistically significant degree. However, in examining 
the contingency tables presented in Table 7, it was noted that a major¬ 
ity of regions do cluster into the off-diagonal contingency cells. In 
addition, it was found that when the entire sample is subjected to a 
Chi-square test, results are significant at the .01 level. 
Borts (1960), Borts and Stein (1964), and Gordon and Lande 
(1977) all conducted similar tests on the wage growth hypothesis. As 
previously reported, the first two studies used aggregate manufacturing 
data, and found no substantial support for the hypothesis. However, 
Gordon and Lande (1977) examined two-digit data, and found that the wage 
rare growth hypothesis was supported for ten of seventeen industries 
using contingency tables and a Cni-square statistic. A test of the en¬ 
tire sample, however, was unexpectedly found to be not significant. 
Our results show tnat the hypothesis is much more strongly sup¬ 
ported for the Chi-square test of tne entire sample, but less strongly 
supported for individual tnree-digit inaustries. It is nigniy proDcDie 
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that more of the individual industries would have complied with the hy¬ 
pothesis if more observations had been available. For example, indus¬ 
tries 202, 205, 249 and 331 appear by observation to exhibit the ex¬ 
pected relation, but do not test out as statistically significant due, 
most probably, to the relatively small number of observations. 
The final hypothesis has to do with the question of convergence. 
Both by observation, and by use of a sign test on the data presented in 
Table 9, it was seen that this hypothesis is strongly supported. These 
results are significantly different from Sorts and Stein (1964), who 
rejected the convergence hypothesis, and from Gordon (1974), who found 
little support for it at the two-digit level. Thus, as expected, our 
results suggest that the convergence phenomenon is more likely to be 
observed as the quality and quantity of disaggregated industry data 
improves. 
Cone!usions 
The results of this study represent the strongest evidence yet 
of the value of the neoclassical model in explaining regional growth 
patterns. It is also the first study that has explored this model 
using three-digit data. These two facts suggest that further tests of 
the neoclassical model will become more definitive, and more positive, 
as more highly disaggregated data are used. 
A second important conclusion of this study is that there 
clearly are certain kinds of manufacturing activity which exhibit fun¬ 
damentally different growth patterns than are suggested by the neoclas- 
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si cal framework. We can see this reflected in the data in Tables 7 and 
9, but, as yet, we cannot identify precisely which they are since the 
three-digit level is still too highly aggregated to allow any meaningful 
differentiation among individual industries. Further research, using 
four- and five-digit data, would be required before we would begin to 
get a clear picture of which industries do not conform. Unfortunately, 
one encounters severe disclosure problems at anything below the three- 
digit level in manufacturing data, so there may be, for the present, 
practical limits to further investigations of neoclassical growth 
theory. 
Nevertheless, we speculate that, if the data were available to 
help us specifically identify the non-conforming industries, we would 
then be able to address other questions which are ultimately of much 
greater interest. Among these is the question of why certain industries 
exhibit growth patterns that are more like the growth pole phenomenon 
than the model we have looked at here. What particular characteristics, 
inherent in their production functions, cause them to grow in different 
ways? Are these industries fundamentally different, or are they simply 
at a different point in their maturity? Would they be non-conforming 
industries if looked at over a longer time period, or would they too 
eventually relocate in search of higher returns? 
Thus, as is often the case when summing up the results of a 
particular piece of research, we find that we have more questions than 
wnen we starteG. But tnese questions point the way to a number of 
fruitful and interesting projects for tne future. 
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Finally, certain policy recommendations are possible in light 
of these results. To the extent that efficiency considerations are 
important, and if the neoclassical model is indeed an accurate represen¬ 
tation of the regional growth process, public policy should avoid deci¬ 
sions that inhibit the free flow of productive factors, nor should 
government encourage economic development in areas where productive 
factors will not naturally reap their highest returns. Instead, govern¬ 
ment should align its policies in such a way that it facilitates the 
natural migration of productive factors. 
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APPENDIX A 
Definitions of SIC Codes--Three-Digit 
Industry 
201 Meat Products 
202 Dairy Products 
203 Preserved Fruits and Vegetables 
204 Grain Mill Products 
208 Beverages 
209 Miscellaneous Foods and Kindred Products 
242 Sawmills and Planing Mills 
243 Mi 11 work, Plywood, Structural Members 
249 Miscellaneous Wood Products 
251 Household Furniture 
264 Miscellaneous Converted Paper Products 
265 Paperboard Containers and Boxes 
271 Newspapers 
281 Industrial Inorganic Chemicals 
287 Agricultural Chemicals 
307 Plastic Products 
344 Structural Metal Products 
349 Fabricated Metal Products 
353 Construction Equipment 
355 Special Inaustry Machinery 
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SIC # 
20 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
APPENDIX B 
Definitions of SIC Codes--Two-Digit 
Industry 
Food and Kindred Products 
Textile Mill Products 
Apparel and Related Products 
Lumber and Wood Products 
Furniture and Fixtures 
Paper and Allied Products 
Printing and Publishing 
Chemicals and Allied Products 
Petroleum and Coal Products 
Rubber and Plastics Products 
Leather and Leather Products 
Stone, Clay and Glass Products 
Primary Metal Industries 
Fabricated Metal Industries 
Machinery except Electrical 
Electrical Machinery 
Transportation Equipment 37 
APPENDIX C 
Scatter Diagrams Showing the Relationship Between Kargina! 
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