The similarity between protein sequences is a directly and easly computed quantity from which to deduce information about their evolutionary distance and to detect homologous proteins. The SIMAP database -Similarity Matrix of Proteins -provides a pre-computed similarity matrix covering the similarity space formed by about all publicly available amino acid sequences from public databases and completely sequenced genomes. From SIMAP we construct the protein homology network, where the proteins are the nodes and the links represent homology relationships. With more than million nodes and about ¼ ¢ ½¼ edges it is the greatest protein homology network ever been builded. We describe the basic features and we perform a global statistical analysis of the network. Starting from the Smith-Waterman similarity score, we define for each edge a weight Û to measure the similarity distance between two nodes. Keeping only edges with a weigth greater than a minimal Û, and by varying Û we build a family of networks with different degree of similarity. We investigate the distribution of connected components (clusters) of the networks at different Û and in particular we find a behaviour similar to a phase transition guided by the formation of a giant component. Moreover we study selected sequence features and protein domains of protein pairs that connect different clusters in the networks at different level of similarity. We observed specific, non-random distributions of the protein features and domains for proteins connecting clusters at certain weight intervals.
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PACS numbers:
I. BACKGROUND
The number of known proteins is rapidly growing and the sequence of amino acids is, at the moment, the main source of information for many new proteins which still have unidentified functions. Protein sequence analysis, and more specifically, the analysis of similarities among protein sequences, is therefore the basis of studies trying to understand protein evolutionary processes or to detect unknown biological functions of new proteins. Proteins with similar sequences can be found in different organisms and in a single organism [12] , [1] . By means of the degree of similarity obtained by a pairwise sequence comparison it is possible to deduce information about their evolutionary distance. Specifically, two proteins are homologous if they evolved from a common ancestral protein sequence and, in most cases, they have also the same, or very similar, biological function. Homology can be deduced from statistically significant sequence similarities. However, new sequences often have only weak similarities to known proteins, and single similarities search are insufficient to assign validated properties of characterized proteins to new sequences. Instead a graph formed by all-against-all comparisons of a large amount of protein-data could become useful. This £ Electronic address: miccio@mib.infn.it Ý Electronic address: t.rattei@wzw.tum.de is the case of SIMAP -Similarity Matrix of Proteinsa database containing the similarity space formed by almost all amino acid sequences, with nearly 5.5 million non-redundant protein sequences drawn from completely sequenced genomes and public database. Moreover, pre-calculated similarity space allows very rapid access to significant hits of interest and prevents timeconsuming re-computation. The algorithm that precomputes the sequences similarities is based on the FASTA heuristic. First it compares low-complexity masked proteins using FASTA and then it recalculates the hits found using non-masked sequences and the Smith-Waterman algorithm. In both phases of the alignment process the BLOSUM50 amino acids substitution matrix is used. For each hit the Smith-Waterman score, the identity, the gapped identity, the overlap and the start and the stop coordinates of the alignment in both proteins are stored. For more details see [2] . Graphs formed by all-against-all sequence comparisons can be used to derive inheritance patterns of proteins, to reconstruct the evolutionary relationships between proteins and to classify them into protein families by looking for dense clusters disconnected from the rest of the network. To date, this approach has been carefully evaluated by case studies targeted at selected protein families [3] , but a global analysis of the complete homology network formed by all publicly available proteins has not been published. The aim of this work is to analyze global and local properties of the graph forming the homology network.
II. SIMAP GRAPH REPRESENTATION
The information contained in the Simap database can be reorganized by means of a weighted graph representation, ´Î Ûµ, where Î is the set of nodes, the set of edges, and Û a weight function on the edges: Û ¼ ½℄. Each node, a ¾ Î , represents a protein sequence and each edge, a b ¾ between two nodes a, b represents the stored alignment between the respective protein sequences [13] . In this way an undirected weighted graph can be obtained, since the symmetry of the alignment procedure leads to undirected edges and the score of the alignment allows the assignment of a suitable weight to every edge. (Despite the possibility of making an alignment between a protein sequence and itself, self-edges are not considered). More specifically if ×´a bµ is the Smith-Waterman (SW) optimal score obtained with the FASTA algorithm between sequence a and b, a suitable weight Û´a bµ ¾ ¼ ½℄ for the edge a b can be defined as follow:
From Û´a bµ one could define a distance function as ´a bµ ½ Û´a bµ , whose values are in ¼ ½℄ as distance function usually defined on linear spaces. should satisfy positivity, null and simmetry properties for all pairs of sequence proteins and also the triangular inequality which is fully satisfied for the BLOSUM50 matrix.
III. POLISHING PROCEDURE
Strictly speaking, the set of all protein sequences of the Simap database is not a good space over which to define the distance measure . There are, in fact, ½ ¿ pairs of sequences that have distance equal to zero, although they are classified with a different sequence id. However, they differ only in the presence of one or two ¼ X ¼ in their amino acid sequence annotation, where ¼ X ¼ is the standard symbol for an unknown amino acid residue in a protein sequence. It is therefore natural to decide to knock out, for each of these pairs of sequences, the one that has the ¼ X ¼ in the sequence; this procedure entails the removal, in the graph representation, of all edges connected to the removed nodes. Another improvment for database consistency is the checking of symmetry of all edges: every time, a direct edge is found, the inverse relation, if absent, is added.
As A coarse subdivision of all species is shown in Table I; it separates species in five (non-standard) main kingdoms: bacteria, viruses, plants, invertebrates (animalia) and vertebrates (animalia). The classification reveals the presence of very many different animalia species, but only eight of these species are present with their complete genome (the other animalia proteins were imported from multiple species databases). Figure 1 shows the protein distribution for each kingdom. There is also a high number (
A. Length and self-similarity distribution
The protein sequences space is characterized by the length distribution shown in Figure 2a and in Figure 2b we give the length distributions for sequences belonging to bacteria, viruses, plants, vertebrates and invertebrates.
The self-similarity score 's distribution of protein sequence appears in Figure 3 . The self-similarity scores distribution is well reproduced by a mixture of normal distributions, one for each length entry. The selfsimilarity score ×´a aµ of a protein sequence of length 
Ð, can be thougth as a sum of Ð i.i.d. random vari- 
B. Pairwise similarity distribution
The SW optimum similarity scores distribution obtained from all FASTA sequence alignments present a homogeneous cutoff equal to ¼, used for storing hits in Simap database. It was chosen independently of the query and database length, but as an optimal compromise between sensitivity and possibility to store an accessible number of hits, because of the high number of protein sequences. From them we see that the major part of the edges (about ¼± of the total number of edges) has a very low value of Û ( ¼ ¾).
C. Coordination and cluster distribution
Weights Û can be used as a parameter to define a collection of graphs. We have built graphs for values of Û equal to ¼ , Table II and a log-log plot of size distribution Ò Û´× µ, for three different values of Û is shown in Figure 6 Table III . 
V. COMPARISON WITH GENERALIZED RANDOM GRAPHS
It would be interesting to compare these behaviours with that of a model of random graphs. It is well known that, in the classical model, random graphs (where every pair of nodes is chosen to be an edge with probability Ô, as introducede by Erdös-Rényi [4] ), have the same expected coordination degree at every node, so they are characterized by a poissonian coordination degree distribution with mean value Þ ÔÎ . Futhermore, as soon as Þ assume a value greater than ½, a giant connected component appears, that is a component whose size is much greater than the size of all other components, and that represents an important fraction of all graph's nodes.
A better theorical comparison model could be represented by generalized random graphs endowed with a specific degree-distribution. These can be generated via the Monte-Carlo algorithm (following the work in [5] of Burda et al.). In particular, starting from a random graph of Î nodes and edges, making local graph transformations which leave the number of nodes and the number of edges constant and accepting them with a probability which depends on the desired equilibrium degree distribution (Metropolis algorithm), we have generated a collection of random graphs with the same coordination degree distribution and the same average degree as some of our protein sequences graphs.
For each of them we observe a fundamentally different distribution of connected components in the protein sequences graphs and in the random graphs. In the latter model the power law behaviour is absent, while there is a always a dominant giant connected component, much larger than the many other small components, whose size distribution decreases exponentially (See Figure 7) . 
VI. GIANT COMPONENT
An interesting phenomenon occurs when Û value decrease; we see the formation of the giant component. In Figure 9a the behaviour of the fraction of nodes belonging to the largest component is shown.
Starting from approximately Û ¼ the largest component begins to expand its size capturing a lot of smaller components. Furthermore the components which are disconnetted at Û ¼ and which go to form the giant component at Û ¼ are samples of many different sizes, from small components to very big components. This phenomenon becomes more and more evident for lower values of Û, when the coordination degree distribution of the giant component follows a power law scaling. This is evident also from Figure 6 Table III we report the fitting values of the exponent «´ Ûµ computed in two regions with small and large values of Þ. As we decrease the value of Û, the two fitting values of «´ Ûµ become more and more divergent. In fact, since the largest component is growing, the tail of the distribution Û´Þ µ becomes more and more important and assumes a power law behavior characterized by a different exponent.
A significant fact goes with the rapid size increase of the largest component. In Table IV we show, for each Û, the fraction of different kingdoms and the number of Û size bacteria viruses plants invertebrates vertebrates number of different species It is interesting to note that the virus kingdom has a very low tendency to cluster with the other kingdoms, in particular with plants and animalia. Furthermore, for no values of Û do we see the formation of components (of size greater than ¼) with proteins coming from viruses and invertebrates, and from viruses, plants and invertebrates. Virus proteins cluster mainly with bacterial proteins. In addition we observe that bacterial proteins cluster mainly with plant proteins and vice versa. Moreover, although plant proteins cluster infrequently with invertebrates and with vertebrates, there are many more clusters consisting simultaneously of plant, invertebrate and vertebrate proteins. Finally we note that at the lowest value of Û, the majority of components which are not included in the giant component are clusters consisting of bacterial proteins, of bacterial and plant proteins and of virus proteins.
VII. ANALYSIS OF THE PROTEINS THAT CONNECT CLUSTERS
Protein pairs that connect clusters in the different weight intervals are of special interest as they harbor the most conserved sequence regions that are shared by the interconnected clusters. We want to know if certain sequence features and protein domains are enriched in these proteins compared to the complete proteome. Therefore we have calculated for all protein contained in SIMAP some sequence features: length, isoelectric point (using the EMBOSS sequence analysis package [6] ), low complexity content (using the program seg [7] ) and the number of predicted transmembrane segments (using the program TMHMM [8] ). Additionally, in order to derive functional information for all proteins, we have predicted signal peptides (using SignalP 3.0 [9] ), localization signals (using TargetP 1.1 [10] ) and protein domains (using the databases PFAM, TIGRFAM, PANTHER, SUPER-FAMILY, SMART and PIRSF from InterPro 12.1 [11] ) for For all weight intervals we have counted the feature occurrence in the proteins that connect clusters; these proteins are all pairs of sequences which belong to different clusters in the graph built at Û ½ and belonging to the same cluster in the graph built at Û ¾ , where Û ¾ Û ½ are two consecutive values of the weight Û. We have also distinguished between two disjoint sets of these proteins: proteins linking the clusters that will form the largest cluster in the graph built at Û ¾ and proteins linking the other generic clusters.
The enrichment ( ) of features was calculated as ratio of the number of features found ( ) and the number of features expected ( ):
. The number of features expected was calculated by: Ã Ò Î , where Ò is the number of proteins of interest (e.g. connecting clusters in a given weight interval), Ã denotes the number of proteins used for clustering having the given feature and Î corresponds to the number of proteins used for clustering. 
A. Results
Proteins joining clusters outside the largest cluster show an over-representation of lengths around 400aa (Figure 10(a) ), contain overrepresented proteins of small low complexity content (Figure 11(a) ), are often neutral or weakly acidic (Figure 12(a) ) and contain more transmembrane proteins than expected (Figure 13(a) ). Proteins joining clusters in the giant component are characterized by short and very long lengths (Figure 10(b) ), reduced low complexity content (Figure 11(b) ), acidic and alkaline proteins, dependent on the weight interval (Figure 12(b) ) and a high number of transmembrane domains in the lower weight intervals (Figure 13(b) ). Signal peptides were found overrepresented in proteins joining clusters outside the largest component at the lower weight intervals; at higher weight intervals and in proteins joining clusters in the largest component they were found underrepresented, as were localization sig- Figure 14(b) ). For all considered weight intervals we could find interval-specific overrepresented and underrepresented protein domains (Figure 15(a) and 15(b) ). Remarkably these domains are not only specific for a certain weight interval, but also different for proteins joining clusters outside the largest component and proteins joining clusters in the largest component (See Table VI ).
B. Discussion
All of the analyzed sequence features indicate that proteins that join clusters at a certain weight interval are not distributed equally over the complete protein space. For all of the features we could find specific under-and over-representation. Proteins joining clusters outside the largest component and proteins joining clusters in the largest component are different with respect to almost all considered features, which indicates that the largest component contains proteins that are different from those contained in other large clusters. These findings are complemented by the observation of specific over-and underrepresented functional domains in the proteins connecting clusters at certain weight intervals. Thus we conclude that for each weight interval a small number of protein families is responsible for cluster interconnections.
VIII. CONCLUSIONS
We investigated the local e global properties of the sequence similarity space formed by all proteins in the SIMAP database, which contains more than millon amino acid sequences. We represented this space as a graph whose vertices are proteins and the edges are weighted to reflect the similarity between the corresponding pairs of sequences (high weight, high similarity). The choice of this weight formula (1) came from the necessity to compare the similarity score between pairs of sequences that could have different lengths. The SW score was therefore modified by means of the self-score geometric mean which contains the length information of the two aligned sequences.
Then, keeping only edges with Û Û, we built a collection of graphs by varing Û. From the analysis of the connected components we found that these graphs do not belong to the class of random graphs, whereas they are characterized by a power law behaviour both in the size cluster distribution and in the coordination degree distribution and for each fixed Û these two distributions are strongly related to each other. In the end we investigated sequence features and functional informations of protein pairs that are responsible of the connection of clusters in the different intervals of Û, since they harbor the most conserved sequence regions that are shared by the interconnected clusters. We found that proteins joining clusters outside the largest component and proteins joining clusters in the largest component are different with respect to almost all considered features, which indicates that the largest component contains proteins that are different from those contained in other large clusters. Indeed we found an overrepresentation of a small set of domains which shows that a small number of protein families is responsible for cluster interconnections.
The analysis we performed gives a first view of the global organization of the greatest protein homology network ever been built before. It is the first step and the starting point to answer to other global or local interesting questions which could confirm that the protein homology network is structured with respect to functional and evolutionary properties.
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