Abstract-This article presents some efficient training algorithms, based on first-order, second-order, and conjugate gradient optimization methods, for a class of convolutional neural networks (CoNNs), known as shunting inhibitory convolution neural networks. Furthermore, a new hybrid method is proposed, which is derived from the principles of Quickprop, Rprop, SuperSAB, and least squares (LS). Experimental results show that the new hybrid method can perform as well as the Levenberg-Marquardt (LM) algorithm, but at a much lower computational cost and less memory storage. For comparison sake, the visual pattern recognition task of face/nonface discrimination is chosen as a classification problem to evaluate the performance of the training algorithms. Sixteen training algorithms are implemented for the three different variants of the proposed CoNN architecture: binary-, Toeplitz-and fully connected architectures. All implemented algorithms can train the three network architectures successfully, but their convergence speed vary markedly. In particular, the combination of LS with the new hybrid method and LS with the LM method achieve the best convergence rates in terms of number of training epochs. In addition, the classification accuracies of all three architectures are assessed using ten-fold cross validation. The results show that the binary-and Toeplitz-connected architectures outperform slightly the fully connected architecture: the lowest error rates across all training algorithms are 1.95% for Toeplitz-connected, 2.10% for the binary-connected, and 2.20% for the fully connected network. In general, the modified Broyden-Fletcher-Goldfarb-Shanno (BFGS) methods, the three variants of LM algorithm, and the new hybrid/LS method perform consistently well, achieving error rates of less than 3% averaged across all three architectures. Index Terms-Convolutional neural network (CoNN), first-and second-order training methods, shunting inhibitory neuron.
receptive fields 1 and translation invariant connection matrices. CoNNs possess several advantages over conventional ANNs:
1) the spatial topology of the input is well captured by the network structure; 2) the feature extraction stage is integrated with the classification stage, and both are generated by the learning process; 3) the concept of weight sharing (or weight replication) reduces the number of free (trainable) network parameters, hence, reducing the network complexity and improving generalization; 4) the hardware implementation of CoNNs is much simpler than that of fully connected ANNs of comparable input size.
Two well-known CoNN architectures have been developed in the past [2] , [7] . Fukushima developed the Neocognitron [7] , a biologically inspired multilayered neural network approach that models the mechanism of visual pattern recognition in the brain. It consists of a cascade of feature detection stages, each of which comprising two layers: a simple cell (S) layer and a complex cell (C) layer. LeCun and his colleagues, on the other hand, developed a series of CoNN architectures, dubbed LeNet (1) (2) (3) (4) (5) , based on the perceptron neuron and the three architectural ideas of local receptive fields, weight sharing and subsampling [2] , [8] . Their architectures consist of a cascade of convolutional and subsampling layers. The neurons in the convolutional layers are simple sigmoid type neurons; that is, the neuron output is a weighted sum of its inputs followed by a sigmoid squashing function.
Recently, we have proposed a new class of CoNNs, based on the physiologically plausible mechanism of shunting inhibition [9] . These networks, dubbed shunting inhibitory convolutional neural networks (SICoNNets), have a flexible "do-it-yourself" architecture, where the user only specifies the input size, the receptive field size, number of layers and/or number of feature maps, number of outputs, and the connection scheme between layers-there are three possible connection strategies. The processing elements of the hidden layers are shunting inhibitory neurons. There are two main reasons for such a choice. First, shunting inhibition has been extensively used to model some important visual and cognitive functions [10] [11] [12] [13] [14] [15] . The second and more important reason is that when shunting neurons are used in a feedforward architecture for classification and nonlinear regression, they were found to be more powerful than the conventional multilayer perceptron (MLP) architecture; a single 1 The receptive field is the area from which a neuron receives its inputs.
shunting neuron can form linear as well as nonlinear decision boundaries much more readily and, hence, it can solve linear nonseparable problems, such as the XOR problem [16] , [17] .
The implementation of training methods for CoNNs is much more complex than that of the MLPs due to weight sharing, the organization of the processing elements, and the connection strategies. Very few studies have been done to develop training algorithms for these 2-D architectures. Most of the existing CoNNs are either used with a simple training method such as steepest descent algorithm or they are trained layer by layer. This paper deals with the development of training algorithms for the proposed CoNN architecture. Training algorithms, based on first-and second-order gradient algorithms and hybrid optimization techniques, have been developed and tested on three different SICoNNet architectures. The rest of this article is organized as follows. The next section describes the proposed CoNN architecture and its connection strategies. The third section presents the various training algorithms that have been developed for SICoNNets. The experimental procedure and results are given in Section IV, followed by the conclusion in Section V. Finally, the Appendix presents the detailed derivation of the gradient terms required by the proposed training algorithms for the new network architecture.
II. DESCRIPTION OF SICoNNet ARCHITECTURE
This section describes in detail the proposed CoNN architecture and its various connection schemes. This is followed by a description of the mathematical model of the shunting neuron, the basic computing element of the feature maps in the proposed architecture. Finally, we highlight the major structural differences between the proposed architecture and existing CoNNs.
A. Network Architecture
The proposed CoNN architecture is a multilayer network where the input layer is a 2-D square array of arbitrary size. Each hidden layer consists of several planes of shunting inhibitory neurons. Each plane, also known as feature map, has a unique set of incoming weights, where is chosen to be an odd integer. The reasons why is taken as an odd integer are: 1) to remove the ambiguity about the choice of the central weight among the set of incoming weights and 2) to facilitate the formulation of the output equation for the shunting neuron in the feature map and the derivation of the training algorithm. In the feature map, all the neurons share the same set of weights connecting to different locations in the input image (receptive field). This process allows the neurons in a feature map to extract elementary visual feature from the input image, and subsequent hidden layers. The same receptive field size is used to connect from one layer to the next layer throughout the network architecture. Subsampling is performed within each hidden layer by shifting the centres of receptive fields of neighboring neurons by two positions, horizontally and vertically, as shown in Fig. 1(a) . In other words, this architecture merges the feature extraction layer and subsampling layer into one. Consequently, the size of the feature map is reduced by one quarter in successive layers.
The last hidden layer is fully connected to the output layer. However, to minimize the number of trainable weights, local averaging is performed on all feature maps of the last hidden layer: in the current implementation, small (2 2) nonoverlapping regions are averaged and the resulting signals are fed into the output layer [ Fig. 1(b) ]. In case where the feature maps in the last hidden layer consist of single neurons only, the outputs of these neurons serve as inputs directly to the output layer. The output layer consists of a set of linear or sigmoid neurons; that is, the response of an output neuron is a weighted sum of its input signals added to a bias term, and the result is passed through a linear or sigmoidal activation function. Mathematically, the response of an output neuron is given by (1) where is the activation function, 's are the connection weights, is the bias term, and is the number of inputs to the output layer .
B. Connection Strategies
Even though the local receptive field is used as a medium to connect the feature maps in successive layers, a connection strategy between layers is required to construct the network topology. Therefore, three connection schemes, shown in Fig. 2 , have been developed: full-connection, Toeplitz-connection and binary-connection. These connection strategies link successive layers in a systematic manner, without user interference. In the full-connection scheme, each feature map is fully connected to the feature maps in the succeeding layer, and each layer has an arbitrary number of feature maps, depending on the number of features to be extracted. This scheme is similar to the connection scheme of MLP, where the numbers of hidden layers and hidden units (equivalent to feature maps) can be altered arbitrarily. In the Toeplitz-and binary-connection schemes, the number of feature maps in each layer is constrained to an integer power of 2: the number of feature maps in the th hidden layer is equal to . Furthermore, in the binary-connection scheme, each feature map branches out to two feature maps in the succeeding layer, forming a binary tree [ Fig. 2(c) ].
In the Toeplitz-connection scheme, a feature map may have one-to-one or one-to-many links with feature maps in the preceding layer. As an example, Table I illustrates the connections between Layer 2 (L-2) and Layer 3 (L-3). Suppose that Layer 3 contains eight feature maps, labeled 1-8 (first column), and Layer 2 has four feature maps, labeled A, B, C, and D. Feature maps 1 and 8 have one-to-one connections with feature maps A and D, respectively. Feature map 2 has connections with feature maps B and A; the rest of the connections form a Toeplitz matrix, hence, the name. In other words, each feature map in Layer 2 connects to the same number of feature maps in Layer 3 (in this case five), and its connections appear along a diagonal of the connection matrix. The same principle is used to connect the other layers.
One can say that the two partial-connection strategies (Toeplitz and binary) are special cases of the full-connection scheme, whereby some of the connections are set to zero. These two connection schemes are quite suitable for the proposed network architecture; in each layer, the size of the feature maps is reduced to one fourth of the size of the feature maps in the previous layer; to compensate for this loss, more feature maps are required. One advantage of these partial-connection schemes is that the network size depends only on the number of hidden layers and the number of neurons in the output layer. In the proposed architecture, however, the number of hidden layers is dependent on the size of the 2-D input.
C. Shunting Inhibitory Neuron Model
Shunting inhibition is a powerful computational mechanism that plays an important role in sensory information processing. From the time it was suggested as a plausible neuro-physiological mechanism in the early 1960s, shunting inhibition has been incorporated into several important neuro-information processing models. For example, Grossberg employed it extensively to model a number of visual and cognitive functions [10] . Pinter used it to model the adaptation phenomena in receptive field organizations and modulation transfer functions [11] , [12] . A model of motion detection in insects, based on shunting inhibition, was developed by Bouzerdoum and Pinter [13] , [14] . The same authors also developed a cellular neural network architecture, which has been applied to various vision and image processing tasks [15] . More recently, shunting inhibition has been used in a feedforward neural network architecture for supervised pattern classification and regression [17] , [18] . In this architecture, the activation of the hidden neurons is governed by the steady-state response of the shunting inhibitory neuron model [16] , [17] , [19] , [20] , which has since been generalized to the following [18] : (2) where is the activity of the shunting neuron, is the th input, is the passive decay rate, and are the connection weights of the th input, and are constant biases, and are activation functions, and is the number of inputs inside the receptive field taken from the 2-D input, i.e., . A model of the shunting neuron is shown in Fig. 3 .
In this paper, the neuron model (2) is used to build 2-D feature maps for the proposed CoNN architecture. Therefore, the output of the shunting neuron at location in feature map ( th feature map in the th layer) is shown in (3) at the bottom of the page where represents the output of the th feature map of the th layer; denotes the number of feature maps in the th layer; is the size of the feature map; and are the set of weights (convolution masks), and the "*" denotes the 2-D convolution operator. As stated earlier, all the shunting neurons in a feature map share the same weights, and , but the biases and the passive decay rate constant can either be shared or each neuron can have its own , and terms. Furthermore, a constraint is imposed on (3) so as to avoid division by zero. More precisely, the denominator of (3) is kept always positive; in our case, it is bounded from the following inequality by a small positive constant: (4) For the previous inequality to hold, both the passive decay rate and the activation function must be bounded from below. Therefore, given the lower bound of , the lower bound of the passive decay rate is set accordingly so that (4) is always satisfied (5) This constraint is enforced during both initialization and training phases.
D. Structural Differences Between Our Network and the Existing CoNNs Structure
The similarity between the new class of CoNNs and the existing CoNN architectures [4] , [21] , [22] is that all of them are based on the same structural concepts of local receptive fields, weight sharing and subsampling. However, their implementations in the new architecture differ markedly. The CoNNs used in face detection [21] and face recognition [4] are based on the network architecture developed by LeCun et al. [2] for handwritten digit recognition. This network architecture was implemented in such way that each convolutional layer is followed by a subsampling layer. In [22] , a blurring filter of size 3 3 has been used together with a subsampling operation. In our proposed network, the convolutional and subsampling layers are collapsed into one layer, which simplifies the network architecture. Furthermore, the receptive field size in the CoNN used for face detection [21] is different for each convolutional layer, whereas in our approach the same receptive field size is employed throughout the network architecture. In [2] and [21] , the connections from the first subsampling layer to the second convolutional layer are manually specified by the user, depending on the specific task to be solved. In our proposed CoNN architecture, three types of systematic connection strategies have been developed: fully connected, Toeplitz-connected and binary-connected. However, the main difference between the CoNNs used in [4] and [21] and our network architecture is the use of the shunting neuron as the elementary processing unit in our architecture.
III. TRAINING ALGORITHMS
Very few studies have been devoted to the design of general training algorithms for CoNNs, barring some algorithms developed for specific architectures designed to solve specific tasks [2] , [7] . This is due to the fact that the connection schemes used in existing architectures are quite complex, and very often need to be hand-coded for the task at hand. Nonetheless, the proposed CoNN architecture, with its systematic connection strategies, simplifies the development of general training algorithms.
for (3) Training a neural network with free parameters (weights and biases) is equivalent to optimizing a function of independent variables. In supervised learning, this function is usually taken as the mean squared error (MSE) (6) where is the number of output neurons, is the number of training patterns, is the number of training iterations, and are, respectively, the actual and desired response of the th output neuron due to the th input pattern. Let be the -dimensional column vector containing all free parameters (i.e., adaptable weights) of the network at the th iteration where ' ' denotes the transpose operator. The weight vector is obtained by reshaping all the weights in the receptive fields and biases of the neurons in the feature maps, where elements are taken column-wise, from the first hidden layer to the last layer of the network, forming a large column vector. To optimize the error function in (6), the following update rule is applied iteratively, starting from an initial weight vector (7) with (8) where is the weight-update vector, is a search direction, and is the step-length at the th iteration. There are various ways for computing the search direction and the step-length, ranging from the simple gradient descent to the more efficient conjugate gradient and quasi-Newton methods. The simplest solution is to take a constant step-length, , and set the search direction to the negative gradient, which is the direction of the steepest descent from any given point on the error surface; that is (9) where is the gradient vector of the error function at the th epoch. The gradient vector is an -dimensional column vector given by where is the local gradient. This method is often called the steepest descent algorithm. In general, gradient information is required to effect a weight update. In a multilayer feedforward network, the gradient vector can be computed very efficiently using the error-backpropagation algorithm [23] ; a derivation of error backpropagation for the proposed CoNN is given in the Appendix. Gradient descent methods usually work quite well during the early stages of the optimization process. However, as the error surface starts taking the form of a ravine or a very flat region, these methods behave poorly because only small steps are taken toward the bottom. Therefore, many optimization algorithms employ not only the gradient, but also the curvature of the error surface, to minimize the error function. This section presents a number of such techniques that have been implemented for the proposed CoNN architecture. They use batch training, in which any weight update is performed after the presentation of all input patterns.
A. First-Order Hybrid Training Method
In this paper we propose a hybrid training method based on the combination of Rprop [24] , Quickprop [25] , and SuperSAB [26] . It is a local adaptation strategy where the temporal behavior of the partial derivative of the weight is used in the computation of the weight-update. The weight update rule is given by (10) where " " is the element-by-element product of two column vectors. The weight-update vector is computed using the same principle as Rprop (more on this later). The vector of adaptive momentum rate is taken as the vector of magnitude of the Quickprop-step, as defined in (15) . Furthermore, if there is a decrease in the current error with respect to the error in the previous iteration, a small percentage of the negative gradient is added to the weight (11) where is the vector of step-length and is adapted in the same way as in the SuperSAB method, which is described in the following.
1) Calculating the Weight-Update
: From the strategy proposed by Riedmiller and Braun [24] , the adaptation of the weight is divided into two parts. In the first part, the th weight of the weight vector is allowed to have its own step-size , which is adjusted based on the observation of the behavior of the local gradient during two successive iterations if if otherwise (12) where , and are the upper and lower limits of the step-size, respectively; the initial value is set to 0.001. In the second part, the weight-update of the th weight is determined using the "Manhattan-learning" rule (13) where is the signum function. In addition, when the current local gradient has a change of sign with respect to the previous local gradient of the same weight, the stored local gradient is set to zero to avoid an update in that weight in the next iteration. In case of a change in the sign of the local gradient and an increase in the network error, a backtracking process is also included to revert back to the previous weight, which is multiplied by an adaptive momentum rate if and then (14) 2) Calculating the Adaptive Momentum Rate : The adaptive momentum rate for the th weight is derived from the Quickprop algorithm by taking the magnitude of the Quickprop-step, and is given by (15) It is then constrained in the interval [0.5, 1.5] by (16) and (17) (16) if if (17) 3) Calculating the Adaptive Step Length : Tollenaere [26] proposed the use of a separate step-length for each weight; and the adaptation process is performed by (18) if if (18) To prevent the learning rate from increasing indefinitely, it is bounded as follows:
and (19) Hence, combining the functions use to compute the weight-update, the adaptive momentum rate and the adaptive step length, the proposed hybrid algorithm can be described by the following pseudocode.
Input: Initialize , and .
Calculate the local gradient.
While stopping criterion is not met do
Calculate the adaptive momentum rate , according to (15) The limits for the step-size of the proposed hybrid training method are obtained after several training trials; they were set to 10 and , respectively. In most of the trials, the convergence of the training was insensitive to the upper bound; nonetheless, the step-size was bounded by to prevent the training algorithm from diverging in some cases, and bounded by to reduce the risk of getting stuck in local minima by allowing a small change in the weights. The thresholds for the adaptive momentum rate given in (16) and (17) 
B. Conjugate Gradient Methods
The conjugate gradient method is another efficient optimization technique; it can minimize a quadratic error function of variables in steps. This method generates a search direction that is mutually conjugate to the previous search directions, with respect to a given positive definite matrix , and finds the optimal point in that direction, using a line-search technique. Two search directions and are said to be mutually conjugate with respect to if the following condition is satisfied:
where (20) In other words, the next search direction is calculated as a linear combination of the previous direction and the current gradient, in such a way that the minimization steps in all previous directions are not interfered with. The next search direction can be determined as follows:
The variable is a scalar chosen so that becomes the th conjugate direction. There are various ways for computing the scalar : each one generates a distinct nonlinear conjugate gradient method which has its own convergence property and numerical performance. Several formulae for computing have been proposed; the most notable ones are the following.
• Fletcher-Reeves (FR) [27] (22)
• Hestenes-Stiefel (HS) [29] (24)
where denotes the Euclidean norm. In [31] , Hu and Storey proposed a hybrid conjugate gradient method (HY-HuSt) by combining the good numerical performance of Polak-Ribière (PR) method and the nice global con-vergence properties of Fletcher-Reeves (FR) method. Subsequently, Gilbert and Nocedal [32] suggested a modified version of Hu-Storey method (HY-GN). The respective parameter of these two methods is given by (26) and (27) Dai and Yuan [33] developed two other hybrid conjugate gradient techniques (HY-DY, HY-DY-V1), and their experimental results showed that their methods outperform the Polak-Ribière method (28) (29) where (here is set to 0.1). Furthermore, it was suggested in [33] that (29) has better performance than (28) as it relates to the restart strategy proposed in [34] and prevents two consecutive search directions from being almost opposite.
C. Quasi-Newton Methods
Quasi-Newton methods were developed based on Newton's optimization method in which the Hessian matrix is substituted by a Hessian approximation to avoid the calculation of the exact Hessian matrix. This method generates the search direction by solving (30) , and finds the step-length using a backtracking line search technique (30) Currently, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is considered one of the most popular quasi-Newton methods. It uses information from the changes in weights and gradient in the process of computing iteratively the matrix . To solve (30) for , the inverse of needs to be computed. A common method to compute a matrix inverse is to apply the Sherman-Morrison formula, (31), twice [35] (31)
The matrix is considered to be nonsingular, and and are column vectors. For to be nonsingular, the denominator of (31) is assumed to be nonzero. Hence, applying the previous formula twice yields an inverse BFGS formula [36] (32) where , and . The initial estimate of the Hessian is usually taken to be the identity matrix .
Most of the studies on global convergence of the BFGS method are focused on convex minimization problems. Recently, variants of BFGS have been proposed for convex/nonconvex unconstrained optimization problems, some of which have been shown to be better than the original algorithm. Li [37] proposed a modification of the BFGS method, which he claims to possess a global convergence property, even without the convexity assumption, and under certain conditions has super-linear convergence. The modification proposed by Li is to compute as (33) where (34) A backtracking line-search is used to compute the optimal steplength. On the other hand, Liao [38] 
D. Levenberg-Marquardt Method and Its Variants
Levenberg-Marquardt (LM) optimization technique is one of the most popular and effective second-order algorithms for training feedforward neural networks. One of the characteristics of this method is that it combines the stability of gradient descent with the speed of Newton's algorithm. The LM learning expression is formulated as follows: (39) where (40) Here denotes the Jacobian matrix, is an approximation to the Hessian matrix, is a regularization parameter which prevents from becoming an ill-conditioned matrix, is the identity matrix, and is the error vector (details of how the Jacobian matrix is calculated with the standard backpropagation algorithm can be found in [39] ). Equation (40) shows that when 0, the LM method behaves as the Gauss-Newton method, whereas for very large values of it tends to the gradient descent with a very small step-size. During the training process, the regularization parameter is incremented or decremented by a factor of ten; that is, whenever a computed step-size results in an increase in the network error, is divided by ten, and vice-versa. However, even with this adaptation of the regularization parameter, there are situations where the matrix becomes ill-conditioned. One possible way to avoid such situations from happening, in our case, is to constrain the regularization parameter to the range ; experiments show that keeping the regularization parameter in this range reduces the risk of running into an ill-conditioned matrix.
As the LM algorithm is a local optimization method, it is not guaranteed to converge to the global minimum of the objective function. Ampazis and Perantonis [40] proposed to add an adaptive momentum term, by formulating the training task as a constrained optimization problem whose solution effectively offers the necessary framework for incorporating the momentum term into the learning rule. The resulting weight update rule is given by 
The regularization parameter in (40) is decreased by a factor of ten when the following Wolfe condition holds:
where is a constant in the interval is the objective function. The previous inequality can be simplified as follows: (49) In this case the constant is set to 0.1. However, if the previous condition does not hold the parameter is increased by the same factor until there is a reduction in the error function.
E. Least Squares Method
The least squares (LS) method has been used to train multilayer neural networks and was shown to converge faster than the gradient descent method [41] , [42] . It is based on a direct determination of the matrices of weights by solving, in the LS sense, a set of systems of linear equations [43] . As the inputs and desired output are available for each output neuron, it is possible to calculate the weights from the last hidden layer to the output layer using LS technique for linear equations. In this paper, this technique is combined with the proposed hybrid method as well as the LM algorithm.
1) Integration of LS Method With the Hybrid Method (QR-PROPLS):
The QRPROPLS method consists of two training modules. The first module updates all the weights in the network by applying (10) at every epoch. Then a network evaluation is conducted on the training set with the updated weights. The evaluation results are used by the hybrid method to compute the next step-size. The second training module is based on updating the weights in the final layer of the network. Having the actual outputs of the last hidden layer and the desired outputs, a LS method is used to further tune the weights in the final layer starting from the second epoch. One assumption that has to be made is that the number of training patterns must be greater than the number of weights in , which is the case for most practical pattern recognition problems. Another assumption is that the activation function of the output layer is invertible. Under these assumptions, the problem becomes an over-determined system of linear equations (50) To simplify the derivation of the solution of (50), the final layer of the network is assumed to have a single neuron. In this case, is a column vector of desired outputs, where each element corresponds to an input pattern, is a matrix whose columns contain the actual outputs of the last hidden layer, and is a column vector of weights to be computed. The general LS solution of (50) Once the weights in the final layer are further adjusted, the output of the network is computed to monitor the training progress. The gradient vector is computed and used by the hybrid method to calculate the next step-size.
2) Integration of LS Method With the LM Method:
The same strategy as explained previously is used to implement the LS method with the LM algorithm, except that now the weights are updated by the LM method in each epoch. From the second iteration onwards, the weights in the output layer are further updated by either (51) or (55) depending on the rank of X. After applying the LS method to the final layer, the output of the network is computed to monitor the training progress.
IV. EXPERIMENTAL RESULTS

A. Classification Problem
The problem that has been chosen for this experiment is the visual pattern recognition task of face/nonface discrimination. This 2-D problem is much harder to solve in comparison to digit recognition; it is a stepping-stone for various applications, such as security access control, model-based video coding, content-based video indexing, and advanced human-computer interactions. Two experiments have been performed to investigate the classification accuracy and the convergence speed of the training algorithms described in the previous section. A small training set containing 50 face patterns and 50 nonface patterns (of size 24 24) has been used to test the convergence speed of the developed training algorithms. Some examples of the face and nonface patterns used in the training and test sets are shown in Fig. 4 . The face patterns are taken from ECU 2 face and skin 2 ECU stands for Edith Cowan University, Perth, Australia. detection database [44] , and the nonface patterns are collected using a bootstrap procedure. The desired output values of the network are 1 for a face and for a nonface pattern. All images in the dataset were converted to gray-scale, histogram equalized to improve the image contrast, and finally scaled to the range .
B. Network Structure and Initialization Process
The network architecture that has been used for comparing the different training algorithms is shown in Fig. 5 . It is a threelayer network with two feature maps in the first hidden layer, four feature maps in the second hidden layer, and one output neuron. After preliminary tests on different combinations of activation functions and a comparison of performance based on classification rate, the activation functions in the first hidden layer were chosen to be hyperbolic-tangent/exponential functions, whereas the logarithmic sigmoid/exponential were the activation functions in the second hidden layer, and a linear function in the output layer. Receptive fields of size 5 5 are used throughout the network. All the shunting neurons in the feature maps have their own bias parameters as well as their own passive decay rate constants; the network has a total of 1633 free parameters. In the initialization phase, the weights of each feature map were initialized to uniformly distributed random value in the range ; they were then divided by the width of the receptive field, i.e., 5. The bias parameters and were initialized similarly, but without scaling. Furthermore, the passive decay rate parameter was initialized in the range [0, 1] and was constrained to satisfy the condition given in (5). 
C. Evaluation Procedure for Training Algorithms
To evaluate the convergence speed of the aforementioned training algorithms, 50 networks of the same structure, but different initial weights, were generated for each algorithm. In this particular classification problem, a training process is considered to be successful when the MSE reaches 0.1. On the other hand, a training process fails to converge when it reaches the maximum training time before reaching the desired MSE. The training time of an algorithm is defined as the number of epochs required to meet the stopping criterion. In these experiments, the maximum training time was set to 500 epochs. To compare the performances of the various algorithms, the following variables have been recorded for each training algorithm: the maximum training time Max., the minimum training time Min., the average training time Aver., the standard deviation of the training time Std., and the number of successful trials out of 50 runs, S.T. If a training trial fails, it is not included in the statistics; however, the result is reflected in the number of successes out of 50 trials. In addition, information about the memory storage required for each training algorithm is also included. These expressions are based on the parameters which required by the training algorithm to compute a weight update, for example, the gradient vector, the Hessian approximation, named a few.
D. Convergence Speed
Sixteen different training algorithms were implemented and tested; they are listed in the following: Table II presents the statistical data for the convergence speed of the 16 training algorithms tested on SICoNNets with their three connection schemes. The second column of the table illustrates an approximation of the amount of memory used by each training algorithm. All the sixteen training algorithms met the stopping criterion MSE 0.1 , at different training times, in all 50 training trials, and none of them failed to converge. In this experiment, the line search method proposed by Charalambous [45] is used in the previous conjugate gradient methods as it is the most widely used in the Neural Network Matlab Toolbox and has produced excellent results for many different problems. Although, it requires an additional computation of the gradient, it achieves adequate reductions in the error function with fewer number of iterations. The criteria that are used to stop the line search are based on Wolfe condition (48) and the curvature condition (56) These two conditions are known as the strong Wolfe conditions. The values of and are set to 0.001 and 0.1, respectively. Among the four standard conjugate gradient methods, the PR method has the best performance; those that have the poorest results are DY and HS methods. The hybrid conjugate gradient methods such as HY-HuSt and HY-GN produce better results compared to HY-DY and HY-DY-V1 methods. However, the experimental results of the hybrid method HY-DY-V1 confirm these authors' claim that (29) has better convergence speed than (28) . Among the eight conjugate gradient variants, HY-HuSt has the best convergence speed as it inherits the properties of PR and FR methods. The second best conjugate gradient is the PR method with a training time of 22 epochs on average.
In quasi-Newton methods, the modified BFGS algorithms perform slightly better than the original in terms of average training time. This finding supports the claims made in [37] and [38] . As the BFGS update proposed by Liao has a better "self-correcting" property by correcting for large eigenvalues more efficiently, it produces better result in comparison to the original BFGS and the modified BFGS proposed by Li. The quasi-Newton methods require slightly more operations to calculate an iterate and require more memory to store the matrix , but these additional costs are outweighed by the advantage of better convergence, compared to conjugate gradient methods; on average there is a reduction of 10 epochs between these two groups of training algorithms. The variant of LM algorithm developed by Ampazis and Perantonis performs better than the original LM algorithm at the expense of additional memory for storing the previous weight update. The maximum number of epochs reached by LM algorithm is 46, whereas the maximum training time used by OLMAM method is 19 epochs.
During the experiment when the hybrid technique with and without LS method were used to train the networks in which the shunting neurons in a feature map have their own biases and passive decay rate constants, we found that the denominator of (3) became very large after a certain number of training iterations because of the exponential activation function. Consequently, the training process stopped. Therefore, for these particular training methods, the bias parameter has been bounded above by 10 during the training. Nevertheless, our experiments based on a small training set show that the proposed hybrid technique, QRPROPLS, converges slightly faster than some secondorder training methods, such as the LM algorithm, and it is definitely more efficient than the LM algorithm in terms of computation load and memory storage. For example, the module that requires the most memory storage in QRPROPLS is the matrix of size , where is the number of inputs to the final layer. However, the LM algorithm requires the computation of the Jacobian matrix and the approximated Hessian matrix , which are of size and (where is the number of training patterns, is the number of output neurons, and is the total number of weights), respectively. As a numerical example, for a three-layer network with an output neuron having 37 inputs and a training set of 100 samples, the matrix contains 3700 elements, whereas the matrices and have, respectively, 163300 and 2666689 elements. It is clear that QRPROPLS uses much less memory storage compared to the LM algorithm. In terms of computation cost, the QRPROPLS method needs only two network evaluations to update the weights in each epoch, whereas the LM method requires two or more network evaluations to determine the regularization parameter. However, the QRPRPLS method requires several thresholds to be tuned, such as the limits for the step-size, the adaptive momentum rate and the adaptive learning rate. In general, the threshold values used in our experiments produce good results. Even though the LMLS method has the fastest convergence rate, it requires a huge amount of memory storage to compute the Jacobian matrix of the error function, and requires the inversion of matrices with dimensions equal to the number of free network parameters. Further adapting the weights in the output layer of the proposed network with a LS method enhances the convergence speed of the training method. For example, the difference between LM and LMLS algorithms is six epochs on average across all three networks. The results obtained with QRPROPLS also supports the same claim, whereas in this case there is a significant improvement in the training method, i.e., 19 epochs. Fig. 6(a) and (b) shows the time evolution of the MSE, as a function of the training epochs, for four training algorithms: QR-PROP, QRPROPLS, LM, and LMLS. Note that all four algorithms used the same initialized network and the same training dataset. The curves in these figures illustrate that there is an improvement in convergence speed of both training algorithms when combined with the LS method.
E. Classification Accuracy and Generalization Ability
Another experiment was performed to demonstrate the classification accuracy and generalization ability of the proposed network architectures. The ten-fold cross-validation technique , TABLE III  AVERAGE CLASSIFICATION RATES AND ERROR RATES OF THE THREE CONNECTION SCHEMES OBTAINED USING TEN-FOLD CROSS-VALIDATION which is usually used to estimate the generalization error of a given model, has been used to train and test the three SICoNNet architectures with all 16 training algorithms. A dataset consists of 2000 face patterns and 2000 nonface patterns was used, and in each fold 3600 patterns were used for training and 400 patterns for testing. The input patterns (of size 24 24 pixels) were preprocessed with histogram equalization and linearly scaled to the range . Furthermore, the bias parameters and the passive decay rate constant are shared by the neurons in the feature map. In other words, all the shunting neurons in the feature map share the same set of incoming weights as well as the bias parameters and the passive decay rate constant. This means that the number of trainable weights in the network is now reduced to 355, which could improve the generalization. Training is terminated if either the number of iterations reaches 200 or the MSE is smaller than or equal to 0.1. The threshold value to separate face and nonface patterns at the network output is chosen so that the total classification error is at a minimum.
Table III presents the classification rates and error rates of the three proposed network architectures. The first column lists the training algorithms, and the remaining columns list the classification rates for face and nonface patterns and the error rates of the three architectures: binary-, Toeplitz-and fully connected networks. The last column gives the average error rates for each training algorithm, across all three networks, and the last row presents the average classification and error rates of each network, across all training algorithms. It is clear from the results presented in the last column of Table III that the best training algorithms, in terms of average error rates, are the OLMAM, LMLS, LM, BFGS-Li, BFGS-Liao, and QRPROPLS; they all achieve error rate of less than 3% averaged across all three networks. The OLMAM, LM, LMLS, BFGS-Liao, and QRPROPLS algorithms perform consistently well with all networks (their error rates are less than 3%), whereas the performance of the BFGS-Li algorithm is lightly worse for the binary-connected network error rate % .
While the proposed hybrid method QRPROP is not among the best performing training algorithms, it nevertheless outperforms some of the conjugate gradient methods and the standard BFGS quasi-Newton method. However, the performance of the hybrid method improves significantly when combined with the LS method to the point where it becomes competitive with LM algorithms; there is a reduction of 1.62% in average error rate across all network architectures. The results in Table III also show that the binary-and Toeplitz-connected networks outperform slightly the fully connected network: their average error rates across all training algorithms are 3.93% for binary-connected, 4.30% for the Toeplitz-connected, and 5.01% for the fully connected network. However, all three network architectures achieve good classification accuracy, with different training algorithms: the lowest error rates for each architecture are 1.95% for Toeplitz-connected, 2.1% for the binary-connected, and 2.2% for the fully connected network. In general, all the developed training algorithms work well with less than 10% of false alarm rate. Overall, OLMAM method is the best training algorithm in terms of classification accuracy, but it requires a lot of computation and memory storage. Our proposed hybrid training method is considered among the best five algorithms, and it uses much less memory storage compared to the OLMAM algorithm.
V. CONCLUSION
In this paper, several optimization methods with necessary modifications have been implemented for training a new class of convolutional neural networks (SICoNNets). Three network architectures based on three different connection strategies (binary-, Toeplitz-and fully connected) have been trained and tested. Training algorithms for this type of networks are quite easy to implement due to the systematic connection strategies and their simple network architectures. Experimental results, based on a face discrimination task, show that all implemented algorithms can be used to train the proposed CoNN architectures. A correct face classification rate of 98.20% (with 2.10% false alarm) is achieved with a two-layer binary-connected network trained using the OLMAM algorithm. Furthermore, a new hybrid training method has been proposed, based on the combination of three existing first-order methods (Quickprop, Rprop, SuperSAB) and the LS method. Experimental results indicate that the new hybrid training method has similar performance to the LM algorithm, but much lower computational cost and memory storage. As the new hybrid method requires only gradient information, it is very suitable for training networks with large number of free parameters. In general, we can conclude that when the weights of the output layer are further adapted with the LS method, there is improvements in both classification accuracy and convergence speed of training.
APPENDIX DERIVATION OF ERROR BACKPROPAGATION
Nomenclature
Output of the th feature map of the th layer. where is the synaptic weight from the th neuron of the th layer to the th neuron of the th layer, and is the number of outputs generated after the local averaging at the th layer. The prime on function signifies differentiation with respect to the argument. As the th layer is made up of feature maps, the computed error sensitivities have to be rearranged into a matrix form, by duplicating each error sensitivity into four, as shown in Fig. 7 . For other layers , the error sensitivity for the th feature map at position is computed as (A.6)
As the error sensitivity and the computed output of the th layer have a quarter the size of the feature map of the preceding layer, they have to be up-sampled by adding odd columns and rows that contain zeros until they have the same size as the feature map of the th layer. So, we now have (A.7) Now, the second term on the RHS of (A.12) has to be simplified. From the definition of (A.1), the partial derivative of with respect to is (A.13)
Up-sampling the results generated in layer th in (A.13) by two, and replacing and in terms of and , respectively, we compute the error sensitivity in the th feature map of the th layer at as (A.14) 
