Abstract. Evolutionary algorithms have been applied to function identification problems with great success. This paper presents an approach in which the individuals represent a partition of the input space in Voronoi regions together with a set of local functions associated to each one of these regions. In this way, the solution corresponds to a combination of local functions over a spatial structure topologically represented by a Voronoi diagram. Experiments show that the evolutionary algorithm can successfully evolve both the partition of the input space and the parameters of the local functions in simple problems.
the unknown function are given, function identification, also then called data fitting, can be addressed by standard deterministic numerical methods. This is not the case, however, for the so-called inverse problems: In control for instance, candidate controllers cannot be specified just by a set of samples of values of the independent and dependent variables; but a good simulation of the plant is usually available, and allows one to evaluate candidate controllers. Even worse, it is usual that some regions of the space are oversampled, while others are undersampled.
This work is part of a series of investigations regarding the usefulness of a particular representation and operators defined to solve the inverse approximation problem with evolutionary algorithms. The objective is to find both a partition of the domain into a set of regions and a set of functions to be applied in each region. In this way, instead of the solution being defined by a single global function, it is defined by a set of local functions. The partition of the domain is defined in terms of Voronoi regions, a geometric structure that proved to be useful in interpolation [4] [2] and evolution applied to structural mechanics problems [10] . No restrictions are defined for the local functions, but they are expected to be simple functions. Two possible rules for their combination are proposed in order to get a solution in the whole domain.
The paper is organized as follows: section 2 presents the details on the domain partition based on Voronoi regions, section 3 presents details on local approximators and the way in which they are combined, section 4 introduces the representation and the evolutionary operators, section 5 some numerical results on simple problems and section 6 presents the conclusions and the current lines of research.
Domain Partition
The domain partition strategy is based on Voronoi diagrams. A Voronoi diagram induces a subdivision of the space based on a set of points called sites. An important property is that a number of operations can be executed on its topological structure just by operating with the sites.
Formally [5] , a Voronoi diagram of a set of n points P is the subdivision of the plane into n cells, one for each site in P , with the property that a point q lies in the cell corresponding to a site p i if and only if the distance between q and p i is smaller than the distance between q and p j for each p j ∈ P with j = i. In other words, the cell of the site p i contains all the points in the plane for which p i is the closest site. The Voronoi diagram of P will be denoted by Vor(P ) and the cell (or region) that corresponds to p i by Vor(p i ). Figure 1 illustrates an example of a Voronoi diagram in IR 2 . The definition can be straightforward extended to IR n , with n ≥ 2. A related concept that will be used in the paper is the so called Delaunay triangulation. A triangulation [5] of a set of points P is defined as the maximal planar subdivision whose vertex set is P . A maximal planar subdivision S is a subdivision such that no edge connecting two vertices can be added to S without destroying its planarity. In other words, any edge that is not in S intersects one of the existing edges. A triangulation T of a set of points P is a Delaunay triangulation if and only if the circumcicle of any triangle in T does not contain a point of P in its interior. A circumcicle of a triangle is defined as the circle that goes through its three summits. Figure 1 illustrates an example of a Delaunay triangulation in IR 2 . 
Approximation
A solution to the function identification problem is defined by a partition of the domain in Voronoi regions together with a set of local functions. Two ways of recombining local functions are proposed: a non continuous combination, where each function defines the approximation in its own region, and a continuous combination, where the local functions are adapted in order to get a continuous approximation in the complete domain.
The Non-continuous Combination
Given a set of points P = {p 1 , p 2 , . . . , p n } and a set of continuous local func-
, the value of the approximation F is defined as follows:
The value of the approximation F is computed as the value of the local function f i associated to the Voronoi region to which the input value x belongs. The definition of F presents the following properties:
-It is defined on every point in the domain, provided that the local functions are defined, since the Voronoi diagram induces a partition of the complete domain. -It is a (possibly) discontinuous function, presenting discontinuities at the Voronoi region boundaries.
The Continuous Combination
Given a set of points P = {p 1 
The value of the approximation F is computed as the value of the local function f i associated to the Voronoi region to which the input value x belongs to, scaled by a distance factor D, with the addition of the value of a global function L evaluated on x.
The distance factor D is defined as follows:
where p i is the center of the Voronoi region to which x belongs to, boundary ( [12] . As an example, there are three barycentric coordinates for a point in IR 2 : l 1 , l 2 , l 3 , with l i = 1. The value of one of each of the barycentric coordinates is 1 in a vertex while the value of the others barycentric coordinates is 0. Figure 2 presents it is true that every point in the domain belongs to a Voronoi region, it is not the case with the Delaunay triangulation. Some points that belong to unbounded Voronoi regions do not belong to any triangle defined by the Delaunay triangulation (see figure 1) . In order to define L on these points, a large triangle covering the whole domain and containing all points in P is defined with values 0 associated to its vertices [5] .
The Evolutionary Algorithm
This section introduces the representation used for the individuals and the definition of the evolutionary operators.
The Representation
Each individual has to represent a complete solution, or in other words, a complete approximation F. A convenient representation is a list of variable length of Voronoi sites, local approximator parameters and global function values (if used), represented as real values.
In order to formalize the definition, let us define a local vector as the vector that contains all parameters associated to a Voronoi region: the coordinates that define the site, the parameters of the local approximator and the value of the global function (if applicable). A local vector lv i of an individual ind with non continuous approximation is defined as the vector: [c 1 , . . . , c d , par 1 , par 2 , . . . , par m ] or as the following vector with the continuous approach: [c 1 , . . . , c d , v, par 1 , par 2 , . . . , par m ] where the site coordinates are (c 1 , . . . , c d ) , d the dimension of the domain, v the value of the global function on the site and par 1 , . . . , par m the m parameters that defines the local approximator.
An individual ind can be represented as a vector of variable length that is built from the concatenation of the local vectors that represent the local approximators in the solution:
As an example, an individual in IR with 3 local approximators defined with two parameters (a and b) each one is:
with non continuous approximation:
with continuous approximation:
The representation proposed does not impose restrictions on the shape of the local approximators. In this work, we have used linear, quadratic and RBF approximators. They were defined in IR 2 respectively as f (x) = ax+b, f (x) = ax 2 +bx+c and f (x) = exp (−(x − p) 2 /a 2 )b + c, where a, b and c are the parameters, and p the center of the corresponding Voronoi region.
The Operators
Three mutation operators and one crossover operator have been specifically defined for individuals that represent a Voronoi diagram. They are described below:
Voronoi crossover: This crossover operator is based on the crossover defined in [10] and exchanges the local vectors of the individuals by using geometric properties of the Voronoi diagrams. A random hyperplane h of dimension d − 1 is randomly defined. The first child receives the local vectors from the first parent that lie on the left of h, and the local vectors from the second parent that lie on the right of h. The second child receives the remaining local vectors. Figure 3 presents an example of the application of this operator 
j ∈ Lef t(h)} where h is a random hyperplane of dimension d − 1, a local vector belongs to Lef t(h) if its site is on the left of h and a local vector belongs to Right(h) if its site is on the right of h.
The concept of being on the right or on the left of an hyperplane can be found in computational geometry textbooks, like for example [5] . Mutation: This operator modifies the coordinates of the Voronoi site, the parameters of the approximator or the global function value (if used) by updating the values as follows:
where x i (t) is the i-th parameter at time t, u is a uniformly generated random number in [0 : 1], lb i and ub i are respectively the lower bound and the upper bound for the parameter x i , and ∆ is a function defined as follows:
where v ∈ [0 : 1] is a random number obtained from a gaussian distribution with mean 0 and standard deviation 0.3, T the maximum number of generations and b a parameter that controls the degree of nonuniformity. This operator is used to search the space uniformly in the first generations and very locally at the end, in order to fine tune the values in the individual. It is based on the nonuniform mutation operator defined by Michalewicz [9] . Add mutation: This mutation operator is used to add a new random local vector to the individual. Del mutation: This mutation operator is used to remove a local vector from an individual.
Numerical Results
The objective of this section is to evaluate the representation and the operators described in the previous sections, when applied to simple function identification problems.
The first experiment consists in the approximation of the following function in IR, with linear, quadratic and RBF approximators, using both the non continuous and the continuous approach:
The algorithm implemented is a classical generational genetic algorithm with population size 100 and tournament selection (100 parents give birth to 100 offspring that replace the 100 parents). For the experimental test, the crossover rate set to 0.7, mutation rate to 0.1, mutation b parameter to 0.2, adding mutation rate equal to 0.1, delete mutation rate equal to 0.1, the maximum number of function evaluations to 50 000. Individuals are evaluated by computing the error on the approximation of a set of points, selected randomly for each individual on each evaluation. It means that the individuals are not evaluated with the same dataset -as would happen in inverse problems. The function φ (see equation (3)) is the identity. The results are summarized in table 1, and corresponds to 10 independent runs for each set of parameters. The errors are specified as a percentage of the output range, divided by 100. The error is computed by evaluating the approximation obtained in 1000 points evenly selected from the whole domain, and comparing its value with the real value obtained from the target function. As a consequence of this fact, the fitness values are not the same as the errors presented in this table. The figure 4 presents examples of the kind of solutions obtained with the different kind of approximators. Each plot shows the function to be approximated and the approximation obtained. The boxes in the diagram correspond to the Voronoi regions in which the domain is partitioned.
The solutions obtained by all methods are comparable in quality. Better solutions can be found by increasing the limit on the number of function evaluations. The main difference is on the size of the approximators obtained. A continuous combination can produce solutions with less local approximators, maintaining the same quality in the approximation. The second experiment concerns the crossover operator. Since the representation allows the use of standard one point crossover, the objective of the second experiment is to compare the Voronoi crossover with the one point crossover. The one point crossover tends to generate very long individuals, or in other words, individuals with a big number of Voronoi regions. It was not possible to use just the one point crossover, without adding a regularization term [7] in order to penalize long individuals. The results are summarized in table 2, and corresponds to 10 independent runs for each set of parameters. The value of the regularization parameter corresponds to the factor used to weight the size of the individual against the error in order 
The same parameters of the first experiment are used. The results are summarized in table 3, and correspond to 5 independent runs. The figure 5 presents the plot of the target functions, examples of the approximations obtained by the algorithm and their corresponding Voronoi partitions. 
Conclusions
This work presents preliminary results on the use of evolutionary computation and Voronoi diagrams in function identification. The proposed representation and the operators allow the algorithm to evolve both the partition of the input space and the local functions to be applied in each region. The partition of the input space is performed through Voronoi diagrams. Two ways to combine the local approximators are proposed. The representation of the partition does not depend on the type of local approximators used. In this work, linear, quadratic and RBF local approximators were used, but other kind of approximators can also be used.
Experiments on simple problems show that good approximations can be obtained with linear, quadratic and RBF local approximators. They also show that continuity in the combination of local functions can help to obtain approximations with smaller number of local approximators. The Voronoi crossover showed superior performance when compared to standard one point crossover. In particular, it was not necessary to add a regularization term in order to avoid the solutions to be composed of a very large number of local approximators. The evolution of individuals with RBF approximators produces an approximation F that is equivalent to an RBF neural network, since the computation performed by the local approximators correspond to what the nodes of the first layer do, and the combination strategy to the computation done at the output node. The usual training strategy of an RBF neural network consists in two steps [7] : a selection for the centers of the nodes in the first layer, and training in order to compute the weights that connect the two layers. Usually the first step is done through a non supervised technique (or by randomly selecting the centers), and the second step with supervised training. With the evolutionary algorithm, both steps are performed at the same time. An advantage of this approach is that it is not necessary to define in advance the number of centers (or regions) since the algorithm does the partition by itself.
It can be noted from the experiments that the evolutionary algorithm assigns more local approximators in areas that are more difficult to approximate. The concept of being difficult depends on the kind of local approximator. For example, a linear segment is easy to approximate for a linear local approximator but more difficult for an RBF approximator. A representation that allows different kinds of local approximators to be evolved at the same time in different regions of the space is under analysis now.
Future experiments will include problems defined in terms of ordinary differential equations, like for example, problems from control, or models of some physical or chemical processes [6] . The main characteristic is the fact that these problems cannot be defined just in terms of a set of input-output patterns. In the experiments performed till now, even if it could have been possible to define the problems in terms of a fixed data set, it was preferred to follow this approach as much as possible, generating new random patterns for each evaluation of the individuals. It is expected that the local approximation properties of the method proposed can demonstrate itself to be useful in the identification of complex functions that do not pertain to data fitting.
