The Optimal Optical Coronagraph (OOC) Workshop at the Lorentz Center in September 2017 in Leiden, the Netherlands gathered a diverse group of 25 researchers working on exoplanet instrumentation to stimulate the emergence and sharing of new ideas. In this first installment of a series of three papers summarizing the outcomes of the OOC workshop, we present an overview of design methods and optical performance metrics developed for coronagraph instruments. The design and optimization of coronagraphs for future telescopes has progressed rapidly over the past several years in the context of space mission studies for Exo-C, WFIRST, HabEx, and LUVOIR as well as ground-based telescopes. Design tools have been developed at several institutions to optimize a variety of coronagraph mask types. We aim to give a broad overview of the approaches used, examples of their utility, and provide the optimization tools to the community. Though it is clear that the basic function of coronagraphs is to suppress starlight while maintaining light from off-axis sources, our community lacks a general set of standard performance metrics that apply to both detecting and characterizing exoplanets. The attendees of the OOC workshop agreed that it would benefit our community to clearly define quantities for comparing the performance of coronagraph designs and systems. Therefore, we also present a set of metrics that may be applied to theoretical designs, testbeds, and deployed instruments. We show how these quantities may be used to easily relate the basic properties of the optical instrument to the detection significance of the given point source in the presence of realistic noise.
INTRODUCTION
The field of coronagraph instrument design has advanced considerably since Bernard Lyot initially inserted a brass disk in the focal plane of his instrument to take the first images of the solar corona without an eclipse circa 1930. 1 In recent decades, coronagraphy has expanded well beyond its original purpose. The idea to use Lyot's coronagraph to observe the circumstellar environment of nearby stars came in the 1970's, 2 leading to the detection of the first debris disks in the 1980's and 1990's. [3] [4] [5] [6] With major improvements to observatories, the advent of adaptive optics (AO) in astronomy, [7] [8] [9] [10] and the discovery of exoplanets, [11] [12] [13] coronagraphs are now routinely used at the World's largest telescope facilities to peer within a fraction of arcsecond of stars to search for and characterize faint companions, including brown dwarfs 10, 14 and giant exoplanets, [15] [16] [17] and map the dust distributions of circumstellar disks. It is also becoming increasingly feasible to discover and characterize potentially habitable planets and detect potential biomarkers via direct imaging and spectroscopy with current and future ground-and space-based telescopes.
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The Optimal Optical Coronagraph (OOC) Workshop at the Lorentz Center in September 2017 in Leiden, the Netherlands gathered 25 researchers to facilitate progress and international collaboration in the field of instrumentation for exoplanet imaging. In this first installment of a series of three papers summarizing the outcomes of the OOC workshop, we review optical performance metrics and optimization methods developed for coronagraph instruments.
PERFORMANCE METRICS
In this section, we define the key performance metrics considered during the design of a coronagraph instrument for ground-and space-based telescopes.
The best feasible combination of performance parameters is the one that ultimately maximizes the estimated scientific yield of an instrument or mission. Depending on the observing goals or circumstances (e.g., wavelength coverage and desired field of view), more than one coronagraph may be used in a single instrument to maximize multiple yield metrics, including the number of planets discovered and characterized. Optimizing the coronagraph masks to do so requires a thorough understanding of the dominant noise sources present in the system.
In the case of ground-based telescopes, coronagraphs are generally situated downstream of a closed-loop AO system that corrects for atmospheric turbulence. Coronagraph design for ground-based telescopes relies on an analysis of the expected wavefront errors (as in e.g. Fusco et al. 2006 20 ) . Coronagraph designs therefore evolve with the rapid development of deformable mirror (DM) and wavefront sensing technology, which are pushing the performance of adaptive optics toward the conventionally accepted limits of AO systems 21 and potentially even beyond that using predictive control. 22 Although space telescopes have the advantage of being above the Earth's atmosphere, wavefront sensing and control is still a critical aspect of space-based exoplanet imaging with coronagraphs. The goal of imaging Earthlike planets in the habitable zone around solar type stars drives wavefront correction and stability to picometers of error at mid-spatial frequencies (approximately 2-30 cycles per pupil diameter) to maintain small enough levels of leaked starlight. Other dominant noise sources include detector read noise and dark current.
Engineering metrics
Many papers have defined metrics that describe the optical performance of coronagraphs. [23] [24] [25] [26] Here, we outline a number of useful metrics and relate them to the smallest detectable planet-to-star flux ratio.
We define two types of point spread functions (PSFs). The first, PSF 0 (x, λ), is the PSF of the imaging system assuming a perfect wavefront, flat deformable mirrors, and all of the coronagraph masks removed including apodizers, focal plane masks, and Lyot stops. x is the position vector in the image plane and λ is the wavelength. In this case, the PSF is theoretically shift invariant. The second type, PSF coro (x, x 0 , λ), is the PSF with the coronagraph masks in place and DMs set to minimize starlight in the desired "dark hole" region of the image plane. PSF coro is different from PSF 0 in that it is varies as a function of source position x 0 . The PSFs are normalized such that PSF 0 (x)dx = 1 (1) The star is aligned to the optical axis and suppressed by the coronagraph. The planet image appears at a distance x0 from the optical axis. The signal from the planet is integrated within the aperture for photometric estimation (AP). The diffracted starlight that appears within AP is a dominant source of noise.
and the total energy in PSF coro is the fraction of light that passes through the coronagraph masks.
The signal detected in photo-electrons from the planet and star at position x 0 is
respectively, where η p and η s are the fraction of collected planet and star light that is detected. Specifically, η p and η s may be computed by
where each is integrated over a finite circular aperture for photometric estimation in the image plane, AP(x 0 ), centered on x 0 . Alternatively, η p and η s may also be defined in terms of the result of a matched-filter or the fraction of light coupled into single mode fibers, for example. Φ p (λ) and Φ s (λ) are the flux owing to the planet and star (photons per unit area per unit time per unit wavelength at the primary mirror), ∆t is the integration time, ∆λ is the spectral bandwidth, A is the collecting area of the telescope, q(λ) is the detective quantum efficiency, and T (λ) is the transmission of the instrument describing losses that affect the star and planet equally. The variables are summarized in Table 1 .
The most widely used coronagraph performance metric is raw contrast defined by
The raw contrast may also be integrated in over spatial and spectral dimensions.
The throughput is defined in a number of ways. The absolute coronagraph throughput is η p (x 0 , λ). The relative throughput is normalized to the throughput of the system without the coronagraph masks: η p (x 0 , λ)/η tel (λ), where
The total energy throughput is the integral of η p (x 0 , λ) with respect to x 0 over the image plane and with respect to λ over the spectral bandwidth ∆λ. The spectral bandwidth is most often reported as a fraction (∆λ/λ) or percentage (∆λ/λ × 100) for broadband imaging, whereas the spectral resolution of spectrographs is typically given by R = λ/∆λ. Effective speckle signal (photo-electrons).
S0
Effective signal from star without aberrations (photo-electrons). C speck Raw contrast due to speckles alone.
C0
Raw contrast without aberrations. ξ Spatial frequency vector. F # Focal ratio. ω Wavefront error at critical spatial frequency (waves rms).
speck,1
Flux ratio limit set by speckles.
speck,2
Flux ratio limit set by the speckle interference cross term.
phot Flux ratio limit set by photon noise. Table 1 . List of variables used to derived coronagraph metrics.
The inner working angle and outer working angle of a coronagraph give the range of angular separations over which the system is designed to provide high sensitivity to planets. The inner working angle is either defined as the minimum angular separation at which the total energy throughput reaches 50% of its maximum value or the raw contrast reaches a threshold value. Similarly, the outer working angle is either defined as the maximum angular separation where throughput is greater than 50% of its maximum or the raw contrast increases above a threshold.
It is important to include expected imperfections in the coronagraph performance analysis. All ground-and space-based telescopes have significant, dynamic wavefront errors. Those that change on time scales much faster than the single exposures are known as jitter. Tip-tilt jitter is typically simulated by propagating an ensemble of incoherent point sources in a small region about the optical axis through the instrument, summing the point spread functions, and determining the effective η p and η s . The ensemble of incoherent point sources should represent the convolution of the tip-tilt jitter and stellar brightness distributions to also account for the finite size of the star.
Another key coronagraph design consideration is the sensitivity to low order aberrations. A coronagraph designed to only suppress a plane wave may set unmanageable wavefront error requirements on the telescope and/or AO system to achieve the goal raw contrast. On the other hand, a coronagraph that is more robust to low order aberrations generally has a larger inner working angle, but passively rejects starlight in the presence of certain wavefront errors (depending on the design). A more robust coronagraph relaxes stability requirements on the telescope and AO instrument needed to maintain the desired raw contrast in the presence of AO residuals as well as mechanical and thermal motions in the telescope and instrument. What is more, such coronagraph designs are also less sensitive to differential polarization aberrations, which are generally well described by a linear combination of the few lowest order Zernike polynomials.
The coronagraph masks must be designed to be robust to optical alignment errors and beam magnification. For instance, the pupil magnification uncertainty at the exit pupil of the James Webb Space Telescope (JWST) is ±1-2%. For the WFIRST CGI, the magnification and translation uncertainties are 0.5% and 0.2-0.5% of pupil diameter, respectively. Pupil masks in apodized coronagraphs must therefore oversize input pupil obstructions such as the secondary mirror, its support struts, and/or gaps between mirror segments at the cost of throughput performance.
Planet-to-star flux ratio limits
In the presence of stellar photon noise, the signal-to-noise ratio for detection is SNR = S p / √ S s . For the sake of simplicity in this discussion, we assume η s , η p , and the planet-to-star flux ratio, = Φ p /Φ s , are approximately constant as a function of wavelength. The expression for the planet and star signals simplify to
where (10) is the maximum possible stellar signal in units of photo-electrons. From this point, we assume the x 0 argument is implicit. The stellar photon noise limited SNR becomes
The detection limits of a observation are most often communicated in terms of the minimum detectable planetto-star flux ratio lim . To achieve an SNR of unity,
An exoplanet with = 10 −10 may be detected if the C is small enough to ensure that the flux ratio limit set by photon noise lim is less than 10 −10 . A system with η p = 10% and N ≈ 10 12 , which is typical for a one hour integration on a solar type star at 10 pc, requires C ≈ 10 −10 .
The dominant noise source in high-contrast images is often spatial speckle noise. Speckles appear as blobs in the image whose spectral irradiance at a single wavelength is described by
where |E 0 (x, λ)| 2 ≈ PSF coro (x, 0, λ) with unaberrated wavefront and E speck (x, λ) represents the field due to a small additive wavefront error normalized by the coronagraph throughput. [27] [28] [29] [30] [31] [32] The additive wavefront errors that cause speckles interfere with the underlying residual starlight.
Aberrations that change slowly may be calibrated using differential imaging techniques, such as Angular Differential Imaging (ADI). 18, 33 Those that change on small timescales (e.g. atmospheric residuals) average out into a speckle halo, which may also be subtracted from the image. In these cases, we are only left with the photon noise from the subtracted speckles. However, aberrations that vary on intermediate timescales (i.e. quasi-static) are the most problematic since they are responsible for residual spatial speckle noise after differential imaging. The remaining spatial speckle noise introduces a systematic noise floor for detecting companions through direct imaging.
The SNR when limited by spatial speckle noise is SNR = S p /σ speck , where
where S speck and S 0 are the signals that would be detected from the aberrated and unaberrated wavefronts alone. Expanding the signal terms:
where we have made the approximation that η p is constant over the spectral bandwidth. The raw contrast of a speckle at a position x is directly tied to the amplitude of an aberration at spatial frequency ξ = x /λF # cycles per pupil diameter, where F # is the focal ratio. For a wavefront error ω at the spatial frequency ξ, the raw contrast at x is C speck = 2(πω) 2 , where ω is in units of waves rms. 34, 35 C 0 is the minimum possible raw contrast (unaberrated case). The SNR may be written
The planet-to-star flux ratio at which SNR is unity is given by
More generally, we write the flux ratio limits as three terms added in quadrature:
where speck,1 = C speck , speck,2 = 2C speck C 0 , and phot = C/η p N represent the individual flux ratio limit terms.
Coronagraph instruments are often designed to minimize the limiting flux ratio. The first term, speck,1 , is set by wavefront stability and the effectiveness of the differential imaging strategy. It is minimized by creating a dark hole in the stellar PSF with the adaptive optics system and maintaining it throughout the observation. The second term, speck,2 , describes the interaction between wavefront errors and starlight diffracted through the coronagraph in the unaberrated case. Lastly, phot is the stellar photon noise term.
Another way to define coronagraph design metrics is to predict and minimize the expected integration time for detection. For example, in the stellar photon noise limited regime, the integration time for SNR=1 is
whereṄ = N /∆t is the count rate. Thus, an optimal coronagraph minimizes η s /η 2 p . Generalizing the SNR expressions above to include other noise sources,
where σ det is the detector noise and σ bkgd is the background noise (e.g. thermal background). Since the additional noise terms do not depend on the coronagraph throughput, we can characterize the relative importance of each additional noise term as constants a n , where σ 2 n = a n N , and write the integration time as follows:
Thus, the coronagraph is only designed to suppress starlight enough such that the stellar photon noise no longer dominates the error budget.
Finally, when limited by mid-spatial frequency aberrations that generate speckles, an optimal coronagraph minimizes their photon noise contribution by maximizing the coronagraph throughput. We write σ speck = bN , where b is a constant representing the strength of the spatial speckle noise. The expression for the integration time becomes
If b > η p , spatial speckle noise prevents detection (i.e. integration time is negative). Therefore, an optimal coronagraph minimizes |∆t|, but maintains η p > b/ to ensure planets may be detected. What is more, the removal of speckles through differential imaging is most efficient when the coronagraph throughput any maximized because the SNR of the speckle measurement is also maximized in each frame.
Planet characterization metrics
Requirements for planet characterization differ from that of planet detection in a number of ways. First, the planet photon noise must be included in the SNR calculation when measuring planet photometry. More importantly, residual spatial speckle noise outside of AP can be ignored. A coronagraph optimized to minimize the photon noise terms is optimal for planet characterization.
In addition to modifying the noise terms included in the SNR expression above, the optical performance is also improved when characterizing a known directly imaged planet. By focusing the wavefront control degrees of freedom on creating a localized dark hole at the planet position, starlight can be further suppressed. Futhermore, template matching methods can provide gains by defining observables that use high spectral resolution information to better differentiate between planet and starlight and constrain the abundance of molecules in the planet's atmosphere.
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Predicting scientific yield
Often improving one coronagraph performance metric implies a trade-off with another. To find the optimal balance between the performance metrics listed above, scientific yield calculations can serve as a comprehensive coronagraph performance metric as opposed to optimizing the instrument for a given star or planet type. For example, the requirements of HabEx and LUVOIR are articulated in terms of the number of HZs searched and the number of planets with well determined spectra and/or orbits. Other than the spectral range and resolution, the coronagraph requirements are set by optical designers. The trade studies in that case are carried out using the Altruistic Yield Optimization (AYO) method developed by Stark et al.
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CORONAGRAPH DESIGN ELEMENTS
Many coronagraph design studies have been carried out in the context of ground-based imagers (e.g. Palomar/P1640, 44 Gemini/GPI, 45 and VLT/SPHERE 46 ) and coronagraph instruments for space telescope concepts (TPF-C, 47 PICTURE, 48, 49 Exo-C, 50 WFIRST/CGI, 51 HabEx, 52 and LUVOIR 53 ). Most can be thought of as a subset of the optical layout shown in Fig. 2 . Typical coronagraph layouts are listed in Table 2 with their components and the instruments in which they have been implemented or will be in the future. In this section, we describe the most common coronagraph components and their behaviors. The ultimate goal in coronagraph design is to jointly optimize the degrees of freedom provided by each component to maximize the scientific yield of the instrument.
Apodizers
Apodizers are masks placed in the pupil of an optical system to reduce the diffraction from a point source away from the core of the PSF. [54] [55] [56] [57] The simplest example of an apodization function is a Gaussian function whose Fourier transform in self-similar and has no diffraction rings. However, in real imaging systems, only apodization functions with compact support are possible to implement. Table 2 . Common coronagraph architectures, their components, and example instruments in which they have been implemented or are part of a planned design. Pupil apodization may be in the form of amplitude, phase, or phase induced amplitude. Focal plane masks apply amplitude, phase, or both.
† Phase induced amplitude apodization. † † PIAA complex mask coronagraph.
† † † Visible Nulling Coronagraph.
Early work on apodized pupil Lyot coronagraphs (APLCs) solved for the apodization function using an integral eigenvalue problem, which produced prolate spheroidal functions optimized for circular or annular pupil shapes. [58] [59] [60] [61] [62] In the APLC concept, the starlight is concentrated behind a circular focal plane mask to prevent it from reaching the final image plane. Later work used more generalized numerical optimization to produce smooth and continuous apodization functions with improved spectral bandwidth, inner working angle, and robustness to low order aberrations. 63 Smooth, grayscale apodization functions may be converted into binary amplitude masks by using patterned microdots. [64] [65] [66] [67] [68] [69] [70] [71] [72] Half-toning, or error diffusion techniques, are effective for reproducing the desired amplitude functions assuming the dots are sufficiently small with respect to the pupil area. 73, 74 This approach was used to manufacture the Palomar/P1640, 44 Gemini/GPI 69 and VLT/SPHERE 65 APLC coronagraphs.
Simultaneous developments on binary amplitude apodizers used linear programming methods to design shaped pupil apodizers. 75 Shaped pupils are apodizers with a limited outer working angle; that is, they produce a dark hole about the point source with a set outer radius. Making use of powerful optimization tools such as Gurobi * has extended the use of binary amplitude apodizers to arbitrary telescope pupils. 76 Combining the design methods used for shaped pupils into Lyot coronagraphs have led to promising solutions for centrally obscured apertures on future space telescopes.
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Apodized phase plate (APP) coronagraphs [79] [80] [81] are similar in principle to shaped pupils, but produce a dark hole in the PSF by only modifying the phase in the pupil. APPs are enabled by the direct writing of vector phase masks in liquid crystal 82 and the use of multiple layers to create broadband achromatic phase shifts. 83 A key advantage of the APP approach over shaped pupils is that it is possible to produce a dark hole on one side of the PSF, which results in a more favorable trade-off between inner working angle, throughput, and spectral bandwidth. Splitting the PSF by circular polarization gives two PSFs with the dark hole on either side, allowing for full 360
• coverage.
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In addition to Lyot coronagraphs, apodizers have also been designed for phase mask coronagraphs for obstructed and/or segmented pupils. The shaped pupil approach may be used with finite-radius focal plane masks. 86, 87 For focal plane phase masks with infinite radius, the grayscale apodizers needed to account for the central obscuration may be derived analytically. 88, 89 Another approach known as Auxiliary Field Optimization (AFO) can be used to design grayscale apodizers for phase masks coronagraphs on arbitrary pupils.
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Focal plane masks
Long after the initial invention of the Lyot coronagraph, 1 adaptive optics provided a means to correct and stabilize the wavefront allowing for the introduction of smaller inner working angle coronagraphs. The first evolution of the Lyot coronagraph was the introduction of band-limited 92, 93 and phase-only focal plane masks that diffract the starlight outside of the Lyot stop. Early phase mask designs were the Roddier-Roddier coronagraph 94 and the dual phase mask coronagraph (DZPM), 95 which apply phase shifts in circular and annuluar regions near the center of the stellar PSF.
Another family of masks was introduced with the advantage of having no radial features to improve broadband performance and robustness to tip-tilt errors associated with pointing the star beam at the center of the focal plane. The first effective version was the four quadrant phase mask (FQPM) [96] [97] [98] followed by designs with increased the number of sectors. 99, 100 Masks that use continuouse azimuthal phase ramps are the known as vortex coronagraphs, which avoid dead zones between the mask segments. 101, 102 It was noted early on that sector-based and vortex coronagraph masks can all be expressed as linear combinations of azimuthal Fourier modes with even topological charge.
103 Achromatic phase masks of these varieties have been fabricated using both scalar-104 and vector-based methods (e.g. liquid crystal 105 and photonic crystal 106 technology).
More general complex focal plane masks have been developed for coronagraphs on arbitrary apertures using numerical optimization in the context of PIAACMC designs [107] [108] [109] [110] [111] and phase-only focal plane masks. 112 Current design efforts for WFIRST and future space telescopes combine phase and amplitude in the focal plane using metal and dielectric layers. Among those are the Hybrid Lyot Coronagraph (HLC) 113 and recently developed hybrid APLC 114 designs.
Phase induced amplitude apodization (PIAA)
Phase Induced Amplitude Apodization (PIAA) 23 relies on geometrically remapping of the rays in order to redistribute the light and generate an apodization function in the pupil. For the case of Gaussian apodization, this is typically done with two optics: one to refract rays at the edge of the pupil inwards and one to recollimate the beam. PIAA was first practically demonstrated in the laboratory 115 within an early version of the SCExAO testbed. 116 The original tests used two aspheric CaF 2 lenses which acted to fill in the secondary obstruction. Due to limitations in manufacturing, the field did not reach zero amplitude at the edges of the pupil as per the design. Instead a binary apodizer was used in conjunction with the lenses to eliminate the ringing in the focal plane.
Given the manufacturing restrictions on creating aspheric surfaces with rapid changes in sag profile, Guyon et al. reworked the original PIAA design to soften the apodization and utilize a complex mask in the focal plane in conjunction with the lenses. This new coronagraph is known as a PIAACMC 107 and offers an inner working * http://www.gurobi.com/ angle as low as 1 λ/D. It has also been demonstrated through simulation that the PIAACMC can reach similar performance levels on the segmented and obscured apertures and was therefore an early candidate design for the WFIRST/CGI. 117 
Active correction with deformable mirrors
Deformable mirrors (DMs) are used to correct for small wavefront errors that otherwise limit the performance of coronagraphs. The DM is usually controlled using a interaction matrix built to link the movements on the DM actuators to their effect in the image plane using a focal plane wavefront sensing technique. Example wavefront sensing techniques are pair-wise probing, 118, 119 the self-coherent camera (SCC), 120 and coronagraphic focalplane wave-front estimation for exoplanet detection (COFFEE). 121 Control techniques that aim to minimize the estimated electrical field in the focal plane use matrix inversion with regularization, also known as electric field conjugation (EFC). 122 EFC algorithms have been refined to minimize the actuator strokes 123 and finally to include the use of Kalman filters to estimate the stellar electric field recursively during wavefront correction.
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Similar techniques may be used to correct for amplitude aberrations with a single DM on a half dark hole 118 or on a symmetrical dark hole with a symmetrical dark hole with two DMs.
123 These matrix-based techniques typically rely on a linear relationship between the relatively small phase introduced by the DM(s) and its effect in the focal plane.
A technique called Active Correction for Aperture Discontinuities (ACAD)
125 expanded the formalism of the PIAA coronagraph to correct for these non-axisymmetric discontinuities in the aperture. However, DM correction is limited in both achievable spatial frequencies and in actuator stroke. For this reason, the original ACAD algorithms produced limited results with realistic DMs.
126 Therefore, the Active Correction for Aperture Discontinuities-Optimized Stroke Minimization (ACAD-OSM) method 127 adopted a new approach, also based on an interaction matrix and a focal plane wavefront sensor technique to obtain higher contrast levels. To overcome the limitation of the small-stroke assumption, the interaction matrix is frequently re-computed using a new initial state. The strokes introduced with each matrix remain small but the final DM shape corrects for discontinuities in the aperture. A similar technique (using re-computation of the matrix) is also used by the EFC-based Fast Linearized Coronagraph Optimizer (FALCO) 128 as well as the hybrid Lyot coronagraph mode of WFIRST.
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The Auxiliary field optimization (AFO) 90 technique uses an expectation-maximization algorithm to compute the DM shapes.
The main advantage of active techniques using DMs is that they may be used to correct simultaneously for known static aberrations, diffraction from struts supporting the secondary mirror and gaps between segments in the primary mirror, as well as evolving and unknown aberrations, such as phase errors due to the atmosphere, segment phasing, 127 or amplitude aberrations due to misalignment of the optics. 129 Performance in terms of raw contrast and throughput depends on the DM arrangement, particularly the size of the DMs and distance between them.
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All of the active techniques described here are compatible with most coronagraphs layouts described above. Since DMs are limited in number of actuators and strokes, some diffraction will preferentially be suppressed with fixed optics (e.g. apodizers), while others, especially those expected to vary over time, will need to be corrected with DMs.
Lyot stops
The invention of the coronagraph as we use it today was marked by Lyot's introduction of an iris downstream of the opaque focal plane mask to suppress diffraction rings in the image plane.
1 Now, the Lyot stop is a critical component of all coronagraphs that make use of a focal plane mask. In many coronagraph designs, the main suppression mechanism is to relocated starlight outside of the geometric pupil after the focal plane mask where it is blocked by a specially designed Lyot stop. A typical Lyot stop resembles the re-imaged pupil, with oversized boundaries to account for misalignment and optical distortion in the instrument. Only a few studies have explored optimizing the Lyot stop numerically. 77, 132 Apodizers in the plane of the Lyot stop may also be designed to help suppress on-axis starlight 132 as well as diffraction from an off-axis stellar companion.
PUBLICLY AVAILABLE CORONAGRAPH DESIGN TOOLS
PROPER: Optical propagation library
PROPER † is an optical wave propagation library for simulating an optical system using Fourier transform algorithms, namely Fresnel propagation and angular spectrum methods. It is currently available for IDL (Interactive Data Language), Matlab, and Python (2.7 & 3.x). It includes routines to create complex apertures, aberrated wavefronts, and deformable mirrors. 134, 135 PROPER is especially useful for the simulation of high contrast imaging telescopes with coronagraphs. It is distributed as source code, is well documented with a detailed manual, and is relatively easy to use.
POPPY: Physical Optics Propagation in Python
POPPY is an object-oriented Python module for simulating diffraction effects ‡ . POPPY was developed as the wavefront propagator for the WebbPSF module 136 in an Astropy 137 compatible framework. WebbPSF performs system level diffraction simulations of point-spread-functions from the James Webb Space Telescope, including coronagraph masks, in the Fraunhofer domain. POPPY defines convenient wavefront and optical system classes and supports simultaneous diffraction calculations using multiple processors. Additional performance gains over a pure-python implementation are provided by a variety of high-performance numerical libraries, including graphics processing units. 138 Recent work has extended POPPY to the Fresnel domain, which has enabled plane-to-plane simulation of near-field effects 139 for both space and ground-based coronagraphic observatories, e.g. the Magellan Extreme Adaptive optics system (MagAO-X 140 ).
HCIPy: High Contrast Imaging for Python
HCIPy 141 is an object-oriented framework written in Python for performing end-to-end simulations of highcontrast imaging instruments. It relies on the concept of Fields, which unify both the sampling of space and the values at those points. The ubiquitous usage of Fields throughout the whole library makes writing code less error prone. Furthermore, most sampling calculations are handled seamlessly in the background by the library allowing the user to focus on the high-level structure of their own code.
The library defines wavefronts and optical elements for defining an optical system. It provides both Fraunhofer and Fresnel diffraction propagators. Polarization is supported using Jones calculus, with polarizers and waveplates. It implements atmospheric turbulence using thin infinitely-long phase screens and can model scintillation using Fresnel propagation between individual layers. Many wavefront sensors are implemented including a Shack-Hartmann and Pyramid wavefront sensor. Implemented coronagraphs include the vortex, Lyot, and APP coronagraphs. Methods are available for globally optimizing the pupil-plane of any coronagraph, both in phase and amplitude. This code is based on linear optimization. 81, 86 Coronagraphs that belong to this category include APLCs, APP coronagraphs, shaped pupil coronagraphs, apodized vortex coronagraphs and more.
By including simulation of both adaptive optics and coronagraphy in the same framework, HCIPy allows simulations including feedback from post-coronagraphic focal-plane wavefront sensors to the AO system. HCIPy is available as open-source software § . Community input and contributions are welcome.
STScI SCDA toolkit
The SCDA (Segmented Coronagraph Design & Analysis) research team at the Space Telescope Science Institute (STScI) developed a corongraph design survey toolkit 142 with the support of the NASA Exoplanet Exploration Program (ExEP) to explore apodized/shaped pupil Lyot coronagraph solutions for segmented telescope pupils. For each set of design survey parameters, the toolkit generates a pool of AMPL 143 linear program scripts to then be executed in queued batches on a computing cluster. These linear programs rely on the Gurobi 144 solver to determine the apodizer mask solution with maximum off-axis transmission for a given set of design constraints (namely the raw contrast goal, dark zone extent and spectral bandwidth, telescope pupil, occulting mask, IWA, OWA, and Lyot stop profile). The object-oriented approach of the SCDA toolkit simplifies the interface for sampling large parameter spaces, and enables flexibility for implementing various mask architectures and symmetry cases. The core module, example notebooks, and documentation are publicly hosted ¶ . A detailed algebraic description of the linear Lyot coronagraph propagation models built into the toolkit is given in the appendix of . 77 The original version of the SCDA toolkit used the AMPL language to encode the optimization problem, but recent effort has directly configured the problem in matrix form in Python, thereby speeding up the execution. In this implementation, the Gurobi solver is directly called from Python using the gurobipy package. This code implementation is currently privately hosted at but it will be made public by the end of 2018. Work is ongoing to integrate this new implementation into the SCDA toolkit and the first applications are presented in these proceedings. 145 
COFFEE: Coronagraph Optimization For Fast Exoplanets Exploration
COFFEE is a diffraction-based PIAACMC/APLCMC simulation and optimization software package written in the C programming language. COFFEE source code * * is organized into modules capable of performing imagebased tasks in shared memory; many of these tasks are used during the coronagraph optimization process. COFFEE uses multi-threaded processing and the high-performance parallel computing libraries CUDA and MAGMA for matrix linear algebra computations. To simulate and optimize coronagraphs, the user interfaces with COFFEE through bash scripting to a custom command line interface, calling a sequence of commands to execute each step of the optimization routine.
The coronagraph design exists as an unfolded configuration in collimated space. The multi-step optimization approach first simulates a monochromatic PIAACMC using an ideal, non-physical focal plane mask while assuming a centrally obscured circular telescope pupil. In subsequent steps the input telescope pupil replaces the centrally obscured telescope pupil so that each coronagraph component can be individually tuned to improve raw contrast and throughput performance. Briefly, the optimization process from an ideal PIAACMC proceeds as follows: the Lyot stop shapes and locations are optimized by Fresnel propagating through a search range along the optical axis from the Lyot plane and applying thresholds at each position to determine where the Lyot stop has the most significant impact. Then the aspheric PIAA shapes are fitted with 2D Fourier and radial cosine basis modes and the ideal focal plane mask transmission is adjusted, both to improve performance given the new Lyot stop location. This process is repeated a number of times to create a high-performance monochromatic PIAACMC for the input telescope pupil. To achieve polychromatic performance with this pupil, the ideal focal plane mask is split into a number of phase-shifting zones of some material, each zone serving as a free parameter in a method of steepest descent algorithm to minimize star light in the coronagraphic point spread function. Once a target contrast value is reported, or the search time expires, the optimization process is complete.
FALCO: Fast Linearized Coronagraph Optimizer
Fast Linearized Coronagraph Optimizer (FALCO)
128 is a freely available † † MATLAB-based code for wavefront sensing and control with the coronagraph types listed in Table 2 and combinations thereof. FALCO makes use of the PROPER routines to simulate the DMs, optical surfaces, and most optical propagation steps. The DM shapes are optimized for any coronagraph using electric field conjugation.
119 Figure 3 shows example solutions for shaped pupil Lyot, vortex, and conventional Lyot coronagraphs. A key feature of FALCO is a 10-100× reduction in the calculation time of linearized DM response matrices over the typical approach with large, padded FFTs. These speed gains are obtained without loss of accuracy via semi-analytical methods (e.g., Babinet's principle) and sub-windowed propagation in the region of influence for each DM actuator (only a fraction of the full beam is needed). FALCO's efficiency and generality enables comprehensive DM-integrated coronagraph design surveys. 128 Each design achieves raw contrast ≤ 10 −10 . First row: A 2DM (64×64 actuators each) apodized Lyot coronagraph for a potential LUVOIR aperture. 53 The dark hole is generated over 3. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .0 λ/D in a 10% bandwidth. Second row: a 20% BW, 2DM (64×64) vortex design from FALCO for the unobscured, segmented aperture. Third row: Lyot coronagraph with optimized DM shapes that gives a dark hole from 2.4-10λ/D.
SUMMARY
We have reviewed optical performance metrics, components, and open-source software available for finding optimal instrument designs for imaging exoplanets with stellar coronagraphs. This document is the first of a series of three papers summarizing the outcomes of the Optimal Optical Coronagraph (OOC) Workshop at the Lorentz Center in September 2017 in Leiden, the Netherlands.
