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Die vorliegende Arbeit beschäftigt sich mit der Entwicklung und dem Test von Me-
thoden zur Optimierung dynamischer Hybridsysteme. Unter “Dynamischen Hy-
bridsystemen” werden hier dynamische Systeme verstanden, bei denen zwischen
verschiedenen diskreten Betriebsmodi umgeschaltet werden kann bzw. gemäß ge-
nau definierten Schaltbedingungen umgeschaltet wird. Die Modellgleichungen sol-
cher Systeme enthalten unstetige Terme und ändern beim Umschalten mögli-
cherweise sogar ihre Struktur. Hybridsysteme werden auch als geschaltete oder
gemischt diskret-kontinuierliche Systeme bezeichnet. Klassische Beispiele für Hy-
bridsysteme sind elektrische Schaltkreise [2, 122], mechanische Systeme, die Rei-
bung oder Stöße enthalten [55, 162] und verfahrenstechnische Prozesse.
Die Optimierung dynamischer Hybridsysteme ist allein schon deshalb notwendig,
weil bei industriell relevanten Prozessen (z. B. bei Anfahrprozessen oder Ver-
dampfungsprozessen) häufig Hybridsysteme auftreten. Die Lösung solcher Opti-
mierungsprobleme stellt aus den weiter unten zu diskutierenden Gründen eine
wissenschaftliche Herausforderung dar.
Die Anwendung von Methoden der dynamischen Optimierung in der Industrie ist
nicht zuletzt dadurch begründet, dass in der heutigen globalisierten Welt die Wett-
bewerbsfähigkeit von Unternehmen mit hohen Anforderungen an die Effizienz aller
Prozesse verbunden ist. Zudem steigen die Anforderungen an die Umweltverträg-
lichkeit industrieller Prozesse. Für die Prozessindustrie bedeutet dies beispiels-
weise, dass Abgase gereinigt und Nebenprodukte möglichst weitgehend vermie-
den bzw. abgebaut werden sollen. Die Reduktion des Energieverbrauchs soll die
CO2 -Bilanz verbessern. Um dies zu erreichen, kann neben einer energieeffizienten
Fahrweise die im Prozess entstehende Abwärme zurückgeführt oder anderweitig
genutzt werden. Als ein Mittel zur Effizienzsteigerung gewinnen derzeit verstärkt
Lean-Prinzipien an Bedeutung. Diese verwenden spezifische Methoden zur Gestal-
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tung “schlanker” Prozesse, d. h. zur bestmöglichen Ausnutzung aller Ressourcen.
Dies schließt grundsätzlich alle Bereiche von Produktion und Management ein und
führt somit zu einer hoch komplexen Aufgabe. Die Verbesserung solch komplexer
Prozesse durch intuitives Vorgehen ist schon weitgehend ausgereizt. Die modell-
gestützte Optimierung mittels mathematischer Lösungsmethoden birgt dagegen
noch ein beachtliches Potential. Dies konnte für das Produktdesign [94, 104], die
Optimierung von Einkaufs- und Verkaufsstrategien unter Marktbedingungen und
die optimale stationäre und kontinuierliche dynamische Prozessführung bereits
belegt werden [14, 29, 83, 101, 113, 128].
Zum Zwecke der dynamischen Optimierung werden die betrachteten Prozesse in
der Regel durch gewöhnliche Differentialgleichungssysteme (DGL-Systeme ) oder
differential-algebraische Gleichungssysteme (DAE-Systeme) modelliert. Handelt
es sich um kontinuierliche Prozesse, können die Modellgleichungen direkt als Ne-
benbedingungen in dem jeweiligen Optimierungsproblem berücksichtigt werden.
Das Lösen von industriellen Optimierungsproblemen dieser Art gehört heute be-
reits zum Stand der Technik [14, 33]. Dies trifft allerdings nur zu, solange es sich
um kontinuierliche Prozesse handelt. Wie bereits erwähnt wurde, enthalten viele
dynamische Systeme jedoch als besonderes Merkmal Umschaltprozesse zwischen
verschiedenen Betriebsmodi und sind deshalb als Hybridsysteme zu klassifizieren.
Das hybride Verhalten kann verschiedene Ursachen haben. So können Umschal-
tungen als Mittel dienen, um den Detaillierungsgrad und damit die Komplexität
des Modells so zu verringern, dass es zur Optimierung verwendet werden kann.
Dementsprechend werden beispielsweise elektrische Schaltkreise häufig als Hy-
bridsysteme modelliert, da man Übergangseffekte beim Schließen von elektrischen
Schaltern vernachlässigen kann. Es ist auch möglich, dass die zugrunde liegenden
physikalischen Phänomene ein Umschalten zwischen verschiedenen Gleichungen
notwendig machen. So ändern sich bei Phasenübergängen, wie sie während des
Anfahrens von Destillations- und Rektifikationsanlagen auftreten, die thermody-
namischen Eigenschaften sprunghaft [158]. Schließlich können auch externe Um-
stände die Formulierung eines verfahrenstechnischen Prozesses als Hybridsystem
nahelegen. So werden bei der Dampferzeugung im Kraftwerksprozess beim Anfah-
ren und Umsteuern weite Bereiche von Druck und Enthalpie durchschritten. Um
die Wasser-Dampf-Eigenschaften korrekt zu beschreiben [1], empfiehlt es sich da-
her, die von der „International Association for the Properties of Water and Steam“
(IAPWS) vorgeschlagenen und verifizierten Funktionen zu verwenden. Dabei sind
je nach Druck- und Enthalpiebereich verschiedene Zustandsgleichungen zu wäh-
len. Auch in biologischen Systemen, wie sie bei der Beschreibung von Fermen-
tationsprozessen Verwendung finden, ändert sich das Verhalten in Abhängigkeit
vom Nahrungsangebot so stark, dass für verschiedene Bereiche unterschiedliche
Parametrisierungen notwendig sind [129].
9All diese Umschaltprozesse führen zu Knicken oder sogar Sprüngen in den Zu-
standstrajektorien bzw. ihren Ableitungen. Enthält ein Optimierungsproblem ei-
ne solche Modellbeschreibung, versagen die ansonsten hoch effizienten gradienten-
basierten Optimierungsverfahren in den meisten Fällen. Dynamische Hybridsyste-
me erfordern daher eine besondere Behandlung. Die große Herausforderung hierbei
besteht darin, die gemischt diskret-kontinuierlichen Optimierungsprobleme so zu
formulieren, dass
1. die Lösungsmethode möglichst allgemein anwendbar ist und
2. eine Lösung von hinreichender Genauigkeit mit
3. vertretbarem Rechenaufwand gefunden werden kann.
Diese drei Kriterien können nach wie vor nicht gleichzeitig erfüllt werden. Eine
allgemeine Anwendbarkeit der Methode stellt keine speziellen Anforderungen an
die Struktur des Problems. Allerdings führt die allgemeine, exakte Formulierung
letztlich auf ein Problem, welches nur mit einem Rechenaufwand gelöst werden
kann, der grob gesagt exponentiell mit der Problemgröße anwächst. Für komplexe
industrielle Prozesse scheitert die Lösung der Probleme deshalb am Rechenauf-
wand. Formuliert man dagegen das Problem zwar allgemein, aber nur approxi-
mativ, kann man den exponentiell steigenden Rechenaufwand vermeiden, erreicht
aber eine geringere Genauigkeit. Eine gute Genauigkeit bei angemessenem Re-
chenaufwand kann unter Umständen erreicht werden, wenn spezielles Wissen über
das Problem zur Reduktion seiner Komplexität führt, ohne dabei an Genauigkeit
zu verlieren. Damit erhält man allerdings eine individuelle Problemformulierung,
die nicht mehr dem Kriterium der allgemeinen Anwendbarkeit genügt. Es wird
also im konkreten Fall immer darum gehen, unter verschiedenen Methoden eine
geschickte Auswahl zu treffen, so dass die drei genannten Kriterien in einem aus-
gewogenen, dem Problem angemessenen Verhältnis stehen. Ziel dieser Arbeit ist
es deshalb, verfügbare Methoden weiterzuentwickeln, zu testen und bezüglich der
Kriterien Allgemeinheit, Genauigkeit und Rechenaufwand zu bewerten.
Die vorliegende Arbeit ist folgendermaßen gegliedert. Teil I gibt einen Überblick
über den Stand der Forschung zur Optimierung dynamischer Hybridsysteme (Ka-
pitel 2) und stellt die Grundlagen für die Modellierung dynamischer Hybridsys-
teme bereit (Kapitel 3). Die Modellierung (Abschnitt 3.1.1) ist Bestandteil einer
jeden modellbasierten Optimierung und damit für die übrigen Teile der Arbeit
von Bedeutung. Beabsichtigt man, die als DAE-System vorliegende Beschreibung
eines dynamischen Hybridsystems in der Optimierung zu verwenden, muss die
Lösbarkeit des DAEs gesichert sein (Abschnitt 3.2). In diesem Zusammenhang ist
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besonders die Charakteristik des Umschaltverhaltens zu beachten, die anhand der
Transversalität des Schaltens (Abschnitt 3.2.2) oder mit Hilfe der Richtungsablei-
tungen (Abschnitt 3.2.3) bewertet wird.
Teil II stellt den Hauptteil dieser Arbeit dar. Hier werden die Theorie und Metho-
den zur Optimierung dynamischer Hybridsysteme entwickelt und anhand von Fall-
studien getestet. Da die in dieser Arbeit untersuchten Regularisierungsmethoden
auf Methoden zur Lösung statischer Probleme mit komplementären Beschrän-
kungen (Mathematical Programs with Complementarity Constraints - MPCC)
zurückgehen, werden in Kapitel 4 zunächst die Eigenschaften dieser Problemklas-
se vorgestellt (Abschnitt 4.1) und anschließend Relaxation, Strafverfahren und
Glättung als Regularisierungsstrategien für MPCC eingeführt (Abschnitt 4.2).
Kapitel 5 beschäftigt sich mit den Methoden zur Glättung dynamischer Optimie-
rungsprobleme mit Umschaltungen zwischen verschiedenen Betriebsmodi. Hierzu
wird in Abschnitt 5.1 zunächst das hybride dynamische Optimierungsproblem all-
gemein formuliert. Abschnitt 5.2 stellt die für die dynamische Optimierung not-
wendigen Grundlagen bereit. In den darauf folgenden Abschnitten werden (i) eine
Glättungsmethode und (ii) eine Formulierung als Zweiebenenproblem (Bilevel-
Problem) mit Strafverfahren als Strategien zur Behandlung des schaltenden Sys-
temverhaltens vorgestellt. In Abschnitt 5.3 wird die Idee der Glättung aus den
Abschnitten 4.2.1 und 4.2.3 aufgegriffen. Jetzt wird jedoch anstelle der komple-
mentären Beschränkung die Stufenfunktion geglättet, welche für die Auswahl des
richtigen Betriebsmodus sorgt. Als alternative Regularisierungsmethode verwen-
det die in Abschnitt 5.3.4 dargestellte Methode die Idee der Strafverfahren aus
Abschnitt 4.2.2. Bei dynamischen Hybridsystemen mit autonomem Schaltverhal-
ten führt dieser Ansatz zur Kombination einer Bilevel-Formulierung mit der Be-
strafung der Verletzung komplementärer Beschränkungen. Der dritte methodische
Ansatz (Kapitel 6) verwendet die im Rahmen der Simulation dynamischer Hy-
bridsysteme entwickelte Idee zum Anhalten und Neustarten der Integration an
den Umschaltpunkten des Systems (Abschnitt 6.1). Die Schritte zur Umsetzung
dieses Verfahrens sind analog zu denen der Simulation. Sie werden aber in der Op-
timierung anders realisiert (Abschnitt 6.2). Die externe bzw. interne Bestimmung
der Schaltzeiten wird am Beispiel von Problemen der Parameterschätzung erklärt
(Abschnitt 6.3). Die Funktionsweise aller in den Kapiteln 5 und 6 beschriebenen
Methoden wird durch kleine Fallbeispiele illustriert. Eine Anwendung auf komple-
xere Systeme findet sich in den Kapiteln 7.1 und 7.2. Während in Kapitel 7.1 die
Glättungsmethode und die Bilevel-Methode mit Strafverfahren miteinander und
mit einer heuristischen Methode verglichen werden, zeigt Kapitel 7.2 das Vorgehen
bei der Vorbereitung und Durchführung der Parameterschätzung anhand eines in-
dustriellen Verdampfers. Für diesen Verdampfer wird auch der Zerlegungsansatz
aus Kapitel 6 am Beispiel eines optimalen Anfahrprozesses getestet.
Kapitel 2
Stand der Forschung zur
Optimierung dynamischer
Hybridsysteme - Überblick
Die derzeit gängigen Methoden zur Optimierung dynamischer Hybridsysteme las-
sen sich als i) heuristische Methoden, ii) gemischt ganzzahlige Programmierung
und iii) Regularisierungsmethoden klassifizieren. Abbildung 2.1 nennt wichtige
Vertreter dieser Methodenklassen und gibt Stichworte zum Funktionsprinzip einer
jeden Methodenklasse. Die Abschnitte 2.1-2.3 gehen dann auf die Funktionsprin-
zipien etwas genauer ein. In diesen Abschnitten werden jeweils auch Beispiele für
die Anwendung der Methoden im Rahmen der Optimierung dynamischer Hybrid-
systeme gegeben. In den Abschnitten 2.1 und 2.2 werden die Gründe aufgeführt,
weshalb manche Methoden in vorliegender Arbeit nicht im Detail untersucht wer-
den. Da die Optimierung dynamischer Hybridsysteme auf der Optimierung konti-
nuierlicher dynamischer Systeme basiert, gibt Abschnitt 2.4 einen Überblick über
die Methoden zur Optimierung dieser Systeme.
Insgesamt sind die Ausführungen dieses Kapitels bewusst allgemein gehalten wor-
den. Sie sollen lediglich einen Überblick vermitteln. Mathematische Zusammen-
hänge werden hier nicht dargestellt. Stattdessen werden die Funktionsprinzipien
der Methoden verbal beschrieben und umfangreiche Hinweise auf weiterführende
Literatur zu Methoden und Anwendungen gegeben.
2.1 Heuristische Methoden
Die heuristischen Optimierungsmethoden basieren auf dem Prinzip “Simulation in
der Optimierung” (Abb. 2.2), d. h. Simulation und Optimierung erfolgen weitge-
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Abbildung 2.1: Methoden zur Optimierung dynamischer Hybridsysteme.
hend getrennt und sind nur durch die Übergabe relevanter Daten verbunden. Im
Simulationsteil wird das dynamische System wiederholt mit zufällig vorgegebenen
Konfigurationen der Optimierungsvariablen, d. h. mit vorgegebenen Parameter-
werten p und Steuergrößen u simuliert. Handelt es sich um ein Hybridsystem (siehe
Kapitel 3.1.1), ist ein spezieller Simulator zur Behandlung der Umschaltvorgän-
ge notwendig. Um das korrekte Schaltverhalten zu realisieren, wird seit vielen
Jahren das Konzept mit Schaltfunktionen und zugehörigen Schaltern umgesetzt
[35, 43, 79, 117]. Numerische Verfahren zur Lösung von schaltenden, d. h. gemischt
diskret-kontinuierlichen Systemen nutzen entweder die abschnittsweise Integration
[11, 20, 69], Time-Stepping-Algorithmen [68, 147] oder Discrete-Event-Simulation
[82, 127, 164, 165]. Die Simulationsergebnisse, d. h. die Trajektorien der Zustands-
variablen x(t), y(t), dienen im Optimierungsteil zur Auswertung der Zielfunktion
J (x, y, u). Im Optimierungsteil werden die freien Variablen durch methodenspe-
zifische Suchregeln, für die im Gegensatz zu Methoden der mathematischen Pro-
grammierung keine Gradienteninformationen benötigt werden, schrittweise gezielt
verbessert (pneu, uneu), und es folgt der nächste Simulationsschritt. Diese Proze-
dur wird so lange wiederholt, bis die maximale Anzahl von Iterationen erreicht ist.
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Abbildung 2.2: Funktionsweise heuristischer Methoden bei der Optimierung dyna-
mischer Hybridsysteme.
Die bis dahin gefundene beste Konfiguration der Optimierungsvariablen wird als
Lösung angesehen. Optimalität kann bei diesen Verfahren aber nicht garantiert
werden. Aufgrund der vielfach wiederholten Simulationsschritte ist der Rechen-
aufwand für heuristische Verfahren hoch, wenn das Optimierungsproblem viele
Optimierungsvariablen enthält.
Wichtige Vertreter der heuristischen Methoden sind Genetische Algorithmen (GA),
Partikel-Schwarm-Optimierung (PSO), die Simulierte Abkühlung (SA) [124, 166]
und Kontrollierte Zufällige Suche (Integrated Controlled Random Search - ICRS)
[15, 40, 75].
Da das Umschalten des Systems in dem allen heuristischen Verfahren gemeinsa-
men Simulationsteil behandelt wird, und weil heuristische Methoden meist keine
Annahmen bzgl. Stetigkeit und Differenzierbarkeit der Zielfunktion machen, sind
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im Optimierungsteil, d. h. bei der heuristischen Suche in der Regel keine zusätz-
lichen Schwierigkeiten zu erwarten.
Die Optimierung dynamischer Hybridsysteme wurde z. B. für die Windenergie-
gewinnung [120] und für das Unit-Commitment-Problem [119] mittels PSO sowie
für chemische Prozesse mittels ICRS [15] durchgeführt.
Bezüglich der Relevanz heuristischer Methoden für die in der vorliegenden Arbeit
bearbeitete Fragestellung sind die folgenden Punkte zu berücksichtigen:
• Es existiert eine große Vielfalt unterschiedlicher heuristischer Methoden, die
bereits Gegenstand umfangreicher Forschungsarbeiten waren. Eine gründli-
che Untersuchung dieser Methoden würde allein schon quantitativ den Rah-
men dieser Arbeit sprengen.
• Da bei den heuristischen Methoden das dynamische Hybridsystem simu-
liert wird, müssten die Lösbarkeit und Lösungsmethoden für hybride DAE-
Systeme eingehend untersucht werden, bzw. es müsste vorausgesetzt werden,
dass ein hinreichend guter Löser für geschaltete DAE-Systeme verfügbar ist.
Dazu existieren bereits mehrere ausführliche Arbeiten [97, 105, 153].
• Es ist zu vermuten, dass die Erkenntnisse über die Optimierung dynamischer
Hybridsysteme im Allgemeinen eher gering wären, da die bei der Optimie-
rung eventuell auftretenden Schwierigkeiten eher durch die besondere Form
der Zielfunktion bedingt und damit problemspezifisch sind.
Aus diesen Gründen wird sich die vorliegende Arbeit kaum mit heuristischen Me-
thoden beschäftigen.1
2.2 Gemischt ganzzahlige nichtlineare Programmierung
Die gemischt ganzzahlige nichtlineare Programmierung (Mixed-Integer Nonlinear
Programming, MINLP) ist ein wichtiger Ansatz zur Lösung hybrider dynamischer
Optimierungsprobleme. Um im Rahmen eines Optimierungsproblems zu gewähr-
leisten, dass in dem zugrunde liegenden Hybridsystem aus einer Reihe möglicher
Betriebsmodi immer nur ein Modus aktiv ist, diese Modi also komplementär zu-
einander sind, können zum Ein- bzw. Ausschalten der Modi binäre - also ganz-
zahlige - Variablen verwendet werden. Mit diesen ganzzahligen Variablen kann
1Eine Ausnahme bildet der Vergleich zwischen Reformulierungsmethoden und der PSO in Ab-
schnitt 7.1.
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das Optimierungsproblem als MINLP formuliert werden. Die Lösung eines sol-
chen Problems hat den Vorteil, dass damit die Komplementarität zwischen den
Betriebsmodi exakt erfüllt wird.
Die MINLP wurde unter anderem mit dem Ziel entwickelt, die Optimierung von
Prozess-Design und Prozess-Steuerung miteinander zu verbinden. In den vergan-
genen 25 Jahren wurden beachtliche Anstrengungen in dieser Richtung unternom-
men [16, 18, 22, 139]. Zunächst betrachtete man stationäre Probleme [78, 125].
Doch bei vielen Systemen erfordert die zeitliche Veränderung einen dynamischen
Ansatz. Das System wird hierfür als hybrider Automat [5, 20, 21, 80, 103, 143] oder
als „Mixed-Logic Dynamic System“ [27, 84] modelliert. Auch die Formulierung
als allgemeines disjunktives Programm (General Disjunctive Program – GDP)
[116, 133] ist möglich. All diese Formulierungen führen schließlich auf MINLPs
zur Optimierung der Hybridsysteme. Anwendungsbeispiele finden sich für eine
Batchdestillationsanlage [116], Trinkwassernetzwerke [96] und Rektifikationsanla-
gen [16].
Übersichten über numerische Algorithmen zum Lösen gemischt ganzzahliger Op-
timierungsprobleme sind in [67, 77] zu finden. Gemeinsam ist diesen Methoden,
dass man das ursprüngliche, schwierig zu lösende MINLP in leichter zu lösende
Teilprobleme aufteilt. Es wird dann abwechselnd im Raum der ganzzahligen Va-
riablen und im Raum der kontinuierlichen Variablen gearbeitet. Die Aufteilung
gemischt ganzzahliger nichtlinearer Optimierungsprobleme in Teilprobleme erfolgt
in der Regel entweder durch eine Dekompositionsmethode [63, 73, 116, 156] oder
mittels eines Suchbaumes, der den Raum der ganzzahligen Variablen abbildet
[38, 67, 114]. Die Abbildungen 2.3 und 2.4 zeigen schematisch an den Beispie-
len der Äußeren Approximation (Outer Approximation, OA) [30, 84, 92] und des
Branch and Bound Verfahrens (B&B) [63, 145, 156] die Prinzipien von Dekompo-
sition (Abb. 2.3) und Suchbaum (Abb. 2.4).
Bei der Äußeren Approximation (Abb. 2.3) wird für ein kontinuierliches dyna-
misches Unterproblem ein nichtlineares Programm (NLP) mit festen ganzzahli-
gen (z. B. binären) Variablen z gelöst. Die Lösung liefert einen Schätzwert für
die kontinuierlichen Variablen x. Um diesen Wert xguess herum erfolgt die Li-
nearisierung des MINLP. Das resultierende gemischt ganzzahlige lineare Problem
(Mixed-Integer Linear Program, MILP) lässt sich relativ leicht lösen und stellt
in der k-ten Iteration eine bessere Konfiguration z(k) im Raum der ganzzahligen
Variablen zur Verfügung. Mit dieser wird das dynamische Unterproblem erneut
gelöst, was zu einem verbesserten xguess führt. Es folgt die nächste Iteration k.
Der Algorithmus bricht ab, wenn sich die Lösungen des MILP und des NLP nur
noch um eine vordefinierte Toleranz unterscheiden.
Im Branch & Bound Verfahren (Abb. 2.4) wird zunächst die Lösung des rela-











Abbildung 2.3: Optimierung der ganzzahligen Variablen durch Äußere Approxima-
tion im Rahmen der MINLP.
xierten Problems, d. h. eines NLPs mit 0 ≤ z ≤ 1 berechnet, die die untere
Schranke für die Lösung des gemischt ganzzahligen Problems darstellt. Außerdem
wird eine obere Schranke Jmax gesetzt. Anschließend wird ein NLP mit festem
ganzzahligen z1 (Branch) und relaxierten, d. h. kontinuierlichen z2, ..., zN gelöst.
Wird durch Festlegen der ganzzahligen Variable z1 der zulässige Bereich leer, muss
dieser Zweig nicht weiter untersucht werden (der Zweig wird “abgeschnitten”). Die
Suche wird an diesem Zweig auch dann gestoppt, wenn für die gefundene Lösung
der Zielfunktionswert J (k)r größer als die obere Schranke ist (Bound). Ist dagegen
J
(k)




r gesetzt und an
einem anderen Zweig weiter nach einer noch besseren Lösung gesucht. Handelt
es sich bei der gefundenen Lösung um eine nicht ganzzahlige Lösung, erfolgt die
nächste Verzweigung für z2 und ein NLP mit festen (ganzzahligen) z1 und z2 und
relaxierten z3, ..., zN wird gelöst. Durch das “Abschneiden” von Zweigen wird die
Größe des Suchraumes und damit der erforderliche Rechenaufwand verringert. Im
ungünstigsten Fall werden alle Konfigurationen der ganzzahligen Variablen unter-
sucht. An der Lösung sind alle zi, i = 1, ..., N ganzzahlig und für das zugehörige
NLP wird Optimalität erreicht.
Wie zu sehen war, werden sowohl bei der OA als auch beim B&B-Verfahren im
Raum der kontinuierlichen Variablen wiederholt kontinuierliche dynamische Un-
terprobleme als NLP gelöst. Hierfür nutzt man einen sequentiellen [44, 135] oder
simultanen [9, 13, 32] Ansatz. Der simultane Ansatz fand im Rahmen der MINLP
Anwendung auf Design und Steuerung von Destillationskolonnen [51, 116], chemi-
sche Reaktionen [12, 66] und industrielle Verdampfer [143]. Weitere erfolgreiche
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Abbildung 2.4: Optimierung der ganzzahligen Variablen durch Branch & Bound im
Rahmen der gemischt ganzzahligen Programmierung.
Anwendungen finden sich in [30, 89, 92].
Handelt es sich bei der im MINLP enthaltenen Systembeschreibung um ein dyna-
misches Hybridsystem, weisen die ganzzahligen Variablen eine Zeitabhängigkeit
auf. In diesem Fall muss theoretisch für jeden Zeitpunkt der Wert der ganzzahligen
Variablen bestimmt werden. Bei gesteuerten Umschaltungen kann das Schalten
zu jedem Zeitpunkt und beliebig oft erfolgen. Autonome Umschaltungen nutzen
Informationen über den Systemzustand und finden unter genau definierten Bedin-
gungen statt. Wann diese Bedingungen erfüllt sind, ergibt sich erst aus der Sys-
temdynamik unter Beachtung der entsprechenden Steuergrößen. Da im Rahmen
der gemischt ganzzahligen Programmierung keine kontinuierliche Zeit behandelt
werden kann, müssen dynamische Probleme in einer angemessenen Weise diskre-
tisiert werden und man betrachtet dann die Werte für zij in den Zeitintervallen
[tj, tj+1]. Da diese zij dann auf dem Intervall konstant sind, ist es notwendig, dass
die Umschaltpunkte auf den Intervallgrenzen liegen. Insbesondere für Systeme
mit autonomem Schaltverhalten ist dies problematisch. Außerdem erhält man bei
Problemen mit zeitabhängigen ganzzahligen Variablen bei feinen Diskretisierun-
gen einen sehr großen Suchraum. Der Rechenaufwand wird dann zur kritischen
Größe [53].
Für vorliegende Arbeit wurde aus folgenden Gründen die Entscheidung getroffen,
den Ansatz der gemischt ganzzahligen nichtlinearen Programmierung nicht weiter
zu verfolgen:
• Aufgrund des kombinatorischen Charakters ist derzeit nicht zu erwarten,
dass das Problem des mit der Systemgröße unter Umständen exponentiell
steigenden Rechenaufwandes grundsätzlich gelöst werden kann. Es gibt Mög-
18 KAPITEL 2. OPTIMIERUNG DYNAMISCHER HYBRIDSYSTEME
lichkeiten, den Rechenaufwand durch verschiedene Maßnahmen zu reduzie-
ren (z. B. [142]). Bisher hat sich jedoch noch kein Verfahren durchgesetzt
und die Beurteilung auf Grundlage weniger Anwendungsbeispiele birgt die
Gefahr eines Fehlurteils.
• Es existieren bereits qualitativ hochwertige Publikationen zum Thema und
die Forschung wird weiterhin von Arbeitsgruppen vorangetrieben, die über
langjährige Erfahrungen auf diesem Gebiet verfügen.
• Der Ansatz ist so komplex, dass allein die gemischt ganzzahlige nichtlineare
Programmierung Inhalt einer eigenen Arbeit sein sollte, während hier die
Untersuchung verschiedener Methoden, ihr Vergleich und die Entwicklung
neuer Ideen im Vordergrund stehen sollen.
Zusammenfassend lässt sich sagen, dass die Forschung zur gemischt ganzzahligen
nichtlinearen Programmierung zwar weiterhin von großem Interesse ist, aus den
genannten Gründen jedoch nicht Inhalt dieser Arbeit sein wird.
Als vielversprechende Alternative zur gemischt ganzzahligen nichtlinearen Pro-
grammierung bietet es sich an, einen Regularisierungsansatz zu verwenden. Dies
ist vor allem bei autonomen Umschaltungen von Vorteil. Verschiedene Möglich-
keiten zur Regularisierung hybrider dynamischer Optimierungsprobleme werden
im folgenden Abschnitt dargestellt.
2.3 Regularisierungsmethoden
Die Regularisierungsmethoden (Abb. 2.5) stellen die dritte Klasse von Metho-
den zur Optimierung dynamischer Hybridsysteme dar. In der Literatur wird man
sicher häufiger der Bezeichnung “Relaxationsmethoden” begegnen. Hier wurde be-
wusst der Begriff “Regularisierungsmethoden“ gewählt, da innerhalb dieser Metho-
denklasse eine Abgrenzung zwischen Bestrafung, Glättung und Relaxation erfolgt
(siehe Abbildung 2.1). Um eine begriﬄiche Verwirrung zu vermeiden, wird deshalb
als Oberbegriff “Regularisierung” verwendet.
Die Regularisierungsmethoden basieren auf der Idee, das ursprüngliche hybride
dynamische Optimierungsproblem auf geeignete Weise durch eine Folge leichter zu
lösender kontinuierlicher dynamischer Optimierungsprobleme zu approximieren.
Ohne Beschränkung der Allgemeinheit wird die Annäherung an das ursprüngliche
Hybridproblem durch einen kleiner werdenden so genannten Approximationspa-
rameter quantifiziert. Die Hoffnung ist natürlich, dass die Lösungen des appro-
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Abbildung 2.5: Lösung hybrider dynamischer Optimierungsprobleme durch Appro-
ximation.
ximierten Problems bei kleiner werdendem Approximationsparameter gegen die
Lösung des ursprünglichen Hybridproblems streben.
Die zur Regularisierung verwendeten Approximationsmethoden gehen zumeist auf
Forschungsarbeiten über statische Optimierungsprobleme mit komplementären
Beschränkungen zurück. Für statische Probleme gibt es zahlreiche theoretische
Arbeiten zu Stationaritätsbedingungen der MPCCs [6, 49, 50, 65, 132], zur Be-
schränktheit und Eindeutigkeit der Lagrangemultiplikatoren und zur Konvergenz
der Lösung approximierter, geglätteter Probleme gegen die Lösung des ursprüng-
lichen MPCCs [6, 65, 85, 138, 144]. Außerdem wurden entsprechende Algorith-
men zum Lösen der Probleme entwickelt [17, 91, 99, 130]. Über numerische Tests
verschiedener Algorithmen anhand einer Reihe von Beispielproblemen wurde be-
richtet [24, 64, 98, 52].
Regularisierungsmethoden machen sich die Tatsache zunutze, dass im Unterschied
zum ursprünglichen nicht-glatten MPCC das regularisierte Problem durch ein ge-
wöhnliches Lösungsverfahren für nichtlineare Programme gelöst werden kann. Es
sei hier betont, dass es nötig ist, eine Reihe solch approximierter Probleme zu
lösen, um der Lösung des Originalproblems hinreichend nahe zu kommen. Die
Approximation des MPCC, bzw. die Approximation der im MPCC enthaltenen
komplementären Beschränkung kann durch Relaxation [24, 91, 132, 144], Straf-
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verfahren [6, 24, 31, 85] oder Glättung erfolgen [24, 46, 62, 91, 132]. Bei der
Relaxation wird die komplementäre Beschränkung so relaxiert, dass sie nur bis
auf einen kleinen Relaxationsparameter erfüllt werden muss. Im Strafverfahren
geht die komplementäre Beschränkung als Strafterm in die Zielfunktion ein. Bei
der Glättung wird die komplementäre Beschränkung durch eine bis auf einen klei-
nen Parameter äquivalente, differenzierbare Funktion ersetzt. Unter Verwendung
einer dieser Regularisierungsmethoden wird das Problem mit komplementärer Be-
schränkung in ein gewöhnliches glattes Problem mit kontinuierlichen Variablen
verwandelt.
Da es sich bei den in dieser Arbeit betrachteten Problemen um dynamische Pro-
bleme handelt, sind neben den Regularisierungsmethoden Verfahren der dynami-
schen Optimierung anzuwenden, über deren Entwicklung und aktuellen Stand der
folgende Abschnitt einen kurzen Überblick gibt.
2.4 Dynamische Optimierung kontinuierlicher Probleme
In den 1950er/60er Jahren begann man sich intensiv mit der kontinuierlichen
dynamischen Optimierung zu beschäftigen. Dynamische Optimierung bedeutet,
dass im Optimierungsproblem eine Modellbeschreibung, welche Differentialglei-
chungen zur Beschreibung der zeitlichen Entwicklung des Systems enthält, zu
berücksichtigen ist. Die Zielfunktion kann - wie z. B. bei der Parameterschätzung
oder Datenvalidierung - zur Bewertung der Abweichung zwischen einer Zeitrei-
he von Messdaten und den durch das Modell bestimmten Zustandstrajektorien
dienen. Sie kann aber auch als Optimalsteuerungsproblem definiert sein, bei dem
der Zustand des Systems zum Endzeitpunkt tf (z. B. die Konzentration eines
gewünschten Produktes bei einem chemischen Prozess), die Zeit bis zum Errei-
chen eines Referenzzustandes (z. B. eines neuen Arbeitspunktes) oder die Pro-
zessführung über den gesamten Optimierungszeitraum (z. B. Energieverbrauch,
Rohstoffkosten, Abweichung vom Referenzwert) bewertet wird.
Die Methoden zur Optimierung solcher zeitabhängiger Probleme können entwe-
der der Klasse der indirekten Methoden oder der Klasse der direkten Methoden
zugeordnet werden (siehe Abb. 2.6). Zu den indirekten Methoden gehören die
dynamische Programmierung nach Bellman [25, 26] sowie das Maximumprinzip
nach Pontryagin [126]. Diese beiden Ansätze sind allerdings für große Probleme,
wie sie typischerweise aus praktischen Anwendungen resultieren, nicht oder kaum
anwendbar [100].
Als Alternative zu den indirekten Methoden wurden die so genannten direkten
Methoden entwickelt. Die Grundidee der direkten Methoden ist die Zeitdiskretisie-
rung kontinuierlicher Steuer- und/oder Zustandsvariablen. Die direkten Methoden
















Abbildung 2.6: Methoden der dynamischen Optimierung.
lassen sich in sequentielle und simultane Methoden aufteilen [28, 30, 155]. Weiter-
entwicklungen (z. B. quasi-sequentielle Methoden bzw. Mehrfachschießverfahren)
verbinden die Vorteile der sequentiellen und simultanen Methoden miteinander,
indem sie Ideen beider Methoden nutzen [19, 36, 54, 83, 148, 159].
Bei den sequentiellen Methoden [47, 86, 155] kommt eine den in Abschnitt 2.1
beschriebenen heuristischen Verfahren ähnliche Programmstruktur zum Einsatz
(Abb. 2.7). Die zeitlich variablen Steuergrößen werden parametrisiert, d. h. sie
werden stückweise als Polynome dargestellt. Die Optimierungsvariablen sind dann
die jeweiligen Polynomkoeffizienten und gegebenenfalls Parameter des Modells.
Mit festen Anfangsschätzwerten all dieser Parameter kann dann das dynamische
Modell integriert und die Zielfunktion berechnet werden. Die Auswahl neuer, ver-
besserter Parameter wird anhand der Gradienteninformation getroffen. Der Op-
timierungsalgorithmus bricht ab, wenn bestimmte Zielkriterien erfüllt sind. Der










Abbildung 2.7: Struktur bei sequentiellen und heuristischen Verfahren.
Vorteil der sequentiellen Methoden besteht in der moderaten Größe des resul-
tierenden NLPs. Da die Modellgleichungen durch Simulation gelöst werden, sind
sequentielle Methoden einfach, aufgrund vielfach wiederholter Simulationsschritte





algebraische Gleichungen aus der






Abbildung 2.8: Struktur bei simultanen Verfahren.
Simultane Ansätze [30, 57, 134] binden das Lösen der Modellgleichungen direkt
in die Optimierung ein (Abb. 2.8). Es ist also kein Simulationsschritt notwendig.
Im Gegensatz zu den sequentiellen Verfahren werden hier neben den Steuergrößen
auch alle anderen kontinuierlichen Variablen des dynamischen Modells diskreti-
siert, so dass ein großes NLP entsteht, weil nicht nur die Modellparameter und
die parametrisierten Steuerungen sondern auch die diskretisierten Zustandsvaria-
blen als Optimierungsvariablen behandelt werden. Da aber die dünne (sparse)
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Besetzung der entstehenden Matrizen vom NLP-Solver ausgenutzt werden kann,
sind diese Verfahren bzgl. des Rechenaufwandes auch für große Probleme noch
effizient. Zeitkontinuierliche Nebenbedingungen werden ebenso wie die übrigen






















Abbildung 2.9: Struktur beim Mehrfachschießverfahren.
Als Beispiel einer Mischform der sequentiellen und simultanen Methoden wird in
Abb. 2.9 die Struktur für das Mehrfachschießverfahren gezeigt. Auch hier gibt es
einen Optimierer und einen Simulator. Die Steuerungen werden parametrisiert.
Für die Zustandsvariablen wird ebenfalls eine Zeitdiskretisierung durchgeführt.
Für jedes so entstandene Zeitintervall werden zusätzliche Initialisierungsparame-
ter eingeführt, durch die einerseits das Modellsystem zu Beginn des Intervalls
initialisiert wird und andererseits die Kontinuität der Zustandsgrößen erreicht
werden soll.
Als Optimierungsvariablen werden jetzt die Modellparameter, die parametrisier-
ten Steuerungen und die Initialisierungsparameter an den Simulator übergeben.
Im Simulator werden die Modellgleichungen separat für jedes Zeitintervall ent-
weder durch Integration oder durch Kollokation z. B. mit dem Newton-Raphson-
Verfahren gelöst. Wichtig ist, dass die Gradienten an allen Stützstellen effizient
berechnet werden können. Der Vorteil dieser Struktur ist, dass hier auch zeitab-
hängige Nebenbedingungen berücksichtigt werden können. Zugleich wird durch
die Simulationsschritte die Anzahl der Optimierungsvariablen im Vergleich zum
simultanen Ansatz verringert.
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Die benötigte Diskretisierung der Modellgleichungen kann im einfachsten Fall
mittels des expliziten Euler-Verfahrens durchgeführt werden. Fortgeschrittenere
Methoden nutzen die Kollokation auf finiten Elementen [61]. Durch die Kolloka-
tion erreicht man schon mit relativ wenigen Zeitintervallen eine gute Genauigkeit
[8, 53, 149]. Solch effiziente Lösungsalgorithmen für kontinuierliche dynamische
Probleme werden in [9, 13, 19, 61, 51, 149] beschrieben und z. B. auf die Batch-
destillation [102, 161], gekoppelte Kolonnensysteme [83, 159] und das Anfahren
von Rektifikationsanlagen [161] angewandt.
In der Anwendung auf dynamische Hybridsysteme wurde die Verbindung von Re-
gularisierungsmethoden für MPCC (Abschnitt 2.3) mit dynamischer Programmie-
rung in [23, 31] durch differentielle Inklusionen vom Filippov-Typ [60] realisiert.
Eine Glättungsmethode wurde für die optimale Steuerung für ein mechanisches
System eingesetzt [146]. Zur Parameterschätzung für des Modell eines metaboli-
schen Fließgleichgewichtes wurden Variationsungleichungen bei der Glättung des
Optimierungsproblems verwendet [131].
Wie in diesem Abschnitt zu sehen war, wurden verschiedene Methoden zum Lösen
kontinuierlicher dynamischer Optimierungsprobleme entwickelt und einige davon
auch bei der Optimierung dynamischer Hybridsysteme eingesetzt. Auch in diese
Arbeit baut die Optimierung dynamischer Hybridsysteme auf der Optimierung
kontinuierlicher dynamischer Probleme auf. Für vorliegende Arbeit wurde ein si-
multaner Ansatz gewählt, bei dem die vollständige Diskretisierung des Problems





Da die vorliegende Arbeit Optimierungsprobleme zum Thema hat, deren Neben-
bedingungen durch die Modellbeschreibung des jeweils betrachteten dynamischen
Hybridsystems gegeben sind, wird sich dieses Kapitel zunächst mit den Beson-
derheiten der Modellierung von Hybridsystemen beschäftigen. Anschließend wird
kurz auf die Anforderungen an DAE-Systeme bezüglich ihrer Lösbarkeit eingegan-
gen, bevor Eigenschaften der Schaltvorgänge diskutiert werden. Die Ausführungen
dieses Kapitels werden im zweiten Teil der Arbeit bei der Optimierung dynami-
scher Hybridsysteme als Grundlage dienen.
3.1 Modellierung dynamischer Hybridsysteme
Die Modellierung dynamischer kontinuierlicher und hybrider Systeme führt wie
üblich zu Beschreibungen durch DGL- oder DAE-Systeme (siehe Abb. 3.1). All-
gemein sollen die (systeminternen) differentiellen Zustandsvariablen mit x(t) und
die algebraischen Zustandsvariablen mit y(t) bezeichnet werden. Die Trajektorien
x(t) und y(t) hängen von dem Anfangszustand x0, den Modellparametern p sowie
den Steuer- bzw. Eingangsgrößen u(t) ab. Es wird vereinfachend angenommen,
dass die systeminternen Variablen x(t) und y(t) zugleich die Ausgangsgrößen des
Systems sind. An dieser Stelle wurde noch keine Annahme über die Stetigkeit
der Zustandstrajektorien gemacht. Dieser Punkt ist aber dann von Bedeutung,
wenn es sich um ein Hybridsystem handelt. In den folgenden Abschnitten wird
zunächst der Begriff “dynamisches Hybridsystem” definiert. Anschließend werden
ausgehend von einem einfachen Beispiel die Komponenten des Modells eines dyna-
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Abbildung 3.1: Schematische Darstellung des Modells eines dynamischen Systems.
mischen Hybridsystems eingeführt (Abschnitt 3.1.2). Abschnitt 3.1.3 veranschau-
licht die Zeitentwicklung eines dynamischen Hybridsystems, welches sich durch
ein Modell gemäß Abschnitt 3.1.2 beschreiben lässt. In Abschnitt 3.1.4 werden
binäre Variablen zur Auswahl von Betriebsmodi des Systems eingeführt, um das
Modell für einige später zu behandelnde Formulierungen hybrider dynamischer
Optimierungsprobleme vorzubereiten.
3.1.1 Definition eines dynamischen Hybridsystems
In Anlehnung an Cellier [41] wird ein Hybridsystem als ein System definiert, des-
sen Entwicklung während eines Zeitintervalls (t0, tf ) durch eine feste oder variable
Menge von DGLs oder DAEs beschrieben wird, wobei mindestens eine Zustands-
variable oder ihre Zeitableitung innerhalb des betrachtetes Zeithorizonts nicht
kontinuierlich ist. Demnach sind Hybridsysteme durch die enge Kopplung zwi-
schen diskreten und kontinuierlichen Elementen ihrer Zeitentwicklung charakteri-
siert. Die kontinuierliche Entwicklung wird üblicherweise durch DGLs oder DAEs
beschrieben. Daneben treten Elemente auf, wie z. B. Entscheidungsvariablen (boo-
lean variables), ganzzahlige Variablen (integer variables) oder Variablen, für die
nur diskrete Werte zugelassen sind.
3.1.2 Modellkomponenten
Um die Komponenten eines dynamischen Hybridmodells zu erklären, soll zu Be-
ginn dieses Abschnitts ein einfaches Tanksystem (Abb. 3.2) beschrieben werden.
Die Dynamik dieses Systems ist durch die Massenbilanz
dm
dt
= Fein − Faus − FU¨berlauf (3.1)
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mit




f2(h) wenn h ≥ hkrit
0 wenn h < hkrit
gegeben. Hier bezeichnen m den Masseninhalt des Tanks, Fein den durch das
diskret schaltbare Ventil 1 gesteuerten (zustandsunabhängigen) Massenzufluss,
v die Öffnung dieses Ventils, Faus den (zustandsabhängigen) Massenabfluss am
Tankauslass und FU¨berlauf den (zustandsabhängigen) Massenausfluss, der erst bei









Solange z. B. das Ventil 1 in seiner anfänglichen Position verharrt und der Füll-
stand unterhalb des kritischen Füllstandes bleibt, beschreibt Gleichung (3.1) mit
Fein = const · Fmax, FU¨berlauf = 0 die kontinuierliche Entwicklung des Massenin-
haltes. Wird jedoch das Ventil 1, welches in diesem Modell nur über die diskreten
Positionen v = {v1, v2, v3} verfügt, geschaltet, oder wird der kritische Füllstand
erreicht, ändert sich instantan der Massenzu- oder -abfluss. Dieses Umschalten
lässt sich als Schalten zwischen verschiedenen “Betriebsmodi” m ∈ M auffassen,




= Fein,i − Faus − FU¨berlauf,j, i = 1, 2, 3, j = 1, 2
beschrieben werden. Die Trajektorien des Masseninhaltes, der Zu- und Abflüsse
sowie deren Ableitungen zeigen an Umschaltpunkten Knicke bzw. Sprünge.
Die anhand dieses konkreten Beispiels eingeführten Bestandteile eines dynami-
schen Hybridsystems sollen nun verallgemeinert werden. Die folgenden Elemente
charakterisieren ein dynamisches Hybridsystem:
28 KAPITEL 3. SYSTEMBESCHREIBUNG
1. Es existiert eine endliche Indexmenge M verfügbarer Modi.
2. Das System wird durch eine endliche Anzahl differentieller Variablen x =
{xnx , nx = 1...Nx} und algebraischer Variablen
y =
{
yny , ny = 1...Ny
}
mit den Differentialgleichungen
0 = F (m)(x˙, x, y, u, t) und den algebraischen Gleichungen 0 = G(m)(x, y, u, p, t),[F (m),G(m)]ᵀ : RNx(m)×RNx(m)×RNy(m)×RNu(m) ×RNp(m)×R→ RNx(m)×
RNy(m) für jeden Modus beschrieben. Die unabhängigen Variablen sind durch
die zeitvarianten Steuergrößen u = {unu , nu = 1...Nu}, die zeitinvarianten
Parameter p =
{
pnp , np = 1...Np
}
sowie die Zeit t gegeben.
3. Die konsistente Initialisierung (x0, y0) gibt den Systemzustand zur Zeit t0
wieder, d. h. unter der Bedingung x(t0) = x0 genügen die Anfangswerte
y(t0) den algebraischen Gleichungen.
4. Die so genannte Schaltfläche im erweiterten Phasenraum Rnx+ny+1
Σmk :=
{
(x, y, t) : ψmk(x, y, t) = 0
}
(3.2)
enthält die Schaltfunktionen ψmk(x, y, t) für die Übergänge zu allen vom je-
weils aktuellen Modus m erreichbaren Modi k. Diese Übergangsbedingungen
können vom Systemzustand (implizite Schaltbedingung) oder von der Zeit
(explizite Schaltbedingung) abhängen. Das Verhalten der Schaltfunktionen
in der Nähe des Umschaltpunktes wird unten noch genauer zu diskutieren
sein.
5. Die Übergangsfunktionen T mk(x−(ts)) bilden den Endzustand des Vorgän-
germodus x− zur Schaltzeit ts auf den Initialzustand des Nachfolgemodus
ab.
Die Trajektorien der Systemvariablen bestehen also aus einer Reihe von so ge-
nannten Epochen I = {Ji := [ti−1, ti] , i = 1...Nep}, in denen sich das System
im jeweiligs aktuellen Modus befindet. Die Abfolge der Modi wird in M =
{mi, m ∈M, i = 1...Nep} zusammengefasst. Das Umschalten kann im Wechsel
mindestens einer Modellgleichung f (m)nx (x, y, u, t) oder g
(m)
ny (x, y, u, t) zum Schalt-
zeitpunkt oder einem durch T mk(x−(ts)) bestimmten Sprung mindestens einer
Zustandsvariablen bestehen. Im ersten Fall bezeichnet man die Umschaltungen
als Schalter, im zweiten Fall als Impuls [122]. Laut dieser Klassifikation lassen
sich beim einführenden Tankbeispiel die Umschaltungen des Eingangsventils als
Impuls einordnen. Die Änderung der Gleichung für den Überlauf, die aus dem
Überschreiten des kritischen Füllstandes resultiert, stellt hingegen einen Schal-
ter dar. Eine Unterscheidung des Umschaltverhaltens als gesteuert bzw. autonom
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ergibt sich aus expliziten bzw. impliziten Schaltbedingungen. Die explizite Schalt-
funktion ψ(t) = t−ts hängt lediglich von der Zeit ab und erlaubt die Vorgabe und
damit die Steuerung des Schaltverhaltens von außen (siehe z. B. das Umschalten
des Einlassventils im Tankbeispiel). Implizite Schaltfunktionen ψ(x, y) bewirken
autonomes, vom Systemzustand abhängiges Umschalten. Abbildung 3.3 zeigt den
Abbildung 3.3: Implizites Schalten.
Zustand eines autonom schaltenden Systems in Abhängikeit von der Zeit (unten).
Diesem Zustand entspricht jeweils ein Wert der Schaltfunktion (oben). Wenn die
Schaltbedingung ψ(x) = 0 erreicht ist, schaltet das System vom Modus 1 in den
Modus 2. Das Umschalten wird als Knick in der Zustandstrajektorie sichtbar.
Ein Beispiel für autonomes Umschalten ist das Aktivieren des Überlaufes beim
Tank unter der Bedingung, dass der kritische Füllstand erreicht oder überschritten
wurde.
In dieser Arbeit wird die Optimierung von Systemen mit autonomen Schaltvor-
gängen untersucht.
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3.1.3 Zeitentwicklung eines dynamischen Hybridsystems
Wie die Komponenten eines autonom schaltenden dynamischen Hybridsystems
(Abschnitt 3.1.2) die Zeitentwicklung dieses Systems bestimmen, wird durch Abb.




Abbildung 3.4: Zeitentwicklung eine Hybridsystems.
der Modi M = {1, 2, 3} wird durch die drei Ebenen symbolisiert. Zu Beginn sei-
ner Entwicklung befindet sich das System im Modus m = 1 mit den Initialwerten
x(t0) = x0. Die Gleichungen 0 = F (1)(x˙, x, y, u, t) und 0 = G(1)(x, y, u, t) bestim-
men die Entwicklung in der (dunkelgrauen) Ebene des Modus 1. Wird die erste
Schaltbedingung zur Zeit t1 erfüllt, d. h. ψ(12) = 0, springt der Systemzustand
(x(t1), y(t1))
− gemäß T 12 auf (x(t1), y(t1))+, und der neue Satz von Gleichungen
0 = F (2)(x˙, x, y, u, t) und 0 = G(2)(x, y, u, t) wird aktiviert. Die Entwicklung in
diesem Modus (mittelgraue Fläche) endet zur Übergangszeit t2, wo das System
zu m = 3 übergeht. Es folgt eine Periode der kontinuierliche Entwicklung in die-
sem Modus, z. B. bis ein gewünschter Targetzustand xt erreicht ist. Soll das Sys-
temverhalten lediglich simuliert werden, ist die Beschreibung aus Abschnitt 3.1.2
hinreichend. Soll das Modell hingegen die Nebenbedingungen eines Optimierungs-
problems repräsentieren, kann es sinnvoll sein, die Auswahl der Modi durch binäre
Variablen zu beschreiben. Diese wird im folgenden Abschnitt beschrieben.
3.1.4 Auswahl der Betriebsmodi mittels binärer Variablen
Anhand der Definitionen (1-5) aus Abschnitt 3.1.2 wird sofort klar, wie eng die
diskrete mit der kontinuierlichen Systemdynamik verbunden ist. Soll das hybride
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Modell zur Optimierung verwendet werden, ist es sinnvoll, die diskrete und konti-
nuierliche Dynamik zunächst entsprechenden formal unabhängigen binären bzw.
kontinuierlichen Variablen zuzuordnen. Hierdurch wird später die Behandlung der
Umschaltungen in einem Optimierungsproblem erleichtert. In das oben eingeführ-
te Tankbeispiel führt man deshalb für die beiden zu treffenden Entscheidungen
bezüglich der Stellung des Ventils 1 die Variablen z1,i, i = 1, ..., 3 und bezüglich
des Zustandes des Überlaufs (ein/aus) die Variable z2 ein, so dass im Modell
dm
dt




z1,i · vi · Fmax, (3.4)
Faus = f1(h), (3.5)
FU¨berlauf = z2 · f2(h), (3.6)
z1,i =
{
1 wenn t ∈ [ti,min, ti,max](k), k = 1, ..., Nvi




1 wenn h ≥ hkrit
0 wenn h < hkrit
(3.8)
ts : t = t
(k)
i,max ∨ h = hkrit, (3.9)
t ∈ [t0, tf ] (3.10)
die Gleichungen der kontinuierlichen Systemdynamik (3.3, 3.6) keine explizite Ent-
scheidung sondern stattdessen die binären Variablen z enthalten. Die jeweils ak-
tuellen Werte der binären Variablen hängen vom “diskreten Teil” des Modells
(3.7-3.8) ab. Die Schaltbedingung (3.7) muss so formuliert sein, dass jeweils nur
ein z1 ungleich 0 sein kann. Die Zeitpunkte t
(k)
i,max der gesteuerten Schaltvorgänge
zwischen den Ventilstellungen und damit die Werte der Entscheidungsvariablen
z1 werden als Eingangsgrößen von außen vorgegeben oder ihre optimalen Werte
sind durch die Optimierung zu bestimmen. Die Zeitpunkte der autonomen Schalt-
vorgänge, d. h. die Werte von z2 (3.8), werden hingegen anhand der Werte der
zugehörigen Schaltfunktionen (3.8) bestimmt. Es ist zu beachten, dass das Mo-
dell (3.3)-(3.10) die zeitkontinuierliche Entwicklung des Systems beschreibt, die
(z1,i, z2) also zeitkontinuierliche, aber wertdiskrete Variablen sind.
Für ein allgemeines dynamisches Hybridsystem sind nach Einführung der binären
Variablen die Definitionen (1-5) zu ergänzen:
1. Die Anzahl Nz der binären Variablen z =
{
ze,me , e = 1...Ne, me = 1...Nme
}
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ergibt sich als Nz =
∑Ne
e=1Ne,me aus der Anzahl der zu treffenden Entschei-
dungen Ne = Ne,c + Ne,a und der Anzahl der Modi pro Entscheidung Nme .
Ne,c und Ne,a sind die Anzahlen der kontrollierten und autonomen Entschei-
dungen.
2. Die binären Variablen gehen in die Modellgleichungen ein, so dass
0 = F(x˙, x, y, z, u, t) und 0 = G(x, y, z, u, p, t), [F ,G]ᵀ : RNx × RNx × RNy ×
RNz × RNu × RNp × R→ RNx × RNy .
3. Für alle kontrollierten Umschaltungen bestimmt die Zugehörigkeit der aktu-
ellen Zeit zu einem der vordefinierten Intervalle die Werte der entsprechen-
den binären Variablen, und die Gleichheit der aktuellen Zeit mit der Endzeit
eines solchen Intervalls definiert die Umschaltzeit.
4. Für die autonomen Umschaltungen bestimmen die Schaltfunktionen die Über-
gangsbedingungen und damit sowohl die Werte der entsprechenden binären
Variablen als auch die Zeitpunkte der impliziten Schaltvorgänge.
Das allgemeine Modell lautet somit
0 = F(x˙, x, y, z, u, p, t), (3.11)
0 = G(x, y, z, u, p, t),
zm =
{
1 wenn ψmk(x, y) > 0, ∀k
0 sonst
ts : ψ
mk(x, y) = 0, (3.12)
x(t0) = x0, x(ts)
+ = T mk(x(ts)−) . (3.13)
Die differentiellen und algebraischen Gleichungen enthalten also nun die Entschei-
dungsvariablen z, wodurch zu jedem Zeitpunkt die für den aktuellen Modus re-
levante Gleichung “aktiviert” wird. Die Schaltzeiten werden durch die Schaltbe-
dingung (3.12) bestimmt. Durch (3.13) sind die Initialzustände zur Zeit t0 und zu
allen Zeitpunkten ts im jeweils aktuellen Modus gegeben.
3.2 Lösbarkeit hybrider DAE-Systeme
Die Lösbarkeit hybrider DAE-Systeme im Sinne von Existenz und Eindeutigkeit
der Lösung soll in Abschnitt 3.2.1 diskutiert werden, weil sie Modelleigenschaften
erfordert, die auch bei der Optimierung dynamischer Hybridsysteme von Bedeu-
tung sind. Dies betrifft insbesondere die Beschreibung autonomer Schaltvorgän-
ge durch Schaltfunktionen und Übergangsfunktionen. Ob Schaltfunktionen die
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Umschaltzeitpunkte und Nachfolgemodi eindeutig bestimmen, kann anhand der
Transversalität bzw. Tangentialität des Schaltens (Abschnitt 3.2.2) oder mit Hilfe
der so genannten Richtungsableitungen (Abschnitt 3.2.3) festgestellt werden.
3.2.1 Existenz und Eindeutigkeit
Die theoretischen Aspekte der Existenz und Eindeutigkeit von Lösungen für ge-
schaltete Systeme werden in [74, 105, 153, 162] diskutiert. Wunderlich [162] be-
trachtet kontinuierliche und allgemeine Lösungen für lineare geschaltete Systeme
sowie die Erweiterung auf nichtlineare geschaltete Systeme. Als wesentliche Vor-
aussetzungen für eine determinierte Zustandstrajektorie über den Zeithorizont
(t0, tf ) werden dort gefordert:
1. Die DAE-Systeme aller Modi müssen unter Voraussetzung konsistenter An-
fangsbedingungen (x(m)0 , y(m)) lösbar sein. Dies bedeutet insbesondere
(a) Die Konsistenz der Anfangsbedingungen (x(1)0 , y(1)) für das DAE-System
des Startmodus ist erforderlich, d. h. unter der Bedingung x(1)0 genügen
die Anfangswerte y(1)0 den algebraischen Gleichungen.
(b) Die Anfangsbedingungen eines jeden neu aktivierten Modus müssen
ebenfalls konsistent sein. Das bedeutet, dass der Endzustand des Vor-
gängermodus nach Anwendung der Übergangsfunktionen T mk(x(ts)−)
in einen konsistenten Startzustand des neuen Modus führt.
(c) Für jeden einzelnen Modus ist die Anzahl abhängiger Variablen gleich
der Anzahl der Gleichungen. Unabhängige Variablen, wie z. B. Steu-
ergrößen müssen eindeutig bestimmt sein oder beispielsweise durch ein
Optimierungsproblem bestimmt werden können.
2. Die Schaltzeiten müssen eindeutig bestimmbar sein. Als Kriterien für einen
gutartigen Verlauf der Schaltfunktion in der Nähe des Umschaltpunktes, die
z. B. auch zur eindeutigen Bestimmbarkeit der Schaltzeiten führen, wer-
den einerseits die Transversalität bzw. Tangentialität des Schaltens [97] und
andererseits Eigenschaften der Richtungsableitungen um den Schaltpunkt
herum [122] diskutiert. Darauf wird weiter unten noch genauer eingegangen
(siehe Abschnitte 3.2.2 und 3.2.3).
3. Die jeweiligen Nachfolgemodi müssen eindeutig bestimmbar sein. Da jede
Schaltfläche ψmk den Übergang zu einem spezifischen Modus k darstellt,
wird der Modus ausgewählt, dessen Schaltfläche zuerst erreicht wird. Erreicht
der Systemzustand die Schaltfläche jedoch dort, wo sich zwei benachbarte
Schaltflächen schneiden, ist der Nachfolgemodus nicht eindeutig bestimmt.
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In diesem Fall ist eine zusätzliche Vereinbarung zum Vorrang eines der beiden
möglichen Übergänge vonnöten.
Punkt 1 ist für die Existenz der Lösung essentiell. Die Punkte 2-3 sind für die
eindeutige Lösbarkeit von Bedeutung. Auch bei Optimierungsproblemen für au-
tonom schaltende Hybridsysteme sind die Konsistenz der Anfangsbedingungen
aller Modi sowie die eindeutige Bestimmbarkeit der Schaltzeitpunkte und Nach-
folgemodi erforderlich. Die Diskussion zur Transversalität bzw. Tangentialität der
Schaltfunktion sowie zu den Eigenschaften der Richtungsableitungen, die für die
eindeutige Bestimmbarkeit der Schaltzeiten wichtig sind, erfolgt in den beiden











Abbildung 3.5: Transversale und Tangentiale Ereignisse bei Systemen mit implizi-
tem Schalten.
3.2.2 Transversalität versus Tangentialität des Schaltens
Transversale Schaltvorgänge werden im Allgemeinen mit gutartigem Systemver-
halten assoziiert [97]. Nach [160] sind alle Ereignisse transversal, bei denen die
Zustandstrajektorie am Schaltpunkt nicht tangential zur Schaltfläche liegt. In
ähnlicher Weise werden in [150] Funktionen (analog zu unseren Schaltfunktionen)
definiert, welche eine Schaltmannigfaltigkeit (analog zur in dieser Arbeit beschrie-
benen Schaltfläche) definieren. Überträgt man die Argumentation aus [150] auf die
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hier verwendete Terminologie, ist ein Ereignis als transversal anzusehen, wenn die
Schaltfunktion, welche das Ereignis auslöst, am Ereignis das Vorzeichen wechselt
und ihre erste Ableitung nicht verschwindet. Letztere Bedingung lässt sich durch
die Formulierung abschwächen, dass ein transversales Ereignis dann vorliegt, wenn
die Schaltfunktion in einer hinreichend kleinen Umgebung des Ereignisses das Vor-
zeichen wechselt. Beispiele für transversale und tangentiale Ereignisse finden sich
in Abb. 3.5. Abbildung 3.5a zeigt den Verlauf der Schaltfunktion beim trans-
versalen Schalten. Die Schaltfunktion ist monoton fallend, d. h. dψ/dt < 0 und
zum Zeitpunkt t∗ wechselt die Schaltfunktion ihr Vorzeichen. In Abb. 3.5b ist
am Zeitpunkt t∗ zwar dψ/dt = 0, aber auch hier findet ein Vorzeichenwechsel der
Schaltfunktion statt. Deshalb lässt sich der Schaltvorgang im Fall b) ebenfalls als
transversal bezeichnen [97]. In Abb. 3.5c ändert sich das Vorzeichen der Schalt-
funktion zum Zeitpunkt t∗ nicht. Hier liegt demnach tangentiales Schalten vor.
Um die Transversalität bzw. Tangentialität des Schaltens zu veranschaulichen,
soll ein Beispielsystem1 mit einer autonomen Schaltbedingung betrachtet werden:
x˙ =
{
4− x wenn ψ (x) ≥ 0
0.7x wenn ψ (x) < 0
(3.14)
x(t0) = −3
ψ(x) = −x3 + 5x2 − 7x+ p .
Für Parameterwerte p > 3 hat die Schaltfunktion ψ (x) eine Nullstelle, für Para-
meterwerte p < 3 drei Nullstellen und für p = 3 zwei Nullstellen. Abbildung 3.6
zeigt die Trajektorien x (t) sowie die zugehörigen Schaltfunktionen, für die in der
Legende angegebenen Parameterwerte. Die durch die Nullstellen der Schaltfunk-
tionen ausgelösten Ereignisse werden hinsichtlich ihrer Transversalität untersucht,
in dem man die erste Ableitung der Schaltfunktion berechnet und überprüft, ob
zum Einen ein Vorzeichenwechsel der Schaltfunktion stattfindet und zum Ande-
ren die Ableitung der Schaltfunktion ungleich Null ist. Beide Kriterien sind bei
Parameterwerten p > 3 oder p < 3 für alle Nullstellen erfüllt. Die Ereignisse sind
also transversal. Ist p = 3, verschwindet der Gradient der Schaltfunktion am Um-
schaltpunkt x0,1 = 1 und es findet kein Vorzeichenwechsel statt. Somit liegt an
diesem Punkt tangentiales Schaltens vor.
3.2.3 Richtungsableitungen
Wie oben bereits erwähnt, kann anhand der so genannten Richtungsableitungen
festgestellt werden, ob für ein dynamisches Hybridsystem ein gutartiges Schaltver-
1Ein ähnliches Beispiel findet sich in [20].
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Abbildung 3.6: Zustandstrajektorien (oben) und Schaltfunktionen (unten) für das
Beispiel (3.14).
halten mit eindeutig bestimmbaren Schaltzeiten zu erwarten ist. Die Richtungs-









= ∇xψ · x˙(2) +∇tψ.
aus der Schaltfunktion ψ(x). Dabei erfordert Gleichung (3.15) die Regularität der
Schaltfunktion, wobei eine Schaltfunktion ψ dann als regulär bezeichnet wird,
wenn sie stetig und außerhalb der Schaltfläche Σ glatt ist. Sie erfülle folgende
Eigenschaft: Für eine Funktion ψ(1) = ψ gilt auf Σ(1) := {x, y, t) : ψ(x, y, t) > 0}.
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Sie sei auf Σ(1) ∪ U(Σ) glatt. Hierbei ist U(Σ) eine hinreichend kleine Umgebung
von Σ. Dieselben Eigenschaften gelten für eine analoge Funktion ψ(2)[122]. In
der hier verwendeten Notation kennzeichnet Σ(1) den Punkt auf der Schaltfläche
unmittelbar vor dem Umschalten vom Modus 1 in den Modus 2 und Σ(2) den
entsprechenden Punkt unmittelbar nach dem Umschalten.
Um nun die Art des Umschaltverhaltens erkennen zu können, werden die Vorzei-
chen der Richtungsableitungen vor und nach dem Umschalten ausgewertet. Hängt
die Schaltfunktion - wie im Fall impliziter Schaltfunktionen - nicht explizit von
der Zeit ab, vereinfacht sich die Richtungsableitung zu Dψ = ∇xψ · x˙. Ist zum
Zeitpunkt des Eintretens der Zustandstrajektorie in die Schaltfläche ∇ψxf (1) > 0
und ∇ψxf (2) > 0 bzw. ∇ψxf (1) < 0 und ∇ψxf (2) < 0, so durchquert die Zu-
standstrajektorie die Schaltfläche in einem Winkel ungleich Null, d. h. sie verlässt
die Schaltfläche unmittelbar nach dem Schaltvorgang (Abb. 3.7 links). Im obigen
Beispiel soll für p = 2.5 der erste Umschaltpunkt betrachtet werden: Die Schalt-
funktion erreicht bei x0,1 = 0.55 von oben ihre erste Nullstelle. Die Ableitung
der Schaltfunktion nach x ist an dieser Stelle ∇ψx < 0. Die Zeitableitung des
Zustandes vor dem Umschalten ist x˙− = f (1) > 0 und nach dem Umschalten
x˙+ = f (2) > 0, d. h. ∇ψxf (1) < 0 und ∇ψxf (2) < 0 und die Trajektorie entfernt
sich nach dem Umschalten von der Schaltfläche.
Abbildung 3.7: Bedeutung der Richtungsableitungen beim impliziten Schalten.
Im Falle, dass D(1)ψ > 0 und D(2)ψ < 0 bzw. D(1)ψ < 0 und D(2)ψ > 0, ver-
läuft die Trajektorie in der Schaltfläche, bis eine dieser beiden Funktionen ihr
Vorzeichen ändert (Abb. 3.7 rechts). Die Lösung wird als Filippov-Lösung oder
auch gleitende Bewegung (“sliding motion”) bezeichnet. Solche Systeme sind für
gewöhnliche Lösungsverfahren problematisch, können aber durch spezielle Verfah-
ren gelöst werden [11, 80]. Bei der gleitenden Bewegung wird die Zeitentwicklung
des Systems in der Schaltfläche durch die DGL
x˙ = αf (1) + (1− α)f (2), α ∈ [0, 1] (3.16)
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beschrieben [60, 105]. Durch Einsetzen von (3.16) in (3.15), erhält man für α und
(1− α) die expliziten Ausdrücke
α =
−D(2)ψ
D(1)ψ −D(2)ψ, (1− α) =
D(1)ψ
D(1)ψ −D(2)ψ ,
welche eingesetzt in (3.16) auf
x˙ =
D(1)ψf (2) −D(2)ψf (1)
D(1)ψ −D(2)ψ (3.17)
führen. Ein naheliegender Ansatz zur Behandlung von gleitender Bewegung ist,
diese als neuen Modus aufzufassen mit
x˙ = Gleichung (3.17) ,
ψmk(x, t) = −D(1)ψ ·D(2)ψ,
T mk(x(ts)−) = x(ts)+ − x(ts)− .
Obwohl die Untersuchung von Systemen mit Filippov-Lösungen sicherlich vor al-
lem aus theoretischer Sicht interessant wäre, sollen solche Systeme in der vorlie-
genden Arbeit nicht weiter betrachtet werden, da dies den Rahmen der Arbeit
sprengen würde. Die Richtungsableitungen sind in dieser Arbeit insofern von Be-
lang, als sich anhand der Gleichheit der Vorzeichen bzw. der Vorzeichenwechsel
zwischen∇ψxf (1) und∇ψxf (2) leicht überprüfen lässt, ob ein Modellsystem zu den
in der Arbeit betrachteten dynamischen Hybridsystemen ohne Filippov-Lösung
gehört oder nicht.
Nachdem nun das Konzept eines Hybridsystems beschrieben und die Lösbarkeit
sowie die Eigenschaften der Schaltfunktionen diskutiert wurden, werden sich die
Ausführungen im Teil II Optimierungsproblemen zuwenden, deren Nebenbedin-








Bei der Optimierung autonom schaltender dynamischer Hybridsysteme besteht die
große Herausforderung darin, die gemischt diskret-kontinuierliche Dynamik so zu
behandeln, dass ein sinnvoller Kompromiss hinsichtlich der hinreichend genauen
Lösung des Optimierungsproblems, des damit verbundenen Rechenaufwandes und
der Allgemeinheit der Problemformulierung und somit der Übertragbarkeit der
Herangehensweise gefunden wird. Der Stand der Forschung ist, dass Löser für
gemischt-ganzzahlige Probleme existieren, die aber bei zeitabhängigen ganzzah-
ligen Variablen zu einem sehr hohen Rechenaufwand führen. Andererseits sind
effektive Löser für nichtlineare kontinuierliche Probleme verfügbar. Wendet man
jedoch Löser für nichtlineare kontinuierliche Programme auf Hybridsysteme an,
kann meist keine Lösung gefunden werden. Für dynamische Probleme mit Schalt-
verhalten lässt sich vermuten, dass nur die Umschaltpunkte zwischen den Betriebs-
modi des Systems kritische Punkte sind, da nur hier Unstetigkeiten der Zustands-
trajektorien oder ihrer Gradienten auftreten. Dieser Gedanke wird später wieder
aufgegriffen, wenn in Kapitel 6 der Zerlegungsansatz für dynamische Hybridpro-
bleme entwickelt wird. Vorerst soll das hybride dynamische Optimierungsproblem
als Ganzes betrachtet werden. Baut man auf den gängigen direkten Methoden
zur Lösung dynamischer Probleme (Abschnitt 2.4) auf, stellt man schnell fest,
dass nicht allein die relativ wenigen Umschaltpunkte kritisch sind. Wie bei den
direkten Methoden üblich, wird zuerst eine Diskretisierung durchgeführt, die das
Problem in ein zumeist sehr großes nichtlineares Programm überführt. In diesem
diskretisierten Problem werden für jeden Zeitpunkt Nebenbedingungen formuliert,
die die Komplementarität der Betriebsmodi sichern, denn die Umschaltzeiten sind
nicht a priori bekannt. Zur Lösung dieses diskretisierten Problems verwendet man
dann typischerweise einen Löser (z. B. IPOPT [157]), der mit derartigen Pro-
blemen umgehen kann. Allerdings verletzen in dem diskretisierten Problem die
Ungleichungsnebenbedingungen, welche die Komplementarität der Betriebsmodi
zu allen diskreten Zeitpunkten beschreiben, gerade an der Lösung die Bedingungen
linearer Unabhängigkeit [6]. Die Erfüllung dieser Bedingungen würde garantieren,
dass die Lagrange-Multiplikatoren eindeutig und beschränkt sind [115]. Bei Hy-
bridsystemen werden jedoch die hybriden Eigenschaften des Modellsystems durch
Ungleichungsnebenbedingungen modelliert, die an der Lösung gleichzeitig aktiv
und deren Gradienten dort linear abhängig sind. Die Bedingungen linearer Unab-
hängigkeit können deshalb in diesem Fall nicht zur Überprüfung der Beschränkt-
heit und Eindeutigkeit der Lagrange-Multiplikatoren herangezogen werden.
Diese Schwierigkeit beim Lösen des Optimierungsproblems sollte verschwinden,
wenn es möglich ist, diese kritischen Ungleichungsnebenbedingungen, bzw. die
Unstetigkeit der Zustandstrajektorien oder ihrer Gradienten zu eliminieren. Hier-
für werden in dieser Arbeit zwei konzeptionell verschiedene Ansätze verfolgt.
Einerseits wird die Komplementarität zwischen den Betriebsmodi relaxiert, d. h.
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es wird eine “Mischung” der Dynamiken der benachbarten Betriebsmodi gestat-
tet, was zur Regularisierung des nicht-glatten Optimierungsproblems führt. Die
Regularisierung bewirkt also die Glättung des zu lösenden Problems, so dass das
regularisierte Problem die Bedingungen linearer Unabhängigkeit erfüllt. Die Re-
gularisierung muss allerdings so durchgeführt werden, dass das korrekte Schaltver-
halten des Systems erhalten bleibt. Dies ist durch die Formulierung einer Näherung
für die Komplementaritätsbedingung und iteratives Lösen verwandter Probleme
zu erreichen.
Das andere in diesem Teil der Arbeit entwickelte Konzept “beseitigt” innerhalb
des Optimierungsproblems die Knicke in den Trajektorien und bewirkt so die
Eliminierung der Nichtglattheit. Dies kann durch Zerlegung des Problems in glat-
te Unterprobleme erreicht werden. Das Umschalten erfolgt dann gewissermaßen
außerhalb der Optimierung. Hierbei ist allerdings die Kontinuität zwischen den
Trajektorien der Teilprobleme zu gewährleisten. Außerdem muss die Wahl der Un-
teraufgaben zur Optimalität des Gesamtproblems führen. Zusätzlich ist es nötig,
dass die Zeitpunkte der Übergänge zwischen den Betriebsmodi richtig bestimmt
werden.
Die Implementierung der für diesen Teil der Arbeit benötigten Programme erfolgte
für die in Kapitel 5 untersuchten Methoden in JModelica, einer Modelica-basierten
Software zur Simulation und Optimierung dynamischer Systeme [3, 4]. Für die in
Kapitel 6 vorgeschlagene Methode wurden die Programme dagegen in Matlab im-
plementiert, da in diesem Fall die Funktionalität von JModelica nicht ausreichend
war. Der Leser soll in dieser Arbeit jedoch nicht mit Details der Implementierung
belastet werden. Deshalb sei der interessierte Leser sowohl für JModelica als auch
für Matlab auf die vorhandenen umfangreichen Dokumentationen verwiesen.
In dem nun folgenden Kapitel 4 werden Eigenschaften statischer Probleme mit
komplementären Beschränkungen und Regularisierungsmethoden für solche Pro-
bleme dargestellt. In Kapitel 5 werden Regularisierungsmethoden zum Lösen au-
tonom schaltender dynamischer Optimierungsprobleme vorgeschlagen. Zunächst
wird in Abschnitt 5.1 das Optimierungsproblem formuliert. Anschließend wird
in Abschnitt 5.2 die für diese Arbeit verwendete Methode zum Lösen kontinu-
ierlicher dynamischer Optimierungsprobleme erklärt. Auf den Ausführungen des
Kapitels 4 aufbauend werden als Methoden zur Optimierung autonom schalteten-
der Systeme in Kapitel 5 eine Glättungsmethode für dynamische Hybridsysteme
(Abschnitt 5.3) und die Erweiterung eines Strafverfahrens (Abschnitt 5.3.4) vor-
geschlagen. In Kapitel 6 wird als neuer Ansatz die Lösung hybrider dynamischer
Optimierungsprobleme mittels der Optimierung stückweise kontinuierlicher Teil-




Da eine Reihe von Lösungsansätzen für dynamische Probleme mit komplemen-
tären Beschränkungen auf Methoden für “Mathematical Programs with Comple-
mentarity Constraints” (MPCCs), d. h. auf statische Probleme mit komplementä-





mit h(x) = 0, (4.2)
g(x) ≥ 0, (4.3)
G(x)>H(x) = 0, (4.4)
G(x), H(x) ≥ 0 (4.5)
mit der Zielfunktion J : Rn → R, den kontinuierlichen Variablen x ∈ Rn, den
Gleichungsnebenbedingungen h : Rn → Rp und G(x)>H(x) : Rn → Rm sowie den
Ungleichungsnebenbedingungen g : Rn → Rq, G : Rn → Rm undH : Rn → Rm als
Ausgangspunkt. Wenn das innere Produkt der beiden Funktionenvektoren G(x)
und H(x) gleich 0 ist (4.4), spricht man auch von Komplementarität zwischen
G(x) und H(x). Diese kann auch durch die Schreibweise G(x)⊥H(x) (G(x) ortho-
gonal zu H(x)) ausgedrückt werden. Die Komplementarität zwischen den beiden
Vektoren G(x) und H(x) wird später mit der Komplementarität zwischen den Be-
triebsmodi eines dynamischen Hybridsystems in Zusammenhang gebracht werden
(siehe Kapitel 5).
An einem für das MPCC (4.1-4.5) zulässigen Punkt x∗ sind die Nebenbedingungen
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(4.2-4.5) erfüllt, und es lassen sich die Mengen der aktiven Ungleichungsnebenbe-
dingungen
Ig def= {i ∈ {1, 2, ..., q} | gi(x∗) = 0}, (4.6)
IG def= {i ∈ {1, 2, ...,m} |Gi(x∗) = 0},
IH def= {i ∈ {1, 2, ...,m} |Hi(x∗) = 0}
definieren. Die in IG ∪ IH enthaltene Menge IG ∩ IH wird als “biactive set” be-
zeichnet.
Relaxiert man das Problem (4.1-4.5), verschwinden die komplementären Neben-




mit h(x) = 0, (4.8)
g(x) ≥ 0, (4.9)
Gi(x) = 0, i ∈ IG \ IH , (4.10)
Hi(x) = 0, i ∈ IH \ IG, (4.11)
Gi(x), Hi(x) ≥ 0, i ∈ IG ∩ IH . (4.12)
Im folgenden Abschnitt 4.1 wird dieses relaxierte Problem bei der Formulierung
der Optimalitätsbedingungen für das MPCC (4.1-4.5) verwendet. In Abschnitt 4.2
wird dann der Vorteil des relaxierten Problems gegenüber dem Originalproblem
bzgl. des Lösens der Probleme ausführlich behandelt.
4.1 Eigenschaften mathematischer Programme mit komple-
mentären Beschränkungen
Im Allgemeinen können die optimalen Lösungen von MPCC durch Optimalitäts-
bedingungen erster und zweiter Ordnung charakterisiert werden.
4.1.1 Optimialitätsbedingungen erster Ordnung
Die Bedingungen erster Ordnung stellen notwendige Bedingungen dafür dar, dass
x∗ die Lösung eines Optimierungsproblems ist. Da sie jedoch sowohl im Falle
eines Minimums als auch im Falle eines Maximums erfüllt werden, sind sie nicht
hinreichend, sondern erfordern zusätzlich die Erfüllung der Bedingung zweiter
Ordnung. Um die Lösung des Problems (4.1-4.5) später als solche identifizieren zu
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können, sollen im Folgenden zunächst Definitionen der Stationarität betrachtet
werden:
Definition 1. (B-Stationarität) [132] Ein für (4.1-4.5) zulässiger Punkt x∗ ist





mit g(x∗) +∇g(x∗)ᵀd ≥ 0, h(x∗) +∇h(x∗)ᵀd = 0,
0 ≤ G(x∗) +∇G(x∗)ᵀd ⊥ H(x∗) +∇H(x∗)ᵀd ≥ 0 .
Der Nachteil dieser Definition ist, dass B-Stationarität im Allgemeinen schwer
zu überprüfen ist, da hierzu das Lösen von 2mˆ linearen Programmen nötig ist
[132]. Dabei ist mˆ die Mächtigkeit des “biactive set“ IG ∩ IH . Die Überprüfung
der Stationarität läuft also im schlimmsten Fall auf ein kombinatorisches Problem
hinaus. Statt des Problems (4.1-4.5) wird deshalb auf das relaxierte Problem (4.7-
4.12) zurückgegriffen. Dieses wird durch Linearisierung approximiert. Damit lässt
sich dann strenge Stationarität folgendermaßen definieren:
Definition 2. (Strenge Stationarität) [132] Ein für (4.1-4.5) zulässiger Punkt





mit g(x∗) +∇g(x∗)ᵀd ≥ 0,
h(x∗) +∇h(x∗)ᵀd = 0,
∇Gi(x∗)ᵀd = 0, i ∈ IG \ IH ,
∇Hi(x∗)ᵀd = 0, i ∈ IH \ IG,
∇Gi(x∗)ᵀd ≥ 0, i ∈ IG ∩ IH ,
∇Hi(x∗)ᵀd ≥ 0, i ∈ IG ∩ IH .
Diese Bedingung ist zugleich strenger und einfacher zu prüfen. Sie schließt die B-
Stationarität ein und kann auch praktisch verwendet werden. Das Problem (4.14)
definiert die strenge Stationarität für (4.1)-(4.5) und ist zugleich die linearisierte
Approximation für Problem (4.7)-(4.12).
Die Lagrangefunktion für das MPCC lautet [138]
L(x, λ, µ, τ, ν) = J (x)− λᵀg(x)− µᵀh(x)− τᵀG(x)− νᵀH(x) (4.15)
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enthält die Lagrangemultiplikatoren (λ, µ, τ, ν). Die Optimalität für (4.1)-(4.5) ist
dann gegeben, wenn die Karush-Kuhn-Tucker (KKT) Bedingungen erfüllt sind.
Das bedeutet, dass für den Gradienten der Lagrangefunktion (4.15) bezüglich x
an einem zulässigen Punkt x∗














gilt und gleichzeitig die Zulässigkeitsbedingungen für (4.1)-(4.5)
0 = hi(x
∗), i = 1, 2, ..., p, (4.17)
0 = gi(x
∗), i ∈ Ig,
0 ≤ λ∗i , i ∈ Ig,
0 < gi(x
∗), i ∈ {1, 2, ..., q} \ Ig,
0 = Gi(x
∗), i ∈ IG,
0 = Hi(x
∗), i ∈ IH ,
0 ≤ τ ∗i , i ∈ IG ∩ IH ,
0 ≤ ν∗i , i ∈ IG ∩ IH ,
0 < Gi(x
∗), i ∈ {1, 2, ...,m} \ IG,
0 < Hi(x
∗), i ∈ {1, 2, ...,m} \ IH
erfüllt sind [132]. Damit x∗ eine Lösung ist, müssen die Lagrangemultiplikatoren
(λ∗, µ∗, τ ∗, ν∗) eindeutig und beschränkt sein [71, 95]. Dies ist gesichert, wenn die
Mangasarian-Fromovitz-Bedingung (Mangasarian-Fromovitz constraint qualifica-
tion - MFCQ) [71] oder sogar die (strengere) Bedingung der linearen Unabhängig-
keit der Nebenbedingungen (linear independence constraint qualification - LICQ)
[95] erfüllt ist. Die MFCQ und die LICQ werden folgendermaßen definiert :
Definition 3. (MFCQ) [115, 85] Wenn für das Problem (4.1-4.5) die Gradienten
AM def= {∇hi(x∗)|i = 1, ..., p} ∪ {∇Gi(x∗)|i ∈ IG\IH} (4.18)
∪{∇Hi(x∗)|i ∈ IH\IG} ∪ {∇(Gᵀi (x∗)Hi(x∗)|i ∈ IG ∩ IH}
aus den Mengen aller Gleichungsnebenbedingungen am zulässigen Punkt x∗ linear
unabhängig sind, ist die Mangasarian-Fromovitz-Bedingung (MFCQ) am Punkt
x∗ erfüllt.
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Definition 4. (LICQ) [115, 85] Wenn für das Problem (4.1-4.5) die Gradienten
AL def= {∇gi(x∗)|i ∈ Ig} ∪ {∇hi(x∗)|i = 1, ..., p} (4.19)
∪{∇Gi(x∗)|i ∈ IG} ∪ {∇Hi(x∗)|i ∈ IH}
∪ {∇(Gᵀi (x∗)Hi(x∗)|i ∈ IG ∩ IH}
aus den Mengen aller aktiven Nebenbedingungen am zulässigen Punkt x∗ linear
unabhängig sind, ist die Bedingung der linearen Unabhängigkeit der Nebenbedin-
gungen (LICQ) am Punkt x∗ erfüllt.
Für ein MPCC (4.1-4.5) können die MFCQ und somit auch die strengere LICQ
jedoch nicht erfüllt werden, weil am Punkt x∗ die Bedingungen (4.4) und (4.5)
gleichzeitig aktiv sind [50, 85]. Dasselbe gilt dann auch für die .
Das folgende Beispiel illustriert dies für ein MPCC:
min
x,z1,z2
{J (x, z1, z2) = x2 + z1 − z2} (4.20)
mit g1 : z1 ≥ 0,
g2 : z2 ≥ 0,
g3 : z2 ≤ 4,
g4 : z1z2 ≤ 0,
g5 : x− z1 ≤ 0 .
An der Lösung x∗ = 0, z∗1 = 0, z∗2 = 4 und z∗1z∗2 = 0 sind die Gradienten der
aktiven Nebenbedingungen
∇g = [∇g1 , ∇g3 , ∇g4 , ∇g5] =
0 0 0 11 0 4 −1
0 1 0 0
 (4.21)
linear abhängig. In dieser Situation sind die gewöhnliche MFCQ und LICQ al-
so nicht adäquat und müssen deshalb für MPCC/MPEC erweitert werden. Dies
geschieht nachstehend:
Definition 5. (MPEC-MFCQ) [85] Wenn für das Problem (4.1-4.5) die Gra-
dienten
AMM def= {∇hi(x∗)|i = 1, ..., p} (4.22)
∪{∇Gi(x∗)|i ∈ IG\IH} ∪ {∇Hi(x∗)|i ∈ IH\IG}
aus den Mengen der Gleichungsnebenbedingungen am zulässigen Punkt x∗ linear
unabhängig sind, ist die Mangasarian-Fromovitz-Bedingung (MPEC-MFCQ) für
das MPEC am Punkt x∗ erfüllt.
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Diese Definition schließt die aus (4.8), (4.10) und (4.11) resultierenden Mengen
der aktiven Nebenbedingungen ein. Wie leicht zu erkennen ist, handelt es sich also
hier um die lineare Unabhängigkeit der aktiven Nebenbedingungen des relaxierten
Problems. Ist die lineare Unabhängigkeit der Vektoren (4.22) gegeben, sind die
Lagrangemultiplikatoren (λ∗, µ∗, τ ∗, ν∗) des Problems (4.14) beschränkt [71].
Definition 6. (MPEC-LICQ) [85] Wenn für das Problem (4.1-4.5) die Gradien-
ten
AML def= {∇gi(x∗)|i ∈ Ig} ∪ {∇hi(x∗)|i = 1, ..., p} (4.23)
∪{∇Gi(x∗)|i ∈ IG} ∪ {∇Hi(x∗)|i ∈ IH}
am zulässigen Punkt x∗ linear unabhängig sind, ist die Bedingung der linearen
Unabhängigkeit der Nebenbedingungen (MPEC-LICQ) für das MPEC am Punkt
x∗ erfüllt.
Auch hier handelt es sich offenbar um die Bedingungen des relaxierten Problems
[6]. Wenn die soeben definierte MPEC-LICQ erfüllt ist, sind die Lagrangemulti-
plikatoren (λ∗, µ∗, τ ∗, ν∗) des Problems (4.14) eindeutig [95]. Damit ist ihre Be-
schränktheit trivial. In diesem Fall sind B-Stationarität und strenge Stationarität
äquivalent [132].
Die Erfüllung der MPEC-MFCQ und der MPEC-LICQ soll nun für Beispiel (4.20)
überprüft werden: Durch die MPEC-Erweiterung entfällt der Gradient ∇g4 und
es verbleiben die Gradienten der aktiven Beschränkungen
[∇g1 , ∇g3 , ∇g5] =
0 0 11 0 −1
0 1 0
 .
Hier treten im Gegensatz zu (4.21) keine linear abhängigen Vektoren mehr auf,
d. h. die MPEC-LICQ und der MPEC-MFCQ sind erfüllt.
Mit Definition 6 (MPEC-LICQ) lässt sich folgender Satz formulieren:
Satz 1 [136] Ist x∗ eine Lösung des MPCC (4.1-4.5) und ist dort die MPEC-
LICQ erfüllt, dann ist x∗ streng stationär, und der Vektor (λ∗, µ∗, τ ∗, ν∗) der
Lagrangemultiplikatoren, der den Bedingungen 4.17 genügt, ist eindeutig.
Mit dieser Eigenschaft ist Konvergenz zu einem streng stationären Punkt viel
leichter als wenn die LICQ bzw. die MFCQ für des ursprüngliche Problem (4.4)
gefordert wäre [24]. Wie zu sehen war, ist die Erfüllung der MPEC-LICQ (MPEC-
MFCQ) gleichbedeutend mit der Erfüllung der LICQ (MFCQ) des relaxierten
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Problems (4.7-4.12), weil bei letzterem die Nebenbedingungen (4.4) des Origi-
nalproblems an der Lösung nicht mehr als aktive Nebenbedingungen auftreten.
Das bedeutet, dass durch Einführen einer geeigneten Relaxation das Lösen ei-
nes MPCC wesentlich erleichtert wird. Verschiedene Möglichkeiten der Relaxation
werden in Abschnitt (4.2) behandelt.
4.1.2 Optimialitätsbedingungen zweiter Ordnung
Die Bedingungen zweiter Ordnung liefern dort, wo die Bedingung erster Ordnung
erfüllt ist, das hinreichende Kriterium dafür, dass x∗ eine Lösung von (4.1-4.5) ist.
Eine Menge S normierter kritischer Richtungen für das Originalproblem (4.1-4.5)
wird folgendermaßen definiert [132]:
S
def
= {s| ‖s‖2 = 1} ∩ (4.24)
{s|∇h(x∗)ᵀs = 0} ∩
{s|∇gi(x∗)ᵀs = 0 ∀i : λi > 0} ∩
{s|∇gi(x∗)ᵀs ≥ 0 ∀i : λi = 0} ∩
{s|∇Gi(x∗)ᵀs = 0 ∀i ∈ IG\IH} ∩
{s|∇Gi(x∗)ᵀs = 0 ∀i ∈ IG ∩ IH , τi > 0} ∩
{s|∇Gi(x∗)ᵀs ≥ 0 ∀i ∈ IG ∩ IH , τi = 0} ∩
{s|∇Hi(x∗)ᵀs = 0 ∀i ∈ IH\IG} ∩
{s|∇Hi(x∗)ᵀs = 0 ∀i ∈ IG ∩ IH , νi > 0} ∩
{s|∇Hi(x∗)ᵀs ≥ 0 ∀i ∈ IG ∩ IH , νi = 0} ∩{
s|min(∇Gi(x∗)ᵀs,∇Hi(x∗)ᵀs) = 0
∀i ∈ IG ∩ IH , τi = 0, νi = 0
}
.
Bei der entsprechenden Menge S¯ des relaxierten Problems entfällt die Menge in
der letzten Zeile (4.24), d. h.
S = S¯ ∩ {s|min(∇Gi(x∗)ᵀs,∇Hi(x∗)ᵀs) = 0 (4.25)
∀i ∈ IG ∩ IH , τi = 0, νi = 0
}
.
Der Unterschied zwischen S und S¯ verschwindet, wenn eine der folgenden strengen
Komplementaritätsbedingungen erfüllt ist.
Definition 7. (Stufen strenger Komplementarität - OSK, PSK, USK)
[132] Es sei x∗ ein streng stationärer Punkt, an dem die MPEC-LICQ erfüllt ist.
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1. Die oberste Stufe strenger Komplementarität (OSK) ist gegeben, wenn für
die Lagrangemultiplikatoren (λ∗, µ∗, τ ∗, ν∗), welche (4.17) genügen, {i ∈ IG∩
IH |τ ∗i > 0} = {i ∈ IG ∩ IH |ν∗i > 0} = IG ∩ IH .
2. Partielle strenge Komplementarität (PSK) ist gegeben, wenn für die Lagran-
gemultiplikatoren (λ∗, µ∗, τ ∗, ν∗), welche (4.17) genügen, {i ∈ IG ∩ IH |τ ∗i >
0} ∪ {i ∈ IG ∩ IH |ν∗i > 0} = IG ∩ IH .
3. Die unterste Stufe strenger Komplementarität (USK) ist gegeben, wenn IG∩
IH = ∅.
Die hinreichende Bedingung zweiter Ordnung (Second Order Sufficient Condition,
SOSC) benötigt außerdem die zweite Ableitung der Lagrangefunktion. Für ein
MPCC wird die MPEC-SOSC folgendermaßen definiert:
Definition 8. (MPEC-SOSC) [132] Es sei x∗ ein streng stationärer Punkt. Die
MPEC-SOSC ist an x∗ erfüllt, wenn es ein σ > 0 gibt, so dass für jedes s ∈ S
die Langrangemultiplikatoren (λ∗, µ∗, τ ∗, ν∗) den Bedingungen (4.16) und (4.17)
genügen und
sᵀ∇2xxL(x∗, λ∗, µ∗, τ ∗, ν∗)s ≥ σ .
4.2 Regularisierungsstrategien für komplementäre
Beschränkungen
Ziel der Regularisierung ist jeweils die Glättung des zu lösenden Problems, so dass
die Erfüllung der LICQ bzw. MFCQ des regularisierten Problems zur Erfüllung der
MPEC-LICQ bzw. MPEC-MFCQ des Originalproblems führt. Das heißt, es wer-
den Regularisierungen gesucht, die dazu führen, dass wie bei (4.7-4.12) nicht beide
Bedingungen (4.4) und (4.5) enthalten sind bzw. so umformuliert wurden, dass sie
nicht gleichzeitig aktiv sein können. Um dies zu erreichen, können die komplemen-
tären Beschränkungen (4.4) approximativ oder exakt umformuliert werden. Die
approximativen Methoden können wiederum in Relaxationsmethoden und Straf-
verfahren unterschieden werden. Um das Originalproblem zu lösen, ist es in diesen
beiden Fällen notwendig, eine Reihe von Näherungsproblemen zu lösen. Der für
die Regularisierung verantwortliche Parameter wird dabei so variiert, dass man
dem Grenzfall des Originalproblems immer näher kommt. Die Einführung einer
exakten Umformung zeichnet sich dadurch aus, dass eine dem Originalproblem
äquivalente Formulierung des Problems erreicht wird, so dass das einmalige Lösen
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bereits zum Ziel führt. Im Allgemeinen führen Regularisierungsstrategien immer
zu einem Kompromiss zwischen Genauigkeit der Lösung einerseits und der nume-
rischen Stabilität und Robustheit andererseits.
4.2.1 Relaxation
Zur Relaxierung der komplementären Beschränkungen (4.4) wurde von Scholtes




mit h(x) = 0,
g(x) ≥ 0,
Gi(x)Hi(x) ≤ η, ∀i = 1, ...,M,
Gi(x), Hi(x) ≥ 0 .
Die Relaxation wird durch den Parameter η ≥ 0 bestimmt und η = 0 würde das
Problem (4.1)-(4.5) als Grenzfall einschließen. In (4.26) wird die Komplementari-
tät von G(x) und H(x) komponentenweise realisiert, d. h. die Relaxation ergibt
i = 1, ...,M Ungleichungsnebenbedingungen. Überprüft man für obiges Beispiel
die LICQ und MFCQ, ist leicht zu sehen, dass hier keine lineare Abhängigkeit
der Gradienten der aktiven Beschränkungen zu erwarten ist, da Gi(x) = 0 und
Gi(x)Hi(x) = η bzw. Hi(x) = 0 und Gi(x)Hi(x) = η nicht gleichzeitig erfüllt
werden können. Für die Formulierung (4.26) ist die Lagrangefunktion





ρi (η −Gi(x∗)H(x∗)) . (4.27)
Die Optimalität von x∗ ist dann erreicht, wenn Lagrangemultiplikatoren (λ˜i, µ˜i, τ˜i,
ν˜i) existieren, so dass die notwendige Bedingung erster Ordnung
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mit den Zulässigkeitsbedingungen
0 = hi(x
∗), i = 1, 2, ..., p (4.29)
0 = gi(x
∗), i ∈ Ig
0 ≤ λ˜i, i ∈ Ig
0 < gi(x
∗), i ∈ {1, 2, ..., q} \ Ig
0 = Gi(x
∗), i ∈ IG
0 = Hi(x
∗), i ∈ IH
0 ≤ τ˜i, i ∈ IG
0 ≤ ν˜i, i ∈ IH
0 ≤ ρi, i = 1, 2, ...,m
0 < Gi(x
∗), i ∈ {1, 2, ...,m} \ IG
0 < Hi(x
∗), i ∈ {1, 2, ...,m} \ IH
erfüllt wird. Man beachte, dass für die Lagrangemultiplikatoren (τ˜ , ν˜) die Nichtne-
gativität für alle Elemente in IG bzw. IH notwendig ist. Die Beziehung zwischen
den Lagrangemultiplikatoren (λ∗, µ∗, τ ∗, ν∗) der Lösung von (4.1)-(4.5) und den
Lagrangemultiplikatoren (λ˜, µ˜, τ˜ , ν˜, ρ) der Lösung von (4.26) wird durch
λ˜i = λ
∗
i , i ∈ Ig (4.30)
µ˜i = µ
∗








∗), i ∈ IH
beschrieben, wobei die Multiplikatoren ρi, i = 1, 2, ...,m den Bedingungen






, i ∈ IG\IH (4.31)






, i ∈ IH\IG
ρi ≥ ρ˜i def= 0, i ∈ IG ∩ IH
genügen müssen.
Die hinreichende Bedinung zweiter Ordnung für das Problem (4.26) lautet
σ ≤ sᵀ∇2xxL(x∗, λ∗, µ∗, τ ∗, ν∗)s (4.32)
≤ sᵀ∇2xxL˜(x∗, λ˜, µ˜, τ˜ , ν˜, ρ)s ,∀s ∈ S˜ ,
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wobei









gilt. Man beachte, dass hier die Menge S˜ mit  > 0 gemäß
S˜ = S¯ ∩
{
s|min(∇Gi(x∗)ᵀs,∇Hi(x∗)ᵀs) ≤ 




Weitere Eigenschaften des Regularisierungsschemas (4.26) werden in [132, 138]
untersucht und die numerischen Eigenschaften werden in [24] an zahlreichen Bei-
spielen getestet. Die Untersuchungen der Regularisierung betreffen
1. die Existenz einer lokalen Lösung von (4.26) in der Nähe der Lösung von
(4.1)-(4.5),
2. den Abstand zwischen den Lösungen von (4.26) und (4.4),
3. die Beschränktheit der Multiplikatoren von (4.26),
4. die lokale Eindeutigkeit der Lösung von (4.26).
Der Beweis der Existenz der Lösung von (4.26) in der Nähe der Lösung x∗ von (4.1-
4.5) sowie der Abstand zwischen den beiden Lösungen verwendet die Definitionen
5 (MPEC-MFCQ) und 8 (MPEC-SOSC) aus dem vorherigen Abschnitt und ein
Ergebnis von [37]. An dieser Stelle soll nur das Resultat angegeben werden:
Satz 2 [132] Es sei x∗ ein streng stationärer Punkt von (4.1-4.5) an welchem die
MPEC-MFCQ und MPEC-SOSC erfüllt sind. Dann gibt es positive Konstanten
r0, η¯, M , so dass die globale Lösung x∗(η) des auf der Kugel ‖x(η)− x∗‖ ≤ r0
lokalisierten Problems Pη (4.26) die Bedingung ‖x(η)− x∗‖ ≤Mη1/2 erfüllt, d. h.
x∗(η)→ x∗, wenn η ↘ 0+.
Ergänzend zu diesem Satz sei eine Aussage zur Beschränktheit der Lagrangemul-
tiplikatoren gemacht:
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Satz 3 [132] Es sei x∗ ein streng stationärer Punkt von (4.1-4.5) an welchem die
MPEC-LICQ erfüllt ist. Wenn die Lösung x(η) des durch einen kleinen positiven
Parameter η regularisierten Problems ‖x(η)− x∗‖ = O(η) genügt, dann
1. ist Gi(x(η))Hi(x(η)) < η für jedes kleine positive η und jedes i ∈ IG ∩ IH
und
2. sind die zur Lösung x(η) gehörigen Lagrangemultiplikatoren beschränkt für
0 < η → 0.




mit h(x) = 0,
g(x) ≥ 0,
G(x)>H(x) ≤ η,





mit h(x) = 0,
g(x) ≥ 0,
G(x)>H(x) = η,
G(x), H(x) ≥ 0 .
Im Unterschied zu (4.26) wird bei diesen beiden Formulierungen nur eine Un-
gleichungs- bzw. Gleichungsnebenbedingung einführt. Die für (4.26) gemachten
Aussagen gelten entsprechend. Nur die lokale Eindeutigkeit der Lösung, die für
(4.26) bewiesen werden kann, läßt sich so nicht auf (4.35) übertragen [132]. Für
(4.36) gilt Satz 2 mit dem Unterschied, dass hier einerseits die Abschätzung
‖x(η)− x∗‖ = O(η1/2) durch die schwächere Abschätzung O(η1/4) ersetzt wer-
den muss und andererseits anstelle der MPEC-MFCQ die schärfere MPEC-LICQ
gefordert ist. Der Beweis findet sich in [132].
4.2.2 Strafverfahren
Anstelle der in Abschnitt (4.2.1) gezeigten Relaxationsverfahren kann auch ein
Strafverfahren zur Regularisierung eingesetzt werden. Bei diesem ist keine strenge
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Komplementarität von G(x) und H(x) gefordert. Die Formulierung
Ppen : min
x
J (x) + ρG(x)>H(x) (4.37)
mit h(x) = 0,
g(x) ≥ 0,
G(x), H(x) ≥ 0,
ρ ∈ R
ist exakt in dem Sinne, dass ein stationärer Punkt von (4.1-4.5) unter gewissen
Annahmen ein lokaler Minimierer von (4.37) ist [76].
Satz 4 [132] Es sei x∗ ein streng stationärer Punkt von (4.1-4.5). Dann sind für
jedes hinreichend große ρ die folgenden Behauptungen wahr:
1. x∗ ist ein stationärer Punkt von (4.37).
2. Wenn die MPEC-LICQ am Punkt x∗ erfüllt ist, ist für (4.37) die LICQ an
x∗ erfüllt. Wenn die MPEC-MFCQ am Punkt x∗ erfüllt ist, ist für (4.37) die
MFCQ an x∗ erfüllt.
3. Wenn die MPEC-SOSC am Punkt x∗ erfüllt ist, dann existiert ein kritisches
ρˆ > 0, so dass für alle ρ > ρˆ die SOSC für (4.37) am Punkt x∗ erfüllt ist.
Die erste Behauptung ist gleichbedeutend mit der Erfüllung der KKT-Bedingung
für (4.37), d. h. man kann Lagrangemultiplikatoren (λˆ, µˆ, τˆ , νˆ) finden, die∇Lˆ(x∗) =
0 erfüllen. ∇Lˆ(x∗) hat dieselbe Form wie in (4.28) - mit den Unterschieden, dass
in ∇Lˆ(x∗) die Lagrangemultiplikatoren (λˆ, µˆ, τˆ , νˆ) an die Stelle der Multiplikato-
ren (λ˜, µ˜, τ˜ , ν˜) treten und die ρi durch das in der dritten Aussage des Satzes 4
genannte ρ > ρˆ mit der Definition
















ersetzt werden. Analog lassen sich (4.30), (4.32) und (4.33) übertragen. Die für
die zweite Aussage des Satzes 4 benötigte Erfüllung der MFCQ/LICQ bzw. der
MPEC-MFCQ/MPEC-LICQ für (4.1-4.5) bzw. (4.37) folgt unmittelbar aus den
zugehörigen Definitionen (3, 4, 5 und 6) und den aktiven Nebenbedingungen von
(4.1-4.5) bzw. (4.37) am Punkt x∗.
Auch die Umkehrung der Aussagen aus Satz 4 lässt sich beweisen [132], und es
folgt
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Satz 5 [132] Es sei x∗ ein stationärer Punkt des Problems (4.37) undG(x)>H(x)
= 0. Dann ist x∗ streng stationär für (4.1-4.5). Wenn außerdem x∗ der LICQ für
das Problem (4.37) genügt, dann erfüllt (4.1-4.5) die MPEC-LICQ. Nimmt man
zusätzlich zur Stationarität an, dass x∗ der SOSC für das Problem (4.37) genügt,
dann erfüllt (4.1-4.5) die MPEC-SOSC, so dass x∗ ein strenger lokaler Minimierer
von (4.1-4.5) ist.
Bisher ließen sich über die Relaxation (4.26) und das Strafverfahren (4.37) weit-
gehend analoge Aussagen machen. Anders verhält es sich bezüglich der Exaktheit
der Lösungen der jeweiligen regularisierten Probleme. Während es sich bei der
Relaxation aus Abschnitt (4.2.1) immer um Näherungslösungen des Originalpro-
blems handelt, erhält man durch die Bestrafung eine exakte Lösung.
Satz 6 [132] Es sei x∗ ein streng stationärer Punkt von (4.1-4.5), die MPEC-
LICQ und dei PSK (Definition 7) seien erfüllt. Dann gibt es eine Umgebung U
von x∗ und ein Skalar ρ∗ > 0, so dass für alle ρ > ρ∗ jeder stationäre Punkt von
(4.37) in U auch für (4.1-4.5) streng stationär ist.
Damit dieser Satz gilt, ist zu gewährleisten, dass die Lösung von (4.37) auch für



















definiert. Die Umgebung U wird klein genug gewählt, so dass
x ∈ U ⇒ Hi(x) ≥ ε ∀i /∈ IH und Gi(x) ≥ ε ∀i /∈ IG. (4.40)
Außerdem soll
‖(λ, µ, τ, ν)− (λ∗, µ∗, τ ∗, ν∗)‖∞ ≤ ε (4.41)
gelten, wobei die Lagrangemultiplikatoren (λ, µ, τ, ν) für jedes beliebige x ∈ U
der Optimalitätsbedingung erster Ordnung ∇xL(x, λ, µ, τ, ν) = 0 genügen. Der
kritische Wert ρ∗ wird so groß gewählt, dass
ρ∗ε+ τ ∗i − ε > 0 und ρ∗ε+ ν∗i − ε > 0 ∀i = 1, 2, ...,m.
Man betrachtet jetzt ein xˆ ∈ U , welches für (4.37) stationär ist, wenn ρ ≥ ρ∗.
Die Wahl der Umgebung U bedingt, dass IG(xˆ) ⊂ IG und IH(xˆ) ⊂ IH . Hier
enthalten IG(xˆ) und IH(xˆ) alle die Indizes, für die Gi(xˆ) = 0 bzw. Hi(xˆ) = 0.
Die Stationarität von xˆ ∈ U für (4.37) impliziert die Existenz von Lagrangemul-
tiplikatoren (λˆ, µˆ, τˆ , νˆ), die ∇xL(xˆ, λˆ, µˆ, τˆ − ρH(xˆ), νˆ − ρG(xˆ)) = 0 genügen. Aus
dieser Optimalitätsbedingung und (4.41) ergibt sich dann
‖τˆ − ρH(xˆ)− τ ∗‖∞ ≤ ε und ‖νˆ − ρG(xˆ)− ν∗‖∞ ≤ ε . (4.42)
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Die Zulässigkeit von xˆ für (4.1-4.5) ist für IG\IH bzw. IH\IG und IH∩IG separat
zu untersuchen. Aus (4.42) folgt, dass
τˆi ≥ ρHi(xˆ) + τ ∗i − ε > 0 ∀i ∈ IG (4.43)
und
νˆi ≥ ρGi(xˆ) + τ ∗i − ε > 0 ∀i ∈ IH . (4.44)
Da infolge der KKT-Bedingungen τˆi und Gi(xˆ) bzw. νˆi und Hi(xˆ) jeweils kom-
plementär sind, folgen Gi(xˆ) = 0 und Hi(xˆ) = 0 ∀i /∈ IG ∩ IH . Im Falle, dass
i ∈ IG ∩ IH ist unter Verwendung der PSK (Definition 7) zu erkennen, dass ent-
weder τ ∗i > 0 oder ν∗i > 0. Für τ ∗i > 0 folgt aus (4.43) τˆi − ρHi(xˆ) ≥ τ ∗i − ε. Die
rechte Seite ist gemäß der Definition für ε (4.39) positiv. Weil ρHi(xˆ) ≥ 0, gilt
auch τˆi ≥ 0, und wegen der Komplementarität von τˆi und Gi(xˆ) ist Gi(xˆ) = 0.
Dieselbe Argumentation gilt natürlich für νˆi. Dies bedeutet, dass für alle i ent-
weder Gi(xˆ) oder Hi(xˆ) oder beide gleich Null sind und demzufolge die Lösung xˆ
von (4.37) auch für (4.1-4.5) zulässig ist. Somit folgt die Aussage von Satz 6.
4.2.3 Glättung
Als Verfahren der äquivalenten Umformung der komplementären Beschränkungen
(4.4) und (4.5) soll an dieser Stelle die Glättung durch NCP- Funktionen (nonli-
near complementarity problem functions) dargestellt werden. Bereits die Bezeich-
nung “nonlinear complementarity problem function” (NCP Funktion) deutet auf
die große Bedeutung dieser Gruppe von Funktionen zur Glättung nichtlinearer
Optimierungsprobleme mit komplementären Beschränkungen hin. Unter Verwen-
dung von NCP-Funktionen sollen die Nebenbedingungen
Gi(x), Hi(x) ≥ 0
Gi(x)Hi(x) = 0 , ∀i = 1, ...,M
umformuliert werden. Um die Notation zu vereinfachen, werden im Weiteren an-
stelle von M komplementären Funktionen Gi(x), Hi(x) zwei komplementäre Va-
riablen a, b verwendet, d. h. die Komplementaritätsbedingung
a, b ≥ 0, (4.45)
ab = 0
soll umformuliert und geglättet werden.
Als Ausgangspunkt dienen die Fischer-Burmeister-Funktion [62]
φFB(a, b) =
√
a2 + b2 − (a+ b) (4.46)











welche äquivalente Umformungen von (4.45) darstellen. Alternativ kann die Mi-
nimumfunktion [46]
φ0(a, b) = min {a, b} (4.48)
bzw.
φ0(a, b) = a−max {0, a− b} (4.49)
verwendet werden. Letztere Formulierung lässt sich mit der Stufenfunktion
σ(x) =
{
1 wenn x ≥ 0
0 wenn x < 0
(4.50)
als




schreiben. Die Fischer-Burmeister-Funktionen und die Minimumfunktion sind zwar
äquivalent zu (4.45), aber nicht überall differenzierbar. Für die Fischer-Burmeister-
Funktionen φFB(a, b) und φ˜FB(a, b) betrifft das den Punkt (a, b) = (0, 0) und für
die stückweise glatte Minimumfunktion φ0(a, b) die Gerade {a, b ∈ R2|a = b}. Um
die durch die Nichtglattheit bedingten Schwierigkeiten zu vermeiden, können so-
wohl die Fischer-Burmeister-Funktionen als auch die Minimumfunktion geglättet
werden.
Die geglättete Fischer-Burmeister-Funktion lautet






a2 + b2 + 2τ 2
)
. (4.52)
Anstelle des Terms 2τ 2 [48] wird auch 2τ , τ oder τ 2 [70, 87, 90] verwendet.
Die Glättungsfunktionen der Minimumfunktion, die in [90, 151, 163] untersucht
wurden, werden in der so genannten Chen-Mangasarian-Familie zusammengefasst.
Die verbindende Idee aller Funktionen in dieser Familie beruht auf (4.50-4.51) und









δ(x)dx = 1. (4.54)
4.2. REGULARISIERUNG STATISCHER PROBLEME 59
Verallgemeinernd lässt sich anstelle der Dirac’schen Deltadistribution eine belie-



























gilt. Damit erhält man die Approximation der Stufenfunktion (4.53)










und die Approximation des hinteren Terms in (4.51)




durch Integration der approximierten Stufenfunktion bzw. durch zweifache Inte-
gration der Dichtefunktion. Für eine Auswahl der in der Literatur vorgeschlagenen
und hinsichtlich ihrer Eigenschaften untersuchten geglätteten NCP-Funktionen
sollen die jeweiligen approximierten Stufenfunktionen und Dichtefunktionen an-
gegeben werden [46, 48]:





(1 + exp [−x/τ ])2
ϕ(x, τ) =
1
1 + exp [−x/τ ]











x2 + 4τ 2
)
φ(a, b, τ) =
a+ b−
√
(a− b)2 + 4τ 2
2










φ(a, b, τ) = a− τ
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0 wenn x < 0
x
τ
wenn 0 ≤ x ≤ τ
1 wenn x > τ




wenn a− b < 0
(a−b)2
2τ
wenn 0 ≤ a− b ≤ τ
b− τ
2





















≤ x ≤ τ
2
1 wenn x > τ
2
φ(a, b, τ) =








)2 wenn − τ
2
≤ a− b ≤ τ
2
a− b wenn a− b > τ
2
Es lässt sich zeigen, dass die geglätteten Fischer-Burmeister-Funktionen oder die
(geglätteten) Funktionen der Chen-Mangasarian-Familie mit
φi(a, b, τ) = 0
der Relaxation a · b = η entsprechen [24].
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Darüber hinaus teilen sich die geglätteten Fischer-Burmeister-Funktionen und
die NCP-Funktionen der Chen-Mangasarian-Familie die folgenden wichtige Ei-
genschaften, die für numerische Methoden der Optimierung relevant sind [48]:
1. Für jedes feste τ > 0 ist φ(a, b, τ) kontinuierlich differenzierbar für alle









≤ (1, 1) .
2. Für jedes feste (a, b)ᵀ ∈ R2 ist φ(a, b, τ) kontinuierlich differenzierbar, mo-
noton fallend und konkav bezüglich τ > 0. Insbesondere gilt für τ1 > τ2 > 0
0 ≤ φ(a, b, τ2)− φ(a, b, τ1) ≤ κ(τ1 − τ2)












. Darüber hinaus ist die NCP-
Funktion mit dem Parameter τ = 0 gleich der ungeglätteten Funktion, d. h.
φ(a, b, 0) = φ0(a, b).
3. Für jedes feste (a, b)ᵀ ∈ R2 existiert der Limes













φ0((a, b) + h)− φ0(a, b)− φ′0((a, b) + h)hᵀ
‖h‖ = 0 .
Weitere Eigenschaften von geglätteten Fischer-Burmeister- und Minimumfunktio-
nen werden in [45, 154] untersucht.
Die Umformulierung mittels dieser geglätteten NCP-Funktionen führt für nicht-
lineare Optimierungsprobleme mit komplementären Beschränkungen auf Klassen
parametrischer Approximationen nichtlinearer Gleichungssysteme. Für jegliches
lösbares NCP wurde der Nachweis für die Existenz einer beliebig genauen Lösung
sowohl der glatten nichtlinearen Gleichungen mit hinreichend kleinem τ als auch
des zugehörigen glatten NCP erbracht [46]. Die vorgeschlagenen Algortihmen ba-
sieren in der Regel auf der Newton-Methode. Exakte Lösungen der glatten nicht-
linearen Gleichungssysteme für mehrere, kleiner werdende Werte des Parameters
τ generieren einen inneren Pfad und sind somit eng mit Innere-Punkt-Methoden
verwandt. Einen Überblick über Algorithmen sowie die Konvergenzanalyse gibt
[48]. Dort wird außerdem der Bezug zu verschiedenen Anwendungen wie z. B. Va-
riationsungleichungen, semi-infiniten Programmen, beschränkten Optimierungs-
problemen und Problemen mit Gleichgewichtsnebenbedingungen hergestellt.





In diesem Kapitel sollen die Optimierungsprobleme aus Kapitel 4 auf den dy-
namischen Fall, d. h. auf hybride dynamische Optimierungsprobleme erweitert
werden. Wie bereits erwähnt, existieren für das hybride dynamische Optimie-
rungsproblem Nebenbedingungen in Form der Modellbeschreibung eines autonom
schaltenden Hybridsystems gemäß Abschnitt 3.1.4. In Kapitel 3 wurde der Mo-
dellierung der Schaltvorgänge durch Schaltfunktionen, Übergangsfunktionen und
binäre Variablen zur Auswahl der Modi besondere Aufmerksamkeit geschenkt, da
sich autonom schaltende Hybridsysteme gerade durch diese Modellbestandteile
von gewöhnlichen dynamischen Systemen unterscheiden. In Abschnitt 3.1.4 wa-
ren die zustandsabhängigen binären Variablen z(ψ(x, y)) zum Zwecke der Auswahl
des richtigen Modus aus einer Reihe verfügbarer komplementärer Betriebsweisen
des Systems eingeführt worden. Die MPCCs aus Kapitel 4 enthielten ihrerseits die
komplementären Funktionen G(x) und H(x). Da sowohl die verschiedenen Schalt-
variablen z als auch die Funktionen G(x) und H(x) jeweils zueinander komple-
mentär sind, entsprechen die Variablen z des dynamischen Hybridproblems den
Funktionen G(x) und H(x) des (statischen) MPCCs. Der große Unterschied be-
steht darin, dass im Unterschied zu den zeitunabhängigen G(x), H(x) die Varia-
blen z(ψ(x, y)) von den zeitabhängigen Zustandsgrößen x(t) und y(t) abhängen
und somit selbst zeitabhängig sind. Wenn das dynamische Problem mittels einer
direkten Methode (siehe Abschnitt 2.4) gelöst werden soll, wird es zunächst dis-
kretisiert. Dabei werden die zeitabhängigen z(ψ(x(t), y(t))) für jeden diskreten
Zeitpunkten ti durch die komplementären Variablen zi = z(ψ(xi, yi)) ersetzt, wo-
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bei die xi, yi die Zustände x(ti), y(ti) bezeichnen. Man erhält damit ein NLP mit
sehr vielen komplementären Variablen, d. h. ein großes MPCC. Die Aussagen aus
Kapitel 4 sollten also dafür gelten.
Bevor auf die konkrete Umsetzung von Methoden zur Optimierung dynamische
Hybridprobleme eingegangen wird, soll zunächst ein Überblick über das Vorgehen
bei der Lösung hybrider dynamischer Optimierungsprobleme mittels Regularisie-
rung gegeben werden (Abb. 5.1). Das hybride dynamische Optimierungsproblem
Abbildung 5.1: Lösung hybrider dynamischer Optimierungsprobleme [109].
enthält das Modell als Nebenbedingung. Die am realen System gewonnenen Da-
ten dienen z. B. der Modellvalidierung. Desweiteren können Messdaten auch di-
rekt in die Zielfunktion eingehen, wie dies z. B. bei der Parameterschätzung und
Datenvalidierung der Fall ist. Je nach Zielstellung treten unterschiedliche Opti-
mierungsvariablen auf. Da die Zeitpunkte ts des Umschaltens noch nicht bekannt
sind, müssen auch diese in der Optimierung bestimmt werden. Die Optimierung
muss also die Modellgleichungen aller Betriebsmodi berücksichtigen. Da es sich
bei dem hybriden dynamischen Optimierungsproblem aufgrund der Umschaltun-
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gen um ein nicht-glattes Problem handelt, wird eine Regularisierungsmethode zur
Glättung verwendet. Das entstandene umformulierte Problem stellt dann ein dy-
namisches kontinuierliches Optimierungsproblem dar. Nach der Diskretisierung,
z. B. durch Kollokation kann das Problem durch einen NLP-Solver gelöst werden.
Der Unterschied im Vergleich zum Vorgehen bei der Lösung eines herkömmlichen
dynamischen Optimierungsproblems mit kontinuierlicher Dynamik liegt im Schritt
der Regularisierung. Das Zusammenspiel von Regularisierung und Diskretisierung
wird in Abb. 5.2 veranschaulicht. Zunächst wird einer der Regularisierungsansät-
Phyb,dyn P ,dyn P ,D
x* ,Dx* (t)x*(t)








Abbildung 5.2: Zusammenspiel von Regularisierung und Diskretisierung bei der Op-
timierung hybrider dynamischer Optimierungsprobleme.
ze auf das Originalproblem Phyb,dyn angewandt. Dies führt auf das regularisierte
dynamische Optimierungsproblem Pτ,dyn, bei dem der Reformulierungsparame-
ter τ > 0 den Grad der Regularisierung bestimmt. Durch die Diskretisierung
des unendlich dimensionalen Problems Pτ,dyn entsteht ein großes NLP Pτ,D, das
mittels eines NLP-Solvers gelöst werden kann. Diese Lösung x∗τ,D nähert sich der
Lösung x∗τ (t) des regularisierten Problems Pτ,dyn, wenn die Intervalllänge der Zeit-
diskretisierung immer kleiner wird (D → 0). Die Konvergenz hängt dabei von der
Diskretisierungsmethode ab [19, 149]. Für die Lösung x∗τ (t) lässt sich unter gewis-
sen Umständen annehmen, dass sie zur Lösung x∗(t) des ursprünglichen Problems
konvergiert, wenn τ → 0 [146].
Zu Beginn dieses Kapitels wird in Abschnitt 5.1 das Optimierungsproblem, dessen
Gleichungsnebenbedingungen durch die Modellbeschreibung eines dynamischen
Hybridsystems mit impliziten Schaltbedingungen, d. h. autonomem Schaltverhal-
ten, gegeben ist, formuliert. Da das Problem letztlich mit der simultanen Methode
(siehe Abschnitt 2.4) gelöst werden soll, wird zunächst in Abschnitt 5.2 die Dis-
kretisierung des Problems durch Kollokation auf finiten Elementen erklärt.
Anschließend wird für das in Abschnitt 5.1 formulierte Problem eine Glättungs-
methode, ein Strafverfahren und später in Kapitel 6 eine Methode zur Zerlegung
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des Problems in rein kontinuierliche Teilprobleme als mögliche Lösungsstrategien
vorgeschlagen (Abschnitte 5.3, 5.3.4 und Kapitel 6.3). Mit diesen Ansätzen leistet
die vorliegende Arbeit ihren Beitrag zur Forschung und Methodenentwicklung für
die Optimierung autonom schaltender dynamischer Systeme.
In Abschnitt 5.3 wird für die Glättungsmethode eine praktische Abschätzung für
die Wahl des Glättungsparameters gegeben (Abschnitt 5.3.2) und ein Algorithmus
zum Auffinden des geeignetsten Wertes des Glättungsparameters vorgeschlagen
(Abschnitt 5.3.3).
Abschnitt 5.3.4 zeigt, wie das Strafverfahren aus Abschnitt 4.2.2 mit einer Zweie-
benenformulierung kombiniert wird, um das dynamische Hybridproblem zu glät-
ten. In Abschnitt 5.4.1 wird das Zweiebenenproblem formuliert. Das innere Mi-
nimierungsproblem wird dann durch seine Optimalitätsbedingungen ersetzt (Ab-
schnitt 5.4.2) und die komplementären Beschränkungen werden mittels des Straf-
verfahrens behandelt (Abschnitt 5.4.3). Hier spielt die Wahl des Strafparameters
eine wichtige Rolle für die Konvergenz der Lösung des regularisierten Problems
gegen die Lösung des Originalproblems. Die numerische Bestimmung des Strafpa-
rameters wird in Abschnitt 5.4.4 beschrieben.
Die Effektivität sowohl der Glättungsmethode als auch des Zweiebenenproblems
mit Strafverfahren wird anhand eines ersten (mathematischen) Fallbeispiels de-
monstriert (Abschnitte 5.3.4 und 5.4.5).
5.1 Formulierung des dynamischen Hybridproblems
Das Optimierungsproblem für ein autonom schaltendes dynamisches Hybridsys-
tem soll an dieser Stelle zunächst allgemein als
min
u,p










(m)(x, y, u, p, t), (5.3)
zm =
{
1 wenn ψmk(x, y) > 0, ∀k
0 sonst
(5.4)
m, k = 1, ...,M , m 6= k,
5.1. FORMULIERUNG DES DYNAMISCHEN HYBRIDPROBLEMS 67
ts : ψ
mk(x, y) = 0, (5.5)
x(t0) = x0, x(ts)
+ = T mk(x(ts)−), (5.6)
xmin ≤ x ≤ xmax, (5.7)
umin ≤ u ≤ umax, (5.8)
pmin ≤ p ≤ pmax, (5.9)
formuliert werden. Für diese Problemformulierung wurde die Notation aus Ka-
pitel 3 verwendet. In dem dynamischen Hybridproblem (5.1)-(5.9) sind die Glei-
chungsnebenbedingungen (5.2) und (5.3) durch die Modellbeschreibung eines au-
tonom schaltenden dynamischen Hybridsystems aus Abschnitt 3.1.4 gegeben -
mit dem Unterschied, dass hier die Modellgleichungen (5.2) und (5.3) in expliziter
Form auftreten. Es sei daran erinnert, dass die Schaltvariablen zm ebenso wie die
Zustandsvariablen x und y zeitabhängig sind. Die Ungleichungsnebenbedingun-
gen (5.7)-(5.9) stellen Beschränkungen dar, die z. B. aus Sicherheitsanforderun-
gen resultieren können. Die konkrete Form der Zielfunktion J (u, p) wird durch
die Optimierungsaufgabe vorgegeben. So kann die Minimierung der Zielfunktion
zur Parameterschätzung bzw. Datenvalidierung dienen. Das Ziel der Parameter-
schätzung ist es, basierend auf Messdaten die Parameterwerte zu finden, die zur
besten Übereinstimmung der Datenreihen mit der Simulation des Modells führen.
Bei der Datenvalidierung dagegen geht es darum, die Daten so zu verbessern, dass
sie möglichst gut zu dem Modell passen. Die Zielfunktion ist also in beiden Fällen
ein Maß für die Abweichung zwischen Messdaten und Modellvariablen. Mit den
Messdaten der zu N Zeitpunkten tn, n = 1, ..., N gemessenen D Zustandsvaria-
blen kann die Abweichung zwischen realem System und Modell z. B. als Least
Squares










formuliert werden. Hier bezeichnet σ2d die als bekannt angenommene Varianz der
Messdaten. Die Least-Squares-Formulierung beruht auf der Annahme normal ver-
teilter, unkorrelierter Messabweichungen. In diesem Fall werden die Parameter-
werte bzw. Daten gefunden, die mit höchster Wahrscheinlichkeit die verwendeten
Messreihen erzeugen würden.
Die Zielfunktion kann aber auch als Optimalsteuerungsproblem definiert sein, bei
dem der Zustand des Systems zum Endzeitpunkt tf (z. B. die Konzentration
eines gewünschten Produktes), die Zeit bis zum Erreichen eines Referenzzustandes
(z. B. eines neuen Arbeitspunktes) oder die Prozessführung über den gesamten
Optimierungszeitraum (z. B. Energieverbrauch, Rohstoffkosten, Abweichung vom
Referenzwert) bewertet wird. Eine allgemeine Formulierung der Zielfunktion eines
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Optimalsteuerungsproblems lautet




Hier bezeichnen φ(xf , tf ) ein Kriterium zum Ende des betrachteten Zeithori-
zonts und f˜(x, u, t) ein die Prozessführung beschreibendes Kriterium. In einer
solchen Zielfunktion sind die Steuergrößen u(t) die Optimierungsvariablen. Zu-
sätzlich kann die Optimierung der Steuergrößen auch mit der Optimierung von
Design- und Prozessparametern verbunden werden. Um die Notation zu verein-
fachen, werden sich die folgenden Ausführungen auf ein dynamisches System mit
zwei Betriebsmodi beschränken. Dadurch wird die Allgemeinheit der später ve-
wendeten Ansätze nicht eingeschränkt, da die für die Lösung des Systems an-
genommene Eindeutigkeit der Lösung impliziert, dass für jede Umschaltung von
einem Vorgängermodus in einen Nachfolgemodus der Nachfolgemodus eindeutig
bestimmt werden kann [105]. Das bedeutet, an jedem Umschaltprozess sind genau
zwei Modi beteiligt. Enthält eine Modellbeschreibung mehr als zwei Betriebsmodi,
können zusammengesetzte Schaltfunktionen konstruiert werden, die aus elemen-




J (x, y, u, p, t) (5.11)
mit x˙ = zf (1)(x, y, u, p, t) + (1− z)f (2)(x, y, u, p, t), (5.12)
y = zg(1)(x, y, u, p, t) + (1− z)g(2)(x, y, u, p, t), (5.13)
z =
{
1 wenn ψ(x, y) > 0
0 sonst
(5.14)
ts : ψ(x, y) = 0,
x(t0) = x0, (5.15)
x(ts)
+ = T (x(ts)−),
xmin ≤ x ≤ xmax, (5.16)
umin ≤ u ≤ umax, (5.17)
pmin ≤ p ≤ pmax. (5.18)
Soll ein solches Optimierungsproblem gelöst werden, ist zum Einen das bereits
umfangreich diskutierte schaltende Verhalten zu berücksichtigen. Zum Anderen
handelt es sich um ein dynamisches Optimierungsproblem. Für diese Problem-
klasse wurden die bereits in Abschnitt 2.4 im Überblick dargestellten effizienten
Verfahren entwickelt. Für die für vorliegende Arbeit durchgeführten Berechnungen
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wurde die simultane Methode benutzt. Dabei wurde zur Diskretisierung die Kol-
lokation auf finiten Elementen verwendet, die im folgenden Abschnitt dargestellt
wird.
5.2 Diskretisierung durch orthogonale Kollokation
Die Zeitdiskretisierung, wie sie z. B. beim simultanen Lösungsverfahren für dy-
namische Optimierungsprobleme durchzuführen ist, verwendet Integrationssche-
mata, bei denen die Zustände zu einem bestimmten Zeitpunkt aus den Informa-
tionen über die Zeitableitungen sowie über die Zustände zu anderen Zeitpunkten
bestimmt werden. Im einfachsten Fall kann man sich hier das explizite Euler-
verfahren vorstellen. Ein in den letzten Jahren populär gewordenes Diskretisie-
rungsschema ist die Kollokation auf finiten Elementen, welches äquivalent zum
impliziten Runge-Kutta-Schema ist [7, 53]. Die Kollokationsmethode beruht dar-




xkLk (t) t ∈ [t0, tf ] (5.19)
approximieren lässt.1 Hier sind t0, tf der Anfangs- und Endzeitpunkt des betrach-





tk − t` (5.20)
verwendet, wobei die tk, t` die den so genannten Kollokationspunkten entsprechen-
den Zeitpunkte sind. Die xk in Gleichung (5.19) sind die Funktionswerte an den
Kollokationspunkten. Für die Kollokationspunkte bedient man sich der Nullstel-
len orthogonaler Polynome, weshalb man die Polynomapproximation (5.19) auch
als orthogonale Kollokation bezeichnet (siehe Anhang A). Es werden auf das In-
tervall [0, 1] verschobene Legendrepolynome gewählt, da sie eine gleichmäßig gute
Approximation auf dem gesamten Intervall liefern. Mit Gleichung (5.19) lassen
sich die Differentialgleichungen
x˙(t) = f(x, u, p, t),
welche die Dynamik des Systems beschreiben, durch
Nc∑
k=0
xkL˙k (t) ≈ f(x, u, p, t) t ∈ [t0, tf ] (5.21)
1Um das Lesen dieses Abschnitts zu erleichtern, wurden alle hier verwendeten Indizes in Tabelle 5.1
zusammengefasst.
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approximieren. Da die gewählten Kollokationspunkte aus dem Intervall [0, 1] stam-




∈ [0, 1], ∆t = tf − t0 (5.22)







≈ ∆t f(x, u, p, τ). (5.23)
Wertet man einen solchen Ausdruck an allen Kollokationspunkten τj aus, erhält









= ∆t f(xj, uj, p, τj), j = 1, ..., Nc, (5.24)
welches für die xk, k = 1, ..., Nc z. B. mit Hilfe des Newton-Raphson-Verfahrens
gelöst werden kann.
Werden die xk im gesamten interessierenden Zeithorizont auf diese Weise ausge-
wertet, handelt es sich um eine globale Kollokation. Um auch auf einem relativ
großen Intervall [t0, tf ] eine ausreichende Genauigkeit zu erzielen, müssen Poly-
nome genügend hoher Ordnung verwendet werden. In diesem Fall ist dann ein
großes nichtlineares Gleichungssystem zu lösen. Der notwendige Speicherplatz-
bedarf und die Rechenzeit sind entsprechend hoch. Alternativ lässt sich auch
eine lokale Kollokation (Kollokation auf finiten Elementen) durchführen. Hier-
bei wird zuerst der gesamte Zeithorizont [t0, tf ] in N Teilintervalle (finite Ele-
mente) [ti,0, ti,f ], i = 0, ..., N − 1 geteilt, wobei man fordert, dass die Zustän-
de am Übergang zwischen benachbarten Teilintervallen kontinuierlich sind, d. h.
x(ti,f ) = x(ti+1,0), i = 0, ..., N−2. Für die Approximation der Systemzustände auf
den Teilintervallen genügen jetzt Polynome niedriger Ordnung (z. B. Nc = 3). Die
Matrix des zu lösenden Gleichungssystems weist dann eine blockdiagonale Struk-
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tur auf. Nach der soeben beschriebenen Diskretisierung erhält man das NLP
min
xij ,yij ,uij ,p
J (xij, yij, uij, p, tij), (5.25)












(1)(xij, yij, uij, p, tij)




(1)(xij, yij, uij, p, tij)
+(1− zij)g(2)(xij, yij, uij, p, tij), (5.27)
zij =
{




Die Bedeutung der in diesem NLP auftretenden Indizes ist Tabelle 5.1 zu ent-
nehmen. Die Anzahl der (Gleichungs-)Nebenbedingungen ergibt sich als Neq =
Index Werte Bedeutung Gleichung
i 1, ..., Ne 1. Index der Zeitdiskretisierung,
Nummer des Zeitintervalls
(5.25)-(5.28)
j 1, ..., Nc 2. Index der Zeitdiskretisierung,
Nummer des Kollokationspunktes
innerhalb des Zeitintervalls. Diese
seien auf allen Intervallen identisch.
(5.24)-(5.28)





` 0, ..., Nc
` 6= k




Tabelle 5.1: Indizes bei der orthogonalen Kollokation in Abschnitt 5.2.
NxNeNc + NyNeNc + 2NeNc aus der Anzahl der NeNc Gleichungen für Nx diffe-
rentielle Variablen, der entsprechenden Anzahl Gleichungen für Ny algebraische
Variablen und NeNc Gleichungen für jede der beiden Schaltvariablen. Das Pro-
blem hat Nopt = Np + NuNeNc + Neq Optimierungsvariablen. Die Variablenbe-
schränkungen (5.11)-(5.18) wurden in (5.25)-(5.28) der Übersichtlichkeit halber
weggelassen.
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Wegen der Stufenfunktion (5.28) und den damit verbundenen Umschaltungen in
(5.26) und (5.27) ist das Problem (5.25)-(5.28) nicht glatt. Deshalb wird eine
Regularisierung durchgeführt.
5.3 Regularisierung durch eine Glättungsmethode
Eine erste, konzeptionell einfache Regularisierungsmethode ist die Glättung. Im
Gegensatz zu den Relaxations- und Glättungesmethoden aus Abschnitt 4.2.1, wo
die Orthogonalität zwischen den Vektoren G(x) und H(x) relaxiert wurde, wird
hier die Stufenfunktion selbst geglättet, so dass die Komplementarität der Be-
triebsmodi außerhalb einer kleinen Region [ts− , ts+ ] um die Schaltzeit ts herum
erfüllt ist. Während im Originalproblem (5.11)-(5.18) das System zu dem durch
die Schaltfunktion ψ(x, y) definierten Zeitpunkt instantan umschaltet, geht im
geglätteten Problem das System schnell, aber kontinuierlich in den neuen Modus
über. Während des Übergangs wird das System durch eine Linearkombination der
beiden benachbarten Modi beschrieben. Das Gewicht wird dabei durch den Wert
der geglätteten Stufenfunktion festgelegt. Diese Art von Glättung ist allgemein
auf dynamische Hybridprobleme mit impliziten Schaltbedingungen anwendbar.
Man beachte, dass die Komplexität des Problems bei dieser Formulierung trotz
der Schaltvorgänge nicht steigt, da die Werte für z durch Funktionen bestimmt
werden und sich deshalb die Anzahl der Optimierungsvariablen nicht erhöht. Die
Genauigkeit der Methode hängt vom Modellsystem und der Steilheit der geglät-
teten Stufenfunktion ab. Dies wird weiter unten noch genauer untersucht.
5.3.1 Wahl der Glättungsfunktion
Die kontinuierliche Funktion, die den Übergang zwischen den Betriebsmodi be-
wirkt, sollte außerhalb der Umschaltregion die Werte 0 und 1 haben und nahe der
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gewählt. Somit lautet das geglättete dynamische Problem
Pglatt,dyn : min
x,y,u,p
J (x, y, u, p) (5.30)
mit x˙ = zf (1)(x, y, u, p, t) + (1− z)f (2)(x, y, u, p, t),









Für die geglättete Stufenfunktion (5.29) skaliert die Breite der Übergangsregion,
d. h. die Dauer des Schaltvorganges, mit dem Glättungsparameter τ (Abb. 5.3).
Abbildung 5.3: Verlauf der Glättungsfunktion in Abhängigkeit von τ .
Eine Näherungslösung des Originalproblems sollte also durch Lösen einer Reihe
von Problemen mit immer kleiner werdenden τ -Werten gefunden werden, wobei
der Limes limn→∞ τn = 0 der exakten Lösung entspricht. Stewart und Anitescu
[146] beweisen für eine andere parametrisierte Schaltfunktion mit ähnlichen Ei-
genschaften wie (5.29), dass nicht nur die Zustandstrajektorien, sondern auch die
Sensitivitäten des geglätteten Problems gegen die des Originalproblems konver-
gieren, wenn der Glättungsparameter τ gegen 0 geht. Darüberhinaus stellen diese
Autoren fest, dass es ausreicht, wenn zτ (ψ(x, y)) “schnell genug” gegen 0 bzw. 1
geht, falls ψ(x, y)/τ > 1 und ψ(x, y)/τ < −1.
5.3.2 Abschätzung geeigneter Werte des
Glättungsparameters
Aus dem bisher Gesagten geht hervor, dass der Glättungsparameter τ möglichst
klein gewählt werden sollte, damit das Verhalten des approximierten Problems
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dem des Originalproblems möglichst nahe kommt. Zugleich sollte τ aber nicht
zu klein sein, da dann ein steifes DAE-System entsteht und mit numerischen
Schwierigkeiten gerechnet werden muss (siehe auch [106]). Deshalb ist eine Ab-
schätzung für einen geeigneten Wert des Glättungsparameters, die einerseits eine
hinreichend gute Näherungslösung ermöglicht, andererseits aber auch zu gutem
numerischen Verhalten des Problems führt, äußerst nützlich. Zum Zweck einer
solchen Abschätzung werden die Schaltfunktionen und Zustandstrajektorien ana-
lysiert. Dabei sind insbesondere zwei Dinge relvant für ein gutes Verhalten des
approximierten Problems: Erstens ist es von Vorteil, wenn die beiden benachbar-
ten Dynamiken um den Schaltzeitpunkt nicht zu stark voneinander abweichen.
Dies ist jedoch modellspezifisch. Zweitens sollte die Übergangszeit im Vergleich







∀i, i = 1, ..., n, (5.31)
wobei n die Anzahl der vom Schaltprozess betroffenden Zustände ist. ψ ≈ 0
bedeutet, dass die Ungleichung in der Umgebung von ψ = 0 erfüllt sein soll. Die
Ungleichung (5.31) ist äquivalent zu∣∣∣∣ dzdxi
∣∣∣∣
ψ≈0
 1 ∀i, i = 1, ..., n (5.32)
bzw. ∣∣∣∣ dzdψ dψdxi
∣∣∣∣
ψ≈0
 1 ∀i, i = 1, ..., n . (5.33)




























abschätzen, wobei die Erfahrung zeigt, dass in der Praxis c ≈ 10...100 in der Regel
zu einer hinreichend guten Approximation führen wird. Neben der ausreichenden
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Steilheit der Schaltfunktion ist eine geringe Krümmung derselben von Vorteil,
da die Beziehung (5.33) in der gesamten Übergangsregion erfüllt sein sollte. Dies
bedeutet, dass sich anhand der ersten und zweiten Ableitung der Schaltfunktion
nach den Zustandsvariablen die Eignung der Glättungsmethode für ein spezifisches
Modellsystem abschätzen lässt.
5.3.3 Numerische Bestimmung des Glättungsparameters
Wie bereits die Diskussion im vorhergehenden Kapitel zeigte, ist der geeignete
Wert des Glättungsparameters modellspezifisch. Die Abschätzung eines solchen
Wertes des Glättungsparameters gemäß Gleichung (5.35) kann auch nur ein Richt-
wert sein, der durch das Lösen einer Reihe von Problemen mit kleiner werdendem
Glättungsparameter Schritt für Schritt verbessert wird. Man startet also mit dem
durch diese Abschätzung gefundenen Wert τ 0, wobei ein moderater Wert c ein-
gesetzt wird. Dadurch wird sichergestellt, dass das Anfangsproblem glatt genug
ist und durch einen NLP-Solver die Lösung J k = J (x∗, xk, τ k) k = 0 gefunden
werden kann. Dabei kennzeichnet x∗ die optimale Lösung, xk, k = 0, ..., K steht
für den Anfangsschätzwert für x in der aktuellen τ -Iteration und τ k für den aktu-
ellen Glättungsparameter. In der nächsten Iteration (k = k+1) wird τ verringert.
Dies kann beispielsweise durch Multiplikation mit einem konstanten Faktor c¯ < 1
geschehen. Das Problem wird wieder gelöst und die Differenz der beiden Zielfunk-
tionen ∆k = J k−J k−1 kann berechnet werden. Im Folgenden wird eine Reihe von
Problemen mit jeweils verringertem Glättungsparameter gelöst und ∆k berechnet.
Die Schleife wird jeweils fortgesetzt, wenn sign∆k = sign∆k−1 und ∆ betragsmä-
ßig fällt. Die Ungleichheit sign∆k 6= sign∆k−1 oder betragsmäßig steigendes ∆
kann auf numerische Instabilitäten hindeuten. Deshalb sollte hier die Konvergenz
der Zustandstrajektorien überprüft oder die Sequenz der Optimierungsprobleme
abgebrochen und J (x∗, xk−1, τ k−1) als optimale Lösung angesehen werden. Wird
die Sequenz aller Lösungen in Abhängigkeit vom Glättungsparamter dargestellt,
lässt sich gegebenenfalls mit einem zusätzlichen Extrapolationsschritt die Lösung
des Originalproblems bestimmen.
5.3.4 Demonstration der Glättungsmethode an einem
mathematischen Beispiel
Im Folgenden soll die Wirkungsweise der Glättungsmethode an einem einfachen
Beispiel veranschaulicht werden. Hierfür wird ein mathematisches Beispiel mit
einer Zielfunktion vom Bolza-Typ und einer dynamischen Gleichung mit einer
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Umschaltbedingung als Beschränkung gewählt [146]:
min
x0




mit x˙ = 2− sign(ψ(x)),
ψ(x) = x,
x(t0 = 0) = x0,
x(tf = 2) = xf .
Der Anfangszustand x0 ist der freie Parameter in der Optimierung. Die Endzeit










Abbildung 5.4: Zielkriterium des Problems (5.36) in Abhängigkeit vom freien Pa-
rameter x0.
tf = 2 ist fix. Die Signumfunktion in der Modellgleichung führt zum Umschalten
der Dynamik zwischen x˙(1) = 3 und x˙(2) = 1, wenn ψ(x) = 0. Dieses Beispiel ist zur
ersten Demonstration der Wirksamkeit der Glättungsmethode besonders geeignet,
da die Lösung analytisch berechnet werden kann. Die Zielfunktion J (x) ist in
Abb. 5.4 in Abhängigkeit vom Anfgangszustand x0 dargestellt. Die analytische
Lösung liegt bei x∗0 = −1.4276 mit dem Zielfunktionswert J (x∗0) = 1.5238. Das
System ist so beschaffen, dass die Richtungsableitungen D(1)ψ und D(2)ψ aus
Abschnitt 3.2.3 die Bedingung D(1)ψ > 0 und D(2)ψ > 0 erfüllen, der Zustand
nach dem Schaltvorgang also nicht in der Schaltfläche festgehalten wird. Mittels
der Glättungsmethode wird das Problem (5.36) umformuliert. Hierzu wird die
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Abbildung 5.5: Optimale Trajektorien das Zustandes x (unten) und der Schaltvaria-
ble z (oben) aus Problem (5.36) durch Lösen mit der Glättungsmethode (schwarz
gestrichelt) bzw. mit dem Strafverfahren (grau durchgezogen).
Schaltvariable z eingeführt, so dass
min
x0











x(t0 = 0) = x0,
x(tf = 2) = xf .
Dieses unendlich dimensionale Problem wird mit der Kollokationsmethode (siehe
Abschnitt 5.2) diskretisiert und so in ein endlich dimensionales Problem transfor-
miert. Als Lösung dieses diskretisierten Problems findet man x∗0 = −1.4360 und
J (x∗0) = 1.5354. Abbildung 5.5 (gestrichelte Linien) zeigt die Trajektorien des
Zustandes x (unten) und der Schaltvariable z (oben). Da wie oben diskutiert die
Genauigkeit der Lösung entscheidend vom Glättungsparameter abhängt, wurde
sein Einfluss auf die Lösung untersucht. Die Abschätzung Gleichung (5.35) besagt,
dass für dieses Problem Werte τ = 0.025...0.0025 in die Nähe der Lösung des Ori-
ginalproblems führen sollten. Dies wird durch Abb. 5.6 bestätigt. Höhere τ -Werte
liefern Lösungen, die deutlich von der Lösung des Originalproblems abweichen.
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Abbildung 5.6: Abhängigkeit der Zielfunktion des Problems (5.36) vom Glättungs-
parameter.
Die Lösung des approximierten Problems nähert sich asymptotisch dem wahren
Wert. Für kleinere als die in Abb. 5.6 gezeigten τ -Werte kommt es zu numeri-
schen Instabilitäten, die sich als Sprünge der Zielfunktionswerte zwischen zwei
benachbarten τ -Iterationen bemerkbar machen. Um die Glattheit des Problems
zu gewährleisten, wurde der beschriebene Algorithmus zur Lösung des Problems
mit dem Glättungsparameter τ 0 = 0.025 initialisiert und schließlich als numerisch
kleinstmöglicher Wert τ = 7 · 10−3 erreicht.
5.4 Kombination von Zweiebenenproblem
und Strafverfahren
In einem alternativen Ansatz zur Regularisierung des Problems wird ungenau-
es bzw. falsches Schaltverhalten durch zusätzliche Beiträge in der Zielfunktion
bestraft. Hierbei kombiniert man das Prinzip des Strafverfahrens mit einer Zwei-
ebenen-Optimierung.
5.4.1 Formulierung des Zweiebenenproblems
Die Formulierung des Bilevelproblems dient dazu, die impliziten Schaltbedingun-
gen so in das Optimierungsproblem einzufügen, dass durch die Optimierung das
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autonome Umschalten realisiert werden kann. Diese Aufgabe kommt dem inneren
Minimierungsproblem zu. Das vollständige Zweiebenenproblem wird gemäß
min
x,y,u,p
J (x, y, u, p, t) (5.38)
mit x˙ = zf (1)(x, y, u, p, t) + (1− z)f (2)(x, y, u, p, t), (5.39)
y = zg(1)(x, y, u, p, t) + (1− z)g(2)(x, y, u, p, t), (5.40)
x(t0) = x0,




z ∈ [0, 1] (5.42)
formuliert. Die Nebenbedingungen (5.39) und (5.40) enthalten die Modellgleichun-
gen. Zu jedem Zeitpunkt wird der Wert der Schaltvariablen z gemäß dem aktuellen
Wert der Schaltfunktion ψ(x, y) optimiert. Das Minimum liegt bei z = 1 wenn
ψ(x, y) > 0, bei z = 0 wenn ψ(x, y) < 0 und z ∈ [0, 1] wenn ψ(x, y) = 0. Deshalb
führt das Problem (5.38) zu der Inklusion
z(t) =

1 wenn ψ(x, y) > 0
0 wenn ψ(x, y) < 0
∈ [0, 1] wenn ψ(x, y) = 0
und der Wert der Schaltvariable an den Nullstellen der Schaltfunktion ist nicht
genauer bestimmt. Da für diese Arbeit aber Systeme von Interesse sind, die unmit-
telbar nach dem Umschalten die Schaltfläche verlassen, liegt der Fall ψ(x, y) = 0
nur an einem kritischen Punkt vor, dessen Einfluss auf die nachfolgende System-
dynamik vernachlässigt werden kann.
5.4.2 Optimalitätsbedingungen des inneren
Minimierungsproblems
Im nächsten Schritt wird das innere Minimierungsproblem durch seine KKT-Be-
dingungen ersetzt. Damit wird das Zweiebenenproblem mittels der nicht-negativen
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Lagrangemultiplikatoren λ0, λ1 zu
min
x,y
J (x, y, u, p, t) (5.43)
mit x˙ = zf (1)(x, y, u, p, t) + (1− z)f (2)(x, y, u, p, t), (5.44)
y = zg(1)(x, y, u, p, t) + (1− z)g(2)(x, y, u, p, t), (5.45)
x(t0) = x0 ,
0 = −ψ(x, y)− λ0 + λ1 (5.46)
0 = λ0z , (5.47)
0 = λ1(1− z) , (5.48)
λ0, λ1 ≥ 0, z ∈ [0, 1] . (5.49)
Dieser Ansatz ist gerechtfertigt, da das innere Minimierungsproblem ein lineares
Programm in y ist und deshalb seine KKT-Bedingungen sowohl notwendig als
auch hinreichend für die Optimalität sind. Man vergesse bei (5.43)-(5.49) nicht,
dass außer den Variablen x, y auch die Lagrangemultiplikatoren λ0, λ1 und die
Schaltvariable z von der Zeit abhängen.
5.4.3 Strafverfahren für komplementäre Beschränkungen
In Problem (5.43)-(5.49) wurde das richtige Schaltverhalten durch die KKT-
Bedingungen des inneren Minimierungsproblems sichergestellt. Die Komplemen-
tarität zwischen den Betriebsmodi ist jetzt auf die Beziehungen (5.47) und (5.48)
zwischen den Schaltvariablen z und den Lagrangemultiplikatoren λ0, λ1 überge-
gangen. Das Problem (5.43)-(5.49) wird nun mit dem in Abschnitt 4.2.2 disku-
tierten Ansatz regularisiert. Die komplementären Beschränkungen (5.47 und 5.48)
werden als Strafterme in die Zielfunktion aufgenommen, was zu
min
x,y,u,p,z,λ0,λ1
J (x, y, u, p) + ρ
ˆ tf
t0
(λ0z + λ1(1− z))dt (5.50)
mit x˙ = zf (1)(x, y, u, p, t)
+(1− z)f (2)(x, y, u, p, t), (5.51)
y = zg(1)(x, y, u, p, t)
+(1− z)g(2)(x, y, u, p, t), (5.52)
x(t0) = x0 ,
0 = −ψ(x, y)− λ0 + λ1, (5.53)
λ0, λ1 ≥ 0, z ∈ [0, 1] (5.54)
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mit einem Strafparameter ρ > 0 führt. Anstelle des Skalarproduktes im (stati-






für den Vektorraum der auf [0, tf ] definierten, reellwertigen stetigen Funktionen
verwendet. Da sowohl z als auch λ0/1 aufgrund der Nebenbedingungen (5.54) po-
sitiv sind, wird der Strafterm in der Zielfunktion dann minimal, wenn z ⊥ λ0 und
(1− z) ⊥ λ1 bzw. 0 = λ0z und 0 = λ1(1− z), d. h. wenn die Nebenbedingungen
(5.47) und (5.48) des Problems (5.43)-(5.49) erfüllt sind. In Abschnitt 4.2.2 war
gezeigt worden, dass das Strafverfahren in dem Sinne exakt ist, dass ein statio-
närer Punkt von (4.1-4.5) unter gewissen Annahmen ein lokaler Minimierer von
(4.37) ist. Die dort gemachten Aussagen lassen sich allerdings nicht ohne Weiteres
auf die unendlich-dimensionalen, zeitkontinuierlichen Probleme (5.43)-(5.49) und
(5.50)-(5.54) übertragen. Diskretisiert man aber diese beiden Probleme, entstehen
große NLPs, für welche die Aussagen aus Abschnitt 4.2.2 gelten. Die Umformu-
lierung und Regularisierung dynamischer Optimierungsprobleme mit autonomen
Umschaltungen gemäß (5.50)-(5.54) ist allgemein auf dynamische Hybridproble-
me anwendbar. Es besteht die Möglichkeit, sowohl autonome als auch gesteuerte
Umschaltungen zu realisieren. Die Schaltvariablen z(t) werden bei diesem Ver-
fahren optimiert, was zu einer Erhöhung der Anzahl der Optimierungsvariablen
und damit auch des Rechenaufwandes führt. Bezüglich der Genauigkeit ist zu
erwarten, dass die Lösung des Problems (5.50)-(5.54) nach Diskretisierung mit
der Lösung des Problems (5.43)-(5.49) nach Diskretisierung übereinstimmt, weil
das Strafverfahren exakt ist [76]. Allerdings lässt sich keine Aussage darüber ma-
chen, inwieweit die exakte Lösung des diskretisierten Problems mit der Lösung
des zeitkontinuierlichen Problems übereinstimmt. Insbesondere bei Verwendung
der sonst sehr genauen Kollokationsmethode wird die Polynominterpolation (5.21)
in den finiten Elementen, welche Umschaltpunkte enthalten, zu Fehlern bei der
Berechnung der Zustandstrajektorien führen.
5.4.4 Numerische Bestimmung des Strafparameters
Wie auch bei der Glättungsmethode ist der Regularisierungsparameter, d. h. der
Strafparameter ρ für die Genauigkeit der Lösung wesentlich. Die theoretischen
Aussagen zu den Eigenschaften des Strafverfahrens erfordern einen hinreichend
hohen Wert für ρ. Es zeigte sich jedoch, dass die numerische Lösung des Pro-
blems nicht durch einmaliges Lösen mit einem solch hohen Wert ρ möglich ist.
Auch in [85] wird darauf hingewiesen, dass durch die Bestrafung der Verletzung
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der Komplementarität in (4.37) lokale Minima in die Zielfunktion eingeführt wer-
den. Infolge der vielen komplementären Variablen im diskretisierten dynamischen
Problem ist zu erwarten, dass diese Schwierigkeit noch verstärkt auftritt. Beim
einmaligen Lösen des Problems mit einem hohen Wert für ρ wird deshalb der
Algorithmus sehr wahrscheinlich in einem lokalen Minimum hängen bleiben. Aus
diesem Grund wird mit einem kleineren als dem letztlich erforderlichen Wert für
ρ begonnen. Es wird damit eine Lösung des diskretisierten, geglätteten Problems
gefunden, die aber für das diskretisierte Problem mit komplementären Beschrän-
kungen nicht zulässig ist, d. h. die geforderte Komplementarität wird nicht er-
füllt sein. Der Zielfunktionswert an der Lösung des geglätteten Problems ist dann
typischerweise kleiner als der Zielfunktionswert an der Lösung des nichtglatten
Problems. Mit dieser vorläufigen Lösung wird das nächste Problem initialisiert,
für welches dann ein höherer Wert ρ verwendet wird. So nähert man sich schritt-
weise dem Wert ρ > ρ∗ und der stationäre Punkt des Problems mit Straftermen
((5.50)-(5.54)) nach Diskretisierung ist auch für das Problem mit den komplemen-
tären Beschränkungen ((5.43)-(5.49)) nach Diskretisierung stationär, was zugleich
die Zulässigkeit für das letztere Problem impliziert. Wie es für exakte Strafver-
fahren typisch ist, nähert sich dabei der Zielfunktionswert des (diskretisierten)
Problems mit Straftermen von unten dem Zielfunktionswert des (diskretisierten)
Originalproblems [76].
5.4.5 Demonstration des Strafverfahrens an einem mathematischen
Beispiel
Die Effektivität des Strafverfahrens wird anhand des Beispiels (5.36) gezeigt. Das
Zweiebenenproblem wird mittels der KKT-Bedingungen des inneren Problems
umformuliert. Die Verletzung der Komplementarität zwischen den Schaltvariablen
z bzw. 1− z und den zugehörigen Lagrangemultiplikatoren des inneren Problems
λ0 bzw. λ1 wird bestraft, was auf das Optimierungsproblem
min
x,y,p,ϕ,λ0,λ1







(λ0z + λ1(1− z))dt
mit 0 = z + 3(1− z),
0 = −x− λ0 + λ1,
λ0, λ1 ≥ 0, z ∈ [0, 1]
x(t0) = x0, x(tf = 2) = xf
führt. Auch hier wird zur Diskretisierung die Kollokationsmethode verwendet.
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Abbildung 5.7: Abhängigkeit der Zielfunktion des Problems (5.36) inklusive Straf-
term (Kreuze) bzw. nach Subtraktion des Strafterms (Dreiecke) in Abhängigkeit
vom Strafparameter.
Für die optimalen Werte der Zielfunktion und des zu optimierenden Anfangszu-
standes ergeben sich J (x∗0) = 1.4967 und x∗0 = −1.4882. Der kritische Wert des
Strafparameters ist ρ∗ = 145.
Der optimale Wert der Zielfunktion des Problems (5.55) ist kleiner als der analy-
tische Wert. Diese Abweichung könnte entweder auf das Strafverfahren oder die
Diskretisierung des Problems zurückzuführen sein. Abbildung 5.7 belegt jedoch,
dass die Lösung des bestraften, diskretisierten Problems auch für das diskretisierte
Problem mit komplementären Beschränkungen exakt ist. Der Wert der Zielfunk-
tion nähert sind von unten einem Wert an, der ab einem hinreichend großem ρ
bei weiterer Erhöhung von ρ konstant bleibt. Außerdem wird für diese großen ρ-
Werte der Strafterm zu 0. Die Exaktheit des Strafverfahrens ist also gegeben. Dies
deutet darauf hin, dass schon der Diskretisierungsschritt zu Abweichungen führt,
so dass man durch Lösen des diskretisierten Problems mit Strafterm nicht die
genaue Lösung des dynamischen Originalproblems erhält. Abbildung 5.8 zeigt die
Rechenzeiten bei der Lösung der Probleme (5.37) und (5.55) in Abhängigkeit von
der Diskretisierung. Für die Kollokation auf finiten Elementen wurden jeweils pro
Intervall Nc = 3 Kollokationspunkte verwendet. Die Anzahl der finiten Elemente
wurde variiert. Bei der Glättungsmethode zeigte sich, dass die Anzahl der Itera-
tionen und somit auch die Rechenzeit bei Erhöhung der Anzahl finiter Elemente
nur geringfügig ansteigt. Für die Zweiebenenformulierung mit Strafverfahren da-
gegen kann das Problem nur mit einer moderaten Anzahl finiter Elemente gelöst
werden, da die Anzahl der Iteration mit Erhöhung der Anzahl finiter Elemente
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Abbildung 5.8: Rechenzeit für das Lösen des Problems (5.36) mittels Glättungsme-
thode (Dreiecke) bzw. Strafverfahren (Quadrate) in Abhängigkeit von der Anzahl
Ne der finiten Elemente.




In diesem Kapitel wird eine Methode entwickelt, bei der die Optimierung autonom
schaltender dynamischer Probleme abschnittsweise durchgeführt wird. Die Grund-
idee besteht darin, den Zeithorizont des Gesamtproblems so in Teilintervalle zu
zerlegen, dass durch jeden Schaltvorgang eine Intervallgrenze entsteht. Innerhalb
der Intervalle ist die Zeitentwicklung des Systems kontinuierlich. Somit können
auf den Teilintervallen Methoden der kontinuierlichen dynamischen Optimierung
eingesetzt werden. Die Idee der Zerlegung in Teilintervalle mit kontinuierlicher
Zeitentwicklung geht auf die abschnittsweise Integration bei der Lösung geschal-
teter DAE-Systeme zurück. Bei dieser numerischen Methode werden während der
Integration der Gleichungen des aktuellen Modus die Zeitpunkte der Ereignisse
detektiert, lokalisiert und anschließend die Integration am Umschaltzeitpunkt im
neuen Modus gestartet.
Da die stückweise Optimierung dynamischer Hybridsysteme in Analogie zur Si-
mulation geschalteter DAE-Systeme entwickelt wird, beschäftigt sich der folgende
Abschnitt 6.1 mit der Vorgehensweise bei der Simulation, bevor dann in Abschnitt
6.2 erklärt wird, wie diese Verfahrensweise auf die Optimierung zu übertragen ist.
6.1 Numerische Lösung hybrider DAE-Systeme
In diesem Abschnitt werden die beim numerischen Lösen hybrider DAE-Systeme
auftretenden Besonderheiten behandelt. Aus Kapitel 3.1.1 folgte, dass das Modell
eines dynamischen Hybridsystems über einen kontinuierlichen Teil (DAEs) und
einen diskreten Teil (Umschalten von Modellgleichungen, Übergangsfunktionen)
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verfügt, die über die Schaltbedingungen miteinander verbunden sind. Entspre-
chend muss auch der Simulator für ein solches System einen diskreten Teil, einen
kontinuierlichen Teil und eine Schnittstelle zwischen beiden aufweisen. Dabei ist es
prinzipiell möglich, von Methoden zur Simulation kontinuierlicher Systeme auszu-
gehen und diese durch den diskreten Teil zur Behandlung der Umschaltereignisse
zu ergänzen. Alternativ kann man auch den umgekehrten Weg gehen und einem
Simulator für diskrete Systeme den kontinuierlichen Teil hinzufügen [41, 42, 165].
Da bei der physikalischen Modellierung dynamischer Hybridsysteme die Beschrei-
bung durch DAEs als der natürlichere Zugang erscheint, wird hier der erste Weg
gewählt.
Bei der numerischen Lösung hybrider DAE-Systeme sind mehrere Gesichtspunkte
zu berücksichtigen, von denen einige auch für kontinuierliche DAE-Systeme gel-
ten, andere hingegen mit den Umschaltvorgängen zusammenhängen. Auf Aspekte,
die auch für die Lösung kontinuierlicher DAE-Systeme relevant sind wie z. B. die
Auswahl/Implementierung einer robusten numerischen Integrationsmethode, soll
jedoch an dieser Stelle nicht eingegangen werden. Es ist lediglich darauf hinzu-
weisen, dass Methoden zur Integration kontinuierlicher Systeme auf geschaltete
Systeme nicht direkt angewendet werden können. Ein wesentlicher Grund hierfür
ist, dass die meist stattfindende Schrittweitensteuerung in der Nähe von Unstetig-
keiten zu einem gravierenden Verlust an Effizienz führt [42, 72]. Zur Simulation
geschalteter dynamischer Systeme wird also wie oben erwähnt ein Simulator be-
nötigt, bei dem der kontinuierliche Teil durch einen diskreten Teil ergänzt wird.
Der diskrete Teil der Simulation umfasst z. B. die Änderung von Modellparame-
tern am Schaltpunkt, Ersetzen von Modellgleichungen und Berechnung des neuen
Systemzustandes aus Übergangsfunktionen (siehe Abschnitt 3.1.1). Die Schnitt-
stelle zwischen kontinuierlicher und diskreter Simulation muss entscheiden, wann
ein Ereignis stattfindet, d. h. die Umschaltbedingung des aktuellen Modus muss
erfüllt sein.
Im Folgenden soll die abschnittsweise Integration als ein möglicher numerischer
Zugang zur Simulation geschalteter dynamischer Systeme beschrieben werden.
Die einzelnen Integrationsabschnitte entstehen dadurch, dass bei Erfüllung der
Schaltbedingung die Integration abgebrochen sowie der neue Modus ausgewählt
und initialisiert wird. Bei Integration im aktuellen Modus wird dieser bis zum
Ende eines jeden Integrationsintervalls unabhängig vom Wert der Schaltfunktion
festgehalten (discontinuity locking) (Abb. 6.1) [30, 121], d. h. die Integration wird
von der Anfangszeit t0,Int des Integrationsintervalls bis zu seiner Endzeit tf,Int für
den zur Zeit t0,Int gültigen Modus durchgeführt. Die Schaltfunktionen ψ liefern die
Information, ob in diesem Intervall ein Schaltvorgang hätte stattfinden müssen.
Das bedeutet, die Nullstellen der Schaltfunktionen sind zu detektieren und mög-
lichst genau zu lokalisieren. Konnte in einem Integrationsintervall eine Nullstelle
6.1. NUMERISCHE LÖSUNG HYBRIDER DAE-SYSTEME 87
bestimmt werden, wird die Zeit von tf,Int auf ts zurückgesetzt, das System im
neuen Modus initialisiert und die Integration erneut gestartet. In den folgenden
Unterabschnitten werden gängige Methoden zum Auffinden von Ereignissen und
zur Bestimmung der genauen Schaltzeitpunkte beschrieben.
0,Int f,Int
Abbildung 6.1: Discontinuity locking.
6.1.1 Detektion von Ereignissen
Um Ereignisse, d. h. Umschaltpunkte aufzufinden, können die Schaltfunktionen
an das bestehende DAE-System angehängt und zusammen mit diesem integriert
werden [39, 118]. Dieses Vorgehen erhöht jedoch den Aufwand für die Integra-
tion, zumal Schaltfunktionen eine deutlich kleinere Schrittweite erfordern können
als das übrige System. Alternativ können die Schaltfunktionen am Anfangs- und
Endpunkt der Integrationsintervalle aus dem Systemzustand berechnet werden.
Anschließend wird das Über-/Unterschreiten eines kritischen Wertes [88] oder ein
Vorzeichenwechsel [10, 11, 121] der Schaltfunktionen detektiert. Vorzeichenwechsel
können jedoch nur eine ungerade Anzahl von Nullstellen im betrachteten Intervall
anzeigen. Deshalb wird als weitere Größe die Zeitableitung der Schaltfunktion
herangezogen [39]. Ein Vorzeichenwechsel zwischen der Schaltfunktion ψ0,Int zu
Beginn des Integrationsintervalls und der Approximation
ψˆf,Int = ψi + ∆tint · ψ˙0,Int (6.1)
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am Ende des Integrationsintervalls kann dann auf eine Nullstelle hinweisen [11].
Das Auffinden von Vorzeichenwechseln der Schaltfunktion unter Verwendung des
exakten Wertes am Intervallende oder der Näherung (6.1) vermeidet für Intervalle
weitab von den Grenzen der Modi das Starten einer aufwendigen Prozedur zur
Nullstellensuche. Diese wird erst nach der Detektion einer Nullstelle zur Lokali-
sierung des Umschaltpunktes eingesetzt.
6.1.2 Lokalisierung von Ereignissen
Ein gängiges Verfahren zur Lokalisierung von Nullstellen ist die Bisektion [118,
140] der betroffenen Intervalle. Eine Modifikation davon findet sich im Illinois-
Algorithmus [56]. Hierbei werden die Intervallgrenzen iterativ immer dichter zuein-
ander geschoben, bis der Umschaltpunkt mit gewünschter Genauigkeit bestimmt
wurde. Alternativ können die Nullstellen durch Interpolation oder Extrapolation
berechnet werden. Hierfür werden die Werte der Schaltfunktion an allen verfüg-
baren Gitterpunkten genutzt. Welche Punkte verfügbar sind, hängt von der In-
tegrationsmethode ab. So werden lineare und quadratische Interpolation in [81],
kubische Interpolation in [34] und Polynome q-ter Ordnung in [39, 88] verwendet.
Als Polynome werden z. B. die durch die BDF-Methode generierten Polynome
[121] oder Lagrangepolynome [11] verwendet. Der Ansatz in [59] konstruiert ba-
sierend auf einer Taylorentwicklung zweiter Ordnung Extrapolationspolynome,
welche über das aktuelle Integrationsintervall hinausgehen. Der Vorteil dieser Ex-
trapolation besteht darin, dass im Gegensatz zu den Interpolationsmethoden die
Integration der aktuellen Gleichungen ausschließlich auf ihrem Gültigkeitsbereich
stattfindet. Sie ist demzufolge sogar in der Nähe von Singularitäten geeignet.
Für alle genannten Arten von Polynomen erfolgt dann die Nullstellensuche je-
weils mittels der Newton-Raphson-Methode. Auch die Simulation auf dem be-
troffenen Intervall durch Diskretisierung mit dem impliziten Eulerverfahren oder
Diskretisierungsschemata höherer Ordnung und simultanes Lösen mit der Newton-
Raphson-Methode wurden zur Nullstellensuche vorgeschlagen [11]. Da die Null-
stellensuche auf dem (kleinen) Integrationsintervall erfolgt, sind die Startwerte
gut und Konvergenz wird in der Regel schnell erreicht.
Die Detektion und die Lokalisierung der Nullstellen der Schaltfunktion können
in der Optimierung natürlich nicht auf dieselbe Weise erfolgen wie soeben be-
schrieben wurde. Im folgenden Abschnitt wird deshalb erklärt, wie die stückweise
Optimierung erfolgen soll und welche Rolle dabei das Auffinden der Zeitpunkte,
an denen die Umschaltbedingung erfüllt ist, spielt.
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6.2 Zerlegung hybrider dynamischer Optimierungsproble-
me und stückweise Optimierung
Die in diesem Abschnitt zu entwickelnde Methode beruht auf einem gänzlich ande-
ren Ansatz als die bisher beschriebenen Methoden zur Optimierung dynamischer
Hybridsysteme. Die Detektion und Lokalisierung von Umschaltereignissen wird
mit dem Grundgedanken des Bellmannschen Optimalitätsprinzips kombiniert.
Letzteres besagt, dass eine Zustandstrajektorie von einem Anfangszustand x0 bis
zu einem Referenzzustand xt dann optimal ist, wenn alle Teiltrajektorien optimal
sind [26]. Dieses Prinzip ist allerdings nur anwendbar, wenn die Teiltrajektorien
unabhängig voneinander sind. Diese Tatsache legt nahe, dass bestimmte Modell-
eigenschaften erforderlich sind, damit die Methode der stückweisen Optimierung
angewandt werden kann. Der Ansatz ist somit von geringerer Allgemeinheit als
die bisher beschriebenen Methoden. Wenn ein System für die Durchführung der
Zerlegung und stückweisen Optimierung geeignet ist, weist die Methode bezüglich
der Rechenzeit jedoch große Vorteile auf. Außerdem wird die Komplementarität
der Modi exakt erfüllt.
1 2 3 n-1 n
Abbildung 6.2: Zerlegung des hybriden dynamischen Gesamtproblems in kontinu-
ierliche dynamische Teilprobleme.
Der erste Schritt der neuen Lösungsmethode ist die Zerlegung des hybriden Ge-
samtproblems in kontinuierliche Teilprobleme (Abb. 6.2). Die Formulierung von
Teilproblemen garantiert, dass in jedem Fall nur ein Modus aktiv ist und es sich
bei den Teilproblemen demzufolge um kontinuierliche dynamische Optimierungs-
probleme handelt, die wesentlich einfacher zu lösen sind als das Originalproblem
(6.2-6.7), weil Standardansätze zur Lösung kontinuierlicher dynamischer Optimie-
rungsprobleme verwendet werden können (siehe Abschnitt 2.4). Die Nichtglattheit
oder Diskontinuität wird nun außerhalb der Optimierungsprobleme behandelt.
Die Optimierung der Teilprobleme beginnt jeweils mit dem Zeitpunkt, zu dem
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in einen Modus geschaltet wird und endet zu dem Zeitpunkt, zu dem die Erfül-
lung einer Schaltbedingung das Umschalten in einen anderen Modus erfordert. Da
die Umschaltzeiten von der Steuerung und der Dynamik des Systems abhängen,
sind die Zeiten t1, ..., tS nicht fest, sondern durch die Optimierung der Endzei-
ten tf,s, s = 1, ..., S der jeweiligen Teilprobleme zu bestimmen. Hierfür ist das
Auffinden von Zeitpunkten, zu denen die Schaltbedingung ψ(x) = 0 erfüllt ist,
d. h. im Prinzip die Detektion und Lokalisierung von Ereignissen notwendig. Dies
kann grundsätzlich innerhalb oder außerhalb der Optimierungsprobleme erfolgen.
Beispiele für beide Möglichkeiten werden in den Abschnitten 6.3.1.1 und 6.3.1.2
gezeigt.
Wenn der Umschaltpunkt außerhalb der Optimierungsprobleme bestimmt wer-
den soll, verwendet man Inter- oder Extrapolation zur genauen Bestimmung der
Nullstelle der Schaltfunktion. Darauf geht Abschnitt 6.3.1.1 am Beispiel der Para-
meterschätzung genauer ein. Innerhalb des Optimierungsproblems dagegen dienen
zusätzliche Nebenbedingungen zur Bestimmung der Umschaltzeit. Das Vorgehen
hierfür wird in Abschnitt 6.3.1.2 beschrieben. Für das Folgeproblem s + 1 wird
gemäß der aktiven Schaltbedingung der neue Modus ausgewählt und die Initia-
lisierung in diesem Modus erfolgt anhand der Zustände (x(tf,s), y(tf,s)) des Vor-
gängerproblems gemäß der Übergangsfunktionen (siehe Abschnitt 3.1.1). Dabei
schließt sich das Folgeproblem jeweils zeitlich an das Vorgängerproblem an, d. h.
die Startzeiten sind t0,0 = t0 für das erste Teilproblem und t0,s = ts , s = 1, ..., S für
die folgenden Abschnitte. Die Endzeiten sind gegeben durch tf,s = ts , s = 1, ..., S
für die ersten S − 1 Abschnitte bzw. tf,S = tf für den letzten Abschnitt.
Die Umsetzung der Zerlegung hybrider dynamischer Optimierungsprobleme in
leichter zu lösende kontinuierliche dynamische Optimierungsprobleme wird an
zwei einfachen Parameterschätzproblemen dargestellt.
6.3 Lösung hybrider dynamischer Parameterschätz-
probleme mittels Zerlegungsansatz
Am Ausgangspunkt der Betrachtungen dieses Abschnittes steht ein allgemeines
Parameterschätzproblem, welches wie in Abschnitt 5.1 Gleichung (5.10) durch die
Funktion der kleinsten Quadrate gegeben ist. Die Modellgleichungen stellen wie-
der die Nebenbedingungen des Problems dar, wobei für das Hybridsystem eine
Modellbeschreibung gemäß Abschnitt 3.1.1 zu verwenden ist. Die allgemeine Pro-
blemformulierung zur Parameterschätzung von Hybridsystemen nimmt damit die
folgende Form an














(yˆdn − yd(tn))W−1(yˆdn − yd(tn))
mit x˙ = f (m)(x, y, p, t) wenn ψmk(x, y) ≥ 0 , ∀k, (6.3)
k = 1, ..., K,
y = g(m)(x, y, p, t) , (6.4)
x(t0) = x0 , (6.5)
x+(ts) = T mk(x−(ts)) , (6.6)
t0 ≤ t1 ≤ ... ≤ tS ,
pmin ≤ p ≤ pmax . (6.7)
In der Zielfunktion wird über die Datensätze aller D1/2 zu N Zeitpunkten ge-
messenen differentiellen (D1) und algebraischen (D2) Zustandsgrößen summiert.
Die Messwerte werden für die differentiellen Variablen mit xˆdn bzw. für die al-
gebraischen Variablen mit yˆdn bezeichnet. Die entsprechenden Modellvariablen
sind xd(tn) und yd(tn). Die Gewichte der einzelnen Messreihen sind durch die be-
kannten Varianz-Kovarianz-Matrizen V und W bestimmt. Zu jedem Zeitpunkt
t ∈ [t0, tf ] führen die zustandsabhängigen Schaltfunktionen in (6.3) zur Auswahl
des richtigen Modus unter K verfügbaren Modi. Solange ψmk > 0, ∀k erfolgt die
kontinuierliche Zeitentwicklung des Systems gemäß dem DAE-System (6.3, 6.4).
Sobald ψmk = 0, müssen die Übergangsfunktionen ausgewertet und das System
im neuen Modus initialisiert werden. Der Anfangszustand des ersten Teilproblems
ist durch (6.5) gegeben, während die Anfangszustände am Eintritt in einen neu-
en Modus durch (6.6) bestimmt werden. Über den gesamten Zeithorizont [t0, tf ]
hinweg treten S Schaltereignisse zu den Zeiten ts, s = 1, ..., S auf, die sich in
Abhängigkeit von den zu schätzenden Parametern aus der Systemdynamik erge-
ben. In Übereinstimmung mit Abb. 6.2 wird hier der Endzeitpunkt der gesam-
ten Optimierung als letzter “Umschaltpunkt” aufgefasst, der durch die explizite
Schaltfunktion ψ(t) = tf − t = 0 gegeben ist.
6.3.1 Problemzerlegung
Auf das Problem (6.2-6.7) wird nun der in Abschnitt 6.2 beschriebene Zerlegungs-
ansatz angewandt. Dieser teilt das nicht-glatte Gesamtproblem in eine Reihe glat-















(yˆdn − yd(tn))W−1(yˆdn − yd(tn)) ,
s = 1, ..., S, (6.9)
mit x˙(s) = fms(x, y, p, t) , x(t0) = x
(s)
0 , (6.10)
y(s) = gms(x, y, p, t) , (6.11)
pmin ≤ p ≤ pmax . (6.12)
Die Gesamttrajektorie wird so in S Unterabschnitte zerlegt, wobei in einem jeden
nur ein einziger Modus ms aktiv ist, d. h. man erhält durch die Parameterschät-
zung die auf den jeweiligen Unterabschnitten optimalen Parameterwerte p∗s. Wie
aus diesen die Lösung des Gesamtproblems berechnet werden kann, zeigt Ab-
schnitt 7.2.2.3. Für die S Teilprobleme (6.8)-(6.12) resultieren die Endzeiten der
Abschnitte und die Nachfolgemodi aus den Schaltbedingungen ψmk = 0 im je-
weils aktuellen Modus (Abb. 6.2). Die Zielfunktionen enthalten jetzt lediglich die
Messwerte an den für den aktuellen Unterabschnitt relevanten SN Zeitpunkten.
Die Methode kann also offenbar nur dann erfolgreich angewandt werden, wenn für
jeden Unterabschnitt genügend Daten zur Verfügung stehen, um die Parameter-
werte ausreichend genau zu schätzen, d. h. die Zeiten zwischen den Messungen
sollten im Vergleich zur Verweildauer in einem Modus kurz sein. Diese Bedingung
kann für eine Vielzahl von Systemen erfüllt werden. So finden beim Anfahren, der
Außerbetriebnahme oder Umsteuerungsprozessen von Verdampfersystemen oder
Kraftwerkskomponenten nur relativ selten Übergänge zwischen den Betriebsmodi
statt. Außerdem erlauben in vielen Fällen ausgereifte technische Möglichkeiten
ein häufiges Erfassen der Messgrößen.
Im Gegensatz zu (6.2)-(6.7) treten die Übergangsfunktionen T mk(x−(ts)) und die
Gleichungen aller alternativen Modi in den Unterproblemen (6.8-6.12) nicht mehr
auf. An dieser Stelle muss entschieden werden, ob die Umschaltzeiten innerhalb
oder außerhalb der Optimierungsprobleme bestimmt werden sollen. Die beiden
Möglichkeiten werden in den folgenden Unterabschnitten nacheinander behandelt.
6.3.1.1 Externe Bestimmung der Schaltzeiten
Für die S Abschnitte kontinuierlicher Systemdynamik wird anhand der experi-
mentellen, fehlerbehafteten Daten zunächst eine Vermutung für den Zeitpunkt
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des jeweils nächsten Ereignisses aufgestellt. Hierfür wird zunächst angenommen,
dass die Schaltfunktionen mittels der Messdaten ausgewertet werden können, d. h.
die Schaltfunktionen mögen ausschließlich messbare oder beobachtbare Variablen
enthalten. Als beobachtbar gelten dabei die Variablen, die durch algebraische
Gleichungen aus den Messdaten berechnet werden können. Allerdings ist es nicht
möglich, die in Abschnitt 6.1 präsentierten Methoden zur Detektion von Ereig-
nissen direkt anzuwenden. Da die Messdaten den realen Prozess inklusive Schalt-
verhalten widerspiegeln, kann kein “discontinuity locking” durchgeführt werden,
um die Modi über den Ereigniszeitpunkt hinaus festzuhalten. Für den Verlauf
der aus Messdaten ermittelten Schaltfunktion können verschiedene Fälle auftre-
ten: Wenn am Umschaltpunkt ein Wechsel von Modellgleichungen stattfindet und
gutartiges Schaltverhalten, d. h. ein transversales Ereignis mit den Richtungsablei-
tungen ∇ψf (1) > 0 und ∇ψf (2) > 0 bzw. ∇ψf (1) < 0 und ∇ψf (2) < 0 vorliegt
(siehe Abschnitte 3.2.2 und 3.2.3), führt die Zeitentwicklung des Systems nach
dem Umschalten immer weiter in das Gebiet des neuen Modus hinein. Besteht
der Schaltvorgang hingegen in einem Impuls, d. h. in einem durch T mk(x−(ts))
bestimmten Sprung mindestens einer Zustandsvariablen (siehe Abschnitt 3.1.2),
kann der Impuls den Systemzustand wieder in das Gebiet des vorherigen Modus
zurückwerfen. Das Schalten besteht hier nur im Ausführen der Übergangsfunk-
tion T mk, der Betriebsmodus bleibt erhalten. In diesem Fall ist also eine einfache
Detektion der Nullstellen der Schaltfunktion basierend auf Messwerten nicht ziel-
führend.
Deshalb wurde an dieser Stelle folgendermaßen vorgegangen, um die Schaltzei-
ten aufzufinden: Zuerst werden Messzeitpunkte gesucht, zu denen die Werte der
Schaltfunktion unter einer bestimmten Schwelle liegen. Um diese Zeiten herum
erfolgt anschließend die auch in der Simulation übliche Suche nach Vorzeichen-
wechseln in ψmk(x(dat), y(dat)) (Abschnitt 6.1.1). Der Unterschied besteht darin,
dass hier Messwerte anstelle der dort ausgewerteten Integrationsergebnisse ste-
hen. Durch die einfache Suche nach Vorzeichenwechseln werden Intervalle zwi-
schen Messwerten gefunden, die einen durch einen Schalter vermittelten Übergang
vollziehen. Konnte kein solcher Übergang ermittelt werden, wird die Differenz-
Schaltfunktion ∆ψ(dat)n = ψ(dat)n − ψ(dat)n−1 , n = 1, ..., N auf Vorzeichenwechsel un-
tersucht. Ein solcher Vorzeichenwechsel deutet auf potentielle Schaltpunkte hin.
Wurde ein Ereignis im Intervall [tn−1, tn] detektiert, wird die Schaltzeit, d. h. die
Endzeit des s-ten Parameterschätzproblems auf tf,s = tn gesetzt. Da jedoch das
Umschalten im realen System vor dem Zeitpunkt tn stattgefunden haben kann,





n ) in das s-te Parameterschätzproblem nicht mehr einbezogen.
Das folgende Beispiel für die Optimierung eines hybriden dynamischen Optimie-
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rungsproblems durch Zerlegung in Teilprobleme mit externer Bestimmung der
Schaltzeiten wurde aus Schittkowski [137] entlehnt. Es handelt sich um ein Mo-
dell mit zwei Zuständen, z. B. die Konzentrationen eines Medikaments im Blut
x1 = cA und im Urin x2 = cB. Die Modellgleichungen
x˙1 = −k1x1 , x1(0) = D0 = 100 , (6.13)
x˙2 = k1x1 − k2x2 , x2(0) = 0
repräsentieren die einfache Kinetik der Reaktion
A
k1−→ B k2−→ ∅.
Das Medikament geht mit einer Rate k1 vom Blut in den Urin über, wo der Abbau
mit der Rate k2 erfolgt. Die Übergangsbedingungen sind durch
ψ11(x1(t)) = x1(t)− xlow, xlow = 7.5, (6.14)
x+1 = T (x−1 ) = x−1 +D, D = 40 (6.15)
gegeben. Hier bezeichnen xlow und D die minimal erlaubte Konzentration des
Medikaments im Blut und die erneute Dosis des Medikaments, die dann gegeben
wird, wenn die minimale Dosis erreicht wurde. Dieses Modell stellt den besonderen
Fall dar, in dem der Übergang ausschließlich in einem Sprung der Zustandsvaria-
ble x1, also in einem Impuls besteht. Das heißt, die Modellbeschreibung selbst
bleibt auch nach dem “Übergang” unverändert. Die Lösung für die Zeiträume der
kontinuierlichen Entwicklung ist
x1(t) = x1(0) exp {−k1t} ,
x2(t) =
k1
k1 − k2x1(0) [exp {−k2t} − exp {−k1t}] ,
x(t0) = x0,
x(t0,s) = x(tf,s−1) +D, s = 1, 2, 3 .
Die durch Simulation mit k1 = 0.1 und k2 = 0.05 und Addition einer normal-
verteilten Messabweichung mit σ = 2 generierten Messwerte der beiden Zustände
x1 und x2 für die Gabe einer hohen Initialdosis (x1(t = 0) = 100) und drei an-
schließende weitere Zyklen der Wiederauffrischung mit D = 40 sind in Abb. 6.3
dargestellt (Kreuze). Für diese Messreihen wurden für jeden Abschnitt die beiden
Ratenkonstanten k1 und k2 durch Parameterschätzung bestimmt. Da in diesem
Beispiel die Schaltfunktion niemals negativ wird, werden die Umschaltereignis-
se ausschließlich durch Auswertung der Differenz-Schaltfunktion ∆ψ detektiert.
Die Differenz-Schaltfunktion wurde dabei auf Basis der Messdaten ausgewertet.
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Abbildung 6.3: Zustandstrajektorien für das Modell (6.13), (6.14) und (6.15). Er-
gebnisse der stückweisen Parameterschätzung (durchgezogene graue Linie), Mess-
werte (Kreuze), Simulation mit den durch Parameterabgleich (Abschnitt 6.3.2)
gefundenen globalen Parameterwerten (Strichpunktlinie).
Die drei Ereignisse wurden an den Zeitpunkten (t1, t2, t3) = (26.5, 44.9, 63.4)s lo-
kalisiert. Die Parameterschätzung ist also für vier Abschnitte auszuführen. Im
nächsten Schritt werden basierend auf den Messwerten und den Modellwerten
der Variablen im aktuellen Modus die Modellparameter für jeden Abschnitt ge-
schätzt. Die Modellwerte resultieren aus der Lösung der zugehörigen DGL- oder
DAE-Systeme. Anhand der optimalen Zustandstrajektorie werden die Schaltzeit
t∗s und der Nachfolgemodus k berechnet. In diesem Beispiel ist die Auswahl des
Nachfolgemodus stark vereinfacht, da wie gesagt keine Änderung der Modellglei-
chungen auftritt. Der Systemzustand x(t∗s) wird für den Startwert der Parame-
terschätzung des nächsten Unterabschnittes verwendet. In diesem Beispiel wird
hierfür die Übergangsfunktion (6.15) ausgewertet. Nach dem Lösen der individu-
ellen Parameterschätzprobleme erhält man für die einzelnen Abschnitte die in Ta-
belle 6.1 angegebenen Parameterwerte. Die Schätzwerte der Schaltzeiten können
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Abschnitt 1 2 3 4 1-4
k1 0.100183 0.100117 0.100021 0.097514 0.099668
k2 0.049838 0.049779 0.050327 0.047721 0.049506
Tabelle 6.1: Ergebnisse der Parameterschätzung für die einzelnen Abschnitte sowie
die Werte aus dem Parameterabgleich gemäß Abschnitt.
zu (t1, t2, t3) = (25.9, 44.3, 62.8)s korrigiert werden. Die Bestimmung der genauen
Schaltzeitpunkte ist ein wesentlicher Schritt, denn befriedigende Parameterwer-
te sind nur zu erwarten, wenn die Initialisierung der Unterprobleme hinreichend
genau ist.
6.3.1.2 Interne Bestimmung der Schaltzeiten
Im Gegensatz zur externen Bestimmung der Schaltzeiten werden bei der inter-
nen Bestimmung der Schaltzeiten die Endzeiten der Teilprobleme nicht als feste
Parameter behandelt. Stattdessen wird die Endzeit jeweils als zusätzliche Op-
timierungsvariable betrachtet. Es ist daher nicht notwendig, auf Grundlage der
Messdaten eine genaue Schätzung der Schaltzeit zu erhalten. Damit entfällt auch
die Gefahr, dass bedingt durch Messfehler ein Umschaltpunkt übersehen wird. Des
Weiteren darf nun die Schaltfunktion auch von Zustandsvariablen abhängen, die
nicht direkt messbar oder beobachtbar sind. Anstelle der Nullstellensuche anhand
der Datensätze werden bei der internen Bestimmung der Schaltzeitpunkte zusätz-
liche Nebenbedingungen in die Optimierungsprobleme eingeführt. Einerseits ist
es für das korrekte Schalten unerlässlich, dass zur Endzeit eine der im aktuellen




ψk(tf,s) = 0 (6.16)
eingeführt. Diese Bedingung kann jedoch nur gewährleisten, dass zum Zeitpunkt
tf,s eine Schaltbedingung erfüllt ist. Um zu erreichen, dass die Schaltbedingung,
welche zuerst erfüllt wird, den Endzeitpunkt bestimmt, wird die Nebenbedingung
K∏
k=1
ψk(t) ≥ 0 (6.17)
dem Optimierungsproblem hinzugefügt.
Als Beispiel wird das Parameterschätzproblem für einen Massen-Schwinger mit
Trockenreibung zwischen zwei Körpern betrachtet [58]. Geschätzt werden soll der
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Reibungskoeffizient µ. In den Modellgleichungen















Abbildung 6.4: Zustandstrajektorien für das Modell (6.18), (6.19) und (6.20). Mess-
werte (Kreuze), Ergebnis der Parameterschätzung (x˙1 = v1 durchgezogene Linie,
x˙2 = v2 gestrichelte Linie).
m1x¨1 = f1(t)− µsign(x˙1 − x˙2) · |x˙1 − x˙2|, (6.18)
x1(0) = 1, x˙1(0) = 0,
m2x¨2 = f2(t) + µsign(x˙1 − x˙2) · |x˙1 − x˙2|,
x2(0) = 1, x˙2(0) = 0,
f1(t) = sin t,
f2(t) = 0,
sind m1/2 die Massen, x¨1/2, x˙1/2, x1/2 die Beschleunigungen, Geschwindigkeiten
und Positionen der beiden Körper und f1/2(t) externe Kräfte. Die Schaltfunktionen
und Übergangsfunktionen sind durch
ψ(x˙1, x˙2) = x˙1 − x˙2, (6.19)
x+i = T (x−i ) = x−i , i = 1, 2, (6.20)
x˙+i = T (x˙−i ) = x˙−i
gegeben. Abbildung 6.4 zeigt die der Parameterschätzung zugrunde liegenden,
durch Simulation mit µ = 0.01 kg/s und Addition einer normalverteilten Mess-
abweichung mit σ = 0.04m/s erzeugten Messwerte (Kreuze) sowie die optimalen
Trajektorien der Geschwindigkeiten beider Körper. Die für die drei Optimierungs-
abschnitte bestimmten Werte µ sowie die Umschaltpunkte sind in Tabelle 6.2 in
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der ersten und zweiten Zeile zu finden. Die dritte Zeile enthält zum Vergleich die
mittels des Programmpaketes DFNLP von Schittkowski bestimmten Umschalt-
zeiten [137]. Der entsprechende Parameterwert ist µ = 0.0100 kg/s.
Abschnitt 1 2 3
µ [N ] 0.0101 0.0108 0.0098
ts [s] 5.7953 6.7264 10
t
(S)
s [s] 5.7902 6.7786 10
Tabelle 6.2: Durch abschnittsweise Optimierung bestimmte Parameterwerte des
Massenschwingers mit Trockenreibung (Zeile 1), zugehörige Umschaltzeiten (Zei-
le 2) und in [137] dokumentierte, durch das Programmpaket DFNLP bestimmte
Umschaltzeiten (Zeile 3).
6.3.2 Parameterabgleich
Wie bereits die beiden Beispiele aus den vorangegangenen Abschnitten zeigten,
weichen die in allen Unterabschnitten geschätzten Parameter leicht voneinander
ab. Dies ist aufgrund der zufälligen Messabweichungen zu erwarten. Dieser Ab-
schnitt zeigt, wie aus den stückweise geschätzten Parametern für den gesamten
Zeithorizont gültige Parameterwerte gefunden werden können, d. h. es wird ein
Abgleich zwischen den Parametern der Teilintervalle durchgeführt. Hierfür werden
die optimalen Parameterwerte sowie die Informationen über die Hessematrizen an
den Lösungen der Teilprobleme genutzt.





Js(p) , s = 1, ..., S (6.21)
als Summe der Zielfunktionen der Teilprobleme ausgedrückt werde. Die Zielfunk-
tionswerte der einzelnen Abschnitte, die zu dem globalen Problem gehören, d. h.
mit dem globalen optimalen Parametersatz vereinbar sind, sind allerdings nicht
bekannt. Stattdessen verfügt man nach Zerlegung und Optimierung der Teilpro-
bleme aber über die Informationen bezüglich der Zielfunktionswerte, der Parame-
ter und der Ableitungen der Zielfunktion nach diesen Parametern an den Lösungs-
punkten dieser einzelnen Teilprobleme. Somit lassen sich die benötigten Zielfunk-
tionswerte Js(p) durch eine Taylorreihe zweiter Ordnung um die optimalen Werte
J˜s(p∗s) eines jeden Teilabschnittes herum als






(p∗s − p) (6.22)
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approximieren, wobei p den unbekannten, über den ganzen Zeithorizont gültigen
Parameter bezeichnet und p∗s für die Parameter der einzelnen Abschnitte steht. Der
Term erster Ordnung verschwindet, da am optimalen Punkt der Unterprobleme
die Optimalitätsbedingung erster Ordnung erfüllt ist. Durch Einsetzen von (6.22)
























p } . (6.23)
Am Minimum von J (p) ist die Optimalitätsbedingung erster Ordnung
d
dp
J (p) = 0














































Für das Beispiel der Medikamentengabe mit den Modellgleichungen (6.13)-(6.15)
werden die Ergebnisse der verschiedenen Parameterschätzungen aus den einzelnen
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Als Lösung werden k1 = 0.0997 und k2 = 0.0495 gefunden. Die Trajektorien,
welche sich mit diesen globalen Parameterwerten ergeben (Strichpunktlinie) sind




7.1 Parameterschätzung für ein Dreitanksystem
Als erster Anwendungsfall für ein reales System wird das schematisch in Abb. 7.1
dargestellte Dreitanksystem untersucht. Dieses System wurde ausgewählt, da sein
Verhalten aufgrund seiner Einfachheit leicht verständlich ist, es andererseits aber
die typischen Eigenschaften eines autonom schaltenden Hybridsystems zeigt, die
die Optimierung zu einer nicht-trivialen Aufgabe machen [107]. Tanksysteme wur-
Abbildung 7.1: Dreitanksystem.
den bereits in anderen Studien als geeignete Testbeispiele verwendet [112, 152, 23].
Das betrachtete System besteht aus drei in Reihe geschalteten Tanks mit Quer-
schnittsflächen Ai, i = 1, 2, 3. Der rechte und linke Tank besitzen jeweils einen
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Zufluss Qzi, i = 1, 3. Die Dynamik der Füllstände hi, i = 1, 2, 3 der drei Tanks
wird durch die Modellgleichungen
A1 · h˙1 = Qz1 −Q12 −QL1, (7.1)
A2 · h˙2 = Q12 −Q23 −QL2,
A3 · h˙3 = Qz3 +Q23 −QL3 −Q3,
QLi = ALi
√




ψij = hi − hj, (i, j) = {(1, 2), (2, 3)}.
beschrieben. Die Flüsse zwischen den Tanks Q12, Q23 und die Abflüsse QLi, Q3
werden durch das Torricelli-Gesetz modelliert. Die Flüsse durch die Lecks QLi
werden in Relation zu den anderen Flüssen als klein angenommen. Die Signum-
funktion schaltet die Flussrichtung zwischen zwei Tanks in Abhängikeit von der
Bedingung ψij = hi − hj zwischen +1 und −1 um. Der Gradient des zugehörigen
Flusses divergiert am Umschaltpunkt.
Mittels einer Parameterschätzung sollen basierend auf Messdaten die Durchfluss-
parameter Aij bestimmt werden. Die Messdaten werden simulativ erzeugt, um die
Genauigkeit der geschätzten Parameter direkt bewerten zu können. Für die Simu-
lation wurden die in Tabelle 7.1 zusammengefassten Parameterwerte verwendet.
Eine normalverteilte Messabweichung (σ = 0.2cm) erzeugt eine typische Mess-
Parameter Wert Parameter Wert
Ai, i = 1, 2, 3 1.49 cm AL1 6 · 10−3 cm
A12 6 · 10−3 cm AL2 0 cm
A23 2 · 10−3 cm AL3 1 · 10−4 cm
Qz1 10 cm
3 Aa3 1 · 10−3 cm
Qz3 5 cm
3
Tabelle 7.1: Parameterwerte für die Simulation.
reihe. Für die Parameterschätzung werden N = 10 äquidistante Messwerte der
Füllhöhe in Tank 3 (h(mess)3 ) im Zeithorizont (t0, tf ) = [0, 200]s benutzt. Die Ziel-









formuliert. Die Modellgleichungen (7.1) bilden die Nebenbedingungen des Opti-
mierungsproblems. Dabei wird die Bedingung (7.2) durch das Glättungsverfahren
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(siehe Abschnitt 5.3) bzw. das Strafverfahren (siehe Abschnitt 5.3.4) zu
Qij = Aij zˆij
√
2g|ψij|, (7.4)
umformuliert, wobei für die Schaltvariablen zˆij = 2zij − 1, zˆij ∈ [−1, 1], (i, j) =
{(1, 2), (2, 3)} gilt. Im Glättungsverfahren wird zij gemäß Gleichung (5.29) be-
h
Abbildung 7.2: Glättungsverfahren: a) Simulierte (gestrichelt) und optimale (durch-
gehend) Trajektorien der Füllstände (h1- mittelgrau, h2 - schwarz, h3 - hellgrau)
sowie Messwerte für h3. b) Zu den optimalen Trajektorien gehörende Schaltvaria-
blen zˆ12 (durchgezogen) und zˆ23 (gestrichelt). Die graue durchgehende Line mar-
kiert die Umschaltbedingung ψ = 0.
rechnet. Abbildung 7.2a) zeigt die simulierten Trajektorien aller drei Füllstände,
die Messwerte für h3 sowie die durch Parameterschätzung gefundenen optima-
len Trajektorien h1(t), h2(t), h3(t). Die optimalen Trajektorien stimmen sehr gut
mit denen aus der Simulation überein. Umschaltungen der Flussrichtung treten
an den Nulldurchgängen h1 − h2 = 0 sowie h2 − h3 = 0 auf. Die zugehörigen
Schaltvariablen (siehe Abb. 7.2b)) führen an den Schnittstellen der entsprechen-
den Trajektorien (d. h. z12(h1 − h2 = 0) = z23(h2 − h3 = 0) = 0) zu einem
Fluss Q12 = 0 bzw. Q23 = 0. Die drei Umschaltungen finden zu den Zeitpunkten
t1 = 34s, t2 = 150s und t3 = 191s statt. Sie stimmen mit den Umschaltungen
in der Simulation sehr gut überein (siehe Tabelle 7.2). Wie von dieser Art der
Regularisierung zu erwarten ist, kommt es hier nicht zu instantanen, sondern zu
allmählichen Übergängen zwischen den Modi. Dies hat allerdings auf das Ergeb-
nis so gut wie keinen Einfluss. Eine gute Wahl für den Glättungsparameter ist
τ = 0.18 cm. Der optimale Parameterwert A12 (siehe Tabelle 7.2) liegt sehr gut
bei dem realen Parameter, während A23 deutlich mehr abweicht. Die Simulation
des Systems zeigt, dass die Zielfunktion wesentlich sensitiver auf die Variation
von A12 reagiert als auf die von A23. Die Abweichung liegt also im Modell selbst
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exakt Glättung Strafverfahren PSO
A12 [10−5m2] 6.00 6.15 6.06 6.28
A23 [10−5m2] 2.00 2.29 2.98 2.30
t1 [s] 33 34 28 32
t2 [s] 152 150 164 149
t3 [s] 181 191 172 184
Tabelle 7.2: Ergebnisse der Parameterschätzung für das Dreitanksystem.
begründet und ist nicht Folge der Glättungsmethode. Insgesamt erweist sich also
das Glättungsverfahren als geeignet.
h
Abbildung 7.3: Strafverfahren: a) Simulierte (gestrichelt) und optimale (durchge-
hend) Trajektorien der Füllstände (h1- mittelgrau, h2 - schwarz, h3 - hellgrau)
sowie Messwerte für h3. b) Zu den optimalen Trajektorien gehörende Schaltvaria-
blen zˆ12 (durchgezogen) und zˆ23 (gestrichelt).
Bei der Regularisierung durch das Strafverfahren aus Abschnitt 5.3.4 werden die
Nebenbedingungen des Parameterschätzproblems durch die KKT-Bedingungen
0 = hj − hi − λi0 + λi1, (7.5)
0 = λi0(1 + zˆij),
0 = λi1(1− zˆij),
0 ≤ λij, (i, j)={(1, 2), (2, 3)}
des inneren Minimierungsproblems ergänzt, um das korrekte Schaltverhalten si-
cherzustellen. Gemäß Gleichung (5.50) geht die Bedingung der Komplementari-
tät zwischen den Lagrangemultiplikatoren des inneren Problems λi0, λi1 und den
Schaltvariablen als Strafterm in die Zielfunktion ein. Die Ergebnisse der Para-
meterschätzung unter Verwendung des Strafverfahrens sind zusammen mit den
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Simulationsergebnissen in Abb. 7.3 dargestellt. Die Messreihe wird sehr gut durch
die optimale Trajektorie wiedergegeben. Die Umschaltungen finden zu den Zeit-
punkten t1 = 28s, t2 = 164s und t3 = 172s statt. Die Übergänge erfolgen fast
augenblicklich. Die optimalen Parameterwerte (siehe Tabelle 7.2) sind ähnlich gut
wie die mit der Glättungsmethode bestimmten Werte. Als guter Wert des Straf-
parameters wurde ρ = 5 · 10−4ms−1 gefunden. Obwohl das Strafverfahren den
Schaltvorgang durch das schnelle Umschalten besser repräsentiert, weichen die
Schaltzeiten stärker als die Schaltzeiten der Glättungsmethode von den wirkli-
chen Schaltzeiten ab (Tabelle 7.2). Außerdem erweist sich das Strafverfahren als
numerisch weniger stabil als die Glättungsmethode. Dies ist z. B. an dem kleinen
Peak bei etwa t ≈ 165s erkennbar. Die Wahl eines weniger geeigneten Wertes
des Strafparameters führt leicht zu Oszillationen der Schaltvariablen um den Um-
schaltpunkt herum.

















































Abbildung 7.4: Parameterschätzung mittels PSO.
Die Resultate der Parameterschätzung für das Dreitanksystem mittels der Glät-
tungsmethode und des Strafverfahrens wurden mit den durch eine PSO (Metho-
denbeschreibung siehe Anhang) bestimmten Parametern verglichen (Tabelle 7.2)
[108]. Die Parameterwerte und Schaltzeiten wurden dort mit ähnlicher Genau-
igkeit gefunden. Hierfür waren bei diesem System mit den zwei zu schätzenden
Parametern nur relativ wenige Iterationen (niter = 15) nötig (Abb. 7.4). Deshalb
erwies sich die PSO in diesem Beispiel bezüglich der Rechenzeit als sehr günstig.
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7.2 Simulation, Sensitivitätsberechnung, Parameter-
schätzung und Optimale Steuerung am Beispiel
eines industriellen Verdampfers
In der Verfahrenstechnik spielen Verdampfungsprozesse eine wichtige Rolle. Ihr
Ziel ist die Stofftrennung durch Aufkonzentrieren von Komponenten in Flüssig-
keitsgemischen. Verdampfungsprozesse können technisch auf vielfältigste Weise
realisiert werden. Eine Möglichkeit stellen Mehrstufensysteme dar, bei denen meh-
rere identische Verdampfereinheiten hintereinander geschaltet werden. In der vor-
liegenden Fallstudie wird das Modell einer solchen Verdampfereinheit betrachtet.
Nach der Prozessbeschreibung und Modellierung in Abschnitt 7.2.1 folgen in Ab-
schnitt 7.2.2.1 die Simulation, Sensitivitätsberechnung und Parameterschätzung
für ein geglättetes Verdampfermodell, d. h. Umschaltungen zwischen Betriebs-
modi werden mittels der Glättungsmethode aus Abschnitt 5.3 realisiert. In Ab-
schnitt 7.2.3 wird mit dem Zerlegungsansatz aus Abschnitt 6.2 die optimale Steue-
rung für einen Anfahrprozess des Verdampfers berechnet.
7.2.1 Prozessbeschreibung
Der Aufbau der Verdampfereinheit (im Folgenden als Verdampfer bezeichnet) ist
in (Abb. 7.5) schematisch dargestellt. Das System besteht aus einem Tank und
einem Wärmetauscher Der Tank wird durch das Ventil V1 mit einer aus drei
flüssigen Komponenten bestehenden Mischung befüllt. Die Komponenten sind
1. ein Kohlenwasserstoff (A) mit hoher molarer Masse - auch als Produkt be-
zeichnet,
2. Wasser (B) und
3. Ethanol (C).
Die zugehörigen Massenanteile in der Flüssigkeit werden mit wA, wB, und wC
und die Massenanteile im Dampf mit ξA, ξB und ξC bezeichnet. Aufgrund ihrer
hohen molaren Masse hat die Komponente A im Vergleich zu Wasser und Etha-
nol einen sehr niedrigen Dampfdruck. Der Dampfdruck der reinen Komponente A
wird deshalb im Modell als P 0A = 0 angenommen. Im Tank werden die flüchtigen
Komponenten verdampft. Infolgedessen erhöht sich der Anteil der nichtflüchti-
gen Komponente A in der Flüssigkeit. Das Produkt wird durch das Ventil V2
ausgelassen, wenn die gewünschte Konzentration wA errreicht ist. Der aus Was-
ser und Ethanol (B und C) bestehende Dampf entweicht durch das Ventil Vv1
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Abbildung 7.5: Industrieller Verdampfer schematisch [141].
aus dem Tank. Die Massenanteile ξB, und ξC werden durch das Phasengleichge-
wicht bestimmt. Um den Tank zu heizen, wird dem Wärmetauscher heißer Dampf
zugeführt. Im Modell wird angenommen, dass der Dampf im Wärmetauscher voll-
ständig kondensiert und als Flüssigkeit den Wärmetauscher verlässt.
In Abhängigkeit vom Druck im Verdampfer und von der Temperaturdifferenz zwi-
schen Wärmetauscher und Tank lassen sich M1 = 2× 2 Betriebsmodi unterschei-
den: Ist die Temperatur des Wärmetauschers (The) höher als die des Tanks (Tevap),
arbeitet der Wärmetauscher im Heizmodus (H), andernfalls im Modus nichthei-
zend (NH). Im Tank findet das Umschalten zwischen dem nicht-verdampfenden
(NV) und dem verdampfenden (V) Modus statt, wenn der Druck im Verdamp-
fer pevap den Umgebungsdruck pamb erreicht. Es können also die Modi nicht hei-
zend/nicht verdampfend (NH, NV), heizend/nicht verdampfend (H, NV), hei-
zend/verdampfend (H, V) und nicht heizend/verdampfend (NH, V) auftreten.
Die zustandsabhängigen Schaltfunktionen
ψ(1) = pevap − pamb (7.6)
ψ(2) = The − Tevap
bestimmen die Zeitpunkte des Umschaltens zwischen den Betriebsmodi. Der Ver-
dampfer zeigt also das für ein dynamisches Hybridsystem mit autonomer Schal-
tung typische Verhalten. Das hybride Verdampfermodell besteht dementsprechend
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aus vier DAE-Systemen
[F (m),G(m)], m = 1, ...,M1. Abbildung 7.6 gibt einen
Überblick über die wichtigsten Variablen des Modells. Die Modellgleichungen wur-
den [141] entnommen. Dort sind auch die Werte der Modellparameter und die Be-
schreibung der thermodynamischen Eigenschaften der Stoffe bzw. Stoffgemische
zu finden. Die DGLs des Modells beschreiben die Energie- und Massenbilanzen





Fin,liq · wi,in − Fout,liq · wi wenn ψ(1)(pevap) < 0,
Fin,liq · wi,in − Fout,liq · wi





U˙in,liq − U˙out,liq +Q wenn ψ(1)(pevap) < 0,
U˙in,liq − U˙out,liq − U˙out,vap
−Hout,vap +Q wenn ψ(1)(pevap) ≥ 0 .
(7.8)
Hier bezeichnen mi die Massen der einzelnen Komponenten, Findex die ein- (“in”)/
ausgehenden (“out”) Massenströme von Flüssigkeit (“liq”) und Dampf (“vap”), Q
die vom Wärmetauscher zugeführte Energie, U˙ die Änderung der inneren Energie
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des Stoffgemisches und U˙index die Energietransferterme
U˙in,liq = Fin · cp,liq(win) · Tin (7.9)
U˙out,liq = Fout,liq · cp,liq(w) · Tevap
U˙out,vap = Fout,vap · cp,vap(ξ) · Tevap
Hout,vap = Fout,vap · hv(ξ).
Dabei sind U˙in,liq die innere Energie der zugeführten Flüssigkeit, U˙out,liq die innere
Energie der abgeführten Flüssigkeit, U˙out,vap die innere Energie des entweichenden
Dampfes undHout,vap die Verdampfungsenthalpie des entweichenden Dampfes. Die
inneren Energien hängen von der Temperatur ab. Sie werden außerdem durch die
spezifische Wärmekapazität, welche ihrerseits von der Stoffzusammensetzung ab-
hängt, bestimmt. Im nicht verdampfenden Modus (ψ(1)(pevap) < 0) sind nur Terme
relevant, welche die Flüssigkeit betreffen, da laut Modellannahme die Masse des
Dampfes vernachlässigt wird. Im verdampfenden Modus gehen dann zusätzlich
die Terme für den Massenabfluss des Dampfes und die damit verbundenen Ener-
gieflüsse ein. Die gesamte innere Energie des im Tank befindlichen Stoffgemisches
hängt von der Temperatur im Verdampfer ab:
U =

mliq · cp,liq(w) · Tevap wenn ψ(1)(pevap) < 0,
mliq · cp,liq(w) · Tevap− mvap · cp,vap(ξ) · Tevap
















Der Dampf wurde dabei als ideales Gas angenommen. Der Gesamtdruck ergibt
sich gemäß dem Daltonschen Gesetz als Summe der Partialdrücke der beteiligten
Komponenten. M bezeichnet die molare Masse, R die universelle Gaskonstante
und P 0i , i = A,B,C die Dampfdrücke der reinen Komponenten. Die Massen der
einzelnen Komponenten lassen sich gemäß
mi =












wenn ψ(1)(pevap) ≥ 0
i = A,B,C
(7.12)
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ξi wenn ψ(1)(pevap) ≥ 0.
Die Massenanteile im Dampf werden für den nicht-verdampfenden Modus gemäß
Modellannahme auf 0 gesetzt. Dasselbe gilt wegen des geringen Dampfdruckes für
die schwere Komponente A auch im verdampfenden Modus. Die Massenanteile
der flüchtigen Komponenten lassen sich über das Verhältnis zwischen Partial-











wenn ψ(1)(pevap) ≥ 0 (7.14)
ξC =
{
0 wenn ψ(1)(pevap) < 0,
1− ξB wenn ψ(1)(pevap) ≥ 0 .


























i = A,B,C .
Der Massenausstrom wird mit Hilfe einer Approximation der Bernoulligleichung
[141] bestimmt.
Der Wärmetauscher wird durch die Gleichungen für den Wärmeübergang zum
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Tank und die Temperatur im Wärmetauscher The gemäß
Q =

0 wenn ψ(2)(The, Tevap) < 0,
Fin,vap
(
hV (ξin)+ cp,vap(ξin) · Tin
−cp,liq(ξin) · The
)




Tevap wenn ψ(2)(The, Tevap) < 0,
Tevap +Q/kA wenn ψ(2)(The, Tevap) ≥ 0
(7.17)
beschrieben. k und A sind der Wärmeübergangskoeffizient und die für den Wär-
meübergang relevante Kontaktfläche zum Tank. Der Druck im Wärmetauscher ist
durch die Zustandsgleichung des idealen Gases gegeben. In die in den Modellglei-
chungen verwendeten thermodynamischen Eigenschaften wie Dichte, spezifische
Wärmekapazitäten für Dampf und Flüssigkeit sowie die spezifische Verdampfungs-
enthalpie hv gehen die entsprechenden Größen der einzelnen Komponenten ihren
Massenanteilen entsprechend anteilig ein. Die Dampfdrücke der reinen Kompo-
nenten werden als Polynome dritten Grades approximiert. Die für die themody-
namischen Eigenschaften verwendeten Konstanten finden sich in [141]. Aus den
Modellgleichungen lassen sich die Übergangsfunktionen T (mk) ableiten (siehe z. B.
Gleichung (7.14) für die Massenanteile im Dampf). Augenfällig ist der Sprung in
den Massenanteilen des Dampfes (siehe Abb. 7.7). Die Kurve des entweichenden
Dampfes Fout,vap zeigt am Umschaltpunkt einen deutlichen Knick.
7.2.2 Simulation, Sensitivitätsberechnung und Parameter-
schätzung mittels einer Glättungsmethode
In diesem Abschnitt werden die Ergebnisse von Simulation, Sensitivitätsberech-
nung und Parameterschätzung für den im vorherigen Abschnitt beschriebenen
Verdampfer präsentiert. Die Simulation wurde durchgeführt, um das mittels Glei-
chung (5.29) geglättete Modell mit dem Hybridmodell aus dem vorigen Abschnitt
zu vergleichen, dabei Abweichungen quantitativ zu erfassen und ihre Abhängigkeit
vom Glättungsparameter zu untersuchen. Parametersensitivitäten, d. h. Ablei-
tungen von Zustandstrajektorien nach Modellparametern dx/dp bzw. dy/dp, wurden
für Druck (pevap), Temperatur (Tevap) und Massenanteil der Komponente C im
Dampf (ξC) bezüglich des Glättungsparameters und der zu schätzenden Para-
meter berechnet. Die Parameterschätzung wurde basierend auf Messreihen dieser
Zustandsgrößen durchgeführt. Auch hier wurde der Einfluss des Glättungspara-
meters untersucht.
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7.2.2.1 Simulation des industriellen Verdampfers
Für diesen Abschnitt wurden von den Zustandsgrößen des Modells die leicht zu
messenden und zugleich für die Sicherheit des Betriebs relevanten Größen Druck
pevap und Temperatur Tevap sowie der ausgehende Massenstrom des Dampfes Fvap
und die Massenanteile ξB und ξC im Dampf als die Größen, die am deutlichsten
Umschaltungen zeigen, zur Darstellung ausgewählt. Abbildung 7.7 zeigt, dass die
Trajektorien des geglätteten Modells mit Glättungsparameter τ = 0.002 bar und
des ursprünglichen Hybridmodells nur geringfügig voneinander abweichen. Wenn


















































Abbildung 7.7: Vergleich der Simulationsergebnisse des Hybridmodells (Dreicke) mit
denen des durch die Glättungsmethode umformulierten Modells (Linien). a) Druck
im Verdampfer. Das Inset zeigt den Druck in der Anfangsphase. Die Umschaltbe-
dingung pevap − pamb = 0 markiert den Übergang zum verdampfenden Modus. b)
Temperatur im Verdampfer. c) Massenanteile von Wasser (schwarz) und Ethanol
(grau) im Dampf. d) Massenfluss des Dampfes durch das Ventil Vv1.
der Druck die Übergangsbedingung ψ(1) = pevap − pamb = 0 erfüllt (Abb. 7.7a,
Inset), schaltet der Verdampfer vom nichtverdampfenden zum verdampfenden Be-
triebsmodus. Infolgedessen springen wie zu erwarten die Massenanteile ξB und ξC
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der flüchtigen Komponenten von 0 im nicht-verdampfenden Modus auf den durch
das Phasengleichgewicht definierten Wert im verdampfenden Modus. Zugleich be-
ginnt Dampf durch das Ventil Vv1 abzufließen (Abb. 7.7d). Das Verdampfen der
flüchtigen Komponenten B und C führt zu einer Abnahme ihrer Massenanteile
in der Flüssigkeit. Dabei ist die Abnahme aufgrund des höheren Dampfdruckes
und somit auch des höheren Massenausflusses von Ethanol stärker ausgeprägt.
Deshalb schneiden sich die Kurven ξB und ξC bei t ≈ 1150 s. Da der Druck im
Verdampfer und ebenso der Dampfausfluss vom (temperaturabhängigen) Dampf-
druck und den Massenanteilen aller flüssigen Komponenten abhängen, nehmen
beide als Folge der zunehmenden Temperatur zunächst zu. Später verringern
sie sich wegen der Abnahme der Massenanteile wB und wC in der Flüssigkeit.
In der Übergangsregion wird die Dynamik durch eine Linearkombination beider
Betriebsmodi beschrieben. Abbildung 7.8 zeigt, dass das geglättete Modell das
ursprüngliche Hybridmodell umso besser approximiert, je kleiner der Glättungs-
parameter gewählt wird. Der Anstieg von ξB und ξC in der Übergangsregion steigt
Abbildung 7.8: Vergleich des Massenanteils von Ethanol (ξC) im Dampf nach Simu-
lation des Hybridmodells (schwarz durchgezogen) und verschiedenen Werten des
Glättungsparameters. Die Pfeile oben im Bild geben die Breite der Übergangsregion
an.
betragsmäßig und die Übergangszeit wird kürzer. Der steilere Anstieg ist durch
den Anstieg der Glättungsfunktion z(x) bedingt. Die Breite der Übergangsregion
∆t kann durch einen Blick auf die Variation der um den exakten Schaltpunkt
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leicht berechnen. Die Breite der Übergangsregion für die Werte τ = {0.01 bar,
0.004 bar, 0.002 bar} des Glättungsparameters folgt ziemlich gut dem durch Glei-
chung (7.20) vorhergesagten Verhältnis ∆t1 : ∆t2 : ∆t3 = 5 : 2 : 1 (siehe Abb. 7.8).
Zwischen dieser Abschätzung bezüglich der Breite der Übergangsregion und der
Argumentation in Abschnitt 5.3.2 besteht ein enger Zusammenhang dahingehend,







∀i, i = 1, ..., n . (7.21)
In diesem Fall hat die kurze Zeitspanne, in der es durch die Linearkombination
(siehe Gleichung (5.30)) zu einer Vermischung der Dynamiken benachbarter Modi
mit nicht zu vernachlässigenden Anteilen kommt, nur einen geringen Einfluss auf
die Zeitentwicklung des Systems. Die Abschätzung für angemessene Werte für τ
(Abschnitt 5.3.2) konnte also für das Verdampfermodell bestätigt werden. Es soll-
te noch darauf hingewiesen werden, dass die Trajektorien des approximierten und
das ursprünglichen Modells außerhalb der Übergangsregion nahezu identisch sind.
Offenbar dehnt die Glättung für dieses Modell nur die Übergangsregion aus, treibt
das System jedoch nicht in einen anderen Bereich des Zustandsraumes. Daraus
lässt sich schließen, dass die Glättungsmethode grundsätzlich für das Verdamp-
fermodell geeignet ist.
Für eine mehr quantitative Analyse der Konvergenz zwischen dem geglätteten und
dem Originalmodell wurden die aus den Simulationsergebnissen beider Modelle
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Abbildung 7.9: Summe der quadratischen Abweichung nach Gleichung (7.22) zwi-
schen dem Massenanteil von Ethanol (ξC) im Dampf nach Simulation des ur-
sprünglichen Hybridmodells und des geglätteten Modells in Abhängigkeit vom Glät-
tungsparameter τ .
für die Zustandvariablen ξC , Tevap und pevap (Abb. 7.7a-c) berechnet. Für den Mas-
senanteil der Komponente C im Dampf findet man numerisch, dass die mittlere
quadratische Abweichung ungefähr s = ατ +  mit α = 0.35 und  = 1 · 10−4 folgt
(Abb. 7.9). Theoretisch würde man  = 0 für hinreichend gutartige funktionale
Abhängigkeiten und eine beliebig feine Diskretisierung N → ∞ erwarten, d. h.
der Unterschied wäre ausschließlich auf die Differenz zwischen der Stufenfunktion
und der Glättungsfunktion zurückzuführen. Aber auch im Fall des Verdampfers
wird die Abhängigkeit des diskontinuierlichen Zustandes vom Glättungsparameter
durch die endliche Breite der Übergangsregion dominiert. Für die nahezu konti-
nuierlichen Zustandsvariablen Tevap und pevap ist der Beitrag der Abweichung in
der Übergangsregion erwartungsgemäß vernachlässigbar gering. Dies wird durch
Abb. 7.10 bestätigt.
7.2.2.2 Sensitivitätsberechnung für das geglättete Modell
Die Berechnung der Sensitivitäten ist in verschiedener Hinsicht sinnvoll. Erstens
ermöglicht die Existenz der Sensitivitäten den Einsatz gradientenbasierter Op-
timierungsmethoden. Die Bedingung der Existenz von Sensitivitäten wird durch
die Glättung erfüllt. Außerdem konvergieren unter geeigneten Voraussetzungen die
Zustandstrajektorien und die Sensitivitäten gegen die des Originalproblems, wenn
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Abbildung 7.10: Summe der quadratischen Abweichung nach Gleichung (7.22) zwi-
schen dem Druck im Verdampfer pevap (oben) und der Temperatur im Verdampfer
Tevap (unten) nach Simulation des ursprünglichen Hybridmodells und des geglät-
teten Modells in Abhängigkeit vom Glättungsparameter τ .
τ → 0 [146]. Zweitens ermöglicht die Berechnung der Sensitivitäten im Zusammen-
hang mit der Parameterschätzung (siehe folgender Abschnitt) eine Vorhersage,
inwieweit das Glättungsverfahren zur Regularisierung des hybriden dynamischen
Optimierungsproblems geeignet ist [111]. Drittens ist an der Sensitivität der ge-
messenen Zustandsgrößen bezüglich der zu schätzenden Parameter zu erkennen,
ob die Auswahl der Messgrößen adäquat ist.
Abbildung 7.11 zeigt die Sensitivitäten der Zustandsvariablen ξC , Tevap und pevap
bezüglich des Glättungsparameters τ . Die Sensitivität der Zustandsvariable ξC
quantifiziert die Beobachtung, die qualitativ schon aus Abschnitt 7.2.2.1 her-
vorging, dass der Massenanteil im Dampf nur in der Übergangsregion von der
Glättung beeinflusst wird, d. h. man findet dξ/dτ ≈ 0 außerhalb der Übergangs-
region. Der Verlauf von dξ/dτ wird leicht verständlich, wenn man Abb. 7.7c)
betrachtet: Wenn τ steigt, d. h. ∆τ = τ2 − τ1 > 0, liegt die Kurve ξ(τ2) über
der von ξ(τ1), solange pevap < pamb und somit ist ∆ξ = ξ(τ2) − ξ(τ1) < 0 wäh-
rend ∆ξ = ξ(τ2) − ξ(τ1) > 0, wenn pevap > pamb. Die in Abb. 7.11 dargestellten
Sensitivitäten wurden für den verhältnismäßig hohen Parameterwert τ = 0.01 bar
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Abbildung 7.11: Sensitivität des geglätteten Modells bezüglich des Glättungspara-
meters τ (oben). Sensitivitäten des geglätteten Modells bezüglich des Wärmeüber-
gangskoeffizienten k (unten links) und des maximalen Durchflusses durch das Ein-
lassventil V1 (unten rechts).
berechnet. Ein niedrigerer Wert für τ führt zu einer schmaleren Übergangsregion.
Die Auswirkung der Glättung auf den Druck (Strich-Punkt-Linie) und die Tem-
peratur (gestrichelt) kann vernachlässigt werden, was wiederum in Einklang mit
den Resultaten aus Abschnitt 7.2.2.1 (Abb. 7.10) steht.
Als Beispiel einer Parameterschätzung werden im nächsten Abschnitt die Ergeb-
nisse für das Modell des industriellen Verdampfers gezeigt, für welches der Wär-
meübergangskoeffizient k und die maximalen Durchflüsse durch die Ventile V1
und V2 auf der Grundlage der Messungen unterschiedlicher Zustandsgrößen (ξC ,
Tevap, pevap) geschätzt werden. Der Massenanteil der Komponente C im Dampf
(ξC) wird als Messgröße ausgewählt, weil er beim Übergang in den neuen Be-
triebsmodus springt und damit unter allen Zustandsgrößen das ausgeprägteste
Hybridverhalten zeigt. Druck und Temperatur werden gewählt, weil sie in der
Praxis am leichtesten einer Messung zugänglich sind. Wie den Abb. 7.11 zu ent-
nehmen ist, ist die Sensitivität von ξC um den Übergang herum relativ groß. Ei-
ne Veränderung des Wärmeübergangskoeffizienten und des Flüssigkeitszuflusses,
d. h. der zu heizenden Flüssigkeitsmasse, wirkt sich am deutlichsten indirekt über
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den Schaltzeitpunkt für den Übergang NV → V auf die Sensitivität dξC/dk bzw.
dξC/dV1 aus. Eine Erhöhung des Wärmeübergangskoeffizienten oder eine Verringe-
rung des Flüssigkeitszuflusses verschiebt den Schaltzeitpunkt nach links, d. h. der
Prozess wird beschleunigt. Somit sind die Sensitivitäten zunächst positiv (dξ/dk)
und negativ (dξ/dV1) und wechseln ihre Vorzeichen, wenn ξC(t) das Maximum
überschritten hat. Auch für Druck und Temperatur finden sich die höchsten Sen-
sitivitäten bezüglich k und V1 um den Umschaltpunkt herum. Im Gegensatz zu
den Sensitivitäten bezüglich τ zeigt sich die Abhängigkeit aller drei untersuchten
Zustandsgrößen von k und V1 aber auch außerhalb der Umschaltregion.
Die Sensitivitäten des Druckes und der Temperatur bezüglich k und V1 steigen im
Lauf der Zeit an und erreichen außerhalb der Übergangsregion höhere absolute
Werte als die Sensitivitäten von ξC . Die Sensitivitäten aller drei Zustandsvaria-
blen bezüglich des Flüssigkeitsausflusses durch das Ventil V2 ähneln bis auf das
Vorzeichen den Sensitivitäten bezüglich des Flüssigkeitszuflusses durch das Ventil
V1. Die Ergebnisse in den Abb. 7.11 lassen erwarten, dass unter Verwendung der
Messdaten der Größen ξC , Tevap, pevap die Parameterwerte k, V1 und V2 gefunden
werden können.
7.2.2.3 Parameterschätzung mittels Glättungsmethode
Für die Parameterschätzung wurden mit den Parameterwerten (k(sim) = 4.0 kW/h,
V
(sim)
1 = 7.0 kg/s, V
(sim)
2 = 2.0 kg/s) simulativ Messdaten erzeugt und eine nor-
malverteilte Messabweichung hinzuaddiert. Die Messreihen bestanden jeweils aus
51 äquidistanten Punkten im Zeithorizont t ∈ [0, 500]s. Auch hier wurde das
Parameterschätzproblem als Least-Squares-Optimierung formuliert.
Tabelle 7.3 zeigt die auf verschiedenen Messreihen basierenden Ergebnisse der
Parameterschätzung. Der Wärmeübergangskoeffizient konnte unter Verwendung
ξC pevap Tevap pevap und Tevap
k [kW/h] 3.50 4.04 3.63 3.93
V1 [kg/s] 8.50 6.45 6.52 6.27
V2 [kg/s] 0.96 0.12 0.72 0.81
Tabelle 7.3: Ergebnisse der Parameterschätzung basierend auf Messreihen der Zu-
standsgrößen ξC, pevap und Tevap, des Verdampfermodells. Die Ergebnisse der letz-
ten Spalte basieren auf den Messwerten von pevap und Tevap.
der Messungen für Tevap bzw. pevap genau bestimmt werden, während ξC hier
zu einem weniger guten Ergebnis führte. Der Einsatz beider Messreihen Tevap,
und pevap konnte die Parameterschätzung nicht verbessern. Abbildung 7.12 zeigt
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(opt)
 = 0.72 kg/s
k(opt)  = 3.63 kW/m2K
Abbildung 7.12: Optimale Trajektorie und Messwerte der Temperatur im Verdamp-
fer sowie optimale Parameterwerte.
die Optimierungsergebnisse einer individuellen Realisation von “Messdaten” der
Temperatur mit einer Standardabweichung σ = 0.5K.
Eine weitere Untersuchung befasste sich mit der Abhängigkeit des Optimierungs-
ergebnisses vom Glättungsparameter τ . Auch hierfür wurde wieder die Messreihe
für die Temperatur hinzugezogen. Um die Überlagerung durch andere Effekte aus-
zuschalten, wurde hier jedoch auf die Messabweichung verzichtet, d. h. in diesem
Experiment wurde σ = 0 gesetzt und nur der Parameter V1 für den Flüssigkeits-
zufluss geschätzt. In dieser Situation kann der Parameter mit hoher Präzision
bestimmt werden (V (opt)1 = 6.98 kg/s). Die Zielfunktionswerte an der Lösung ver-
ringern sich mit dem Glättungsparameter τ (siehe Abb. 7.13), obwohl der Verlauf
der Temperatur Tevap nur geringfügig durch die Glättungsmethode modifiziert
wurde (siehe Abb. 7.10). In ähnlicher Weise erwiesen sich die optimalen Parame-
terwerte als ziemlich robust gegenüber dem Glättungsparameter.
7.2.3 Bestimmung der optimalen Steuerung des
Anfahrprozesses mittels Zerlegungsansatz
Der Anfahrprozess des Verdampfers, d. h. das Befüllen und Aufheizen sowie das
Erreichen des stationären Betriebszustandes soll zeitoptimal gestaltet werden. Die
Steuergrößen dieses Prozesses sind die kontinuierlich veränderbaren Positionen der
Ventile V1 und Vv2. Die Ventile V2 und Vv1 erlauben nur die diskreten Einstellun-
gen “offen”/“geschlossen”. Das Ventil des Dampfauslasses am Tank bleibt während






















Abbildung 7.13: Wert der Zielfunktion in Abhängigkeit vom reziproken Glättungs-
parameter.
des gesamten Anfahrprozesses offen, da das Aufkonzentrieren des Produktes einen
maximalen Abfluss der flüchtigen Komponenten erfordert. Das Ventil V2 wird so
lange geschlossen bleiben, bis die gewünschte Produktkonzentration erreicht ist,
da nur in diesem Falle das Produkt als verwertbar gilt. Erst wenn die Zielkon-
zentration erreicht ist, wird das Ventil geöffnet und der Verdampfer erreicht den
stationären Betriebszustand. Diese beiden Positionen des Produktauslassventils
fügen dem Modell des Verdampfers 4 weitere, prinzipiell mögliche Modi hinzu.




Daraus lassen sich die drei Teilaufgaben des Anfahrens ableiten:
1. Durchqueren des nichtverdampfenden Modus,
2. Erreichen der Referenzwerte des Füllstandes (d. h. der im Tank befindlichen





A ] = [15000 kg, 0.8 kg/kg].
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Modus Iterationen CPU (IPOPT) CPU (NLP)
1 43 1.494 s 3.112 s
2 46 3.552 s 7.972 s
3 90 3.304 s 7.832 s
Tabelle 7.4: Rechenzeit für die Optimierung des Anfahrprozesses mittels Zerle-
gungsansatz.
3. Erreichen des stationären Betriebszustandes, nachdem der Produktauslass
geöffnet wurde.
Diese Struktur ermöglicht die Anwendung der Idee der stückweisen Optimierung
des Anfahrprozesses (siehe Kapitel 6) [110]. Offensichtlich führt aber die Definition
der ersten Teilaufgabe nicht zur vollständigen Spezifikation des Endzustandes des
ersten Abschnittes, da nur pevap = pamb gefordert ist. Es bleiben also verschiedene







Abbildung 7.14: Optimale Steuerung des Anfahrprozesses: Stellung des Ein-
lassventils V1 (durchgehende Linien) und des Ventils für den Dampfzu-
strom am Wärmetauscher (gestrichelte Linie). Die schwarzen gestrichel-
ten Linien markieren den Übergang von “heizend/nicht verdampfend/V2 ge-
schlossen” zu “heizend/verdampfend/V2 geschlossen” (t = 300s) bzw. von
“heizend/verdampfend/V2 geschlossen” zu “heizend/verdampfend/V2 offen” (t =
11650s).
dem Druck auch der Füllstand seinen Referenzwert bereits am Ende des ersten
Optimierungsabschnittes erreicht hat. Infolgedessen wird die Dauer der ersten Pe-
riode, in der sich der Verdampfer im Modus 1 befindet, im Wesentlichen durch
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das Befüllen des Tanks bestimmt werden. Im Modus 2 muss dann der Füllstand
gehalten und die Produktkonzentration in die Targetregion geführt werden. In ei-
ner zweiten möglichen Strategie erfolgt die Umschaltung zu Modus 2, sobald der
Dampfdruck im Tank gleich dem Umgebungsdruck wird. Das Befüllen des Tanks
bis zum Referenzzustand wird dann in Periode 2 verlagert. Im Modus 2 impli-
ziert das Abschließen der Teilaufgabe einen eindeutig definierten Endzustand, so
dass die Dynamik im letzten Optimierungsabschnitt von der Dynamik vergange-
ner Abschnitte unabhängig ist. Abbildung 7.14 zeigt die optimale Steuerung der
Ventile V1 und Vv2 und Abb. 7.15 die zugehörigen optimalen Trajektorien aller
drei Teilaufgaben für die Strategie “zuerst befüllen, dann heizen”. Der Übergang
von der ersten zur zweiten Teilaufgabe tritt bei t1 = 300 s auf und der Übergang
von der zweiten zur dritten Teilaufgabe bei t2 = 11650 s. Die zweite Strategie
führte zu Schaltzeiten von t1 = 46 s und t2 = 11636 s. Als bedeutendster Vorteil
der Problemzerlegung und stückweisen Optimierung zeigt sich hier die geringe
Rechenzeit. Die Tabelle 7.4 beinhaltet die Anzahl der Iterationen und die entspre-
chenden Zeit innerhalb IPOPT (ohne Berechnung der Zielfunktion) und separat
die Zeit für die Evaluation der Zielfunktion. Die Lösung kann so schnell gefunden
werden, da nur eine kleine Anzahl nichtlinearer kontinuierlicher Probleme gelöst
werden muss. Demgegenüber steht die große Anzahl kontinuierlicher Probleme,
die für eine ähnliche Problemstellung beim gemischt ganzzahligen Ansatz zu lö-
sen ist [143]. Der Nachteil des Zerlegungsansatzes besteht darin, dass in der Regel
nur die Einsicht in den Prozess das Formulieren sinnvoller Teilaufgaben gestattet.
Dem kann allerdings entgegen gehalten werden, dass auch eine allgemeinere Me-
thode Prozesseinsicht verlangt, wenn es um die Bewertung der Plausibilität der
Ergebnisse geht.
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nicht verdampfend/     geschlossen
verdampfend/     geschlossen
verdampfend/     offen
Abbildung 7.15: Optimale Steuerung des Anfahrprozesses: Flüssigkeitsmasse im
Verdampfer (links oben), Druck im Verdampfer (rechts oben), Massenanteil des
Produkts in der Flüssigkeit (links unten), Temperatur im Verdampfer (rechts
unten). Die gestrichelten Linien markieren den Übergang von “heizend/nicht
verdampfend/V2 geschlossen” zu “heizend/verdampfend/V2 geschlossen” (t = 300s)
bzw. von “heizend/verdampfend/V2 geschlossen” zu “heizend/verdampfend/V2 of-
fen” (t = 11650s).




Nachdem in den Kapiteln 5 und 6 die in dieser Arbeit vorgeschlagenen bzw. un-
tersuchten Methoden beschrieben und in Kapitel 7 entsprechende Fallstudien prä-
sentiert wurden, sollen hier nun die Vor- und Nachteile der Methoden diskutiert
werden. Anschließend erfolgt die Zusammenfassung der Arbeit.
8.1 Methodenbewertung
In diesem Abschnitt sollen die untersuchten Methoden zusammenfassend bezüg-
lich ihrer Allgemeinheit, ihrer Genauigkeit und bezüglich des jeweils erforderlichen
Rechenaufwandes eingeschätzt werden. Zur Bewertung der Allgemeinheit einer
Methode werden als Kriterien
1. die Eignung der Methode für Systeme mit autonomen und/oder gesteuerten
Umschaltprozessen,
2. die Abhängigkeit der Anwendbarkeit der Methode von bestimmten Eigen-
schaften der Zielfunktion,
3. die Abhängigkeit der Anwendbarkeit der Methode von bestimmten Eigen-
schaften der Modellgleichungen,
4. die Eignung der Methode für Systeme mit vielen Umschaltungen und
5. die Eignung der Methode für Systeme mit kurzer Verweilzeit innerhalb man-
cher Modi
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herangezogen.
Hinsichtlich der Genauigkeit ist zu untersuchen, ob zum Einen eine gute Lösung
hinsichtlich der Optimierungsvariablen gefunden wird und ob zum Anderen die
Umschaltprozesse richtig wiedergegeben werden. Die richtige Wiedergabe von Um-
schaltprozessen impliziert, dass einerseits die Komplementarität der Modi gesi-
chert sein sollte und andererseits die Umschaltzeitpunkte ts in Übereinstimmung
mit der Schaltbedingung ψ(x(ts), y(ts)) = 0 genau bestimmt werden können.
Soll der Aufwand einer Methode eingeschätzt werden, ist z. B. die Bewertung des
zur Implementierung notwendigen Aufwandes und der erforderlichen Rechenzeit
sinnvoll.
Bei der nun folgenden Einordnung werden zuerst die beiden Regularisierungsme-
thoden (siehe Kapitel 5) behandelt. Anschließend erfolgt die Einschätzung für den
Zerlegungsansatz (siehe Kapitel 6). Ein Überblick über die Vor- und Nachteile der
diskutierten Methoden findet sich in Tabelle 8.1.1
Regularisierung: Für die in Kapitel 5 vorgeschlagenen und untersuchten Regu-
larisierungsmethoden wurde die Effektivität bei der Lösung dynamischer Opti-
mierungsprobleme mit autonomen Umschaltungen anhand der Fallstudien in den
Abschnitten 7.1 und 7.2 gezeigt. Das Glättungsverfahren und die Zweiebenenfor-
mulierung mit Strafverfahren sind allerdings von etwas geringerer Allgemeinheit
als die in den Abschnitten 2.1 und 2.2 erwähnten, aber nicht näher untersuchten,
heuristischen Verfahren und die MINLP, da sie speziell auf Systeme mit auto-
nomen Umschaltungen zugeschnitten sind. Bedingt durch die Modellierung des
Umschaltens führt das Glättungsverfahren immer zu einem Kompromiss zwischen
numerischer Robustheit und Genauigkeit. Die Glättungsfunktion führt insbeson-
dere für kleine Werte des Glättungsparameters zu steifen DAE-Systemen. Dafür
beseitigt sie die durch harte Umschaltungen bedingte Nichtdifferenzierbarkeit an
den Umschaltstellen. Wie in der Fallstudie zum Verdampfer (Abschnitt 7.2) zu se-
hen war, eignet sich die Glättungsmethode besonders gut, wenn sich die Zeitablei-
tungen der benachbarten Modi nur wenig voneinander unterscheiden. Ein Impuls
als Umschaltereignis (wie z. B. der Sprung der Massenanteile im Dampf) erhöht
die Ungenauigkeit nicht. Für Systeme mit kurzen Verweilzeiten in den einzelnen
Modi ist zu erwarten, dass die Genauigkeit abnimmt, weil es zum unvollständigen
Umschalten kommen kann. Aus den genannten Gründen ist die Genauigkeit des
Glättungsverfahrens also modellabhängig. Bezüglich der Rechenzeit verhält sich
1In der Tabelle steht die Bewertung “gut” für die Genauigkeit der optimalen Parameter/Steuerungen
ist der Eigenschaft heuristischer Verfahren geschuldet, dass Optimalität nicht garantiert werden kann.
Beim Zerlegungsansatz hingegen bedeutet die Bewertung “gut” für die Genauigkeit der optimalen Para-
meter/Steuerungen, dass die bisherigen Testfälle gute Lösungen lieferten. Allerdings ist der Umfang an
Erfahrung mit dieser Methode noch zu gering, um eine wirklich fundierte Aussage treffen zu können.
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die Glättung sehr günstig, da keine zusätzlichen Optimierungsvariablen in das
Problem eingeführt werden. Stattdessen werden Umschaltvorgänge durch Glei-
chungen modelliert.
In Hinblick auf die Genauigkeit lässt sich für das Zweiebenenproblem mit Straf-
verfahren feststellen, dass exakte Komplementarität der Betriebsmodi erreicht
werden kann. Damit Schaltzeitpunkte korrekt bestimmt werden können, sollte
der Gradient der Schaltfunktion in der Nähe der Umschaltung hinreichend groß
sein. Allerdings ist die Genauigkeit der Umschaltzeitpunkte an die Diskretisierung
gebunden. Wird die Schaltbedingung zwischen Diskretisierungspunkten erfüllt,
kommt es zu Ungenauigkeiten. Für Systeme mit zeitlich dicht aufeinander folgen-
den Umschaltungen verbleibt unter Umständen der Systemzustand zu nahe an der
Schaltfläche. In diesem Fall besteht die Gefahr, dass Umschaltpunkte nicht gefun-
den werden. Auch beim Strafverfahren können sich bestimmte Modelleigenschaf-
ten also negativ auf die Genauigkeit der Lösung auswirken. Die Rechenzeit steigt
beim Zweiebenenproblem mit Strafverfahren bei feinerer Diskretisierung deutlich
an, da sich durch die Lagrangemultiplikatoren des inneren Minimierungsproblems
die Anzahl der Optimierungsvariablen und somit der Rechenaufwand erhöht.
Zerlegungsansatz: Die Ideen des Kapitels 6 stellen in gewisser Weise einen Gegen-
satz zu den bisher verglichenen Methodenklassen dar. Wie schon in Abschnitt 6.2
erwähnt, ist der Zerlegungsansatz von geringerer Allgemeinheit, da nicht alle Op-
timierungsprobleme für autonom schaltende Systeme eine Zerlegung in Teilproble-
me erlauben. Die Beispielfälle zeigten, wie die Zerlegung für Parameterschätzpro-
bleme und Optimalsteuerungsprobleme durchgeführt werden kann. Die Genau-
igkeit der Methode hängt einerseits von der genauen Bestimmung der Endzeit-
punkte der Optimierung der Teilprobleme und andererseits von der Genauigkeit
des verwendeten Lösers für kontinuierliche dynamische Optimierungsprobleme ab.
Der Rechenaufwand steigt mit der Anzahl der Teilprobleme. Er erhöht sich des-
halb für Systeme mit vielen Umschaltungen. Zeitlich dicht aufeinander folgende
Umschaltungen sind weniger problematisch.
Abschließend soll festgehalten werden, dass es nach wie vor keine Lösungsmethode
gibt, die allen Ansprüchen hinsichtlich Genauigkeit, Allgemeinheit und Rechenauf-
wand genügt. Anhand des Optimierungszieles und des zugrunde liegenden Modells
lässt sich unter Kenntnis der Charakteristika verschiedener Methoden jedoch eine
sinnvolle Methodenauswahl treffen.
8.2 Zusammenfassung
Die praktische Motivation dieser Arbeit ist durch die Absicht gegeben, zur Effi-
zienzsteigerung industrieller Prozesse mathematische Optimierungsverfahren ein-
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zusetzen. Inwieweit dies durchführbar ist, wird jedoch durch das Verhältnis zwi-
schen den realen Gegebenheiten, d. h. den Eigenschaften der zu optimierenden
Prozesse, den theoretischen Erkenntnissen, z. B. über Lösbarkeit der gestellten
Probleme und Konvergenzeigenschaften sowie die Umsetzung theoretischer Er-
kenntnisse, d. h. die Implementierung von Lösungsverfahren bestimmt. Daraus
resultiert in Bezug auf die Optimierung autonom schaltender dynamischer Hy-
bridsysteme eine hohe wissenschaftliche Herausforderung.
Die Ausgangssituation zu Beginn dieser Arbeit stellte sich folgendermaßen dar:
Für autonom schaltende Hybridsysteme existierten mathematische Untersuchun-
gen zur Lösbarkeit der die Systeme beschreibenden DAE-Systeme und Algorith-
men zur Simulation solcher Systeme. Bezüglich der Optimierung waren umfang-
reiche mathematische Arbeiten über statische Probleme mit komplementären Be-
schränkungen verfügbar. Als Algorithmen zur Lösung dynamischer hybrider Opti-
mierungsprobleme waren bisher heuristische Verfahren, gemischt ganzzahlige Pro-
grammierung und Regularisierungsverfahren vorgeschlagen worden.
Ausgehend von den Erkenntnissen über (statische) MPCC wird in dieser Ar-
beit eine Glättungsmethode vorgeschlagen. Durch diesen Ansatz entstehen aus
hybriden dynamischen Optimierungsproblemen kontinuierliche dynamische Op-
timierungsprobleme. Diese werden durch Diskretisierung mittels Kollokation auf
finiten Elementen in große nichtlineare Programme überführt. Da die numerische
Robustheit und die Genauigkeit der Lösung bei der Glättungsmethode von der
geeigneten Wahl des Glättungsparameters abhängen, reicht einmaliges Lösen ei-
nes Problems meist nicht aus, um eine hinreichend genaue Lösung zu finden. Um
die Bestimmung eines geeigneten Wertes des Glättungsparameters auf möglichst
effiziente Weise durchführen zu können, wurde zunächst der Einfluss dieses Pa-
rameterwertes auf die Lösung der Probleme untersucht. Darauf aufbauend wurde
eine Vorgehensweise entwickelt, wie ausgehend von einer problemspezifischen Ab-
schätzung ein guter Wert des Glättungsparameters gefunden werden kann.
Auch zum Lösen von Optimierungsproblemen mit autonom schaltenden Hybrid-
systemen mittels Zweiebenenformulierung und Strafverfahren ist eine Diskretisie-
rung des dynamischen Problems erforderlich. Hierfür wurde ebenfalls die Kolloka-
tionsmethode eingesetzt. Für die Lösung des diskretisierten Problems konnte in
dieser Arbeit durch Fallstudien belegt werden, dass für das diskretisierte Problem
mit Strafverfahren in Bezug auf das diskretisierte Problem mit komplementären
Beschränkungen Exaktheit gilt. Es wurde eine Methode vorgeschlagen, wie ein
hinreichend hoher Wert des Strafparameters, der für die Exaktheit der Lösung
essentiell ist, erreicht werden kann.
Die Glättungsmethode und die Zweiebenenformulierung mit Strafverfahren wur-
den anhand von Beispielproblemen miteinander verglichen. In diesem Zusammen-
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hang wurde auch eine Studie zur Abhängigkeit der Rechenzeit von der aus der
Diskretisierung folgenden Anzahl der Zeitintervalle durchgeführt.
Als Alternative zu den Regularisierungsmethoden, heuristischen Methoden und
MINLP wurde ein Ansatz zur Zerlegung des hybriden dynamischen Gesamtpro-
blems vorgeschlagen. Die Zerlegung wird durchgeführt, damit jeweils am Ende der
Teilprobleme in einen neuen Modus umgeschaltet werden kann und das Umschal-
ten gewissermaßen außerhalb des Optimierungsproblems stattfindet. Es entstehen
dadurch kontinuierliche dynamische Optimierungsprobleme, die mit den bereits
gut etablierten Methoden für kontinuierliche Probleme gelöst werden können. Da-
mit das Umschalten am Ende von Teilproblemen in Übereinstimmung mit dem
ursprünglichen Modell stattfindet, müssen die Teilprobleme natürlich so definiert
werden, dass am Endzeitpunkt eines jeden Teilproblems die jeweilige Schaltbe-
dingung erfüllt wird. Die Initialisierung der einzelnen Teilprobleme muss in Über-
einstimmung mit den Übergangsbedingungen zwischen den Modi geschehen. Am
Beispiel der Parameterschätzung wurde vorgeführt, wie die Detektion der Schalt-
zeitpunkte innerhalb oder außerhalb der kontinuierlichen Optimierungsprobleme
erfolgen kann. Für die Detektion der Schaltstellen, ihre genaue Lokalisierung und
den Neustart der Optimierung im neuen Modus wurden Konzepte adaptiert, die
sich bei der Simulation dynamischer Hybridsysteme bewährt haben.
Da es sich beim Zerlegungsansatz um eine völlig neue Methode handelt, sind die
Erfahrungen damit bisher noch nicht sehr umfangreich. Es ist deshalb notwendig,
die Methode an anderen Anwendungsfällen zu testen. Des Weiteren sollte versucht
werden, Problemklassen zu identifizieren, für welche die Methode geeignet bzw.
ungeeignet ist. Die zukünftige Weiterentwicklung des Zerlegungsansatzes kann
dazu beitragen, die Eigenschaften der Methode insbesondere hinsichtlich ihrer
allgemeinen Anwendbarkeit zu verbessern.
In Bezug auf die Regularisierungsmethoden wäre es für die zukünftige Forschung
interessant, die Glättungsmethode und die Zweiebenenformulierung mit Strafver-
fahren für Systeme mit Filippov-Lösungen zu testen, bei denen sich das System für
eine endlich lange Zeit in der Schaltfläche aufhält. Des Weiteren könnten Systeme
mit einer größeren Anzahl von Schaltfunktionen bzw. kombinierten Schaltfunk-
tionen untersucht werden.
Für alle untersuchten Methoden wird die zukünftige Forschung zeigen, ob sie
sich auch in der Praxis bei hochkomplexen industriellen Anwendungen bewähren
werden.
















































Implementierung einfach mittel einfach
Tabelle 8.1: Vergleichender Überblick über die Methoden zur Optimierung dynami-
scher Hybridsysteme. Die Einträge der Tabelle fassen - teilweise stark pauschali-
sierend und vereinfachend - die Ergebnisse der vorliegenden Arbeit und den Stand
der Forschung zusammen. Vor der Methodenwahl für eine konkrete Anwendungen




In dieser Arbeit wurde zum Lösen dynamischer Optimierungsprobleme der simul-
tane Ansatz verwendet. Dabei wurde zur Diskretisierung des Problems das sehr
effiziente Verfahren der orthogonalen Kollokation [61] genutzt.
Das Ziel der Kollokation ist es, eine Funktion x(t) durch eine einfacher zu berech-
nende Funktion, z. B. durch ein Polynom zu approximieren. Für die Konstruktion
eines solchen Polynoms wird die zusätzliche Forderung aufgestellt, dass das Poly-
nom an bestimmten Stellen exakt sein möge, d. h.
x(ti) = P (ti) =: xi, ti ∈ [a, b], i = 1, ..., N .
Diese Eigenschaft wird als Interpolationseigenschaft bezeichnet. Wie man leicht
sieht, ist ein interpolierendes Polynom für eine Reihe gegebener Datenpunkte












ti − tj (9.1)
131




1 für t = ti
0 für t = tj
.
Ähnliche Konzepte erlauben es, mit nur N Stützstellen und geeigneten Gewichts-
faktoren Polynome bis zum Grad 2N-1 exakt zu integrieren. Die zur Integration







für alle Polynome vom Grad kleiner 2N erfüllen, wobei im Folgenden ω(t) = 1
angenommen wird. Wenn P (t) eine Funktion bis zu (2N − 1)-ter Ordnung ist,
kann sie allgemein als
P (t) = pN(t)qN−1(t) + r(t) (9.3)
dargestellt werden. Die Ordnung von qN−1(t) ist N -1 und die Ordnung von r(t) ist
kleiner oder gleich N − 1. Die pN(t) sind orthogonale Polynome N -ter Ordnung.






∗ρ(t)pk 6=i(t)dt = 0 (9.4)
mit einer rellen positiven Gewichtsfunktion ρ(t). Soll kein Teil des Intervalls stär-
ker betont werden als der andere, ist ρ(t) = 1, bzw. ein konstantes Vielfaches zu
wählen. In diesem Fall sind die entsprechenden orthogonalen Polynome reskalierte
Legendre-Polynome, die gewöhnlich auf [-1,1] definiert werden. Für die in dieser
Arbeit verwendete orthogonale Kollokation werden die Legendre-Polynome auf




und geht von t zu τ über.




















nach den pN(τ) entwickeln, wobei diese einen vollständigen, orthogonalen Basis-

















Aufgrund der polynomialen Exaktheit (9.2) sind die Beiträge für r auf beiden










Wegen der Orthogonalität (9.4) der p(τ) ist das Integral auf der linken Seite gleich
Null, d. h. es gilt auch
N∑
i=1
wipN(τi)qN−1(τi) = 0 .
Diese Gleichung lässt sich erfüllen, indem man für die Zeitpunkte τi die Nullstellen
orthogonaler Polynome, z. B. der auf das Intervall [0, 1] verschobenen Legendre-
Polynome verwendet. Die Gewichte wi werden mit den Lagrange-Polynomen (9.1)
durch ˆ 1
0
Li(τ)dτ = wi (9.7)
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Dieses Polynom kann zur Approximation der Funktion x(t) verwendet werden,
d. h.




Für dynamische Systeme ist wichtig, dass auch für die Zeitentwicklung gilt:




Diese Approximation wird zur Diskretisierung dynamischer Optimierungsproble-
me verwendet (siehe Abschnitt 5.2).
B Partikel-Schwarm-Optimierung
Die Partikel-Schwarm-Optimierung (PSO) wurde 1995 von dem Sozialpsychologen
James Kennedy und dem Elektrotechnik-Ingenieur Russell Eberhart entwickelt
[93]. Die Autoren selbst verorten ihre Methode in der Nähe genetischer bzw. evo-
lutionärer Algorithmen. Zugleich werden Anleihen im “Artificial Life” gemacht
- insbesondere Algorithmen, die die Bewegung von Vogel- oder Fischschwärmen
beschreiben sollen, sind hier von Interesse. Anstelle von Individuen betrachtet
man in der PSO so genannte Partikel, denen jeweils individuelle “Positionen” und
“Geschwindigkeiten” zugeordnet werden. Die Position eines Partikels wird durch
einen Vektor beschrieben, der einen Wert für jede Dimension des Suchraumes ent-
hält. Die Geschwindigkeit gibt an, wie schnell sich die Position eines Partikels pro
Suchschritt ändert. Die Geschwindigkeit wird entsprechend den bisher gemachten
“Erfahrungen”, d. h. anhand bisheriger bester individueller Positionen bzw. der
bisher besten Position aller Partikel angepasst. Der Algorithmus, wie er auch für
den Vergleich zwischen Regularisierungsmethoden und PSO (siehe Abschnitt 7.1)
implementiert wurde, enthält folgende Arbeitsschritte:
1. Initialisierungsphase: Setzen von
(a) notwendigen Parametern wie Anzahl der Partikel, Anzahl der Iteratio-
nen, Dimension und Begrenzungen des Suchraumes,
(b) PSO-Parametern c1, c2, w0, wf , die das Verhältnis zwischen der groben
Suche in weiten Bereichen des Suchraumes (Exploration) und der feinen
Suche in der Nähe einer potentiellen Lösung (Exploitation) balancieren,
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(xmaxd − xmind )/τschritt,
wobei der Nenner τschritt = 1 nur eingefügt wurde, um dem Ausdruck
den Charakter einer ‚Geschwindigkeit‘ zu geben.
(d) Anfangspositionen und - geschwindigkeiten aller Partikel,
2. Berechnung der Zielfunktion für alle Partikel,
3. Aktualisierung der bisher besten gefundenen Positionen (i) jedes Partikels,
(ii) aller Partikel,
4. Abbruch, falls maximale Anzahl an Iterationen erreicht ist,
5. Berechnung des Gewichtsparameters w,
6. Aktualisierung der Partikelgeschwindigkeit und Position (ggf. Beschränkung
auf vorher festgelegte Bereiche), Aktualisieren des Laufindex für die Anzahl
der Iterationen und Rückkehr zu Schritt 2.
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