Abstract-General approaches to modeling, for instance using object-oriented software, lead to differential-algebraic equations (DAE). As the name reveals, it is a combination of differential and algebraic equations. For state estimation using observed system inputs and outputs in a stochastic framework similar to Kalman filtering, we need to augment the DAE with stochastic disturbances ("process noise"), whose covariance matrix becomes the tuning parameter. We will determine the subspace of possible causal disturbances based on the linear DAE model. This subspace determines all degrees of freedom in the filter design, and a Kalman filter algorithm is given. We illustrate the design on a system with two interconnected rotating masses.
I. INTRODUCTION
In recent years so-called object-oriented modeling software has increased in popularity. Examples of such software are Omola, Dymola, the SimMechanics toolbox for MATLAB, and Modelica [14] , [20] . Such modeling software makes it possible to model physical systems by connecting submodels in a way which parallels the physical construction and without having to manually manipulate any equations. The available software usually gives the user the possibility to simulate the system, and perhaps also to extract a structured model in an automatic way. This model generally becomes a differential algebraic equation (DAE), which in the linear
We have the possibility to place sensors in the system to get a measurement equation !At> = Cz(t) + e(t), (1b) where y ( t ) is the measurement and e ( t ) the sensor noise.
An important special case we will discuss separately is for computer controlled systems, where the measurements y [k] are available at the sampling times t = kT,, ( 
4 (2b)
The estimation problem is to estimate z(t) from y[k]. There are two reasons why we have to introduce process noise to (2a):
There are unmodeled dynamics and disturbances acting on the system, that can only be included in the model as an unknown stochastic term.
There is a practical need for tuning the filter in order to make a trade-off between tracking ability and sensor noise attenuation. This is in the Kalman filter done by keeping the sensor noise covariance matrix constant and tuning the process noise covariance matrix, or the other way around. Often, it is easier to describe the sensor noise in a stochastic setting, and then it is more natural to tune the process noise.
With process noise, the model (1) becomes case can be written
where z(t) is the internal variable vector, u(t) is the system input vector and E , F, B, are matrices of appropriate dimensions. We assume that E is singular, otherwise we get an ordinary differential equation (ODE) by simply multiplying with E-' from the left, and the standard Kalman filtering theory applies. Hence, when E is singular we obtain a differential-algebraic equation and the reason for the singularity is often that purely algebraic equations are present. Other common names for the model structure (la) are e.g., implicit systems, descriptor systems, semi-state systems, generalized systems, and differential equations on a manifold [3] .
The problem is to determine where in the system disturbances can occur. To fit the optimal filtering and Kalman filtering framework, w ( t ) should be white noise. As will be demonstrated, adding white noise to all equations can lead to derivatives of white noise affecting internal variables of the system directly. This will be referred to as a non-causal system, with a physical interpretation of infinite forces, currents etc. Therefore, we will derive a basis for the subspace of all possible causal disturbances. This basis is taken as B, in (3), and the process noise covariance matrix Q = Cov(w(t)) is used as the design variable to rotate and scale this basis. This 0-7803-7924-1/03/$17.00 02003 IEEEis a new way of defining the process noise as far as we know. The problem itself, however, is addressed in [3] , where it is suggested to use band limited noise to avoid these problems. The idea is that the derivative of such noise exists, but the drawback is that the Kalman filter will become sub-optimal.
A system with the same structure as (3) but in discrete time will be referred to as a discrete time descriptor system. Such systems may also be non-causal, but are easier to handle since the non-causality here means dependence on future values of the noise or the input. An application for such systems is discrete time state-space systems with constraints. For an example see [19] . In the discrete time case much work has already been done, for example on Kalman filtering [41, [SI, [15] 
DERIVATION OF THE PROCESS NOISE SUBSPACE
We will omit the deterministic input in this derivation for notational convenience, so the continuous time linear invariant differential-algebraic equations considered has the form (4). The reader is referred to [9] for details on how the non-causality with respect to the input signal, u(t), can be handled.
( 4 4 (4b)
The E , F , and C matrices in (4) are constant matrices. For the purpose of this discussion we will assume that w and e are continuous time white noises. (See [l] for a thorough treatment of continuous time white noise). If det(Es+ F) is not identically zero as a function of s E R, (4) can always be transformed into the srundurd form (6) (see [2] ). Note that if det(Es 4 F ) is identically zero, then ~( t )
is not uniquely determined by w ( t ) and the initial value z(0). This can be realized by Laplace transforming (4). Therefore it is a reasonable assumption that det(Es -t F) is not identically zero.
A. Time-domain derivation
First, a transformation to the standard form is needed. This is done by finding a suitable change of variables z = Qz and a matrix P to multiply (4a) from the left. Both P and Q are non-singular matrices. By doing this we get
which for suitably chosen P-and Q-matrices can be written in the following standard form:
where the N-matrix is idpotent, i.e., Nk = 0 for some k.
The matrices P and Q can be calculated using, e.g., ideas from [21] involving the generalized real Schur form and the generalized Sylvester equation. We can also write (6) on the form (7), see e.g., [6] or [13] .
From a theoretical point of view GI can be chosen arbitrarily, since it describes how white noise should enter an ordinary differential equation. However, constraints on GI can of course be imposed by the physics of the system that is modeled. When it comes to GP, the situation is different, here we have to find a suitable parameterization. The problem is now that white noise cannot be differentiated, so we proceed to find a condition on the B-matrix in (423) under which there does not occur any derivatives in (7b), i.e., NiG2 = 0 for all i 2 1. This is equivalent to that NG2 = 0. The result is given in the following theorem.
Theorem 2.1: The condition to avoid to differentiate white noise is equivalent to requiring that
where A I is a matrix derived from the standard form (6) (see the proof for details on how A l is derived). The expression B E R(M) means that B is in the runge of AP, that is the columns of B are linear combinations of the columns of M.
Proty? Let the n x n matrix N in (6) have the singular value decomposition (SVD)
(9)
Since it is nilpotent it is also singular, so m diagonal elements 
is a condition for avoiding differentiation of the white noise
The B-matrices satisfying (12) will thus allow us to incorporate white noise without having a problem with differentiation of white noise. The design parameters to be specified are G1 and T defined in the proof above. Also note that the requirement that the white noise should not be differentiated is related to the concept of inipulse controllubility discussed in [6] .
signal w(t).
B. Frequency-domain derivation
The same condition on the noise can be derived in the frequency domain, as shown in this section. Throughout the section, we need some concepts from the theory of matrix fraction descriptions (MFD). We start by defining the row degree of a polynomial matrix and the concept of a row reduced MFD according to [ To utilize the results we need to write (4a) as a matrix fraction description. A MFD of (4a) is (14) According to [17] a MFD can be converted to row reduced form by pre-multiplication of a unimodular' matrix U ( s). guarantees that the transfer function of the system is proper.
X ( s ) = (Es'+ F ) -l B W ( s ) .

That is D ( s ) is row reduced in the MFD
X ( s ) = D -l ( s ) N ( s ) l v ( s )
Conversely, assume that (17) does not hold. Then some row degree of N(s) is higher than the corresponding row degree of D(s), so the transfer function is then according to Theorem 2.2 not proper.
This discussion proves the following theorem. Theorem 2.3: The transfer function of the system (4) is
Uz,B=O i > T j [ D ]
, j = 1 ... n.
(18) Note that the criterion discussed in this section requires that the MFD is transformed to row reduced form, and an algorithm for finding this transformation is provided in [17] .
We have now proved two theorems, one using time domain methods and one using frequency domain methods, that gives conditions which are equivalent to that no white noise is differentiated in (4). This means that these two conditions are equivalent as well. The frequency domain method is good in the sense that we do not have to compute the standard form (6). However if we want to discretize the equations it is worthwhile to compute the standard form. Once this is done the celebrated Kalman filter can be used to estimate the internal variables, z(t). In the subsequent section we will discuss the discretization and the estimation problems.
FILTERING proper if and only if
A. Discretization
If the noise enters the system according to a B-matrix satisfying Theorem 2.1 or 2.3 the original system (4) can be written as 
y(t) = CQz(t)+ e ( t ) .
( 19c) where 3: = Qz. Furthermore ur(t) and e(t) are both assumed to be Gaussian white noise signals with covariances R1 and Rz respectively, and zero cross-covariance (the case of nonzero cross-covariance can be handled as well, the only difference is that the expressions are more involved).
The system (19) can be discretized using standard techniques from linear systems theory, see e.g., [17] . If we assume that w(t) remains constant during one sample interval*, we have (here it is assumed that sampling interval is one to simplify the notation) (20) 
we obtain (22) Hence, Equation (21) and (22) constitutes a discrete time model of (4).
B. Kulrnun Jilter
In order to apply the Kalman filter to the discrete model (21) we start out by rewriting (21c) as
Combining (21a) and (23) 
IV. EXAMPLE
In this example we will treat a system composed of two rotating masses as shown in Figure 1 What equation (37) says is that the last row of B must be zero, which is the same conclusion as was reached using the time domain method, Theorem 2.1.
v. DISCRETE TIME LINEAR DESCRIPTOR SYSTEMS
which can be transformed to a normal state-space description.
i=-n+l
This state-space description can then be used to implement a Kalman filter, which is discussed in [4] . Other approaches to Kalman filtering of discrete time linear descriptor systems are discussed in, e.g., [SI, [15] It can be also be noted that the same requirement that was put on B in the continuous time case may also be used in the discrete time case. This would then guarantee that the system would not depend on future noise values and the noise sequence would not have to be time shifted.
The discrete linear time invariant descriptor system is an A. Frequency domain eauation on the form The ideas of time shifting the noise might become clearer if they are treated in the frequency domain. If we transform (38) to the frequency domain we get
where E, F , and C are constant matrices and w [k] and e [k] are white noise sequences, i.e., sequences of independent X ( z ) = (E2 + F)-% W ( 2 ) . then I@(z) will be a time shifted version of W ( z ) and R(z) will be a causal transfer function if T is large enough.
VI. CONCLUS~ONS
We have in this article proposed a framework for modeling and filtering of systems composed of linear differentialalgebraic equations. The main reason for studying these systems is that they occur as the natural description delivered from object-oriented modeling software. At the core of this problem we find the question of how to incorporate stochastics into linear differential-algebraic equations. This has been solved in this paper in the case where white noise is used. The result was presented as two equivalent theorems, one in the time domain and one in the frequency domain. The resulting model fits into the optimal filtering framework and standard methods such as the Kalman filter applies. An example was also given, which showed that the conditions derived for how the noise can enter the system gives requirements which are physically motivated.
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