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1. Introduction
Let F ⊆ L be ﬁnite ﬁelds and let f (t) = t2 −σ t−ρ ∈ F[t]. An f -sequence in L is a (doubly-inﬁnite)
sequence (μi)i∈Z where μi ∈ L such that
μi+2 = σμi+1 + ρμi
for all i. If f (t) has roots g,h ∈ L∗ (the multiplicative group of L) then the subgroups 〈g〉 and 〈h〉
of L∗ may be regarded as (the underlying sets of) f -sequences:
〈g〉 = (. . . ,1, g, g2, . . . , g|g|−1, . . .),
〈h〉 = (. . . ,1,h,h2, . . . ,h|h|−1, . . .),
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has the roots 4,8 ∈ F11. Then F∗11 and its subgroup of squares may be written as f -sequences (i.e.,
cyclically-closed Fibonacci sequences):
(
1,8,82, . . .
)= (1,8,9,6,4,10,3,2,5,7),
(
1,4,42, . . .
)= (1,4,5,9,3).
We may regard the above as the “obvious” ways of writing the respective subgroups as f -sequences.
It can sometimes happen, for certain choices of F, f (t) and g , that the subgroup 〈g〉 may be
written in an alternative (“non-obvious”) manner as an f -sequence
〈g〉 = (. . . ,1, g1, g2, . . .),
where g1 is not a root of f (t). For example, it is shown in 2.4 of [3] that if F has order q > 2 and
if f (t) is irreducible over F such that the roots, g and h, of f (t) in a splitting ﬁeld have order q2 − 1,
then the subgroup 〈g〉 = 〈h〉 may be written as an f -sequence in q2 − q − 2 4 “non-obvious” ways.
This raises the question of classifying this behaviour.
In [3] and [4] we showed that if f (t) is irreducible over a ﬁeld of order p or p2, respectively,
where p is prime, then the “obvious” ways of writing 〈g〉 as an f -sequence are usually, but not
always, the only ways. Our aim here is to extend the results in [3] and [4] to certain polynomials over
other ﬁnite ﬁelds.
1.1. Preliminaries. Let F be a ﬁnite ﬁeld, F0[t] = {t2 − σ t − ρ ∈ F[t]: ρ = 0} and f (t) ∈ F0[t]. We
write N for the set of positive integers and N0 for the set of non-negative integers.
(a) Write ord( f ) for the least e ∈ N such that f (t) divides te − 1: see 3.11 of [6].
(b) An f -subgroup is a subgroup M  K∗ , where K is some ﬁnite extension of F, such that M
may be written as an f -sequence (. . . ,μ0 = 1,μ1, . . . ,μ|M|−1, . . .) of least period |M|, the or-
der of M , where M = {μ0, . . . ,μ|M|−1}. In this situation we say that (μi)i∈Z represents M . It is
shown in [3, p. 415], that an f -subgroup always belongs to the splitting ﬁeld, L, of f over F.
(c) The unit f -sequence, (un)n∈Z , is the f -sequence in F deﬁned by u0 = 0, u1 = 1.
(d) The restricted period, δ( f ) of f , is the least n ∈ N with un = 0 (see [5]).
1.2. Deﬁnition. Let F be a ﬁnite ﬁeld, f ∈ F0[t], L be a splitting ﬁeld of f over F and M be an
f -subgroup of L. Then M is said to be non-standard (as an f -subgroup) if there exists β ∈ L∗ with
f (β) = 0 such that M can be represented by the f -sequence (. . . ,μ0 = 1,μ1 = β, . . .); otherwise,
M is said to be standard (as an f -subgroup).
A number of our proofs depend on the following Hermite-type condition for a polynomial to per-
mute the elements of a ﬁnite multiplicative subgroup of a ﬁeld. For a proof see Theorem 3.3 of [2],
or Theorem 1.5 of [4] for a sketch.
1.3. Theorem. Let K be a ﬁeld. Suppose that G  K∗ , with |G| = m ∈ N, and that p(t) ∈ K[t] permutes the
elements of G. For s ∈ N, the constant term of the reduction of p(t)s (mod tm − 1) is 0 if s ≡ 0 (modm), and
is 1 if s ≡ 0 (modm).
2. The irreducible case with δ( f ) “large”
The aim is to classify f -subgroups as standard or otherwise for f (t) irreducible of degree 2 over Fq
where q is a power of the prime p. This was accomplished when q = p or q = p2 with p odd, in
Theorem 3.1 of [3] and Theorem 5.3 of [4] respectively. As observed before Lemma 5.2 of [4], this
was also accomplished in [3] for q = pn with n ∈ N and p odd, provided also that δ( f ) ≡ 1 (mod p).
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indicate that the “next highest values” of δ( f ) are of the form q+1pr+1 . In this section we investigate
linear recurrence sequences whose characteristic polynomial f (t) is irreducible in the cases where
δ( f ) = q + 1 (Theorem 2.4) and δ( f ) = q+1pr+1 (Theorem 2.5).
It might be wondered about the smallest possible values of δ( f ). The minimum possible value
is δ( f ) = 2; the ﬁnal paragraph of the proof of Theorem 3.1 of [3] can be adapted to show that in
this case, for q = pn , an f -subgroup of order greater than 4 is always non-standard. Experimental
evidence seems to suggest that the “next smallest values” of δ( f ) are of the form pr + 1 and then
Theorem 3.6 of [4] shows such subgroups to be non-standard.
The following result is closely related to Lucas’ Theorem: see 4.4 of [4], or Benjamin and Quinn [1].
2.1. Lemma. Let q = pn where p is a prime and n ∈ N. Suppose A, B,C, D ∈ N0 with C  A and D  B 
q − 1. Then
(
Aq + B
Cq + D
)
≡
(
A
C
)(
B
D
)
(mod p).
Proof. Lucas’ Theorem states that if r = rk pk + · · · + r1p + r0 and s = sk pk + · · · + s1p + s0 ∈ N, where
s r and 0 ri, si < p for 0 i  k, then
(
r
s
)
≡
(
rk
sk
)(
rk−1
sk−1
)
· · ·
(
r0
s0
)
(mod p).
We may write
Aq + B = a j pn+ j + · · · + a0pn + bn−1pn−1 + · · · + b0,
Cq + D = c j pn+ j + · · · + c0pn + dn−1pn−1 + · · · + d0,
where ai,bi, ci,di ∈ N0 with a j ∈ N. By Lucas’ Theorem,
(
Aq + B
Cq + D
)
=
(
a j pn+ j + · · · + a0pn + bn−1pn−1 + · · · + b0
c j pn+ j + · · · + c0pn + dn−1pn−1 + · · · + d0
)
≡
(
a j
c j
)
· · ·
(
a0
c0
)(
bn−1
dn−1
)
· · ·
(
b0
d0
)
(mod p)
≡
(
a j p j + · · · + a0
c j p j + · · · + c0
)(
bn−1pn−1 + · · · + b0
dn−1pn−1 + · · · + d0
)
(mod p)
≡
(
A
C
)(
B
D
)
(mod p),
which concludes the proof. 
If f (t) ∈ Fq[t] is quadratic and irreducible over Fq with ord( f ) =m then m | q2 − 1 with m  q − 1.
Thus there exist unique c,d ∈ N such that c | q + 1, d | q − 1 and gcd(c,d) = 1 such that m = c( q−1d ):
this is the q2-factorization of m, see [4]. For such an m, there exists a unique subgroup M of F∗
q2
with |M| =m. Clearly M is a g-subgroup of F∗
q2
for each quadratic irreducible g(t) ∈ Fq[t] such that
ord(g) =m. We know by 3.1(b) of [4] that all such g(t) share the same restricted period δ(g) and so
we may deﬁne δ(M) = δ(m) to be this common value of δ(g).
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terminates α, β , t . Write p(t) = αt + βtq and deﬁne ps,m(α,β) ∈ L[α,β] to be the term in t0 of
p(t)s (mod tm − 1).
2.2. Lemma. Let q be a power of the odd prime p. Let α, β , t be commuting indeterminates. Suppose that
m | q2 − 1, that m  q − 1 and that δ(m) = q + 1. With d as above, let j ∈ {0, . . . , d−12 } and k( j) = q−1d (d +
q(2 j + 1)). Then
pk( j),m(α,β) = (αβ)
q−1
2d (d−(2 j+1))(αq+1 − βq+1) q−1d (2 j+1).
Proof. Write σ = q−12d (2 j + 1); note that σ is a function of j with q−12d  σ  q−12 . Because q and d
are both odd then q−1d is even and σ is a positive integer. In this notation we have to prove that
pk( j),m(α,β) = (αβ)
q−1
2 −σ (αq+1 − βq+1)2σ .
Note that k( j) = 2σq + q − 1. We have
(
αt + βtq)2σq+q−1 =
2σq+q−1∑
i=0
(
2σq + q − 1
i
)
α2σq+q−1−iβ it2σq+(q−1)(i+1).
Considered as a polynomial in t , this has an odd number of terms; it thus has a middle term which
is obtained when i = 2σq+q−12 and involves the following power of t:
w = 2σq + (q − 1)
(
2σq + q − 1
2
+ 1
)
.
Now,
w = q + 1
2
2σq + q − 1
2
(q + 1)
= q + 1
2
(
q − 1
d
(2 j + 1)q + q − 1
d
d
)
= q + 1
2
(
q − 1
d
)(
(2 j + 1)q + d)
=m
(
(2 j + 1)q + d
2
)
.
Note that 2 j + 1, q and d are all odd, and so w is a multiple of m. Thus the middle term of (αt +
βtq)2σq+q−1 is
(
2σq + q − 1
2σq+q−1
2
)
α
2σq+q−1
2 β
2σq+q−1
2 tm
(2 j+1)q+d
2 .
This term, on reduction mod (tm − 1), gives
(
2σq + q − 1
2σq+q−1
)
(αβ)
2σq+q−1
22
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pk( j),m(α,β) =
∞∑
s=−∞
(
2σq + q − 1
2σq+q−1
2 + (q + 1)s
)
α
2σq+q−1
2 +(q+1)sβ
2σq+q−1
2 −(q+1)s.
We may replace the limits of summation here by −σ and σ , respectively. To justify this, note that
0 j  d−12 , and so 1 2 j + 1 d. Write s = −σ + i where i ∈ {−1,0}. Now,
2σq + q − 1
2
+ (q + 1)s = q − 1
2
+ σq + (q + 1)(−σ + i)
= −σ + q(2i + 1) + 2i − 1
2
.
If i = 0 the ﬁnal expression becomes
−σ + q − 1
2
= − (q − 1)(2 j + 1)
2d
+ q − 1
2
= q − 1
2
(
1− (2 j + 1)
d
)
 0,
with equality if and only if j = d−12 . If i = −1 the ﬁnal expression becomes
−σ − q + 3
2
< 0.
Thus if s < −σ then 2σq+q−12 + (q + 1)s < 0 while if s = −σ then 2σq+q−12 + (q + 1)s 0, and so we
may replace the lower limit of summation by −σ .
For the upper limit, we may either perform similar calculations to show that
2σq + q − 1
2
+ (q + 1)s 2σq + q − 1 if s σ
or we may use the symmetry given by 2.4(c)(ii) of [4].
It follows that
pk( j),m(α,β) =
σ∑
s=−σ
(
2σq + q − 1
2σq+q−1
2 + (q + 1)s
)
α
2σq+q−1
2 +(q+1)sβ
2σq+q−1
2 −(q+1)s.
We now adjust the indices and limits of summation by writing r = s + σ . The sum becomes
2σ∑
r=0
(
2σq + q − 1
σq + q−12 + (q + 1)(r − σ)
)
ασq+
q−1
2 +(q+1)(r−σ)βσq+
q−1
2 −(q+1)(r−σ)
= (αβ) q−12 −σ
2σ∑
r=0
(
2σq + (q − 1)
rq + ( q−1−2σ2 + r)
)
α(q+1)rβ2(q+1)σ−(q+1)r .
Now 2σq is a positive integral multiple of q = pn and q−1 = pn −1, while rq is either 0 or a positive
integral multiple of q, bounded by 2σq.
Because q−1−2σ2 + r may be written in the form q−12 + r − σ , where 0 r  2σ , then
q − 1 − σ  q − 1− 2σ + r  q − 1 + σ .
2 2 2
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q−1
2 , and so
0 q − 1
2
− σ  q − 1− 2σ
2
+ r  q − 1
2
+ σ  q − 1.
It follows from Lemma 2.1 that
(
2σq + (q − 1)
rq + ( q−1−2σ2 + r)
)
≡
(
2σ
r
)(
q − 1
q−1−2σ
2 + r
)
(mod p).
Now
( q−1
q−1−2σ
2 +r
) ≡ (−1) q−1−2σ2 +r (mod p) because (q−1a ) = (−1)a where 0  a  q − 1. By deﬁnition
of σ ,
q − 1− 2σ
2
+ r = 1
2
(
q − 1
d
d − q − 1
d
(2 j + 1)
)
+ r = 1
2
(
q − 1
d
(d − 2 j − 1)
)
+ r.
Now, q−1d is even because d and q are odd. Because d and 2 j + 1 are both odd then q−1d (d − 2 j − 1)
is a multiple of 4. Thus q−1−2σ2 + r ≡ r (mod 2) and so
(
q − 1
q−1−2σ
2 + r
)
≡ (−1)r (mod p).
Thus, with congruences (mod p),
(αβ)
q−1
2 −σ
2σ∑
r=0
(
2σq + (q − 1)
rq + ( q−1−2σ2 + r)
)
α(q+1)rβ2(q+1)σ−(q+1)r
≡ (αβ) q−12 −σ
2σ∑
r=0
(−1)r
(
2σ
r
)
α(q+1)rβ(q+1)(2σ−r)
≡ (αβ) q−12 −σ (αq+1 − βq+1)2σ .
This concludes the proof of the lemma. 
2.3. Remark. An analogous result for p = 2 admits a similar proof. The principal differences between
the cases p = 2 and p odd are as follows:
(a) When p is odd, the expansion of (αt + βtq)2σq+q−1 as a polynomial in t has an odd number of
terms and so has a middle term. When p = 2, the corresponding expansion has an even number
of terms and thus no middle term; in this case we consider the pair of terms closest to the
middle.
(b) In the above proof we had to show that (−1) q−1−2σ2 +r ≡ (−1)r (mod p); this is trivial when p = 2.
2.4. Theorem. Let q = pn where p is a prime and n ∈ N. Suppose that f (t) ∈ Fq[t] is irreducible of degree 2.
Let M be an f -subgroup of F∗
q2
with δ( f ) = q + 1. Then M is standard if and only if |M| = q2 − 1.
Proof. Write |M| = m. By 2.4 of [3], M is non-standard if m = q2 − 1 and so we may assume that
m = q2 − 1. In this situation, we know by 2.2(e) of [4] that there exist α,β ∈ Fq2 such that the
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non-standard, which implies that αβ = 0. Again as in [4], m has the q2-factorization
m = δ( f )q − 1
d
where d | q − 1 and gcd(d, δ( f )) = 1. By hypothesis, δ( f ) = q + 1 and so
m = (q + 1)q − 1
d
.
If q is odd then d is odd because gcd(d, δ( f )) = gcd(d,q + 1) = 1; if q is even then d is again odd
because d | q − 1. Thus d 3 because m < q2 − 1. Let j ∈ {0, . . . , d−12 }; because d 3 it follows that j
may assume at least two different values, namely j = d−12 and j = d−32 . With k( j) as in Lemma 2.2,
we will use that lemma to calculate pk( j),m(α,β) for these two values of j.
Firstly suppose j = d−12 , so that k( j) = q2 − 1, which is a multiple of m = (q + 1) q−1d . Thus, by
Theorem 1.3, pk( j),m(α,β) = 1. On the other hand, Lemma 2.2 gives
pk( j),m(α,β) = (αβ)0
(
αq+1 − βq+1)q−1 = (αq+1 − βq+1)q−1
and so
αq+1 − βq+1 = 0. (1)
Suppose next that j = d−32 . Then k( j) = (q2 − 1) − 2q( q−1d ). This can only be a multiple of m =
(q+ 1) q−1d if 2q is a multiple of q+ 1, which is absurd. Thus pk( j),m(α,β) = 0 by Theorem 1.3. In this
case, Lemma 2.2 gives
pk( j),m(α,β) = (αβ)
q−1
d
(
αq+1 − βq+1) q−1d (d−2).
By (1), we conclude that αβ = 0, a contradiction. 
2.5. Theorem. Let q = prn where p is a prime and n, r ∈ N. Suppose that M  F∗
q2
with M  F∗q such that
δ(M) = q+1pr+1 . Then M is standard.
Proof. Write δ = q+1pr+1 . It will suﬃce to prove the result in the special case that M has the greatest
possible order subject to δ(M) = δ, because then all smaller subgroups of Fq2 with the same restricted
period will be standard by 3.5 of [4]. By Section 3 of [4], this subgroup M has order m = q2−1pr+1 =
(q − 1)δ. Let f (t) ∈ Fq[t] be the minimum polynomial (over Fq) of a generator of M; we know by 3.1
of [4] that δ( f ) = δ and that this is independent of the choice of generator. Now,
(
αt + βtq)q−1 =
q−1∑
i=0
(
q − 1
i
)
αq−(i+1)β it(q−1)(i+1).
Straightforward calculations show that, if 0 i  q − 1,
(
q − 1
i
)
≡ (−1)i (mod p).
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(
αt + βtq)q−1 =
q−1∑
i=0
αq−(i+1)(−β)it(q−1)(i+1). (2)
Suppose ﬁrstly that p is odd. Consider the term with i = (q − 1)/2. Then (q − 1)(i + 1) = (q − 1) q+12 .
Because pr + 1 | q + 1 by hypothesis, then
(q + 1)
2
(q − 1) =
(
pr + 1
2
)(
q + 1
pr + 1
)
(q − 1) ≡ 0 (mod m)
and so the middle term of the sum in (2), considered (mod tm − 1), is
(−αβ) q−12 .
Thus, by 2.4(a), (b) of [4], the term in t0 of
(
αt + βtq)q−1 (mod tm − 1)
is given by
pq−1,m(α,β) =
∞∑
s=−∞
α
q−1
2 +sδ( f )(−β) q−12 −sδ( f ).
Calculations show that, for s ∈ Z, 0 q−12 + sδ( f ) q − 1 precisely when − p
r−1
2  s
pr−1
2 and so
pq−1,m(α,β) =
pr−1
2∑
s=− pr−12
α
q−1
2 +sδ( f )(−β) q−12 −sδ( f )
=
pr−1∑
s=0
α
q−1
2 +(s− p
r−1
2 )δ( f )(−β) q−12 −(s− p
r−1
2 )δ( f )
the second equality after a suitable change of variable. Because δ( f ) = q+1pr+1 , calculations show that
pq−1,m(α,β) =
pr−1∑
s=0
αsδ( f )+δ( f )−1(−β)q−δ( f )−sδ( f )
= (−αβ)δ( f )−1
pr−1∑
s=0
αsδ( f )(−β)(pr−1)δ( f )−sδ( f ).
Write A = αδ( f ) and B = (−β)δ( f ) . Then
pq−1,m(α,β) = (−αβ)δ( f )−1
pr−1∑
s=0
AsBp
r−1−s
= (−αβ)δ( f )−1(A + B)pr−1. (3)
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pq−1,m(α,β) = (αβ)δ( f )−1(A + B)pr−1. (4)
Now,
(
αt + βtq)q2−1 =
q2−1∑
i=0
(
q2 − 1
i
)
αq
2−(i+1)β it(q−1)(q+i+1).
The term with i = 0 in this sum is αq2−1tq2−1 which contributes αq2−1 to the constant term after
reduction mod (tm − 1) because m | q2 − 1. Because of 2.4(a), (b) of [4] we conclude that
pq2−1,m(α,β) =
(q−1)(pr+1)∑
s=0
AsB(q−1)(pr+1)−s. (5)
Write Q = q + pr(n−1) − 2. We have
(q − 1)(pr + 1)= (Q + 1)pr − 1.
Thus the sum in (5) has (Q + 1)pr terms and may be re-written as
pq2−1,m(α,β) =
Q∑
j=0
jpr+pr−1∑
s= jpr
As B(q−1)(pr+1)−s
=
Q∑
j=0
pr−1∑
s=0
As+ jpr B(q−1)(pr+1)−s− jpr
=
Q∑
j=0
A jp
r
B(Q − j)pr
pr−1∑
s=0
AsBp
r−1−s
= (A + B)pr−1
Q∑
j=0
A jp
r
B(Q − j)pr . (6)
Because M  F∗
q2
with M  Fq , we have m | q2 −1 and m  q−1. Thus, by Theorem 1.3, pq−1,m(α,β) =
0 and pq2−1,m(α,β) = 1. Because pq−1,m(α,β) = 0 then by (3), (4), either αβ = 0 or A+ B = 0. By (6),
the latter implies pq2−1,m(α,β) = 0, a contradiction. Therefore αβ = 0 and M is standard. 
We thank Prof. Don Coppersmith for kindly showing us a proof by inﬁnite descent, which we
sketch below, of part (c) of the following lemma.
Note that, in all cases, the possible values of d below arise from the polynomial divisors of tn +1 ∈
Q[t]. For n  5 this situation need no longer hold; the ﬁrst exception occurs when n = 5 and p = 7,
because 75 + 1 = 22× 764.
2.6. Lemma. Let p be a prime and d, n positive integers such that d is a divisor of pn + 1 with d ≡ 1 (mod p).
Then
(a) If n = 2 then d ∈ {1, p2 + 1}.
(b) If n = 3 then d ∈ {1, p + 1, p2 − p + 1, p3 + 1}.
(c) If n = 4 then d ∈ {1, p4 + 1}.
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(b) Write d = hp + 1 and suppose that db = p3 + 1; then b = kp + 1. We may assume that 1 < d <
p3 + 1 so that h,k > 0. We have
p3 + 1 = hkp2 + (h + k)p + 1
and so p2 = hkp+ (h+k). Thus h+k ≡ 0 (mod p). Because h+k > 0 then hk < p and so h,k < p and
h+k < 2p. Thus h+k = p and then p2 = hkp+ p so that hk = p−1. It follows that {h,k} = {1, p−1}.
(c) We may suppose that p > 2. Write x1 = p. We may assume x41 + 1 = (x1x2 + 1)(x1 y + 1) where
x2, y are positive integers with 1 < x2 < x1 < y. Now x1x2 + 1 divides both x41 + 1 and x41x42 − 1, thus
divides their sum and then divides x42 + 1 because gcd(x1x2 + 1, x41) = 1.
Thus x42 + 1 = (x2x3 + 1)(x2x1 + 1) for some integer x3 with x3 < x2 (because x2 < x1). We may
continue this descent while xi > 1 and may check that xi+1 may never be 1. Then x j+1 = 0 for some j
and then x4j + 1 = x jx j−1 + 1 so x j−1 = x3j . We may now work back up the chain to conclude that all
the xi are divisible by x j > 1 including both x1 and x2 < x1. This is absurd because x1 is prime. 
2.7. Corollary. Let q = pn where p is prime and n ∈ {1, . . . ,4}. Suppose that f (t) ∈ Fq[t] is irreducible of
degree 2. Let M be an f -subgroup of Fq2 with |M| > 4. Then M is non-standard if and only if either |M| =
q2 − 1 or |M| | 2(q − 1) or p + 1 | |M|.
Proof. The case n = 1 was proved in 5.3 of [3]. The cases n = 2 and n = 4 follow from Lemma 2.6(a),
(c) and Theorem 2.4. The case n = 3 follows from Lemma 2.6(b) together with Theorems 2.4
and 2.5. 
3. The reducible case
Here we investigate linear recurrence sequences whose characteristic polynomial f (t) = t2−σ t−ρ
need not be irreducible.
3.1. Theorem. Let F be a ﬁnite ﬁeld of characteristic p and f (t) = t2 − σ t − ρ ∈ F0[t]. Suppose that f has
distinct roots g, h in a ﬁnite extension L of F and that |hg−1| = lcm(|g|, |h|). Suppose that
(a) |g| = |h|; or
(b) |g| = |h| and p > ord( f ).
If M is an f -subgroup of L∗ then M is standard.
Proof. Write γ = hg−1 and m = |M|; by 1.4 of [4] we may assume m > 4. Assume for a contradiction
that (αgi + βhi)i∈Z is a representation of M as an f -sequence with αβ = 0 and α + β = 1. By 2.1
of [4], m = ord( f ) = lcm(|g|, |h|).
(a) Because |g| = |h| then for some prime r we have |g| = rur′ and |h| = rvr′′ with u = v and r′
and r′′ coprime with r.
Suppose u < v . By hypothesis γ generates M , the unique subgroup of order m in F∗ , and then
g ∈ 〈γ rv−u 〉 because rv−u divides the index of 〈g〉 in 〈γ 〉. Thus g = γ a where a = rv−ub and where b
is coprime with r; also, h = gγ = γ a+1. By 2.2(c) of [4], p(t) = ta(α + βt) permutes the elements
of M . If n = m/rv−u , easy calculations (or 2.3(b) of [4]) show that p(t)n (mod tm − 1) has constant
term αn . Thus α = 0 by Theorem 1.3, a contradiction, and so M is standard.
If v < u, we reverse the roles of g and h and note that |h−1g| = |g−1h|.
(b) By hypothesis 〈γ 〉 = 〈g〉 = 〈h〉; then g = γ a and h = γ a+1 where both a and a + 1 are coprime
with m. Again, p(t) = ta(α + βt) permutes the elements of M . Because a and a + 1 are both coprime
with m, there exists u ∈ N with 1 u <m−1 and au ≡ 1 (mod m). By 2.2 of [4], p(t)m−u (mod tm−1)
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a contradiction. Thus M is standard. 
If n ∈ N and p ∈ P then np denotes the integer such n = rpnp where r ∈ N with p  r.
3.2. Lemma. Let g, h be non-zero elements in a ﬁeld and suppose |g|p < |h|p . Then |gh|p = |h|p .
Proof. Write |g|p = k and |h|p = l. Then g = ab and h = cd where |a| = pk , |c| = pl and |b||d| is
coprime with p. Thus gh = acbd. Now (ac)pl = 1, while if (ac)pl−1 = 1 then cpl−1 = (apl−1 )−1 = 1,
a contradiction. But |bd| is coprime with p and the assertion follows. 
3.3. Corollary. Let F be a ﬁnite ﬁeld and f (t) = t2 −σ t−ρ ∈ F0[t]. Let L be a ﬁnite extension of F in which f
has distinct roots g, h and let M be an f -subgroup of L∗ . If either
(a) gcd(|g|, |h|) = 1; or
(b) h = g±k for some k > 1 such that k divides |g|; or
(c) |g| = pl where p is prime, l 1 and |h|p = l; then M is standard.
Proof. Because of Theorem 3.1 it will in all cases suﬃce to prove that |g| = |h| and |g−1h| =
lcm(|g|, |h|).
(a) Here |g−1h| = |g||h| = lcm(|g|, |h|) as gcd(|g|, |h|) = 1, while |g| = |h| as m = 1.
(b) Here |h| is a proper divisor of |g| and then |g−1h| = |g| = lcm(|g|, |h|).
(c) We have |g| = |h|. Now |g−1h|p = max(|g|p, |h|p) by the previous lemma and then |g−1h| =
lcm(|g|, |h|) because |g| is a power of p. 
3.4. Observations.
(a) If f (1) = 0 or f (−1) = 0 it follows from Theorem 3.1(a), (b) that an f -subgroup is standard.
(b) Note that M can be non-standard in the absence of the condition |h|p = l in 3.3(c). Let F = F19
and f (t) = t2 +14 = (t − g)(t −h) ∈ F0[t] where g = 9 and h = 10. Then |g| = 32 and |h| = 2×32.
Write M = 〈h〉 F∗; then |M| = 18 and it follows from 2.3(b) of [4] that M is non-standard.
Next we investigate sequences with characteristic polynomial f (t) = t2 − σ t − ρ where ρ = ±1.
The ﬁrst lemma is well known; the proof is easy.
3.5. Lemma. Let F be a ﬁnite ﬁeld and let f (t) = t2 − σ t − ρ ∈ F[t]. Suppose that f has distinct roots g, h in
a splitting ﬁeld of f over F.
(a) If F has odd characteristic and ρ = 1 then either ord( f ) = |g| = |h| is even, or (say) |h| is odd and
ord( f ) = |g| = 2|h|.
(b) If ρ = −1 then |g| = |h| = ord( f ).
3.6. Theorem. Let q be a power of the odd prime p. Let f (t) = t2 − σ t − ρ ∈ Fq[t] where ρ = ±1. Let L be
a ﬁnite extension of Fq in which f splits. Suppose that M is an f -sequence subgroup of L∗ .
If ρ = −1 then |M| ∈ {ord( f ),ord( f )/2} and M is standard, unless |M| = 8 and q = 32μ ,μ ∈ N, in which
case M is non-standard.
If ρ = 1 then |M| = ord( f ) and M is standard.
Proof. Write |M| =m. By 1.7 of [3], we may assume that f has distinct roots in L. By 1.4 of [3], we
may also assume that m > 4.
O.J. Brison, J.E. Nogueira / Finite Fields and Their Applications 15 (2009) 40–53 51Write a = |−ρ|; thus a ∈ {1,2}, and a | ord( f ) by Lemma 3.5. Now m | ord( f ) by 8.27 of [6]; write
s = ord( f )/m ∈ N. Let g,h ∈ L be the roots of f (t). By Lemma 3.5 we may suppose that
|g| = ord( f ) and |h| ∈ {ord( f ),ord( f )/a}.
Since M may be represented as an f -sequence with minimum period m, and since g = h by hypoth-
esis, then by 8.21 of [6] there exist α,β ∈ L (not both zero) such that
M = {αgi + βhi: i ∈ N0}= {αgi + βhi: 0 i m − 1},
and such that
α + β = αgm + βhm = αg2m + βh2m = · · · . (7)
There are now two cases to consider.
Case 1. Suppose that ord( f ) = ms where s > 1. Write d = gm ∈ L∗; then |d| = s and d−1 = ds−1.
Suppose that a |m. It follows that either a = 1 and ρ = −1 or else a = 2, ρ = 1 and m is even. In both
cases, (−ρ)m = 1. But now
hm = (−ρg−1)m = (−ρ)m(gm)−1 = d−1.
Thus, by (7),
α + β = αd + βd−1 = · · · = αd(s−1) + βd−(s−1).
On summing, we have (regarding s ∈ N as an element of L),
s(α + β) = α(1+ d + · · · + ds−1)+ β(1+ d−1 + · · · + d−(s−1))
= 0,
the ﬁnal equality because ds = (d−1)s = 1 while d = 1. Now ord( f ) is the lowest common multiple of
the orders of the roots of f , both non-zero, and so ord( f ) | q2 − 1. In particular, s = 0 as an element
of L. Thus 0 = α + β ∈ M  L∗ , which is absurd.
Thus we must have a m. It follows that a = 2, ρ = 1 and m is odd, whence
hm = (−ρg−1)m = −(gm)−1 = −d−1.
In this case, (7) gives
α + β = αd − βd−1 = · · · = αd(s−1) + (−1)s−1βd−(s−1). (8)
Now ord( f ) = sm is even (as a | ord( f )), while m is odd; thus, s− 1 is odd. Since |d| = s, we conclude
that αd−βd−1 = αd−1 −βd, and so (α +β)(d−d−1) = 0. Again, α +β = 0 and so d = d−1 and s = 2.
But now d = −1 and so α + β = −α + β because of the ﬁrst and last terms of (8), whence α = 0 and
M = {β,βh, . . . , βhm−1}.
It follows that in this case M is standard with m = |h| = ord( f )/2.
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with on an ad hoc basis later. Thus |g| = m and M = 〈g〉. Since a | ord( f ) then m = an where n ∈ N.
Thus |gn| = a = |−ρ| ∈ {1,2}, whence gn = −ρ . But gh = −ρ , and so h = gn−1 and we have
M = {αgi + β(gn−1)i: 0 i m − 1}
= {αc + βcn−1: c ∈ M}.
Thus p(t) := αt + βtn−1 permutes the elements of M . Because m > 4 and a 2 then m > 2a. Thus by
Theorem 1.3, p(t)2a (mod tm − 1) must have constant term zero. But
p(t)2a =
2a∑
j=0
(
2a
j
)
α2a− jβ jt2a+ j(n−2).
Because m = an > 2a then n > 2 and if 0 j  2a then
0 < 2a + j(n − 2) 2a(n − 1) < 2an = 2m.
Thus if 0 j  2a, then 2a + j(n − 2) ≡ 0 (mod m) if and only if j = a, and so the constant term of
p(t)2a (mod tm − 1) is (2aa )(αβ)a . Since a  2 and p > a + 1 then (2aa ) ≡ 0 (mod p) and so αβ = 0.
Thus either
M = {αgi: 0 i m − 1},
and α = gh for some h ∈ {0, . . . ,m − 1}, or, provided also that |h| =m,
M = {βhi: 0 i m − 1}
and β = gk for some k ∈ {0, . . . ,m − 1}. Thus, M is standard.
It remains to deal with the ad hoc cases referred to above, still under the assumption that ord( f ) =
m > 4. Thus we must assume that p  a + 1. Because a  2 and p is an odd prime then p = 3 and
a = 2, so that ρ = 1. We deﬁned n ∈ N by m = an; thus n = m/2 in this case, and m is even. From
above, p(t) = αt + βtn−1 permutes the elements of M . Since L has characteristic 3 then 3 m.
Suppose ﬁrstly that m > 12. Calculations show that the constant term of p(t)8 (mod tm − 1) is
70α4β4. Since 3  70, then by Theorem 1.3 either α = 0 or β = 0 and so M is standard.
Suppose next that m = 10. The constant term of (αt + βt4)5 (mod t10 − 1) is β5, whence M is
standard.
Suppose ﬁnally that m = 8. As 32k+1 − 1 ≡ 2 (mod 8) then |L| = 32μ for some μ ∈ N, and so
M  F∗9  L∗ . As ord( f ) = 8 and ρ = 1 then f (t) must be one of the two polynomials with ord( f ) = 8
in F3[t] (see Table C of [6]), and M is non-standard by 2.4 of [3]. 
3.7. Theorem. Let q be a power of 2, f (t) = t2 + σ t + 1 ∈ Fq[t] and L a ﬁnite extension of Fq in which f
splits. Suppose that M is an f -sequence subgroup of L∗ . Then M is standard and |M| = ord( f ).
Proof. Write |M| = m and note that m is odd. Assume that f (t) has roots g,h ∈ L; then h = g−1
and |h| = |g|. Suppose for a contradiction that M is non-standard. By 1.7 of [3], we have g = h. Thus,
by 8.21 of [6], M may be represented by an f -sequence
S = {αgi + βhi: i ∈ N0}= {αgi + βhi: 0 i m − 1}.
Because M is non-standard, we may assume that αβ = 0: see Section 2 of [4].
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the polynomial p(t) = αt + βtm−1 permutes the elements of M . As in 2.2(b) of [4] we have δ( f ) =
m
gcd(m,m−2) . But gcd(m,m − 2) = 1 because m is odd. Thus δ( f ) = m and so by 2.4(a), (b) of [4],
p(t)m (mod tm − 1) must have constant term equal to αm + βm . By Theorem 1.3, this constant term
is equal to 1 and so αm + βm = 1.
There exists k such that 2k−1 < m < 2k . We may write 2k = m + m′ where 0 < m′ < 2k−1. Now,
2k + m′ = m + 2m′ ≡ 2m′ ≡ 0 (mod m) because m is odd and m′ < m. Thus by Theorem 1.3, the
constant term of p(t)2
k+m′ (mod tm − 1) must be equal to 0. But
p(t)2
k+m′ = p(t)m+2m′
=
m+2m′∑
j=0
(
m + 2m′
j
)
α jβm+2m′− jt j+(m−1)(m+2m′− j)
=
m+2m′∑
j=0
(
m + 2m′
j
)
α jβm+2m′− jtm(m+2m′− j−1)−2m′+2 j
= · · · +
(
m + 2m′
m′
)
αm
′
βm+m′tm(m+m′−1) + · · · +
(
m + 2m′
m +m′
)
αm+m′βm′tm(m′+1) + · · · .
The two monomials exhibited after the ﬁnal equality are the only monomials of p(t)2
k+m′ which
contribute to the constant term of p(t)2
k+m′ (mod tm − 1). This is because δ( f ) = m and m′ < m:
see 2.4(a), (b) of [4] again. Thus, the constant term is
(αβ)m
′
((
m + 2m′
m′
)
βm +
(
m + 2m′
m +m′
)
αm
)
.
The binomial coeﬃcients here are equal. By Pascal’s triangle,
(2k+i
i
) ≡ 1 (mod 2) for 0  i < 2k; in
particular, with i =m′ ,
(
m + 2m′
m′
)
=
(
2k +m′
m′
)
≡ 1 (mod 2).
Thus the above constant term is (αβ)m
′
(αm + βm), which we know to be 0. But αm + βm = 1 from
above. Thus αβ = 0, against the hypothesis.
It follows that M is standard. But this implies that M = 〈g〉 and thus, ﬁnally, that |M| = ord( f ). 
References
[1] A.T. Benjamin, J.J. Quinn, Proofs That Really Count: The Art of Combinatorial Proof, Math. Assoc. America, 2003.
[2] O.J. Brison, On group-permutation polynomials, Port. Math. (N.S.) 50 (1993) 365–383.
[3] O.J. Brison, J.E. Nogueira, Linear recurring sequence subgroups in ﬁnite ﬁelds, Finite Fields Appl. 9 (2003) 413–422.
[4] O.J. Brison, J.E. Nogueira, Second order linear sequence subgroups in ﬁnite ﬁelds, Finite Fields Appl. 14 (2008) 277–290.
[5] O.J. Brison, J.E. Nogueira, Matrices and linear recurrences in ﬁnite ﬁelds, Fibonacci Quart. 44 (2006) 103–108.
[6] R. Lidl, H. Niederreiter, Finite Fields, second ed., Cambridge University Press, Cambridge, 1997.
