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ROBERT L. MILLER* 
Tracking and Data Acquisition Engineering, Jet Propulsion Laboratory, 
California Institute of Technology, 4800 Oak Grove Drive, 
Pasadena, California 91103 
A new class of error-correcting codes, which generalizes the BCt-I codes and 
the polynomial codes of Goethals i  constructed. These new codes have associated 
designed istances, which give lower bounds for their error-correcting capability. 
We also give a new construction of ortbogonal idempotents, and hence of 
minimal ideals, in any semisimple commutative algebra. 
INTRODUCTION 
The BCH codes form a class of cyclic codes over the finite fields Yd. We 
recall the properties of BCH codes, which can be found in van Lint (197t). 
I f  ~ is a cyclic code of length n, then we can consider ~ as an ideal in the principal 
ideal ring F~[x]/(x '~-  1). Thus ~ ~- (g(x)); without loss of generality we can 
assume that g(x) [x  ~-  1. The BCH codes ~ are constructed as follows. 
Assume that (q, n) = 1, and let ~ be a primitive nth root of unity in some 
extension field of D:q. Suppose g(x) is the monic polynomial of least degree 
satisfied by ~:, ~2,..., ~a-1. Then ~ = (g(x)) is a BCH code. The BCH theorem 
states that the minimum weight of ~ is at least d (the so-called esigned istance 
of the code). In this paper we investigate a more general class of codes, which 
contains the BCH codes and the polynomial codes of Goethals. These new 
codes also have associated esigned distances, which give lower bounds for 
their error-correcting capability. We also give a new construction of orthogonal 
idempotents, and hence of minimal ideals, in any semisimple commutative 
algebra (cf. (van Lint, 1971)). 
1. CODES ARISING FROM VECTOR SPACES 
DEFINITION. Let S _C {1, 2 ..... n}, and A be an m × n matrix over a finite 
field K.  Then A is called totally positive with respect o S, or more shortly 
a Ts-matrix , if every minor of d whose columns are indexed by N is nonsingular. 
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(1.1) THEOREM. Suppose ~ is a vector space of dimension h over a finite 
field K, and ~ = ~ @x K is the vector space obtained from ~ by extending the 
scalars to the algebraic closure K. Let M be any nonsingular linear transformation 
of ~,  and S a fixed subset of{l,  2,..., h}. Assume that 92{ C gg satisfies the following 
property: 
I f  v ~ 9..[ and i ~ S, then the ith component of M(v) is O. 
Then if M - i  is a Ts-matrix, it follows that wt(v) >~ h - -  ] S [ + 1 = d. 
Proof. Let v e ~;  then M(v) = (% ,..., ~n), where ~i = 0 if i ~ S. Then 
v =M- I (M(v) )  =M-~(% ,..., an). 
Suppose that wt(v) < d. 
Then v = (%,  v~.,..., %) has at least h -  d q- 1 = [ S [ components equal 
to zero. Without loss of generality, assume that v I = % ~- "" ~- vh-a+i = O. 
Then if 
it follows that 
Zi,iai -k "'" + hi,hal~ = 0 
)th_d+l, 1 @- "'" • ~th_d+l,hOt k = O. 
By hypothesis, c 9 ~- 0 i f j  ~ S. Thus the above system of equations reduces to 
~ hi,saj = 0 i= l ,2 , . . . ,h - -d -} - l .  
je8 
This is a system of I S /  equations in I S ]  unknowns. Since M -1 = (Ai.~) is a 
Ta-matrix, it follows that this system of equations has the unique solution 
aj ~ 0 i f j  E S. But ~j ~ 0 i f j  } S by hypothesis. Hence v = 0. Thus if v :/= 0, 
wt(v) > d. 
An example of the last theorem is provided by the polynomial codes of 
Goethals (1969). Let K be a finite field and a(x) e K[x], where deg a(x) = n. 
Suppose that a(x) has distinct roots %,  % ,..., as .  I f  gg = K[x]i(a(x)), then 
dimK gg = n; hence h = n. 
Let I = {/1 ,..., ik} _C {1, 2 ..... n}. We consider the set of polynomials of the 
form 
e(x) = ~ cixi. 
i~ l  
The polynomials ei(x),..., e,(x), where ei(cg) = 3~j, form a basis of 6g. Then 
for any F(x) ~ 6g, we have 
F(x) = ~ F(~) ei(x). 
i=l  
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We consider the code C whose words are the vectors (F(~I) ,F(%),..., F(~,)). 
The degree r of the code ~ is defined to be the maximum of the integers in I. 
Let M be the transition matrix from the basis {e 1 .... , e~} to the basis 
{1, x,.., x~-l}. 
Then if v is a code word, we have 
M(v) = Z~,x~.  
i~I 
Since r is the degree of ~, the ith component of M(v)  = 0 if i ~ S, where 
S = {1, 2,..., r q- 1}. We now show that M -1 is a Ts -matr ix ,  which (since 
S[  r + 1) implies that wt(v) /> n --  r. 
It is easily checked that 
M-1 = % 
CXn 
Any submatrix of 2Y/-1 whose 
~? ... ~r-~ 
(X~ 2 * " " EZf~ 
columns are indexed by S is of the form 
~r+l  ]~r2+l "'" ]~+1/ '  
where {ill .... , f i r+ l} -C{% .... ,%}. The determinant of this matrix is 
I-[i>j(fii - -  fiJ) ~ 0 since a i 4= a~- if i 4: j- Thus M -1 is a Ts-matrix. 
2. CODES ARISING FROM SEMISIMPLE COMMUTATIVE ALGEBRAS 
We now consider the case where 6g is a semisimple commutative algebra 
of dimension h over a finite field K, and ~ the scalar extension of 6g over the 
algebraic losure K. It is known (Curtis and Reiner, 1966) that 07 is the direct 
sum of minimal ideals Jd/1, .d[z ,..., d fa ,  where each ideal ~ ' i  is generated 
by an idempotent ei (1 ~< i ~< h). The idempotents e i are orthogonal (i.e., 
eie ~ = 3ijei) , and hence form a basis for 6~. Suppose {b 1 .... , b~} is any basis 
for (7( over K. Then {b 1 ,..., bn} is also a basis for 07 over K ~. Thus, we can write 
k h 
b i ~- ~ Ajie ~ and e i = ~ tzjib~, 
d=l 5=1 
where ;tji , /~i e K. I f  v E 6~, then vek = Ak(v) ek, where A~(v) E K, since 
~ = (ek) is an ideal. We define the kth projection of 67 by the mapping 
v~A~(v). 
643/4o/I-5 
64 ROBERT L. M ILLER 
We note that hj, is a homomorph ism of ~ onto K.  In  particular, ~,~. = A~(b~.). 
I f  we define A = (Ai~') and M = (/zij), then A = M 4 since A is the transit ion 
matr ix  f rom the basis {e 1 ,..., e~} to the basis {b 1 ,..., bh} and M is the transit ion 
matr ix  for the reverse direction. 
EXAMPLE 1. We first show that the classical BCH codes are a special case 
of the above construction. 
Let  ~ = F~[x]/(x ~ - -  1), n odd (K  = F~). 
Let  {1, x,..., x n-l} be a basis for 01, and ~ any primit ive nth root of 1. Then  
l 1 ~i x~- -  1 } 
et(x) = n x-----~ ' 0 ~ i ~ n - -  1 
is a set of orthogonal idempotents,  
Moreover  e 0 ,..., en-1 span ~.  
We now show that 
since ei(~ j) = ~j.,  hence ei2(~ ) = ~iJ" 
(i) 
(ii) 
l i I 1 '" A = 1 ~ ~2 ... 
n ~n-1 ~2,~-1, . .  
~n-1 ... ~(~-1) ~
• . .  ~(~- : , /  
f n- i  
and (iii) A is a Ts-matr ix,  where S = {1, 2,..., n -- d + 1}. 
Proof of (i) 
~-I  ~- i  °J~ i ~ x" - -  i 
k=O k~0 
1 ~-1 ~-1 
k=0 i=0 
1 n--1 n--1 
--  E xn--l--'~ E ~(j+l+i)k. 
- -  n i=o /c=o 
Now 
, ,- i  s e(o+1+i)" - -  1 = 0 
X ~'(J+~+~)~ = ¢'~+~+~- 1 
/c=O = n 
if j+ l+ i=/=n,  
if j+  l + i=n.  
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Thus 
~kee(x) = _1 xn_l_(n_j_l) n = M. 
l'l 
,~=0 
Proof of (ii): I f  we let Ri denote the ith row of the matrix A and Cs the 
jth column of the matrix M (0 ~ i, j <~ n --  1), we find that the scalar product 
of Ri and Cj is 
R i • Cj = 1 ~-1 n ~ ~ik~j(,,-k) = _1 n-x 
__-- l _~( i - J ) - -  1 __0  if i v~ j ,  
n ~- J -  1 
=1 if i= j .  
Now let v e 6g. Then M(v)  = (~x, =2 ..... ~-a+~, 0, 0 ..... 0) if and only if 
v(~) = v(~ 2) --  - -  v(~ a-l) ~ 0. (This is the usual BCH condition.) 
Proof of (iii). I f  we denote ~i by Xi+l (0 <~ i <~ n - -  I), then 
• . .  X~ -1  
m ~ • . . 
X n Xn  2 • . .  X n 
Any v × v determinant whose columns are the first v of A has the form 
1 Yl Yl 2 '" y~-I  
• " : " =[ I (y~-Y ; )#o,  
1 y~ y2  ... y~-~[ i>j 
since ~ is a primitive nth root of 1. Thus A is a Ts-matrix for S = {1, 2 ..... v} 
(1 ~< v ~< n), in particular for v = n - -  d+ 1. 
EXAMPLE 2. Let G be the cyclic group 7/n = <a), n odd, K = ff~, and 
H = {1, a} the subgroup of Aut G defined by a(x) = x -1. The orbits of G 
under H are 
bo = {1) ,  
bs+l = {aq a-q j ~> 0. 
There are h = (n + t)/2 such orbits. 
Let X (i) be the irreducible character of G defined by xm(a) = ~:i, ~ a primitive 
nth root of 1. Since deg )¢(i) = 1, the mappings A~ defined by 
hi(bi) = 1 if j=0 ,  
= ~iJ + ~-% j >~ 1, 
are homomorphisms of the algebra spanned by {bo, b 1 ,..., bh_l} over ~2 onto ~2. 
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Since A : 0tij) and Ai~- = ~i(b~) we see that (i) 
A 
(i 2 2 
¢~-~ + ~-(~-~) U~-~) -~ ~-~-~) 
"'" 2 \•  
~-~ + ~-(,~-~, ~. 
! 
. ~-~,~_~ e-,~-~,'/ 
and (ii) M = (l[n)A. 
Proof. Let n = 2f  + 1. We must compute the scalar product of the ith 
row Ri of A and the jth column C~ of A for 0 ~< i, j ~ f. 
We first note that if v ~ 0 (mod n), then 
Y y 2)" 
k=l k=l ~=i 
2I ~v(2 . f+ l ) -  1 
=- l+F~.=- l+ f . - I  
~=0 
=--1+ f~ 1 --  1. (1) 
The scalar product 
R~'C~=n if i =O, j=O,  
=0 if i = O,j" > 0 by (1). 
Otherwise 
f 
]c=l 
/ f 
= 2 + ~ (U +'~ + ~-"+J)~) + ~ (U -~)7~ + ~-(~-J)~). 
k=l k=l 
Since0 ~i , j<~f , i+ j~O(modn)  andif iv a j , i - j~0(modn) .  Thus 
another application of (1) shows that 
R~.C~-=2- -1 - -1  =0 if i~=j, 
f 
=2- -1+ ~2=n if i= j¢O.  
(iii) We now show that A is a Ts-matrix for S = {1, 2,..., v} (1 ~ v <~ h), 
hence in particular if v = h --  d + 1. 
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(2.1) LEMMA. I f  m is a positive integer, then x ~ + x -~ is a polynomiM 
q(y) e F~[y], where y = x + 1Ix. 
Pro@ The result follows from an easy induction argument using the 
binomial theorem. 
We can now verify that A is a Ts-matrix. 
I f  we denote ~ by x~+ 1 , then A is of the form 
1 xl+x1-1 Xl 2@xl  -z "'" xl -l- 
x~+x~ 1 xh ~+x~ ~ x~ +x~ (~-*) 
Any v x v submatrix whose columns are the first v is of the form 
i Yl @ y~-i 
I --1 y, -r y~ 
By Lemma (2.1), this can 
where z,  = y~ -}- y2 ~ and 
By appropriate column 
... y~-~ ÷ yi +-1) 
... Y;-~ +iy;_(,_~))- 
be expressed as 
zi zi 2 "'" z~ - i  -w' q~-i(zi)\ 
Z. 2 Z.22 ... ~--1 ~_, qv__l(~2) / 
%(~) e ~[z]  (1 <~ ~ <~ ,). 
operations we can transform this matrix into 
l i ~1 ~12 ~;, ~v 2 
which has determinant l]I,.>~(z~- z~). 
for all r :A s. Now 
• . .  
... ,~1} ~ 
"" g -V  
Hence A is a Ts-matrix if z~ ~ a~ 
~+1 = (~ + 
= [(~,~ 
=A0, 
C-r) __ (~s + C-~) 
- 1 ) (U-  f s ) ] / (~s)  
since r @- s implies that #~' -/= ~" as ~: is a primitive nth root of 1 and {:,.#s ~ 1 
since 1 ~< r < s ~ (n - -  1)/2. This completes the proof. 
We now consider a particular case of Example 2. Let n = 17, and let g(x) 
he the minimal polynomial for ~ over iF~. Then ~, ~, ~, ~8, ~1~, ~,  ~1~, ~9 
are all the roots of g(x). Moreover, since 16 =- - -1  (mod 17), ~:-1 is a root 
68 ROBERT L. MILLER 
of g(x). Thus g(x) is of degree 8 and g(a) = 0 if and only if g(a -1) = 0. From 
the theory of self-reciprocal polynomials (Miller, 1978), 
g(x) 
x4 : g*(y),  where y=x+l  
Thus we have a code (g*(y))  in the algebra 5 = F~[y]. 5 is generated by 
{1, x @ x-Z,..., x s @ x -s} over ~:~ ; hence d im~7/ : ,9 .  Since degg*(y)  : 
: 4, the code has dimension 9 - -  4 : 5. The designed distance d is deter- 
mined as follows. Since M : ( l[n)A, the last d - -  1 components of M(v)  are 
0 if and only if g*(G h-1 @ G -(h- I ) )  : g*(G h-2 @ G -(h-e)) . . . .  : g*(G h-a+l @ 
G -(~-a+l)) = 0, where h = (n + 1)[2. In the present case, h = 9 and we have 
g,(~:s @ G-S) = 0 since g(G s) = 0. Thus d = 2. 
In Example 2, two features are necessary to avoid triviality: 
(1) 2 is not a primitive root of n 
(2) --1 is a power of 2 (modn). 
It  is worth noting that there are infinitely many primes n ~ 1 (mod 8) for 
which ind~ 2 is even. (In fact, it is shown (Fein and Gordon, 1971) that the set 
of such primes has Dirichlet density 5•24.) For these values of n, the above 
two conditions are satisfied. 
3. FOURIER TRANSFORMS ON CODES 
It is sometimes possible to analyze the codes arising from a semisimple 
commutative algebra 5 by considering a particular transformation of 6~ onto 
itself which is analogous to the Fourier transformation. 
I f  a - -  cqb  1 - l -  " ' "  + %bh e 5,  then we define 
a = ~1el + "'" + ~he~ = ~1bl + "" + ~bh • 
Then since hi(d ) = d • ei,  we see that 
~i = )t,(d). (2) 
k 
Since e i = ~'~j=, lzjibs , 
k h 1. 
e : E = E Y  5,b5 
i=I i=l j=l 
5=1 
h 
= ~ ~ibf • 
5=1 
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Thus  by linear independence of {b 1 .... , bh}, 
h 
2 Otj = t~jiot i
i= l  
or changing notation, 
h 
Z ~i  : /x i J~ j .  
We know that ~i = hi(a)- We now would like an inversion formula expressing 
6i in terms of hi and a. To obtain this we assume that (/xij) = (c)t,,(o~), where 
e is a constant and ~r is a permutation of the rows of the matrix (hij). 
Then 
k 
E c~ i = /x i j~ j
j= l  
h 
J=~ (3) 
= c ~ A:.)(bj) ~j 
j= l  
= cZ..)(a). 
Thus we have the following two formulas: 
~i = ch,(i)(a) 
~i = ;~i(~). 
(3.1) THEOREM. Suppose o.1 = (g) is an ideal in Y[, and that the matrix 
A = (Aij), where hij = ~.(bj) is a Ts-matr ix , where S = {1, 2,..., h - -  d + 1}. 
Assume also that there exists a row permutation ~ such that 
(hij)(A~(i)j) : cI~ , where c is a constant. 
I f  A~(i)(g) = O for i¢  S, then wt(v) ~ d for  all v ~ 9i. 
Proof. Let v = ~i=1 cqbi e ~[, and assume that v @ 0. 
Since v e (g), A~(~) is a homomorphism, and h~(i)(g) = 0 for h -  d @ 2 
i ~ h, it follows from (3) that c~ = 0 for h -  d+ 2 ~ i ~ h. Using (2) 
we conclude that 
A 
~2 
A 
~h- -d+l  
0 
0 
= (~1,  ~ . . . .  , ~h). 
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Since A is a Ts-matr ix , at most h -- d of the entries % are zero. Therefore 
at least d of the entries ~i are nonzero, i.e., wt(v) ~> d. 
The two above examples of codes arising from semisimple commutative 
algebras have been shown to satisfy the hypotheses of Theorem (1.1). It  is 
worth noting that these two codes also satisfy the hypothesis of Theorem (3.1). 
The ordinary BCH code results from considering the following row permutation 
~r. We number the rows 0, 1,..., n - -  1 and define 7r by 
and 
,~(o) = o 
7r(i) = n - -  i l <~ i <~ n- -1 .  
The code constructed from the orbits of Z~ under the subgroup H of Aut 7/. 
results from defining rr to be the identity permutation. 
4. CODES ARISING FROM THE CENTER OF A GROUP ALGEBRA 
We now consider the semisimple commutative algebra 6g = Z(KG) I  where 
G is a finite group and char K -~ [ G [. (The last condition implies semisimplieity 
by Maschke's theorem (Curtis and Reiner, 1966).) 
Let C a , Co ..... C~ be the conjugacy classes of G. Then if we define bi = 
Y~,ci x, the set {b 1 .... , bh} is a basis for Z(KG)  (ef. (Curtis and Reiner, 1966)). 
We recall that the degrees of the irreducible representations of G over K divide 
]G ], and are therefore not divisible by char K. We can find the quantities 
(i)(x ], X (i) Aij = Ai(bj) of Section 3 as follows. Let X~ i) = Xj ~ Jj where is the ith 
irreducible character of G, and x~. is any dement of Cj .  Then xl i ) (bj)= 
] Cj ] X~ O, since bj = ~2z~% x. On the other hand, since b~ ~ Z(KG) ,  it is repre- 
sented by a scalar matrix (by Schur's lemma) of degree ni = deg X (i). The 
diagonal entries of this matrix are equal to Ai(b¢). Taking traces, we see that 
X"'(bj) = niZ~(bj). Hence niZi(bj) = I c~ l x5% so a~ = (1 cj  I/-3 x~ *'. 
We can also construct he orthogonal idempotents e 1 ..... eh (1 ~< i ~< h). 
We define b_j = ~2~c, x-1. 
I t  is easily seen that b_~ ~ {b~, b 2 ,..., b~}. 
(4.1) THEOREM. The orthogonal idempotents ei can be expressed as 
h 
et : 2 °tijb-J 
J=l 
where 
n~ (o ( l~<i~<h) .  °~iJ = ~ Xj 
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Pro@ I f  T (~) and T (8) are any two irreducible representations of G over a 
splitt ing field, then by the first orthogonaIity relation for characters we have 
x(~)(x) x(~)(~ -~) = s .  I G I. (4) 
X~G 
Therefore 
5=1 
± X(k) (x~ 1 ) 
- -  ~ '  v(1)(X "1 
-~ IG I  ~ , ,  i c j I  J=l R/~ 
7b 
__ t~ i 1 2 x (i)(3@) X(k)(X} -1) ] CJ l  
nk G I j=l 
n~ 1 x(~)(x_l )
~k e l  2 x(i)(x) x~G 
= Sic by (4), since char K ¢ nin k . 
EXAMPLE 3. 
of S a are 
C 1 =- {e}, 
The  character table of S 3 is 
Let G = Sa and assume char K¢  6. The  conjugacy classes 
C2 ~- {(12), (13), (23)}, and C a = {(123), (132)}. 
e (12) (123) 
X (2) - - !  . 
X (a) 0 - -  
S ince  n 1 = n z ----- 1 and n a = 2 (as ni = g(i)(e)), we  have 
(~j)  = ~ - 1 . 
0 - -  
In  S~,  x and x -1 are conjugate since they have the same cycle structure. 
Thus  
h 
ei = Z °~ijbj • 
j=l 
Consequently 
e~ = ~(b~ + b 2 + b~), 
e z=-~(b~-b  2@b3)  , 
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EXAMPLE 4. The cyclic codes (and more generally the Abelian group 
codes) are also included in this construction. We give the details for the case 
G = 7/n, n odd, and K = ~e. Let ~: be a primitive nth root of 1, and G = 
{1, x,..., xn-I}. The conjugacy classes are C~ = {x i-I} (1 ~.~ i ~ n). Since G 
is Abelian, ni = 1 (1 ~ i ~< n). Thus bi = x i-1 (1 ~<i ~ n) and b ~ = x ~-i+~ 
(1 ~ i ~< n). The character table of G is 
Hence 
1 x x ~ 
: 
x(n) ~n-1 ~:2(n-1) 
• • • X~- - I  
• " 1 1 • . .  ~n- -1  
... ~,n-1)2/ 
1 1 1 ... 1 1 1 1 ~ ~:~ ... ~n-1 
= . . . . .  
I . . .  
The method of constructing the orthogonal idempotents e 1 ,..., e n given 
by Theorem (4.1) yields the same result obtained in a different manner in 
Section 2, viz., 
1 ~.x ~-  1 
el(x) = - ~ . . . . . .  (1 ~<i~<n) .  
n X - -  ~i 
We have shown that if 0 /= Z(KG) ,  where p = char K ¢ [ G ], then the 
orthogonal idempotents which span the extended algebra ~ can be constructed 
from the character table of G. We now consider the problem of computing 
the orthogonal idempotents which span ~. 
LetL  be a splitting field for the group G. ThenL /K  is cyclic, say Gal(L /K)  = 
@). Let 0 /be  a semisimple commutative algebra over K, and 0/' the algebra 
obtained by extending the scalars to L. We know that 6~' = Jdf 1 @ "" @ ~'s ,  
where d¢'~ = (e~), and e 1 ..... es are orthogonal idempotents. Define v~ ° to 
be the least integer such that a;~ti)(ei)= e i . Then we have the following 
theorem. 
(4.2) THEOREM. Let Ei = ei + a(ei) -~ "'" @ crv~ -1(el). Then Ei ~ = E i ,  
E iE  j =- 0 i f  i =/= j ,  and Ei G 67[. Moreover, the ideals (El) are the minimal ideals 
oyez. 
Proof. Since e ,Z= el,  we have a~(ei )= a(ei 2) = a(ei); thus a(ei) is an 
idempotent. I f  i =/= j, a(ei) a(e~) = a(eiej) ~ a(0) = 0. From this it easily 
follows that Ei ~ -= Ei and EiE~ = 0 if i ~= j. Since crv~i~(ei) = el,  we have 
a(E~) =E~,  and consequently r (E i )= E~ for all r ~ Gal(L/K) .  Therefore 
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We now show that Ei is a minimal idempotent of (7/, Suppose Ei = E '  + E", 
where E 'E"=-0  and E', E" are idempotents. Since ei is a summand of Ei 
in 07, we can assume without loss of generality that ei is a summand of E'.  
Since a(E') = E' ,  it follows that a(ei) is a summand of E'  in 6g. By induction 
we see that E'  = E '  i and E" = 0. 
As an illustration of this, let ~ = Fq[X][(x n - -  1), (q, n) = 1. The idempotents 
of 07 are of the form 
xx  n - -  1 
eu = n x - -  ~u  " 
Let ~(@ = ~q for ~ eL.  Then Gal (L /K )  = @>. Define T~ ~- (u, qu,..., q~-lu}, 
where v~ is the least positive integer such that q~u =-- u (rood n), or equivalently 
q~u ~ I (mod n/(n, u)). Then if 
% = F~ e~ = e~ + ~(e~) + ... + ~'-~(e~3, 
i~7" u 
the eTu are  the minimal idempotents of Cg. 
(4.3) T~EORE~. The number of  pr imit ive idempotents in G[x]/(x ~-  1), 
where (q, n) = 1, is 
x = Z ~(d),  
aLn Vn/a 
where ~(d) is the Euler  va-function, and v,~ is the order of q (mod m). 
Pro@ For convenience of notation, set re = v~/a • Then it is easily checked 
that ~:q~d is the splitting field of the polynomial x a - -  1, i.e., the smallest extension 
of ~:~ containing the primitive dth roots of 1. There are ~0(d) primitive dth 
roots of 1 ; the?" are the roots of (q~(d))fl'a polynomials of degree ra,  irreducible 
over ~q. Therefore there are 2al,[(q~(d))/ra] = N irreducible factors of x" - -  1 
over tzq. To each irreducible factor f i (x)  of x ~ - -  1 we associate the minimal 
ideal M[i = ((x n - -  1)/(f~(x))). This shows that the number of minimal ideals 
is equal to N. 
EXAMPLE 5. n=7,  q=2.  
Let ~ be a primitive seventh root of 1, say a root of re(x) = x a + x q- 1 = O. 
Then tr ( = 0. Define T O = {0}, T 1 = {1, 2, 4}, T a = {3, 5, 6}. Then 
x x ~-  1 x 7 -  1 
%(*)=~,  x ~-x  
- - -  X - -  1 
o 
= x(x 6 + x~ ÷ ... + x ÷ 1) 
= x6q-  xS + ... =- x + l. 
74 ROBERT L. MILLER 
x x~- - I  [x7 - -1  xT- -1  xT - -1 ]  
%(x)  = ~ ~ x - ~ --- x - ~_ -  ~ + x - ~-----r + x - ¢~ 
1 
6 
~- x Z x~(~ 6-~ + ~12-~i + ~2~-,i) 
i=0 
6 
= x ~ ai xi, where ai = tr(~6-i + ~a2-2i + (24-4i). 
i=O 
Now since tr ~: = 0, it follows that ai = 0 if ~6-i = (, ~:2, or ~. Similarly, 
since the minimal polynomial for the remaining primitive seventh roots of 
unity is x ~- /x  2 + 1, we have tr ~3 ~ 1, and hence ai = 1 if ~- i  = ~, ~5, 
or ~6. 
Thus 
a i = 0 if i = 2, 4, 5 
and 
a i~ l  if i = 0, 1,3. 
I f  i = 6, then ai = 1. Therefore 
er~(x) = x[x 6 + x a + x + 1] 
= x 7 ÷ x ~ + x 2 + x 
=xa+ x2 + x %- l .  
Since 1 ~-ero + erl @ eta, it follows that 
er.(X) = x 6 + x 5 + x 3+1.  
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