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Résumé
Pour un grand nombre d'applications, les sources laser impulsionnelles femtoseconde (fs) doivent fournir des puis-
sances toujours plus importantes. En régime impulsionnel, on recherche d'une part une forte puissance crête par impulsion,
et d'autre part une forte puissance moyenne, c'est à dire un taux de répétition élevé. Parmi les technologies existantes, les
ampliﬁcateurs à ﬁbre optique dopée ytterbium présentent de nombreux avantages pour l'obtention de fortes puissances
moyennes, cependant le fort conﬁnement des faisceaux dans la ﬁbre sur de grandes longueurs d'interaction induit inévi-
tablement des eﬀets non-linéaires, et limite ainsi la puissance crête accessible. Nous avons étudié lors de cette thèse la
combinaison cohérente d'impulsions fs appliquée aux systèmes ﬁbrés.
Ayant déjà fait ses preuves dans les régimes d'ampliﬁcation continu et nanoseconde, la combinaison cohérente de faisceaux
(dite combinaison spatiale) permet de diviser une seule et unique source en N voies indépendantes, disposées en parallèle
et incluant chacune un ampliﬁcateur. Les faisceaux ampliﬁés sont ensuite recombinés en espace libre en un seul et unique
faisceau, qui contient toute la puissance des N ampliﬁcateurs sans accumuler les eﬀets non-linéaires. Cette architecture
permet théoriquement de monter d'un facteur N le niveau de puissance crête issu des systèmes d'ampliﬁcation ﬁbrés. Au
cours de cette thèse, nous avons démontré la compatibilité et l'eﬃcacité de cette méthode en régime d'ampliﬁcation fs
avec deux ampliﬁcateurs, selon diﬀérents procédés. Les expériences démontrent d'excellentes eﬃcacités de combinaison
ainsi qu'une très bonne préservation des caractéristiques temporelles et spatiales initiales de la source.
Les procédés de combinaison cohérente nécessitent cependant un accord de phase entre diﬀérents ampliﬁcateurs stable
dans le temps, assuré en premier lieu par une boucle de rétroaction. Nous avons poursuivi notre étude en concevant une
architecture totalement passive, permettant une implémentation plus simple d'un système de combinaison à deux fais-
ceaux sans asservissement électronique. Enﬁn, une méthode passive de combinaison cohérente dans le domaine temporel
est étudiée et caractérisée dans le domaine fs, et implémentée simultanément avec la méthode passive de combinaison
spatiale proposée précédemment. Ces expériences démontrent la validité et la variété des concepts proposés, ainsi que
leurs nombreuses perspectives pour les systèmes d'ampliﬁcation fs ﬁbrés.
Mots-clefs : Combinaison cohérente, impulsions femtoseconde, lasers ultra-brefs, ﬁbres optiques, ytterbium, ampli-
ﬁcation à impulsions divisées, ampliﬁcation non-linéaire, ampliﬁcation parabolique.
Coherent combining of femtosecond fiber amplifiers
Abstract
Applications addressed by femtosecond (fs) laser sources are requiring increasing pulse energies and increasing
average powers. Ytterbium-doped ﬁber ampliﬁers are excellent candidates to generate high average powers at high
repetition rates, but present strong disadvantages in terms of peak power. Indeed, the tight conﬁnement of the beam
over long interaction length induces nonlinear eﬀects at high peak-powers that aﬀect the overall performances of ﬁber
systems. This work describes coherent combining methods that can be used to scale the performances of fs laser sources.
Coherent beam combining has been widely used in CW regime and more recently in the nanosecond range. It consists
in splitting a single seed into N beam replicas, ampliﬁed each by independent ampliﬁers in parallel. Their respective
outputs are combined in free space into one single beam that carries the power of the N ampliﬁers without cumulating
nonlinearities. This architecture allows scaling both peak and average powers of the ampliﬁcation systems. We have
studied and demonstrated the eﬃciency of active coherent beam combining in the fs regime with two ﬁber ampliﬁers,
which are peak-power limited. The experiments show the preservation of the temporal/spectral/spatial properties of the
combined pulses, with high combination eﬃciencies.
Coherent beam combining methods require phase-matching between all the beams to combine. This is usually achieved
by an active feedback loop on each ampliﬁer along with a phase detection scheme. We demonstrate that a Sagnac
interferometer can be used to ensure perfect and stable phase-matching over time, which considerably simpliﬁes the
setup. Finally, another passive combining method known as divided-pulse ampliﬁcation, acting in the temporal domain,
is studied and demonstrated in the fs regime. It is coupled with the passive spatial combining method described above
to scale the number of pulse divisions. All these experiments show the compatibility of coherent combining concepts in
the fs regime and provide new opportunities for ﬁber ampliﬁer systems.
Keywords : Coherent combining, femtosecond pulses, ultrashort laser pulses, optical ﬁbers, ytterbium, divided-pulse
ampliﬁcation, nonlinear ampliﬁcation, parabolic ampliﬁcation.
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Introduction
Depuis leur invention, les sources lasers impulsionnelles ont ouvert la voie vers de
nouvelles applications dans le domaine de la photonique, notamment vers celles requé-
rant de fortes énergies et/ou de fortes puissances crête.
Les premières technologies de lasers impulsionnels ayant fait leur apparition sont les
systèmes laser nanoseconde, qui répondent aux applications nécessitant de fortes puis-
sances telles que les systèmes LiDAR, les machines de découpe industrielle (ablation,
soudure, gravure sur diﬀérents matériaux notamment métalliques, ...), ou même le do-
maine biomédical (chirurgies ophtalmique, esthétique, ...). Dans ce contexte, les durées
d'impulsion ne constituent pas le critère le plus important, et l'on recherche en pre-
mier lieu à obtenir de fortes énergies d'impulsions à hautes cadences de répétition. En
revanche, l'échelle de temps nanoseconde n'est pas adaptée aux applications sensibles
aux eﬀets thermiques. En eﬀet, la durée d'interaction des lasers nanoseconde avec la
matière est suﬃsamment longue pour que le matériau s'échauﬀe localement, et dissipe
la chaleur accumulée tout autour du point d'impact. Ces eﬀets peuvent nuire à la qualité
de l'opération réalisée, notamment à forte puissance, et peuvent limiter les applications
des lasers nanoseconde. Dans l'exemple de la découpe industrielle, les eﬀets thermiques
portent atteinte à la forme du trou percé, limitant ainsi la précision de découpe. Dans
le biomédical, la thermique peut détruire une grande partie des cellules autour du point
d'intervention, rendant son utilisation risquée voire dangereuse. La technologie des lasers
nanoseconde ne permet donc pas de répondre à toutes les problématiques posées par les
applications de forte puissance.
Il est alors nécessaire de se tourner vers les sources impulsionnelles femtoseconde
(1 fs = 10−15 s), dont la technologie diﬀère notablement des lasers nanoseconde. Ces
systèmes présentent de nombreux avantages pour les applications de forte puissance né-
cessitant des durées d'interaction lumière-matière extrêmement courtes, et permettent
ainsi la réduction des eﬀets thermiques. Les domaines d'utilisation de ces sources laser
femtoseconde sont variés, pouvant concerner des expériences de physique fondamentale
comme la génération d'impulsions attoseconde (1 as = 10−3 fs) ou bien la découpe
laser de précision (usinage athermique). Plus récemment, nous constatons un nombre
croissant d'applications dans le domaine de la biophotonique, particulièrement pour la
microscopie et les opérations chirurgicales sans contact (ablation de tumeurs, chirur-
gie réfractive de l'÷il, ...). Pour ce type d'applications, la durée des impulsions laser
utilisées est d'importance capitale pour les performances et la qualité des opérations
visées. Nous pouvons citer en particulier les systèmes à cristaux Ti:Sa, qui permettent
la génération et l'ampliﬁcation d'impulsion de quelques cycles optiques (quelques fem-
tosecondes à 800 nm) à très haute puissance crête. Cette famille de lasers présente
cependant de faibles eﬃcacités optique-optique, de par un fort défaut quantique, un
pompage indirect, et une gestion relativement complexe des eﬀets thermiques. L'opéra-
tion de ces systèmes est ainsi restreinte à de faibles cadences de répétition, c'est-à-dire
à de faibles puissances moyennes. Bon nombre d'applications des lasers femtoseconde
peuvent cependant requérir des cadences d'impulsion élevées, caractéristiques de la ra-
pidité d'exécution d'une opération ou encore de la productivité d'un système (de haute
importance dans l'industrie). La performance en puissance moyenne devient donc aussi
importante que celle en puissance crête, et le cristal Ti:Sa ne permet pas de répondre
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simultanément à ces deux problématiques.
Les lasers de forte puissance moyenne se sont développés avec d'autres ions dopants,
en particulier les ions terre-rare (erbium, ytterbium, thulium, praséodyme,...). L'ion
ytterbium, dopant utilisé tout au long de ce manuscrit, présente un bien plus faible défaut
quantique que l'ion titane, ainsi que la possibilité d'être directement pompé par des
diodes de puissance. Les systèmes laser et d'ampliﬁcation dopés Yb3+ oﬀrent ainsi des
eﬃcacités optique-optique bien supérieures et donnent accès à de plus fortes puissance
moyennes. Les propriétés spectroscopiques des ions dopants dépendent de la matrice hôte
dans laquelle ils sont insérés, et les bandes de gain doivent être choisies parmi les plus
larges aﬁn de pouvoir générer et ampliﬁer les impulsions les plus courtes possibles. Les
durées obtenues avec les sources Yb3+ sont de l'ordre de la centaine de femtosecondes,
et sont ainsi inadaptées aux applications nécessitant des impulsions proches du cycle
optique. Elles restent cependant inférieures à quelques dizaines picosecondes en toutes
circonstances, et répondent bien aux problématiques de puissance moyenne identiﬁées
en régime nanoseconde. Cependant, un grand désordre microscopique des matériaux,
permettant de grandes largeurs de bandes, limite en contrepartie l'aptitude du cristal
à dissiper la chaleur. Les contraintes thermiques reviennent donc rapidement, et il faut
ainsi trouver un compromis entre la durée d'impulsion (liée à la puissance crête) et la
puissance moyenne.
Les eﬀets thermiques limitant la puissance moyenne peuvent être repoussés en mo-
diﬁant la géométrie du milieu à gain, plus particulièrement son rapport surface/volume.
En eﬀet, une plus grande surface à volume équivalent permet une meilleure évacuation
de la chaleur hors du matériau. L'une des géométries les plus adaptées à la génération
de fortes puissances moyennes est la géométrie ﬁbrée, qui possède par déﬁnition une in-
terface d'échange importante pour un volume réduit (faible taille de c÷ur). Elle permet
de plus de forts gains par passage ainsi qu'une excellente préservation de la qualité de
faisceau grâce au guidage du signal. De plus, le fort désordre microscopique de la zone
dopée, induit par la structure amorphe du verre constituant les ﬁbres, permet de plus
de supporter de larges bandes spectrales. Les ﬁbres optiques ampliﬁcatrices dopées aux
ions Yb3+ sont donc d'excellents candidats pour les applications femtoseconde de forte
puissance moyenne (haute cadence).
Malheureusement, les systèmes d'ampliﬁcation femtoseconde ﬁbrés présentent une
forte contrepartie sur la puissance crête accessible. En eﬀet, le conﬁnement de l'impul-
sion dans le c÷ur de ﬁbre, maintenu sur de grandes longueurs d'interaction, a pour
eﬀet d'exalter les eﬀets non-linéaires à forte puissance crête. En premier lieu, l'auto-
modulation de phase fait son apparition et déforme notablement le proﬁl temporel des
impulsions ampliﬁées, diminuant ainsi notablement leur puissance crête et les rendant
souvent inutilisables pour les applications visées. Il est toujours possible d'augmenter le
diamètre de c÷ur aﬁn de diminuer le conﬁnement de l'impulsion, mais cela ne peut se
faire sans aﬀecter les propriétés de guidage des ﬁbres, en particulier leur caractère mono-
mode. La puissance crête est donc intrinsèquement limitée par la condition de guidage,
qui impose de faibles tailles de c÷ur. Ces dernières années, de nombreuses expériences
ont démontré la possibilité de compenser en partie les eﬀets d'automodulation de phase,
et d'opérer le système à plus hauts niveaux d'énergie tout en conservant une bonne
qualité temporelle d'impulsion. Cependant, à plus haute puissance, l'autofocalisation
(second phénomène non-linéaire rencontré dans notre contexte) fait inexorablement son
apparition et provoque l'eﬀondrement spatial du faisceau sur lui-même. Ce phénomène
15
ne dépend que de la puissance crête des impulsions, indépendamment de la taille du
c÷ur de ﬁbre, et peut conduire à des dommages optiques irréversibles dans le milieu
à gain. En déﬁnitive, malgré les fortes puissances moyennes accessibles, les systèmes
d'ampliﬁcation ﬁbrés présentent une forte limitation en puissance crête de sortie à cause
des eﬀets non-linéaires, et sont ainsi soumis au même compromis.
Du fait qu'il ait que peu de marge de man÷uvre sur les dimensions de la ﬁbre,
l'architecture globale du système d'ampliﬁcation doit être repensée. En particulier, l'im-
plémentation d'un système de combinaison cohérente d'impulsions peut permettre de
répondre aux problématiques non-linéaires. Cette méthode procède en eﬀet à la division
d'une impulsion source en un nombre N de répliques identiques, spatiales (séparation
de faisceaux) ou temporelles (délai relatif), avant de toutes les ampliﬁer de manière
indépendante. Les répliques ampliﬁées sont ensuite recombinées en dehors des ﬁbres (en
espace libre) de façon cohérente, c'est-à-dire additionnées par interférences construc-
tives, aﬁn que le système ne restitue qu'une seule et unique impulsion. Le fait de diviser
l'impulsion initiale avant ampliﬁcation permet de distribuer sa puissance crête totale
dans N répliques, qui peuvent chacune supporter le même niveau de puissance qu'une
impulsion unique non divisée. Leur recombinaison restitue ainsi une puissance crête
N fois plus importante que dans le cas classique, à même niveau de non-linéarité. La
combinaison étant cohérente, il est nécessaire que toutes les répliques d'impulsions se
recombinent en phase, aﬁn d'assurer un bonne eﬃcacité du système. Cette méthode
permet donc de briser le verrou en puissance crête imposé par la géométrie ﬁbrée et
constitue une solution évolutive avec le nombre N de répliques générées. Depuis une
dizaine d'années, ces méthodes d'ampliﬁcation ont démontré de nombreuses fois leur
eﬃcacité, dans le domaine spatial pour les lasers continus ainsi que dans le domaine
temporel en régime picoseconde, étant eux-aussi confrontés aux eﬀets non-linéaires à
forte puissance (moyenne et crête respectivement).
Ce manuscrit présente diﬀérents procédés de séparation et de combinaison cohérente
adaptés aux ampliﬁcateurs femtoseconde ﬁbrés, agissant dans les domaines spatial, tem-
porel, et même les deux simultanément. La diﬃculté supplémentaire du régime femtose-
conde tient au fait que les spectres optiques à maitriser pour les procédés de combinaison
cohérente sont plus larges que dans les autres régimes. Plusieurs architectures sont pos-
sibles et présentent des avantages diﬀérents selon les performances visées. Après un état
de l'art des systèmes classiques d'ampliﬁcation ﬁbrés de forte puissance en régime fem-
toseconde, nous présentons les diﬀérents concepts de combinaison cohérente existants en
régimes continu et picoseconde ainsi que leurs performances, pour ensuite anticiper les
contraintes supplémentaires attendues en régime femtoseconde (partie I). Dans les par-
ties suivantes, nous présentons diﬀérents schémas de principe de combinaison cohérente
d'impulsions femtoseconde, ainsi que leurs démonstrations expérimentales. La partie (II)
décrit une architecture combinant deux ampliﬁcateurs à ﬁbre, accordés par un système
actif de détection et de rétroaction sur leur phase relative. Son évolution à un plus
grand nombre N de ﬁbre est discutée, avec notamment une étude théorique des perfor-
mances du système de combinaison en fonction de N . La partie suivante présente une
architecture de combinaison cohérente particulière, permettant la mise en phase passive
des impulsions à combiner, et recense les compromis que ce procédé implique (partie
III). Nous discutons également de son extension à N répliques, et comparons ses per-
formances théoriques avec l'implémentation active précédente. Enﬁn, la dernière partie
présente des expériences de combinaison dans le domaine temporel, initialement propre
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au régime picoseconde, et démontre sa compatibilité avec les procédés de combinaison
spatiale. Cela permet ainsi de générer un plus grand nombre de répliques, tous domaines
confondus. Cette dernière partie représente ainsi une synthèse des diﬀérents procédés de
combinaison cohérente abordés tout au long du manuscrit. Nous terminerons sur les ar-
chitectures les plus générales, présentant les meilleurs compromis en terme de puissance
moyenne et de puissance crête, avant de conclure de façon plus générale sur la portée et
les perspectives des procédés de combinaison cohérente en régime femtoseconde.
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Première partie
État de l'art des ampliﬁcateurs à ﬁbres
- Principes de combinaison cohérente
Cette première partie a pour but de présenter l'état de l'art des systèmes d'ampliﬁca-
tion à ﬁbre dopée ytterbium en régime femtoseconde, dans le contexte des ampliﬁcateurs
de puissance. Au vu de leurs limitations, nous introduisons les principes généraux de
combinaison cohérente, qui répondent aux problématiques posées et constituent le c÷ur
des travaux présentés dans ce manuscrit.
La première section présente les matériaux laser et les diﬀérentes géométries adaptés
à la génération d'impulsions femtoseconde à haute puissance, et converge rapidement
vers la géométrie ﬁbrée dopée Yb3+, sujet de notre étude. La section suivante (section I.2)
établit le formalisme de la propagation et de l'ampliﬁcation d'impulsions femtoseconde
dans les ﬁbres optiques, et fait état de l'art des architectures classiques d'ampliﬁcateurs
ﬁbrés de forte puissance moyenne. La combinaison cohérente est ensuite décrite de ma-
nière générale et déclinée en deux procédés particuliers, à savoir la séparation spatiale
de faisceau (section I.3) et la division temporelle d'impulsions ultracourtes (section I.4).
Nous en établissons l'état de l'art, ces méthodes ayant déjà été démontrées dans les
régimes continu, nanoseconde et picoseconde. La dernière partie (section I.5) adapte de
façon théorique ces diﬀérents concepts au régime femtoseconde et recense les paramètres
et contraintes supplémentaires à maîtriser.
I.1 Technologies des ampliﬁcateurs femtoseconde de
forte puissance moyenne
Nous présentons dans les paragraphes suivants l'intérêt de l'ion ytterbium pour la
génération d'impulsions ultra-courtes à forte puissance moyenne, dopant que nous avons
impliqué dans tous les travaux de ce manuscrit. Les diﬀérents matériaux hôtes dopés
Yb3+ démontrent des caractéristiques particulières, dont nous présentons les avantages
et inconvénients au premier paragraphe. Outre les performances intrinsèques de ces
matériaux, leurs formes et tailles géométriques déﬁnissent des architectures d'oscillateurs
et d'ampliﬁcateurs présentant des performances diﬀérentes. Les géométries classiques
ainsi que leurs limitations sont présentées au second paragraphe.
I.1.1 Choix des matériaux laser
I.1.1.1 Intérêt du dopage aux ions ytterbium
En régime femtoseconde, le meilleur candidat permettant de produire des impulsions
ultra-courtes et très énergétiques a longtemps été le cristal de saphir dopé au titane.
Grâce à une large bande de gain d'environ 300 nm et centrée en 800 nm, ce cristal permet
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la génération d'impulsions de l'ordre de 5 fs. Les oscillateurs Ti:Sa, dont le verrouillage
de modes est généralement réalisé par lentille de Kerr, ne délivrent que peu d'énergie
par impulsion malgré une grande qualité temporelle. Ampliﬁées à plusieurs reprises,
les impulsions peuvent être portées à des énergies de l'ordre de la dizaine de joules,
correspondant à des puissances-crêtes de plusieurs petawatts. Lors de l'ampliﬁcation à
haute énergie, les eﬀets thermiques provoquent généralement des baisses d'eﬃcacité, des
eﬀets de lentille thermique, et parfois même l'endommagement du milieu à gain. Ces
contraintes imposent une ampliﬁcation à faible cadence de répétition (au maximum à
quelques dizaines de kHz) aﬁn de pouvoir limiter l'accumulation de chaleur. En eﬀet,
malgré ses bonnes propriétés spectroscopiques, le Ti:Sa possède un défaut quantique
important (∼ 35 %), induisant une forte accumulation de chaleur. De plus, le temps de
ﬂuorescence de la transition laser est relativement court (∼ 3 µs), généralement bien
plus court que la cadence des impulsions. Il est donc nécessaire d'implémenter un pom-
page impulsionnel, synchronisé avec le passage des impulsions à ampliﬁer, aﬁn d'éviter
de perdre toute l'énergie stockée par ﬂuorescence et/ou ASE ("Ampliﬁed Spontaneous
Emission"). Enﬁn, l'eﬃcacité des systèmes laser basés sur les cristaux Ti:Sa est limitée
par un pompage indirect, car la transition de pompe se situe aux alentours de 530 nm,
longueur d'onde diﬃcilement accessible aux lasers de puissance. Aujourd'hui, les pompes
utilisées sont des lasers Nd:YAG pompés optiquement à 808 nm, émettant à 1064 nm
et doublés en fréquence pour atteindre 532 nm. L'eﬃcacité globale de ces systèmes est
assez faible et constitue l'un des principaux freins à l'obtention de fortes puissances.
Encore aujourd'hui, de nombreux eﬀorts sont réalisés aﬁn de maitriser les eﬀets ther-
miques et d'augmenter l'eﬃcacité globale de des systèmes Ti:Sa. Très récemment, une
publication rapporte le pompage direct d'un cristal Ti:Sa à l'aide d'une diode laser
émettant à 445 nm, qui n'est pas encore à l'état de l'art en terme de puissance moyenne
[Durfee et al., 2012] mais semble très prometteur.
C'est dans ce contexte qu'intervient le dopage aux ions ytterbium. L'ion terre rare
Yb3+ possède deux niveaux électroniques 2F7/2 et 2F5/2 (respectivement fondamental et
excité) dont la transition est radiative et centrée autour de 1 µm de longueur d'onde
d'émission. Lorsque l'ion est placé dans une matrice hôte, les niveaux d'énergie lèvent
en partie leurs dégénérescences par eﬀet Stark et créent une multitude de transitions
possibles (ﬁgure I.1). Le système devient alors équivalent à un système laser quasi-trois
niveaux présentant un faible défaut quantique (∼ 5%). Le fait de n'avoir que deux ni-
veaux électroniques 2F7/2 et 2F5/2 permet d'éviter des phénomènes indésirables tels que
l'absorption parasite par les niveaux excités ou l'absorption à deux photons, pouvant
nuire à l'eﬃcacité globale du système d'ampliﬁcation. La transition de pompe se situe
autour de 980 nm, accessible en pompage direct par les diodes laser de puissance du
commerce. Les transitions lasers sont quant à elles distribuées typiquement entre 1 µm
et 1.1 µm avec un proﬁl de gain relativement régulier, ce qui est particulièrement béné-
ﬁque pour la génération et l'ampliﬁcation d'impulsions ultra-courtes. Le temps de vie
du niveau haut est ici de l'ordre de 1 ms, et permet ainsi un pompage continu pour des
cadences dépassant le kHz. Le choix du cristal hôte détermine les propriétés spectro-
scopiques exactes de l'ion (sections eﬃcaces et forme du gain) ainsi que les propriétés
thermiques (dissipation de chaleur), délimitant ainsi les performances ﬁnales des oscil-
lateurs et ampliﬁcateurs. Par exemple, le dopage de l'ion ytterbium dans une matrice
de YAG conduit à un spectre pouvant supporter des impulsions de l'ordre de 600 fs,
avec une conductivité thermique de 6 W/m/K (dopage 5 %). Dans le cas de la silice,
qui possède une structure amorphe et donc très désordonnée, l'élargissement spectral
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Figure I.1  Niveaux d'énergie de la silice dopée aux ions Yb3+ [Newell et al., 2007].
Les deux niveaux 2F7/2 et 2F5/2 correspondent aux niveaux énergétiques de l'ion isolé, et
leurs sous-niveaux sont générés par eﬀet Stark dans la silice. A température ambiante,
ces sous-niveaux s'élargissent notablement de sorte de créer un continuum dans chacun
des niveaux 2F7/2 et 2F5/2 (cf. sections eﬃcaces en ﬁgure (I.2). Les transitions utilisées
dans notre contexte sont le pompage à 977 nm et l'émission laser autour de 1020 nm,
1032 nm et 1069 nm (larges bandes).
du gain est bien plus important et permet de générer des impulsions pouvant aller jus-
qu'à 50 fs (sections eﬃcaces d'absorption et d'émission en ﬁgure I.2). Cependant, ce
même désordre implique une conductivité thermique beaucoup plus faible, de l'ordre
de 0.6 W/m/K, qui limite ainsi la puissance moyenne en sortie de système. Il existe
en réalité un compromis entre largeur de spectre et conductivité thermique, qu'il faut
justement doser aﬁn de produire des impulsions ultra-courtes à haute puissance. Nous
allons décrire succinctement au paragraphe suivant les diﬀérents matériaux dopés Yb3+
permettant la conception de laser femtoseconde de haute puissance.
Figure I.2  Sections eﬃcaces d'absorption et d'émission de la silice dopée aux ions
Yb3+, issues de [Paschotta et al., 1997].
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I.1.1.2 Matrices hôtes
Le premier cristal dopé Yb3+ ayant démontré les meilleures performances en terme
de puissance est le cristal de YAG (Grenat d'Yttrium et Aluminium), dont la crois-
sance et le dopage sont aujourd'hui très bien maîtrisés. Ce matériau possède l'une des
conductivités thermiques les plus élevées par rapport à ses concurrents. L'ampliﬁcation
d'impulsions picoseconde à des énergies de 320 mJ (100 Hz de cadence) a récemment été
démontrée et donne un exemple de performances accessibles aux systèmes d'ampliﬁca-
tion Yb3+:YAG [Tümmler et al., 2009]. La géométrie des ampliﬁcateur joue un rôle clé
dans ces expériences à haute énergie, nous en débattons au paragraphe suivant. Comme
cela a été évoqué précédemment, la largeur de bande de gain est très réduite (moins
de 10 nm), et ne peut pas générer d'impulsions bien au-dessous de la picoseconde (2 ps
dans l'exemple précédent). Les lasers de puissance utilisant la matrice de YAG sont donc
peu adaptés au régime femtoseconde à proprement parler, mais peuvent convenir pour
un grand nombre d'applications peu sensibles à la durée d'impulsion, où la picoseconde
est encore tolérable.
L'un des meilleurs compromis actuels entre largeur de bande et gestion des eﬀets
thermiques est représenté par les cristaux ﬂuorure de type X-F2, notamment CaF2 et
SrF2. Ceux-ci présentent une conductivité thermique très satisfaisante de l'ordre de 8
W/M/K (dépendant du taux de dopage) et peuvent supporter jusqu'à 70 nm de spectre,
soit des impulsions de quelques dizaines de femtoseconde. Habituellement utilisés en
cavité, le cristal Yb3+:CaF2 a démontré ses qualités en ampliﬁcation femtoseconde, no-
tamment dans des ampliﬁcateurs régénératifs, avec une énergie de sortie de 620 µJ pour
une durée d'impulsion de 178 fs (300 Hz de cadence), et une puissance moyenne de 300
mW [Ricaud et al., 2010]. Une autre expérience a récemment rapporté une énergie de 6
mJ à 200 fs de durée (100 Hz de cadence), utilisant notamment un codopage particulier
Yb3+:Na+. Nous pouvons aussi citer les cristaux de type sesquioxydes (X2-O3), proches
du YAG en terme de largeur de bande, mais avec des conductivités thermiques plus
élevées. Ceux-ci autorisent ainsi de plus fortes puissances moyennes, avec néanmoins
une contrainte sur la durée d'impulsion au même titre que le YAG.
Enﬁn, le dopage de la silice (le verre, de formule SiO2) est à considérer, étant le seul
matériau technologiquement maîtrisé pour la croissance des ﬁbres optiques. L'utilisation
des géométries ﬁbrées restreint ainsi le dopage des ions Yb3+ à une matrice de verre, et
ne laisse guère le choix quant aux performances du matériau dopé. La largeur de bande
issue de la silice est intermédiaire (' 40 nm), mais sa conductivité thermique est l'une
des pires parmi ses concurrents. Nous verrons au paragraphe suivant que la géométrie
ﬁbrée permet à elle seule d'outrepasser cette limitation, et que le verre dopé Yb3+ a
déﬁnitivement sa place dans le contexte des lasers de puissance.
Un diagramme fonction de la largeur de bande de gain et de la conductivité ther-
mique permet de visualiser les diﬀérents types de matrices hôtes dopées ytterbium et
de comparer leurs performances (ﬁgure I.3). Malgré l'eﬃcacité optique de l'ion Yb3+
et les bonnes conductivités thermiques disponibles, l'accumulation de chaleur limite
inexorablement les systèmes d'ampliﬁcation en puissance. Pour en limiter les eﬀets, la
géométrie des cristaux utilisée pour l'ampliﬁcation peut être choisie judicieusement aﬁn
d'assurer une bonne dissipation thermique des systèmes d'ampliﬁcation. Nous en faisons
la description au paragraphe suivant.
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Figure I.3  Diagramme représentant les diﬀérents cristaux hôtes en fonction de leur
conductivité thermique et de leur largeur de bande. Les performances mettent en évi-
dence le compromis entre ces deux paramètres.
I.1.2 Géométries adaptées aux fortes puissances moyennes
L'utilisation des cristaux massifs dans les lasers de puissance est justiﬁée à condi-
tion que la matrice hôte de l'ion dopant possède une bonne conductivité thermique,
caractéristique d'un bon transport de la chaleur en surface du cristal. Cependant, la
forme géométrique du matériau possède un rôle clé pour l'évacuation de la chaleur hors
du cristal, notamment sa surface totale de contact avec l'environnement extérieur. Il
faut alors comparer la grandeur surface/volume pour plusieurs géométries d'un même
matériau, car elle caractérise l'aptitude du cristal à dissiper la chaleur qu'il contient au
travers de ses interfaces d'échange. Dans le cas de cristaux massifs, dont les dimensions
de longueur, largeur et hauteur sont du même ordre de grandeur (quelques millimètres
par côté), le rapport surface/volume est au plus faible. Sans eﬀort sur la géométrie des
matériaux laser, les fortes puissances moyennes ne seront accessibles qu'avec de très bons
systèmes de refroidissement tels que les bains d'eau froide ou la cryogénie. Nous étudions
ici les diﬀérentes architectures d'ampliﬁcation à forte puissance permettant d'augmenter
ce rapport surface/volume.
I.1.2.1 Technologie à disque mince
Le cristal dopé n'est plus taillé en pavé mais en forme de disque très ﬁn ("Thin-
disk"), de quelques centaines de microns d'épaisseur. Dans cette conﬁguration, le cristal
possède un rapport surface/volume bien plus important, car très rétréci sur l'une de ses
dimensions. L'une de ses grandes faces constitue l'interface d'échanges thermiques (ﬁ-
gure I.4). Cette architecture particulière est parfaitement adaptée aux système de fortes
puissances moyennes, car le dépôt de chaleur dans le cristal est faible et le diamètre
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du faisceau peut être choisi arbitrairement grand aﬁn d'éviter les dommages optiques
survenant à haute intensité. De plus, l'évacuation de la chaleur se faisant sur l'axe lon-
gitudinal, le gradient thermique selon le plan transverse du faisceau laser est quasiment
absent, et n'induit que de très faibles eﬀets de lentille thermique. Ceux-ci sont par ailleurs
d'autant plus réduits que la distance parcourue dans le milieu est faible. Les inconvé-
nients des géométries Thin-disk proviennent aussi de leur faible épaisseur, notamment
à cause d'un faible gain par passage pour le signal laser. Les architectures d'ampliﬁca-
tion sont donc généralement régénératives ou multi-passages. Un recyclage de la pompe
en conﬁguration multi-passages est également nécessaire du fait de la faible absorption
par passage. Les systèmes d'ampliﬁcation Thin-disk présentent ainsi une contrepartie
de complexité en comparaison des systèmes à cristaux classiques.
Figure I.4  Schéma de principe d'un oscillateur utilisant la technologie à disque mince.
Le premier matériau a avoir été façonné dans cette géométrie est le cristal de YAG.
La plus haute performance d'ampliﬁcation rapportée dans le paragraphe précédent (320
mJ, 100 Hz [Tümmler et al., 2009]) utilise justement la géométrie Thin-disk et l'implique
dans plusieurs systèmes d'ampliﬁcation régénératifs et multi-passages. D'autres types
de cristaux ont ensuite été façonnés en Thin-disk, notamment les cristaux CaF2 et
sesquioxydes, mais ceux-ci n'ont pour l'instant été expérimentés qu'en cavité. Une seule
exception démontre l'ampliﬁcation d'impulsions femtoseconde à l'aide d'un disque mince
Yb:KYW à 500 µJ à 185 fs de durée, pour une fréquence de répétition de 20 kHz
[Buenting et al., 2009].
I.1.2.2 Ampliﬁcateurs Slab
Une autre géométrie particulière d'ampliﬁcation consiste en un cristal massif en
forme de dalle (plus couramment "Slab"), c'est-à-dire en pavé dont les côtés sont l'ordre
du centimètre et l'épaisseur de l'ordre du millimètre (ﬁgure I.5). Le pompage est lon-
gitudinal (parallèle aux grandes faces) et elliptique aﬁn de couvrir un maximum de
volume. Le signal laser eﬀectue plusieurs passages dans le cylindre délimité par le signal
de pompe, qui est généralement recyclé pour gagner en eﬃcacité. Les grandes faces du
cristal servent toutes deux d'interfaces d'échange thermique, rendant cette géométrie
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plus eﬃcace qu'un disque mince. En revanche, le refroidissement est ici transversal et
peut induire un fort gradient thermique le long du proﬁl spatial du faisceau. Le gain
total de l'ampliﬁcateur est important du fait des nombreux passages, mais sa réalisation
pratique devient beaucoup plus complexe que dans les systèmes standards, car les pro-
priétés du cristal (gain, température, ...) doivent être parfaitement contrôlées en tout
point où le signal laser passe. De plus, les non-linéarités rencontrées à haute énergie im-
posent de contrôler la taille du faisceau tout au long de l'ampliﬁcation, avec notamment
de grandes tailles au début (fort gain) et petites à la ﬁn (forte extraction).
Figure I.5  Conﬁguration des oscillateurs utilisant l'architecture à dalle, issue de
[Russbueldt et al., 2010].
L'unique ambassadeur de cette technologie est une fois de plus le cristal Yb:YAG.
Une conﬁguration à 7 passages permet de délivrer des impulsions de 636 fs à une ca-
dence de 20 MHz, avec une énergie de 31 µJ et une puissance moyenne record de 620 W
[Russbueldt et al., 2010]. Ce système a même été dupliqué et mis en cascade aﬁn d'ob-
tenir une puissance moyenne de 1.1 kW avec une qualité d'impulsion bien préservée.
La technologie Slab propose donc les plus fortes puissances moyennes avec des éner-
gies par impulsion et des gains relativement bons, face à une plus grande complexité
d'implémentation.
I.1.2.3 Avantage des architectures ﬁbrées
L'utilisation des ﬁbres optiques pour la génération de fortes puissances moyennes n'a
aujourd'hui plus à être démontrée. Cette géométrie possède le rapport surface/volume
le plus important parmi les architectures existantes, et permet ainsi une très bonne éva-
cuation de la chaleur sans requérir de système de refroidissement particulier. La grande
longueur d'interaction, pouvant atteindre plusieurs mètres dans le cas d'ampliﬁcateurs,
oﬀre une grande surface d'échange et un gain par passage important, tout en conservant
un volume relativement faible grâce à la taille réduite du c÷ur de ﬁbre. Cette conﬁgu-
ration est donc adaptée à la génération de très fortes puissances moyennes. De plus, le
guidage du signal permet de conserver (voire même ﬁltrer) le proﬁl spatial du faisceau
à ampliﬁer, qui sera pour des ﬁbres monomodes toujours très proche de la limite de
diﬀraction en sortie de système. Le guidage oﬀre en outre une simplicité d'utilisation et
d'implémentation remarquable, ainsi qu'une bonne compacité des systèmes d'ampliﬁca-
tion.
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La technologie des ﬁbres ampliﬁcatrices, basée en premier lieu sur le guidage par saut
d'indice (ou réﬂexion totale interne), permet une très bonne eﬃcacité optique-optique
grâce à un excellent recouvrement des faisceaux pompe et signal sur de grandes longueurs
d'interaction. Cependant, le couplage de ces deux faisceaux dans un seul et unique c÷ur
monomode impose au faisceau de pompe d'être de très haute qualité spatiale, ce qui
n'est technologiquement pas compatible avec de fortes puissances moyennes dans l'état
de l'art actuel. On utilise alors des ﬁbres à double gaine permettant de propager un signal
monomode dans un c÷ur dopé central, délimité par une première gaine, simultanément
avec un faisceau de pompe couplé dans un c÷ur très multimode, délimité par une seconde
gaine de diamètre plus grand. Dans cette conﬁguration double gaine, la pompe et la zone
dopée (c÷ur central) présentent un faible recouvrement dans la ﬁbre. Cependant, les
grandes longueurs d'interaction permettent au faisceau de pompe d'être progressivement
absorbé dans le c÷ur de ﬁbre, assurant au ﬁnal une excellente eﬃcacité optique-optique
malgré un faible recouvrement des faisceaux pompe et signal, ce qui n'est pas réalisable
en propagation libre.
L'inconvénient de la géométrie ﬁbrée réside dans le fort conﬁnement du faisceau sur
de très grandes longueurs, qui exalte les eﬀets non-linéaires. En régime femtoseconde, le
phénomène d'automodulation de phase (SPM pour "Self-Phase Modulation") intervient
généralement en premier lieu et dégrade fortement le proﬁl temporel des impulsions en
sortie de système (nous en décrivons formellement les eﬀets en section (I.2) suivante). A
des puissances plus élevées, l'autofocalisation peut elle-aussi intervenir et endommager
irréversiblement le milieu à gain. La faiblesse de cette géométrie est donc portée sur
la puissance crête des impulsions de sortie, ou encore sur leur énergie ﬁnale pour une
durée d'impulsion donnée. Pour répondre aux problèmes de conﬁnement du faisceau,
la première solution consiste à agrandir le diamètre de c÷ur de la ﬁbre, permettant
eﬀectivement de diminuer les eﬀets non-linéaires sensibles à l'intensité, comme la diﬀu-
sion Brillouin stimulée en régimes continu, nanoseconde et picoseconde (faibles largeurs
spectrales), ou la SPM en régime femtoseconde (larges bandes). Cependant, élargir le
c÷ur d'une ﬁbre tend inévitablement à rendre celui-ci multimode et détériore de façon
irrémédiable le proﬁl spatial du faisceau, principale qualité de cette géométrie. Aﬁn de
conserver le caractère monomode, il faut que le contraste d'indice entre le c÷ur et la
première gaine soit le plus faible possible (ﬁgure I.6). Cela implique de fortes contraintes
technologiques sur la croissance des ﬁbres, essentiellement sur la maîtrise de la valeur
des indices de c÷ur et de gaine, avec de surcroît l'inﬂuence du dopage du c÷ur.
Aujourd'hui, de nouvelles technologies LMA (pour "Large Mode Area") ont fait
surface et autorisent de plus grandes aires modales tout en conservant une bonne qualité
de faisceau. L'une d'entre elles, dénommée PCF pour "Photonic crystal ﬁber", consiste
à utiliser un matériau d'indice homogène, dopé dans la région centrale pour constituer
le c÷ur, et possédant de petits trous d'air autour de la zone centrale (ﬁgure I.6). Cette
conﬁguration abaisse très légèrement l'indice de réfraction autour de la zone dopée,
alors appelé indice eﬀectif, et permet le guidage du signal. Une seconde couche, souvent
constituée de trous d'airs ("air-clad") ou parfois d'un polymère d'indice bien plus faible,
recouvre le matériau et assure le guidage multimode de la pompe. Cette technologie
permet de passer d'un diamètre de c÷ur de 6 µm, valeur typique pour les ﬁbres purement
monomodes opérant à 1 µm, à des diamètres pouvant atteindre 40 µm . Une autre
technologie émergente consiste à élargir notablement les trous d'air autour du c÷ur tout
en réduisant leur nombre (ﬁgure I.6). Ces ﬁbres portent l'acronyme LPF pour "Large
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Pitch Fibers", en référence au grand pas qui sépare les trous. Cette conﬁguration porte
légèrement atteinte à la qualité du mode transverse (les facteursM2 passent typiquement
de 1.1 à 1.3), mais autorise de plus fortes tailles de c÷ur pouvant aller jusque 105 µm de
diamètre [Stutzki et al., 2011].
Remarquons aussi un type particulier de ﬁbre LMA, de type barreau (ou "Rod-
type"), parfaitement rigide et indéformable. Sa longueur est plus faible que celles des
ﬁbres LMA classiques et dépasse rarement le mètre aﬁn de diminuer les eﬀets non-
linéaires par passage. Cela impose notamment d'augmenter le taux de dopage aﬁn de
maintenir un niveau de puissance convenable, ce qui a pour conséquence d'élever le
niveau des eﬀets thermiques (dépôt de chaleur issu du défaut quantique). Ce type de
ﬁbre est donc contraint à l'utilisation de gaines adaptées une évacuation plus eﬃcace de
la chaleur, alors constituées de silice au lieu de trous d'air ou de polymères, ce qui impose
la rigidité de la ﬁbre Rod-type. Sa conﬁguration parfaitement linéaire permet en outre
de préserver les modes spatiaux de la ﬁbre, car le contraste d'indice eﬀectif est tellement
faible que tordre la ﬁbre induirait d'importantes pertes. La longueur des ﬁbres Rod-
type étant faible par déﬁnition, l'encombrement des systèmes à ﬁbre est relativement
peu perturbé. Il est aujourd'hui possible de se procurer dans le commerce des ﬁbres dont
les diamètres de c÷ur peuvent aller de 85 à 100 µm au moyen de cette technologie. Nous
pouvons enﬁn citer un dernier type de ﬁbre à bande photonique, ou ﬁbre de Bragg, que
nous avons eu l'occasion d'étudier, et dont nous présentons les performances en régime
d'ampliﬁcation femtoseconde en annexe (cf.partie IV.3.2).
Figure I.6  Coupe transversale des diﬀérents types de ﬁbres. Gauche : schémas de ﬁbres
monomodes à saut d'indice, avec le proﬁl d'indice et la taille de c÷ur correspondante.
Droite : images au microscope d'une ﬁbre (a) monomode, (b) PCF double-gaine, (c)
LPF double-gaine sur une même échelle, issues de [Eidam et al., 2011].
Nous retenons donc des technologies ﬁbrées une grande eﬃcacité optique-optique,
de forts gains par passage, une très bonne gestion de la thermique, une excellente qualité
de faisceau ainsi qu'une grande facilité d'utilisation et d'intégration. La limite en énergie
et/ou puissance-crête est donc bien malheureuse au vu de tant d'avantages. Nous allons
à présent nous limiter aux systèmes à ﬁbre et nous préoccuper particulièrement de cette
problématique, notamment grâce aux procédés de combinaison cohérente.
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I.2 Systèmes laser femtoseconde ﬁbrés de forte puis-
sance moyenne
Étant à présent restreints aux systèmes d'ampliﬁcation à ﬁbre dopée Yb3+, nous
pouvons en présenter un état de l'art plus détaillé, aﬁn de bien comprendre les problé-
matiques posées et de pouvoir y répondre. Nous commençons par déﬁnir et caractéri-
ser de façon rigoureuse une impulsion femtoseconde (paragraphe I.2.1), et étudions sa
propagation et son ampliﬁcation dans les ﬁbres optiques (paragraphe I.2.2). Ces deux
paragraphes permettent de cibler les contraintes inhérentes à la géométrie ﬁbrée. Nous
présentons en dernier paragraphe l'état de l'art des architectures classiques d'ampliﬁ-
cation à ﬁbre de forte puissance, et identiﬁons plus précisément leurs limitations (pa-
ragraphe I.2.3). Toute cette étude nous permettra de saisir l'intérêt et les conséquences
des procédés de combinaison cohérente en régime femtoseconde.
I.2.1 Déﬁnition d'une impulsion femtoseconde
Le champ électrique total d'une impulsion femtoseconde doit être déﬁni dans les
domaines spatial et temporel. Sa représentation complexe s'exprime en fonction des
coordonnées d'espace ~r = x · ~x+ y · ~y+ z · ~z et de temps t, la grandeur z représentant la
direction de propagation :
~E(~r, t) = E0 ·F (~r) ·U(z, t) ·~e (I.1)
Les grandeurs F (~r) et U(z, t) représentent respectivement le proﬁl spatial du faisceau et
la forme temporelle du champ électrique, et sont toutes deux complexes. Leur proﬁls sont
normalisés à 1 au sommet, de sorte que la constante E0 représente l'amplitude du champ
en temps et en espace (amplitude absolue). Le vecteur ~e est polarisation du champ, que
nous supposons ici parfaitement linéaire. Le proﬁl spatial F (~r) caractérise la répartition
transverse du champ électrique (dépendance en (x, y)), ainsi que son évolution au cours
de sa propagation (dépendance en z). Le champ électrique U(z, t) représente quant à lui
l'onde électromagnétique se propageant selon l'axe z, évaluée au centre du faisceau. Cette
écriture du champ électrique suppose qu'il n'y a aucune interaction entre les domaines
spatial et temporel, de sorte que le proﬁl spatial reste constant dans le temps et que le
proﬁl temporel de l'impulsion est identique quel que soit le lieu (x, y) du proﬁl spatial.
Nous allons à présent développer les deux grandeurs F (~r) et U(z, t) aﬁn d'établir une
expression plus précise du champ ~E(~r, t).
I.2.1.1 Aspects temporels
Dans le domaine temporel, une impulsion femtoseconde idéale est décrite comme
la somme d'un très grand nombre de fréquences optiques, identiques en polarisation et
toutes parfaitement en phase en un lieu et un instant donné. Dans la suite, lorsque nous
ferons référence à une fréquence optique, nous parlerons de sa pulsation ω = 2piν, plus
commode à manipuler que la véritable fréquence optique ν. Dans le cas le plus général,
on déﬁnit le proﬁl temporel d'une impulsion U(t), déterminé en un point quelconque de
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l'espace et centré à l'instant t = 0, de la manière suivante :
U(t) =
1√
2pi
∫
U˜(ω)e−iωtdω = TF
[∣∣∣U˜(ω)∣∣∣ eiφ(ω)] [t] (I.2)
avec U˜(ω) le champ électrique dans le domaine spectral, |U˜(ω)| son module appelé forme
du champ spectral (réelle et positive), et φ(ω) la phase spectrale de l'impulsion. Cette
expression correspond à une somme d'ondes planes de fréquences et de phases diﬀérentes.
Le facteur
√
2pi permet de conserver l'énergie de l'impulsion entre les domaines temporel
et fréquentiel
(∫ |U(t)|2dt = ∫ |U˜(ω)|2dω). La forme temporelle du champ électrique est
ainsi déterminée par la forme de son champ spectral |U˜(ω)| et par la phase relative de
chacune de ses composantes ω. Dans le cas où cette dernière est indépendante de la
fréquence (φ(ω) = cte = φ0 pour tout ω), le champ électrique dans le domaine temporel
est directement exprimé par la transformée de Fourier de la forme du champ spectral
|U˜(ω)|. Dans ces conditions précises, on dit que l'impulsion femtoseconde est limitée par
transformée de Fourier, car elle constitue le proﬁl le plus court accessible pour la forme
de champ spectral |U˜(ω)| donnée. En supposant cette dernière de forme gaussienne :
U˜(ω) =
√
2
∆ω0
eiφ0 exp
[
−
(
∆ω
∆ω0
)2]
(I.3)
avec ∆ω0 la demi-largeur à 1/e, on en déduit la forme temporelle du champ électrique,
elle aussi gaussienne :
U(t) = e−iω0teiφ0 exp
[
−
(
t
∆T0
)2]
= A(t)e−iω0teiφ0 (I.4)
avec ∆T0 = 2∆ω0 la demi-largeur à 1/e. Nous constatons donc que l'impulsion femto-
seconde est équivalente au produit d'une porteuse monochromatique, oscillant à ω0,
avec une fonction enveloppe A(t) qui caractérise sa durée et dépend directement de son
contenu spectral. Le déphasage φ0 de la porteuse implique un décalage de son maximum
par rapport au sommet de l'enveloppe, et n'a pas d'eﬀet sur la forme temporelle de
l'impulsion. Si l'on considère à présent les proﬁls en intensités (I = |A|2), qui sont les
grandeurs auxquelles l'on accède expérimentalement, on déﬁnit leurs largeurs totales à
mi-hauteur en temps ∆TFWHM =
√
2 ln 2 ∆T0 et en fréquence ∆ωFWHM =
√
2 ln 2∆ω0.
Nous en déduisons l'expression du produit tempsbande-passante :
∆TFWHM.∆νFWHM =
2 ln 2
pi
' 0.441 (I.5)
qui correspond à la limite par transformée de Fourier d'une impulsion gaussienne. On
rencontre parfois des proﬁls temporels diﬀérents, en particulier celui en sécante hyper-
bolique carrée de forme sech2(T ) = 1
cosh2(T )
qui provient de régimes soliton opérés dans
les oscillateurs et que nous utilisons dans toutes les expériences pratiques du manuscrit.
Ses formes temporelle et spectrale sont relativement proches d'un proﬁl gaussien, au
point que la description des phénomènes physiques à l'aide d'impulsions gaussiennes
soit une bonne approximation du cas pratique. Le produit tempsbande-passante d'un
proﬁl temporel en sech2 vaut quant à lui ∆TFWHM.∆νFWHM ' 0.315.
En régime femtoseconde, où l'on considère de grandes largeurs de spectre, il est gé-
néralement diﬃcile de conserver une phase parfaitement constante sur tout le spectre
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après propagation et/ou ampliﬁcation. Cependant, le champ spectral s'étendant généra-
lement sur une largeur à mi-hauteur ∆ω0 faible devant la fréquence centrale d'oscillation
ω0, la phase spectrale φ(ω) de l'impulsion peut s'exprimer par un développement limité
en ∆ω = ω − ω0 :
φ(ω) = φ0 + φ1∆ω + φ2∆ω
2 + · · · (I.6)
En limitant classiquement le développement de la phase spectrale à l'ordre 2 (cf. section
I.2.2.1 en présence de dispersion), le champ électrique U(t) prend alors la forme suivante :
U(t) = TF
[
|U˜(ω)|ei(φ0+φ1∆ω+φ2∆ω2)
] [
t
]
(I.7)
En appliquant le changement de variable ∆ω = ω− ω0 et en notant A˜(∆ω) = |U˜(ω)| le
champ spectral de l'impulsion centré en 0, on obtient :
U(t) = e−iω0t TF
[
A˜(∆ω)eiφ0eiφ1∆ωeiφ2∆ω
2
] [
t
]
= e−iω0teiφ0 TF
[
A˜(∆ω)eiφ2∆ω
2
] [
t− φ1
]
(I.8)
Dans ces circonstances, l'impulsion n'est plus en limite de Fourier et se retrouve
temporellement élargie. L'ordre 1 n'induit qu'un décalage temporel de l'impulsion sans
déformation (délai) et ne perturbe pas sa caractérisation, tandis que les ordres 2 et
supérieurs modiﬁent le proﬁl temporel A(t) (élargissement, piédestal, répliques parasites
aux pieds), et nuisent ainsi à la qualité temporelle de l'impulsion femtoseconde. En
pratique, il est indispensable de déterminer la phase spectrale d'une impulsion à partir
de l'ordre 2 en plus de son spectre optique aﬁn de pouvoir correctement caractériser son
proﬁl temporel.
I.2.1.2 Aspects spatiaux
Nous étudions ici la répartition transverse du champ électrique F (~r), tout d'abord
en espace libre. Nous supposons que les proﬁls sont à symétrie de révolution, ce qui nous
permet d'exprimer F (~r) sous la forme F (ρ, z), avec ρ =
√
x2 + y2 la coordonnée radiale
dans le plan transverse. En espace libre, la propagation selon z du faisceau laser, supposé
ici monomode transverse, est représentée par le formalisme des faisceaux gaussiens, dont
le proﬁl est de la forme suivante :
F (ρ, z) = |F (ρ, z)|eiΦ(ρ,z) = w0
w(z)
e−(
ρ
w(z))
2
eik0
ρ2
2R(z) (I.9)
avec w0 le waist du faisceau, w(z) = w0
√
1 +
(
z
ZR
)2
la demi-largeur à 1/e du faisceau
en z, R(z) = z
[
1 +
(
ZR
z
)2]
le rayon de courbure du front d'onde en z et ZR =
n0piw20
λ0
la distance de Rayleigh. La phase de Gouy est volontairement omise, n'ayant aucune
inﬂuence sur les procédés que nous décrivons tout au long du manuscrit. Le champ
F (ρ, z) est normalisé à 1 au centre du faisceau et proche de son waist, et son module
caractérise la répartition spatiale de l'énergie dans le plan transverse. Le terme Φ(ρ, z),
phase spatiale du faisceau, représente le proﬁl spatial du front d'onde. Il a ici une forme
parabolique en ρ, correspondant à une simple défocalisation.
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Dans le cas général où le front d'onde n'est pas parfait, il est habituel d'approximer
la phase spatiale Φ(ρ, θ), décrite à une distance z ﬁxée, par un développement limité
autour de sa valeur centrale, comme nous avons procédé pour la phase spectrale :
Φ(ρ, θ) = Φ0 + Φ1xρ cos θ + Φ1yρ sin θ + Φ2ρ
2 + ... (I.10)
La grandeur physique Φ0 = φ0 représente la phase spatiale absolue au centre du faisceau
et correspond exactement à la phase spectrale absolue. Elle sera donc annulée dans la
suite, car déjà exprimée dans la contribution temporelle du champ. Les termes Φ1x et Φ1y
représentent les basculements respectifs dans les directions x et y et Φ2 la défocalisation
du faisceau, de rayon de courbure R tel que Φ2 = k02R . Les ordres strictement supérieurs
à 2 correspondent aux aberrations géométriques, que nous pourrons négliger jusqu'à
la ﬁn du manuscrit notamment par l'utilisation de ﬁbres monomodes (phase spatiale
rigoureusement nulle dans la ﬁbre, cf. expression ci-dessous).
Lorsque le champ électrique est couplé dans le mode fondamental d'une ﬁbre op-
tique, son proﬁl transverse devient indépendant de z et n'est déterminé que par les
caractéristiques de la ﬁbre :{
F (ρ) = J0(κ1ρ) pour ρ ≤ a
F (ρ) =
√
a
ρ
J0(κ1a)e
−κ2(ρ−a) pour ρ ≥ a (I.11)
avec J0 la fonction de Bessel d'ordre 0, a le rayon de c÷ur de ﬁbre, et κ1 et κ2 deux
constantes dépendantes de la longueur d'onde et des caractéristiques de la ﬁbre (indices
de c÷ur, de gaine, eﬀectifs...). Pour éviter des calculs lourd, on approxime généralement
la répartition spatiale par un proﬁl gaussien :
F (ρ) ' e−
(
ρ
w0
)2
(I.12)
avec w0 sensiblement proche de a mais fortement dépendant de l'ouverture numérique
des ﬁbres [Agrawal, 2001]. Nous ne traiterons pas de modes transverses d'ordres supé-
rieurs dans cet ouvrage. En eﬀet, le proﬁl spatial des faisceaux a une incidence sur la
qualité des procédés de combinaison cohérente (cf. section I.3), et il sera nécessaire de
ne traiter que des proﬁls proches du mode gaussien fondamental. En ce sens, seules des
ﬁbres monomodes ou présentant des fuites pour les modes d'ordres supérieurs (ﬁbres
à large aire modale) seront présentées et utilisées dans les expériences. Nous pourrons
alors toujours faire l'approximation d'un proﬁl gaussien dans et en sortie de ﬁbre.
I.2.2 Propagation des impulsions dans les ﬁbres optiques
I.2.2.1 Dispersion
Nous étudions ici l'évolution d'une impulsion femtoseconde au cours de sa propaga-
tion dans un milieu matériel dispersif. Le proﬁl temporel U(z, t) de l'onde progressive,
évoluant selon la direction z, s'exprime à présent de la manière suivante :
U(z, t) =
1√
2pi
∫
U˜(z, ω)ei[k(ω)z−ωt]dω = TF
[
U˜(z, ω)eiφL(z,ω)
] [
t
]
(I.13)
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avec U˜(z, ω) le champ électrique dans le domaine spectral, k(ω) le vecteur d'onde associé
à chaque fréquence ω et φL(z, ω) = k(ω)z la phase spectrale de l'impulsion issue des
eﬀets linéaires de dispersion. La dépendance en z de la grandeur U˜(z, ω) indique que le
spectre de l'impulsion peut évoluer, dans le cas où la propagation n'est pas purement
linéaire. Nous ne considérons dans ce paragraphe que la dispersion seule. Le champ
spectral initial U˜(ω) = |U˜(ω)|eiφ(ω) (phase spectrale initiale φ(ω) comprise) acquiert
ainsi un terme de phase spectrale supplémentaire φL(z, ω) = k(ω)z, sans déformation
de son proﬁl. De même qu'en partie I.2.1, le vecteur d'onde k(ω) peut être développé
autour de la fréquence centrale ω0 du spectre d'impulsion :
k(ω) = k0 + k1∆ω +
1
2
k2∆ω
2 + · · · (I.14)
avec k0 = k(ω0) le vecteur d'onde à la fréquence centrale ω0, k1 =
(
dk(ω)
dω
)
ω0
= 1
vg
l'inverse de la vitesse de groupe en ω0 dans le milieu considéré, et k2 =
(
d2k(ω)
dω2
)
ω0
la dispersion de vitesse de groupe (GVD, pour "Group-Velocity Dispersion) en ω0. La
phase spectrale linéaire φL(z, ω) de l'impulsion se développe donc elle aussi selon les
diﬀérents ordres :
φL(z, ω) = φ0(z) + φ1(z)∆ω + φ2(z)∆ω
2 + · · · (I.15)
En se limitant à l'ordre 2, en appliquant le même changement de variable qu'en section
précédente (∆ω = ω − ω0) et en supposant une impulsion limitée par transformée de
Fourier en z = 0 (φ(0, ω) = 0), on obtient à une distance z de propagation :
U(z, t) = ei(k0z−ω0t) TF
[
A˜(∆ω)eiφ2(z)∆ω
2
] [
t− z
vg
]
(I.16)
Après avoir parcouru la distance L, l'impulsion lumineuse femtoseconde est ﬁnale-
ment équivalente au produit d'une onde plane monochromatique, oscillant à ω0 et
se propageant à la vitesse de phase vφ = ω0k0 , avec une fonction enveloppe A(t) =
TF
[
A˜(∆ω)e−iφ2(L)∆ω
2
] [
t
]
, qui se propage à la vitesse de groupe vg. On remarque que
seule la dispersion de vitesse de groupe (et ordres supérieurs) inﬂue sur la forme initiale
de l'impulsion, la vitesse de groupe n'induisant qu'un simple retard de l'enveloppe par
rapport à la porteuse. Il convient alors de changer de variable temporelle en déﬁnissant
le temps propre de l'impulsion T = t− z
vg
, ce qui revient à se placer dans le référentiel
propre de l'enveloppe :
U(T ) = A(T )e−iω0T eiφce(z) (I.17)
avec φce(z) =
(
1
vφ
− 1
vg
)
ω0z la phase de la porteuse e−iω0T par rapport à l'enveloppe
A(T ) (CEP pour "carrier-envelope phase"). Pour une distance L ﬁxée, nous retrouvons
l'expression de la partie I.2.1 permettant de caractériser complètement une impulsion
femtoseconde. Ainsi, après avoir parcouru une longueur L de ﬁbre (φ2 = k22 L), l'enve-
loppe temporelle d'une impulsion gaussienne, initialement limitée par transformée de
Fourier, s'exprime en sortie de système par :
A(T ) =
√
2
∆ω0
TF
[
e−
∆T2
4
∆ω2
]
(I.18)
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en déﬁnissant la quantité complexe ∆T 2 = ∆T0
2 − i 4φ2. En remarquant que |∆T | =
C∆T0 avec C =
√
1 + (4φ2)
2
∆T0
4 , on obtient ﬁnalement :
A(T ) =
2
∆ω0 |∆T |e
−( T∆T )
2
=
1√
C
e
−
(
T
C∆T0
)2
e−iφ(T ) (I.19)
en séparant dans l'exponentielle les parties réelle et imaginaire de
(
T
∆T
)2
. L'enveloppe
temporelle du champ reste donc gaussienne mais de durée élargie d'un facteur C par
rapport à sa limite par transformée de Fourier ∆T0. Le paramètre C est appelé facteur
d'étirement de l'impulsion. On constate de plus que l'intensité crête, proportionnelle
à |A(T )|2, est diminuée du même facteur C, ce qui conserve bien l'énergie totale de
l'impulsion. De plus, la dispersion d'ordre 2 ajoute à l'enveloppe un terme de phase
temporelle φ(T ) = 4φ2
C2∆T0
4T 2 qui s'adjoint à la porteuse du champ e−iω0T :
U(T ) = A(T )e−iω0T eiφce = |A(T )| e−i(ω0T+φ(T ))eiφce (I.20)
L'expression du champ sous cette forme montre que la porteuse n'a plus de fréquence
d'oscillation parfaitement déﬁnie, car celle-ci dépend à présent du temps T , c'est-à-
dire de sa "position" dans le proﬁl temporel de l'impulsion. Il est courant de déﬁnir la
fréquence instantanée ω(T ) de la porteuse :
ω(T ) =
d
dT
(ω0T + φ(T )) = ω0 +
8φ2
C2∆T0
4T (I.21)
Il y a donc une dérive de fréquence de la porteuse dans l'enveloppe, linéaire avec le
temps et préservant la fréquence centrale au sommet de l'impulsion (ω(0) = ω0). Dans
notre contexte, cette dérive est toujours positive (croissante pour ω croissant) car le
coeﬃcient k2 est positif dans les ﬁbres optiques aux longueurs d'onde d'intérêt. Pour
de faibles phases d'ordre 2 (4φ2 << ∆T0
2), l'étirement est négligeable (C ∼ 1). Dans
le cas contraire où l'impulsion est très dispersée (C ' 4φ2
∆T0
2 ), on constate qu'à l'instant
T = C∆T0, la fréquence instantanée vaut simplement ω(T ) = ω0 + ∆ω0. Comme la
dérive de fréquence est linéaire, nulle en T = 0 et de ∆ω0 en T = C∆T0, les proﬁls
temporel et spectral de l'impulsion sont homothétiques l'un de l'autre, et à chaque
instant T de l'impulsion correspond une fréquence ω bien déﬁnie du spectre (ﬁgure I.7).
On retrouve par ailleurs que le phénomène de dispersion est bien linéaire, car la dérive de
fréquence induite dans le domaine temporel n'excède pas la largeur du spectre initiale,
et ce quelque-soit le degré d'étirement.
Dans la pratique, pour de grandes largeurs de bande, les milieux matériels rencon-
trés possèdent un coeﬃcient de GVD k2 suﬃsamment important pour introduire une
quantité non négligeable de phase spectrale supplémentaire. De plus, bien que les ﬁbres
optiques ne soient que faiblement dispersives aux longueurs d'onde d'utilisation, leurs
longueurs totale dans les systèmes d'ampliﬁcation sont généralement importantes, de
l'ordre de quelques mètres. Le terme φ2(z) devient en général non négligeable et l'im-
pulsion s'élargit au cours de sa propagation (φ2(z) linéaire en z). La silice présente une
dispersion de vitesse de groupe positive k2 ' 25 · 10−3 ps2/m à 1030 nm, correspon-
dant à une phase spectrale d'ordre 2 de φ2 = 25 · 10−3 ps2 pour 2 m de ﬁbre, soit un
écart de 36 mrad en bord de spectre (∆ω = δω0). Le proﬁl temporel d'une impulsion
gaussienne centrée à 1030 nm et de 5 nm de largeur à mi-hauteur (∆TFWHM = 300
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Figure I.7  Représentation des proﬁls en intensité temporel et spectral, dans le cas
d'une impulsion fortement étirée, avec correspondance entre phase temporelle et phase
spectrale
fs) sera alors étiré à ∆T ' 550 fs en sortie de système, avec un facteur d'étirement
C = 1.83. Les termes d'ordre 2 restent donc relativement faibles pour les durées d'im-
pulsion considérées, et facilement compensables en pratique par l'utilisation de systèmes
de compression à prismes ou à réseaux de diﬀraction (section I.2.3.1). Les termes de dis-
persion d'ordres 3 (TOD pour "Third-Order Dispersion") et supérieurs sont en revanche
diﬃciles à corriger expérimentalement et déforment irrémédiablement le proﬁl temporel
en sortie de système. Pour les systèmes à ﬁbre, dont les largeurs de spectre impliquées
sont généralement faibles devant la longueur d'onde centrale (∆ω0/ω0 ' 5.10−3 pour
5 nm de spectre), le développement de la phase spectrale à l'ordre 2 est généralement
suﬃsant pour correctement caractériser l'impulsion. En se plaçant dans les conditions
de l'exemple précédent, avec un coeﬃcient de TOD de k3 = 6.10−5 ps3, on en déduit
une contribution φ3 = 16k3L ' 2 · 10−5 pour 2 m de ﬁbre, correspondant à une phase
de 0.035 mrad en bord de spectre et que l'on peut légitimement négliger. Si cependant
les spectres dépassent la dizaine de nanomètres et/ou si les longueurs de ﬁbre traver-
sées deviennent importantes, les contributions d'ordre 3 deviennent non négligeables et
posent généralement des problèmes de compressibilité d'impulsions en sortie de système
(cf paragraphe I.2.3).
I.2.2.2 Non-linéarités
En plus des phénomènes dispersifs, des eﬀets non-linéaires font leur apparition à
fortes intensités crêtes. Dans les ﬁbres optiques, la structure amorphe de la silice implique
que seuls les eﬀets non-linéaires d'ordres impairs peuvent se produire. En régime femto-
seconde, on rencontre principalement l'eﬀet Kerr, eﬀet non-linéaire d'ordre 3. D'autres
phénomènes comme la diﬀusion Raman peuvent aussi intervenir, mais à des niveaux de
puissance plus élevés pour les largeurs de bande considérées dans ce manuscrit.
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L'eﬀet Kerr est un phénomène qui se traduit par une modiﬁcation locale de l'indice
de réfraction, proportionnellement à son intensité :
n(~r, T ) = n0 + n2I(~r, T ) (I.22)
avec n0 l'indice de réfraction en absence de non-linéarités et n2 l'indice non-linéaire
associé au milieu, exprimé en m2/W (n2 ' 3 · 10−20 m2/W pour la silice aux longueurs
d'onde d'intérêt). La relation entre l'intensité optique et le champ électrique s'exprime
par :
I(~r, T ) =
1
2
cn00|E(~r, T )|2 = I0 · |F (ρ, z)|2 · |U(z, T )|2 (I.23)
Le champ ~E(~r, t) acquiert ainsi une phase non-linéaire supplémentaire, accumulée sur
une tranche dz de propagation :
dφNL(~r, T ) =
2pi
λ0
n2I(~r, T )dz =
k0n2
n0
I0 · |F (ρ, z)|2 · |U(z, T )|2dz (I.24)
D'après l'expression de l'indice n(~r, T ), l'eﬀet Kerr a une inﬂuence sur le champ élec-
trique dans les domaines temporel et spatial, selon que l'on s'intéresse à la dépendance
en U(z, T ) ou en F (ρ, z) respectivement. Nous allons étudier chacun de ces phénomènes
indépendamment des autres dans les paragraphes suivants.
Automodulation de phase
La transcription de l'eﬀet Kerr dans le domaine temporel est appelée automodula-
tion de phase (SPM pour "Self-Phase Modulation"). Le proﬁl temporel de l'impulsion
U(z, T ) crée en son sein un gradient d'indice rapidement variable le long de l'enveloppe,
se traduisant par une l'ajout d'un terme de phase temporelle. Si le faisceau est en pro-
pagation libre, l'eﬀet de la SPM reste localisé au centre du faisceau, là où l'intensité est
la plus forte. En revanche, en propagation dans une ﬁbre optique, la conditions de gui-
dage imposée au faisceau "brouille" les rayons dans le c÷ur de ﬁbre se sorte que ceux-ci
ne restent jamais localisés en un lieu précis du proﬁl. La SPM agit ainsi de manière
homogène sur toute l'étendue spatiale du faisceau. Dans le cadre des ﬁbres, on déﬁnit
usuellement l'aire eﬀective du c÷ur, caractéristique de l'aire de conﬁnement du faisceau,
par :
Aeff =
(∫∫ |F (x, y)|2dxdy)2∫∫ |F (x, y)|4dxdy (I.25)
qui vaut simplement Aeff = piwo2 pour un proﬁl gaussien, soit le double de l'aire à 1/e2
habituellement déﬁnie pour un faisceau gaussien en propagation libre. Cette grandeur
représente l'aire d'un faisceau d'intensité uniforme (F (x, y) = 1), transportant la même
puissance que le faisceau réel (de rayon w0) et subissant exactement les mêmes eﬀets non-
linéaires. Ainsi, pour caractériser la SPM dans les ﬁbres, on considère un proﬁl spatial
homogène s'étendant sur l'aire eﬀective Aeff , ce qui permet d'exprimer la puissance
instantanée P (z, T ) dans la ﬁbre par :
P (z, T ) = P0|U(z, T )|2 (I.26)
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avec P0 = I0Aeff la puissance crête de l'impulsion en entrée. On déﬁnit aussi le coeﬃcient
γ, exprimé en W−1.m−1 :
γ =
k0n2
n0Aeff
(I.27)
qui ne dépend que des caractéristiques de la ﬁbre (indices, aire eﬀective) et de la longueur
d'onde centrale d'opération. La phase temporelle non-linéaire élémentaire dφNL(z, T ),
acquise par l'impulsion au point z de la ﬁbre, s'écrit alors :
dφNL(z, T ) = γP (z, T )dz = γP0|U(z, T )|2dz (I.28)
Cette phase non-linéaire est élémentaire car elle dépend du proﬁl d'impulsion au
point z de la ﬁbre, qui peut évoluer au cours de la propagation (étirement, déformation,
ampliﬁcation, etc...) en présence d'autres phénomènes comme la dispersion ou le gain.
Dans le cas général, il y a une interaction incessante entre le proﬁl d'impulsion U(z, T )
et la phase non-linéaire accumulée φNL, qui rend leurs déterminations non triviales et
insolubles analytiquement. A défaut d'une expression générale du champ électrique, il
convient de déﬁnir une grandeur physique qui quantiﬁe l'importance des eﬀets de la
SPM. On appelle intégrale-B la phase non-linéaire accumulée au sommet de l'impulsion
sur une distance L de ﬁbre :
B =
∫
dφNL(z, 0) = γP0
∫ L
0
|U(z, 0)|2dz (I.29)
Cette grandeur ne dépend que du coeﬃcient γ et de l'évolution de la puissance crête
P (z, 0) à l'intérieur de la ﬁbre. Pour limiter les eﬀets non-linéaires, on cherchera donc à
réduire l'intégrale-B de l'impulsion en sortie de système, ce qui revient à obtenir une aire
sous la courbe P (z, 0) la plus faible possible. Si l'on veut plus de détails sur l'impact de
la phase temporelle non-linéaire, on peut déﬁnir, de la même façon qu'en section I.2.2.1
la fréquence instantanée de la porteuse en sortie de système pour une longueur L de
ﬁbre :
ω(T ) =
d
dT
(ω0T − φNL(z, T )) = ω0 − γP0 d
dT
(∫ L
0
|U(z, T )|2dz
)
(I.30)
A la diﬀérence de la dispersion, qui est un phénomène linéaire en ω, la SPM provoque
une dérive de fréquence dont l'excursion peut dépasser la taille de spectre initiale. Cela
se traduit dans le domaine spectral par la création de nouvelles fréquences, et d'une
déformation de la phase spectrale par l'ajout d'un terme φNL(ω).
Nous supposons à présent la propagation d'une impulsion sujette aux eﬀets de SPM
uniquement (pas de GVD ni de gain). Il est dans ce cas possible de déterminer une
expression analytique du proﬁl temporel U(L, T ) pris en un point L de la ﬁbre :
U(L, T ) = U(0, T )eiγP0
∫ L
0 |U(L,T )|2dz (I.31)
On constate dans ce cas que l'enveloppe temporelle de l'impulsion |U(z, T )| = A(z, T )
reste inchangée tout au long de la propagation de l'impulsion (|U(z, T )| = |U(0, T )| =
|U0(T )| quel que soit z). La phase non-linéaire totale φNL(T ) accumulée sur la longueur
L est ainsi parfaitement déterminée et linéaire avec L :
φNL(T ) = γP0L|U0(T )|2 = B · |U0(T )|2 (I.32)
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en calculant l'intégrale-B dans le cas de la SPM seule. Pour une impulsion de forme
gaussienne non étirée, la phase temporelle φNL(T ) est elle aussi gaussienne et peut
s'exprimer en première approximation par une parabole :
φNL(T ) ' B
(
1− 2 T
2
∆T0
2
)
(I.33)
Nous pouvons aisément en déduire que la phase non-linéaire temporelle ne dépend pas du
degré d'étirement initial C de l'impulsion, à condition que l'intégrale-B reste inchangée
(eﬀets non-linéaires équivalents).
Dans le cas de la dispersion seule au paragraphe précédent (section I.2.2.1), nous
avions démontré que la GVD induisait une phase spectrale quadratique, conduisant à
l'ajout d'une phase quadratique temporelle simultanément avec un élargissement tem-
porel de l'impulsion, le tout à largeur de spectre constante. Ici, en présence de SPM
seule, nous pouvons faire une analogie parfaite en intervertissant les domaines temporel
et spectral grâce aux propriétés de la transformée de Fourier. Ainsi, la SPM induit une
phase temporelle quadratique (en première approximation), conduisant à l'ajout d'une
phase d'ordre 2 dans le domaine spectral simultanément avec un élargissement spectral,
le tout à largeur temporelle constante. Malgré une phase spectrale d'ordre 2 impor-
tante, le proﬁl temporel reste bien constant par rapport à sa forme initiale, car c'est au
contraire sa limite par transformée de Fourier qui diminue à cause de l'élargissement
spectral. Comme nous l'avons évoqué pour le cas de la GVD, l'ordre 2 de la phase spec-
trale ne pose pas de problème majeur, étant aisément compensable en pratique (section
I.2.3.1). Il faut cependant remarquer que cette étude n'est exacte qu'en considérant un
proﬁl de phase temporelle purement parabolique. Si l'on considère à présent un proﬁl
gaussien sans approximation, les ordres supérieurs de la phase spectrale (pairs, car le
proﬁl est symétrique) font leur apparition et compromettent la durée d'impulsion ﬁnale,
ne pouvant pas aisément être corrigés expérimentalement. Les eﬀets de la SPM sont
ainsi plus limitants que la GVD, bien que leur contribution conduise majoritairement à
une phase d'ordre 2.
A la diﬀérence de la phase spectrale non-linéaire, l'élargissement du spectre issu de
la SPM est dépendant du facteur d'étirement C de l'impulsion considérée. En partant
d'un proﬁl temporel gaussien étiré, représenté par l'équation I.20 et dont on omet le
pré-facteur
√
C aﬁn de conserver l'intégrale-B (même puissance crête), la fréquence
instantanée ω(T ) de l'impulsion en sortie de système s'exprime selon :
δω(T ) = ω0 −B d
dT
(|U0(T )|2) ' ω0 + 4B
(C∆T0)2
T (I.34)
L'excursion maximum en fréquence δω, obtenue en bord d'impulsion à l'instant C∆T0,
est inversement proportionnel à C. L'élargissement fréquentiel est donc d'autant plus
faible que l'impulsion est dispersée, tandis que le proﬁl temporel de phase φNL(CT ), fac-
teur limitant la compressibilité de l'impulsion, reste rigoureusement identique quelque
soit le facteur d'étirement. En régime fortement étiré, on constate en pratique une défor-
mation de la phase spectrale sans remarquer d'élargissement notable du spectre, rendant
la SPM généralement indésirable. Pour obtenir de plus larges spectres sans perturber la
compressibilité des impulsions, l'ampliﬁcation d'impulsions non-étirées est généralement
plus adaptée. Dans ce cas, le décalage en fréquence maximum au bord de l'impulsion
(en ∆T0) vaut δω = 4B∆T0 = 2B∆ω0. Le spectre s'est donc élargi d'un facteur 4B par
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rapport à sa taille initiale, ce qui conduit à une durée d'impulsion en limite de Fourier
divisée par le même facteur. La phase spectrale étant inchangée par rapport au cas étiré
et majoritairement d'ordre 2, il est ainsi possible d'accéder en sortie de système à des
impulsions plus courtes qu'à l'entrée.
Durant tout l'étude précédente, nous n'avons considéré que les eﬀets de SPM seuls
et négligé les contribution de GVD et de gain, qui inﬂuencent pourtant notablement
les eﬀets de SPM dans les systèmes à ﬁbres. Pour décrire complètement la propagation
de l'impulsion, il faut considérer tous ces phénomènes simultanément et revenir à un
calcul de proche en proche, du fait que la forme temporelle de l'impulsion change à tout
instant. Il est cependant possible de traiter rigoureusement tous ces eﬀets simultanément
dans le cas particulier d'une impulsion déjà fortement étirée en entrée de ﬁbre (C  1).
En eﬀet, la phase spectrale quadratique initiale de l'impulsion est tellement importante
que les contributions de phase d'ordre 2 acquises/accumulées lors de sa propagation
peuvent être raisonnablement négligées, quelque soit le phénomène concerné (GVD,
SPM,...). Nous pouvons donc considérer de manière légitime que le proﬁl temporel de
l'impulsion reste constant au cours de sa propagation, tous phénomènes pris en compte.
Le formalisme précédent peut donc être repris tel quel, et le proﬁl de la phase non-
linéaire temporelle reste inchangé au cours de la propagation, toujours proportionnel
au proﬁl d'intensité initial (et ﬁnal) |U0(T )| via l'intégrale-B. Cependant, comme nous
l'avons vu en section I.2.2.1, une impulsion fortement dispersée par GVD possède un
proﬁl temporel parfaitement homothétique à son spectre, de par un importante dérive
de fréquence au sein de l'impulsion. Ainsi, la phase temporelle induite par SPM à un
instant T se retrouve directement imprimée sur sa fréquence ωT associée (ﬁgure I.7),
ce qui rend parfaitement équivalentes les phases non-linéaires temporelles et spectrales
[Galvanauskas, 2002] :
φNL(∆ω) = B|U0(∆ω)|2 (I.35)
en notant U0(∆ω) la forme de spectre normalisée à 1, et considérée comme constante
d'après l'étude précédente. La phase spectrale non-linéaire, que l'on ne pouvait aisément
exprimer analytiquement dans le cas d'impulsions non-étirées, est ici de même forme que
le proﬁl spectral. Nous y retrouvons la contribution majoritaire de l'ordre 2 de la phase
spectrale (approximation par une parabole), valable quel que soit le taux d'étirement de
l'impulsion. L'expression analytique de la phase spectrale non-linéaire dans ce cas très
particulier nous sera nécessaire pour les expériences de combinaison cohérente décrites
en parties suivantes.
L'ampliﬁcation d'impulsions fortement étirées est l'un des seuls cas de ﬁgure où la
phase spectrale possède une forme analytique relativement simple. Nous présenterons
au paragraphe I.2.2.3 une équation diﬀérentielle permettant de traiter simultanément
un grand nombre de phénomènes (notamment les contributions de GVD, de SPM et de
gain) dans le cas général. Avant cela, nous allons d'abord ﬁnir de traiter l'eﬀet Kerr,
c'est-à-dire déterminer sa contribution dans le domaine spatial.
Autofocalisation
La contribution spatiale de l'eﬀet Kerr, appelée autofocalisation, est produite par le
proﬁl spatial du faisceau lui-même. Celui-ci modiﬁe localement l'indice de réfraction du
milieu de propagation en fonction de son intensité, et aﬀecte ainsi sa propre propagation
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au point de créer un eﬀet de lentille, appelée lentille de Kerr. Cette eﬀet d'autofocali-
sation entre en compétition avec la diﬀraction et peut même devenir prépondérant, au
point que le faisceau s'eﬀondre spatialement sur lui-même. Nous allons ici étudier l'eﬀet
Kerr pour déterminer dans quelles mesures l'autofocalisation peut devenir dangereuse.
Nous nous plaçons ici en régime stationnaire, c'est à dire pour un signal laser continu.
Cela revient à se placer en tout temps en T = 0, sommet de l'impulsion, si bien que
l'indice non-linéaire ne dépend plus que des coordonnées d'espace. L'eﬀet Kerr inter-
vient particulièrement à proximité des waists des faisceaux (zone de Rayleigh), où l'on
retrouve les plus fortes intensités. En se plaçant dans ces conditions, on peut exprimer
le proﬁl transverse d'un faisceau en propagation libre de la manière suivante :
F (ρ, z) = |F (ρ)|eiΦ(ρ,z) = e−
(
ρ
w0
)2
e
i
k0z
2
(
ρ
ZR
)2
(I.36)
dont le module est indépendant de z (constant dans la zone de Rayleigh). La phase
spatiale non-linéaire élémentaire dΦNL(ρ, z) introduite par eﬀet Kerr en z s'exprime
ainsi selon :
dΦNL(ρ, z) =
k0n2
n0
I0|F (ρ)|2dz (I.37)
et s'intègre sans aucune diﬃculté. Finalement, en présence d'eﬀet Kerr, le proﬁl spa-
tial du faisceau proche de son waist acquiert une phase spatiale non-linéaire ΦNL(ρ, z)
supplémentaire :
F (ρ, z) = |F (ρ)|eiΦ(ρ,z)eiΦNL(ρ,z) (I.38)
De même que dans le domaine temporel, on peut approximer le proﬁl gaussien de
|F (ρ)|2 par un proﬁl parabolique |F (ρ)|2 = 1 − 2
(
ρ
w0
)2
. Le premier terme induit une
phase constante sur tout le proﬁl, et ne perturbe pas la propagation de l'onde. La
phase spatiale totale d'ordre 2 vaut ainsi Φ2(ρ, z) = Φ(ρ, z) + ΦNL(ρ, z), comprenant
respectivement les contributions de la diﬀraction et de l'autofocalisation, et s'exprime
selon :
Φ2(ρ, z) =
2k0n2z
piw40
(
λ0
2
8pin0n2
− P0
)
ρ2 (I.39)
Cette phase spatiale quadratique en ρ, représentant un faisceau divergent lorsqu'elle
est positive, peut s'annuler pour une puissance critique Pcrit = λ0
2
8pin0n2
. Il est à noter
qu'il s'agit bien d'une puissance et non d'une intensité, car la condition d'annulation ne
dépend pas de la surface du faisceau. En eﬀet, les phénomènes de diﬀraction et d'autofo-
calisation ont la même dépendance en w0, et sont d'autant plus importants que l'aire du
faisceau est faible. Au ﬁnal, le rapport de force entre ces deux phénomènes est constant
quelque soit la taille du faisceau. Si la puissance crête P0 dépasse la puissance critique
Pcrit, le faisceau devient convergent et s'eﬀondre spatialement sur lui-même. L'intensité
au centre devient alors extrêmement forte et peut dépasser les seuils de dommage du mi-
lieu de propagation. L'expression de la puissance critique n'est ici démontrée que pour
un proﬁl parabolique, et il faut passer à des méthodes de calcul numérique aﬁn d'en
dégager la valeur exacte pour des proﬁls réels. Il a été démontré que l'on pouvait utili-
ser la même formule, accompagnée d'un facteur de proportionnalité α sans expression
analytique et dépendant de la forme du proﬁl spatial [Fibich and Gaeta, 2000]. Pour un
proﬁl gaussien, avec α = 4, on obtient pour la silice une puissance critique Pcrit ' 4
MW.
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Lorsque le faisceau se propage dans une ﬁbre optique, où celui-ci est guidé et déjà
fortement conﬁné, le phénomène d'autofocalisation est assez diﬀérent. Il est démontré
que la puissance critique Pcrit dans les structures guidantes reste très proche de la valeur
obtenue en espace libre [Farrow et al., 2006]. En revanche, si la puissance du faisceau se
rapproche de celle-ci, l'aire eﬀective du faisceau dans le c÷ur de ﬁbre diminue progres-
sivement et tend vers 0 lorsque la puissance atteint Pcrit. Les intensités dans le c÷ur de
ﬁbre peuvent donc devenir très importantes avant même d'avoir atteint la puissance cri-
tique. De plus, à la diﬀérence de l'espace libre, l'aire eﬀective du faisceau est très faible
et maintenue sur de grandes distances. L'équation (I.39) n'est valable qu'en espace libre
mais reste représentative : lorsque P0 > Pcrit, le rayon de courbure du faisceau est non
seulement d'autant plus court que la distance z parcourue est grande, mais il est aussi
proportionnel au carré de l'aire eﬀective du faisceau. A la diﬀérence des systèmes en
espace libre, où la longueur du milieu à gain est faible et où la taille des faisceaux peut
être choisie arbitrairement grande, les géométries ﬁbrées provoquent un eﬀondrement
du faisceau beaucoup plus rapide que dans les systèmes concurrents.
En pratique, on cherchera systématiquement à éviter les niveaux de puissance crête
proche de la puissance critique, qui même en-dessous du seuil peuvent provoquer des
dommages optiques irréversibles au milieu de propagation. Dans les expériences clas-
siques d'ampliﬁcation ﬁbrée, la SPM est généralement plus limitante que l'autofocali-
sation, intervenant à des niveaux de puissance bien plus faible que les 4 MW critiques.
Dans des cas de ﬁgure très particuliers ou de hauts niveaux de non-linéarité sont recher-
chés, la SPM n'est plus un problème et l'autofocalisation devient le phénomène limitant.
Il faut cependant bien remarquer que la limitation porte à présent sur la puissance et
non sur l'intensité comme dans le cas de la SPM, et constitue donc un verrou ultime pour
l'obtention de hautes puissances crête en régime femtoseconde au moyen aux géométries
ﬁbrées, indépendamment de leurs caractéristiques (taille de c÷ur, longueur,...).
I.2.2.3 Équation non-linéaire de Schrödinger - régime parabolique
L'équation non-linéaire de Schrödinger (ENLS), issue des équations de Maxwell,
décrit la propagation d'impulsions femtoseconde soumises aux eﬀets dispersifs et non-
linéaires à tous les ordres. Elle permet donc de traiter de façon simultanée tous les
phénomènes temporels cités précédemment (GVD, TOD, SPM) et d'en dégager diﬀé-
rents régimes d'ampliﬁcation dans les ﬁbres optiques. Nous omettons ici les phénomènes
spatiaux et ne considérons que les phénomènes temporel de GVD et de SPM, conjoin-
tement à un facteur de gain g(z). L'ENLS décrit la propagation de l'enveloppe U(z, τ)
d'une impulsion lumineuse en fonction de la variable de temps normalisée τ = T
∆T0
, par
l'équation :
i
∂U(z, τ)
∂z
=
1
LD
∂2U(z, τ)
∂τ 2
− e
g(z)z
LNL
|U(z, τ)|2U(z, τ) (I.40)
en considérant k2 toujours positif et en déﬁnissant LD =
∆T 20
2k2
et LNL = γP0, deux
longueurs caractéristiques des eﬀets de GVD et de SPM respectivement. On remarque
que ces longueurs correspondent à un déphasage d'amplitude 1 rad dans les expres-
sions déterminées parties I.2.2.1 et I.2.2.2. Il est ainsi possible de comparer ces deux
grandeurs aﬁn de déterminer quel sera l'eﬀet prépondérant pour une longueur de pro-
pagation donnée. Dans l'exemple d'une impulsion non étirée de 300 fs, centrée en 1030
nm, d'énergie 10 nJ et entrant dans une ﬁbre de 30 µm de diamètre de c÷ur eﬀectif,
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ces longueurs valent respectivement LD = 1.4 m et LNL = 0.2 m. La SPM prédomine
donc au début de l'ampliﬁcation sur plus d'un mètre de ﬁbre avant que la GVD ait un
eﬀet signiﬁcatif. Dans le cas où cette même impulsion est fortement étirée à 200 ps à
mi-hauteur, LD reste identique mais la puissance crête est réduite d'un tel facteur que
la longueur non-linéaire devient LNL = 135 m. Il est important de remarquer que dans
le cas des ﬁbres opérant à 1 µm, les grandeurs k2 et n2 sont de même signe, impliquant
que les phénomènes de dispersion et de SPM élargissent temporellement les impulsions
de manière coopérative. Dans le cas où ces deux paramètres sont de signe contraire, il
est possible d'établir un régime soliton dans lequel les contributions de dispersion et de
SPM, antagonistes, peuvent s'annuler sous des condition particulières, et assurer une
propagation de l'impulsion sans déformation. Ce phénomène demeure impossible dans
notre contexte, et il faudra nécessairement disposer d'un système de compression en
sortie de système aﬁn de corriger la forte accumulation de phase d'ordre 2 issue de la
GVD et de la SPM (cf. section I.2.3.1).
Les contributions simultanées des phénomènes de dispersion, de non-linéarité et
de gain complexiﬁent l'évolution du proﬁl d'impulsion, car chacun des processus inter-
agit directement avec les autres. Par exemple, la GVD est dépendante de la largeur
de spectre de l'impulsion, et donc sensible aux eﬀets de la SPM et au rétrécissement
du spectre par le gain. D'autre part, la contribution de la SPM est dépendante de
la puissance crête instantanée, et donc directement aﬀectée par le gain et la disper-
sion. En somme, l'évolution de l'impulsion pour quelques mètres de propagation est
diﬃcilement prévisible autrement que par des simulations numériques. Cependant, un
cas particulier d'ampliﬁcation dans les ﬁbres optiques, appelé ampliﬁcation parabolique,
s'obtient en propageant des impulsions initialement non-étirées sur de grandes longueurs
de ﬁbre [Fermann et al., 2000]. Pour une accumulation importante de dispersion et de
non-linéarité, l'impulsion entre dans un régime dit auto-similaire, correspondant à la
solution asymptotique de l'ENLS. Dans cette situation, le spectre et le proﬁl temporel
épousent tous deux une forme parabolique et s'élargissent de manière homothétique au
cours de leur propagation (ﬁgure I.8). En d'autres termes, les proﬁls spectral et temporel
de l'impulsion en sortie de ﬁbre sont nécessairement paraboliques, quelque soit la durée
de l'impulsion d'entrée et la puissance initiale, pourvu que la longueur d'interaction soit
suﬃsante. L'impulsion dans la ﬁbre, fortement dispersée par les eﬀets de GVD et SPM,
acquiert en eﬀet une phase spectrale non-linéaire de forme identique au proﬁl spectral,
conformément à ce qui a été démontré en section I.2.2.2. Cela signiﬁe que la phase
spectrale de l'impulsion de sortie est purement d'ordre 2, oﬀrant ainsi une excellente
compressibilité des l'impulsions de sortie à des durées aussi courtes que l'élargissement
spectral le permet.
Ce comportement a été démontré en premier lieu dans les ﬁbres passives, car la
contribution du gain n'est pas nécessaire. En revanche, dans les ﬁbres actives, la bande
spectrale de gain est généralement ﬁnie et limite l'élargissement spectral ﬁnal. On parle
dans ce cas d'ampliﬁcation parabolique limitée par la bande de gain, situation dans
laquelle l'évolution n'est plus exactement parabolique ni même auto-similaire. De plus,
une forme de gain non symétrique autour de la fréquence centrale induit des termes
de phase spectrale d'ordres impairs non négligeables, l'ordre 3 en première ligne, qui
limitent la compressibilité de l'impulsion ﬁnale. Dans cette situation, il est possible de
trouver un point de fonctionnement maximum, dépendant des paramètres de l'impul-
sion d'entrée, de la ﬁbre et de la forme du gain, au-delà duquel le spectre s'élargit plus
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Figure I.8  Gauche : forme temporelle avec dérive de fréquence (haut) et forme spec-
trale (bas) d'une impulsion initialement non-étirée de ∆T0 = 200 fs, ampliﬁée en régime
parabolique sur 6 m de ﬁbre [Kruglov et al., 2002]. Droite : évolution de la forme tem-
porelle des impulsions en fonction de la longueur de ﬁbre parcourue ; le régime asymp-
totique apparait ici pour environ 4 m de ﬁbre.
diﬃcilement tandis que la phase spectrale se déforme notablement. Les eﬀets de SPM ne
sont alors plus avantageux et l'on se limite préférentiellement à des énergies plus faibles.
Cependant, même en supposant que l'on peut contourner cette limitation, l'autofocali-
sation intervient irrémédiablement car les impulsions en sorties ne sont que faiblement
dispersées dans la ﬁbre et présentent de fortes puissances crêtes. Cela n'autorise que
de faibles énergies en comparaison des systèmes d'ampliﬁcation d'impulsions fortement
étirées, mais permet des puissances crêtes importantes grâce à la diminution de la durée
d'impulsion.
Nous avons ﬁnalement constaté que les principales limitations en puissance des sys-
tèmes d'ampliﬁcation ﬁbrés en régime femtoseconde provenaient des non-linéarités, tan-
tôt par la SPM qui induit des termes de phases non compressibles et nuit au proﬁl
d'impulsion, tantôt par l'autofocalisation qui intervient pour des impulsions faiblement
étirées et/ou des faisceaux de haute puissance. Nous présentons dans la suite les archi-
tectures "classiques" de l'état de l'art permettant de s'aﬀranchir au mieux de ces eﬀets
non-linéaire et d'accéder à de plus hautes puissances crête.
I.2.3 Architectures classiques de ﬁbres en série
Cette section présente l'état de l'art des technologies d'ampliﬁcateurs à ﬁbre selon
diﬀérents régimes d'ampliﬁcation. Chacune d'elles se confronte aux diﬃcultés évoquées
précédemment et nécessite une bonne gestion des non-linéarités et de la compressibilité
de l'impulsion ﬁnale. Comme la SPM est le premier eﬀet néfaste rencontré, les principaux
eﬀorts sont portés sur la diminution de la puissance crête dans les ﬁbres et l'augmenta-
tion des tailles de c÷ur (section I.2.3.1). Dans les cas particuliers où l'on arrive à tirer
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proﬁt de la SPM, la compressibilité de l'impulsion (section I.2.3.2) ou le phénomène
d'autofocalisation (section I.2.3.3) prennent le dessus et limitent l'énergie de sortie.
I.2.3.1 Systèmes à dérive de fréquence à niveau de non-linéarité modéré
En régime femtoseconde, les phénomènes de SPM et d'autofocalisation sont très
contraignants pour les systèmes à ﬁbres. A la diﬀérence du régime continu ou seule
la puissance moyenne est concernée, la limitation en puissance-crête des impulsions
ultra-courtes verrouille l'accès à des niveaux dépassant quelques Mégawatts et limite
nécessairement les énergies de sortie typiquement au niveau de la microjoule. Une mé-
thode largement utilisée en régime femtoseconde est l'ampliﬁcation à dérive de fré-
quence, ou CPA ("Chirped-pulse ampliﬁcation"), et consiste à introduire volontaire-
ment une forte phase spectrale d'ordre 2 aux impulsions avant ampliﬁcation (ﬁgure
I.9), les étirant temporellement et réduisant ainsi leur puissance crête du même facteur
[Strickland and Mourou, 1985].
Figure I.9  Schéma de principe de l'ampliﬁcation à dérive de fréquence (CPA)
Cette méthode permet de fortement réduire les eﬀets de SPM et d'autofocalisation
simultanément, étant tous deux issus de l'eﬀet Kerr. On utilise en général des systèmes
d'étirement et de compression à prismes ou à réseaux de diﬀraction, qui permettent
d'imprimer une dispersion temporelle au moyen d'une dispersion géométrique, dépen-
dante de l'alignement du systèmes (ﬁgure I.10). La phase d'ordre 2 introduite permet
des facteurs d'étirement pouvant atteindre typiquement 103, voire 104 pour les plus
grands systèmes, aux les largeurs de bande considérées. Un système équivalent, dit de
compression, est disposé en sortie d'ampliﬁcateur pour compenser l'étirement initial,
augmenté de toutes les sources de dispersion issues du système. Ainsi, le système éti-
reur/compresseur autorise théoriquement des puissances-crête au niveau du Gigawatt
sans noter d'eﬀets d'autofocalisation. Dans ce cas de ﬁgure, le système est habituel-
lement contraint par la contribution de la SPM, qui intervient à des puissances crête
bien inférieures. Nous décrivons dans ce paragraphe les systèmes classiques d'ampliﬁca-
tion CPA en régime linéaire et à non-linéarités modérées, c'est-à-dire à intégrales-B ne
dépassant pas quelques pi.
Les systèmes de puissance classiques comprennent plusieurs ampliﬁcateurs à
ﬁbre, disposés en série entre l'étireur et le compresseur. Les premiers, appelés pré-
ampliﬁcateurs, génèrent de fortes puissances moyennes à haute cadence, aﬁn de limiter
les eﬀets non-linéaires. Le dernier, dénommé ampliﬁcateur de puissance, porte les im-
pulsions à haute énergie en réduisant fortement leur fréquence de répétition. On utilise
généralement une ﬁbre de très gros c÷ur pour les ampliﬁcateurs de puissance, et l'on
y contrôle simultanément la cadence et le gain aﬁn obtenir les meilleures performances
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Figure I.10  Exemple de conﬁguration d'un système de dispersion temporelle à réseaux
de diﬀractions, représentant les séparation et recombinaison spatiales du spectre de
l'impulsion. Pour obtenir l'eﬀet inverse, on insère un dispositif d'imagerie dans la branche
centrale, dont l'ensemble est généralement placé en début de montage (étireur), aﬁn
que les pertes générées (traitement imparfait des optiques, aberrations géométriques,...)
n'impactent pas les performances du système.
avec des eﬀets de SPM les plus faibles. La fréquence de répétition des impulsions doit
cependant rester suﬃsante pour que le processus d'ASE ne nuise pas au contraste des im-
pulsions de sortie. Un exemple d'implémentation classique, issu de [Eidam et al., 2011],
est présenté ﬁgure I.11 ; la cadence des impulsions reste élevée car la performance re-
cherchée est en puissance moyenne et non en puissance crête. Dans le cas général, la
bande de gain étant assez large et relativement plate autour de 1030 nm, l'eﬀet de ré-
duction du spectre par le gain reste relativement faible pour des spectres n'excédant pas
quelques nanomètres. Cependant, les longueurs de ﬁbres accumulées dans les systèmes
peuvent être importantes (jusqu'à une dizaine de mètres si plusieurs pré-ampliﬁcateurs
sont utilisés). Le gain peut alors aﬀecter le spectre de l'impulsion, tant sur sa fréquence
centrale que sur sa largeur, et augmenter la durée d'impulsion en limite de Fourier.
Figure I.11  Schéma de montage pour la génération de hautes puissances moyennes,
issue de [Eidam et al., 2010]
Un résultat représentatif rapporte une énergie de 4 µJ pour des impulsions de 300 fs,
avec une intégrale-B estimée à environ 1 rad [Röser et al., 2007]. Cela correspond à une
puissance crête ﬁnale de 13 MW. D'autres exemples peuvent être cités, mais les résul-
tats procurant les plus hautes énergies se produisent à non-linéarités non négligeables.
En eﬀet, la SPM n'est pas excessivement dommageable au proﬁl d'impulsion pour des
intégrales-B modérées dans le contexte CPA, car elle modiﬁe peu le contenu spectral et
introduit essentiellement une phase spectrale d'ordre 2. La même publication rapporte
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ainsi 90 W de puissance moyenne à une cadence de 900 kHz, avec des impulsions de
100 µJ et de 500 fs de durée. L'intégrale-B s'élève à 3pi, mais la puissance-crête vaut à
présent 120 MW, bien mieux qu'en régime parfaitement linéaire. Le record actuel pour
un système à ﬁbre est de 3.8 GW avec une ﬁbre LPF de 105 µm de diamètre de c÷ur et
permettant une intégrale-B raisonnable de 6 rad [Eidam et al., 2011]. Le système délivre
des impulsions de 480 fs à 3.3 mJ à une cadence réduite de 5 kHz, c'est-à-dire seulement
10 W de puissance moyenne.
Outre la puissance crête, on peut attendre des systèmes à ﬁbre de fortes puissances
moyennes à haute cadence, du fait de leur bonne gestion de la thermique. Le record
en la matière est aujourd'hui à 830 W à une cadence de 78 MHz, avec des impulsions
de 640 fs et 10 µJ d'énergie [Eidam et al., 2010]. La puissance crête est ici beaucoup
plus faible, avec une forte intégrale-B de 11 rad. On constate d'après les deux exemples
précédents un compromis certain entre puissance moyenne et puissance crête, selon la
cadence d'opération. Cela est dû à la géométrie ﬁbrée en elle-même, notamment par
l'apparition d'instabilités dans le mode transverse du faisceau de sortie à hautes puis-
sances. Pour des ﬁbres LMA de très grandes tailles de c÷ur, les problèmes thermiques ne
sont plus négligeables pour de fortes puissances moyennes et impactent le proﬁl spatial
de sortie. L'utilisation de ﬁbres de plus faible c÷ur est ainsi plus adaptée si l'on désire
obtenir de fortes puissances moyennes, mais cela porte atteinte aux énergies de sortie
à cause d'eﬀets de SPM plus importants. Inversement, si de fortes puissance crête sont
recherchées, il faut utiliser des ﬁbres ayant les plus grands c÷urs possibles, permettant
ainsi d'accéder à de hautes énergies mais limitant le système en terme de puissance
moyenne. Ce compromis est appuyé par le fait que nous ne pouvons pas décider de la
taille du proﬁl spatial lors de l'ampliﬁcation des faisceaux.
Parmi les exemples précédents, les facteurs d'étirements avant ampliﬁcation sont tels
que le phénomène d'autofocalisation n'entre pas en jeu. A faibles non-linéarités, la phase
spectrale de l'impulsion ﬁnale est généralement peu perturbée, mais présente souvent une
contribution supplémentaire d'ordre 3 issue de la TOD pour les systèmes à grand nombre
de ﬁbres. A plus haut niveau de non-linéarité, la SPM limite la compressibilité des
impulsions avec des contributions essentiellement d'ordre 3 et 4 dans la phase spectrale.
Enﬁn, outre les phénomènes intervenant dans les ﬁbres, il faut aussi considérer que
le système étireur/compresseur n'induit pas uniquement un terme de phase spectrale
d'ordre 2 aux impulsions, mais aussi des contributions d'ordres supérieurs, notamment
3 et 4. Bien heureusement, tous les termes d'ordre supérieurs se compensent en même
temps que la phase d'ordre 2 si les étireur et compresseur sont parfaitement accordés. En
revanche, comme le système d'ampliﬁcation induit lui-aussi de la dispersion, et donc un
terme de phase d'ordre 2 supplémentaire, le compresseur est nécessairement désaccordé
avec l'étireur aﬁn de compenser cette contribution. Cela signiﬁe que les ordres supérieurs
de la phase spectrale sont eux aussi désaccordés entre l'étireur et le compresseur, mais
ne sont pas nécessairement en accord avec la dispersion des ﬁbres. Malheureusement,
le rapport φ2/φ3 entre les phases d'ordre 2 et 3 est de signe positif pour la dispersion
naturelle des ﬁbres, et négatif pour les systèmes d'étirements et de compression à ré-
seaux, quelles que soient leurs conditions d'utilisation. Ainsi, après ampliﬁcation, un
système de compression classique peut très bien corriger la phase d'ordre 2, mais ne
peut en aucun cas corriger simultanément celle d'ordre 3, ayant au contraire tendance
à l'accumuler. Un système à grand nombre de ﬁbre peut donc se retrouver limité par la
compressibilité de l'impulsion simplement à cause de la dispersion et de l'implémenta-
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tion du CPA, malgré un régime d'ampliﬁcation purement linéaire. Nous présentons au
paragraphes suivant des méthodes de compensation de la phase d'ordre 3 issue de la
TOD dans les systèmes d'ampliﬁcation CPA, en tirant proﬁt des eﬀets de SPM.
I.2.3.2 Ampliﬁcation CPA à fortes non-linéarités
D'après les conditions d'ampliﬁcation CPA, la forme temporelle de l'impulsion en ﬁn
de chaine d'ampliﬁcation est rarement limitée par transformée de Fourier, et sa compres-
sibilité est perturbée par les ordres supérieurs de la phase spectrale, en commençant par
l'ordre 3 issue de la TOD et de la SPM. Le record en puissance crête [Eidam et al., 2011]
à été démontré par l'utilisation d'une ligne de dispersion nulle en amont d'ampliﬁcation,
dans laquelle un modulateur spatial est inséré aﬁn de corriger la phase spectrale à tous
les ordres (ﬁgure I.12). Ce type de système peut devenir complexe et onéreux à im-
plémenter. D'autres solutions plus simples permettent de compenser les contributions
d'ordre 3 issues de la TOD, de la SPM et du système étireur/compresseur, et de porter
les impulsions à des intégrales-B bien plus fortes, de l'ordre de 10pi, sans nuire à leur
compressibilité. De plus, à fortes non-linéarités, le spectre subit un léger élargissement
et donne accès à des durées d'impulsions plus courtes, c'est-à-dire des puissances crête
d'autant plus élevées.
Figure I.12  Schéma de montage pour la génération de hautes puissances-crête, is-
sue de [Eidam et al., 2011]. SLM : "Spatial Light Modulator" ; AOM : "Acouto-Optic
Modulator" fonctionnant en tant que réducteur de cadence
Comme nous l'avons vu en partie théorique, lorsqu'une impulsion femtoseconde for-
tement étirée subit des eﬀets non-linéaires importants, sa phase spectrale accumulée
épouse la forme de spectre (formule I.35). Ainsi, toute dissymétrie dans le proﬁl spectral
se traduira par l'apparition de termes d'ordres impairs, notablement l'ordre 3. S'il existe
un moyen d'agir sur la phase non-linéaire d'ordre 3 accumulée par l'impulsion lors de
son ampliﬁcation, il peut être possible de l'accorder aﬁn de compenser toutes les autres
contributions du montage, et aﬃner la phase spectrale ﬁnale. Shah et al. ont utilisé à
cette ﬁn une impulsion "cubicon" [Shah et al., 2005], en référence aux impulsions auto-
similaires propres au régime parabolique. Leur spectre approche de la forme gaussienne,
mais présente une légère dissymétrie, avec l'un des fronts plus abrupt que l'autre (ﬁgure
I.13). Cette forme est préservée lors de l'ampliﬁcation (CPA) avec une forte contribution
non-linéaire d'ordre 3 dans la phase spectrale. Dans le cas où le système est bien dimen-
sionné, la phase non-linéaire accumulée est capable de compenser parfaitement la phase
d'ordre 3 issue de la dispersion naturelle de la ﬁbre et du désaccord étireur-compresseur,
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ﬁxes pour un montage donné. Le système ne peut donc être eﬃcace qu'à un niveau de
non-linéarité précis, correspondant à une énergie de sortie bien déterminée.
Dans les systèmes d'ampliﬁcation classiques, la contribution de la TOD est à considé-
rer mais n'est pas excessive, au point que de faibles non-linéarités suﬃsent à la corriger.
Le système étireur à réseaux est alors remplacé par un étireur à ﬁbre, possédant un
rapport φ2/φ3 diﬀérent et exacerbant ainsi le désaccord étireur-compresseur à l'ordre
3. Cette modiﬁcation permet d'accéder un niveau de non-linéarité plus important et
autorise de plus fortes énergies de sortie. Shah et al. ont démontré une énergie de 200
µJ avant compression pour des impulsions de 650 fs, avec des intégrales-B approchant les
10pi [Shah et al., 2005]. Un expérience similaire a démontré une énergie de 30 µJ à 240
fs de durée, avec une bonne correction de la dispersion d'ordre 3 pour des intégrales-B
considérables de 17pi [Kuznetsova and Wise, 2007].
Figure I.13  Formes temporelles et spectrales d'impulsions "cubicon" à 10 µJ et 50 µJ,
issue de [Shah et al., 2005]. Les formes spectrales restent quasiment identiques quelque
soit le niveau d'énergie de sortie, tandis que leur compressibilité est améliorée pour 50
µJ d'énergie, qui fournit la quantité nécessaire de SPM d'ordre 3 pour compenser la
TOD.
D'autres méthodes utilisées pour compenser la phase non-linéaire d'ordre 3 agissent
directement sur la dispersion du système étireur/compresseur uniquement. L'une d'entre
elles combine un couple de primes avec un système de compression à réseaux, et permet
d'ajuster le rapport φ2/φ3 du compresseur en fonction de celle cumulée dans le système
ampliﬁcateur [Tournois, 1993]. Elle porte le nom de "grism", en tant qu'hybride des
deux technologies, et ramène les impulsions ﬁnales proches de leur limite par trans-
formée de Fourier, pouvant être réduite jusqu'à 100 fs grâce à l'élargissement spectral
provoqué par SPM [Kuznetsova et al., 2007]. Il est aussi possible de faire varier le désac-
cord étireur/compresseur en utilisant des couples de réseaux ayant des pas diﬀérents,
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la densité de traits devant être judicieusement choisie. Zaouter et al. ont utilisé cette
méthode et produit des impulsions de 270 fs et 100 µJ, soit 340 MW de puissance crête
[Zaouter et al., 2008a]. L'impulsion ﬁnale est quasiment identique à sa limite de Fourier
pour une intégrale-B de 6pi.
La compressibilité des impulsions ampliﬁées peut donc être améliorée au moyen de
diﬀérents procédés, eﬃcaces mais parfois plus complexes à mettre en ÷uvre en pratique.
Ces méthodes ne permettent que la correction de l'ordre 3 de la phase spectrale, mais
n'assurent en aucun cas celle des ordres supérieurs, particulièrement à très haut niveau
de non-linéarité. L'ampliﬁcation CPA reste ainsi toujours limitée par la compressibilité
de l'impulsion pour l'obtention de fortes puissances crête, essentiellement à cause de la
SPM.
I.2.3.3 Ampliﬁcation sans étirement temporel préalable
Comme cela a été décrit en partie théorique, l'ampliﬁcation parabolique a pour
schéma l'ampliﬁcation directe d'impulsions limitées par transformée de Fourier, sans
passer par un étireur, aﬁn de tirer proﬁt des eﬀets de SPM. C'est dans ce contexte que
les impulsions subissent le plus fort élargissement spectral, et peuvent donc prétendre
aux durées les plus courtes. Le compresseur en sortie d'ampliﬁcation est conservé aﬁn de
compenser les contributions de phase spectrale d'ordre 2, quelles qu'en soit les origines
(GVD ou SPM). A de tels niveaux de non-linéarité, la phase spectrale ﬁnale a accumulé
une quantité non négligeable de termes d'ordres 3 et supérieurs, notamment à cause
d'un proﬁl spectral de gain non homogène et d'autant plus exaltés que les spectres sont
élargis. Par les même procédés qu'au paragraphe précédent, il est toujours possible de
compenser la phase spectrale jusqu'à l'ordre 3, les ordres suivant constituant une limite
à la durée d'impulsion ﬁnale. En toutes circonstances, les énergies accessibles restent
modérées en sortie de ces systèmes car les impulsions sont faiblement étirées lors de leur
propagation et rapidement limitées par le phénomène d'autofocalisation.
Figure I.14  Gauche : schéma de montage de l'ampliﬁcation parabolique d'impulsions
femtoseconde. Droite : Évolution du rapport φ2/φ3 de l'impulsion de sortie non compres-
sée en fonction de sa puissance moyenne, ici intimement liée au niveau de non-linéarité
Une expérience représentative de ce régime d'ampliﬁcation utilise une ﬁbre longue
de 6 m et de 20 µm de diamètre aﬁn d'obtenir les conditions les plus proches du ré-
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gime auto-similaire [Papadopoulos et al., 2007]. La performance ﬁnale est de 4.1 MW
de puissance crête avec des impulsions de 63 fs et de 260 nJ d'énergie. L'intégrale-B
est alors de 21pi, et l'expérience démontre qu'il est aussi possible de faire varier l'ordre
3 issue de la SPM avec l'énergie de sortie aﬁn de compenser la TOD de la ﬁbre et du
compresseur (ﬁgure I.14). La meilleure compressibilité de l'impulsion à 50 fs est cepen-
dant obtenue à énergie plus faible que la performance précédente (260 nJ recomprimés
pour 63 fs). Il est donc possible de mal recomprimer les impulsions en sortie de système
à des durées plus longues, démontrant pourtant de plus fortes puissances-crêtes. Dans
la même lignée, cette même expérience a été réalisée avec une ﬁbre Rod-type de 85 cm
de long et de 80 µm de diamètre [Zaouter et al., 2008b]. La dispersion accumulée est
alors relativement faible comparée aux étireurs standards, et l'on utilise un système de
compression simple passage (soit deux passages au travers de réseaux au lieu de quatre).
Cette conﬁguration induit une faible dispersion spatiale, négligeable devant la taille du
faisceau, et permet essentiellement d'améliorer l'eﬃcacité globale de compression. La
limite en compressibilité intervient lorsque la largeur du spectre approche de celle de la
zone de transparence (gain positif), à une puissance crête de 12 MW pour une impulsion
de 49 fs et 870 nJ d'énergie. L'intégrale-B est ici plus faible, à environ 8pi.
A l'instant où la SPM n'est plus un phénomène gênant, la limitation suivante pro-
vient de l'autofocalisation et/ou des dommages optiques pouvant intervenir aux faces
des ﬁbres, les impulsions étant faiblement étirées en sortie d'ampliﬁcateur (quelques pi-
cosecondes) en comparaison des systèmes CPA (jusqu'à la nanoseconde). Leur énergie ne
peut donc pas excéder le niveau de la microjoule, mais cette méthode fournit cependant
des performances suﬃsantes pour des applications nécessitant des impulsions sub-100 fs
issues de systèmes simples. Du fait que l'autofocalisation soit l'ultime limitation, il est
en pratique très diﬃcile d'accéder à de plus hautes puissances crête en utilisant cette
architecture en l'état, car sans implémentation du CPA, il devient totalement impossible
de contrôler les non-linéarités autrement que par l'énergie de sortie.
Au regard de toutes ces architectures, les systèmes d'ampliﬁcation ﬁbrés classiques
ont en commun la disposition en série de leurs ampliﬁcateurs, aﬁn d'obtenir les meilleures
performances possibles en terme de puissance moyenne ou de puissance crête. Cepen-
dant, du fait du conﬁnement du faisceau sur de grandes longueurs d'interaction, les eﬀets
cumulés de la SPM et la TOD sont presque systématiquement limitant pour la conserva-
tion de la qualité temporelle des impulsions. Même en supposant que l'on est capable de
parfaitement recomprimer les impulsions, à tous les ordres de la phase et à tout niveau
d'intégrale-B, l'autofocalisation intervient inévitablement à des puissances proche de 4
MW crête. D'autre part, les systèmes classiques d'étirement impliqués dans les archi-
tectures CPA deviennent de plus en plus encombrants et nécessitent des optiques plus
larges et plus onéreuses à mesure que leur facteur d'étirement augmente. Cette méthode
n'est donc pas évolutive à souhait. En y ajoutant la limitation en taille de c÷ur, les nou-
veaux records de puissance basés sur ces architectures sont de plus en plus incrémentaux,
et amènent à repenser l'architecture globale des systèmes d'ampliﬁcation à ﬁbre. Nous
allons étudier jusqu'à la ﬁn de ce chapitre les procédés de combinaison cohérente en
régime femtoseconde, permettant de répondre à ces problématiques et constituant le
c÷ur de nos préoccupations dans le cadre de cette thèse.
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I.3 Combinaison cohérente de faisceaux par division
spatiale
Le concept de combinaison cohérente de faisceaux, déjà largement utilisé en régime
continu, répond parfaitement aux problématiques de limitations en puissance crête en
régime femtoseconde. Cette méthode consiste en eﬀet à séparer une seule et unique
source laser à ampliﬁer en N faisceaux disjoints et à les diriger indépendamment vers
un ampliﬁcateur qui leur est propre. Les répliques ampliﬁées sont ensuite réunies de
manière cohérente, c'est-à-dire par interférences constructives. Le système de combi-
naison cohérente restitue donc un seul et unique faisceau, qui contient l'énergie totale
délivrée par les N ampliﬁcateurs (ﬁgure I.15). L'intérêt de cette méthode tient au fait
que si les propriétés temporelles et spectrales des répliques de faisceaux à combiner sont
identiques, alors le faisceau recombiné partage ces mêmes caractéristiques. En déﬁnitive,
celui-ci possède une puissance N fois plus importante que chacune des ampliﬁcateurs
individuels, sans accumuler leurs eﬀets non-linéaires : le niveau de non-linéarité est iden-
tique à celui d'une seule réplique de faisceau. Par opposition, la disposition classique
des N ampliﬁcateurs en série (sans séparation spatiale de la source) cumule au contraire
leurs non-linéarités et nous ramène aux problématiques débattues depuis le début de ce
manuscrit. La disposition en parallèle répond ainsi à la limitation des ﬁbres en terme de
puissance, ce qui dans le domaine femtoseconde se traduit par une augmentation des per-
formances en puissances moyenne et crête simultanément. La méthode de combinaison
cohérente de faisceaux permet donc de répondre aux limitations par eﬀets thermiques,
non-linéarités et/ou dommages optiques, bien que nous soyons ici focalisés sur les eﬀets
non-linéaires dans les ﬁbres ampliﬁcatrices. Cette méthode est à diﬀérencier de la combi-
naison spectrale de faisceaux, incohérente par nature (mélange de fréquences distinctes)
et essentiellement adaptée aux faibles largeurs spectrales [Wirth et al., 2009]. Nous nous
en tiendrons donc ici à la combinaison cohérente de faisceaux de mêmes caractéristiques
spectrales, quelle que soit la largeur de bande considérée. Nous développons dans cette
section cette méthode particulière de combinaison cohérente par séparation spatiale de
faisceau, tandis qu'un autre méthode dite à division temporelle, de principe diﬀérent,
est décrite dans la section suivante (I.4). La dernière section fait état des contraintes
supplémentaires induites par le régime femtoseconde pour ces deux méthodes, notam-
ment à cause des larges bandes spectrales à maitriser (section I.5). Nous aurons alors le
bagage théorique suﬃsant pour décrire et analyser nos expériences pratiques.
Figure I.15  Schéma général de la combinaison cohérente
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I.3.1 Architectures réalisant la combinaison cohérente spatiale
La combinaison cohérente par séparation spatiale consiste permet ainsi de lever la
limitation en puissance crête des systèmes d'ampliﬁcation ﬁbrés, qui ne dépend plus
que du nombre N d'ampliﬁcateurs à recombiner. Cette méthode est déjà utilisée dans
les oscillateurs en régime continue et nanoseconde, où l'on dispose de N cavités cou-
plées, partageant une portion commune au niveau du coupleur de sortie (recombinaison
intra-cavité). Les problématiques y sont diﬀérentes car l'on cherche à y faire osciller
une grand nombre de modes longitudinaux, communs à toutes les cavités individuelles
et permettant la meilleure eﬃcacité possible [Lhermite et al., 2010, Guillot et al., 2011,
Bloom et al., 2011]. Cela impose a priori de grandes cavités (faible intervalle spectral
libre) et des bandes spectrales de gain les plus larges possibles, aﬁn que le recouvrement
des modes longitudinaux de chacune des cavités soit maximal. Une implémentation par-
ticulière a permis de générer des impulsions nanoseconde en utilisant la combinaison
cohérente spatiale en cavité [Liu et al., 2012]. Les méthodes et procédés de combinai-
son propres aux oscillateurs sont relativement éloignés de notre contexte car encore non
adaptées au régime femtoseconde, et nous restons restreints à la combinaison cohérente
d'ampliﬁcateurs, injectés par une source unique. Nous développons dans la suite les
diﬀérents procédés de séparation/combinaison de faisceaux, ainsi que les paramètres à
maîtriser pour assurer une combinaison eﬃcace et stable. Nous mettons dans cette partie
l'accent sur la méthode de remplissage d'ouverture, qui nous intéresse particulièrement
et que nous formalisons dans le paragraphe suivant.
I.3.1.1 Remplissage de l'ouverture - Formalisme
L'architecture de combinaison cohérente spatiale à remplissage d'ouverture consiste
à superposer spatialement plusieurs faisceaux de même étendue spatiale dans une ou-
verture numérique donnée. Cela implique que les propriétés spatiales des N faisceaux à
combiner doivent être identiques, déﬁnissant ainsi celles du faisceau ﬁnal. Celui-ci pos-
sède alors une brillance N fois plus grande qu'un ampliﬁcateur isolé. Le schéma général
de combinaison cohérente spatiale par remplissage de l'ouverture est habituellement
réalisé à l'aide d'un interféromètre à division d'amplitude, contenant N bras distincts
et un ampliﬁcateurs dans chacun d'eux. Les composants pouvant permettre une divi-
sion d'amplitude sont classiquement des cubes séparateurs 50:50 (FBS pour "Fifty-ﬁfty
Beam Splitter") ou séparateurs de polarisation (PBS pour "Polarizing Beam Splitter"),
et fonctionnent aussi de manière réciproque pour la combinaison. Ne pouvant réaliser
que deux répliques pour un seul faisceau d'entrée, ces cubes peuvent être disposés en
cascade aﬁn de démultiplier le nombre de bras (ﬁgure I.16). Il est aussi possible d'uti-
liser des réseaux de diﬀraction DOE (pour "Diﬀractive Optical Element"), qui procède
à la séparation en N faisceaux au moyen d'une seule étape et permettent aussi leur
recombinaison, mais ceux-ci comportent plus de contraintes quant à leur fabrication et
leur implémentation [Yu et al., 2011]. Les systèmes utilisant les DOE ont par ailleurs un
schéma de montage parfaitement identiques au schéma de principe de la ﬁgure I.15, où
l'on doit considérer de plus que tous les faisceaux (source, ampliﬁés et combinés) ont les
mêmes dimensions spatiales, seulement des brillances diﬀérentes (propre au remplissage
d'ouverture, cf. le remplissage de pupille au paragraphe I.3.1.2 suivant).
En réalité, les interféromètres utilisés pour la séparation et la combinaison des fais-
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Figure I.16  Schéma de combinaison cohérente spatiale utilisant des cubes séparateur,
pour N = 8. Chaque nouvelle division implique un facteur 2 sur le nombre de répliques
spatiales
ceaux ne possèdent pas une seule sortie, ni même une seule entrée. Quelque soit le type de
séparateur utilisé, les systèmes de combinaison cohérente comprennent nécessairement
deux voies d'entrée, dont une seule est utilisée pour l'injection de la source unique, et
deux voies de sortie distinctes, correspondant aux interférences constructives et destruc-
tives de l'interféromètre (ﬁgure I.17). Il apparait ainsi que tout l'enjeu de la combinaison
cohérente réside dans l'aptitude à rediriger l'ensemble de la puissance disponible dans
une seule et unique voie de sortie, habituellement celle des interférences constructives.
On déﬁnit alors l'eﬃcacité de combinaison η comme le rapport entre la puissance Pcomb
extraite par cette voie et la puissance totale Ptot fournie par le système, toutes voies
confondues.
En régime continu, cette répartition de l'énergie est essentiellement dictée par la
phase relative entre les diﬀérents faisceaux, du fait qu'ils soient recombinés par interfé-
rences (combinaison cohérente). En négligeant les aspects spatiaux (E(~r, t) = E(z, t))
et en prenant par convention la sortie constructive comme voie d'intérêt, la puis-
sance extraite du système de combinaison s'écrit, pour un signal continu (E(z, t) =
E0e
i(k0z−ω0t)eiφ0) :
Pcomb =
1
N
∣∣∣∣∣
N∑
1
Ene
iφn
∣∣∣∣∣
2
(I.41)
avec En l'amplitude du champ électrique provenant de la ﬁbre n et φn sa phase absolue
au lieu de la recombinaison (en omettant le facteur de proportionnalité reliant E à P ).
La formule classique d'interférences exprime habituellement l'intensité recombinée, qui
est ici équivalente à la puissance du fait que les aspects spatiaux soient négligés. Le
facteur 1
N
permet de conserver l'énergie, et signiﬁe implicitement que l'on utilise des
combineurs 50:50 ou équivalents (séparation et recombinaison de faisceaux de même
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puissance). Les voies destructives fournissent la puissance complémentaire Ptot − Pcomb.
Nous considérons ici que toutes les ondes à combiner ont même polarisation et surtout
même fréquence, car issues d'une source commune.
La phase de chacune des voies peut facilement diﬀérer, car les bras de l'interféromètre
ne sont pas nécessairement de même longueur optique. Il faut donc être capable de
maîtriser la phase relative de chacune des voies avec une précision interférométrique
aﬁn d'extraire du système la puissance maximale :
Pcomb =
1
N
∣∣∣∣∣
N∑
1
En
∣∣∣∣∣
2
et d′autre part Ptot =
N∑
1
|En|2 =
N∑
1
Pn (I.42)
Ces deux dernières grandeurs ne peuvent être égales qu'à condition que les champs
électriques aient aussi la même amplitude E0, ce qui conduit à une puissance totale-
ment recombinée de Pcomb = Ptot = N ·P0. Nous retrouvons ﬁnalement les conditions
d'obtention d'interférences constructives avec un contraste maximal : accord en phase,
en intensité, et en polarisation. Remarquons ici que seule la phase relative entre les
voies compte, la phase absolue n'ayant aucune incidence sur la puissance recombinée.
En considérant des répliques spatiales de même puissance, et en réorganisant les termes
de l'expression générale de Pcomb, on peut en déduire l'eﬃcacité de combinaison relative
aux écarts de phase seuls :
η =
1
N
+ (1− 1
N
)〈cos ∆φ〉 (I.43)
en considérant 〈cos ∆φ〉 la moyenne statistique du cosinus des phases relatives ∆φk,
prises entre deux ampliﬁcateurs distincts et comptées une seule fois. L'eﬃcacité de com-
binaison peut donc être de 1 si tous les signaux sont en phase, mais ne peut en aucun
cas être négative. En eﬀet, à partir de N = 3, la valeur moyenne 〈cos ∆φ〉 ne peut
jamais être égale à -1, car trois phases relatives ne peuvent pas être simultanément en
opposition de phase deux-à-deux.
Dans la conﬁguration N = 2, qui nous servira tout au long du manuscrit, nous
retrouvons les formules d'interférences classiques :
Pcomb =
1
2
[
P1 + P2 + 2
√
P1P2 cos ∆φ
]
avec η =
1
2
(
1 +
2
√
P1P2
P1 + P2
cos ∆φ
)
(I.44)
avec Pn α |En|2 et ∆φ = φ2−φ1 la phase relative (d'ordre 0, car nous sommes en régime
continu). Nous reconnaissons par ailleurs l'expression du contraste V = 2
√
P1P2
P1+P2
, ce qui
nous permet d'établir sa relation avec l'eﬃcacité de combinaison :
η =
1 + V cos ∆φ
2
(I.45)
La mise en phase et le contraste d'interférence constituent donc deux contributions
indépendantes sur l'eﬃcacité de combinaison, que nous décrivons plus précisément dans
les paragraphes suivants.
Outre la puissance combinée, il est possible de déterminer la phase du champ résul-
tant, lorsque deux faisceaux à combiner sont déphasés entre eux. En exprimant direc-
tement le champ recombiné par la somme des champs individuels, de même amplitude
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E0 et de phases φ1 et φ2 diﬀérentes, on obtient l'expression suivante :
Ecomb =
√
2E0 cos
(
∆φ
2
)
ei
φ1+φ2
2 (I.46)
La phase de l'onde combinée est donc bien déterminée et vaut la moyenne des deux phase
φ1 et φ2, tandis que l'amplitude transmise est aﬀectée d'un coeﬃcient cos
(
∆φ
2
)
. Cette
propriété de moyennage sur les phases individuelles est fondamentale pour la suite, et
justiﬁera à plusieurs reprises l'intérêt de la combinaison cohérente.
Figure I.17  Représentation complète de l'interféromètre utilisé pour le remplissage
d'ouverture
Dans le cas ou le combineur choisi est un FBS, le formalisme précédent s'applique
parfaitement pour N = 2. En revanche, l'utilisation de PBS rend la combinaison légère-
ment diﬀérente. En eﬀet, les deux faisceaux à combiner sont de polarisations croisées à
l'arrivée sur le cube PBS, et sont totalement redirigés vers une seule sortie, la voie com-
plémentaire du cube restant systématiquement vide. Le faisceau émergent contient les
deux polarisations croisées, et il n'y a donc pas d'interférences à proprement parler lors
de cette étape de combinaison. Il n'est possible de les mettre en évidence qu'à l'aide d'un
polariseur, d'axe à 45° de chacune des polarisations et placé derrière la sortie d'intérêt.
La partie transmise par le système "PBS + Polariseur" constitue la sortie constructive
et la partie réﬂéchie par le polariseur représente quant à elle la sortie destructive. Nous
retrouvons ainsi le même formalisme et les mêmes contraintes de cohérence que pour
le séparateur FBS. Les systèmes de combinaison en cascade utilisant des FBS ou des
PBS augmentent malgré tout la complexité d'implémentation des systèmes, nécessitant
la maîtrise de N−1 = 2k−1 étapes de combinaison successives pour un nombre N = 2k
de répliques spatiales (cf. ﬁgure I.16). Enﬁn, pour l'utilisation d'un DOE, la contrainte
portant sur les puissances relatives est légèrement diﬀérente. En eﬀet, en tant que sé-
parateur, ce type de réseau sépare un faisceau source en plusieurs ordres de diﬀraction,
ayant chacun une eﬃcacité de diﬀraction bien déﬁnie. A l'inverse, si l'on veut recombi-
ner plusieurs faisceaux au moyen d'un tel composant, il faut non seulement leur donner
le bon angle d'incidence, mais surtout qu'ils aient une puissance dont le rapport à la
puissance totale correspond à l'eﬃcacité de l'ordre de diﬀraction qu'ils empruntent. Des
DOE à eﬃcacités de diﬀraction identiques pour tous les ordres existent, mais ne sont
pas simples à réaliser et à implémenter.
L'avantage du remplissage d'ouverture est que le faisceau de sortie conserve par-
faitement les propriétés spatiales, spectrales et temporelles des faisceaux individuels.
Gardons à l'esprit qu'outre le gain en puissance totale, la brillance de l'unique faisceau
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recombiné est aussi multipliée d'un facteur N. Ce procédé pourrait par exemple être
utilisé pour produire des diodes de forte puissance et de haute qualité spatiale, compro-
mis auparavant impossible à contourner. Le remplissage d'ouverture, dont nous avons
formalisé les procédés, constitue le c÷ur de nos travaux expérimentaux présentés dans
ce manuscrit.
I.3.1.2 Remplissage de la pupille
L'architecture de combinaison cohérente de faisceau par remplissage de pupille est
assez diﬀérente de la précédente. Au lieu de remplir en puissance une ouverture bien
déﬁnie, on juxtapose parallèlement les N faisceaux à combiner aﬁn de former une grande
pupille, assimilable à un faisceau homogène. Quelque soit la méthode de séparation, la
recombinaison se fait naturellement par le phénomène de diﬀraction, qui réunit en champ
lointain tous les diﬀérentes répliques en un seul et unique faisceau. Il s'agit en réalité
d'interférences à division de front d'onde, dont le cas N = 2 correspond à l'expérience
des fentes d'Young.
En considérant le principe de Huygens-Fresnel et en se plaçant dans les conditions
de Fraunhofer, on accède en champ lointain au proﬁl angulaire du faisceau, déterminé
par la transformée de Fourier spatiale du champ électrique dans le plan de la pupille
que l'on a réalisée (ﬁgure I.18). Dans le cas des ﬁbres, une matrice 2D de ﬁbre est
généralement utilisée et souvent suivie d'une matrice de micro-lentilles de collimation,
servant à améliorer le remplissage de la pupille. Aﬁn d'observer le faisceau recombiné
en champ lointain, on place la pupille au foyer objet d'une lentille et l'on observe le
proﬁl au foyer image, correspondant au plan de Fourier de la pupille. Le proﬁl angulaire
pour une pupille circulaire homogène est une fonction de Bessel en champ lointain, et
présente ainsi des rebonds autour du pic principal. De plus, le remplissage imparfait de
la pupille en comparaison d'un faisceau homogène crée des lobes secondaires aux cotés
du pic principal, réduisant ainsi la puissance contenue dans le lobe central d'intérêt.
Ces deux eﬀets sont équivalents à une mauvaise directivité d'une partie du faisceau et
constituent des pertes de combinaison intrinsèque à l'architecture.
L'eﬃcacité globale de combinaison est évaluée en fonction de la forme et de la qualité
du faisceau en champ lointain, et est déﬁnie comme la puissance encerclée dans le lobe
central principal sur la puissance totale extraite de la pupille. Les facteurs impactant
l'eﬃcacité de combinaison sont les mêmes qu'en remplissage d'ouverture. En particulier,
la phase relative entre les émetteurs joue un rôle capital et doit ici aussi être contrôlée
à une fraction de λ : dans le cas d'une cartographie de phase aléatoire, le faisceau
recombiné est très faiblement directif et présente un proﬁl angulaire très perturbé. Le
fait de pouvoir contrôler la phase de chacune des ﬁbres permet aussi d'agir sur le front
d'onde recombiné, en y imprimant volontairement un proﬁl de phase non homogène
particulier comme un basculement ou une défocalisation. Le faisceau recombiné possède
ainsi un couplage spatio-temporel, car la phase temporelle des émetteurs indépendants
inﬂue sur la propagation spatiale du faisceau. En plus de l'accord de phase, il faut assurer
un faisceau homogène en polarisation et homogénéiser les puissances respectives des
diﬀérentes voies aﬁn de ne pas brouiller à nouveau le motif en champ lointain. Cependant,
l'architecture à remplissage de pupille ne requiert pas de combiner des faisceaux de
puissances parfaitement identiques. Bien au contraire, il est préférable de générer un
proﬁl spatial dans le plan de la pupille au plus proche d'une gaussienne, aﬁn de réduire
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Figure I.18  Schéma général de combinaison cohérente spatiale par remplissage de
pupille
au maximum les rebonds autour du pic principal en champ lointain (apodisation). La
forme du maillage de la pupille par les ﬁbres juxtaposées peut aussi être judicieusement
choisie aﬁn d'améliorer le proﬁl en champ lointain (triangulaire, ronde avec alignement
radial des ﬁbres...)
Le remplissage de pupille est une architecture adaptée au traitement d'un grand
nombre de ﬁbres car elle ne requiert aucun élément optique de recombinaison et ne l'ef-
fectue qu'en une seule étape, quel que soit le nombre de faisceaux à réunir. Le faisceau
recombiné ﬁnal possède une puissance N fois plus forte que celle d'un émetteur unique,
mais aussi une taille de faisceau N fois plus grande. On pourrait donc penser que la
brillance du faisceau recombiné n'est pas augmentée par rapport à celle d'une seule
ﬁbre, mais il faut aussi remarquer que son étendue géométrique est N fois plus faible
que lors d'une recombinaison parfaitement incohérente. En réalité, le faisceau recom-
biné de façon cohérente possède en réalité la même étendue géométrique que celle d'un
émetteur isolé, car la recombinaison en phase de N ﬁbres sur une grande dimension de
pupille assure une meilleure directivité de faisceau en comparaison d'un émetteur seul
de mêmes dimensions. La brillance obtenue est donc bien multipliée par un facteur N .
L'inconvénient de cette méthode de recombinaison provient de l'impossibilité de remplir
la pupille de façon homogène et sans lacune à partir de faisceaux gaussiens. Quel que soit
le soin entrepris, ces irrégularités provoquent irrémédiablement des pertes d'eﬃcacité,
intrinsèques au système. Ce procédé convient particulièrement à des applications de forte
puissance sur de grandes longueurs d'interaction, où le proﬁl spatial du faisceau n'a pas
besoin d'être de grande qualité, typiquement dans les applications LiDAR. Nous n'en
dévoilons pas le formalisme détaillé car seule la combinaison cohérente par remplissage
d'ouverture sera implémentée dans les parties expérimentales de ce manuscrit.
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I.3.2 Aspects temporels : asservissement de la phase relative
I.3.2.1 Bruit de phase
Comme pour toute expérience interférométrique, l'environnement du système de
combinaison produit du bruit thermique (jusque 100 Hz) et acoustique (jusque 100
kHz) que les bras subissent, au point que leurs longueurs se désaccordent et ﬂuctuent
dans le temps autour de leur position initiale. De plus, à la diﬀérence des systèmes à
cristaux massifs, la géométrie ﬁbrée est très sensible aux bruits mécaniques, du fait des
grandes longueurs d'interactions, des grandes surfaces d'échange avec l'extérieur et de
la ﬂexibilité du milieu. Le bruit environnant perturbe ainsi fortement la phase du signal
laser qui s'y propage, à tel point que celle-ci devient totalement aléatoire et imprévisible
en sortie d'ampliﬁcateur. Au regard des schémas de combinaison cohérente précédents,
les bras de l'interféromètre sont a priori tous décorrélés les uns des autres, même en
les supposant parfaitement de même longueur optique, et restituent un phase aléatoire
rapidement ﬂuctuante dans le temps. Cela traduit directement un fort bruit d'intensité
du faisceau recombiné en sortie de système, et conduit à l'instabilité de l'eﬃcacité de
combinaison.
Il est donc nécessaire de pouvoir mesurer et contrôler en temps réel la phase rela-
tive entre les divers faisceaux à recombiner, aﬁn d'assurer une eﬃcacité maximale et
stable dans le temps. La solution a priori la plus simple consiste à insérer un composant
actif agissant sur la phase dans chacune des voies et à les asservir par un système de
rétroaction, en utilisant une portion du signal recombiné pour en déduire la phase à cor-
riger. Dans les conditions d'expérimentation usuelles, le bruit de phase auquel les ﬁbres
sont sujettes ne s'étend pas signiﬁcativement au-dessus de quelques dizaines de kHz
[Augst et al., 2004], bande-passante parfaitement accessible aux systèmes électroniques
de rétroaction classiques. Il en ressort une qualité de stabilisation de la phase limitée
par les ﬂuctuations RMS résiduelles, exprimée en λ/N , dont on peut déduire la stabilité
en puissance du faisceau recombiné ainsi que l'eﬃcacité correspondante (rapport de la
puissance moyenne sur la puissance totale).
I.3.2.2 Asservissement par marquage fréquentiel des phases relatives
Il est impossible de déterminer directement la phase relative entre les diﬀérentes
voies à partir de la puissance recombinée seule. Même dans le cas de deux ampliﬁca-
teurs uniquement, il existe une ambigüité sur le signe de la phase relative, car à une
valeur donnée de puissance de sortie correspondent deux possibilités, égales en valeur
absolue mais de signes contraires (terme en cosinus dans la formule d'intreférences). Le
système de rétroaction ne peut donc pas savoir dans quelle direction ajuster la phase et
peut ainsi diverger. Une méthode levant cette ambigüité utilise un marquage fréquentiel
("frequency tagging") sur chacune des voies. Ce système porte aussi le nom de LOC-
SET ("Locking of Optical Coherence by Single-detector Electronic-frequency Tagging"),
nom de brevet déposé pour son utilisation commerciale (Northrop Grumman Aerospace
Systems). Dans l'exemple de deux voies seulement, une petite modulation de phase est
volontairement ajoutée à l'une d'entre elles, grâce à l'oscillateur local d'une détection
synchrone. La modulation est suﬃsamment faible pour ne pas perturber signiﬁcative-
ment la puissance de sortie. On prélève ensuite à l'aide d'une photodiode un faible
56 Combinaison cohérente de faisceaux par division spatiale
échantillon du faisceau recombiné, ou même directement le faisceau rejeté si celui-ci est
disponible, dont la puissance est elle-aussi faiblement modulée. Le signal électronique
recueilli est transmis à la détection synchrone et comparé à la référence (oscillateur
local), permettant de déterminer la valeur et le signe de la phase.
Le schéma de la ﬁgure (I.19), représentant le proﬁl de puissance du signal de sortie
en fonction de la phase relative, permet de comprendre aisément le processus de déter-
mination du signe. Si l'on se trouve sur l'un des ﬂancs de la courbe en cosinus (points
rouge), décalé par rapport au maximum de puissance, on observera bien une modulation
de la puissance de sortie, de même fréquence que l'oscillateur local. En revanche, selon
que l'on se trouve sur le ﬂanc descendant ou montant, la phase entre l'oscillateur local
et la faible modulation de la puissance recombinée peut changer. Elle est nulle (signaux
électriques en phase) sur le front montant, là où la puissance est croissante avec la phase
relative ∆φ0, et vaut pi (signaux en opposition de phase) sur le front descendant, car
augmenter la phase relative ∆φ0 correspond à une diminution de la puissance de sor-
tie. La détection synchrone fournissant automatiquement cette valeur, la phase relative
(valeur et signe) entre les deux bras est ainsi complètement déterminée. Les maxima et
minima de la courbe de puissance constituent les positions d'équilibre de l'asservisse-
ment. Dans ces situations, la modulation de puissance détectée par la photodiode est
de fréquence double par rapport au signal de la détection synchrone (ω = 2ωOL) : au
regard de la courbe de puissance (ﬁgure I.19), la puissance combinée passe deux fois
de part-et-d'autre de l'extremum (deux périodes) pour une période de l'oscillateur lo-
cal. La détection synchrone fournissant un signal proportionnel à la composante ωOL
uniquement, le signal d'erreur résultant est nul.
Figure I.19  Haut : puissance rejetée (sortie destructive) en fonction de la phase
relative entre les deux faisceaux. Bas : comparaison entre le signal de sortie ∆P et
l'oscillateur local de la détection synchrone ∆V proche d'un minimum
Pour formaliser le processus d'asservissement, on suppose d'abord que l'on dispose
d'une architecture de combinaison par remplissage d'ouverture, où l'on peut récupérer
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directement le faisceau rejeté par la sortie destructive de l'interféromètre. La puissance
détectée par la photodiode s'exprime selon :
Prej(t) = P0 (1− cos (∆φ+ Vφ cos (ωOLt))) (I.47)
en omettant le facteur de proportionnalité lié à la dynamique de détection, avec Vφ(t) =
Vφ cos (ωOLt) le signal de modulation de l'oscillateur local imprimé sur l'une des deux
voies (homogène à une phase) et ∆φ la phase relative. Le bruit de phase est supposé
lentement variable par rapport à ωOL, ce qui est facilement vériﬁe si ωOL > ωbruitmax ∼
100 kHz. Si l'on se place proche d'un minimum (φ ' 0 et Prej ' 0, soit Pcomb ' Ptot),
on peut développer le terme en cosinus au second ordre :
Pcomb(t) = P0
(∆φ+ Vφ cos (ωOLt))
2
2
(I.48)
La détection synchrone a pour fonction de multiplier le signal détecté, contenant la
faible modulation, par le signal de l'oscillateur local. Le produit des deux génère un
signal qui, après développement, s'exprime à l'aide de trois termes en cos(ωOLt), d'ordre
1, 2 et 3 respectivement. En linéarisant les puissances en cos(ωOLt), on obtient une
suite de termes de fréquences 0 (composante continue), ωOL, 2ωOL et 3ωOL. Le nouveau
terme d'ordre 0, issue de la linéarisation de cos2(ωOLt) =
1−cos(2ωOLt)
2
est directement
proportionnel à la phase relative ∆φ recherchée et est isolé par la détection synchrone
par un ﬁltre passe-bas :
Pfiltre´e =
VφP0
2
∆φ (I.49)
Ce ﬁltrage comporte une contrainte sur sa fréquence de coupure, qui doit être petite
devant ωOL aﬁn de pouvoir eﬀectivement isoler la composante continue. Cela revient
à dire que la détection synchrone doit intégrer le signal suﬃsamment longtemps par
rapport à la période de l'oscillateur local, permettant ainsi de bien pouvoir détecter la
modulation.
Le signal recueilli est donc directement proportionnel à la phase relative φ, sans in-
détermination sur son signe. Un système d'asservissement P.I.D. est ensuite ajouté aﬁn
d'obtenir le facteur de proportionnalité adapté au modulateur de phase (ajustement de
la dynamique avec le proportionnel) et de stabiliser la rétroaction (avec l'intégrateur, ra-
rement avec le dérivateur). Dès que la phase relative ∆φ, aléatoire en premier lieu, passe
par la valeur 0, le formalisme précédent s'applique et l'asservissement verrouille l'accord
de phase et le stabilise dans le temps. Le modulateur de phase reçoit ainsi en temps
"presque réel" une phase d'erreur φ = −∆φ issue de la détection, à laquelle est ajoutée
la faible modulation à ωOL de l'oscillateur local. Tout compris, la boucle de rétroaction
complète possède une bande-passante pouvant aller jusqu'à 20 kHz, permettant ainsi de
corriger une très grande majorité du bruit de phase ambiant, avec une stabilité RMS
sur la phase pouvant descendre en-dessous de λ/40 [Shay et al., 2010]. L'asservissement
LOCSET reste parfaitement valable si l'on décide de prélever un échantillon du faisceau
recombiné plutôt que directement le faisceau rejeté, et peut aussi être implémenté dans
les architecture à remplissage de pupille.
La détection synchrone est utilisée aﬁn de sortir un signal du bruit de fond ; son
utilisation prend donc du sens car la modulation imprimée au signal doit être la plus
faible possible. Remarquons que dans le formalisme précédent, seule une voie de l'in-
terféromètre est utilisée pour imprimer et asservir la phase relative, l'autre restant en
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régime libre. En eﬀet, la phase absolue des ampliﬁcateurs n'est pas importante dans les
processus de combinaison cohérente et seule leur phase relative entre en compte. Il est
donc préférable de laisser l'une des voies évoluer à sa guise, et d'asservir la seconde pour
qu'elle s'adapte à la première en tout temps. Cela permet ainsi de ne pas utiliser de ré-
férence de phase externe et de considérablement simpliﬁer les montages. Cette méthode
reste tout à fait adaptée à un grand nombre N de bras, où l'on ne nécessite d'asservis-
sement que sur N − 1 chemins, le Nième constituant la référence. Aﬁn de diﬀérencier
les phases relatives entre les N − 1 voies, chacune d'entre elles reçoit une modulation de
phase à une fréquence ωOL,n qui lui est propre. Le signal recombiné possède ainsi une
multitude de fréquences de modulation, toutes représentatives d'un chemin particulier.
Dans ce cas, l'électronique d'asservissement doit assimiler toute la complexité intro-
duite, devant notamment générer N − 1 répliques du signal détecté, les ﬁltrer autour
de leurs fréquences propres de modulation, et enﬁn les diriger vers N − 1 détections
synchrones qui opèrent de la même manière que pour le processus à deux voies. Chacun
des signaux de correction résultants est redirigé vers la voie correspondante, avec le bon
signal d'erreur et la bonne fréquence de modulation.
L'une des plus récentes performances de combinaison cohérente en régime continu
utilisant la stabilisation LOCSET a démontré la génération de 4 kW de puissance à
l'aide de 8 ﬁbres ampliﬁcatrices, avec 78 % d'eﬃcacité [Redmond et al., 2012]. La majo-
rité des pertes de combinaison ne provient pas des problématiques de mise phase, mais
plutôt de l'architecture de remplissage de pupille utilisée. Une autre expérience à peine
plus ancienne rapporte la génération de 1.93 kW, avec 4 ﬁbres recombinées dans une
architecture de remplissage d'ouverture en une seule étape, grâce à l'utilisation d'un
DOE [Yu et al., 2011]. L'eﬃcacité maximale accessible avec ce montage est supérieure
à 90 %, mais n'est pas observable à forte puissance du fait de l'inﬂuence des eﬀets ther-
miques sur la stabilité et l'alignement du montage : l'eﬃcacité ﬁnale chute alors à 76 %.
L'asservissement LOCSET a aussi démontré la recombinaison de deux ampliﬁcateurs
en régime nanoseconde [Lombard et al., 2011] avec d'excellentes performances : 95 %
d'eﬃcacité avec une erreur de phase résiduelle de λ/27 pour des impulsions de 100 ns de
durée. Dans ce contexte d'ampliﬁcation impulsionnelle, les largeurs de bande sont suﬃ-
samment faibles pour que la phase soit considérée comme homogène sur tout le spectre,
et il ne faut ajouter qu'un réglage sur le délai entre les impulsions dans le montage pour
assurer leur recombinaison. Nous utiliserons cette implémentation de stabilisation LOC-
SET de la phase relative, délai inclus, pour nos réalisations expérimentales en régime
femtoseconde (partie II suivante).
I.3.2.3 Stabilisation par cartographie des phases relatives
Le procédé de stabilisation que nous décrivons ici est tout-à-fait particulier à la
combinaison par remplissage de pupille. Il consiste à mesurer directement la phase re-
lative entre deux ampliﬁcateurs, adjacents sur le motif de la pupille, par interférences
entre les faisceaux qu'ils délivrent. Ce principe est appelé interférométrie à décalage
quadri-latéral [Bellanger et al., 2010].
Aﬁn de réaliser les interférences deux à deux, un échantillon du faisceau recombiné
est prélevé et imagé aﬁn de retrouver le motif des émetteurs en champ proche. Un réseau
de diﬀraction en transmission est ensuite disposé dans le plan des émetteurs, et diﬀracte
chacun d'entre eux en quatre répliques, au-dessus, en-dessous à droite et à gauche de
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Figure I.20  Principe de l'interférométrie à décalage quadri-latéral
l'ordre 0 transmis (ﬁgure I.20). Si l'on considère la diﬀraction de tous les émetteurs de la
pupille simultanément, il existe une position du réseau par rapport au plan des émetteurs
telle que les motifs diﬀractés par une des ﬁbres coïncident avec les répliques diﬀractées
par les ﬁbres adjacentes. On dispose alors d'une cartographie de la phase relative entre
les diﬀérentes ﬁbres (ﬁgure I.21), constituée de systèmes de franges d'interférences du
fait que les faisceaux additionnés ne partagent pas la même direction de propagation.
L'ordre d'interférence au centre du faisceau renseigne sur la valeur de la phase relative.
Cela donne ﬁnalement une carte d'interférogrammes de la forme :
P (x) = P0
[
1 + cos
(
2pi
x
p
+ ∆φ
)]
(I.50)
pour deux ﬁbres adjacentes selon la direction verticale y perpendiculaire à x et avec
p l'ordre d'interférence. La variable x est remplacée par y si l'on considère deux ﬁbres
contigües selon la direction horizontale. En utilisant un procédé similaire à celui appli-
qué par la méthode LOCSET, le signal précédent est multiplié indépendamment par
les termes cos
(
2pi x
p
)
et sin
(
2pi x
p
)
, déterminés par les caractéristiques du réseau de dif-
fraction. Chacun de ces signaux résultants est ﬁltré au moyen d'un passe-bas aﬁn d'en
isoler les composantes cos (∆φ) et sin (∆φ). Leur rapport sin / cos permet de retrouver
la phase relative ∆φ, sans indétermination sur le signe. Nous retrouvons ainsi les mêmes
opérations que celles exécutées par la détection synchrone pour le LOCSET, eﬀectuées
à présent dans le domaine spatial. En revanche, la bande passante de correction est plus
faible, généralement en-dessous du kHz, souvent à cause d'un grand nombre de ﬁbres à
traiter simultanément, et aussi par le caractère non déterministe de l'asservissement.
Cette méthode de combinaison a déjà démontré la combinaison de 64 ﬁbres ampliﬁ-
catrices [Bourderionnet et al., 2011], témoignant de son aptitude à maitriser la combinai-
son collective d'un grand nombre de faisceaux. En contrepartie, l'eﬃcacité de combinai-
son s'élève à 34 %, un peu en-dessous des 44 % théoriques accessibles avec le remplissage
de pupille réalisé. Malgré un asservissement eﬃcace et stable, nous constatons la diﬃ-
culté d'obtenir de bonnes eﬃcacités de combinaison avec l'architecture de remplissage
de pupille. Rappelons cependant que cette méthode de remplissage est très bien adaptée
à la combinaison d'un grand nombre de ﬁbres, et reste un excellent candidat pour les
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Figure I.21  Cartographie des interférogrammes relatifs aux interférences des ﬁbres
deux à deux pour un ensemble de 64 faisceaux
applications de très haute puissance.
I.3.2.4 Maximisation de la puissance encerclée
Une dernière méthode de recombinaison est eﬀectuée à partir de la mesure d'une
ﬁgure de mérite, représentative de la qualité de la mise en phase et généralement ho-
mogène à une puissance, sans jamais accéder directement aux valeurs exactes de phases
relatives entre les ﬁbres. La stabilisation n'est donc pas déterministe et inclut un algo-
rithme heuristique dédié à optimiser cette ﬁgure de mérite. Le système de rétroaction
commence son asservissement avec des valeurs de phase arbitraires pour chacune des
ﬁbres, puis eﬀectue des modiﬁcations incrémentales sur chacune d'entre elles, selon des
règles bien déﬁnies de type algorithme génétique. Le système de rétroaction mesure en
temps réel l'évolution de la ﬁgure de mérite en corrélation avec les modiﬁcations de
phase apportées. Les règles d'évolution de la cartographie de phase sont ensuite faites
pour favoriser une ﬁgure de mérite maximale et ainsi assurer l'accord de phase des fais-
ceaux à combiner. L'asservissement ﬁnit par converger vers une solution optimale et
s'y stabilise si la rétroaction est suﬃsamment rapide. Cet algorithme porte le nom de
SPGD pour "Stochastic Parallel Gradient Descent" [Zhou et al., 2009], et doit donc être
accompagné de la mesure simultanée d'une grandeur représentative de la qualité de mise
en phase des ﬁbres.
Dans le contexte du remplissage d'ouverture, il suﬃt simplement de mesurer la va-
leur de la puissance totale du faisceau recombiné. En eﬀet, les parties non recombinées
s'échappent du système par d'autres voies que la sortie d'intérêt, et la mesure de la puis-
sance recombinée est parfaitement représentative de la qualité de recombinaison. Cette
possibilité provient du fait que tous les faisceaux présents dans ces systèmes possèdent
exactement les mêmes caractéristiques spatiales (taille de faisceau, forme, direction...)
indépendamment de l'eﬃcacité de combinaison : seule la puissance du faisceau ﬁnal (et
des faisceaux rejetés) est aﬀectée. En revanche, pour un schéma de combinaison par
remplissage de pupille, le contexte est assez diﬀérent, car la puissance contenue dans la
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Figure I.22  Schéma général de recombinaison utilisant la sélection "Power-in-the-
bucket" ainsi qu'un algorithme SPGD
pupille, et donc contenue en champ lointain dans le faisceau recombiné, reste rigoureuse-
ment identique quelque soit la cartographie de phase des ﬁbres. De plus, les désaccords
de phase entre les ampliﬁcateurs déforment fortement le proﬁl spatial ﬁnal ainsi que
sa directivité : seul la distribution du motif en champ lointain varie avec les phases
relative, la puissance totale restant constante. La solution adaptée au remplissage de
pupille est donc de mesurer une puissance "encerclée" au centre du faisceau recombiné
[Yu et al., 2011]. Un diaphragme est disposé en champ lointain, de taille comparable à
celle du lobe central et centré sur à celui-ci (ﬁgure I.22). Le motif ainsi ﬁltré permet
d'évaluer la qualité de la combinaison en mesurant sa puissance par rapport à la puis-
sance totale. Dans le cas d'une combinaison parfaitement en phase, presque toute la
puissance est contenue dans ce lobe et l'extension spatiale du faisceau est faible (excel-
lente directivité). Dans le cas contraire, l'énergie traversant le diaphragme devient faible
à cause d'un étalement trop important hors de ses bornes. On retrouve ainsi le cas d'une
simple mesure de puissance directement dépendante de la qualité de mise en phase des
ﬁbres. On peut alors lui ajouter l'algorithme SPGD déﬁni plus haut. Cette mesure de
puissance est proche de la déﬁnition du rapport de Strehl, qui compare le maximum
du pic central dans le cas expérimental par rapport au cas théoriquement parfait. Ici,
comme l'on mesure une puissance contenue dans une zone de l'espace précise, on préfère
déﬁnir le terme "Power-in-the-bucket", usuellement employé pour ce type d'expériences,
qui caractérise la puissance encerclée par le diaphragme.
Toutes les méthodes de combinaison décrites précédemment permettent d'assurer
une combinaison stable dans le temps, avec une légère baisse d'eﬃcacité relative aux
ﬂuctuations RMS résiduelles de la phase relative. Celle-ci n'est cependant pas l'unique
facteur de chute d'eﬃcacité et d'autres contributions, portant sur des aspects temporels,
spatiaux ou énergétiques, doivent être prises en compte. Aﬁn de formaliser et quantiﬁer
l'inﬂuence de ces nouveaux paramètres, nous ne considérerons dans la suite que la com-
binaison cohérente spatiale par remplissage de l'ouverture, étant la seule architecture
utilisée dans nos travaux expérimentaux.
I.3.3 Facteurs inﬂuant sur l'eﬃcacité de combinaison
Outre l'accord de phase, la combinaison cohérente doit se faire avec des faisceaux les
plus identiques possibles sur tous les plans. Ceux que nous avons déjà évoqués (puissance
totale, polarisation) diminuent le facteur de visibilité V = Pmax−Pmin
Pmax+Pmin
des interférences,
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réduisant ainsi l'eﬃcacité de combinaison même si l'accord de phase est parfait. Il s'agit
généralement d'attributs que l'on peut contrôler et ﬁxer une fois pour toute dans le
montage expérimental, car faiblement sensibles au bruit ambiant. Lorsque les faisceaux
sont parfaitement en phase, le facteur de visibilité V peut s'écrire :
V =
Pcomb − Prej
Pcomb + Prej
tandis que η =
Pcomb
Pcomb + Prej
(I.51)
L'eﬃcacité de combinaison ne vaut généralement pas 100% à cause du facteur V de
visibilité des interférences, qui recense les diﬀérentes sources de pertes que nous allons
identiﬁer ici. Rappelons qu'il existe une relation simple entre contraste d'interférences
et eﬃcacité de combinaison :
η =
1 + V cos ∆φ
2
(I.52)
Dans ce cas d'un accord de phase parfait, l'eﬃcacité de combinaison est au minimum
de 1
2
pour un contraste nul. La condition V = 0 implique une décohérence complète entre
les faisceaux à combiner, qui se divisent donc indépendamment de façon équitable dans
les voies constructives et destructives lors de l'étape de recombinaison. On ne parle donc
plus vraiment d'eﬃcacité de combinaison mais plutôt de transmission, car même si l'on
extrait toujours la moitié de l'énergie totale, aucun phénomène de combinaison cohérente
n'intervient. Nous serons toujours éloignés du cas critique V = 0 de sorte que les faibles
décohérences soient bien traitées comme des pertes d'eﬃcacité de combinaison η selon
la formule précédente.
I.3.3.1 Cohérence temporelle
Du fait que l'on réalise des interférences constructives entre plusieurs faisceaux, il
faut s'assurer de la bonne cohérence temporelle des signaux, en particulier de bien obéir
aux règles permettant un contraste maximal, outre l'accord de phase. La plupart d'entre
elles ont déjà été évoquées lors de la présentation des schémas généraux.
En premier lieu, les signaux doivent avoir même longueur d'onde. Dans le cas d'un
ampliﬁcation en absence de non-linéarités, la fréquence optique des faisceaux ampliﬁés
n'a pas la possibilité d'évoluer. Dans le cas contraire, si l'un des faisceaux subit un
décalage spectral lors de son ampliﬁcation, il faut veiller à le corriger ou à ce que les
autres voies le subissent identiquement. D'autre part, les faisceaux doivent rester cohé-
rents entre eux. En eﬀet, la phase relative ∆φ d'ordre 0 doit être stabilisée entre les
ampliﬁcateurs à 2pi près, mais l'on doit aussi s'assurer que les diﬀérences de chemins
optiques entre les diﬀérentes voies ne se rapprochent pas de la longueur de cohérence
de la source. En pratique, la complexité d'alignement de l'interféromètre augmente avec
la largeur de spectre du signal, obligeant à égaliser au mieux la longueur des bras.
Les largeurs de bande impliquées en régime continu sont généralement faibles et peu
contraignantes dans la réalisation des systèmes de combinaison. Pour ce qui est du ré-
gime nanoseconde, la cohérence est directement assurée par le recouvrement temporel
des impulsions à combiner.
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I.3.3.2 Ecarts de puissance
La puissance relative entre les faisceaux a aussi une importance dans l'évaluation
du contraste V . Pour un combineur FBS, lorsque l'on veut faire interférer deux signaux
de puissances P1 et P2 distinctes, le facteur de visibilité devient :
VFBS =
2
√
P1P2
P1 + P2
et ηFBS =
1 + VFBS
2
(I.53)
On remarque que pour une dissymétrie exagérée où l'une des puissances vaut le double
de l'autre (P2 = 2P1), le contraste chute à VFBS = 94%, correspondant à 3% de pertes
d'eﬃcacité de combinaison (ηFBS = 97%). La condition portant sur la puissance est
donc faiblement restrictive, rendant les systèmes de combinaison tolérants à ce critère
particulier. Dans le cas d'un combineur PBS, un écart en puissance entre les polarisations
0° et 90° n'aﬀecte pas le contraste d'interférences (car il n'y en a pas encore) mais plutôt
l'orientation ﬁnale de la polarisation de sortie, qui se retrouve alors désaxée par rapport
à la direction 45°. Comme le montage est habituellement suivi d'un polariseur à 45°, la
projection imparfaite de la polarisation de sortie induit une perte d'eﬃcacité, déduite
de la loi de Malus :
ηPBS = cos
2
(
45◦ − arctan
√
P2
P1
)
= ηFBS (I.54)
Les deux types de combinaison sont donc parfaitement équivalents en terme de sensibilité
aux écarts de puissance. On peut cependant remarquer que dans le cas d'une combinaison
imparfaite avec un PBS, tourner le polariseur initialement à 45° d'un angle adapté
peut permettre d'extraire le maximum de puissance, et ce en toutes circonstances. On
pourrait donc autoriser de forts écarts de puissance entre les deux faisceaux à combiner
sans constater de chute d'eﬃcacité. Cependant, ces écarts de puissnace peuvent dans
certains cas induire indirectement des écarts de phase entre les ﬁbres, notamment en
présence de non-linéarités et particulièrement en régime femtoseconde (cf. section I.5).
Il sera donc toujours préférable de se placer dans le cas le plus symétrique possible
en terme de puissance, et d'utiliser les systèmes "PBS + polariseur 45°" comme des
interféromètres 50:50 classiques.
En déﬁnitive, l'inﬂuence des écarts en puissance est très faible comparée à la sensi-
bilité sur la phase relative, et ne nécessitera pas un contrôle très précis. On veillera tout
de même à symétriser au maximum la puissance des diﬀérentes voies aﬁn d'éviter des
pertes inutiles, même s'il ne s'agit que de quelques pourcents.
I.3.3.3 Aspects spatiaux
Les considérations précédentes sur l'eﬃcacité de combinaison portent principale-
ment sur l'accord de phase et la puissance totale des faisceaux. Cependant, cela n'est
valable que pour la combinaison de faisceaux dont les proﬁls spatiaux d'intensité (mode
gaussien) et de phase (front d'onde) sont identiques. En pratique, ces proﬁls peuvent
diﬀérer et conduire à des pertes de combinaison supplémentaires, que nous voulons ici
expliciter dans le cadre du remplissage d'ouverture. Nous allons développer un forma-
lisme très similaire à celui réalisé dans le domaine temporel en début de section, en
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considérant l'interférence entre les proﬁls spatiaux F (x, y), dépendante de leurs phases
relatives ∆φ(x, y). Le proﬁl spatial en intensité du champ recombiné s'exprime ainsi
par sommation des champs spatiaux individuels, en négligeant les aspects temporels
(E(~r, t) = E(~r) = E0F (~r)) :
Icomb(x, y) =
1
N
I0
∣∣∣∣∣
N∑
1
Fn(x, y)
∣∣∣∣∣
2
=
1
N
I0
∣∣∣∣∣
N∑
1
|Fn(x, y)|eiΦ(x,y)
∣∣∣∣∣
2
(I.55)
en considérant la recombinaison en un lieu z donné. On retrouve ainsi les problématiques
de phase Φ(x, y), spatiale cette fois-ci (front d'onde), ainsi que l'inﬂuence des écarts en
intensité |Fn(x, y)|2. A la diﬀérence du domaine temporel (en régime continu), il n'est
pas possible d'expliciter directement à la puissance totale recombinée, mais seulement
le proﬁl d'intensité résultant. Il faut donc en eﬀectuer la sommation sur tout l'espace
pour en déduire la puissance recombinée totale et l'eﬃcacité de combinaison associée.
Remarquons que pour la combinaison de deux faisceaux, la formule d'interférences s'écrit
en tout point du proﬁl :
Icomb(x, y) =
1
2
[
I1(x, y) + I2(x, y) + 2
√
I1(x, y)I2(x, y) cos (∆Φ(x, y))
]
(I.56)
dont on peut déduire la puissance totale et l'eﬃcacité de combinaison par intégration.
On peut aussi aisément montrer, de la même manière que dans le domaine temporel, que
le front d'onde issu de la combinaison est égal à la moyenne des deux proﬁls de phase
des faisceaux sources, moyennant une perte d'eﬃcacité. Nous étudions dans la suite les
eﬀets de phase et d'intensité indépendamment.
Phase spatiale
D'après le formalisme précédent, il est possible que les faisceaux à combiner, de pro-
ﬁls d'intensité égaux, possèdent des termes de basculement et de défocalisation diﬀérents,
dont on déduit une phase spatiale relative ∆Φ(x, y). Si deux faisceaux sont recombinés
avec un petit angle entre leurs axes de propagation (basculements diﬀérents), l'accord
de phase n'est vériﬁé qu'au centre du proﬁl et il apparait un système de franges d'in-
terférences, dont la direction et l'interfrange sont déterminés par ∆Φ1x et ∆Φ1y, écarts
de phase spatiales d'ordre 1 dans les directions x et y respectivement. De même, si la
défocalisation est diﬀérente pour les deux faisceaux, toutes choses égales par ailleurs, on
trouve après recombinaison un système d'interférence en anneaux, dont le motif est ﬁxé
par l'écart ∆Φ2 entre les deux faisceaux. L'eﬃcacité de combinaison relative aux écarts
de front d'onde uniquement s'évalue donc selon :
η =
1
2
(
1 +
∫
I0(x, y) cos ∆Φ(x, y) dxdy∫
I0(x, y) dxdy
)
(I.57)
avec I0(x, y) le proﬁl d'intensité commun aux deux faisceaux. Il est possible d'en dégager
la grandeur η(x, y), eﬃcacité locale évaluée en (x, y) et parfaitement identique à la
formule classique, relative à des écarts de phase uniquement :
η(x, y) =
1
2
(1 + cos ∆Φ(x, y)) (I.58)
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L'eﬃcacité globale de combinaison prend alors une expression diﬀérente, égale à la
moyenne des eﬃcacités en chaque point du proﬁl pondérée par l'intensité locale η(x, y) :
η =
∫
I0(x, y)η(x, y) dxdy∫
I0(x, y) dxdy
(I.59)
Les eﬀets de basculement et de défocalisation ne sont que des défauts d'alignement du
montage, et sont généralement bien maîtrisés en pratique à condition que leurs écarts
gardent une amplitude faible devant λ. En revanche, si des ordres supérieurs de la
phase apparaissent (aberration sphérique, astigmatisme, etc...), il devient beaucoup plus
diﬃcile d'égaliser les fronts d'onde, ce pourquoi nous ne cherchons à traiter que des
faisceaux monomodes.
Un expérience récente utilisant le remplissage d'ouverture démontre la stabilisation
active de la position et du basculement des faisceaux à recombiner dans leur ouverture
commune [Goodno and Weiss, 2012]. En plus de la stabilisation sur leur phase relative,
la direction des faisceaux est contrôlée aﬁn de réduire au mieux les pertes spatiales
de combinaison. Le principe ressemble fortement à la stabilisation de la phase dans le
domaine temporel, et ces deux asservissements peuvent être implémentés simultanément
sans augmenter notablement la complexité du système de combinaison.
Proﬁls d'intensité
Considérons maintenant des proﬁls en intensité diﬀérents entre les faisceaux à com-
biner, en supposant que toutes les autres caractéristiques (front d'onde compris) sont
bien équilibrées. Des écarts d'intensité entre les proﬁls induisent localement une baisse
d'eﬃcacité qui doit être intégrée sur tout l'espace, au même titre que les écarts en puis-
sance totale. Nous eﬀectuons ici le même rapprochement qu'au paragraphe précédent,
où nous avons donné la relation entre l'eﬃcacité locale issues d'écarts de phase absolue
et l'eﬃcacité globale de combinaison correspondante. Nous reprenons ainsi des mêmes
raisonnements, avec à présent une phase spatiale relative ∆Φ(x, y) identiquement nulle
et des proﬁls d'intensité I1(x, y) et I2(x, y) diﬀérents. Nous en déduisons en particulier
une eﬃcacité locale η(x, y) identique à celle issue d'écarts en puissance totale :
η(x, y) =
1
2
(
1 +
2
√
I1(x, y)I2(x, y)
I1(x, y) + I2(x, y)
)
(I.60)
L'eﬃcacité totale de combinaison issue des écarts en proﬁls d'intensité s'exprime ainsi
selon la formule générale (I.59), correspondant à la moyenne de l'eﬃcacité locale sur
tout l'espace pondérée par le proﬁl d'intensité I0(x, y) moyen entre les deux proﬁls
d'intensité :
η =
∫
I0(x, y)η(x, y) dxdy∫
I0(x, y) dxdy
et I0(x, y) =
I1(x, y) + I2(x, y)
2
(I.61)
Certaines irrégularités dans les proﬁls spatiaux peuvent provenir de qualités de surface
diﬀérentes entre les ﬁbres ampliﬁcatrices. Un excentrement entre les faisceaux combinés
peut aussi induire des écarts de proﬁls, mais ne constitue qu'un défaut d'alignement.
Comme nous l'avons démontré précédemment, les écarts en intensité sont bien moins
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catastrophiques que les écarts de phase. Par extension, les écarts en proﬁl d'intensité ne
sont que peu gênants par rapport aux défauts générés par les écarts de fronts d'onde. On
veillera cependant à ne pas complexiﬁer inutilement le processus et à toujours combiner
des faisceaux monomodes, proches de leur limites de diﬀraction et correctement imagés.
I.3.3.4 Quantiﬁcation des pertes
Une étude théorique et exhaustive a été réalisée par Goodno et al. aﬁn de quantiﬁer
l'eﬃcacité de combinaison en fonction des diﬀérents paramètres décrits précédemment,
et bien d'autres encore. Il s'agit d'une étude statistique réalisée sur un grand nombre
d'ampliﬁcateurs à recombiner. Son intérêt est qu'elle ne nécessite qu'une valeur d'écart-
type pour le facteur de pertes considéré, et restitue la chute d'eﬃcacité correspondante.
Le tableau en ﬁgure I.23 synthétise toute cette étude [Goodno et al., 2010].
Figure I.23  Pertes d'eﬃcacité des systèmes de combinaisons en fonctions de diﬀérents
paramètres [Goodno et al., 2010].
En conclusion de cette section, la combinaison cohérente par division spatiale de
faisceaux permet d'augmenter la brillance des faisceaux tout en conservant les pro-
priétés spatiales, spectrales et temporelles des faisceaux laser ampliﬁés. Cette méthode
permet donc d'augmenter le niveau de puissance des systèmes à ﬁbre tout en gardant
constant le niveau de non-linéarité. Les diﬀérentes architectures démontrent par ailleurs
la possibilité de combiner un grand nombre de ﬁbres sans contrainte théorique particu-
lière. En revanche, celles-ci nécessitent en prime abord des systèmes d'asservissement sur
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les phases relatives des diﬀérents ampliﬁcateurs à recombiner, étant tous décorrélés les
uns des autres. L'implémentation de tels procédés augmente notablement la complexité
des systèmes d'ampliﬁcation standards. De plus, ces méthodes de combinaison restent
sensibles au bruit environnant typiquement à partir de quelques dizaines de kHz. La
robustesse des systèmes d'ampliﬁcation basés sur l'asservissement actif de la phase est
ainsi directement liée aux performances de l'électronique de détection, qui reste pour
l'instant limitée à des environnements relativement calmes. Nous verrons en partie (III)
qu'il est possible d'implémenter des architectures passives de combinaison spatiale per-
mettant d'accorder automatiquement la phase entre les faisceaux ampliﬁés.
68 Combinaison cohérente d'impulsions par division temporelle
I.4 Combinaison cohérente d'impulsions par division
temporelle
Un autre concept de combinaison cohérente, dénommé ampliﬁcation d'impulsions
divisées temporellement (DPA pour "Divided-Pulse Ampliﬁcation") agit de façon ana-
logue à la combinaison spatiale de faisceaux, mais à présent dans le domaine temporel
[Zhou et al., 2007]. Cette méthode consiste à diviser une impulsion en un train de N
répliques se répartissant temporellement l'énergie initiale. Aucune séparation spatiale
n'est réalisée dans ces expériences, de sorte que les répliques temporelles sont toutes
contenues en un seul et unique faisceau. L'implémentation d'un montage DPA gagne
ainsi en simplicité et en eﬃcacité en comparaison des systèmes à combinaison spatiale,
mais ne peut être réalisée que pour des sources impulsionnelles, par déﬁnition.
I.4.1 Aspects temporels - Immunité au bruit
Nous disposons initialement d'une impulsion (femtoseconde ou non) que l'on sou-
haite diviser en deux répliques, retardées l'une par rapport à l'autre. La méthode la
plus simple consiste à utiliser un cristal fortement biréfringent. Si l'impulsion, dont la
polarisation est linéaire, traverse le cristal à 45° de ses axes propres, deux répliques de
même puissance et de polarisations croisées vont naitre. Chacune d'entre elle se propage
indépendamment dans le cristal biréfringent avec une vitesse de groupe propre, corres-
pondant à l'indice de groupe de l'axe neutre considéré, et subit donc un délai propre.
Si la longueur du cristal est suﬃsante pour que les impulsions ne se recouvrent pas
temporellement, on dispose en sortie de deux impulsions bien distinctes, de polarisation
croisées à 0° et 90°, de même énergie et confonfues en un seul et même faisceau. La der-
nière condition est vériﬁée si le cristal est taillé de telle sorte que l'axe de propagation
est aussi un axe propre du cristal. Il est possible de cascader ce système de séparation en
ajoutant des cristaux biréfringents d'axes propres à 45° des polarisations entrantes. En
eﬀet, quelque soit l'étape de division, les impulsions de sorties sont systématiquement
réparties entre deux polarisations croisées, et peuvent donc entrer ensemble à +45° et
-45° respectivement des axes propres. La longueur des cristaux doit être au moins deux
fois plus grande d'une étape de division à la suivante aﬁn d'éviter tout recouvrement
temporel entre les répliques du motif ﬁnal. Les délais générés par des matériaux forte-
ment biréfringents tels que les cristaux YVO4 sont de l'ordre de 1 ps/mm (cf. partie
expérimentale IV), et limitent le processus de division aux impulsions ne dépassant pas
quelques picosecondes.
Il est ainsi possible de concevoir des systèmes de séparation à k cristaux générant
un train de N = 2k répliques temporelles (ﬁgure I.24). De même que pour la séparation
spatiale de faisceaux, l'intérêt de la méthode DPA est la diminution de la puissance
crête des impulsions d'un facteur N . Les non-linéarités subies lors de l'ampliﬁcation
sont donc fortement réduites, permettant ainsi l'accès à de plus hautes énergies. Cela
nécessite cependant une recombinaison eﬃcace des répliques d'impulsions en sortie de
système. Il est donc nécessaire de retarder les impulsions en avance dans le train de
répliques et vice-versa. Aﬁn de gagner en simplicité et en coût, on utilise généralement
la même séquence de cristaux en sens inverse, et pour ne pas cumuler les délais, on
intervertit simplement les deux polarisations croisées du faisceau retour. Dans cette si-
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Figure I.24  Principe de division temporelle d'impulsions ultracourtes, avec en rouge
et en bleu les deux polarisations croisées (issue de [Zhou et al., 2007]).
tuation, toutes les répliques d'impulsions traversent exactement le même chemin optique
sur un aller-retour complet dans les cristaux.
L'avantage indéniable de cette méthode est la réalisation systématique de l'accord
de phase entre les impulsions recombinées. Elle est en eﬀet totalement passive car insen-
sible au bruit de phase en-dessous du GHz, au vu de la durée totale typique d'un train
de répliques (quelques dizaines de picosecondes). Les impulsions se suivant de près, le
chemin optique parcouru par chacune d'elle reste rigoureusement identique dans ce laps
de temps, en considérant une extension du bruit de phase négligeable au-dessus du MHz.
Cet accord de phase intrinsèque à l'architecture DPA permet ainsi de s'aﬀranchir des
problématiques de stabilisation de la phase relative. De plus, l'alignement du système
d'ampliﬁcation, compris entre les étapes de division et de recombinaison temporelles,
est aussi simple que celui d'un système classique, n'ayant à diriger qu'un seul et unique
faisceau contenant toutes les répliques. Les contraintes spatiales sur la recombinaison
temporelle sont donc inexistantes. Enﬁn, les répliques temporelles, initialement de puis-
sance identiques, subissent a priori le même gain et ne posent donc pas de problème
de déséquilibre en puissance lors de la recombinaison. On constate ainsi que la combi-
naison temporelle DPA permet d'éliminer presque toutes les contraintes rencontrées en
combinaison spatiale et assure d'excellentes eﬃcacités de combinaison, sous certaines
conditions que nous développons au dernier paragraphe I.4.3.
Cette méthode de combinaison est généralement utilisée en régime picoseconde en
substitution des architectures CPA, peu eﬃcaces pour les ﬁnesses spectrales rencontrées
(très faible élargissement pour des spectres typiquement an-dessous du nanomètre).
Nous allons à présent décrire l'état de l'art des architectures d'ampliﬁcation DPA dans
le contexte d'ampliﬁcation d'impulsions picoseconde. Les contraintes propres au régime
femtoseconde sont décrites en ﬁn de cette partie théorique (section I.5.2).
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I.4.2 Architectures d'ampliﬁcation réalisant la division tempo-
relle
I.4.2.1 Conﬁguration à double passage
Les schémas classiques de combinaison par séparation temporelle se font au moyen
d'un aller-retour au travers d'une même séquence de cristaux biréfringents, ce qui amène
habituellement à renvoyer le faisceau sur lui-même après ampliﬁcation. Le système in-
termédiaire est donc constitué d'un seul ampliﬁcateur, monté dans une conﬁguration
double-passage par réinjection du faisceau en bout de ﬁbre (ﬁgure I.25). Cette archi-
tecture suppose que l'ampliﬁcateur supporte les deux polarisations croisées issues de la
division temporelle, qu'il se doit d'ampliﬁer identiquement (ﬁbres insensibles à la po-
larisation). Pour que les délais des diﬀérentes impulsions se compensent eﬀectivement,
un rotateur de Faraday (ou une lame quart-d'onde) est placé indiﬀéremment en entrée
ou en sortie de ﬁbre et intervertit les polarisations croisées sur le chemin retour. L'im-
pulsion ﬁnale, régénérée par l'ensemble des répliques ampliﬁées et recombinées, possède
alors une polarisation orthogonale à celle du faisceau initial d'injection, que l'on peut
extraire hors du chemin d'injection au moyen d'un simple polariseur.
Figure I.25  Schéma de principe de l'ampliﬁcation DPA à double passage (issu de
[Zhou et al., 2007]).
Une publication récente rapporte la séparation d'impulsions picoseconde en 32 ré-
pliques temporelles avant une ampliﬁcation double-passage [Kong et al., 2012], démon-
trant une puissance crête ﬁnale de 1 MW, à 2.2 ps de durée et 2.5 µJ d'énergie. Les
auteurs insistent sur l'intérêt de la méthode DPA, tant sur le facteur de réduction im-
portant de la puissance crête dans les ampliﬁcateurs que sur la simplicité d'exécution.
I.4.2.2 Conﬁguration à double sens
La condition d'ampliﬁer deux polarisations simultanément peut être parfois restric-
tive, et requiert l'utilisation de ﬁbres insensibles à la polarisation. Le système double-
passage peut être remplacé par une boucle Sagnac à séparation de polarisation, conte-
nant un ampliﬁcateur et permettant à deux faisceaux de polarisations croisées de le
traverser à contre-sens. Grâce à l'insertion d'une lame demi-onde dans la boucle Sagnac,
les deux polarisations initialement croisées traversent la ﬁbre selon le même axe et res-
sortent de la boucle par le chemin d'entrée, avec une polarisation orthogonale à celle
d'entrée (ﬁgure I.26). Cette architecture est donc naturellement adaptée à l'implémen-
tation du DPA décrite précédemment.
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Figure I.26  Schéma de principe de l'ampliﬁcation DPA utilisant un interféromètre
Sagnac (issu de [Roither et al., 2008]).
Il s'agit ici d'un système simple passage, à double-sens, répartissant équitablement
les répliques dans les deux sens de propagation. Il ne s'agit donc pas d'un interféromètre
Sangac, mais simplement d'une boucle. Dans l'exemple de Roither et al., la séparation
temporelle est eﬀectuée sur des impulsions d'environ 20 ps de durée, est doit donc être
réalisée à l'aide de polariseurs et de lignes à retard (ﬁgure I.26). L'encombrement reste
relativement limité au vu du régime considéré, mais la complexité d'alignement est néan-
moins plus importante. Remarquons que l'ampliﬁcateur utilisé dans ce cas particulier
est un cristal massif, pompé des deux cotés pour assurer un gain identique aux deux
sens de propagation. Celui-ci peut aisément être remplacé par une ﬁbre optique. Cette
conﬁguration double-sens requiert une attention supplémentaire sur l'alignement de la
boucle Sagnac, qui sépare spatialement les répliques temporelles en fonction de leur po-
larisation et implique la maitrise plusieurs faisceaux distincts, ce qui n'est pas nécessaire
dans la conﬁguration double passage. De plus, l'avantage du DPA consistant à n'utiliser
qu'un seule faisceau a disparu, du fait que l'on réalise les délais par une séparation et
une recombinaison spatiale de faisceaux (non cohérentes, car sans division d'impulsion).
La complexité de l'implémentation que nous décrivons ici est donc plus importante, car
une recombinaison imparfaite des faisceaux peut nuire à la recombinaison temporelle
des impulsions.
I.4.3 Facteurs inﬂuant sur l'eﬃcacité de combinaison
I.4.3.1 Eﬃcacité de combinaison temporelle
Dans l'étude des procédés de combinaison spatiale de faisceaux, nous avons remarqué
que l'énergie perdue par le processus de recombinaison était systématiquement dissociée
du faisceau d'intérêt, nous permettant d'isoler aisément le faisceau recombiné seul. A la
diﬀérence de ces méthodes spatiales de combinaison, les pertes d'eﬃcacité des architec-
tures DPA se traduisent dans le domaine temporel par des résidus d'impulsions parasites
autour de l'impulsion centrale, issues de fractions d'énergie non resynchronisées par le
processus de combinaison temporelle. Ce phénomène se produit si les répliques ampli-
ﬁées retraversent les cristaux avec une polarisation légèrement décalée par rapport à
l'axe neutre qu'elles doivent emprunter (lent ou rapide). La majeure partie de l'énergie
(projection de la polarisation sur cet axe) poursuit bien le processus de recombinai-
son, tandis que le résidu (projection de la polarisation sur l'axe orthogonal) cumule au
contraire le délai au lieu de le corriger. Ces faibles pertes continuent de se propager
dans le système de recombinaison jusqu'à la dernière étape, sans aucune possibilité de
rejoindre l'impulsion recombinée. Pire encore, chaque d'elle se redivise successivement
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sur chacun des cristaux biréfringents rencontrés sur le chemin de retour, comme s'il
s'agissait d'un second processus de division. Toutes les répliques parasites obtenue après
recombinaison temporelle complète arrivent sur le polariseur d'extraction à 0° et 90°,
et sont équitablement réparties entre les voies constructive (réﬂexion du polariseur à
45°) et destructive (retour vers l'oscillateur) de la combinaison. La combinaison DPA
implique donc des pertes simultanément dans les domaines spatial et temporel. Le calcul
de l'eﬃcacité de combinaison du système doit ainsi se faire en deux étapes : d'abord en
considérant les mesures de puissance au niveau du polariseur d'extraction, remplacé par
un isolateur optique pour des mesures précises (eﬃcacité spatiale), puis en isolant l'im-
pulsion principale du proﬁl temporel extrait (eﬃcacité temporelle). L'énergie récupérée
par le port destructif de l'isolateur ne contient pas uniquement des répliques parasites
et peut inclure une fraction de l'impulsion recombinée si celle-ci est mal extraite par
l'isolateur (mauvaise orientation de la polarisation de sortie, mauvais contraste des po-
lariseurs, ...). L'évaluation de l'eﬃcacité de combinaison selon ce procédé inclut bien
toutes les sources de pertes (spatiales et temporelles) issues d'une recombinaison DPA
imparfaite.
Bien que l'extraction ﬁnale du faisceau recombiné par l'isolateur permette d'éliminer
une partie de des répliques temporelles parasites, il est en revanche bien plus diﬃcile
d'isoler l'impulsion centrale d'intérêt, de même polarisation et spatialement confondue
avec les répliques résiduelles. Les pertes de combinaison dans le domaine temporel repré-
sentent ainsi un inconvénient notable en comparaison des pertes spatiales. Les décalages
en polarisation responsables des pertes d'eﬃcacité de combinaison temporelle peuvent
provenir d'écarts de phase ou de puissance, issus des contraintes que nous décrivons
dans les paragraphes suivants. Nous constaterons expérimentalement (partie IV) que
ces pertes temporelles peuvent être rendues extrêmement faibles, même à niveaux de
non-linéarité modérés, grâce à la simplicité d'implémentation du système DPA.
I.4.3.2 Contraintes temporelles en régime picoseconde
La méthode DPA utilisant des cristaux biréfringents ne peut être mise en ÷uvre
que pour des impulsions de durées ne dépassant pas la picoseconde. En eﬀet, la faible
biréfringence naturelle des cristaux usuels n'excéde pas 1 ps/mm de délai relatif entre les
impulsions et constitue une limite en régime picoseconde. Le délai minimum à générer
peut devenir excessif si les impulsions à ampliﬁer atteignent la dizaine de picosecondes.
De plus, il n'est pas aussi aisé de croitre de très long cristaux fortement biréfringents, du
moins pas à plus de quelques dizaines de centimètres, limitant ainsi le délai maximum
entre les impulsions (durée du train de réplique), et donc leur nombre pour une durée
d'impulsion donnée. Il est heureusement toujours possible d'en juxtaposer plusieurs,
d'axes propres confondus, aﬁn de simuler une grande longueur de cristal. On peut enﬁn
envisager l'implémentation de lignes à retard en espace libre, en remplaçant par exemple
chaque cristal biréfringent par un interféromètre Mach-Zehnder, utilisant des cubes PBS
et dont les bras sont fortement désaccordés. Ce mode de division temporelle requiert de
passer temporairement dans le domaine spatial aﬁn de générer le délai voulu, rendant
le système de combinaison temporelle plus sensible à l'alignement. Elle est cependant
nécessaire pour des impulsions de durée au delà de la dizaine de ps.
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I.4.3.3 Fluence de saturation
Supposer que le gain est identique pour toutes les répliques temporelles n'est valable
que pour des ﬂuences d'impulsion en-dessous de la ﬂuence de saturation, niveau à partir
duquel une impulsion dépeuple signiﬁcativement le niveau excité de la transition laser,
et diminue ainsi le gain disponible. Ce phénomène de saturation est décrit par le forma-
lisme de Frantz et Nodvik, et démontre une inversion de population dépendant du temps
à l'échelle de la durée d'impulsion [Frantz and Nodvik, 1963]. Le gain de l'ampliﬁcateur
n'a alors pas le temps de se régénérer après le passage d'une impulsion avant que la
suivante n'arrive, typiquement quelques picosecondes plus tard, et le problème ne fait
qu'empirer pour une longue succession de répliques. Au même titre que la combinaison
cohérente par séparation spatiale, les écarts de puissance diminuent le contraste d'in-
terférence et ainsi l'eﬃcacité de combinaison. De plus, les équations de Kramers-Krönig
démontrent l'interdépendance des parties réelles et imaginaires de la susceptibilité li-
néaire des milieux diélectriques, soit une dépendance entre l'indice de réfraction et le
gain du milieu si celui-ci est actif. Dans le cas présent, un écart de gain entre les répliques
temporelles, issue d'une ﬂuence trop importante pour la première impulsion, peut chan-
ger l'indice de réfraction vu par les répliques suivantes, et modiﬁe ainsi la phase relative
entre chacune d'elles. Bien que les écarts de puissance aient peu d'inﬂuence sur l'eﬃca-
cité de combinaison, la phase est en revanche bien plus catastrophique. La saturation
des ampliﬁcateurs est donc a priori à proscrire pour la combinaison DPA.
Nous avons ainsi démontré que l'architecture d'ampliﬁcation DPA est en réalité
une méthode de combinaison cohérente temporelle, très eﬃcace et pouvant fournir un
grand nombre de divisions sans complexité accrue du système. La séparation temporelle
d'impulsions n'oﬀre cependant qu'une diminution des eﬀets non-linéaires, issue de la
baisse de leur puissance crête dans les ﬁbres. Celle-ci s'opère donc à puissance moyenne
constante, car système de combinaison est indépendant du système d'ampliﬁcation. Le
fait d'ajouter des ampliﬁcateurs en série dans les conﬁgurations précédentes ne feraient
qu'augmenter le niveau de non-linéarité du système d'ampliﬁcation en même temps que
la puissance moyenne, réduisant ainsi l'action de la division temporelle. Ceci constitue
une diﬀérence notable en comparaison des architectures de combinaison spatiale décrites
précédemment, qui permettent à l'inverse d'ajouter des ampliﬁcateurs avec le nombre
de voies, et ainsi d'augmenter la puissance moyenne totale à non-linéarités constantes.
Nous discutons plus précisément de l'évolutivité des systèmes de combinaison cohérente
temporelle en dernière partie de ce manuscrit (section IV.3). Nous décrivons en ﬁn de
section suivante les contraintes propres au régime femtoseconde pour l'ampliﬁcation
DPA.
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I.5 Combinaison cohérente en régime femtoseconde
Nous transposons dans cette partie les principes de combinaison cohérente au ré-
gime femtoseconde, dont la principale diﬀérence provient de l'utilisation de spectre plus
large en comparaison des largeurs de raie utilisées jusqu'à présent. L'adaptation au ré-
gime femtoseconde est simple car il suﬃt d'appliquer les résultats du régime continu
indépendamment à chacune des fréquences du spectre. Nous retrouvons ainsi les mêmes
contraintes que celles dégagées en régime continu, à savoir l'accord de phase, l'équilibre
en intensité et en polarisation. En d'autres termes, il faut à présent assurer des pro-
ﬁls spectraux et des phases spectrales parfaitement identiques entre les impulsions à
recombiner. Les contraintes spatiales sont exactement les mêmes qu'en régime continu,
car seules les caractéristiques temporelles du signal sont modiﬁées lors du passage au
régime femtoseconde. Nous retrouvons donc pour les mêmes raisons et à même sen-
sibilité les pertes d'eﬃcacité liées aux écarts de fronts d'onde et de proﬁls spatiaux.
Nous explicitons dans les paragraphes suivants les nouvelles contraintes des systèmes
de recombinaison par séparation spatiale, en réservant le dernier paragraphe à la com-
binaison cohérente dans le domaine temporel (DPA) qui présente la particularité d'une
combinaison passive.
I.5.1 Remplissage d'ouverture : aspects spectraux
En régime continu, nous avons négligé l'inﬂuence des écarts spectraux dans les pro-
cessus de combinaison cohérente, en supposant que les ondes à sommer étaient toutes
monochromatiques et de fréquences égales. En régime femtoseconde, les largeurs de
bande employées sont telles que des écarts de phase spectrale et proﬁl spectral peuvent
avoir un impact notable sur l'eﬃcacité de combinaison. Nous avons démontré en régime
continu qu'en présence d'inhomogénéités spatiales, à la fois dans les proﬁls de phase et
d'intensité, l'eﬃcacité de combinaison globale peut s'exprimer au moyen d'une eﬃcacité
locale, dépendante des coordonnées d'espace. Il est tout à fait possible d'eﬀectuer le
même raisonnement dans le domaine spectral, en déﬁnissant l'eﬃcacité "locale" η(∆ω),
que l'on qualiﬁe plus légitimement d'eﬃcacité spectrale, permettant de décrire l'eﬃca-
cité globale de combinaison pour des inhomogénéités de phases spectrales ∆φ(∆ω) et
de proﬁls spectraux I(ω). Nous allons développer ces deux aspects particuliers dans les
paragraphes suivants.
I.5.1.1 Phase spectrale d'ordres supérieurs - bruit
En régime femtoseconde, la phase spectrale totale de l'impulsion doit être prise en
compte à la place de l'ordre 0 seul. Il faut donc veiller à ce que celles-ci soit identiques
à tous les ordres et pour chaque impulsion à recombiner. On s'intéresse donc ici à la
quantité relative ∆φ(∆ω) = ∆φ0 + ∆φ1∆ω + ∆φ2∆ω2 + · · · . En reprenant la formule
classique d'interférence à deux ondes et en négligeant toutes les autres contributions,
l'eﬃcacité spectrale η(∆ω) s'exprime selon :
η(ω) =
1 + cos (∆φ(∆ω))
2
(I.62)
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Nous en déduisons l'eﬃcacité de combinaison globale par moyennage de l'eﬃcacité spec-
trale, pondérée par le proﬁl spectral I0(ω) commun aux deux impulsions :
η =
∫
I0(ω)η(ω) dω∫
I0(ω) dω
(I.63)
Il est donc possible, à la connaissance de la phase spectrale relative entre les impul-
sions, de déterminer les pertes l'eﬃcacité correspondantes. Les écarts de phase spectrale
aux diﬀérents ordres peuvent provenir d'un mauvais équilibrage de la dispersion dans
les bras de l'interféromètre, mais aussi des eﬀets de SPM, pouvant induire des phases
spectrales non-linéaires φNL(∆ω) diﬀérentes pour chacune des répliques d'impulsions.
Toutes ces contributions peuvent être estimées individuellement ou simultanément au
travers de la formule d'eﬃcacité globale. Remarquons enﬁn que la phase spectrale to-
tale du champ femtoseconde recombiné est égale à la moyenne des phases spectrales
des deux impulsions sources, qu'au même titre que la phase d'ordre 0 seule en régime
continu (section I.3.1.1). La combinaison cohérente démontre une fois de plus sa qualité
de préservation des propriétés moyennes des répliques d'impulsion en cas de désaccords.
Délai de groupe
Le fait de passer à un régime impulsionnel implique nécessairement une gestion des
délais entre les impulsions. En eﬀet, si les chemins optiques des diﬀérentes voies ne
sont pas identiques, il peut ne pas y avoir de phénomène d'interférences, les impulsions
ne se recouvrant pas temporellement au lieu de la recombinaison. Il faut donc veiller
synchroniser les impulsions à combiner lors de leur rencontre, aﬁn d'assurer un fort
recouvrement temporel et ainsi une eﬃcacité de combinaison maximum (ﬁgure I.27).
Figure I.27  Comparaison entre la combinaison de deux impulsions femtoseconde,
avec ou sans phase relative d'ordre 1. Pour le délai nul, les phases sont opposées aﬁn de
mettre en évidences les deux impulsions (rouge et verte) à combiner.
La synchronisation parfaite des impulsions sur le combineur correspond à égali-
ser leurs termes de phase spectrale d'ordre 1. Les délais relatifs ∆φ1 entre les diﬀé-
rents bras de l'interféromètre doivent rester faibles devant la durée d'impulsion initiale
(∆φ1 << ∆T0). On insère habituellement une ligne à retard dans chaque bras, dont la
longueur doit être maîtrisées à quelques microns près pour des durées d'une centaine
de femtoseconde. Ce raisonnement est équivalent à dire que l'écart de chemin optique
entre les bras de l'interféromètre doit rester faible devant la longueur de cohérence de
la source. Nous avions déjà identiﬁé cette contrainte en régime continu, mais elle prend
ici beaucoup plus d'importance du fait que les spectres impliqués soient beaucoup plus
larges en régime femtoseconde.
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Phase d'ordre 2
Comme nous l'avons étudié précédemment, un terme de phase spectrale d'ordre 2
provoque un élargissement temporel des impulsions par rapport à leur limite de Fourier.
Lors de désaccords de phase spectrale d'ordre 2, toutes choses égales par ailleurs, un
mauvais recouvrement temporel impacte l'eﬃcacité globale de combinaison. Il faut donc
s'assurer que les bras de l'interféromètre contiennent la même quantité de matériaux
dispersifs, notamment des ﬁbres de même longueur, aﬁn que la recombinaison ne soit
pas perturbée.
Figure I.28  Comparaison entre la combinaison de deux impulsions femtoseconde,
avec ou sans phase relative d'ordre 2.
La phase d'ordre 2 des impulsions est plus diﬃcile à contrôler en pratique. D'une
part, il n'est pas aisé de rajouter des quantités arbitraires de GVD aussi facilement
qu'un délai au moyen d'une ligne à retard. Des systèmes double-wedges peuvent être
insérés dans les bras pour la contrôler ﬁnement, mais ne peuvent pas corriger de grandes
quantités de GVD. Il faut donc bien concevoir le système de combinaison dès le départ
et équilibrer au mieux la quantité de matériaux dispersifs (indices et longueurs) dans
chacun des bras. Rappelons cependant que la phase spectrale de l'impulsion recombinée
vaut la moyenne de celles des impulsions sources. Elle est donc dans le cas présent parfai-
tement d'ordre 2, et peut être facilement compensée par les systèmes de compression, à la
même limite par transformée de Fourier que les impulsions sources. Des écarts de phase
d'ordre 2 ne perturbent donc pas le proﬁl d'impulsion recombiné, et n'impactent que la
puissance transmise dans le faisceau ﬁnal. Le raisonnement reste valable pour les ordres
de la phase spectrale supérieurs à 2, qui n'aﬀectent pas la compressibilité des impulsions
combinées en comparaison des performances initiales des répliques d'impulsion.
Phase non-linéaire
Si le régime d'opération n'est plus réellement linéaire et que les eﬀets de SPM appa-
raissent, il faut de plus équilibrer la phase non-linéaire φNL pour toutes les impulsions
à recombiner. Cette phase supplémentaire possède diﬀérents ordres, dont les contribu-
tions les plus notables peuvent aller jusqu'à l'ordre 4 pour de fortes puissances. Ainsi, on
identiﬁera des termes de piston de phase (ordre 0), de délais, d'ordre 2 et plus, qu'il faut
absolument maîtriser en plus des contributions linéaires présentées plus haut. L'ordre
0 de la phase non-linéaire est compensé par l'asservissement sur le bruit de phase,
au même titre que le piston de phase en régime linéaire. Les ordres 1 et 2 peuvent
aussi être compensés par les méthodes énoncées dans les paragraphes précédents, mais
ne sont cependant plus ﬁxées pour un montage donné et peuvent varier en fonction
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des conditions d'expérimentation. En eﬀet, la phase spectrale non-linéaire induite par
SPM dépend fortement de l'énergie d'entrée de l'impulsion et du gain de l'ampliﬁcateur
[Jiang et al., 2010]. Cela implique que la contrainte portant sur l'équilibre des puissances
devient beaucoup plus forte en présence de SPM qu'en régime parfaitement linéaire, car
de petits écarts initialement inoﬀensifs peuvent provoquer une dérive importante de la
phase spectrale relative, et ce d'autant plus que l'intégrale-B est importante. Il faut alors
assurer les mêmes conditions d'injection (puissance d'entrée) et de pompage (gain de
l'ampliﬁcateur ou puissance de sortie) aﬁn que la phase spectrale accumulée dans chacun
des ampliﬁcateurs soit rigoureusement identique. A hautes intégrales-B, la sensibilité de
la phase spectrale non-linéaire aux conditions d'ampliﬁcation peut devenir importante et
induire une faible tolérance expérimentale des processus de recombinaison. Elle consti-
tue une contrainte supplémentaire notable en comparaison de systèmes de combinaison
en régime linéaire ou à intégrales-B modérées. Rappelons cependant que les impulsions
à combiner peuvent avoir en sortie d'ampliﬁcateur des phases spectrales très perturbées,
la seule condition nécessaire à l'obtention d'une bonne eﬃcacité de combinaison étant
qu'elles soient les plus proches possible.
Bruit de phase
Comme nous l'avons décrit en régime continu, les systèmes de combinaison cohé-
rente ﬁbrés sont fortement sensibles au bruit de phase, et la phase absolue φ0 doit être
asservie en temps réel aﬁn de stabiliser l'eﬃcacité de combinaison. Il en est donc de
même en régime femtoseconde, où les méthodes de stabilisation sont identiques, avec ce-
pendant une contrainte supplémentaire en ce qui concerne la stabilisation par marquage
fréquentiel, intrinsèque aux régimes impulsionnels. Il faut en eﬀet que la fréquence de la
faible modulation imprimée ωOL soit inférieure au taux de de répétition des impulsions
ωRF, c'est-à-dire que la modulation de phase soit suﬃsamment lente d'une impulsion à
l'autre aﬁn de pouvoir eﬀectivement la détecter. Dans le cas contraire, la fréquence vue
par le détecteur est sous-échantillonnée. Les conditions sur la fréquence de modulation
deviennent donc ωbruit << ωOL << ωRF.
En régime femtoseconde, il faut aussi considérer le bruit de phase des ordres supé-
rieurs de la phase spectrale. Fort heureusement, les largeurs de bande impliquées dans
les systèmes à ﬁbre sont généralement assez faibles de sorte que les bruits de phase
d'ordres 1 et supérieurs peuvent être négligés. Il s'agit donc de contributions ﬁxes et
bien déﬁnies pour un montage donné, que l'on peut régler dès le départ sans besoin d'y
implémenter de systèmes actifs de détection et de rétroaction. En revanche, augmenter
la largeur spectrale des impulsions, et donc réduire leur longueur de cohérence, augmente
nécessairement la sensibilité du système au bruit environnant, au point qu'il soit pos-
siblement nécessaire de stabiliser activement le délai relatif. Weiss et al. ont démontré
une technique active de stabilisation très proche de l'asservissement sur la phase rela-
tive d'ordre 0 seul. Si l'on ﬁltre le spectre de l'impulsion ﬁnale à deux longueurs d'onde
distinctes (rouge et bleue), on peut détecter par ce même moyen les phases relatives
d'ordre 0 pour chacune d'entre elles, et ainsi connaitre le délai existant entre les deux
impulsions [Weiss et al., 2012]. En d'autres termes, l'accord de phase simultané pour la
raie rouge et la raie bleue implique nécessairement que le délai entre les impulsions est
nul ou multiple de la fréquence de répétition. Le montage nécessite alors un composant
de rétroaction supplémentaire en plus du modulateur de phase, telle une ligne à retard
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variable contrôlable électroniquement, aﬁn de disposer de deux paramètres indépendants
pouvant maîtriser les phases relatives des raies rouge et bleue simultanément, c'est-à-
dire les phases relatives d'ordre 0 et 1. Par extension, on peut imaginer l'utilisation de
trois raies distinctes (bleue, verte et rouge) pouvant permettre la détection de la phase
d'ordre 2, à condition d'ajouter un outil supplémentaire d'asservissement sur la GVD,
tel un système de double wedges contrôlé par un signal électronique. On constate ainsi
que le bruit de phase d'ordre supérieur n'est pas une limitation radicale pour les sys-
tèmes de combinaison cohérente en régime femtoseconde, si tant est que le montage y
est sensible.
I.5.1.2 Inﬂuence de la forme de spectre
Les spectres employés en régime femtoseconde ont une largeur importante impli-
quant de devoir assurer l'équilibre en puissance pour chacune des fréquences. Après
ampliﬁcation, il se peut que les impulsions à combiner aient leur spectre déformé par
rapport aux autres, bien qu'ils aient été identiques initialement. Plusieurs phénomènes
peuvent impliquer des diﬀérences dans le contenu spectral des impulsions, notamment
la réduction du spectre par le gain qui produit des spectres rétrécis et/ou décalés par
rapport à la longueur d'onde centrale initiale. On rencontre aussi la SPM qui, outre
la phase non-linéaire qu'elle induit, provoque une modiﬁcation plus ou moins notable
du contenu spectral. De faibles diﬀérences de puissance peuvent donc induire une perte
d'eﬃcacité η, que l'on détermine à l'aide d'une eﬃcacité spectrale η(ω), similaire à celle
due aux écarts de puissance dans le domaine spatial :
η(ω) =
1
2
(
1 +
2
√
I1(ω)I2(ω)
I1(ω) + I2(ω)
)
(I.64)
Nous en déduisons l'eﬃcacité globale de combinaison à l'aide de la formule (I.63), en
déﬁnissant la grandeur I0(ω) comme moyenne des spectres des deux impulsions :
η =
∫
I0(ω)η(ω) dω∫
I0(ω) dω
et I0(ω) =
I1(ω) + I2(ω)
2
(I.65)
Si les proﬁls spectraux se recouvrent parfaitement, l'eﬃcacité η est identique à celle
issue d'un simple écart de puissance totale. Comme pour les autres sources de pertes,
la contribution des écarts de puissance spectrale est bien plus faible que celle des écarts
de phase spectrale identiﬁés dans les paragraphes précédents.
I.5.2 Combinaison DPA : aspects temporels
Rappelons que la combinaison cohérente temporelle DPA est totalement passive,
par le fait que les diﬀérentes répliques temporelles parcourent exactement le même che-
min optique. Cela reste valable en régime femtoseconde, où tous les ordres de la phase
spectrale issus des phénomènes de dispersion uniquement (délai, GVD, TOD) sont par-
faitement identiques. Il en est de même pour le bruit de phase, trop lent par rapport
à la durée de séparation des impulsions. En régime femtoseconde, l'accord des phases
spectrales est donc systématiquement réalisé pour chaque étape de recombinaison, ren-
dant l'implémentation du système aussi simple qu'en régime picoseconde. Cependant, ce
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comportement n'est pas vériﬁé en présence de SPM, par le fait que la phase non-linéaire
accumulée par l'impulsion dépend de son énergie et puisse ainsi rapidement évoluer d'une
réplique à l'autre. Cela suppose donc de maîtriser les aspects de phase non-linéaire évo-
qués précédemment, en particulier la puissance d'entrée et l'intégrale-B de chacune des
répliques ampliﬁées (étape de division temporelle). Ces paramètres peuvent devenir très
sensibles à hauts niveaux de non-linéarité et constituent une diﬃculté supplémentaire
par rapport au régime continu, au même titre que pour la combinaison spatiale.
De plus, d'après les contraintes évoquées en section I.4, la combinaison DPA utili-
sant des cristaux biréfringents est restreinte à l'ampliﬁcation d'impulsions dont la durée
n'excède pas la dizaine de picosecondes aﬁn de réaliser une séparation bien nette des
répliques générées. L'adaptation de cette architecture en régime femtoseconde implique
donc a priori l'ampliﬁcation d'impulsions non-étirées, excluant particulièrement l'utilisa-
tion de systèmes CPA. Par exemple, pour une impulsion de ∆T0 = 200 fs étirée à ∆T =
200 ps, le délai séparant deux répliques temporelles adjacentes doit être au minimum de
400 ps, soit N × 400 ps de délai maximal à générer pour la séparation de N répliques.
Cela correspond à implémenter N × 10 cm de ligne à retard en espace libre, rapidement
encombrant, ou encore N × 20 cm de cristal biréfringent, ce qui est impensable. Le
régime d'ampliﬁcation le mieux adapté est donc l'ampliﬁcation sans étireur, qui injecte
directement les impulsions femtoseconde dans les ﬁbres sans étirement préalable. Cela
suppose d'être capable de maîtriser les aspects de phase non-linéaire évoqués au para-
graphe précédent, les niveaux d'intégrale-B étant les plus élevés en régime parabolique
parmi les méthodes d'ampliﬁcation présentées. Une implémentation de l'ampliﬁcation
DPA dans une architecture CPA est toujours possible avec de grandes lignes à retard,
mais comporte les contraintes spatiales supplémentaires que nous avons déjà évoquées.
Enﬁn, une dernière limitation apparait lors de l'implémentation du DPA en régime
d'ampliﬁcation femtoseconde sans étireur. En eﬀet, bien que les impulsions à ampliﬁer
soient initialement plus courtes que des impulsions picoseconde, et puissent ainsi être
séparées plus aisément, leur large bande spectrale de sortie les rend beaucoup plus sen-
sibles à la GVD. Dans les expériences menées par Zhou et al. en régime picoseconde,
la source possède une largeur de bande n'excédant pas 1 nm [Zhou et al., 2007], ce qui
implique une longueur de dispersion caractéristique LD dans les ﬁbres d'environ 55 m.
Cette grandeur est considérable face aux longueurs des ampliﬁcateurs usuellement uti-
lisées et devant la longueur LD = 1.4 m pour 5 nm de largeur de bande (300 fs). Si l'on
considère dans une ﬁbre optique la propagation de ces deux impulsions, picoseconde et
femtoseconde, en limite de Fourier, l'eﬀet de la GVD est tel que leurs durées respectives
deviennent égales au bout de 8.7 m de propagation, à la durée de 2 ps à mi-hauteur.
Pour une distance parcourue supérieure à cette longueur, l'impulsion femtoseconde de-
vient plus large que l'impulsions picoseconde. En régime femtoseconde, l'élargissement
temporel provoqué par les phénomènes conjoints de GVD et de SPM est beaucoup plus
important qu'en régime picoseconde et conduit inexorablement à réduire l'écartement
entre les impulsions. Cela est vrai si le spectre de l'impulsion reste constant lors de sa
propagation, mais en régime d'ampliﬁcation femtoseconde sans étireur, le spectre s'élar-
git notablement et peut aisément dépasser le spectre initial d'un facteur 10, exacerbant
d'autant plus les eﬀets de phase spectrale à tous les ordres. Il est donc important de
bien évaluer la durée d'impulsion ﬁnale pour une longueur de ﬁbre et une intégrale-B
données, aﬁn de déterminer le délai minimum à générer entre les répliques femtoseconde
et de correctement dimensionner le système.
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En somme, l'adaptation de l'ampliﬁcation DPA n'est aisément transposable au ré-
gime femtoseconde qu'avec une conﬁguration d'ampliﬁcation sans étireur, et nécessite
un soin supplémentaire quant aux délai de séparation des répliques tmeporelles. De plus,
l'avantage de la mise en phase passive est perturbé par les fortes intégrales-B recherchées
en régime sans étireur, car des écarts de puissance provoquent par SPM des déphasages
importants entre les impulsions, ﬁxes pour une énergie de sortie donnée mais en pra-
tique très sensibles aux petites variations de puissance. Nous en discuterons plus en
détail dans la dernière partie de ce manuscrit lors des réalisations expérimentales.
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Conclusion
Dans cette première partie, nous avons identiﬁé les systèmes d'ampliﬁcation à ﬁbre
comme étant de très bon candidats pour l'ampliﬁcation d'impulsions femtoseconde à
fortes puissances moyennes et à hautes cadences, avec d'excellentes eﬃcacités d'ampli-
ﬁcation et qualités de faisceau. Les performances en puissance crête sont en revanche
limitées par le conﬁnement de l'impulsion sur de grandes longueurs d'interaction qui
exalte les eﬀets non-linéaires. La SPM a pour eﬀet de limiter la compressibilité des im-
pulsions de sortie, tandis que l'autofocalisation provoque un eﬀondrement spatial du
faisceau et endommage irréversiblement les milieux à gain. De manière plus générale, il
existe un compromis entre puissance moyenne et puissance crête intrinsèque à la géo-
métrie ﬁbrée et limitée par la thermique apparaissant à hautes puissances moyennes.
Alors que des eﬀorts peuvent être faits sur la gestion des eﬀets de SPM aﬁn même d'en
tirer proﬁt, l'autofocalisation intervient inévitablement et constitue un verrou ultime
à l'obtention de fortes puissances crête. Pour répondre à ces problématiques, il existe
d'une part la combinaison cohérente spatiale de faisceaux, qui permet d'augmenter les
performances en puissance d'un facteur N tout en conservant le niveau de non-linéarité.
Ce gain en puissance est valable pour la puissance moyenne et la puissance crête simul-
tanément, levant ainsi le compromis entre ces deux grandeurs habituellement constaté
dans les systèmes d'ampliﬁcation classiques. D'autre part, la combinaison temporelle
DPA diminue les eﬀets non-linéaires à puissance moyenne constante (nombre d'ampli-
ﬁcateurs indépendant du nombre de divisions), et permet une simplicité d'exécution
grâce à une mise en phase totalement passive des impulsions. Elle autorise de plus fortes
puissances crête mais ne permet pas d'augmenter la puissance moyenne totale fournie
par le système.
Après avoir démontré la compatibilité théorique de ces deux procédés de combinai-
son cohérente avec les systèmes d'ampliﬁcation femtoseconde ﬁbrés, nous allons décrire
dans les parties suivantes les diﬀérentes expériences que nous avons mises en ÷uvre, aﬁn
de valider et quantiﬁer l'eﬃcacité de ces concepts en régime femtoseconde. Les archi-
tectures expérimentales de combinaison cohérente que nous avons employées peuvent se
regrouper en trois catégories. Les deux premières utilisent les procédés de combinaison
cohérente dans le domaine spatial, respectivement de façon active (partie II.2) et totale-
ment passive à l'aide d'une architecture particulière (partie III). La dernière partie décrit
la combinaison cohérente temporelle DPA et démontre la possibilité de l'implémenter si-
multanément avec la combinaison cohérente spatiale, sous des conditions expérimentales
bien déﬁnies (partie IV).
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Deuxième partie
Expériences de combinaison cohérente
spatiale par stabilisation active en
régime femtoseconde
Nous allons aborder dans cette partie la combinaison cohérente spatiale de faisceaux
en régime femtoseconde de manière expérimentale. Nous décrivons ici la combinaison
cohérente de deux ampliﬁcateurs ﬁbrés, par stabilisation active de leur phase relative.
Ces travaux font partie des premières démonstrations de combinaison cohérente en ré-
gime femtoseconde, d'autres ont été menées en parallèle par une équipe de recherche
basée à Jena en Allemagne. La première section présente et compare ces deux contribu-
tions, en décrivant plus concrètement leurs diﬀérents procédés actifs de stabilisation de
phase. Les sections qui suivent se concentrent particulièrement sur nos expériences, et
présentent respectivement les performances en absence de non-linéarités, puis avec une
contribution non-négligeable de la SPM. La dernière partie discute de l'extension des
systèmes de combinaison spatiale à un plus grand nombre N d'ampliﬁcateurs.
II.1 Principe pour deux ampliﬁcateurs ﬁbrés à dérive
de fréquence
La combinaison cohérente de deux ampliﬁcateurs à ﬁbre en régime femtoseconde est
relativement simple en principe. Elle constitue par ailleurs une étape nécessaire à la dé-
termination des contraintes pratiques à maitriser pour les impulsions ultracourtes, avant
de pouvoir envisager d'augmenter le nombre d'ampliﬁcateurs. Dans les expériences sui-
vantes, seul le remplissage d'ouverture est mis en ÷uvre pour la combinaison cohérente
de faisceaux, les autres architectures étant mieux adaptées pour un plus grand nombre
de ﬁbres. L'interféromètre utilisé dans cette conﬁguration ne comporte que deux bras, et
est généralement de type Mach-Zehnder. Nous décrivons dans le premier paragraphe le
montage expérimental de nos collègues outre-Rhin ainsi que son procédé de stabilisation
de phase. Dans le second paragraphe, nous revenons sur la méthode d'asservissement
LOCSET, que nous avons implémentée dans nos expériences et qui présente quelques
particularités lorsqu'elle est appliquée au régime femtoseconde.
II.1.1 Stabilisation par mesure de l'état de polarisation
Comme nous l'avons dit précédemment, une expérience de combinaison cohérente
spatiale réalisant la somme de deux ampliﬁcateurs femtoseconde a été menée simulta-
nément à nos travaux. Il est important de la citer ici car elle constitue d'une part la
première publication concernant la combinaison cohérente en régime femtoseconde, mais
elle utilise d'autre part un procédé de stabilisation de la phase relative ∆φ0 diﬀérent de
ceux que nous avons décrit jusqu'à présent. Cette méthode n'est d'ailleurs pas réservée
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au régime femtoseconde, bien que ce soit dans ce contexte qu'elle ait été démontrée
pour la première fois. Nous avons donc préféré la décrire dans cette partie, bien qu'elle
puisse être traitée dans la partie théorique précédente, parmi les diﬀérentes méthodes
de stabilisation en régime continu.
Le montage expérimental est schématisé en ﬁgure II.1, et présente la combinaison
de deux ﬁbres ampliﬁcatrices en régime femtoseconde [Seise et al., 2010]. La séparation
et la combinaison sont réalisées au moyen de cubes séparateurs PBS, signiﬁant que les
impulsions à recombiner sont de polarisations croisées à 0° et 90°. Dans cette expérience,
la phase relative à mesurer est évaluée à partir de la polarisation du faisceau recombiné,
avant que celui-ci n'ait pu traverser un quelconque polariseur (cf. section I.3). En eﬀet,
la polarisation de sortie, résultant de la somme des polarisations des impulsions croisées
à 0° et 90°, dépend de leur phase relative et ne peut être linéaire à 45° que si celle-ci est
parfaitement nulle. Elle devient elliptique dans le cas contraire, auquel cas le coeﬃcient
d'ellipticité permet de remonter à la valeur absolue de la phase relative, et le sens de
rotation détermine son signe. La polarisation des impulsions recombinées est mesurée
à l'aide d'un détecteur Hänsch-Couillaud [Hansch and Couillaud, 1980] immédiatement
après le cube PBS de combinaison, et un système électronique restitue la valeur de la
phase relative correspondante. Cette mesure rétroagit sur un contrôleur piezo-électrique,
disposé dans un des bras de l'interféromètre, aﬁn de compenser la phase d'ordre 0 en
temps réel. L'asservissement de la phase relative ∆φ0 est donc eﬀectuée en variant le
délai uniquement (∆φ1), ce qui peut sembler inadapté en premier abord. Remarquons
cependant que pour les durées d'impulsion considérées, possédant un grand nombre de
cycles optiques à l'intérieur de l'enveloppe (de l'ordre de 100), le fait d'induire un délai
de l'ordre de quelques cycles optiques (cycles de 3.5 fs à 1030 nm) permet eﬀectivement
de déphaser les répliques spatiales entre elles sans nuire notablement à leur recouvrement
temporel. Pour des impulsions ne dépassant pas la dizaine de cycles, l'asservissement de
la phase absolue via un terme de délai serait inutilisable.
Figure II.1  Schéma de montage de la combinaison cohérente spatiale de deux am-
pliﬁcateurs à ﬁbre en régime femtoseconde par contrôle de la polarisation, issue de
[Seise et al., 2010].
Un autre expérience, menée par le même groupe de recherche, a implémenté ce dis-
positif particulier de combinaison cohérente dans une chaine classique d'ampliﬁcation, à
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la place de l'ampliﬁcateur de puissance ﬁnal. Le schéma de montage est quasiment iden-
tique à celui présenté en ﬁgure (I.12), dont la dernière étape consiste en la combinaison de
deux ampliﬁcateurs à ﬁbres Rod-type (adaptés à l'obtention de fortes puissances crête).
Cette expérience a démontré une énergie d'impulsion atteignant 3 mJ avec une puissance
crête de 5.4 GW à 470 fs, à comparer aux résultats sans combinaison (en considérant que
les tailles de c÷ur et intégrales-B sont diﬀérentes). On constate bien une augmentation
des performances en terme de puissances crête et de puissance moyenne simultanément,
proche d'un facteur 2 à non-linéarités équivalentes [Eidam et al., 2011].
La stabilisation en phase du système de combinaison par la mesure de l'état de pola-
risation présente l'avantage de ne pas avoir une implémentation excessivement complexe
pour deux voies spatiales. En particulier, elle ne nécessite pas l'impression d'une faible
modulation de phase dans l'un des deux bras et peut théoriquement conduire à une
meilleure stabilité du système en comparaison de la méthode LOCSET. Cependant, la
détection Hänsch-Couillaud ne peut s'appliquer que pour la somme de deux polarisa-
tions croisées uniquement, et ne convient donc pas à la mesure collective et simultanée
de plusieurs phases relatives. Elle permet donc de ne comparer que les ﬁbres deux à
deux, et doit être démultipliée au nombre de N − 1 détections pour la combinaison de
N ﬁbres. En revanche, la méthode d'asservissement LOCSET, implémentée indiﬀérem-
ment à l'aide de FPS ou de PBS en cascade, peut se contenter de la dernière étape
de recombinaison pour récupérer toute l'information quelque soit le nombre de ﬁbres
à combiner, en prélevant une partie du faisceau ﬁnal. Son point fort est en eﬀet de
pouvoir reconnaitre chacune des voies à corriger à l'aide de sa fréquence de modulation
propre, et de transférer la complexité du système sur l'électronique de rétroaction. Nous
allons donc nous concentrer sur cette méthode de stabilisation active LOCSET pour nos
montages expérimentaux jusqu'à la ﬁn de cette partie.
II.1.2 Stabilisation par marquage fréquentiel en régime femto-
seconde
Nous revenons un instant sur la méthode de stabilisation LOCSET décrite en régime
continu, pour en dégager une propriété particulière en régime femtoseconde. Rappelons
tout d'abord que cette méthode permet de stabiliser la puissance moyenne de sortie en
son maximum, par le contrôle de la phase φ0 d'ordre 0 de l'un des deux bras. Elle a
donc pour fonction de minimiser la valeur RMS de phase temporelle relative entre les
deux impulsions à combiner. En régime continu, il parait clair que l'annulation de la
phase relative ∆φ0 entre les deux bras permet d'accéder immédiatement au maximum
d'eﬃcacité de combinaison. Cependant, en régime femtoseconde, cela n'est pas vériﬁé de
manière générale car les contributions d'ordres supérieurs de la phase spectrale viennent
perturber la combinaison. En eﬀet, comme cela a été démontré en partie I.5, l'eﬃcacité
de combinaison η s'obtient par sommation de l'eﬃcacité de combinaison spectrale η(ω)
sur toutes les fréquences du spectre, pondérée par l'intensité spectrale I(ω), moyenne
des deux spectres initiaux. En supposant que tous les autres paramètres sont accordés
entre les deux impulsions à combiner (spectres, puissance, polarisation, proﬁls spatiaux,
etc...), l'eﬃcacité locale peut s'écrire analytiquement de la manière suivante :
η =
∫
I0(ω)η(ω) dω∫
I0(ω) dω
avec η(ω) =
[1 + cos ∆φ(ω)]
2
(II.1)
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avec ∆φ(ω) = ∆φ0 + ∆φ1∆ω + ∆φ2∆ω2 + · · · la phase spectrale relative entre les
impulsions à tous les ordres. Nous pouvons constater qu'à une phase relative ∆φ0 nulle
ne correspond pas nécessairement un maximum d'eﬃcacité globale η, car le terme d'ordre
0 peut être utilisé pour compenser en partie la contribution des ordres supérieurs, et ce
en fonction du proﬁl spectral I(ω) (équation I.63). Le système de rétroaction LOCSET
peut donc stabiliser cette phase ∆φ0 à une valeur non nulle, aﬁn de minimiser la valeur
RMS de la phase spectrale relative (au même titre que la phase temporelle, mais à
présent de façon déterministe) et obtenir la meilleure eﬃcacité de combinaison.
Des simulations ont été réalisées dans le cas d'un écart de phase spectral purement
d'ordre 2 entre deux impulsions à combiner. Nous calculons d'abord l'eﬃcacité de com-
binaison associée, que l'on réévalue ensuite en ajoutant une phase d'ordre 0 variable
entre 0 à 2pi. Nous eﬀectuons ces calculs pour un spectre gaussien, centré en 1030 nm
et de 6 nm de large, commun au deux impulsions mais présentant une phase spectrale
relative ∆φ2 = 1 · 10−26 fs2 (écart de ∼ 50 cm de verre). Les résultats sont représentés en
ﬁgure (II.2) avec le spectre non combiné, que l'on aurait obtenu par la voie destructive
de l'interféromètre. Nous constatons que le maximum d'eﬃcacité de combinaison est
obtenue pour une phase d'ordre 0 non nulle et de signe opposé à ∆φ2 : ∆φ0 = −0.2 rad.
Par ailleurs, le spectre rejeté est fortement déformé et présente des rebroussements à
chaque changement de signe de la phase spectrale. L'eﬃcacité de combinaison maximale
chute à 98 %, ce qui indique une perte de 2 % issue de la phase spectrale relative. Le
spectre recombiné n'est pas représenté, car très proche des spectres initiaux à ce niveau
d'eﬃcacité. D'après la courbe de droite en ﬁgure (II.2), l'évolution de la puissance avec
la phase relative ressemble à s'y méprendre à une sinusoïde aﬀectée d'un facteur de
contraste V . Pour de faibles pertes, la phase spectrale d'ordre supérieur a bien l'eﬀet
d'une perte de contraste d'interférences. Dans le cas d'une phase d'ordre 2 cinq fois plus
grande (∆φ2 = 5 · 10−26 fs2), l'eﬃcacité totale chute à 83 % et la phase d'ordre 0 descend
à ∆φ0 = −0.6 rad.
Figure II.2  Gauche : phase spectrale relative dont l'ordre 0 maximise l'eﬃcacité
de combinaison, avec le spectre rejeté issu de la combinaison . Droite : évolution de
l'eﬃcacité en fonction de la phase φ0 d'ordre 0 .
Il est donc possible de compenser partiellement les ordres supérieurs de la phase
spectrale relative grâce la phase d'ordre 0 et de maximiser la puissance de sortie. L'as-
servissement LOCSET eﬀectue naturellement cette optimisation. Remarquons dès à
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présent que seuls les termes de phase spectrale de même parité peuvent eﬃcacement se
compenser entre eux. En particulier, la phase d'ordre 0 ne peut compenser partiellement
que l'écart de phase d'ordre 2 (voire d'ordre 4 si celle-ci est notable), mais en aucun cas
l'ordre 1. Ce dernier, représentatif d'une mauvaise synchronisation des impulsions lors
de la combinaison (terme de délai), est généralement accordé par l'un des réglages du
montage, et pose rarement problème. Il peut même servir à compenser partiellement
les écarts de phase spectrale d'ordre 3, souvent rencontrés dans les expériences d'am-
pliﬁcation femtoseconde ﬁbrée à forte intégrale-B (cf. section II.3). Les spécialistes des
aberrations géométriques reconnaitront cette méthode d'optimisation, transposable au
front d'onde dans le domaine spatial (phase spatiale Φ(x, y)), où l'on peut compenser
l'aberration sphérique (ordre 4) par une défocalisation (ordre 2), la coma (ordre 3) par
un basculement (ordre 1), et ainsi de suite.
En déﬁnitive, il est possible de réduire les contributions de la phase spectrale relative
d'ordres supérieurs à 2, en désaccordant volontairement les ordres 0 et 1, paramètres
que l'on peut directement contrôler dans le montage. Cette particularité est propre
au régime femtoseconde, et nous la mettons en évidence expérimentalement dans les
sections suivantes.
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II.2 Résultats expérimentaux en l'absence de non-
linéarités
Nous présentons ici notre montage expérimental de combinaison cohérente à deux
ampliﬁcateurs femtoseconde ﬁbrés, par stabilisation active de la phase absolue φ0 par la
méthode LOCSET. Pour ces expériences, nous avons bénéﬁcié de l'aide du département
DOTA (Département d'Optique Théorique et Appliquée) de l'ONERA qui nous a fourni
l'implémentation de la stabilisation LOCSET, particulièrement l'électronique de rétro-
action. Le système d'asservissement est identique à celui présenté dans leurs expériences
[Lombard et al., 2011] et conforme à l'étude théorique du paragraphe (I.3.2.2) de la par-
tie précédente. Nous avons préféré cette méthode de stabilisation plutôt que celle basée
sur la mesure de polarisation, notamment car les modulateurs de phase commerciaux
utilisés dans les asservissement LOCSET ont souvent de très larges bandes-passantes de
modulation (composants télécom, de quelques GHz de bande passante), et permettent
ainsi de corriger une grande majorité du bruit. Dans ce cas, seule l'électronique de
rétroaction est limitante, tandis que dans le cas où le déphaseur est un transducteur
piézo-électrique, le temps de réponse mécanique est rarement au dessus de quelques
kHz. Nous étudions dans cette section le comportement du montage de combinaison
à non-linéarités négligeables, aﬁn de dégager les premières contraintes expérimentales
dans le régime d'ampliﬁcation le plus propice à la combinaison [Daniault et al., 2011b].
II.2.1 Montage expérimental - eﬃcacité de combinaison
L'oscillateur femtoseconde utilisé est le produit "Mikan" de la société Amplitude
Systèmes, et constituera la source à ampliﬁer de toutes les expériences décrites dans ce
manuscrit. Cet oscillateur délivre des impulsions de forme sech2 (sécante hyperbolique)
de 200 fs de durée FWHM, avec un spectre de 5.9 nm de large centré en 1032 nm. Ces
performances sont représentées dans la ﬁgure (II.3) suivante. L'énergie par impulsion
est de 30 nJ, avec 1.1 W de puissance moyenne à 35 MHz.
Figure II.3  Caractéristiques de l'oscillateur femtoseconde. Gauche : proﬁl d'autocor-
rélation de l'impulsion, avec le facteur de déconvolution correspondant. Droite : Spectre
optique.
Le schéma de montage est décrit en ﬁgure II.4, et présente la combinaison cohérente
II.2.1 - Montage expérimental - eﬃcacité de combinaison 89
de deux ampliﬁcateurs à ﬁbre, insérés dans une architecture CPA commune sans étape
de pré-ampliﬁcation (conﬁguration "MOPA" pour Master-Oscillator Power-Ampliﬁer).
L'oscillateur est suivi d'un isolateur optique, interdisant tout retour optique dans la
cavité, et d'un modulateur acousto-optique (AOM) permettant de diminuer la fréquence
de répétition des impulsions jusqu'à quelques 100 kHz. Modiﬁer la cadence de la source
permet de changer le niveau de non-linéarité du système, les impulsions accumulant plus
de gain par passage à taux de répétition plus faible. Nous resterons dans ce paragraphe
en régime parfaitement linéaire, à la cadence de 35 MHz. Le faisceau est ensuite dirigé
vers un étireur à réseaux de diﬀraction, de 1700 traits/mm, dispersant les impulsions à
une durée de 150 ps. En comprenant l'eﬃcacité de l'isolateur (90 %), de l'AOM (40 %) et
de l'étireur (60 %), le coeﬃcient de transmission entre l'oscillateur et les ampliﬁcateurs
est de 20 %.
Figure II.4  Schéma du montage expérimental de la combinaison cohérente spatiale
de deux ampliﬁcateurs à ﬁbre en régime femtoseconde par la stabilisation LOCSET.
Le cube séparateur est polarisant, permettant d'équilibrer soigneusement les puissances
d'injection.
Les impulsions étirées sont ensuite dirigées vers le système d'ampliﬁcation, consti-
tué d'un interféromètre Mach-Zehnder comprenant dans chaque bras une ﬁbre optique
dopée Yb3+ à double gaine (30 µm de diamètre de c÷ur pour 150 µm de diamètre de
c÷ur de pompe), à maintien de polarisation et de 1.6 m de long. Chaque ﬁbre est pom-
pée par une diode laser indépendante, émettant à 976 nm jusqu'à 25 W de puissance
moyenne, et injectée en contra-propagatif par rapport au signal. Dans cette conﬁgura-
tion, le proﬁl de gain le long des ﬁbres permet une intégrale-B plus faible que dans le
cas co-propagatif. L'un des bras de l'interféromètre contient en amont de la ﬁbre un mo-
dulateur de phase électro-optique tout-ﬁbré (contrôle de ∆φ0), alimenté par une faible
modulation de tension de fréquence 250 kHz fournie par une détection synchrone (ser-
vant à l'asservissement LOCSET). Le second bras contient une ligne à retard réglable
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aﬁn de synchroniser les impulsions lors de la combinaison (contrôle de ∆φ1) ainsi qu'une
ﬁbre monomode passive de même longueur que le modulateur ﬁbré aﬁn de compenser
grossièrement la GVD introduite dans le premier bras (contrôle de ∆φ2).
La combinaison est réalisée par un cube FPS, qui eﬀectue directement les inter-
férences entre les deux faisceaux ampliﬁés. La séparation est en revanche eﬀectuée au
moyen d'un cube PBS, qui permet d'agir sur la répartition de la puissance d'injection
entre les deux bras indépendamment. Des lames demi-onde sont distribuées dans le
montage aﬁn de contrôler les problématiques de polarisation. L'une des sorties du com-
bineur FBS, correspondant à la sortie constructive, délivre le faisceau dont on souhaite
maximiser la puissance. Celui-ci est dirigé vers un système de compression à réseaux,
d'eﬃcacité de transmission de 65 %, facteur qui sera omis dans la suite car non repré-
sentatif de l'eﬃcacité de combinaison. La seconde sortie, destructive, est envoyée vers
une photodiode rapide qui détecte une portion du faisceau rejeté, contenant la faible
modulation d'intensité à 250 kHz issue du modulateur de phase. Ce signal est envoyé à
la détection synchrone, qui détermine la phase relative entre les deux ﬁbres, signe com-
pris, et envoie le résultat à un contrôleur électronique PID. Ce dernier ajuste la valeur
de la tension en fonction de la dynamique du modulateur de phase pour lui fournir le
bon signal d'erreur. Il permet de plus d'eﬀectuer rapidement (plus vite que la cadence
des impulsions) des sauts de phase de 2pi aﬁn que le signal d'erreur ne diverge hors de
la dynamique du modulateur.
Le système de stabilisation possède ici deux points d'équilibre. En eﬀet, le signal
détecté par la photodiode contenant la faible modulation de la détection synchrone
est multiplié par le signal de l'oscillateur local lui-même. Cependant, la phase relative
entre ces deux signaux électriques a une importance pour la détermination du signe
de ∆φ0 : le signal d'erreur résultant est de même signe que la phase à corriger si ces
modulations sont en phase, et de signe contraire si ces modulations sont en opposition
de phase. Cela conduit à deux comportements distincts du système de stabilisation :
dans le cas où les signes entre la phase à corriger ∆φ0 et le signal d'erreur sont opposés,
la phase relative totale entre les impulsions est nulle à tout instant, et l'on obtient
des interférences constructives au niveau du combineur, c'est-à-dire la redirection d'un
maximum de puissance vers la sortie d'intérêt. Dans le cas contraire (mêmes signes),
la phase relative totale entre les impulsions à tendance à s'accumuler et diverge dès
qu'elle s'écarte de la valeur 0, ce qui rend instable l'équilibre précédent. La position
d'équilibre stable est alors réalisée pour une phase relative totale entre les impulsions
de pi, conduisant à des interférences destructives. Cela a pour eﬀet d'intervertir les deux
ports de sortie du cube FPS de combinaison, et de délivrer un minimum de puissance en
direction du compresseur. Il est donc possible d'accéder expérimentalement à la puissante
rejetée par le système de combinaison, en inversant la phase absolue de l'oscillateur
local, ce qui permet de mesurer l'eﬃcacité de combinaison avec une bonne précision.
Par ailleurs, il n'est pas possible de mesurer directement la puissance rejetée par le
système de combinaison, car cela couperait la boucle d'asservissement de la phase au
niveau de la photodiode et rendrait la combinaison instable.
Nous allons à présent procéder à la mesure de ces deux puissances de sortie aﬁn de
déterminer la meilleure eﬃcacité de combinaison du système. Pour cela, les ampliﬁca-
teurs sont identiquement pompés aﬁn qu'ils délivrent la même puissance moyenne. Les
faisceaux ampliﬁés sont collimatés en sortie de ﬁbre avec des lentilles de même focale,
situées à même distance du lieu de recombinaison. Les fronts d'ondes ainsi que les proﬁls
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spatiaux s'y accordent parfaitement, et il est par ailleurs possible de varier la position de
ces lentilles pour optimiser l'eﬃcacité de combinaison (correction du defocus, phase spa-
tiale d'ordre 2). Les faisceaux à combiner sont dirigés vers leurs ports d'entrée respectifs
du cube FBS, et alignés pour en ressortir confondus par les deux ports de sortie. Le délai
entre les deux bras est ajusté aﬁn de mettre en évidence les interférences entre les im-
pulsions, clairement visibles avec le bruit ambiant. En fermant la boucle de rétroaction,
l'asservissement stabilise la puissance de sortie en son maximum. L'alignement des fais-
ceaux à combiner ainsi que leur délai relatif sont ﬁnement retouchés aﬁn de minimiser
les pertes (correction de l'excentrement, du tilt et du délai). L'eﬃcacité de combinaison
ﬁnale est mesurée à 95 % pour une puissance de sortie de 1.97 W et une puissance
rejetée de 100 mW. Les performances en puissance moyenne peuvent monter jusqu'à 20
W recombinés, limités par les performances indépendantes des ampliﬁcateurs (longueur
de ﬁbre, puissance de pompe), et démontrent une eﬃcacité de combinaison supérieure
à 90 % en toutes circonstances. La chute d'eﬃcacité s'explique essentiellement par les
phénomènes thermiques qui interviennent à haute puissance, ayant tendance à désaxer
les faisceaux. En eﬀet, comme le régime d'ampliﬁcation reste linéaire, aucune perte de
combinaison d'ordre temporel ou spectral n'est à considérer en augmentant la puissance
moyenne. Les performances globales du système d'ampliﬁcation indiquent une eﬃcacité
optique-optique de 40 % (20 W recombinés pour 2 × 25 W de pompe), identique à celle
des ampliﬁcateurs indépendants.
La stabilité en puissance est tout à fait satisfaisante expérimentalement, indiquant
qu'il n'est pas nécessaire d'asservir les ordres supérieurs de la phase spectrale. Nous
décrivons au paragraphe suivante les performances du systèmes d'asservissement de la
phase d'ordre 0 en terme de stabilité.
II.2.2 Contenu fréquentiel du bruit de phase
Le système peut être laissé en régime libre, sans asservissement de la phase aﬁn
d'étudier le contenu fréquentiel du bruit de phase auquel les ﬁbres sont sujettes. Le
signal électronique issue de la photodiode, proportionnel à puissance moyenne rejetée
et complémentaire au signal recombiné, est d'abord étudié dans le domaine temporel
aﬁn d'estimer les variations de puissance sans stabilisation de phase. Le signal d'erreur
généré par le système de rétroaction, délivrant la phase d'ordre 0 à corriger, est ensuite
étudié dans le domaine spectral à l'aide d'un analyseur de spectre électronique, toujours
en boucle ouverte. Ces deux mesures sont représentées en ﬁgure II.5 (courbes noires).
Nous observons dans le domaine temporel des dérives lentes de la phase, représentatives
des eﬀets thermiques, avec des oscillations rapides et des variations brutales issues des
bruits acoustiques. D'après la mesure eﬀectuée dans le domaine fréquentiel, l'ensemble
du bruit de phase ne s'étend pas signiﬁcativement au delà de 1 kHz dans nos conditions
expérimentales.
Nous enregistrons les mêmes signaux en boucle fermée, lorsque le montage est sta-
bilisé au maximum d'eﬃcacité (courbes rouges). Le signal de la photodiode est station-
naire au minimum obtenu en boucle ouverte, ici non nul et témoignant d'une chute du
contraste d'interférences à environ 90 %. Cette valeur correspond bien à l'eﬃcacité de
combinaison à 95 % issue de la mesure de puissance moyenne. La stabilité en phase peut
être déterminée par le traitement du signal de bruit de phase dans le domaine fréquen-
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Figure II.5  Comportement du système de combinaison actif en boucle ouverte
(courbes noires) et en boucle fermée (courbes rouges). Gauche : Évolution de la puis-
sance rejetée détectée par la photodiode, complémentaire de la puissance recombinée.
Les extrema du signal permettent d'évaluer le contraste d'interférences à 90 %. Droite :
densité spectrale de bruit calculée à partir du signal temporel
tiel. On constate en ﬁgure (II.5) que le contenu spectral du bruit au-dessous de 1 kHz est
bien corrigé (courbe rouge) en comparaison du régime libre, ce qui nous donne une bonne
estimation de la bande passante du système de rétroaction. Lors d'expériences menées
a posteriori, ce dernier à démontré une bande passante de 10 kHz grâce à l'amélioration
du pilotage du PID.
La courbe stabilisée nous permet de calculer l'écart type σφ du bruit de phase résiduel
à 0.15 rad, correspondant à une stabilité en phase de λ/40. Les ﬂuctuations de phases
restantes ont un faible impact sur la puissance recombinée, dont le seuil de tolérance se
situe généralement aux environs de λ/20 (eﬃcacité supérieure à 90 % en régime continu).
Nous pouvons en déduire les pertes d'eﬃcacité relatives au bruit de phase seul, pour la
combinaison de deux ampliﬁcateurs de même puissance, par la relation :
η =
1 + e−σ
2
φ
2
(II.2)
en supposant la variable aléatoire ∆φ0(t) gaussienne et centrée. Les pertes relatives aux
ﬂuctuations résiduelles de la phase φ0 d'ordre 0 représentent 1 % des 5 % des pertes
mesurées. Si l'on prend en compte la faible modulation de phase LOCSET, d'amplitude
β en plus du bruit résiduel, le facteur en exponentiel est aﬀecté un facteur J0(β), ici
évalué inférieur à 0.5 % dans nos conditions expérimentales. La puissance mesurée en
sortie de système est donc une valeur moyenne au sens probabiliste (puissance moyennée
sur tout le bruit de phase), nécessairement inférieure au maximum de combinaison ac-
cessible avec une phase relative nulle et parfaitement stable. L'eﬃcacité de combinaison
est ainsi naturellement limitée par le système de détection lui-même, du fait que l'on
doive imprimer dans l'un des bras une faible modulation de phase nécessaire à l'asservis-
sement du système. La qualité de la détection synchrone utilisée (amplitude et fréquence
de l'oscillateur local, rapport signal à bruit de la détection,...) est déterminante sur les
performances de stabilité en phase du système. Cette implémentation ne génère cepen-
dant que de faibles pertes, évaluées ici à 1.5 % au total parmi les 5 % identiﬁés plus tôt.
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L'asservissement LOCSET démontre donc bien son eﬃcacité en régime femtoseconde.
Nous allons à présent caractériser les impulsions recombinées issues du système, en com-
paraison des répliques d'impulsion individuelles, aﬁn de déterminer d'éventuels facteurs
de pertes supplémentaires.
II.2.3 Caractérisation des faisceaux recombinés
Nous disposons pour nos diagnostics d'un autocorrélateur et d'un spectromètre, per-
mettant d'évaluer la forme spectrale et le proﬁl temporel des impulsions recombinées. En
obturant l'un des bras de l'interféromètre, il est possible d'eﬀectuer ces mêmes mesures
pour chacune des deux répliques spatiales. Dans le cas présent, seuls les eﬀets dispersifs
peuvent nuire à l'eﬃcacité de combinaison, les phénomènes non-linéaires étant négligés
pour l'instant.
La ﬁgure II.6 présente les spectres et autocorrélations des impulsions pour cha-
cun des ampliﬁcateurs pris indépendamment, ainsi que de l'impulsion recombinée. Nous
observons une très bonne conservation de la durée d'impulsion, à 230 fs dans chacun
des cas. En revanche, ces trois impulsions (individuelles et combinée) possèdent expéri-
mentalement des points de compression diﬀérents en sortie du système de combinaison,
révélant des écarts de phase spectrale d'ordre 2 entre elles. Cette diﬀérence tient particu-
lièrement au fait que les miroirs utilisés pour la redirection des faisceaux, non optimisés
pour les larges bandes au niveau de la phase, impriment des quantités arbitraires de
phase d'ordre 2 aux impulsions, alors diﬀérentes entre les deux bras de l'interféromètre.
Cependant, comme nous l'avons démontré en partie I.5, la phase spectrale de l'impul-
sion résultante est elle aussi d'ordre 2, égale à la moyenne des deux phases spectrales
relatives. Cette propriété est expérimentalement vériﬁée en constatant une compression
optimale de l'impulsion recombinée à mi-chemin entre les deux points de compression des
répliques spatiales. Selon les autocorrélations mesurées, l'impulsion recombinée présente
bien le même proﬁl que les répliques ampliﬁées lorsqu'elles sont prises à leurs meilleurs
points de compressions respectifs. Toutes les durées d'impulsions obtenues sont à 230
fs, à peine plus longues que leur limite par transformée de Fourier (équivalent à 200
fs pour 5.9 nm de spectre), attestant d'une compensation non-parfaite du système de
compression commune à toutes les impulsions (individuelles et combinée). Leur produit
tempsbande-passante est estimé à 0.38, à peine au-dessus de 0.315 en limite de Fourier.
Nous pouvons aussi nous intéresser aux aspects spatiaux de la combinaison, for-
tement sensibles à l'alignement du montage comme la superposition des faisceaux à
combiner ou l'accord de leurs fronts d'onde. Nous avons vu, lors de la description de
notre montage, que les fronts d'ondes pouvaient être correctement accordés expérimen-
talement (excentrement, tilt, defocus). Les pertes d'eﬃcacité spatiales ne peuvent donc
être issues que d'écarts en proﬁls d'intensité et non de phase, notamment par des ellipti-
cités diﬀérentes ou des défauts de surface en bout de ﬁbre. Ces écarts sont généralement
faibles car les faisceaux émergeant des ﬁbres sont toujours très proches de leur limite de
diﬀraction, et les faces des ﬁbres peuvent être soigneusement préparées aﬁn d'éliminer
tout impact sur le proﬁl spatial ﬁnal. Les proﬁls d'intensité des répliques et du faisceau
recombiné sont représentés en ﬁgure (II.7) avec les facteurs M2 correspondants, et té-
moignent de la qualité spatiale du faisceau recombiné, à la moyenne des qualités des
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Figure II.6  Caractéristiques des impulsions issues du bras 1, bras 2, et recombinées.
Gauche : autocorrélations incluant le facteur de déconvolution ; droite : spectres optiques.
répliques de faisceau.
Figure II.7  Proﬁls spatiaux et leurs facteurs de qualité M2. Gauche : répliques de
faisceau ; droite : faisceau recombiné.
Il est enﬁn possible de comparer les performances du montage de combinaison cohé-
rente spatiale à celles d'un montage simple à une ﬁbre, en injection directe et délivrant la
même puissance moyenne. Nous passons pour cela à une cadence d'impulsion de 1 MHz,
pour exacerber leurs diﬀérences. Nous comparons le proﬁl temporel d'une impulsion issue
d'une seule ﬁbre, en injection directe et délivrant 4 W de puissance moyenne (énergie 4
µJ), à celui obtenu avec le montage de combinaison cohérente à même puissance moyenne
totale (4 µJ en sortie, soit 2 µJ par bras). Les proﬁls d'autocorrélation représentés en
ﬁgure (II.8) présentent des allures relativement diﬀérentes, avec un déformation notable
pour la condition d'injection directe, témoignant d'une mauvaise compressibilité en sor-
tie de système. La durée d'impulsion correspondant au cas combiné est de 280 fs, un peu
plus longue que dans le cas parfaitement linéaire. Les eﬀets de SPM commencent à peine
à faire leur apparition à l'énergie de 4 µJ avec l'architecture de combinaison cohérente,
tandis qu'il aﬀectent notablement le proﬁl temporel des impulsions sans combinaison à
même énergie.
La mesure de l'eﬃcacité de combinaison au moyen des puissances de sortie ne per-
met pas de déterminer les diﬀérentes sources de pertes indépendamment les unes des
autres. Nous démontrons aux paragraphes suivants que les proﬁls spectraux et spatiaux
expérimentaux que nous venons de présenter permettent de quantiﬁer toutes les sources
de pertes individuellement ainsi que leur contributions respectives à la chute d'eﬃcacité
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Figure II.8  Comparaison entre les proﬁls d'autocorrélation d'impulsions à 4 µJ d'éner-
gie (4 W de puissance moyenne à 1 MHz), dans les cas d'une injection directe et d'ar-
chitecture active de combinaison spatiale.
globale.
II.2.4 Mesure des phases spectrale et spatiale relatives
D'après la conﬁguration du montage expérimental, il est possible de mesurer le
spectre des impulsions issues des bras 1 et 2 indépendamment, ainsi que des impulsions
recombinée et rejetée. Cela permet de pouvoir remonter à la phase spectrale relative
entre les impulsions, en utilisant la formule classique d'interférences à deux ondes (I.44)
pour chaque fréquence du spectre :
|∆φ(∆ω)| = arccos
(
2Pcomb(ω)− P1(ω)− P2(ω)
2
√
P1(ω)P2(ω)
)
(II.3)
Nous cherchons donc à approximer la mesure de |∆φ(∆ω)| par un polynôme en ∆ω de
la forme :
∆φL(ω) = ∆φ0 + ∆φ1∆ω + ∆φ2∆ω
2 + · · · (II.4)
Ce développement est adapté à la description des eﬀets linéaires de la dispersion, seule
contribution ayant un impact sur la phase spectrale des impulsions dans nos conditions
expérimentales. Cependant, nous n'accédons qu'à la valeur absolue de la phase relative,
et une simple approximation polynomiale ne suﬃt pas à déterminer sa valeur algébrique
(fonctions toujours positives possibles). Nous utilisons donc la méthode de convergence
des moindres carrés, en tentant de minimiser la fonction (|∆φ(ω)| − |∆φL(ω)|2) par la
variation des paramètres ∆φ0, ∆φ1... jusqu'à l'ordre N. Faire converger la valeur absolue
d'un polynôme plutôt que le polynôme lui-même restitue bien une phase pouvant prendre
des valeurs négatives et dont les coeﬃcients sont cohérents avec l'expérience. A l'aide des
trois spectres optiques (individuels et combiné), nous en déduisons la phase spectrale
algébrique totale sous la forme d'un polynôme en ∆ω, qui permet de déterminer la
contribution de chacun des ordres de la phase sur la combinaison (délai, écarts de GVD,
trace d'un 3e ordre). Les termes d'ordre 3 et supérieurs sont ici négligés du fait des
faibles longueurs de ﬁbre traversées.
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La convergence de l'algorithme s'eﬀectue rapidement et délivre les valeurs numé-
riques des grandeurs ∆φ0, ∆φ1 et ∆φ2, de sorte que le proﬁl |∆φ(ω)| correspondant
s'accorde au mieux au proﬁl mesuré. La partie gauche de la ﬁgure II.9 représente la
phase spectrale absolue mesurée, celle obtenue par la méthode des moindres carrés, ainsi
que la phase spectrale algébrique "déroulée", aux cotés de l'intensité du spectre rejeté.
La forme est très visiblement parabolique, correspondant à un écart de phase spectrale
d'ordre 2 majoritaire. Son coeﬃcient vaut ∆φ2 = 9.7 · 10−27 fs2, ce qui équivaut à un
écart de propagation de 59 cm de verre. Rappelons que les miroirs de redirection impri-
mant des quantités arbitraires de phase d'ordre 2, la phase spectrale relative associée
peut être relativement importante et ne provient pas exclusivement des ﬁbres. Sa va-
leur numérique ne peut donc pas être directement interprétée, à moins d'utiliser des
miroirs parfaitement contrôlés en GVD. Le terme d'ordre 1 vaut quand à lui ∆φ1 = 1
fs et correspond au délai entre les impulsions, négligeable en comparaison de la durée
d'impulsion ﬁnale. Enﬁn, la phase d'ordre 0 vaut ∆φ0 = −0.31 rad, négative et de signe
contraire à la contribution ∆φ2 d'ordre 2, ce qui conﬁrme la compensation partielle entre
les diﬀérents ordres de la phase spectrale. Nous remarquons par ailleurs que les annula-
tions de la phase spectrale relative correspondent bien à des minima du spectre rejeté.
Ceux-ci ne sont pas nuls à cause des autres facteurs de pertes aﬀectant le contraste
d'interférences.
Figure II.9  Gauche : phases spectrales relatives respectivement déduite des spectres
optiques, approximée en valeur absolue et développée en valeur algébrique, toutes re-
présentées avec le spectre rejeté expérimental. Droite : Évolution de l'eﬃcacité de com-
binaison en fonction du paramètre ∆φ0 calculée à partir des données expérimentales. Le
maximum se situe à une phase absolue relative non nulle.
Aﬁn de vériﬁer la validité de ces mesures, il est possible reprendre les simulations
de la section précédente qui, à partir des spectres à combiner et de leur phase spectrale
relative, calculent l'eﬃcacité de combinaison pour toute valeur de ∆φ0 comprise entre 0
et 2pi. Il nous suﬃt ici de reporter les mesures expérimentales des spectres ainsi que les
valeurs ∆φ1 et ∆φ2 précédentes aﬁn d'en déduire l'eﬃcacité de combinaison en fonction
de ∆φ0. Aﬁn de ne considérer que les problématiques spectrales (écarts de phase et de
puissance spectrale), les spectres à combiner sont normalisés à la même énergie (même
intégrale) de sorte que les problématiques de puissance moyenne ne sont pas incluses dans
l'évaluation de l'eﬃcacité de combinaison. Cette condition est par ailleurs vériﬁée du fait
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que les deux ampliﬁcateurs délivrent expérimentalement la même puissance moyenne.
Selon la simulation, le maximum d'eﬃcacité est obtenu à 98 % pour une phase relative
de ∆φ0 = −0.20 rad, en bon accord avec la valeur mesurée. Les écarts de phase et
de proﬁl spectral ne sont donc responsables que de 2 % de pertes, les 3 % restants
étant attribués aux autres contributions (aspects spatiaux, bruit de phase, etc...). En
comparant les spectres optiques des répliques d'impulsion, légèrement diﬀérents en sortie
de ﬁbre, nous estimons les pertes d'eﬃcacité de combinaison dus aux écarts de puissance
spectrale à 0.4 % . Les écarts de phase spectrale, responsables de 1.6 % des pertes, sont
bien au-dessus des écarts de puissance.
Il est aussi possible de déterminer de manière analogue la phase relative dans le
domaine spatial, c'est-à-dire l'écart normal entre les deux fronts d'onde à combiner. On
mesure pour cela les proﬁls spatiaux individuels I1(x, y) et I2(x, y), ainsi que le proﬁl
recombiné, qui permettent d'accéder à la valeur algébrique de l'écart de phase spatiale
relative ∆Φ(x, y) à tous les ordres, selon les méthodes numériques décrites précédem-
ment. Le faisceau recombiné ainsi que la phase spatiale relative entre les répliques (valeur
absolue et proﬁl déroulé) sont représentés en ﬁgure (II.10). D'après nos calculs, la phase
spatiale relative est d'amplitude relativement faible, indiquant que les eﬀets spatiaux ont
un impact réduit sur la combinaison dans nos conditions expérimentales. Les contribu-
tions d'ordre 2 (défocus) et supérieures sont totalement négligeables, comme le montre
le proﬁl déroulé de la phase, parfaitement assimilable à un plan. Il n'y a donc ici qu'un
défaut d'alignement (basculement) responsable de 0.7 % des pertes selon ces résultats.
Les écarts de puissance entre les proﬁls ne sont quant à eux responsables que de 0.3 %
des pertes : en tout, on recense 1 % de pertes attribuables aux eﬀets spatiaux unique-
ment. Ces eﬀets ont la particularité d'être identiques quel que soit le niveau de puissance
des ampliﬁcateurs, indépendamment du niveau de non-linéarité du système (soumis à la
SPM uniquement). Nous pourrons donc conserver cette estimation des pertes spatiales
pour les expériences de combinaison spatiale non-linéaire suivantes, en considérant que
l'alignement expérimental reste toujours proche de ces conditions optimales.
Le montage expérimental nous permet ainsi d'accéder aux phases relatives spectrale
et spatiales des répliques d'impulsion et de déterminer quantitativement leur inﬂuence
sur l'eﬃcacité de combinaison expérimentale. Remarquons en particulier que la phase
spectrale relative ne peut pas être mesurée par l'analyse complète des répliques d'impul-
sions uniquement, sans considérer leur combinaison. On pourrait penser que la carac-
térisation des impulsions 1 et 2 au moyen d'une mesure FROG ("Frequency-Resolved
Optical Grating", [Kane and Trebino, 1993]) permettrait de remonter aux phases indi-
viduelles et donc relatives. Cependant, il n'est possible de mesurer ni la phase d'ordre
0 (constante arbitraire), ni la phase d'ordre 1 (aucun accès au délai absolu), qui sont
habituellement choisies comme nulles. La phase spectrale relative ne peut donc être es-
timée qu'à partir de l'ordre 2, et seule la caractérisation supplémentaire de l'impulsion
recombinée peut permettre de mesurer tous les ordres de la phase spectrale relative.
II.2.5 Identiﬁcation et quantiﬁcation des sources de pertes
Disposant de tous les proﬁls spatiaux et spectraux expérimentaux (individuels et re-
combiné), il est possible de calculer l'eﬃcacité relative aux écarts d'intensité spectrale et
spatiale, aﬁn de quantiﬁer indépendamment et de manière exhaustive toutes les sources
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Figure II.10  Haut : proﬁl d'intensité du faisceau combiné (gauche) et proﬁl de la
phase spectrale relative, mesurée en valeur absolue (droite). Bas : approximation de la
phase relative avec un polynôme d'ordre 2 en (X,Y ).
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de pertes (dues au bruit de phase, écarts de phase/proﬁl spectral/spatial) directement
à partir des données expérimentales.
Nous avons précédemment mesuré 2 % de pertes relatives aux eﬀets spectraux, dont
1.6 % sont issus des phases spectrales et 0.4 % issus des spectres optiques. Nous avons
aussi dégagé 1 % de pertes issues des aspects spatiaux, avec une plus forte contribution
des écarts de phase par rapport à ceux de puissance. L'écart de 2 % constaté avec les 5 %
de pertes mesurées en puissance moyenne, réunissant absolument toutes les contributions
possibles, provient du bruit de phase résiduel de la phase d'ordre 0 (1 %), de la faible
modulation LOCSET (< 0.5 %), du bruit de puissance moyenne (très faible, calculé à
1 · 10−5 % ) et des pertes liées aux écarts de polarisation, estimées ici par déduction à
0.5 %. Les pertes par polarisation ne sont pas aisément quantiﬁables expérimentalement
mais impactent faiblement l'eﬃcacité de combinaison, notamment par l'utilisation de
ﬁbres à maintien de polarisation et d'un contrôle soigneux de celle-ci tout au long du
montage. L'ensemble des pertes est résumé en table II.1.
Phase Intensité
Écarts spectraux 1.6 % 0.4 %
Écarts spatiaux 0.7 % 0.3 %
Bruit résiduel 1 % << 0.1 %
Modulation LOCSET 0.5 % /
Puissance moyenne 0 %
Polarisation 0.5 %
Table II.1  Identiﬁcation et estimation des diﬀérentes sources de pertes de l'eﬃcacité
de combinaison expérimentale en régime linéaire.
Après avoir déterminé les performances du système de combinaison spatiale en ré-
gime parfaitement linéaire, nous étudions au paragraphe suivant leur évolution en pré-
sence d'eﬀets de SPM
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II.3 Contribution de l'automodulation de phase en ré-
gime non-linéaire
Nous étudions à présent les performances du même montage de combinaison cohé-
rente spatiale à niveaux de non-linéarité non négligeables [Daniault et al., 2012a]. La
cadence du train d'impulsion est réduite à 1 MHz à l'aide de l'AOM (facteur 35 sur
la puissance crête) aﬁn de provoquer volontairement des eﬀets de SPM importants, dé-
gradant notablement les proﬁls d'impulsion. Nous voulons déterminer si le système en
l'état est capable de supporter la présence d'eﬀets non-linéaires, et s'il peut être utilisé
pour la détermination de phase spectrale relative non-linéaire, au même titre que la
phase linéaire en section précédente. La stabilité en phase n'évoluera pas en présence de
SPM, dont la contribution la plus instable, d'ordre 0, est automatiquement corrigée par
le système de rétroaction. A haute puissance, les eﬀets thermiques inﬂuent parfois sur
la stabilité mécanique du système et modiﬁent les conditions d'injection des ampliﬁca-
teurs. La phase spectrale non-linéaire d'ordre 0 peut donc ﬂuctuer dans le temps, mais
rarement au dessus de quelques dizaines de Hz (de l'ordre du bruit thermique) et reste
ainsi parfaitement corrigée par l'asservissement en toutes circonstances. La qualité des
impulsions individuelles peut cependant être notablement aﬀectée à haute énergie, mais
cela n'a pas réellement d'importance dans l'étude qui suit, car seuls les écarts entre les
deux répliques ont un eﬀet sur la combinaison cohérente. Si l'on souhaite obtenir des
impulsions de sortie au plus proche de leur limite par transformée de Fourier, il faut se
reporter aux méthodes de compensation de phase spectrale de la partie précédente, dé-
crites pour les systèmes classiques d'ampliﬁcation indépendamment des problématiques
de combinaison cohérente (cf. I.2.3).
II.3.1 Mesure expérimentale de l'intégrale-B relative
Avant de procéder aux expériences de combinaison soumise aux non-linéarités, nous
allons d'abord déterminer la nouvelle forme de la phase spectrale relative ∆φ(ω) dans
ces conditions. Étant toujours dans un contexte d'ampliﬁcation CPA, les impulsions for-
tement étirées en entrée de ﬁbre acquièrent par SPM une phase spectrale non-linéaire,
égale au produit entre l'intégrale-B et le proﬁl spectral de l'impulsion normalisé à 1 :
φNL(ω) = B · I0(ω) (cf. paragraphe I.2.2.2 de la première partie). Les proﬁls spectraux
des impulsions ampliﬁées ne sont que faiblement modiﬁés par la SPM dans l'implémen-
tation CPA, de sorte qu'ils puissent être raisonnablement considérés comme identiques,
égaux à I0(ω). Les phases spectrales non-linéaires des deux répliques spatiales ont donc
le même proﬁl I0(ω), et leur contribution à la phase spectrale relative totale s'exprime
par :
∆φNL(ω) = ∆B · I0(ω) (II.5)
avec ∆B = B2 −B1 l'intégrale-B relative entre les impulsions. Le proﬁl spectral moyen
I0(ω) étant expérimentalement ﬁxé, seul le paramètre ∆B est à équilibrer aﬁn d'accorder
la phase spectrale non-linéaire à tous les ordres et de maximiser l'eﬃcacité de combi-
naison. Expérimentalement, des écarts d'intégrales-B entre les ampliﬁcateurs peuvent
être constatés à haute énergie, malgré des puissances de sortie identiques. Nous pouvons
donc nous attendre à des pertes supplémentaires, éventuellement plus importantes que
celles identiﬁées en régime linéaire. Nous avons remarqué dans notre montage expéri-
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mental précédent que seuls les ordres de la phase spectrale relative ∆φ(ω) supérieurs
ou égaux à 2 intervenaient dans l'eﬃcacité de combinaison, l'ordre 0 étant stabilisé par
la rétroaction et le délai étant paramétrable indépendamment. La contribution prédo-
minante de la SPM sera donc un terme de phase d'ordre 2, qui présentera les mêmes
eﬀets expérimentaux que les écarts de GVD en régime linéaire (points de compression
diﬀérents pour les deux répliques, compression optimale de la recombinaison au point
moyen, performances ﬁnales).
Connaissant l'expression analytique de la phase non-linéaire relative, nous exprimons
la phase spectrale relative totale par la relation :
∆φ(ω) = ∆φL + ∆φNL = ∆φ0 + ∆φ1∆ω + ∆φ2∆ω
2 + ∆B · I0(ω) (II.6)
Nous avons démontré en section précédente qu'il était possible de déterminer le proﬁl
expérimental de la phase spectrale relative ∆φ(ω), à partir des données sur les spectres
optiques et par l'utilisation de la méthode des moindres carrés. La solution recherchée
∆φL(ω) était polynomiale en ∆ω car elle ne concernait que les eﬀets de dispersion. Ici,
les mêmes procédés peuvent être utilisés, à condition d'approximer la phase relative
mesurée avec la fonction ∆φ(ω) décrite ci-dessus et en ajoutant simplement la variation
du coeﬃcient ∆B dans les calculs, seule inconnue restante. Pour améliorer la précision
sur la mesure de ∆B, on proﬁte de l'étude du même système en régime linéaire faite
en section précédente, en relevant la contribution de la dispersion d'ordre 2. Celle-ci
restant inchangée à haut niveau de puissance, la phase spectrale relative totale ∆φ(ω)
peut être déterminée en maintenant le coeﬃcient ∆φ2 constant et identique au cas
linéaire. L'algorithme utilisé pour la détermination complète de ∆φ(ω) n'en est que plus
rapide et plus précis. Le terme ∆φ0 peut quand à lui évoluer du fait de la stabilisation
active et de son aptitude à optimiser l'eﬃcacité de combinaison en fonction des ordres
supérieurs de la phase, et la phase d'ordre 1 (ligne à retard) dépend aussi des conditions
expérimentales.
L'expression de ∆φ(ω) en l'état permet d'isoler les diﬀérentes contributions, linéaires
(GVD relative) ou non (intégrale-B relative). Elle n'est cependant plus polynomiale en ω
par la présence de la forme de spectre I0(ω), et ne présente donc pas la contribution totale
de chacun des ordres, tous phénomènes confondus. Il est toujours possible d'approximer
le proﬁl spectral I0(ω) par un polynôme en ω, que l'on somme aux contributions linéaires
aﬁn d'en déduire les coeﬃcients propres à chaque ordre (la phase relative totale d'ordre
2 étant généralement ciblée). Notons que le terme d'ordre 0 du développement du proﬁl
spectral est directement B (spectre normalisé). Nous allons pouvoir utiliser ces résultats
aux paragraphes suivants pour la mesure de la phase relative non-linéaire expérimentale.
II.3.2 Opération à non-linéarités non négligeables
Nous allons ici mesurer l'impact des eﬀets de la SPM sur l'eﬃcacité de combinai-
son du système, en déterminant la valeur expérimentale de l'intégrale-B relative entre
les deux répliques d'impulsion. Nous reprenons la même architecture de combinaison
active précédente, et nous plaçons tout d'abord à eﬃcacité de combinaison maximale
en régime linéaire (95 %). Nous réduisons ensuite la cadence des impulsions à 1 MHz
et augmentons les puissances de pompe pour que les deux ampliﬁcateurs délivrent une
puissance moyenne identique de 5.1 W (5.1 µJ d'énergie par impulsion). Ces conditions
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d'ampliﬁcation impliquent une intégrale-B moyenne de 6 rad pour chacun des ampliﬁ-
cateurs selon des simulations numériques. Sans optimisation particulière, l'eﬃcacité de
combinaison résultante est mesurée à 86 %, avec 8.8 W de puissance combinée et 1.4
W rejeté. L'alignement soigneux des faisceaux ne permet pas d'obtenir une meilleure
eﬃcacité, témoignant des eﬀets temporels de la SPM sur la combinaison. Nous consta-
tons de plus un fort décalage entre les points de compression des répliques spatiales
individuelles, bien plus important qu'en régime linéaire. Ainsi, malgré un niveau de
puissance identique pour les deux ampliﬁcateurs, nous constatons expérimentalement
un écart d'intégrale-B entre les deux impulsions à combiner, qui aﬀecte notablement les
performances du système de combinaison.
Figure II.11  Haut : Caractéristiques des impulsions issues du bras 1, bras 2, et recom-
binée ; bas : caractéristiques de l'impulsion rejetée . Gauche : proﬁls d'autocorrélation ;
droite : spectres optiques.
Les proﬁls d'autocorrélation des impulsions individuelles et recombinée sont présen-
tés en ﬁgure (II.11) au côté du proﬁl rejeté (d'amplitude bien plus faible), tous mesurés
au même point de compression (optimal pour l'impulsion recombinée). La distorsion no-
table des proﬁls temporels démontrent la présence de termes de phase spectrale d'ordres
supérieurs à 2, non compensables par le système de compression (essentiellement jusqu'à
l'ordre 4). De ce fait, à la diﬀérence du régime linéaire où seul l'ordre 2 a une contribu-
tion notable, le proﬁl d'autocorrélation des impulsions évolue ici de façon non symétrique
autour des point de meilleure compression. Ainsi, au point de meilleure compression de
l'impulsion recombinée, les proﬁls temporels des impulsions 1 et 2 ne sont plus identiques,
comme cela est visible sur leurs proﬁls d'autocorrélation. Nous remarquons cependant
que les impulsions individuelles et combinée présentent expérimentalement des proﬁls
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très semblables à leurs points de meilleure compression respectifs, ce qui justiﬁe que les
ordres de la phase strictement supérieurs à 2 ont un impact modéré sur l'eﬃcacité de
combinaison. Les proﬁls spectraux des impulsions combinée et rejetée sont aussi repré-
sentés en ﬁgure (II.11), et présentent une complémentarité visible (maximum de l'un au
minimum de l'autre).
Nous reprenons l'étude de la phase spectrale relative entre les deux impulsions selon
le procédé de mesure décrit au paragraphe précédent, aﬁn d'en dégager l'intégrale-B
relative. Le spectre optique de l'impulsion rejetée est représenté en ﬁgure (II.12) avec
la phase spectrale relative, obtenue par mesure directe ainsi qu'approximée selon la
méthode des moindres carrés (valeurs absolue et algébrique). Nous en déduisons une
diﬀérence d'intégrale-B de ∆B = −1.5 rad, ce qui est considérable au vu de l'intégrale-
B totale de chaque impulsion (∼ 6 rad). Nous avons identiﬁé a posteriori la source de
ce fort écart d'eﬀets de la SPM, en constatant que l'une des ﬁbres présentait un faible
dommage proche de son entrée. L'un des faisceaux subit donc des pertes lors de son
ampliﬁcation, ce qui provoque une diﬀérence de chemin d'ampliﬁcation P (z, 0) entre
les deux bras, et induit des eﬀets non-linéaires diﬀérents pour chacun d'eux, même en
considérant des puissances d'injection et de sortie identiques.
Figure II.12  Gauche : phases spectrales relatives respectivement déduite des spectres
optiques, approximée en valeur absolue et développée en valeur algébrique, toutes re-
présentées avec le spectre rejeté expérimental. Droite : Évolution de l'eﬃcacité de com-
binaison en fonction du paramètre ∆φ0 calculée à partir des données expérimentales.
En développant le terme non-linéaire de la phase spectrale relative, nous mesurons
une phase relative d'ordre 2 issue de la SPM de ∆φ2,NL = 3.8 · 10−26 fs2, de même signe
que la diﬀérence de GVD mesurée entre les deux bras (terme d'ordre 2 négatif dans le
développement de I0(ω)). Cumulée avec la contribution de la dispersion, la phase spec-
trale relative d'ordre 2 totale est de ∆φ2,NL = 4.8 · 10−26 fs2, soit une phase de +4 rad en
bord de spectre (en ∆ω = ∆ω0). La phase d'ordre 0 est quant à elle descendue à -0.77
rad, témoignant d'un grand écart d'ordre 2 à compenser. Nous constatons de plus un
terme d'ordre 4 relativement élevé, de signe contraire et mesuré à ∆φ4,NL = −4.5 · 10−52
fs4, soit une phase de −3 rad en bord de spectre. La phase spectrale relative d'ordre
4 a donc pour eﬀet de compenser partiellement celle d'ordre 2. Enﬁn, le délai relatif
entre les répliques spatiales est évalué à ∆φ1 =90 fs, valeur relativement élevée en com-
paraison de la durée d'impulsion qui justiﬁe la dissymétrie du spectre rejeté. Ce terme
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Phase Intensité
Écarts spectraux 10.4% 0.6 %
Écarts spatiaux 0.7 % 0.3 %
Bruit résiduel 1 % << 0.1 %
Modulation LOCSET 0.5 % /
Puissance moyenne 0 %
Polarisation 0.5 %
Table II.2  Identiﬁcation et estimation des diﬀérentes sources de pertes de l'eﬃca-
cité de combinaison expérimentale en présence de non-linéarités, à puissances moyenne
égales.
supplémentaire provient essentiellement d'une phase non-linéaire relative non parfaite-
ment symétrique (spectres initiaux distincts) et plus faiblement d'eﬀets thermiques du
fait que nous opérions à plus haute puissance. Celui-ci sera compensé grâce à la ligne à
retard dans la phase d'optimisation du paragraphe suivant.
De même que dans le cas linéaire en section précédente, il est possible d'évaluer la
perte d'eﬃcacité relative aux écarts spectraux uniquement, à l'aide des spectres optiques
des répliques d'impulsion et de la mesure de leur phase spectrale relative. Nous en
déduisons un maximum d'eﬃcacité à 89 % soit 11 % de pertes, dont seulement 0.6 %
proviennent d'écarts entre proﬁls spectraux (calculés à partir des mesures de spectres) et
dont le complémentaire, soit plus de 10 % des pertes restantes, est imputable à la phase
spectrale relative. Dans nos simulations de la section (II.1.2), réalisées avec les mêmes
largeurs de spectre, l'eﬃcacité pour une phase d'ordre 2 seule et de valeur identique
descendait à 83%. Nous révélons une fois de plus l'eﬀet de l'ordre 4 issu de la SPM, qui
modère les pertes de combinaison. L'écart résiduel des 89 % d'eﬃcacité spectrale avec
les 86 % mesurés en puissance moyenne provient des mêmes eﬀets étudiés en régime
linéaire, inchangés en présence de SPM. L'ensemble des contributions est résumé dans
le tableau en table II.2.
La phase spectrale non-linéaire a donc expérimentalement un eﬀet néfaste sur l'ef-
ﬁcacité totale du système si celle-ci n'est pas maitrisée. L'alignement en régime linéaire
ne suﬃt pas à assurer l'équilibre des intégrales-B diﬀérentes, et les pertes d'eﬃcacité
de combinaison issues de la phase spectrales sont considérables. Dans le paragraphe
suivant, nous déterminons un moyen de contrôler les eﬀets de SPM subits par chaque
ampliﬁcateur aﬁn de les symétriser et de se rapprocher au mieux de l'eﬃcacité obtenue
en régime linéaire.
II.3.3 Optimisation de l'eﬃcacité de combinaison
En régime d'ampliﬁcation CPA, la phase spectrale non-linéaire relative ne dépend
que de l'intégrale-B relative. En pratique, l'évolution de la puissance crête dans cha-
cune des ﬁbres est paramétrable en agissant sur les puissances d'injection et le gain
total (au moyen des puissances de pompe). Le simple fait de symétriser les intégrales-
B permet d'accorder parfaitement les phases spectrales non-linéaires à tous les ordres,
ce qui est propre au régime CPA. Cependant, l'évolution de la phase spectrale non-
linéaire en fonction des puissances d'injection et de pompe étant sensible en pratique,
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il devient plus diﬃcile de converger vers le maximum d'eﬃcacité avec deux paramètres
à contrôler simultanément. La puissance recombinée n'est alors plus le meilleur critère
pour optimiser le système de manière précise. Un moyen plus eﬃcace consiste à observer
en temps réel le spectre de l'impulsion rejetée. Nous avons en eﬀet constaté au para-
graphe précédent que sous l'eﬀet d'une phase spectrale relative fortement distordue, le
proﬁl spectral de l'impulsion rejetée est lui-même fortement déformé, notamment par
la présence de modulations et/ou de dissymétries en comparaison des proﬁls spectraux
initiaux. Nous cherchons donc ici à le symétriser en agissant sur les conditions d'ampli-
ﬁcation de chacune des ﬁbres. Ces distorsions de spectre ne sont quasiment pas visibles
sur le proﬁl recombiné en considérant des eﬃcacité de combinaison supérieures à 80 %.
L'optimisation à l'aide du spectre rejeté est ainsi bien plus précise.
La répartition de la puissance d'injection entre les deux ﬁbres ainsi que leurs puis-
sances de pompe respectives sont grossièrement paramétrées aﬁn d'augmenter globale-
ment l'eﬃcacité de combinaison en puissance. L'évolution du spectre rejeté est ensuite
attentivement étudiée aﬁn d'en faire disparaitre les principales irrégularités. Nous ob-
servons de plus une diminution de l'énergie contenue par le spectre rejeté au fur et à
mesure de l'optimisation, témoignant d'une eﬃcacité de combinaison croissante et d'un
équilibrage des intégrales-B entre les ampliﬁcateurs. Après optimisation soigneuse, l'ef-
ﬁcacité de combinaison totale remonte à 91 %, soit 5 % de plus que dans le cas non
optimisé. Nous constatons expérimentalement que les points de meilleure compression
des impulsions individuelles et combinée sont plus proche, attestant d'une bonne com-
pensation de la phase spectrale relative d'ordre 2 issue de la SPM. Les diﬀérents proﬁls
d'autocorrélation et spectres optiques sont représentés en ﬁgure II.13. Nous y obser-
vons une bien meilleure symétrie entre les proﬁls temporels, tous pris au même point de
compression. Le spectre rejeté est par ailleurs plus symétrique et d'énergie plus faible,
notamment grâce à la réduction de l'intégrale-B relative et à la ligne à retard. Le proﬁl
d'autocorrélation rejeté est lui-aussi d'énergie plus faible que dans le cas non optimisé,
et présente une allure plus régulière.
L'étude de la phase spectrale relative nous restitue un écart ∆B = −0.5 rad entre les
impulsions, bien plus faible que dans le cas non optimisé (ﬁgure II.14). Le proﬁl de phase
spectrale relative est quant à lui moins abrupt mais présente encore une contribution
notable des eﬀets de SPM, avec une phase relative d'ordre 2 totale de ∆φ2 = 2.4 · 10−26
fs2 toujours prédominante parmi les ordres supérieurs de la phase relative. La phase
φ0 maximisant l'eﬃcacité est de -0.4 rad et correspond à la valeur - 0.6 rad issue de
la mesure. Le phase relative d'ordre 1 est diminuée à ∆φ1 = 27 fs, dont la contri-
bution n'a pas d'eﬀet visible sur l'eﬃcacité en pratique. Cependant, les spectres des
répliques d'impulsion observés en ﬁgure (II.13) présentent des proﬁls légèrement déca-
lés (nous en expliquons l'origine dans le paragraphe suivant), signiﬁant que les phases
spectrales non-linéaires accumulées par les impulsions sont naturellement désaccordées,
même à intégrales-B identiques. La phase non-linéaire relative est donc impossible à
annuler parfaitement dans nos conditions, quelque soit le soin porté à l'optimisation.
Nous pensons cependant que l'intégrale-B serait capable de compenser partiellement la
phase spectrale d'ordre 2 issue des écarts de GVD dans le montage. Cela n'a pas pu
être mis en évidence expérimentalement, d'autant plus que nous avons eu la malchance
d'observer un écart d'intégrale-B de même signe que les écarts de GVD.
Aﬁn d'augmenter l'eﬃcacité de combinaison, nous avons dû dissymétriser le système
de combinaison, ce qui induit inéluctablement des pertes supplémentaires. Ce procédé
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Figure II.13  Haut : Caractéristiques des impulsions issues du bras 1, bras 2, et recom-
binée ; bas : caractéristiques de l'impulsion rejetée en comparaison des performances non
optimisées précédentes. Gauche : proﬁls d'autocorrélation ; droite : spectres optiques.
Figure II.14  Gauche : phases spectrales relatives respectivement déduite des spectres
optiques, approximée en valeur absolue et développée en valeur algébrique, toutes re-
présentées avec le spectre rejeté expérimental. Droite : Évolution de l'eﬃcacité de com-
binaison en fonction du paramètre ∆φ0 calculée à partir des données expérimentales.
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constitue donc un compromis entre l'équilibre des intégrales-B et l'équilibre en puis-
sance. Nous constatons après optimisation que l'écart en puissance d'injection des ﬁbres
est très important (répartition 1/4 et 3/4), nous rappelant les pertes subies dans l'une
d'entre elles. Les puissances de pompe sont elles-aussi très diﬀérentes entre les deux bras
aﬁn de compenser les écarts d'intégrale-B, de sorte que les ampliﬁcateurs délivrent des
puissances moyennes de 4.41 W et 7 W respectivement. Ces écarts en puissance moyenne
provoquent des pertes d'eﬃcacité de 1 % si l'on considère des proﬁls spectraux iden-
tiques, ce qui est un faible tribu à payer en comparaison des 6 % recueillis sur la phase
spectrale. Cependant, comme les écarts en puissance à compenser sont importants, la
diﬀérence en puissance de pompe implique un proﬁl de gain légèrement modiﬁé entre les
deux ampliﬁcateurs, et ainsi une réduction du spectre par le gain diﬀérente. Les spectres
de sortie ne partagent alors pas les mêmes largeurs ni les mêmes fréquences centrales,
et leur recombinaison induit des pertes, ici calculées à 1 %. Nous recensons immédiate-
ment 2 % de pertes d'eﬃcacité supplémentaires par rapport au régime linéaire, générés
volontairement en compensation des eﬀets de la SPM. Nous regroupons l'ensemble des
contributions en table II.3.
Phase Intensité
Écarts spectraux 4 % 1 %
Écarts spatiaux 0.7 % 0.3 %
Bruit résiduel 1 % << 0.1 %
Modulation LOCSET 0.5 % /
Puissance moyenne 1 %
Polarisation 0.5 %
Table II.3  Identiﬁcation et estimation des diﬀérentes sources de pertes de l'eﬃcacité
de combinaison expérimentale en présence de non-linéarités, après optimisation de la
diﬀérence d'intégrale-B entre les deux bras. La puissance moyenne n'est plus équilibrée
et induit des pertes d'eﬃcacité supplémentaires.
Il est donc possible d'optimiser le système de combinaison en présence de non-
linéarités, même sous de forts écarts, à l'aide du paramétrage des puissances d'entrée
et de sortie. La mesure de phase spectrale relative n'étant pas eﬀectuée en temps réel,
le critère le plus pertinent pour assurer la meilleure eﬃcacité de combinaison possible
consiste à minimiser le spectre rejeté. Dans notre contexte particulier, où l'on constate
en plus des pertes internes qui brisent déﬁnitivement la symétrie de l'interféromètre en
présence de non-linéarités, il est impossible de retrouver l'eﬃcacité accessible en régime
linéaire. En dépit de ces conditions, le compromis entre symétrie du système et symétrie
des eﬀets non-linéaires a permis d'éliminer 6 % des pertes spectrales et de récupérer une
eﬃcacité supérieure à 90 %, pour des intégrales-B de quelques pi. D'autres expériences
ont démontré a posteriori un très bon accord des phases spectrales à plus haut niveau de
non-linéarité, ainsi qu'une bonne préservation de l'eﬃcacité de combinaison (cf. section
III.3 du chapitre suivant).
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II.4 Architectures à N ampliﬁcateurs
Nous discutons ici des possibilités d'extension du système de combinaison cohérente
à N ampliﬁcateurs. Nous avons présenté en partie (I.3) des exemples de combinaison
cohérente en régime continu pour un plus grand nombre de ﬁbres (notamment 8 et 64),
toutes architectures confondues. Nous évaluons ici l'implication des eﬀets propres au
régime femtoseconde sur la combinaison d'un plus grand nombre d'ampliﬁcateurs, en
partant de notre montage expérimental (remplissage d'ouverture, asservissement LOC-
SET), et tentons de déterminer les méthodes viables permettant de dimensionner l'éner-
gie de sortie des systèmes de puissance ﬁbrés.
Figure II.15  Schéma de combinaison cohérente spatiale stabilisée de façon active,
utilisant des cubes séparateur (N = 8).
II.4.1 Stabilisation du bruit de N ﬁbres
Nous nous plaçons ici dans les conditions expérimentales de la première section
(II.2), dans un schéma de remplissage d'ouverture avec stabilisation LOCSET de la
phase relative d'ordre 0. Nous disposons par la pensée ce système en cascade aﬁn de
réaliser la combinaison de N = 2k voies (ﬁgure II.15), séparées par des cubes PBS et
réunies successivement 2 à 2 par des cubes FPS. Comme nous l'avons déjà remarqué
pour le régime continu, la puissance moyenne totale ainsi que la puissance crête aug-
mentent d'un facteur N en maintenant le niveau de non-linéarité constant. Le schéma
est donc théoriquement extensible à souhait, à condition que la rétroaction soit capable
de supporter l'asservissement. Cependant, notre schéma de principe, utilisant une cas-
cade de combineurs FPS, implique la maitrise N − 1 = 2k − 1 étapes de combinaison,
avec des eﬃcacités de combinaison propres. En les supposant identiques à chaque étape,
l'eﬃcacité globale chute théoriquement à ηN = ηN−1, dont la limite tend vers 0 quand
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N tend vers l'inﬁni. Nous avons donc l'impression qu'un système de combinaison en
cascade est rapidement limité à un nombre raisonnable N de ﬁbres, même avec de très
bonnes eﬃcacités par étape. Nous avions démontré 95 % d'eﬃcacité en régime purement
linéaire, ce qui nous renvoie a priori à 66 % pour un nombre de 8 ﬁbres.
Il faut cependant remarquer que cette approche est pessimiste, car les étapes de
combinaison ne sons pas décorrélées les unes des autres. En eﬀet, comme nous l'avons
noté en partie théorique (section I.3), une impulsion combinée est à la moyenne des
répliques spatiales (en phases spectrale et spatiale, en proﬁls spectral et spatial,...). Au
fur et à mesure des étapes de recombinaison, la forme de l'impulsion converge vers une
impulsion bien déterminée, à la moyenne des caractéristiques de tous les ampliﬁcateurs
pris indépendamment. Cela implique que l'eﬃcacité de combinaison augmente progres-
sivement à chaque étape, et que l'énergie rejetée, contenant les dissymétries entre les
répliques d'impulsion, se réduit peu à peu. Cet eﬀet de moyennage, intrinsèque à la
combinaison cohérente, rend notre première étude caduque et permet l'extensibilité du
système à un grand nombre N d'ampliﬁcateurs. De façon formelle, l'eﬀet de moyennage
permet de décrire la combinaison en cascade de façon identique à celle d'une combinai-
son réalisée en une seule étape (DOE par exemple). Nous traitons donc ici de l'inﬂuence
du nombre N de ﬁbres sur le remplissage d'ouverture utilisant la stabilisation LOCSET,
indépendamment de l'architecture utilisée.
L'impact du bruit de phase résiduel sur la combinaison deN ﬁbres a été formalisé par
Siiman et. al, dont nous présentons ici les résultats [Siiman et al., 2012]. Nous supposons
que la phase spectrale relative est plate et que seul l'ordre 0 est à maitriser (donc
non restreint au régime femtoseconde pour l'instant). Nous négligeons de plus les eﬀets
spatiaux sur la combinaison, ce qui peut être raisonnablement justiﬁé en portant un
soin particulier sur l'alignement du montage et sur la forme des modes spatiaux en
sortie de ﬁbre. Selon les calculs théorique décrivant la combinaison de N ampliﬁcateurs
[Siiman et al., 2012], soumis à un bruit de phase résiduel d'écart type σφ0 et asservis par
la méthode LOCSET, d'amplitude de modulation β commune à tous les bras, l'eﬃcacité
de combinaison possède une valeur limite non nulle quand N tend vers l'inﬁni, qui vaut :
η∞ = e−σφ0
2
· J20 (β) (II.7)
L'eﬃcacité de combinaison sature donc vers une valeur asymptotique η∞, qui chute ex-
ponentiellement avec l'écart type du bruit de phase résiduel issu du bruit environnant.
La faible modulation de la détection synchrone entraine elle-aussi des pertes d'eﬃcacité,
relativement modérées pour des valeurs de β faibles (β < λ/20 typiquement). Il est
possible d'eﬀectuer les même calculs sans bruit de phase mais avec des ﬂuctuations de
puissance moyenne σP, identiques pour chacun des ampliﬁcateurs. Les formules s'alour-
dissent mais prouvent une fois de plus que l'eﬃcacité converge pour N −→ +∞ vers
une valeur dépendante de l'écart type σP. L'évolution de l'eﬃcacité de combinaison en
fonction de l'importance des bruits de phase et de puissance est représentée en ﬁgure
II.16 jusqu'à N = 100 et pour β = 0.25 (β = λ/25). Nous y constatons eﬀectivement
une stabilisation de l'eﬃcacité de combinaison avec le nombre N d'ampliﬁcateurs, que
cela soit en phase ou en puissance moyenne, avec cependant une plus forte inﬂuence de
la première contribution.
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Figure II.16  Évolution de l'eﬃcacité de combinaison avec le nombre d'ampliﬁcateurs
N à combiner, sous diﬀérentes contraintes de bruit de phase (gauche, avec σφ l'écart
type) et de bruit d'intensité (droite, avec σP l'écart type et P outavg la moyenne des puis-
sances moyennes).
II.4.2 Phase spectrale d'ordres supérieurs
En régime femtoseconde, les termes de phase spectrale d'ordres supérieurs portent
atteinte à l'eﬃcacité de combinaison, et peuvent se retrouver très dommageable pour
un grand nombre d'ampliﬁcateurs à combiner. Comme nous l'avons constaté expéri-
mentalement, ces ordres supérieurs ne sont pas sensibles au bruit pour les largeurs de
bande considérées. Les délais étant paramétrables dans le montage, seul l'ordre 2 aura
une contribution notable sur l'eﬃcacité globale ηN. En régime linéaire, la phase spec-
trale d'ordre 2 accumulée par les impulsions provient des eﬀets dispersifs et dépend de
l'équilibre des chemins optiques entre les bras de l'interféromètre. Ceux-ci étant généra-
lement ﬁxés pour un montage donné, on peut en déduire un écart-type spectral σφ(ω),
représentatif de l'écart-type pour chaque fréquence ω, mais cet fois-ci d'un point de vue
statistique et non probabiliste. En reprenant l'étude réalisée pour le bruit de phase, on
peut démontrer que l'eﬃcacité de combinaison sujette à des écarts de phase spectrale
se stabilise pour N croissant. Il nous suﬃt d'exprimer la formule précédente, représen-
tant l'eﬃcacité asymptotique en fonction des écarts de phase, pour une fréquence ω du
spectre :
η∞(ω) = J20 (β)e
−σφ(ω)2 et ainsi η∞ = J20 (β)
∫
I0(ω)e
−σφ(ω)2dω∫
I0(ω)dω
(II.8)
L'eﬃcacité totale est évaluée par sommation sur tout le spectre, comme nous l'avons déjà
fait à plusieurs reprises. A la simple connaissance de l'écart-type de la phase pour chaque
composante du spectre, il est possible d'en déterminer l'eﬃcacité limite. Cela peut donc
théoriquement s'appliquer au régime non-linéaire en présence de SPM, notamment au
travers de l'écart type sur l'intégrale-B. L'opération non-linéaire d'un grand nombre
de ﬁbre est cependant plus complexe à maitriser et équilibrer, particulièrement par
les contraintes supplémentaires portant sur les conditions d'ampliﬁcation identiﬁées en
section précédente (section II.3). Il n'en est pas moins vrai que l'eﬃcacité de combinaison
converge vers une valeur non nulle, quel que soit le niveau de non-linéarité.
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Conclusion
Nous avons démontré dans cette partie la réalisation concrète de la méthode de
combinaison cohérente en régime femtoseconde. Celle-ci a été réalisée à l'aide de deux
ampliﬁcateurs ﬁbrés, combinés spatialement dans une architecture à remplissage d'ou-
verture et stabilisés par l'asservissement LOCSET. Les résultats obtenus en régime pu-
rement linéaire sont très satisfaisants, avec une bonne conservation des proﬁls temporels,
spectraux et spatiaux, ainsi qu'une eﬃcacité de combinaison de 95 % dans le meilleur
des cas. Celle-ci peut être maintenue au-dessus de 90 % jusqu'à 20 W de puissance
moyenne, limitée par les pompes. Il est par ailleurs possible de déterminer et quanti-
ﬁer indépendamment les diﬀérentes sources de pertes, notamment grâce à l'étude des
phases spectrale ∆φ(ω) et spatiale ∆Φ(x, y) expérimentales, en vue d'améliorer les per-
formances du système. En présence de forts eﬀets de la SPM, le système de combinaison
se dissymétrise avec un écart d'intégrale-B de 1.5 rad pour 6 rad moyens. Ces condi-
tions nous ont conduit à 86 % d'eﬃcacité de combinaison à 10 µJ d'énergie, dont 10
% des pertes sont issues de la phase spectrale relative. Le montage a pu être optimisé
aﬁn d'équilibrer les intégrales-B et réduire au maximum ces pertes, induisant inéluc-
tablement une dissymétrie du système en terme de puissance moyenne et/ou de proﬁls
spectraux. Ces eﬀets étant bien moins dommageables à l'eﬃcacité de combinaison que
ne le sont les problématiques de phase (1 % dépensé contre 6 % retrouvés dans notre
montage expérimental), l'eﬃcacité de combinaison remonte au-dessus de 90 %. Nous
avons enﬁn justiﬁé que cette architecture était compatible avec l'implémentation d'un
grand nombre N d'ampliﬁcateurs, même en régime femtoseconde. Par eﬀet de moyen-
nage des impulsions recombinées, l'eﬃcacité globale du système se stabilise quand N
tend vers ∞, dont la valeur asymptotique dépend essentiellement de l'écart type du
bruit de phase résiduel, de l'amplitude de modulation LOCSET ainsi que des ordres
supérieurs de la phase. Nous présentons dans la partie suivante un moyen de s'aﬀranchir
du système de rétroaction et de réaliser l'accord de phase à tous les ordres et en tout
temps, de manière totalement passive et automatique.
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Troisième partie
Expériences de combinaison cohérente
passive de faisceaux en régime
femtoseconde
Nous décrivons dans cette partie une architecture de combinaison particulière per-
mettant de réaliser un accord de phase rigoureux et parfaitement stable dans le temps,
sans implémentation de système de rétroaction [Daniault et al., 2011c]. Cette méthode
de combinaison, ainsi qualiﬁée de passive, permet de contourner les problématiques de
mesure et de stabilisation de phase relative, ainsi que les pertes d'eﬃcacité liées au bruit
ambiant résiduel. Nous étudions en premier lieu les conditions théoriques et expérimen-
tales réalisant la combinaison cohérente de manière totalement passive (section III.1).
Nous adaptons ensuite ce nouveau système de combinaison au montage expérimental
précédent (de la partie II) et en déterminons les performances en régime linéaire ainsi
qu'en présence d'eﬀets de SPM (section III.2). Le niveau de non-linéarités est enﬁn
poussé à l'extrême, en étudiant ce même système de combinaison dans une architec-
ture sans étireur (section III.3), c'est-à-dire dans un régime d'ampliﬁcation sans CPA et
proche des conditions d'ampliﬁcation parabolique (cf. sections I.2.2.3 et I.2.3.3). Cette
dernière étude nous permet d'évaluer plus précisément la sensibilité du système passif
aux eﬀets de la SPM.
III.1 Système passif réalisant l'accord de phase
III.1.1 L'interféromètre Sagnac
III.1.1.1 Schéma de principe
Dans les expériences précédentes (partie II), nous avons démontré le principe de
combinaison cohérente spatiale par l'utilisation d'un interféromètre à deux bras indé-
pendants, très sensibles au bruit et dont les chemins optiques variaient rapidement et
fortement autour de leur valeur moyenne. Chacun des bras est donc totalement décorrélé
de l'autre, ce qui rend nécessaire l'implémentation d'un système de stabilisation. Vou-
lant nous émanciper de l'asservissement actif, nous recherchons ici une conﬁguration
permettant aux deux bras de parcourir exactement le même chemin optique en tout
temps. Celle-ci permettrait d'assurer automatiquement le maximum d'eﬃcacité ainsi
qu'une combinaison parfaitement stable dans le temps.
L'architecture répondant à cette problématique et adapté à la combinaison de deux
ampliﬁcateurs est l'interféromètre Sagnac (ﬁgure III.1). Elle a la forme d'une boucle, que
l'on parcourt dans un sens ou l'autre selon le bras choisi, avec un unique élément servant
simultanément à la séparation et la recombinaison des faisceaux (cubes FBS ou PBS).
Pour une boucle Sagnac relativement courte, le temps de parcours total des faisceaux est
tellement faible que le bruit ambiant, plutôt basse-fréquence, n'a pas le temps modiﬁer
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les caractéristiques optiques du montage. Ainsi, le chemin optique des deux bras de
l'interféromètre reste parfaitement identique lors du processus complet de séparation
et recombinaison des faisceaux, et assure une mise en phase parfaite et systématique
entre les deux répliques contra-propagatives de la boucle. Notons cependant que le bruit
ambiant est toujours bel et bien présent, en inﬂuant notamment sur la phase absolue φ0
des impulsions recombinées. L'important est que le bruit n'aﬀecte que l'impulsion ﬁnale,
et non les répliques individuelles, dont la phase relative ∆φ0 est systématiquement nulle
à l'étape de recombinaison.
Figure III.1  Schéma de principe d'un interféromètre Sagnac, dont la division et la
recombinaison de faisceaux sont réalisées avec un cube séparateur FBS (gauche) et une
cube PBS (droite). Leurs implémentation n'ont pas la même convention des interférences
constructives et destructives (conﬁguration en transmission ou en réﬂexion).
Dans notre contexte femtoseconde, le procédé reste valable pour des spectres larges,
au point que la phase spectrale φ(ω) à tous les ordres est elle-aussi équilibrée entre les
deux bras de façon totalement passive. Le bruit de phase d'ordre supérieur n'intervient
pas aux largeurs de spectre utilisées, comme nous l'avons constaté dans les expériences de
combinaison active (cf. partie II). Si celui-ci devait être visible, il serait automatiquement
corrigé par la boucle Sagnac au même titre que l'ordre 0. Dans le cas d'un fonctionnement
en régime linéaire, simplement soumis aux eﬀets de dispersion, l'interféromètre Sagnac
est parfaitement réciproque quelque soit le niveau de puissance utilisé, de telle sorte
que les problématiques de phase spectrale relative, tant sur le bruit de phase que sur les
écarts d'ordres supérieurs, disparaissent complètement. Les seules contraintes résiduelles
portent sur l'accord des puissances, des spectres et des polarisations, qui ont un faible
impact sur la combinaison comme nous l'avons déterminé précédemment. Nous nous
attendons ainsi à une simpliﬁcation importante du système de combinaison avec une
amélioration notable de son eﬃcacité, du fait que les paramètres les plus inﬂuents sont
parfaitement corrigés en toutes circonstances.
L'insensibilité de l'interféromètre Sagnac au bruit de phase est dépendant de la
longueur optique L de sa boucle. Si l'on se place juste à son entrée, au début de l'un
des deux chemins, il s'écoulera un temps T = L/c entre le départ de l'impulsion co-
propagative et l'arrivée de l'impulsion contra-propagative. Il faut donc que le système
ne soit pas perturbé par le bruit ambiant dans ce laps de temps. En considérant un ordre
de grandeur de 10 m de propagation (indice des ﬁbres compris), nous calculons un délai
T = 33 ns, indiquant que le système est insensible au bruit de fréquence inférieure à 30
MHz. Pour les durées d'impulsion considérées, nous avions constaté en partie précédente
que le bruit de phase n'avait expérimentalement d'inﬂuence que pour des fréquences
en-dessous la centaine de kHz. La conﬁguration Sagnac est donc particulièrement bien
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adaptée à nos expériences de combinaison cohérente, même dans le cas d'environnements
très bruyants. Cela n'est pas le cas de la combinaison active, qui par une bande passante
de correction trop limitée reste sensible aux bruits de plus haute fréquence (chocs, fortes
vibrations,...). A présent, le système passif est très robuste aux ﬂuctuations de phase, et
ce au moins jusqu'au MHz. En théorie, la sensibilité au bruit augmente avec la longueur
L de la boucle, mais ne devient critique qu'à partir de L ∼ 10 km (bande passante de
30 kHz), dont nous serons toujours très éloignés expérimentalement.
L'interféromètre Sagnac est habituellement connu pour son implémentation dans les
gyromètres à ﬁbre, qui permettent notamment de mesurer la vitesse de rotation de la
Terre. En eﬀet, le mouvement terrestre induit une légère dissymétrie de l'interféromètre
(ou de manière équivalente une non-réciprocité de la boucle Sagnac) qui provoque un
déphasage entre les deux ondes contra-propagatives et ainsi une chute de l'eﬃcacité
de recombinaison, normalement maximale en l'absence de mouvement. Ce déphasage,
constant pour une vitesse de rotation uniforme, n'impacte les systèmes Sagnac que pour
de très grandes longueurs de ﬁbre, typiquement de l'ordre du km. Si l'on considère une
longueur de boucle de L = 10 m, le déphasage provoqué par la rotation de la Terre
s'élève à ∆φ0 = 10−5 rad, qui peut ainsi être totalement négligé dans nos expériences.
III.1.1.2 Conﬁgurations possibles
L'interféromètre Sagnac possède plusieurs conﬁgurations, à commencer par le choix
du séparateur/combineur. Dans l'architecture du montage de combinaison active (partie
II précédente), il était préférable de combiner les impulsions à l'aide d'un cube FBS,
eﬀectuant les interférences en une seule étape et étant en pratique plus simple à utiliser
qu'un couple "PBS + Polariseur". Pour eﬀectuer la séparation, nous avions en revanche
choisi un cube PBS adjoint d'une lame demi-onde, qui permettent ensemble d'ajuster
ﬁnement la répartition de la puissance d'injection entre les deux ampliﬁcateurs (indis-
pensable en présence de SPM). Dans l'architecture passive, les séparateur et combineur
sont un seul et unique composant, nous obligeant à faire un choix. Le séparateur FBS
semble être à première vue un bon candidat pour séparer et recombiner équitablement
les impulsions, cependant celui-ci interdit une quelconque action sur l'injection relative
des ampliﬁcateurs. De plus, la condition de séparation "50:50" des FBS commerciaux est
rarement vériﬁée sur toute la largeur de bande des impulsions. Le choix se porte donc sur
un couple "PBS + Polariseur", les cubes PBS étant habituellement très large-bande avec
d'excellents contrastes d'extinction pour chaque polarisation. Nous constatons dans ce
cas précis que les deux faisceaux contra-propagatifs parcourent simultanément la boucle
Sagnac avec des polarisations croisées l'une par rapport à l'autre, ce qui n'aurait pas été
le cas avec un cube FBS.
En réalisant les séparation et combinaison au moyen d'un cube PBS, il est pos-
sible d'utiliser la boucle Sagnac en transmission (partie gauche de la ﬁgure III.2) ou
en réﬂexion (partie droite). La première conﬁguration est la plus simple et ne requiert
aucun composant supplémentaire : une impulsion polarisée à 45° est projetée sur les
axes propres 0° et 90° du cube PBS pour générer deux répliques de même énergie et de
polarisations croisées. Celles-ci ressortent de la boucle au travers de la dernière sortie
non utilisée du cube PBS. Un polariseur placé à 45° en sortie de boucle met en évi-
dence les interférences entre les deux répliques et transmet le faisceau recombiné. Cette
disposition peut poser des problèmes de symétrie si les ﬁbres ampliﬁcatrices que l'on
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Figure III.2  Schéma de principe de l'interféromètre Sagnac utilisant un cube PBS,
opéré en transmission (ﬁgure gauche) ou en réﬂexion (ﬁgure droite).
souhaite insérer dans la boucle sont sensibles à la polarisation (gains diﬀérents sur des
polarisations orthogonales). Si l'on utilise des ﬁbres à maintien de polarisation (PM)
ou polarisantes (PZ), qui sont généralement nécessaires aux expériences de combinaison
cohérente, la conﬁguration précédente n'est pas adaptée et risque d'introduire des pertes
d'eﬃcacité supplémentaires, relatives à des écarts de puissance moyenne. Aﬁn de lever
cette contrainte, il suﬃt d'insérer dans la boucle une lame demi-onde, d'axes neutres à
45° et -45° (indiﬀéremment pour les axes lent et rapide), aﬁn que les répliques contra-
propagatives parcourent la ﬁbre selon une polarisation commune et partagent ainsi le
même gain (partie droite de la ﬁgure III.2).
Cette nouvelle implémentation a pour eﬀet global d'intervertir la polarisation des
deux répliques dans la boucle, de sorte que chacune en ressort par le chemin d'entrée.
Le faisceau recombiné est alors contra-propagatif avec le faisceau d'injection, de même
polarisation à 45° en considérant la somme des deux répliques à 90° et 0°. Un simple
polariseur à 45° inséré sur le chemin d'injection permet eﬀectivement de mettre en évi-
dence la combinaison des répliques, en rejetant la partie destructive, mais ne permet par
d'isoler la partie constructive. Il est par ailleurs impossible de rejeter la partie construc-
tive du faisceau recombiné, auquel cas l'on rejette aussi le faisceau d'injection, de même
polarisation et de sens contraire. Il faut alors remplacer le polariseur par un isolateur
optique, qui sépare les parties constructives et destructives du faisceau (premier polari-
seur rencontré) tout en extrayant le faisceau recombiné (rotateur + second polariseur).
Les deux polariseurs de part-et-d'autre du rotateur permettent ainsi de mesurer précisé-
ment l'eﬃcacité de combinaison. Cette seconde conﬁguration est celle que nous retenons
pour nos montages expérimentaux, par le simple fait que nos ﬁbres ampliﬁcatrices sont
sensibles à la polarisation.
D'un point de vue plus général, il est possible de caractériser l'interféromètre Sagnac
à l'aide de sa matrice de Jones équivalente, qui détermine la polarisation de sortie du
faisceau en fonction de sa polarisation d'entrée. Pour une boucle Sagnac utilisée en
réﬂexion, la matrice de Jones équivalente (séparation + demi-onde + recombinaison)
est rigoureusement égale à celle de la lame demi-onde insérée dans la boucle. Ainsi,
les polarisations d'entrée à 45° et -45° ressortent identiquement après leur traversée de
l'interféromètre Sagnac, étant les axes propres de cette même lame d'onde. Ces deux
polarisations sont d'autre part les seules à pouvoir assurer une bonne extraction du
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faisceau recombiné au niveau de l'isolateur. En eﬀet, dans le cas d'une polarisation
d'entrée α décalée par rapport à l'une de ces directions, le système complet restitue un
faisceau de polarisation β symétrique par rapport à l'axe 45° (eﬀet de la λ/2). Cette
nouvelle polarisation β = 90− α n'est pas adaptée à l'isolateur optique, optimisé pour
rejeter la polarisation α d'injection. Dans ce cas, seule une fraction du faisceau recombiné
est correctement redirigée vers la sortie d'intérêt. Cela signiﬁe que l'on crée des pertes
d'eﬃcacité de combinaison malgré un excellent accord de phase entre les répliques.
Il faut donc veiller à injecter les impulsions d'entrée précisément selon l'une de ces
polarisations, qui sont par ailleurs les seules à permettre la séparation d'un faisceau
d'entrée en deux répliques de même puissance, ce que l'on doit impérativement vériﬁer
pour nos expériences de combinaison cohérente.
Supposons à présent que la boucle Sagnac contient une ﬁbre ampliﬁcatrice. Nous
considérons donc un proﬁl de gain g(z) le long de la boucle, dépendant des conditions de
pompage de la ﬁbre. Dans le cas d'un proﬁl de gain quelconque, la puissance de sortie des
faisceaux ampliﬁés n'est pas nécessairement identique car les conditions d'ampliﬁcation
dans les deux directions de propagation ne sont pas les mêmes. La boucle Sagnac n'est
alors plus équivalente à une simple lame demi-onde et restitue une polarisation décalée
par rapport à 45°, du fait que les contributions des répliques ampliﬁées de polarisations
0° et 90° ne soient pas de même puissance. Ce phénomène est critique car malgré une
injection équilibrée en puissance, le faisceau recombiné ressort de l'interféromètre selon
une polarisation mal adaptée à son extraction par l'isolateur. Il faut donc veiller à ce que
le proﬁl de gain le long de la boucle Sagnac soit identique pour les deux chemins contra-
propagatifs, ce qui implique nécessairement que celui-ci soit symétrique par rapport
au centre de la ﬁbre. La meilleure solution consiste en un pompage simultané par les
deux faces d'entrée de la ﬁbre, à même puissance moyenne. L'interféromètre Sagnac est
alors symétrisé et redevient équivalent à la simple lame demi-onde, le gain n'ayant plus
d'impact sur la polarisation de sortie. Cette implémentation sera nécessaire dans les
montages expérimentaux.
III.1.2 Adaptation du système de combinaison spatiale active
III.1.2.1 Montage expérimental
Aﬁn de réaliser expérimentalement l'accord de phase passif, nous pouvons direc-
tement réutiliser l'architecture de combinaison cohérente active précédente (partie II),
moyennant quelques modiﬁcations. En premier lieu, le modulateur de phase et la ligne
à retard sont retirés du montage, n'ayant aucune utilité dans la boucle Sagnac. Le cube
FPS initialement utilisé pour la combinaison est remplacé par un simple miroir aﬁn de
réinjecter chacun des faisceaux ampliﬁés dans la ﬁbre opposée, dans le sens contraire
de propagation. Des lames demi-onde sont insérées aﬁn d'injecter les ﬁbres selon une
seule et unique polarisation dans les deux sens de propagation (interféromètre Sagnac
en réﬂexion). Le cube PBS de séparation est conservé et eﬀectue aussi la recombinaison
des faisceaux ampliﬁés. Il est injecté selon la polarisation 45° aﬁn d'assurer l'équilibre
en puissance des répliques spatiales et de maximiser l'extraction du faisceau recom-
biné par l'isolateur optique. Deux faisceaux de pompe sont injectés à même puissance
dans chacune des ﬁbres, au plus proche du cube PBS dans la direction copropagative
avec les répliques issues de la séparation, et donc contra-propagative avec les répliques
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en voie de recombinaison. Le proﬁl de gain est bien symétrique (sans considérer l'es-
pace libre entre les deux ﬁbres), et minimise l'intégrale-B totale du système (pompes
contra-propagatives pour des impulsions de forte énergie). Nous avons ainsi réalisé un
montage passif de combinaison cohérente de faisceaux, au moyen d'un interféromètre
Sagnac impliquant deux ﬁbres et dont le schéma est représenté en ﬁgure (III.3).
Figure III.3  Schéma de montage expérimental de la combinaison cohérente passive
de deux ampliﬁcateurs à ﬁbre, utilisant un interféromètre Sagnac.
Nous avons ici conservé les deux ﬁbres à l'intérieur de la boucle Sagnac, bien qu'une
seule puisse être suﬃsante. L'utilisation de deux ampliﬁcateurs permet de conserver le
même niveau de puissance moyenne que celui des expériences de combinaison active,
utilisant elles-aussi deux ﬁbres. Cependant, chaque réplique spatiale traverse à présent
deux ﬁbres ampliﬁcatrices au lieu d'une seule, ce qui élève le niveau de non-linéarité
total du système. A la diﬀérence du système actif, qui doit être comparé à une ampliﬁ-
cation simple au moyen d'une seule ﬁbre, le système passif, réalisant deux ampliﬁcations
successives pour chacune des directions de propagation, doit être comparé à un système
linéaire à deux ﬁbres en série. L'utilisation d'une seule ﬁbre dans la boucle Sagnac
peut permettre de maintenir le niveau de non-linéarité (un seul ampliﬁcateur par bras),
mais au détriment de la puissance moyenne totale générée par le système ( 6= 2 ﬁbres).
Nous observerons expérimentalement ce compromis en section (III.2) suivante, et en
tiendrons compte lors de la discussion sur l'évolutivité du système à N ampliﬁcateurs
(section III.4).
Le montage présenté ici permet diﬃcilement de diagnostiquer les performances in-
dividuelles des bras 1 et 2 de l'interféromètre, car il est impossible d'isoler un sens de
propagation de la boucle Sagnac sans perturber les conditions expérimentales globales
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du système. En particulier, la mesure directe de l'un des faisceaux contra-propagatifs
dans la boucle bloque inévitablement la propagation du second de sens contraire, ce qui
implique notamment un gain double pour le faisceau que l'on souhaite mesurer avec de
plus un proﬁl g(z) diﬀérent (on se retrouve dans le cas classique). Cela s'aggrave en
régime non-linéaire où les impulsions mesurées se déforment notablement par les eﬀets
de SPM, ayant été portée à une énergie double par rapport à celle obtenue en opéra-
tion normale de l'interféromètre. En déﬁnitive, les seules mesures pertinentes doivent
être réalisées sur les faisceaux combinés et rejetés uniquement, et il sera plus diﬃcile
d'accéder à certaines grandeurs expérimentales que nous avons déterminées dans les ex-
périences actives précédentes, en particulier la phase spectrale relative. Cela n'a pas de
grand intérêt en régime linéaire car aucun écart de phase spectrale n'est attendu, quel
que soit l'ordre considéré. Nous voyons au paragraphe suivant que cette hypothèse n'est
plus vériﬁée en présence de SPM (section III.1.2.2), et nous n'aurons malheureusement
pas la possibilité de mesurer l'intégrale-B relative entre les deux voies.
III.1.2.2 Inﬂuence des eﬀets non-linéaires sur la boucle Sagnac
Avant de présenter les résultats expérimentaux de la combinaison spatiale passive,
nous pouvons anticiper plusieurs phénomènes intervenant en présence de SPM, diﬀé-
rents pour l'interféromètre Sagnac en comparaison de la conﬁguration Mach-Zehnder
précédente.
Nous avons vu dans les expériences de combinaison active que les non-linéarités
étaient responsables de dissymétries entre les bras de l'interféromètre, que l'on pouvait
relativement bien compenser grâce aux puissances d'injection et de pompe. En soumet-
tant le montage passif aux eﬀets de SPM, de faibles diﬀérences de conditions d'ampliﬁ-
cation entre les deux bras rendent l'interféromètre Sagnac non réciproque, car les phases
non-linéaires accumulées dans un sens ou dans l'autre peuvent être diﬀérentes. L'interfé-
romètre ne permet donc plus d'assurer la mise en phase des impulsions, et l'eﬃcacité de
combinaison peut chuter malgré la conﬁguration passive. Il faut alors procéder à la même
optimisation que celle eﬀectuée dans le schéma actif, en dissymétrisant volontairement
les ampliﬁcateurs en puissances d'entrée et de sortie, aﬁn d'équilibrer les intégrales-
B de chaque voie et de retrouver une eﬃcacité proche du régime linéaire. Cependant,
l'implémentation de la boucle Sagnac limite cette optimisation, car un déséquilibre des
puissances d'injection produit une polarisation de sortie décalée par rapport à l'entrée,
et conduit à des pertes d'eﬃcacité supplémentaires au niveau de l'isolateur d'extrac-
tion. Nous n'avons donc droit qu'à une faible excursion sur les réglages d'injection pour
équilibrer les eﬀets de SPM.
L'optimisation à l'aide des puissances de pompe est aussi plus diﬃcile, car chaque
laser de pompe ampliﬁe simultanément les deux faisceaux à combiner. Si l'on souhaite
modiﬁer la puissance de sortie de l'un des chemins, en agissant notamment sur la pompe
proche de sa sortie (2e`me ﬁbre traversée, correspondant à l'ampliﬁcateur de puissance),
cela ne peut se faire sans immédiatement inﬂuencer l'étape de pré-ampliﬁcation de l'autre
voie, qui utilise la même ﬁbre. En somme, augmenter le gain d'un des chemins augmente
nécessairement celui de l'autre. Cela ne se fait cependant pas dans les même proportions,
car modiﬁer identiquement le gain à l'étape de pré-ampliﬁcation ou à celle d'ampliﬁca-
tion de puissance n'a pas le même impact sur la puissance ﬁnale. De fortes dissymétries
de pompage peuvent donc être nécessaires pour constater un réel impact sur le système
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de combinaison. Au ﬁnal, la superposition des faisceaux injectés et recombinés imposée
par l'interféromètre Sagnac constitue une diﬃculté supplémentaire dans l'optimisation
du système de combinaison en présence de SPM.
Bien que l'interféromètre Sagnac soit moins adapté que le Mach-Zehnder pour équi-
librer les eﬀets non-linéaires, il n'en est pas moins que le système reste passif, l'écart
de phase non-linéaire étant bien déterminé pour des conditions d'ampliﬁcations don-
nées. La combinaison peut donc rester stable dans le temps, et l'on ne devrait constater
qu'une simple chute d'eﬃcacité. Cependant, comme aucune stabilisation de phase n'est
implémentée, la phase spectrale relative des impulsions, purement non-linéaire dans le
cas présent, peut aussi comporter un terme d'ordre 0, à savoir l'intégrale-B relative :
∆φ0 = ∆B. Cela signiﬁe qu'en plus des pertes d'eﬃcacité issues d'un contraste d'inter-
férence imparfait (ordres supérieurs de la phase spectrale, puissances, aspects spatiaux,
...), la phase relative ∆φ0 d'ordre 0 n'est pas nécessairement nulle. L'état d'interfé-
rence des impulsions au niveau de l'isolateur n'est alors plus parfaitement constructif,
et peut même être parfaitement destructif au point que la puissance recombinée sort du
système par le port complémentaire de l'isolateur (∆φ0 = pi). En régime non-linéaire,
l'optimisation du système par les puissances d'injection et de pompe devient ﬁnalement
absolument nécessaire pour réaliser l'accord de phase, au minimum à l'ordre 0, quelle
que soit la contribution des ordres supérieurs.
Enﬁn, en régime actif, la phase relative d'ordre 0 peut être volontairement désaccor-
dée aﬁn de compenser partiellement ces ordres supérieurs de la phase (2 et 4 notamment)
et améliorer l'eﬃcacité de combinaison. Dans le cas présent, les ordres de la phase spec-
trale ne sont pas ajustables indépendamment, étant tous purement non-linéaires et reliés
entre eux par la forme du spectre. La compensation des ordres supérieurs par la phase
d'ordre 0 n'est ainsi pas réalisable. Pour le système passif en présence de SPM, l'accord
de phase spectrale entre les impulsions devient plus diﬃcile à contrôler, et l'on peut
s'attendre expérimentalement à plus de pertes par non-linéarités que dans le cas actif.
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III.2 Combinaison cohérente passive de deux ampliﬁ-
cateurs CPA ﬁbrés
Dans cette section, nous étudions expérimentalement l'architecture CPA du système
de combinaison passive décrit au paragraphe précédent, que nous pourrons comparer
avec celle de la combinaison active. Le montage est d'abord opéré en régime linéaire aﬁn
de se placer dans les meilleurs conditions de combinaison, puis l'énergie des impulsions
de sortie est progressivement augmentée aﬁn de déterminer le comportement du système
passif en présence d'eﬀets non-linéaires de type SPM.
III.2.1 Résultats expérimentaux en régime linéaire
Le montage complet de l'expérience passive représenté en ﬁgure (III.3) est d'abord
opéré en régime purement linéaire. En observant individuellement les sens de propa-
gation de la boucle, on constate que l'on réalise pour chacun d'eux une étape de pré-
ampliﬁcation au travers de la première ﬁbre rencontrée, suivie d'une étape d'ampliﬁca-
tion de puissance par la seconde. Cette disposition est généralement plus eﬃcace si une
réduction de la cadence des impulsions est eﬀectuée entre les deux étages d'ampliﬁca-
tion. Nous n'y procéderons pas dans notre cas, notamment car les dispositifs de sélection
d'impulsions doivent être parfaitement réciproques, tenir de hauts niveaux de puissance
et induire un minimum de pertes. Pour les composants AOM que nous utilisons, ces
trois conditions ne sont pas vériﬁées, particulièrement la dernière. La double ampliﬁca-
tion en série est aussi plus eﬃcace si la ﬁbre de pré-ampliﬁcation est de faible taille de
c÷ur (fortes puissances moyennes), tandis que la ﬁbre d'ampliﬁcation est au contraire
de grande aire eﬀective (faibles non-linéarités). Les deux ﬁbres implémentées doivent
cependant assumer les deux rôles simultanément, pour chacune des directions de pro-
pagation de la boucle. Elles sont donc préférentiellement choisies avec de grandes tailles
de c÷ur, identiques pour des raisons de symétrie. La conﬁguration "pré-ampliﬁcateur
+ ampliﬁcateur de puissance" n'est donc pas optimale dans notre montage, bien qu'elle
soit tout de même eﬃcace en l'état (fort gain dans la première ﬁbre, forte extraction
dans la seconde).
Dans cette conﬁguration de combinaison passive, il nous faut porter une attention
très particulière à l'alignement du montage aﬁn que les faisceaux de sortie de l'interféro-
mètre soient parfaitement confondus. Cependant, l'optimisation de leur recombinaison
perturbe en même temps l'alignement de l'injection des ﬁbres dans le sens inverse de
propagation. Ainsi, il n'existe qu'une seule position parfaitement optimale, permettant
l'injection d'un maximum de puissance dans les ampliﬁcateurs tout en assurant un ex-
cellent recouvrement spatial des faisceaux à recombiner. Cette unique position rend
l'alignement du système beaucoup plus sensible en comparaison du système actif, même
si le maximum d'eﬃcacité est de ce fait plus facile à cibler expérimentalement.
Le système est d'abord opéré à la haute cadence de 35 MHz et à basse puissance (ré-
gime linéaire), à environ 1 W moyen par ampliﬁcateur, et est soigneusement aligné aﬁn
d'augmenter la puissance recombinée extraite de l'isolateur. L'eﬃcacité de combinaison
s'élève alors à 97.5 %, avec 1.9 W de puissance recombinée pour 50 mW rejetés, démon-
trant un système plus eﬃcace de 2% en comparaison du système actif en régime linéaire.
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Nous vériﬁons donc bien la suppression des eﬀets de phase spectrale relative d'ordres
supérieurs entre les impulsions à combiner. Nous observons d'autre part une excellente
stabilité en puissance du faisceau recombiné, indiquant que le bruit de phase d'ordre 0
est eﬀectivement bien corrigé jusqu'aux hautes fréquences. Cependant, le fait d'annuler
parfaitement le bruit de phase et de ne pas utiliser d'asservissement LOCSET devrait
théoriquement nous fournir de meilleures eﬃcacités, jusqu'à 98.5 % en comparaison des
résultats de la partie précédente. Les défauts supplémentaires introduits sont essentiel-
lement issus d'aspects spatiaux, plus sensibles et plus diﬃciles à contrôler en pratique.
Leur contribution est ici évaluée à 2 % de pertes, soit 1 % supplémentaire par rapport
au montage actif. En augmentant progressivement la puissance moyenne de sortie, l'eﬃ-
cacité de combinaison diminue légèrement et l'alignement spatial des faisceaux doit être
retouché, notamment à cause d'eﬀets thermiques. L'eﬃcacité est cependant maintenue
supérieure à 95 % jusqu'à une puissance de sortie de 20 W (pompage maximum à 2 ×
25 W). La symétrie de l'interféromètre Sagnac permet donc d'excellentes eﬃcacités en
régime linéaire, quel que soit le niveau de puissance recherché.
Figure III.4  Proﬁl d'autocorrélation et spectre optique de l'impulsion recombinée
à 10 W de puissance moyenne en régime linéaire, en comparaison des caractéristiques
initiales de l'oscillateur.
Nous représentons le proﬁl d'autocorrélation et le spectres de l'impulsion recombinée
en ﬁgure (III.4) à une puissance moyenne représentative de 10 W, que nous comparons
aux caractéristiques de l'oscillateur, seule référence dont nous disposons. Nous consta-
tons que le spectre de l'impulsion recombinée est moins large que le spectre initial (4 nm
contre 6 nm pour l'oscillateur), essentiellement du fait qu'il est diﬃcile d'injecter parfai-
tement les faisceaux dans la ﬁbre. Le critère important étant l'eﬃcacité de combinaison,
l'injection est souvent désalignée, à moins de procéder à un alignement extrêmement
soigneux. La durée ﬁnale de l'impulsion en est donc aﬀectée et remonte à 280 fs (490 fs
sur l'autocorrélation).
Les proﬁls spatiaux sont les seules grandeurs pouvant être mesurées pour chacune
des répliques d'impulsion individuelles, car ceux-ci sont indépendants des conditions
d'ampliﬁcations, quelque soit le niveau de non-linéarité ou de puissance (dans nos condi-
tions). Nous avons donc mesuré les proﬁls de faisceau des répliques spatiales, et les avons
comparé au proﬁl recombiné. Nous constatons une fois de plus une très bonne préser-
vation des proﬁls d'intensité individuels, notamment le facteur de qualité M2 (ﬁgure
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III.5). Nous n'avons cependant pas pu mesurer l'écart de front d'onde relatif (phase
spatiale relative), car les légères dissymétries observées entre les répliques de faisceau,
uniquement issues de défauts de la caméra, perturbent nos calculs numériques.
Figure III.5  Proﬁls spatiaux des faisceaux 1 et 2 isolés ainsi que du faisceaux recom-
biné, avec leurs facteurs de qualité M2 respectifs
Aﬁn de mettre en évidence l'eﬀet de la combinaison cohérente passive sur la puis-
sance crête, et ainsi sur les eﬀets non-linéaires subis, nous avons exceptionnellement
diminué la cadence de répétition à 1 MHz et opéré le système à 2 W de puissance
moyenne, situation dans laquelle les eﬀets non-linéaires commencent à apparaitre. Le
proﬁl de l'impulsion recombinée est d'abord mesuré, puis le système est opéré en répar-
tissant toute l'énergie d'injection dans une seule direction de la boucle Sagnac (aucun
séparation de faisceaux). Cette conﬁguration correspond à l'ampliﬁcation d'impulsions
en injection directe au travers de deux ﬁbres en série, à même énergie de sortie. Le proﬁl
temporel des impulsions est mesuré dans ces deux conditions (ﬁgure III.6). Le proﬁl de
l'impulsion non combinée présente déjà des eﬀets non-linéaires néfastes, notamment par
un piédestal très visible. Celui de l'impulsion recombinée est quant à lui parfaitement
identique au proﬁl obtenu en régime linéaire, avec une durée d'impulsion typique de 280
fs. La combinaison cohérente par séparation de faisceaux permet donc bien de préserver
le caractère linéaire de l'ampliﬁcation à plus hautes énergies de sortie.
Figure III.6  Comparaison des proﬁls d'impulsion de sortie entre l'architecture stan-
dard à 2 ﬁbres et l'architecture de combinaison passive, à la même énergie de 2 µJ.
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III.2.2 Comportement du montage en régime non-linéaire
Nous reprenons le montage passif précédent en diminuant la cadence des impulsions
à 1 MHz aﬁn d'exalter les eﬀets de la SPM. Nous avons remarqué précédemment que le
système passif, impliquant la traversée de deux ampliﬁcateurs pour chaque voie, n'était
pas équivalent au système actif en terme de non-linéarités, bien qu'il le soit en terme de
puissance moyenne. Nous nous attendons donc à des proﬁls d'impulsion de sortie bien
plus perturbés que dans le système actif à énergies égales, et ainsi une plus grande sensi-
bilité aux eﬀets non-linéaires. Nous démarrons l'opération à faible puissance en tentant
de maximiser au mieux l'eﬃcacité de combinaison. Le premier eﬀet que nous constatons
est qu'il est diﬃcile d'obtenir une eﬃcacité supérieure à 95 %, même à faible énergie
dans le cas d'un régime purement linéaire. Nous supposons que la puissance d'injection
des ﬁbres est trop faible à cette cadence d'opération (facteur 1/35, soit quelques mW
d'injection), et que l'ASE devient plus importante. Celle-ci est impossible à recombiner,
car incohérente par nature, et diminue l'eﬃcacité de combinaison par eﬀet de contraste
sur les interférences. Nous observons donc un écart entre nos mesures d'eﬃcacité à 1
MHz par rapport à celles eﬀectuées à 35 MHz.
Figure III.7  Evolution de l'eﬃcacité de combinaison en fonction de l'énergie d'impul-
sion, en présence de SPM. Les mesures ont été réalisées aux cadences de 35 MHz (noir)
et 1 MHz (rouge).
En partant de faibles énergies de sortie, nous augmentons progressivement le gain
des deux ampliﬁcateurs et étudions l'évolution de l'eﬃcacité de combinaison. A chaque
étape, un léger réajustement de la lame demi-onde servant à l'injection de la source ainsi
que des puissances de pompes individuelles est réalisé aﬁn de maximiser l'eﬃcacité du
système, notamment en annulant l'ordre 0 de la phase relative issue de la SPM. La ﬁgure
(III.7) représente l'évolution de l'eﬃcacité de combinaison pour des énergies d'impul-
sions recombinées croissantes. Nous en déduisons une baisse progressive et relativement
régulière, qui mène à 82 % d'eﬃcacité à une énergie de 10 µJ. Dans cette situation
extrême, l'intégrale-B de l'impulsion recombinée est évaluée à 9 rad, soit 3 rad de plus
qu'en régime actif pour la même énergie de sortie. Il est donc a priori normal de constater
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ici une eﬃcacité plus faible, bien qu'elle soit tout de même inférieure de 10 % en compa-
raison du régime actif à même énergie. N'ayant pas les mêmes capacités d'optimisation
des eﬀets non-linéaires dans le cas passif, les pertes d'eﬃcacité sont eﬀectivement plus
importantes, à intégrales-B identiques. De plus, l'implémentation de deux ﬁbres ampli-
ﬁcatrices implique une étape de réinjection au milieu de la boucle Sagnac, qui peut aussi
introduire des pertes de couplage si le montage n'est pas parfaitement aligné. De faibles
écarts de réinjection entre les deux voies aﬀectent aussi leurs chemins d'ampliﬁcation
P (z, T ) respectifs, augmentant ainsi les écarts d'eﬀets non-linéaires (spectres et phases).
L'utilisation de deux ﬁbres dans la boucle au lieu d'une seule doit être accompagnée
d'un soin particulier sur cette étape du montage.
Figure III.8  Proﬁl d'autocorrélation et spectre optique de l'impulsion recombinée
à 10 µJ d'énergie, fortement déformée par SPM, en comparaison des caractéristiques
initiales de l'oscillateur.
Le proﬁl d'autocorrélation de l'impulsion à 10 µJ ainsi que son spectre optique sont
représentés en ﬁgure (III.8), où l'on constate un proﬁl temporel fortement déformé at-
testant d'eﬀets non-linéaires déjà très néfastes. Il n'est donc pas nécessaire d'opérer le
système à intégrale-B plus élevée, car l'impulsion ﬁnale est inutilisable en l'état. Nous
observons de plus un spectre optique relativement élargi par rapport au proﬁl obtenu
en régime linéaire, témoignant une fois de plus d'eﬀets de SPM notables. Nous suppo-
sons que les diﬀérences d'eﬀets non-linéaires sont tels que les impulsions individuelles,
impossible à diagnostiquer indépendamment, ne partagent pas le même spectre après
ampliﬁcation et présentent ainsi des phases spectrales désaccordées et décalées en fré-
quence centrale. Nous avions déjà identiﬁé ce problème en régime actif, notamment à
cause d'un défaut dans l'une des ﬁbres qui introduit des pertes en son sein. Ce phéno-
mène est ici exacerbé du fait que chacun des faisceaux contra-propagatif subit ces mêmes
pertes à un moment diﬀérent de son ampliﬁcation (pré-ampliﬁcation pour l'un, ampliﬁ-
cation de puissance pour l'autre). L'évolution des spectres et ainsi des phases spectrales
non-linéaires se révèle diﬀérente pour les deux voies à combiner, plus qu'en régime actif,
ce qui explique la chute d'eﬃcacité plus importante constatée à hautes énergies, et l'im-
possibilité de maintenir le système à plus de 90 % d'eﬃcacité. Nous avons représenté
en ﬁgure (III.9) la comparaison des deux voies de l'interféromètre Sagnac, en injection
simple à 2 W de puissance moyenne et toujours 1 MHz de cadence. Nous observons
eﬀectivement une diﬀérence notable entre les chemins d'ampliﬁcations parcourus dans
un sens ou dans l'autre de la boucle Sagnac.
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Figure III.9  Comparaison des proﬁls d'autocorrélation entre les deux sens de pro-
pagation de la boucle Sagnac, soumis aux eﬀets de SPM à 2 µJ d'énergie (2W à 1
MHz).
A de tels niveaux de non-linéarité, la phase φ0 d'une impulsion est expérimenta-
lement très sensible aux conditions d'ampliﬁcation, de sorte que l'on puisse facilement
réaliser l'accord de phase même sous de forts écarts d'intégrales-B (∆φ0 déﬁnie à 2pi
près). Ainsi, même si l'on constate des eﬀets de SPM très diﬀérents entre des deux
voies de la boucle Sagnac, il est toujours possible de retrouver les conditions d'interfé-
rences constructives en dépit d'un mauvais contraste (forts écarts d'ordres supérieurs).
L'inconvénient majeur reste que nous ne disposons pas en pratique de composants non-
réciproques permettant de faire varier à souhait la phase spectrale relative entre les deux
voies contra-propagatives, quel que soit l'ordre considéré (inutilité d'un ligne à retard
dans la boucle Sagnac, GVD identique dans les deux directions, etc...).
Des expériences postérieures ont été réalisées à plus haute puissance crête, dans
le cadre de la collaboration entre notre groupe de recherche et la société Amplitude
Système (laboratoire commun DEFI). Par l'utilisation de deux ﬁbres Rod-type, parfai-
tement identiques et sans défauts, les eﬀets non-linéaires peuvent être aisément équilibrés
et permettre une excellente symétrie entre les deux voies, notamment en terme de puis-
sances de pompe et d'injection [Zaouter et al., 2012]. Les résultats de ces expériences
ont démontré la combinaison d'impulsions de 815 µJ (impulsions non compressées) à 91
% d'eﬃcacité, correspondant à une intégrale-B d'environ 7 rad. La puissance-crête de
l'impulsion recomprimée est supérieure à 2 GW et son proﬁl temporel bien préservé à
300 fs de durée. En déﬁnitive, avec un soin particulier sur la symétrie de l'interféromètre
Sagnac, l'eﬃcacité de combinaison peut être maintenue au-dessus de 90 % malgré un
intégrale-B de l'impulsion recombinée de l'ordre de quelques pi. Nous démontrons en
section suivante qu'à des intégrales-B atteignant 20 rad, aisément accessibles en régime
d'ampliﬁcation sans étireur, l'eﬃcacité de combinaison peut être maintenue au-dessus
de 90 % dans des conditions d'expérimentation adaptées.
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Figure III.10  Photographies de l'expérience de combinaison cohérente spatiale passive
de deux ampliﬁcateurs à ﬁbre, en régime femtoseconde CPA.
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III.3 Combinaison cohérente passive en régime d'am-
pliﬁcation parabolique
Nous procédons ici à l'étude du système de combinaison passif à très haut niveau
de non-linéarité, en implémentant celui-ci dans un système d'ampliﬁcation sans étireur
comme décrit en partie théorique (sections I.2.2.3 et I.2.3.3). Cette architecture d'am-
pliﬁcation nous permet d'étudier le comportement la combinaison cohérente pour des
spectres très larges, et de vériﬁer sa compatibilité avec les systèmes d'ampliﬁcation non-
linéaires générant des impulsions sub-100 fs.
III.3.1 Adaptation du système de combinaison passif CPA
Nous avons vu précédemment que l'architecture sans étireur était une méthode assez
particulière, cherchant à exalter les eﬀets de SPM au lieu de les éviter (cf. paragraphe
I.2.3.3 de la première partie). Ceux-ci permettent d'élargir le spectre d'impulsion et de
produire en sortie des durées plus courtes, avec une phase spectrale proche d'une para-
bole. A hautes énergies, le régime d'ampliﬁcation pseudo-parabolique est perturbé car
la largeur du spectre des impulsions ﬁnit par se rapprocher de la bande de transparence
de l'ampliﬁcateur (environ 100 nm autour de 1050 nm pour les conditions de pompages
rencontrées), et l'élargissement spectral issu de la SPM entre en compétition avec le
rétrécissement du spectre par le gain. Les contributions antagonistes de ces deux phéno-
mènes ont pour eﬀet de notablement dissymétriser le proﬁl du spectre. A de tels niveaux
de non-linéarité, les impulsions sont suﬃsamment dispersées dans la ﬁbre pour considérer
que leur phase spectrale non-linéaire accumulée est proportionnelle à celui-ci (cf. formule
I.35). Cette phase spectrale se déforme donc fortement à des ordres supérieurs à 2, et
limite la compressibilité des impulsions ampliﬁées. Il existe donc une énergie optimale
correspondant au spectre le plus large possible et présentant la meilleure compressibilité
temporelle.
Les limitations de ces systèmes sont ainsi partagées entre la compressibilité de l'im-
pulsion ampliﬁée et sa puissance crête à l'intérieur de la ﬁbre, qui peut se rapprocher
de la puissance critique d'autofocalisation. Les impulsions n'étant pas étirées en entrée
d'ampliﬁcateur, leur durée dans la ﬁbre est relativement faible en comparaison de celles
que l'on rencontre dans les systèmes CPA. Le cumul des termes de phase spectrale
d'ordre 2 issus de la GVD et de la SPM restitue des impulsions de l'ordre de quelques
picosecondes de durée seulement, même à hautes intégrales-B. Cela restreint donc le
système à des énergies de sortie ne dépassant pas le microjoule, aﬁn de rester distant
des 4 MW critiques d'autofocalisation. Cette limitation, intrinsèque aux systèmes ﬁbrés
et incontournable en régime d'ampliﬁcation sans étireur, est ici beaucoup plus forte que
dans les systèmes CPA, dont le facteur limitant est la SPM. L'implémentation de la
combinaison cohérente dans ce type de système présente donc un intérêt certain. Le sys-
tème de combinaison cohérente passive que nous souhaitons implémenter doit cependant
rester performant à ce niveau de non-linéarité.
Nous présentons dans ce paragraphe notre montage expérimentale démontrant la
combinaison cohérente passive, réalisée sur deux faisceaux à l'aide de l'interféromètre
Sagnac, dans une conﬁguration sans étireur. Du fait de la sensibilité des ampliﬁcateurs
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aux eﬀets de SPM à ce niveau de non-linéarité, l'interféromètre Sagnac doit être soigneu-
sement conçu aﬁn que les deux chemins contra-propagatifs soient le plus symétriques
possible. Nous avons constaté en section précédente (III.2) que de faibles dissymétries
entre les ampliﬁcateurs avaient des répercutions notables sur l'eﬃcacité de combinaison,
et qu'il était par ailleurs diﬃcile de les compenser expérimentalement. Nous avons donc
choisi de n'insérer qu'une seule ﬁbre ampliﬁcatrice dans la boucle Sagnac, aﬁn d'équili-
brer au mieux les deux voies et de s'aﬀranchir d'éventuels problèmes de réinjections. Le
montage expérimental est donc constitué de l'oscillateur, du modulateur acousto-optique
et de l'isolateur, immédiatement suivis de l'interféromètre Sagnac (ﬁgure III.11). La ﬁbre
ampliﬁcatrice est identique à celles utilisées précédemment, et ne présente aucun défaut
apparent. Elle est pompée indépendamment et identiquement des deux cotés aﬁn de
fournir le même gain pour les deux voies.
Figure III.11  Schéma de montage de l'interféromètre Sagnac dans une conﬁguration
sans étireur. Seule une ﬁbre ampliﬁcaterice est insérée dans la boucle.
Du fait que les impulsions de sortie présentent une faible dispersion, le système de
compression est réadapté car son encombrement n'autorise pas la correction de faibles
quantités de phase d'ordre 2. Nous utilisons notamment un réseau de période plus faible
de 1250 l/mm, que l'on dispose seul dans une conﬁguration double-passage (au lieu de 2
réseaux et 4 passages dans les systèmes de compression classiques). Dans cette situation,
le faisceau émergent présente une dispersion spatiale de ses fréquences optiques (chirp
spatial) que l'on souhaite généralement éviter et qu'un double-passage supplémentaire
au travers du réseau permet d'éliminer (cf. ﬁgure I.10 du premier chapitre). Dans notre
contexte, la dispersion à corriger est tellement faible que la dispersion spatiale intro-
duite reste négligeable devant la taille du faisceau. D'après nos données expérimentales,
la dispersion spatiale est évaluée à 200 µm pour un faisceau de 4 mm de diamètre.
Le faisceau restitué par le compresseur en double passage peut donc légitimement être
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considéré comme homogène. Cette conﬁguration permet en outre d'améliorer la trans-
mission du compresseur, ici mesurée à 87 % pour les largeurs de bande rencontrées. La
plupart des optiques du montage sont remplacées par des composants très larges bandes
(lames d'onde d'ordre 0, miroirs contrôlés en GVD, ...) aﬁn de pouvoir supporter le
spectre des impulsions ampliﬁées sans déformation de leurs proﬁls ou de leurs phases.
Nous disposons toujours d'un autocorrélateur et d'un spectromètre pour le
diagnostic des impulsions. Cependant, comme leurs caractéristiques évoluent forte-
ment avec leur énergie, nous utilisons en plus un système de diagnostic FROG
[Kane and Trebino, 1993], qui permet la caractérisation complète des champs électrique
et spectral de l'impulsion. La confrontation de ces résultats avec la mesure indépendante
des spectres et proﬁls d'autocorrélation permet de valider nos résultats expérimentaux.
Nous allons à présent déterminer expérimentalement le meilleur point de fonctionnement
du système, présentant une compressibilité optimale de l'impulsion avec une eﬃcacité
de combinaison convenable, typiquement à 90 %.
III.3.2 Évolution du proﬁl temporel de l'impulsion en fonction
de l'énergie
Nous caractérisons le système de combinaison cohérente passive en ampliﬁcation
sans étireur en observant l'évolution des proﬁls temporel et spectral avec l'énergie de
sortie, tout en gardant un ÷il sur l'eﬃcacité de combinaison. Le système est opéré à
diﬀérentes cadences, notamment 35 MHz (cadence initiale), 10 MHz et 1 MHz. Lors de la
combinaison passive en régime d'ampliﬁcation CPA (section III.2), nous avions remarqué
qu'à même énergie, l'eﬃcacité de combinaison dépendait de la fréquence de répétition des
impulsions, notamment à cause d'une ASE plus importante à faible cadence. Ici, nous ne
constatons pas cet eﬀet, principalement du fait que nous n'utilisons qu'une seule ﬁbre
et que nous n'ayons pas de pertes préalables dans un étireur. Nous bénéﬁcions ainsi
d'une puissance moyenne d'injection suﬃsante pour le gain disponible, et constatons
des eﬃcacités de combinaison identiques à même niveau d'énergie, indépendamment de
la cadence des impulsions.
A faible énergie, l'impulsion de sortie présente déjà un élargissement spectral visible
(15 nm contre 5 nm initialement), ainsi qu'une durée plus courte après compression. La
phase spectrale non-linéaire est faiblement perturbée de sorte que son proﬁl temporel
n'est pas aﬀecté (cf. ﬁgure III.12 à 40 nJ). Ce dernier n'est cependant pas parfaitement
recomprimé et diﬀère de sa limite par transformée de Fourier, ce qui témoigne de la
présence de termes de phase d'ordres supérieurs à 2. Nous suggérons ici une contribu-
tion d'ordre 3, cumulée dans l'ampliﬁcateur et le compresseur, issue du fait que le ré-
gime d'ampliﬁcation n'est pas parfaitement parabolique (proﬁl de gain non parfaitement
plat). A plus haute énergie, la durée d'impulsion se raccourcit progressivement mais sa
compressibilité ne s'améliore pas visiblement. Le compromis est cependant toujours bon
pour des impulsions de 710 nJ (ﬁgure III.12). Pour des énergies encore plus importantes,
la phase spectrale de l'impulsion de sortie devient fortement déformée, comme le montre
le proﬁl d'autocorrélation d'impulsions à 1.1 µJ (ﬁgure III.12). Nous avons eﬀectivement
repéré un point de fonctionnement optimal pour le système de combinaison sans étireur.
Le système est à présent opéré à diﬀérentes énergies de sortie, entre 40 nJ à 1.11 µJ,
en réajustant systématiquement les conditions d'injection et de pompage de la ﬁbre. Les
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Figure III.12  Proﬁls d'autocorrélation pour l'impulsion de sortie à 40 nJ, 710 nJ et
1.1 µJ. Les proﬁls ne sont pas de même qualité, et l'impulsion optimale semble se situer
près de l'énergie intermédiaire de 710 nJ.
eﬃcacités de combinaison ainsi que la durée des proﬁls d'autocorrélation correspondants
sont représentés en ﬁgure III.13. Nous remarquons qu'à niveau de non-linéarité modéré
(énergie de quelques centaines de nanojoules), l'eﬃcacité de combinaison reste supérieure
à 95 %, avec une eﬃcacité maximale de 96 % à 40 nJ. A partir de 500 nJ, celle-ci chute
progressivement jusqu'à passer en-dessous de 90 % vers 750 nJ, pour atteindre enﬁn 88
% à 1.11 µJ. A ce niveau d'énergie, l'intégrale-B du système est évaluée à environ 20
rad selon des simulations numériques. L'architecture passive de combinaison cohérente
démontre ainsi de meilleures eﬃcacités à niveaux de non-linéarité bien supérieurs, en
comparaison de son implémentation en régime CPA (82 % à 9 rad d'intégrale-B, cf.
section III.2). La diﬀérence tient principalement à l'utilisation d'une ﬁbre unique dans
la boucle Sagnac, qui assure une excellente symétrie entre les deux voies. Nous constatons
de plus que la durée d'impulsion, représentée par le proﬁl d'autocorrélation en ﬁgure
(III.13), présente un minimum à 710 nJ. Ce point de fonctionnement optimal est obtenu
avec une eﬃcacité de combinaison de 91 %, et ses performances complètes sont étudiées
au paragraphe suivant.
Les traces FROG ont été mesurées jusqu'à 710 nJ d'énergie, et sont représentées en
ﬁgure (III.15). Nous observons eﬀectivement une réduction de la durée d'impulsion (axe
horizontal) simultanément avec un élargissement important du spectre (axe vertical).
Un algorithme traitant directement la mesure FROG restitue la durée de l'impulsion
réelle (et non celle de son autocorrélation) et la largeur de son spectre. Leurs valeurs
sont tracées en ﬁgure (III.14), et la largeur de spectre issue du FROG est comparée avec
celle mesurée indépendamment au spectromètre. L'algorithme restitue aussi la durée du
proﬁl d'autocorrélation, dont les valeurs sont tracées en ﬁgure (III.13) aux cotés des
mesures eﬀectuées indépendamment à l'autocorrélateur. Les résultats du FROG sont en
très bon accord avec les autres diagnostics.
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Figure III.13  Evolution des caractéristiques du système avec l'énergie de sortie.
Gauche : eﬃcacités de combinaison. Droite : durées des proﬁls d'autocorrélation me-
surés à l'autocorrélateur, en comparaison de celles issues du FROG indépendamment.
Figure III.14  Caractéristiques des impulsions de sortie en fonction de l'énergie.
Gauche : durée réelle de l'impulsion ﬁnale. Droite : largeur de spectre à mi-hauteur
mesurée au spectromètre, et comparée à la mesure FROG.
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Figure III.15  Traces FROG des impulsions de sortie, à même échelle, à énergie crois-
sante. Les dissymétries observées entre les diﬀérentes traces proviennent du compresseur,
qui doit être systématiquement réajuster à chaque énergie.
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Le point optimal à 710 nJ est ici caractérisé aﬁn de déterminer les performances
limites du système d'ampliﬁcation sans étireur, accompagné de la combinaison cohérente
passive. Rappelons que l'eﬃcacité de combinaison obtenue dans ces conditions est de
91 %. La ﬁgure (III.16) présente le proﬁl temporel réel de l'impulsion, au coté de son
autocorrélation et de son spectre, issus de la mesure FROG et des autres diagnostics
indépendants. Nous mesurons une impulsion recomprimée de 38 fs pour un spectre de
80 nm de large, ce qui conduit à une puissance crête de 12.2 MW pour une énergie de
620 nJ (eﬃcacité de compression de 87 %). Une fois de plus, l'accord entre les spectres
et autocorrélations mesurés d'une part, et retrouvés à partir de la mesure FROG d'autre
part, sont en bon accord. Avant compression, la durée de l'impulsion est mesurée à 1.7 ps
(2.5 ps à l'autocorrélateur), ce qui conduit à une puissance crête dans la ﬁbre d'environ
150 kW par réplique, relativement bien en-dessous du seuil d'autofocalisation.
Aﬁn de mettre en évidence l'intérêt de la combinaison cohérente dans cette archi-
tecture, nous mesurons les proﬁls d'autocorrélation et spectres d'impulsion pour une
injection unilatérale de la boucle Sagnac (sans division spatiale), et les comparons avec
ceux obtenus par combinaison cohérente, à la même énergie de 710 nJ. La puissance
crête des impulsions dans la ﬁbre en injection simple est alors double, de l'ordre de 300
kW. Cette opération peut donc devenir risquée à plus haute énergie, et justiﬁe bien
l'intérêt de la combinaison cohérente dans ce type d'architecture. Les impulsions résul-
tantes présentent un spectre fortement distordu et un proﬁl temporel visiblement mal
recomprimé. Si l'on divise par 2 l'énergie en injection simple, nous retrouvons les carac-
téristiques de l'impulsion recombinée, à une puissance crête deux fois plus faible. L'ajout
d'une division spatiale permet donc de décaler le point de fonctionnement optimal des
systèmes d'ampliﬁcation sans étireur à de plus hautes énergies.
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Figure III.16  Performances de l'impulsion recombinée optimale à 710 nJ d'énergie,
mesurées indépendamment à l'aide des autocorrélateur et spectromètre et par le diag-
nostic FROG. Gauche : proﬁl temporel de l'impulsion ; droite : spectres optiques ; bas :
proﬁl d'autocorrélation
Figure III.17  Comparaison des proﬁls d'autocorrélation (gauche) et spectres optiques
(droite) des impulsions à 710 nJ d'énergie, dans le cas d'une injection directe et dans le
cas combiné.
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A ce niveau de non-linéarité, la phase spectrale non-linéaire évolue très rapidement
avec le gain et les conditions d'injection de l'interféromètre. L'alignement devient ainsi
très sensible car la phase d'ordre 0 peut évoluer de plusieurs pi, en désorientant légè-
rement la lame demi-onde d'injection, en modiﬁant la direction des faisceaux ou en
déséquilibrant les puissances de pompe. Au ﬁnal, le point optimal n'est pas directement
accessible expérimentalement, et il faut passer par un alignement à faible énergie avant
de pouvoir converger vers lui à haute puissance. De plus, à énergie maximale, la sensi-
bilité du système est telle que le bruit ambiant, agissant aussi sur les composants opto-
mécaniques du montage, induit un bruit sur la phase non-linéaire directement visible
sur l'eﬃcacité de combinaison. L'amplitude des variations est faible et leur fréquence re-
lativement basse (visible à l'÷il nu), ce qui n'aﬀecte pas notablement la stabilité globale
du système, mais témoigne de sa sensibilité à l'environnement. Le bruit ambiant n'est
donc plus limitant à cause de ses eﬀets sur la dispersion, mais plutôt sur l'alignement du
montage lui-même, et restreint le système à des environnements relativement calmes.
Notons que dans l'architecture de combinaison passive, nous ne constatons pas cette
instabilité, car les ﬂuctuations de phase issues de la SPM, essentiellement d'ordre 0,
sont automatiquement compensées par le système de rétroaction. Nous pensons qu'un
choix précautionneux des composants utilisés pour la redirection et l'injection des fais-
ceaux ainsi qu'une bonne isolation du système au bruit environnant peuvent permettre
de stabiliser le système au même niveau qu'en régime linéaire. Il faut enﬁn veiller à une
bonne stabilité des puissances de pompe, dont l'inﬂuence sur les eﬀets de SPM peut
aussi générer des ﬂuctuations de phase relative.
Au regard de ces performances, nous avons démontré dans cette section la compa-
tibilité de la combinaison cohérente passive avec les architectures d'ampliﬁcation sans
étireur, soumis à de fortes non-linéarités et générant des spectres jusqu'à 80 nm de large.
L'eﬃcacité de combinaison est préservée au-dessus de 90 % pour des impulsions de bonne
qualité temporelle, notamment de 38 fs de durée à 12.2 MW de puissance crête. Le sys-
tème d'ampliﬁcation sans étireur étant limité à un point optimal de fonctionnement, la
combinaison cohérente passive devient un véritable atout et permet eﬀectivement une
évolution de leurs performances, à complexité quasi identique. Nous allons à présent
nous intéresser à l'évolutivité de ces systèmes de combinaison passifs à un nombre N
d'ampliﬁcateurs, tous régimes d'ampliﬁcations confondus.
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III.4 Évolutivité de la combinaison passive à N voies
spatiales
Nous envisageons dans cette section les possibilités d'évolution du système de combi-
naison passif à un plus grand nombre N de ﬁbres, en tentant de concevoir par la pensée
une architecture à N voies, toutes identiques en chemin optique mais parcourant les
ﬁbres dans un ordre diﬀérent. Nous allons voir que l'étude de tels systèmes nous fournit
des résultats relativement diﬀérents de ceux que nous avons conclus pour l'architecture
active, notamment par l'augmentation du niveau de non-linéarité du système que nous
avons déjà constaté dans le cas N = 2 en régime CPA.
III.4.1 Architectures de division spatiale à N répliques
L'évolutivité des architectures passives à N voies présente une complexité accrue en
comparaison des systèmes actifs. D'une part, l'interféromètre Sagnac utilisé précédem-
ment pour la combinaison passive de deux voies n'est pas aisément adaptable à N voies,
et le fait d'augmenter le nombre F de ﬁbres dans la boucle ne modiﬁe pas le nombre de
répliques spatiales. Il faut donc concevoir de nouveaux types d'interféromètres passifs,
plus complexes que le Sagnac simple, générant N répliques spatiales et permettant à
toutes de parcourir exactement le même chemin optique. En particulier, chaque réplique
doit traverser exactement une et une seule fois chacune des F ﬁbres implémentées, quel
que soit le sens de propagation emprunté.
Figure III.18  Schéma de division spatiale élémentaire équivalente à l'interféromètre
Sagnac. L'une des voies est représentée (injection à 0°) est passe dans les branches 1, 2
et 3 successivement. La seconde voie parcourt le chemin opposé (injection à 90°).
Le concept de l'interféromètre Sagnac doit tout d'abord être revu dans son architec-
ture à deux voies, aﬁn de constituer une brique de base élémentaire pour la construction
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d'un interféromètre passif de plus grande taille. En ne considérant pour l'instant que les
processus de division et de combinaison seuls (sans ampliﬁcation), le système peut être
repensé selon le schéma présenté en ﬁgure (III.18). Cette architecture sépare eﬀective-
ment une source polarisée à 45° en deux voies distinctes à 0° et 90°, parcourant toutes
deux le même chemin optique total et ressortant par le chemin d'entrée. Le système
complet est équivalent à une simple lame demi-onde d'axes propres à 45° (6 passages
à travers des lames quart-d'onde), et présente ainsi les mêmes caractéristiques que l'in-
terféromètre Sagnac. Cette conﬁguration est évolutive car nous avons mis en évidence
deux branches constituées d'un système "Lame quart-d'onde 45° + Miroir", parfaite-
ment équivalentes au système de combinaison lui-même (lame demi-onde d'axes à 45°).
Chacune d'elle peut ainsi être remplacée par un sous-système de combinaison identique,
contenant elles-mêmes de nouvelles branches pouvant être remplacées. La brique élémen-
taire de la ﬁgure (III.18) permet donc de générer N = 2k voies pour k étages de division,
à la manière d'une ﬁgure fractale, comme représenté sur le schéma de la ﬁgure (III.19)
pour N = 8. Le système se divise ainsi en N − 1 sous-briques, en partant du système
global et en allant jusqu'aux briques élémentaires extrêmes du montage. En pratique,
cela signiﬁe qu'il faut maitriser N − 1 étapes de combinaison spatiale. L'architecture de
combinaison passive à N voies ressemble fortement à l'implémentation active, que l'on
aurait replié au niveau des ampliﬁcateurs. Remarquons cependant que dans le montage
passif, chacune des voies est contrainte à traverser toutes les branches du système de
combinaison.
Figure III.19  Schéma de principe d'un interféromètre assurant les séparation et re-
combinaison spatiales de 8 voies.
Pour que le système passif fonctionne eﬃcacement, il faut insérer à chaque nou-
velle étape de division un rotateur de Faraday, qui oriente les polarisations d'entrée,
nécessairement à 0° ou 90° d'après le schéma, dans les directions 45° et -45° aﬁn que
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chaque faisceau soit eﬀectivement divisé équitablement par la sous-brique suivante. Son
implémentation permet de plus de renvoyer au niveau supérieur de combinaison une
polarisation croisée avec l'entrée, de sorte que le faisceaux poursuive sa route dans le
système à travers toutes les autres voies et ne remonte pas le montage en sens inverse.
Malgré la présence du rotateur, le système complet "Rotateur + Sous-brique" reste en-
core équivalent au système "Lame quart-d'onde + Miroir" qu'il remplace. On pourrait
envisager de remplacer le rotateur précédant chaque sous-brique par une lame quart-
d'onde à 45°, qui produit des polarisations circulaires droites et gauches permettant
elles-aussi une séparation équitable des faisceaux d'injection. Cependant, du point de
vue de la polarisation, le système total "Lame quart-d'onde 45° + Sous-brique" est équi-
valent à un simple miroir et ne permet pas la division en N faisceaux. En déﬁnitive, il
faut insérer malgré tout un rotateur pour inverser les polarisations de sortie par rapport
aux entrées, ce qui rend la lame quart-d'onde inutile, voire indésirable.
La disposition présentée sur le schéma général (orientation des cubes PBS) est opti-
misée pour que chaque voie générée subisse le même nombre de transmissions et de ré-
ﬂexions à travers les divers cubes, avant et après passage dans chacune des sous-briques,
ce qui équilibre les pertes éventuelles pouvant modiﬁer les conditions d'ampliﬁcation.
Nous décrivons ces aspects dans le paragraphe suivant, où nous implémentons des sys-
tèmes d'ampliﬁcation dans cette architecture de combinaison à N voies.
III.4.2 Conﬁgurations d'ampliﬁcation
Nous avons conçu un système passif de séparation et de combinaison à N voies, dont
l'allure générale présente une ramiﬁcation progressive des branches. Si l'on souhaite y in-
sérer des ampliﬁcateurs, seules les branches extrêmes des dernières sous-briques (briques
élémentaires) peuvent en être pourvues, et ce de manière identique aﬁn d'équilibrer le
proﬁl de gain de chacune des voies spatiales (ﬁgure III.19). Les ﬁbres insérées dans
chacune des branches doivent notamment être pompées dans les mêmes conditions aﬁn
d'assurer le même proﬁl de gain pour chacune des voies. Les systèmes d'ampliﬁcation
remplaçant les branches extrêmes doivent aussi rester équivalents au système "Lame
quart-d'onde 45° + Miroir" du point de vue de la polarisation, aﬁn de ne pas perturber
la combinaison dans sa globalité. L'architecture la plus simple consiste en une conﬁgu-
ration d'ampliﬁcation double-passage que nous avons déjà évoquée en partie théorique
(ﬁgure III.20 gauche). Une lame quart-d'onde d'axes neutres à 45° est indispensable
en avant ou en arrière de la ﬁbre aﬁn de rediriger correctement les faisceaux dans le
système de combinaison. Cela impose par ailleurs que la ﬁbre soit insensible à la pola-
risation. L'utilisation d'un rotateur de Faraday à la place de la lame λ/4 est possible et
ne perturbe pas la combinaison. Le montage général possède alors un nombre F = N
d'ampliﬁcateurs ﬁbrés pour un même nombre N de voies, cependant la conﬁguration
double passage le rend équivalente à F = 2N , soit une quantité double de ﬁbre. Cette
conﬁguration est donc inadaptée à la maitrise du niveau de non-linéarité pour un nombre
croissant de voies.
Si l'on est contraint d'insérer des ﬁbres sensibles à la polarisation dans les branches,
il est nécessaire de remplacer la conﬁguration double-passage par une conﬁguration
double-sens, comme nous l'avons démontré en première partie (cf. I.4.2), par l'utili-
sation d'une simple boucle Sagnac contenant une lame demi-onde. La conﬁguration
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Figure III.20  Branches d'ampliﬁcation destinées à pourvoir l'architecture de com-
binaison cohérente à N . Gauche : conﬁguration double-passage. Milieu : conﬁguration
double-sens. Droite : conﬁguration double-sens avec couplage spatial dans l'interféro-
mètre Sagnac.
simple-passage réduit le nombre de ﬁbres équivalentes à F = N , ce qui diminue nota-
blement les non-linéarités en comparaison des systèmes double-passage. L'architecture
correspondante est représentée au milieu de la ﬁgure (III.20). Dans cette conﬁguration,
nous considérons bien une boucle Sagnac et non un interféromètre, car celle-ci n'eﬀectue
aucune recombinaison de faisceaux. Les polarisations d'entrée sont orientées à 0° et 90°,
car directement issues du cube PBS précédant la boucle. Chacune des voies est donc
totalement transmise dans l'un ou l'autre des sens de propagation, sans division supplé-
mentaire des faisceaux. Cette conﬁguration a pour eﬀet d'intervertir leurs polarisations,
et rend l'ensemble du système directement équivalent au système "Lame quart-d'onde
45°+Miroir" qu'il remplace. Il devient cependant très tentant de diviser spatialement les
faisceaux dans la boucle Sagnac plutôt que de les isoler, en orientant leurs polarisations
à -45° et 45° respectivement à l'aide d'un rotateur par le cube PBS. Cette conﬁguration
ﬁnale permet ainsi la combinaison passive de N voies à l'aide de seulement F = N/2
ﬁbres, grâce à la division supplémentaire apportée par la boucle Sagnac dans chaque
système d'ampliﬁcation. Cette dernière division n'est pas considérée comme un étage
supplémentaire du montage global, car elle ne requiert aucun ampliﬁcateur supplémen-
taire et utilise les deux faces d'une même ﬁbre. Le montage ﬁnal constitue donc a priori
le meilleur candidat en terme de diminution des non-linéarités (plus faible nombre de
ﬁbres) pour un nombre de division donné.
Une dernière possibilité pourrait être envisagée, et consisterait à n'insérer qu'un
seul ampliﬁcateur dans les briques élémentaires extrêmes au lieu de 2. Les dispositions
précédentes (orientation du PBS) nous obligeaient à utiliser exactement un ampliﬁcateur
par branche, pour des questions de symétrie du gain. Il est cependant possible de garder
ce système élémentaire symétrique en n'utilisant qu'une seule ﬁbre, par l'exploitation
de la dernière sortie du cube, jusque là sans intérêt remarquable. En y insérant un
système ampliﬁcateur (que cela soit en conﬁguration double-passage, double-sens ou
autres) et en laissant les deux autres branches vides, les deux voies issues du PBS de
division ont eﬀectivement le même nombre de réﬂexions et de transmissions au travers
du cube, avant et après ampliﬁcation (cf. ﬁgure III.21 gauche). Cependant, les deux
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Figure III.21  Schéma élémentaire symétrique utilisant une simple et unique branche.
Gauche : le montage ne réalise pas de division spatiale. Droite : le système s'apparente
aux architectures de combinaison temporelle DPA.
voies spatiales, s'étant d'abord divisées dans les branches laissées vide, se réunissent
ensuite dans le bras commun contenant l'ampliﬁcateur : il n'y a donc aucune division
eﬀective du faisceau d'injection dans la brique. Il suﬃrait alors d'allonger fortement
l'une des branches vides aﬁn que les répliques d'impulsion soient retardées entre elles et
ne se recouvrent pas dans la ﬁbre, malgré la superposition spatiale de leurs faisceaux. Le
processus de division ne consiste donc toujours pas en une séparation de faisceau, mais
en la génération d'un délai entre les impulsions avant leur entrée dans la ﬁbre (cf. ﬁgure
III.21 droite). Ce procédé rejoint le concept très particulier de l'ampliﬁcation DPA, que
nous avons déjà évoqué dans le domaine picoseconde en partie théorique et que nous
adaptons expérimentalement au régime femtoseconde en partie suivante.
Cette dernière conﬁguration n'est pas particulièrement adaptée à la combinaison
d'impulsions fortement étirées, notamment en régime d'ampliﬁcation CPA, à cause des
forts délais à générer entre elles. En donnant un ordre de grandeur de 1 ns de durée, la
diﬀérence de longueur entre les deux branches doit être d'au moins 60 cm aﬁn que les
impulsions soient complètement séparées et ne puissent pas interférer. Si l'encombrement
du montage n'est pas limitant, le nombre de ﬁbres peut être réduit d'un facteur 2
supplémentaire grâce à la division temporelle, à F = N/4 si le système d'ampliﬁcation
utilisé est un interféromètre Sagnac. Une telle brique élémentaire génère eﬀectivement 4
répliques pour une seule ﬁbre en procédant à 2 divisions, l'une dans le domaine spatial
(séparation de faisceaux dans la boucle Sagnac), l'autre dans le domaine temporel (délai
entre les voies de la brique élémentaire). Cette conﬁguration ne présente cependant pas
d'évolution possible, ce qui est pourtant l'atout majeur de la combinaison DPA dans
le cas général. Nous réservons ainsi les procédés de combinaison temporelle à la partie
suivante, qui présente des architectures d'ampliﬁcation et de combinaison plus adaptées.
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III.4.3 Compromis entre puissance moyenne et non-linéarités
Nous avons remarqué en partie précédente que le nombre N de répliques utilisées
pour la combinaison cohérente passive peut être diﬀérent du nombre F de ﬁbres am-
pliﬁcatrices impliquées dans le montage. Dans le contexte actif, la division du faisceau
source en N répliques conduit nécessairement à l'utilisation de N voies dans l'interfé-
romètre, indépendantes et contenant chacune une seule ﬁbre. Dans le cas présent, le
nombre F de ﬁbre peut être inférieur au nombre de répliques, mais doit rester multiple
de N/2 (dans le cas d'une séparation purement spatiale) pour des raisons de symétrie.
En eﬀet, le nombre minimal de ﬁbres est imposé par la nécessité d'avoir N lieux distincts
pour N voies générées, divisé par un facteur 2 en prenant en compte les deux sens de
propagation distincts dans chacune des ﬁbres.
Le nombre F de ﬁbres employées dans le montage est important car il déﬁnit le
niveau de puissance moyenne généré par le système d'ampliﬁcation dans son ensemble.
En régime actif, l'égalité F = N est vériﬁée en toutes circonstances de sorte que la
puissance moyenne augmente systématiquement avec le nombre N de répliques générées.
Le niveau de non-linéarité du système reste inchangé pour tout N et vaut celui d'un
bras individuel, équivalent à un système standard à une ﬁbre de puissance N fois plus
faible. En régime passif, chacune des N voies doit traverser une et une seule fois chacune
les F ﬁbres implémentées dans le système, aﬁn de partager le même chemin optique. De
ce fait, augmenter le nombre de ﬁbres élève nécessairement le niveau de non-linéarité du
système de combinaison passif en même temps que la puissance moyenne. Il y a donc
un compromis à faire entre ces deux grandeurs, qui n'existe pas en régime actif et que
l'on ajuste ici avec le nombre F (ou plus généralement avec la longueur de ﬁbre totale
traversée). Le nombre de ﬁbres équivalent peut aussi dépasser le nombre N de divisions,
comme nous l'avons constaté pour une ampliﬁcation double-passage. Cela a pour seul
eﬀet d'augmenter le niveau de non-linéarité total du système en même temps que la
puissance moyenne, ce qui ne présente pas plus d'intérêt qu'un système d'ampliﬁcation
classique, sans combinaison.
Pour la combinaison de N = 2 faisceaux, l'une des deux situations possibles consiste
à utiliser une seule et unique ﬁbre (F = 1), auquel cas le niveaux de puissance moyenne
est équivalent à celui d'un système standard (simple injection dans une ﬁbre), mais la
puissance crête dans la ﬁbre est réduite d'un facteur 2. Nous retrouvons les conditions
expérimentales de l'ampliﬁcation sans étireur, présentant la nécessité de diminuer les
non-linéarités pour accéder à de plus hautes puissances crête. L'autre situation consiste
à utiliser 2 ﬁbres, délivrant ainsi le même niveau de puissance moyenne qu'un système
actif à 2 voies, mais impliquant des eﬀets non-linéaires plus élevés. Nous reconnaissons
les expériences de combinaison passive en architecture CPA, pour lesquelles nous souhai-
tions conserver le niveau de puissance moyenne en comparaison du système actif. Nous
avons eﬀectivement constaté des intégrales-B plus importantes (9 rad contre 6 rad) et
un proﬁl d'impulsion ﬁnal très déformé en comparaison du système actif à même éner-
gie. Pour la combinaison de N voies de façon passive, le choix du nombre F doit ainsi
être judicieusement choisi en fonction du régime d'ampliﬁcation envisagé et du nombre
de voies réalisées. En considérant la longueur des ampliﬁcateurs ﬁbrés, le nombre de
voies ne devrait pas dépasser N = 8, correspondant la traversée de 4 ﬁbres, voire 2 si
l'on ajoute une division temporelle. Bien que l'implémentation de la combinaison co-
hérente permette de modérer les non-linéarités du système, un plus grand nombre de
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ﬁbres en série dans une conﬁguration d'ampliﬁcation de puissance ne semble a priori pas
raisonnable en régime CPA. Cependant, la traversée d'un grand nombre de ﬁbre peut
paraitre avantageux pour le régime d'ampliﬁcation sans étireur, permettant de se rap-
procher des conditions d'ampliﬁcation parabolique. Cette implémentation est cependant
limité par la stabilité de l'eﬃcacité de combinaison, mise en péril par les forts niveaux
de non-linéarité rencontrés, comme nous le décrivons au paragraphe suivant.
Après avoir validé de façon théorique l'architecture de combinaison cohérente à N
voies, indépendamment du régime d'ampliﬁcation considéré (CPA ou sans étireur), nous
allons nous intéresser au comportement de l'eﬃcacité de combinaison avec le nombre N
dans ces deux situations.
III.4.4 Eﬃcacité et stabilité du système passif à N voies
III.4.4.1 Évolution de l'eﬃcacité de combinaison avec N
Pour étudier l'eﬃcacité du système en fonction du nombre N de voies, nous pouvons
reprendre la même étude que celle eﬀectuée en partie précédente pour le montage actif,
car le formalisme est identique (cf. section II.4). En régime linéaire, propre à l'ampliﬁ-
cation CPA, la diﬀérence notable est l'absence du bruit de phase issu de la dispersion,
quel que soit le nombre N de voies, étant le principe même de l'architecture passive de
combinaison. Dans la pratique, la longueur optique eﬀective parcourue dans chacune des
voies doit rester modérée aﬁn que le système conserve son insensibilité au bruit ambiant
(environ 10 km en tout, ce qui reste raisonnable). La conﬁguration passive permet aussi
d'éliminer les écarts de phase d'ordre supérieurs, permettant d'assurer une excellente te-
nue de l'eﬃcacité de combinaison quel que soit N . La combinaison cohérente passive en
régime linéaire est donc parfaitement évolutive, et les problématiques spectrales restent
indépendantes de N . Nous devons cependant prévoir des pertes spatiales croissantes, de
par la complexité pratique d'alignement d'un tel réseau d'ampliﬁcateurs.
En présence d'eﬀets non-linéaires, il est possible de constater des écarts de phase
spectrale entre les voies, ﬁxes en régime CPA pour des conditions d'ampliﬁcations don-
nées. Son impact sur l'eﬃcacité de combinaison de N voies peut être étudié conformé-
ment à l'étude de la partie précédente (cf. section II.4), en déterminant l'écart type
statistique de la phase non-linéaire accumulée par chacune des voies. L'augmentation
nécessaire du nombre d'ampliﬁcateurs avec le nombre de voies implique une sensibilité
accrue du système de combinaison dans son alignement en présence de SPM. Il semble
donc raisonnable de se limiter au même nombre N = 8 de voies pour les architectures
CPA présentant des intégrales-B non négligeables.
Concernant le régime d'ampliﬁcation sans étireur, nous avons remarqué en section
précédente que le montage passif à deux voies pouvait être sensible au bruit ambiant
au travers des forts eﬀets de SPM rencontrés, constituant ainsi une nouvelle source de
bruit de phase. Son évolution avec N reste conforme à l'étude de la partie précédente,
et présente ainsi une valeur limite η∞ non nulle lorsque N −→∞, dépendante de l'écart
type du bruit de phase non-linéaire (cf. section II.4). A la diﬀérence des architectures
actives, le bruit de phase subi par le système n'est pas corrigé activement par une boucle
de rétroaction, et n'est donc pas aussi faible qu'un bruit de phase résiduel. Son amplitude
peut devenir importante pour un grand nombre de voies, au point pour que l'eﬃcacité
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limite η∞ se rapproche de 0. L'isolation du système de combinaison au bruit mécanique
et la stabilité des lasers de pompe deviennent déterminantes sur le nombre de voies que
l'on peut implémenter en pratique dans une architecture d'ampliﬁcation sans étireur.
Les architectures de combinaison spatiales à N voies se limitent donc aussi à un nombre
modéré de voies, que nous ﬁxons à N = 8 par convention au vu des considérations
précédentes.
III.4.4.2 Recombinaisons intermédiaires
Il faut noter que le schéma de combinaison spatiale à N voies proposé est limité en
terme de durée d'impulsion, bien que la contrainte ne soit pas très forte en pratique.
En se limitant au schéma élémentaire à deux voies (ﬁgure III.18), les deux branches
extrêmes du système de combinaison doivent être suﬃsamment longues pour que les
répliques d'impulsion puissent être "contenues" entièrement dans ces branches. Dans le
cas contraire, les répliques d'impulsions pourront recouvrir les deux branches simulta-
nément, et s'y recombiner de façon intermédiaire avant d'avoir complètement parcouru
l'ensemble du système. La recombinaison intermédiaire des impulsions peut notablement
perturber le processus de combinaison, car les répliques ne sont pas encore en phase à cet
instant, n'ayant pas parcouru le même chemin optique. Leur phase relative est donc non
nulle et aléatoire, de sensibilité interférométrique, et l'impulsion recombinée de façon
intermédiaire possède une polarisation totalement imprévisible. Celle-ci ne peut donc
pas être redivisée équitablement pour la suite du parcours (à moins de tomber sur une
phase relative parfaitement nulle à un instant précis), et peut même repartir en sens
inverse. L'eﬃcacité de combinaison est donc instable dans le temps, et seule une inco-
hérence entre faisceaux permet de briser la recombinaison intermédiaire. Dans ce cas,
les impulsions ne se "reconnaissent" pas dans le système passif, sauf au moment de la
vraie recombinaison d'intérêt. Cela s'obtient en implémentant des longueurs de branche
(aller-retour compris) plus grandes que la longueur de cohérence de la source, aﬁn d'évi-
ter tout phénomène d'interférence. En particulier, les longueurs de branche nécessaires
au régime continu rendent celui-ci fondamentalement inadapté à ce type d'architecture
passive, notamment avec des lasers spectralement très ﬁns.
Dans le contexte femtoseconde, la longueur minimale des branches extrêmes conte-
nant les ampliﬁcateurs doit être au moins de l'ordre de quelques centaines de microns, ce
qui ne pose aucune contrainte pratique. Cette longueur de cohérence est indépendante
du degré d'étirement de l'impulsion, car deux impulsions fortement dispersées qui se re-
couvrent en leurs pieds (front avant pour l'un, front arrière pour l'autre) n'additionnent
pas les mêmes fréquences (basses pour l'une, hautes pour l'autre) en un instant donné,
de sorte qu'aucun phénomène d'interférence temporelle n'intervienne. Le recouvrement
d'impulsions étirées n'induit donc pas nécessairement de recombinaison intermédiaire,
à condition que leur délai relatif excède le temps de cohérence. En revanche, dans cette
situation, des interférences spectrales peuvent avoir lieu, se traduisant dans le domaine
temporel par des modulations dans la zone de recouvrement des impulsions. Il ne s'agit
donc pas de recombinaison intermédiaire, mais cela peut tout de même perturber l'ampli-
ﬁcation des impulsions, particulièrement en régime non-linéaire, comme nous le verrons
au chapitre suivant pour la combinaison temporelle. La durée d'impulsion doit donc
rester suﬃsamment faible dans les systèmes CPA pour que les répliques spatiales ne
recouvrent pas simultanément les ampliﬁcateurs et restent bien dissociées. La condition
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sur la durée d'impulsion est ﬁnalement plus forte que la simple condition d'incohérence,
et requiert des longueurs de branches supérieures à la véritable "longueur" de l'impul-
sion, c'est-à-dire à son conﬁnement spatial le long de l'axe de propagation (durée étirée
multipliée par c). Pour des impulsions étirées typiquement à 1 ns à mi-hauteur (soit en-
viron 2 ns de durée aux pieds), la longueur des branches extrêmes, aller-retour compris,
doit excéder 60 cm, ce qui reste tout à fait accessible aux systèmes d'ampliﬁcation à
ﬁbres, naturellement de grande longueur.
Notons que d'autres situations de recombinaison intermédiaire peuvent intervenir
dans le système, et ce indépendamment des problématiques de cohérence de la source.
Remarquons en particulier que dans chaque sous-brique de séparation de la ﬁgure
(III.19), les deux voies se recouvrent selon la même direction de propagation dans la
branche vide à gauche du cube PBS (sortie gauche), servant à la redirection des ré-
pliques. Si les deux bras d'ampliﬁcation ont exactement la même longueur, il peut s'y
produire une recombinaison intermédiaire des impulsions. Il est donc nécessaire d'aug-
menter la longueur de l'une des branches par rapport à l'autre aﬁn que le délai généré
entre les faisceaux soit supérieur à la longueur de cohérence de la source. Les faisceaux
ne peuvent alors plus interférer dans la voie vide du cube PBS, ce qui équivaut en
régime femtoseconde à ce que les impulsions ne s'y croisent pas. Le retard à générer
entre les deux branches est aussi de l'ordre de la centaine de microns, et ne pose au-
cune contrainte dans nos conditions expérimentales. A la diﬀérence du cas précédent,
l'étirement des impulsions ne pose ici aucun problème, car la branche considérée ne
comporte pas d'ampliﬁcateur. Les interférences spectrales que l'on pourrait constater
n'ont ainsi aucune incidence sur le proﬁl des impulsions individuelles, et disparaissent
dès que celles-ci ressortent de la branche vide.
III.4.4.3 Contraintes sur le gain des ampliﬁcateurs
Du fait que le schéma à N voies utilise un grand nombre de cubes PBS pour les
séparation et recombinaison de faisceaux, un contrôle très précis de la polarisation des
faisceaux doit être réalisé lors de ces étapes, notamment au niveau des branches de
réinjections (branches de gauche vides du PBS) qui redirigent les faisceaux dans les
deux ampliﬁcateurs successivement. Comme il n'existe pas réellement de port de sor-
tie dans chacune des sous-briques, à la diﬀérence de la boucle Sagnac, des fractions
d'impulsion non correctement polarisées peuvent être renvoyées en sens inverse dans les
ampliﬁcateurs dont elles sont issues. Le faisceau rétro-réﬂéchi eﬀectue alors de multiples
allers-retours dans les diﬀérentes sous-briques et ne pourront jamais retrouver l'impul-
sion recombinée globale. Cependant, même si les fractions d'énergie renvoyées restent
relativement faibles, les forts gains par passage disponibles avec les ﬁbres réampliﬁent
notablement ces répliques parasites, en les gardant piégées à la manière d'un ampliﬁca-
teur régénératif. Les faisceaux parasites peuvent donc consommer tout le gain disponible
après un grand nombre d'aller-retour dans les ﬁbres, avant de s'évanouir progressivement
dans la sous-boucle dans laquelle ils sont retenus. Ces multiples ampliﬁcations aﬀectent
notablement les performances des ﬁbres pour les faisceaux d'intérêt, notamment le gain
total disponible. La puissance extraite du système devient alors très instables et très
aléatoire, indépendamment de l'eﬃcacité de la combinaison spatiale. Les géométries
d'ampliﬁcateur à forts gains par passage comme les ﬁbres ne sont donc pas adaptées
aux systèmes de combinaison spatiale passive, du moins pas avec l'implémentation pré-
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cédente.
Une dernière proposition de montage permet de lever en partie cette limitation.
Le schéma de principe est représenté en ﬁgure (III.22) pour une seule division spatiale
(deux ampliﬁcateurs), où l'on ajoute dans la brique élémentaire initiale un pont entre
les deux branches, à l'aide de deux cubes PBS supplémentaires. De ce fait, les répliques
de faisceaux parcourent la brique élémentaire à la manière d'une boucle, et la dernière
sortie du cube PBS de séparation, servant initialement à la redirection des faisceaux,
n'est jamais empruntée. Cette voie reste donc ouverte, sans miroir de fond, aﬁn que
les impulsions parasites identiﬁées précédemment puissent sortir du système au lieu
d'y rester piégées. Dans cette conﬁguration, nous nous rapprochons au mieux de la
boucle Sagnac, qui dispose elle aussi d'un port inutilisé servant à éliminer les résidus
mal polarisés. Nous évitons par ailleurs toute situation de recombinaison intermédiaire
dans le troisième port du PBS (voie de gauche). Des expériences préliminaires ont permis
de démontrer que ce type de montage reste tout à fait stable pour N = 2, alors que
l'on avait constaté expérimentalement une forte instabilité pour le schéma sans pont.
Cette architecture peut bien entendu être étendue à N voies, et élimine théoriquement
les problématiques de stabilité de la première architecture présentée.
Figure III.22  Conﬁguration particulière de la brique élémentaire de combinaison
spatiale permettant d'eﬀectuer un tour du montage selon une boucle, à la façon d'un
interféromètre Sagnac.
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Conclusion
Nous avons démontré dans cette partie l'eﬃcacité expérimentale du système de com-
binaison passive à deux voies, grâce à l'implémentation d'un interféromètre Sagnac. En
régime linéaire, les eﬃcacités sont supérieures aux architectures actives car aucun bruit
de phase temporelle ni aucun écart de phase spectrale ne sont observables. L'eﬃcacité
est maintenue en toutes circonstances au-dessus de 95 %, jusqu'à 20 W de puissance
moyenne recombinée, limitée par les ampliﬁcateurs individuels. La sensibilité d'aligne-
ment est légèrement supérieure au cas actif, du fait de la superposition des faisceaux
d'entrée et de sortie. Nous avons aussi constaté que le montage de combinaison passive
était moins tolérant sur l'optimisation du système CPA en présence d'eﬀets non-linéaires.
L'eﬃcacité de combinaison est dans ce cas moins élevée qu'en régime actif, avec une eﬃ-
cacité de 82 % à 9 rad d'intégrale-B. Nous avons cependant constaté que la combinaison
pouvait être améliorée grâce à une symétrie très précise de la boucle Sagnac, et ainsi
démontrer de bonnes eﬃcacités même sous de forts eﬀets de SPM. En l'impliquant dans
une architecture d'ampliﬁcation sans étireur, nous avons démontré des eﬃcacités de com-
binaison supérieures à 90 % pour des intégrales-B de l'ordre de 20 rad. La conﬁguration
sans étireur nous a par ailleurs permis d'obtenir des impulsions de durée raccourcie à
50 fs et présentant une puissance crête de 12.2 MW après compression. L'eﬃcacité de
combinaison est alors de 91 %, et démontre une augmentation notable des performances
attendues avec l'injection simple d'une ﬁbre.
L'un des aspects les plus avantageux de cette méthode est sa simplicité d'implé-
mentation en comparaison d'un système actif, avec une complexité équivalente à celle
d'un système standard sans combinaison. L'inconvénient réside dans les diﬃcultés à
réaliser en pratique un interféromètre passif à N voies et F ﬁbres, du fait de la grande
accumulation de non-linéarités. Nous avons cependant réussi à concevoir un architec-
ture permettant de générer N = 2F répliques spatiales pour un nombre F de ﬁbre, ce
qui permet d'augmenter plus facilement la puissance moyenne disponible avec des eﬀets
non-linéaires maitrisés. Nous avons par ailleurs démontré la possibilité d'y adjoindre
une étape de division temporelle, aﬁn de générer 4F répliques d'impulsion. L'évolution
des systèmes d'ampliﬁcation non-linéaires (CPA ou sans étireur) est cependant limitée à
des architectures générant nombre représentatif de N = 8 voies, tant par la complexité
pratique qu'implique la mise en phase passive que par forte sensibilité du système aux
eﬀets non-linéaires.
De manière plus générale, l'utilisation de ﬁbres dans des architectures de combi-
naison à N répliques n'est pas optimale, du fait des grandes longueurs d'interaction
non-linéaire et des forts gains contenus dans les branches. La combinaison à N voies
spatiales ne peut constituer un avantage que pour les architectures d'ampliﬁcation sans
étireur, grâce aux faibles gains nécessaires et aux grandes longueurs d'interaction re-
cherchées. La stabilité du système est cependant compromise et devient la principale
limitation du système. L'architecture de combinaison passive à N voies n'est pourtant
pas réservée aux géométries ﬁbrées, et il est possible de les remplacer par des cristaux
massifs, voire même par des géométries Thin-disk. Ces ampliﬁcateurs possèdent juste-
ment de faibles gains par passage, nécessitant habituellement l'utilisation d'architectures
d'ampliﬁcation régénératives ou multi-passages. De plus, ces géométries sont plus sou-
vent limitées en ﬂuence par les dommages optiques du milieu actif pouvant survenir, et
plus faiblement par les non-linéarités, ce qui rend l'architecture combinaison particuliè-
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rement intéressante. Le système de combinaison passive à N voies présenté dans cette
partie présente donc un double intérêt, à savoir celui d'une conﬁguration d'ampliﬁcation
multi-passages simultanément avec une diminution de la puissance crête des impulsions.
Nous pensons particulièrement aux matériaux dopés Yb3+ décrits dans l'état de l'art
de la première partie. Pour répondre au problème posé par les ﬁbres, nous présentons
en partie suivante (IV) un moyen d'augmenter le nombre de divisions de manière simple
sans accumuler la longueur totale de ﬁbre traversée, en procédant à la séparation des
impulsions dans le domaine temporel (ampliﬁcation DPA).
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Quatrième partie
Combinaison cohérente passive par
séparation spatio-temporelle
d'impulsions femtoseconde
La dernière partie que nous présentons ici intègre le schéma d'ampliﬁcation DPA
décrit en partie théorique et l'adapte aux contraintes du régime femtoseconde (sections
I.4 et I.5.2 du premier chapitre). Cette méthode de combinaison cohérente, dite à sé-
paration temporelle d'impulsions, permet de réaliser directement la combinaison de M
répliques temporelles, sans complexité accrue par rapport au cas M = 2, ce qui est loin
d'être vériﬁé pour la combinaison spatiale (nous gardons la notation N pour le nombre
de répliques spatiales et notons M le nombre de répliques temporelles). De plus, la
combinaison cohérente temporelle est parfaitement compatible avec la séparation spa-
tiale de faisceaux, qui peut être implémentée simultanément dans un même montage
aﬁn de décupler le nombre M × N de répliques, alors qualiﬁées de spatio-temporelles
[Daniault et al., 2012b]. Nous étudions ces possibilités de manière théorique en première
section de cette partie (IV.1), et démontrons expérimentalement leurs performances en
section (IV.2). La dernière section fait état des limitations de ce type de système en
termes d'énergie de sortie et de nombre de répliques M accessibles en pratique (section
IV.3).
IV.1 Compatibilité des combinaisons cohérentes spa-
tiale et temporelle
Nous décrivons dans cette section les architectures de combinaison DPA adaptées
au régime femtoseconde, en rappelant les grands principes et les contraintes attendues
(paragraphe IV.1.1). Nous étudions ensuite les possibilités de les intégrer dans des sys-
tèmes de combinaison spatiale, tels ceux décrits dans les parties précédentes. Aﬁn de
conserver l'aspect pratique de l'ampliﬁcation DPA pour les expériences à suivre, la divi-
sion temporelle est réalisée à l'aide de cristaux biréfringents. Nous nous limitons ainsi à
la recombinaison d'impulsions femtoseconde dans un contexte d'ampliﬁcation sans éti-
reur (sans CPA), et discuterons des autres procédés de séparation temporelle possibles
en dernière section (IV.3). Le second paragraphe de cette section décrit les architec-
tures permettant la combinaison cohérente simultanément dans les domaines spatial et
temporel (paragraphe IV.1.2).
IV.1.1 Architectures DPA en régime d'ampliﬁcation sans éti-
reur
Comme nous l'avons démontré en partie théorique (sections I.4 et I.5.2), l'ampliﬁca-
tion DPA utilisant des cristaux biréfringents est une méthode de combinaison cohérente
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très eﬃcace et simple d'utilisation, notamment par le fait de n'avoir à maitriser qu'un
seul faisceau dans le montage (cf. schéma IV.1). Cette méthode est cependant restreinte
à l'ampliﬁcation d'impulsions de quelques picosecondes tout au plus, mais reste néan-
moins adaptée au régime femtoseconde, à condition de renoncer à l'architecture CPA
et d'ampliﬁer directement des impulsions femtoseconde, en limite de Fourier. La combi-
naison cohérente DPA doit ainsi être implémentée dans une architecture d'ampliﬁcation
sans étireur, dont le comportement est identique à celui des expériences précédentes (cf.
combinaison spatiale passive en section III.3 de la partie précédente). Le montage général
de la ﬁgure (IV.1) représente donc directement une implémentation possible de combi-
naison DPA en régime femtoseconde, en ajoutant en sortie de système un compresseur,
adapté pour corriger de faibles quantités de dispersion.
Figure IV.1  Schéma de principe de la combinaison temporelle passive DPA à N
répliques, séparant les impulsions avec des cristaux biréfringents.
La recombinaison temporelle étant assurée de façon totalement passive, les problé-
matiques de bruit ambiant et de phase spectrale relative (issue de la dispersion uni-
quement) sont inexistantes et n'aﬀectent en aucune manière l'eﬃcacité de combinaison
du système, identiquement à la combinaison spatiale passive. La seule source de perte
restante provient de l'équilibre en puissance des répliques temporelles, qui peut nuire à
l'eﬃcacité de combinaison temporelle sous de fortes non-linéarités. L'utilisation de cris-
taux biréfringents pour la séparation temporelle en régime femtoseconde implique donc
en contrepartie la maitrise des eﬀets de SPM importants subits par les répliques d'im-
pulsions. En pratique, il faut assurer une répartition en énergie parfaitement équitable
entre les répliques temporelles, ainsi que des conditions d'ampliﬁcations identiques pour
chacune d'elles dans les deux polarisation croisées générées (cf. ﬁgure IV.1). La pre-
mière condition est aisément réalisable en jouant sur les polarisations d'entrée, tandis
que la seconde n'est vraie que si l'on utilise des ﬁbres ou des conﬁgurations d'ampli-
ﬁcation adaptées (ﬁbres insensibles à la polarisation, ampliﬁcation à double-sens dans
une boucle Sagnac, etc...). De plus, il est impératif d'opérer le système d'ampliﬁcation
bien en-dessous de sa ﬂuence de saturation (énergies de l'ordre de 100 µJ pour 30 µm
de diamètre de c÷ur) aﬁn de vériﬁer que les répliques temporelles de même polarisa-
tion subissent bien le même gain. Dans le contexte présent d'ampliﬁcation sans étireur,
nous en serons toujours éloignés expérimentalement, les énergies d'impulsion de sortie
ne pouvant pas dépasser quelques microjoules sans être limité par l'autofocalisation. Il
n'y a donc théoriquement aucune contrainte notable sur le processus de recombinaison
temporelle, et l'on devrait ainsi mettre en évidence des eﬃcacités proches de 100 %.
Nous avons constaté en partie précédente que les architectures passives de combinai-
son spatiale à N voies impliquaient couplage entre le processus d'ampliﬁcation et celui
de combinaison spatiale, limitant ainsi les degrés de liberté de conception du système
(schéma III.19). En particulier, l'architecture présentée en partie précédente implique
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un minimum de F = N/4 ﬁbres optiques pour un nombre N de voies spatiales (N
étant une puissance de 2 et commençant à 4). L'implémentation du DPA présente un
avantage considérable en comparaison de ces systèmes passifs de combinaison spatiale,
à savoir l'indépendance entre le système d'ampliﬁcation et le processus de combinaison
temporelle. Il est ainsi possible de décider du nombre M de divisions temporelles in-
dépendamment du nombre de ﬁbres implémentées, ce qui rend le compromis puissance
crête/puissance moyenne moins contraignant. En revanche, comme toute expérience
passive, le fait d'ajouter un plus grand nombre F de ﬁbres ampliﬁcatrices augmente né-
cessairement le niveau de non-linéarité du système. Un dimensionnement des paramètres
indépendants M et F est ainsi recommandé aﬁn d'obtenir les meilleures performances
en termes d'énergie de sortie et de qualité temporelle.
Un parallèle peut être eﬀectué entre l'architecture DPA présente et le schéma de com-
binaison passive de faisceaux à N voies. En reprenant le schéma général de combinaison
spatiale en ﬁgure (III.19), la séparation spatiale de faisceaux implique l'ampliﬁcation
simultanée de toutes les répliques dans les ﬁbres, mais à des lieux diﬀérents du mon-
tage (plusieurs ﬁbres). Dans le cas de l'architecture DPA, l'ampliﬁcation se fait en un
même lieu (même ﬁbre ampliﬁcatrice) mais à des instants diﬀérents. Nous présentons au
paragraphe suivant une architecture de principe de combinaison cohérente, permettant
d'ampliﬁer des répliques d'impulsions séparées simultanément dans les domaines spatial
et temporel. Le montage expérimental et ses performances sont décrits en section (IV.2)
suivante.
IV.1.2 Uniﬁcation des combinaisons temporelle et spatiale - ef-
ﬁcacité
Nous présentons dans ce paragraphe une architecture de combinaison cohérente
implémentant des processus de division spatiale et temporelle simultanément. En re-
prenant le montage d'ampliﬁcation DPA précédent, générant M répliques temporelles,
l'architecture de combinaison spatio-temporelle consiste simplement en la substitution
du système d'ampliﬁcation à une ﬁbre, en conﬁguration double-passage ou double-sens,
par un système de combinaison passif à N voies spatiales. Dans cette conﬁguration, il
est tout à fait possible de choisir indépendamment le nombre de répliques spatiales et
temporelles, le système d'ampliﬁcation étant dissocié de la combinaison DPA. Il faut
cependant veiller à ce que toutes les M répliques temporelles générées pas la méthode
DPA soient eﬀectivement redivisées en N voies spatiales dans le système d'ampliﬁcation,
aﬁn de générer M ×N répliques spatio-temporelles.
Nous avons constaté en partie précédente que les systèmes passifs de combinaison
spatiale n'acceptent que les polarisations d'entrée à 45° et -45°, pour lesquelles la sépa-
ration équitable en N voies spatiales est eﬀective. La méthode DPA présente justement
la particularité de générer deux trains de répliques d'impulsion de polarisations croisées,
que l'on peut directement injecter dans le système de combinaison spatiale selon ces axes
d'entrée. La division des impulsions en M × N répliques spatio-temporelles de même
énergie est donc immédiate, et aisément réalisable en pratique. La condition nécessaire
est d'insérer un rotateur de Faraday après l'étape de division temporelle complète et
avant le système de combinaison spatiale, car ce dernier renvoie une polarisation iden-
tique à celle d'entrée. L'ensemble "Rotateur + Combinaison spatiale passive" permet
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aux M répliques temporelles de retraverser le système de combinaison DPA selon une
polarisation croisée par rapport au chemin aller, assurant ainsi une recombinaison tem-
porelle eﬃcace. Le schéma de principe est représenté en ﬁgure (IV.2), avec un simple
interféromètre Sagnac pour la combinaison spatiale aﬁn de mieux illustrer le procédé.
Figure IV.2  Schéma de principe de la combinaison spatio-temporelle avec un interféo-
mètre Sagnac. Ce dernier peut être remplacé par l'architecture passive de combinaison
spatiale à N voies.
Cependant, comme nous l'avons démontré en partie précédente, le système passif
de combinaison spatiale est équivalent à une lame demi-onde d'axes neutres à 45°, quel
que soit le nombre de voies générées. Les polarisations d'entrée à 45° et -45°, correspon-
dant aux trains de répliques temporelles issus de la dernière division DPA, acquièrent
une phase relative de pi en sortie de combinaison spatiale, bien que les polarisations
reviennent selon la même orientation. En sortie de combinaison spatiale, les répliques
temporelles ampliﬁées se recombinent bien lors de la première étape de recombinaison
temporelle (dernière étape de division) grâce au rotateur, mais avec une phase relative
de pi additionnelle, qui provoque une rotation supplémentaire de leur polarisation de
90° (cf. schéma en ﬁgure IV.3). Cela signiﬁe que dès la seconde étape de combinaison,
les répliques temporelles vont progresser dans le système de combinaison DPA selon les
mauvais axes des cristaux biréfringents, en cumulant les délais au lieu de les compenser,
et ne pourront jamais se rejoindre.
Il est alors indispensable de compenser cette phase relative induite par le système
de combinaison spatiale aﬁn de ne pas perturber le processus de combinaison tempo-
relle. L'insertion d'une lame quart-d'onde d'axes neutre à 45° en amont du système de
combinaison spatiale permet de corriger cette phase relative, alors égale 0 ou 2pi se-
lon l'orientation de ses axes neutres. Nous n'avions pas rencontré un tel comportement
en combinaison spatiale passive, car l'équivalence "Lame demi-onde" du système était
justement recherché pour remplacer chacune des branches du montage. Avec l'implémen-
tation du DPA, le système d'ampliﬁcation doit être équivalent à un couple "Rotateur +
Miroir" aﬁn que la combinaison temporelle soit eﬃcace. Le système "Rotateur + Lame
quart-d'onde 45°" adjoint au système de division spatiale y répond eﬀectivement, et
permet un couplage parfait entre les systèmes passifs de combinaison spatiale et tem-
porelle. Ces deux méthodes sont donc parfaitement compatibles l'une avec l'autre, et la
complexité du système de combinaison spatio-temporelle se limite à celles des systèmes
de combinaison spatiale et temporelle individuelles.
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Figure IV.3  Évolution des polarisations dans la dernière étape M de division, l'am-
pliﬁcateur ainsi que dans la première étape de combinaison. La polarisation d'entrée est
choisie arbitrairement parmi celles générées par l'étape de division M − 1 précédente.
La simplicité d'uniﬁcation de ces deux méthodes provient du fait que celles-ci sont
totalement passives et procèdent toutes deux à la division successive des répliques (spa-
tiales ou temporelles) en deux polarisations croisées. Chaque bloc de division, qu'il
s'agisse d'une sous-brique du montage de combinaison spatiale ou d'un cristal biré-
fringent du système DPA, reçoit et restitue deux polarisations croisées, ce qui rend
l'implémentation successive de plusieurs procédés consécutifs extrêmement simple. Ce-
pendant, la division temporelle DPA précèdera généralement l'étape de combinaison
spatiale, aﬁn de n'eﬀectuer la séparation et recombinaison temporelle que sur un seul et
unique faisceau.
Dans une architecture de combinaison spatio-temporelle, la mesure en puissance des
faisceaux combiné et rejeté ne suﬃt plus de caractériser les performances totales du
système, du fait que la combinaison temporelle DPA induise des pertes d'énergie dans
le domaine temporel (cf. section I.4.3 de la partie théorique). Le faisceau ﬁnal extrait
du système doit être étudié dans le domaine temporel aﬁn de soustraire la contribu-
tion des impulsions temporelles parasites, issues d'une mauvaise recombinaison DPA,
et de déterminer l'énergie réelle contenue dans l'impulsion principale recombinée. La
diﬀérence notable entre le montage spatio-temporel et l'architecture DPA simple est
que l'interféromètre Sagnac peut aﬀecter la recombinaison temporelle. D'une part, si la
boucle Sagnac est mal équilibrée dans ses deux sens de propagation, la recombinaison
imparfaite des répliques spatiales (écarts de phase, de puissance, ...) restitue une pola-
risation décalée par rapport à celle d'entrée (45° ou -45°) : seule sa projection sur l'axe
d'entrée pourra se recombiner temporellement, le reste étant déﬁnitivement perdu. Ces
pertes sont d'origine purement spatiale, et l'on en observerait la même contribution si
l'interféromètre était opéré seul, sans implémentation du DPA. D'autre part, le système
de combinaison spatiale doit aussi être équilibré pour les deux polarisations d'entrée à
45° et -45°, c'est-à-dire pour tout couple de répliques temporelles généré par les cris-
taux. Des diﬀérences d'ampliﬁcation entre ces deux polarisations d'injections aﬀectent
directement la recombinaison temporelle et ajoute des pertes supplémentaires à chaque
étape recombinaison. Le processus de combinaison temporelle n'est donc pas directe-
ment responsable de ces pertes d'eﬃcacité, et seul un alignement soigné du système de
combinaison spatiale permet d'assurer une bonne eﬃcacité de la recombinaison, à la fois
spatialement et temporellement.
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Nous allons à présent mettre en pratique cette architecture et étudier l'eﬃcacité de
combinaison cohérente d'un tel système. Étant ici restreints au régime d'ampliﬁcation
sans étireur à cause de l'implémentation du DPA, nous ne pouvons raisonnablement
considérer qu'un simple interféromètre Sagnac à 2 voies pour nous expériences. Nous
avons en eﬀet remarqué en partie précédente que la combinaison passive d'un grand
nombre N de voies était à proscrire sous de forts eﬀets non-linéaires. Nous reprenons
donc directement la conﬁguration du schéma précédent (ﬁgure IV.2) avec deux divi-
sions temporelle (k = 2 cristaux, soit M = 4 répliques) et présentons ses performances
expérimentales en section suivante (section IV.2). Nous discutons plus précisément de
l'évolutivité des systèmes de combinaison spatio-temporelle dans les deux domaines en
ﬁn de cette partie (section IV.3).
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IV.2 Combinaison spatio-temporelle d'impulsions
femtoseconde sans étirement
IV.2.1 Schéma de montage expérimental
L'ensemble "DPA + Sagnac" est implémenté selon le schéma de la ﬁgure (IV.4) dans
une architecture d'ampliﬁcation sans étireur. Le montage présente donc la même forme
que celle des expériences passives en régime parabolique (section III.3), avec l'insertion
d'une séquence de cristaux biréfringents sur le chemin d'ampliﬁcation, et d'un couple
"Rotateur + Lame quart-d'onde" pour assurer la combinaison temporelle. Le processus
de division temporelle implique deux cristaux YVO4 de forte biréfringence (délai entre
les répliques de ∼7 ps/cm), de tailles respectives 5 mm et 10 mm. Il génère ainsi 4
répliques temporelles, séparées d'environ 3.5 ps les unes des autres, ce qui est largement
suﬃsant compte tenu des durées d'impulsion initiales (200 fs). Les cristaux sont précédés
de lames demi-onde aﬁn d'assurer une séparation équitable en énergie entre les répliques.
Ces lames peuvent par ailleurs permettre d'orienter les polarisations d'injection sur les
axes propres des cristaux, aﬁn de désactiver à souhait une ou plusieurs des étapes de
séparation temporelle. Il est ainsi possible de retrouver la conﬁguration d'une simple
combinaison spatiale passive, sans division temporelle. La combinaison temporelle peut
elle aussi être isolée, en couplant l'ensemble des répliques temporelles à 0° et 90° dans
chacune des voies de propagation de la boucle Sagnac, sans division spatiale, à la manière
d'un ampliﬁcateur double-sens. Tous les procédés de combinaison peuvent ainsi être
étudiés indépendamment dans l'expérience.
Figure IV.4  Schéma expérimental de combinaison cohérente spatio-temporelle, im-
pliquant deux étapes de division temporelle et une séparation spatiale dans une interfé-
romètre Sagnac.
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Le système d'ampliﬁcation n'implique qu'une seule ﬁbre, dont les caractéristiques
ont changé par rapport aux expériences précédentes. Celle-ci possède à présent un dia-
mètre de c÷ur de 40 µm, pour un diamètre de gaine de 200 µm. L'aire eﬀective du
faisceau dans la ﬁbre est environ deux fois plus grande que dans les cas précédents (dia-
mètre 30 µm), et présente ainsi des niveaux de SPM plus faibles. La ﬁbre est à présent
polarisante (PZ et non PM), signiﬁant qu'elle ne permet le guidage que pour une pola-
risation précise ; sa longueur est à présent de 2 m. Un polariseur à 45° est disposé juste
derrière le premier cristal de division DPA, aﬁn d'extraire le faisceau recombiné. Un
isolateur optique placé en amont de montage extrait le faisceau résiduel et permet de
mesurer l'eﬃcacité de combinaison partielle (spatiale). Rappelons que le proﬁl temporel
du faisceau recombiné doit ensuite être étudié aﬁn de pouvoir déterminer l'eﬃcacité de
combinaison totale.
Les délais impliqués étant de l'ordre de quelques picosecondes (∼ 3.5 ps et 7 ps),
l'autocorrélateur est le meilleur outil pour observer ﬁnement les répliques parasites au-
tour de l'impulsion centrale. La forme du motif observé correspond directement au train
de répliques temporelles généré par les cristaux, avec au centre l'impulsion recombinée
d'intérêt (délai moyen pour un aller-retour). Du fait que nous utilisons deux processus
de combinaison, nous pouvons nous attendre à 3 répliques de part-et-d'autre de l'im-
pulsion centrale recombinée, respectivement à ± 3.5 ps, ± 7 ps et ± 10.5 ps d'écart
(cf. ﬁgure IV.5 haut). Ces positions correspondent à toutes les possibilités qu'ont les
répliques temporelles de traverser les cristaux, aller et retour. Le seul chemin eﬃcace à
la recombinaison pour chacune des répliques d'impulsions est de traverser l'axe lent au
retour si l'axe rapide a été traversé à l'aller et vice-versa, et ce pour chacun des cristaux.
La contribution des répliques parasites dans l'énergie totale du faisceau est évaluée
à partir de la déﬁnition de la fonction d'autocorrélation (cf. ﬁgure IV.5 bas). Comme
le proﬁl d'autocorrélation est symétrique, nous retrouvons les mêmes contributions de
part-et-d'autre de l'impulsion centrale, correspondant à un couple d'impulsions parasites
bien précis, si bien que l'étude d'un seul côté suﬃt à mesurer la totalité des pertes. En
supposant que tous les résidus ont la même forme temporelle que l'impulsion centrale,
nous évaluons l'eﬃcacité temporelle simplement par comparaison de leurs valeurs au
sommet. Plus précisément, le pourcentage de pertes est mesuré en eﬀectuant le rapport
entre la somme des pics parasites (pris d'un seul côté) et la somme totale des pics
(toujours du même côté), impulsion centrale incluse. L'eﬃcacité temporelle résultante
doit être multipliée par l'eﬃcacité spatiale, mesurée en puissance moyenne par les ports
de sortie, aﬁn d'obtenir l'eﬃcacité de combinaison totale du système.
IV.2.2 Fonctionnement à non-linéarités modérées
Le système de combinaison spatio-temporelle est d'abord opéré à haute cadence et
basse énergie (35 MHz), aﬁn de limiter les eﬀets de SPM et réduire ainsi l'inﬂuence des
dissymétries de l'interféromètre Sagnac sur le processus de recombinaison temporelle.
Nous désactivons dans un premier temps toutes les divisions temporelles et procédons
à l'alignement de la boucle Sagnac seule, unique responsable de pertes de combinai-
son potentielles. Le même protocole qu'en section (III.3) est appliqué aﬁn d'obtenir la
meilleur eﬃcacité de combinaison : à 7.1 W de puissance moyenne de sortie (200 nJ),
celle-ci est mesurée à 96 %, ce qui correspond bien aux valeurs obtenues dans la partie
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Figure IV.5  Haut : exemple de proﬁl temporel d'une impulsion ampliﬁée par DPA.
Bas : autocorrélation correspondante, dont nous n'avons gardé que les termes prépon-
dérants (termes croisés avec l'impulsion (0) centrale).
précédente pour des non-linéarités modérées. Nous activons ensuite successivement les
divisions temporelles, et constatons après optimisation que l'eﬃcacité de combinaison est
parfaitement préservée à 96 %, sans réajustement du Sagnac. Nous avons même observé
dans certains cas (plus fortes énergies) une amélioration de l'eﬃcacité de combinaison à
mesure que le nombre de divisions augmente, sans modiﬁer le niveau de puissance. En
eﬀet, les eﬀets de SPM subits par les répliques d'impulsions deviennent de plus en plus
faibles (tailles de spectre, amplitude de la phase spectrale) pour un nombre croissant
de répliques, ce qui rend la combinaison spatiale du Sagnac plus eﬃcace. Le maintien
de l'eﬃcacité de combinaison proche de sa valeur initiale démontre que les pertes dans
le domaine temporel sont parfaitement négligeables à énergies modérées, et que l'im-
plémentation du DPA est expérimentalement compatible avec la combinaison spatiale
passive pour des eﬀets non-linéaire maitrisés. A l'étude du proﬁl temporel de l'impulsion
sur une grande fenêtre temporelle (50 ps), nous ne décelons aucune réplique parasite de
part-et-d'autre de l'impulsion recombinée (ﬁgure IV.7), conﬁrmant les hautes eﬃcacités
temporelles précédentes.
Chaque nouvelle division (spatiale ou temporelle) impliquant une baisse du niveau de
non-linéarité, les proﬁls temporel et spectral des impulsions vont être notablement diﬀé-
rents selon le nombre de répliques réalisées. Les diﬀérentes étapes de division (spatiale,
puis deux fois temporelles) sont caractérisées en spectres et proﬁls d'autocorrélation,
et comparées avec une conﬁguration simple passage dans la ﬁbre, sans aucune division
spatiale dans la boucle Sagnac et à 200 nJ d'énergie (ﬁgure IV.6). Nous observons que,
dans le cas d'une injection directe dans la ﬁbre, le spectre est déjà fortement élargi,
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témoignant de hauts niveaux de non-linéarité. Le proﬁl d'autocorrélation de l'impulsion
compressée en est d'autant plus court. En activant successivement les diﬀérents proces-
sus de division, le spectre optique se rétrécit progressivement, de façon non régulière
avec le nombre de divisions. En eﬀet, le nombre de répliques temporelles générées, égal
au facteur de diminution de la puissance-crête, est de 2k pour k étapes de divisions.
Nous constatons par ailleurs que le proﬁl spectral des impulsions se déforme visible-
ment à mesure que le nombre de division diminue, avec notamment l'apparition de pics
prononcés en ses bords. Ceux-ci proviennent de l'interaction entre l'élargissement spec-
tral par SPM et le proﬁl spectral de gain, non parfaitement plat sur la bande spectrale
considérée, et sont intrinsèques au régime d'ampliﬁcation sans étireur. Nous constatons
une fois de plus que les procédés de combinaison cohérente permettent de décaler le
point de fonctionnement optimal de ce type d'architectures que nous avions identiﬁé en
partie précédente, avec à présent un facteur 8 théorique sur l'énergie de sortie grâce aux
2 divisions temporelles supplémentaires. A la diﬀérence des expériences paraboliques
en partie précédente (section III.3), l'évolution des non-linéarités n'est pas observée en
fonction de l'énergie mais plutôt du nombre de divisions, opérées à énergie de sortie
constante. Cela ne change pas le principe de l'expérience, à savoir la diminution de la
puissance crête des répliques d'impulsion dans les ﬁbres.
Le montage de combinaison spatio-temporelle peut par ailleurs être conﬁguré sans
division temporelle, opérant simplement avec le Sagnac, aﬁn de retrouver les conditions
d'expérimentation de la partie précédente et de comparer les performances des deux
systèmes. Comme les tailles de c÷ur et longueurs des ﬁbres ampliﬁcatrices utilisées sont
diﬀérentes entre ces deux expériences (30 µm/1.6 m contre 40 µm/2 m), le degré de
non-linéarité et ainsi la largeur de spectre des impulsions ne sont pas identiques à même
énergie de sortie. Le moyen le plus pertinent de comparer ces deux montages est de
les opérer à même niveau de non-linéarité, c'est-à-dire à mêmes formes et largeurs de
spectre, en relevant leurs énergies de sortie respectives. Dans les expériences sans éti-
reur de la partie précédente, nous notions une largeur de spectre de 83 nm pour 710
nJ d'énergie de sortie, correspondant par ailleurs au point de fonctionnement optimal
du système. En opérant à présent le système DPA avec le système Sagnac seul et en se
rapprochant au mieux du spectre précédent, nous relevons une énergie de sortie de 1.4
µJ, avec la même eﬃcacité de combinaison (90 %), ce qui correspond bien au facteur ∼
2 attendu (rapport des aires eﬀectives entre les ﬁbres, à 1.77 plus précisément). L'acti-
vation des divisions temporelles peut donc conduire à un facteur 4 supplémentaire, sans
tenir compte de l'eﬃcacité de combinaison totale. Nous allons à présent nous placer au
meilleur point de fonctionnement, toutes divisions activées, correspondant à l'impulsion
la plus courte et présentant une eﬃcacité de combinaison suﬃsante.
IV.2.3 Résultats aux limites de fonctionnement
Nous cherchons à déterminer la plus haute puissance-crête accessible par le système
de combinaison spatio-temporelle, en activant tous les processus de divisions disponibles
(8 répliques) et en opérant à haute énergie. Dans le cas précédent, à énergie plus mo-
dérée, nous pouvions aligner indépendamment l'interféromètre Sagnac et améliorer son
eﬃcacité avant de procéder aux divisions temporelles. Dans le cas présent, nous visons
des énergies telles que la puissance crête des répliques est de 300 kW dans la ﬁbre, en
considérant les résultats de la partie précédente et le facteur 2 issu de l'élargissement
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Figure IV.6  Proﬁls spectraux et d'autocorrélation d'impulsions ampliﬁées à 200 nJ,
ayant été divisée en 1, 2, 4 et 8 répliques spatio-temporelles.
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du c÷ur de ﬁbre. Si l'on désactive les divisions temporelles en gardant boucle Sagnac
seule, la puissance crête dans la ﬁbre est alors de 1.2 MW, très proche de la limite
des 4 MW imposée par l'autofocalisation. Le seul moyen de procéder est d'optimiser
le système de combinaison complet à 8 répliques à faible énergie, puis de monter pro-
gressivement les puissances de pompe tout en ajustant la cadence des impulsions, en
réajustant la combinaison spatiale au fur et à mesure. Ce procédé permet de converger
vers le point de fonctionnement optimal du système, mais présente des eﬃcacités généra-
lement inférieures à cause des diﬃcultés pratiques d'optimisation. A très haut niveau de
non-linéarité, l'évolution des eﬃcacités de combinaison spatiale et temporelle sont très
sensibles aux conditions d'ampliﬁcation des voies du Sagnac, et diﬃcilement prévisibles
expérimentalement.
D'après les résultats de la partie précédente (710 nJ au meilleur point, sans division
temporelle), nous nous attendons à obtenir un maximum de 5.7 µJ en sortie de système
de combinaison, supérieur d'un facteur 8 (facteur 4 avec le DPA + facteur ∼ 2 grâce
au c÷ur de ﬁbre). Cependant, nous n'arrivons à maintenir l'eﬃcacité de combinaison
spatiale proche des 90 % qu'à une énergie de sortie maximale de 4 µJ (4 W de puissance
moyenne à 1 MHz), avant que celle-ci ne chute brutalement pour des énergies supérieures,
bien plus vite que dans les expériences de combinaison spatiales seules. L'eﬃcacité de
combinaison mesurée en puissance se stabilise rapidement à 50 %, attestant d'une perte
totale de cohérence entre les faisceaux à combiner. Nous proposons une explication à ce
phénomène au paragraphe suivant, en constatant que la combinaison dans le domaine
temporel atteint en cette zone l'une de ses limites de fonctionnement. Nous restons donc
à l'énergie de sortie de 4 µJ, pour laquelle nous obtenons une eﬃcacité de combinaison
spatiale de 89 %. Aﬁn de déterminer l'eﬃcacité de combinaison totale du système en
ce point, il nous faut aussi mesurer les pertes temporelles issues de la recombinaison
dans les cristaux. Le proﬁl d'autocorrélation est donc mesuré sur une grande fenêtre
temporelle aﬁn de détecter d'éventuelles impulsions parasites (cf. ﬁgure IV.7 gauche).
Nous constatons une contribution notable des pertes temporelles, que nous évaluons ici
à 11 % (89 % de l'énergie contenue dans le pic principal). L'eﬃcacité de combinaison
totale est ainsi évaluée à 80 %, bien plus faible que dans les diﬀérentes expériences
précédentes. L'énergie de l'impulsion centrale est donc de 3.5 µJ en sortie du système
de combinaison, et vaut 3.1 µJ en sortie de compresseur (transmission de 87 %).Nous
mesurons par la même occasion les positions précises des pics parasites par rapport au pic
central, respectivement de 3.8 ps, 7.6 ps et 11.4 ps. Les deux premiers correspondent aux
délais générés par les cristaux biréfringents utilisés dans l'expérience, nous permettant
de retrouver la biréfringence de groupe des cristaux YVO4 à 7.6 ps/cm.
Nous allons à présent caractériser l'impulsion la plus énergétique que nous avons
réussi à extraire du système. Ses caractéristiques temporelles et spectrales sont mesu-
rées à l'aide d'un système de caractérisation FROG. Les diﬀérents proﬁls sont représentés
en ﬁgure (IV.8), et démontrent un bon accord avec les mesures indépendantes de l'au-
tocorrélateur et du spectromètre. Le proﬁl spectral recombiné présente par ailleurs de
faibles modulations de hautes fréquences, correspondant aux résidus de répliques tem-
porelles non recombinées. Nous déduisons de ces résultats une durée d'impulsion de 50
fs pour une largeur de spectre de 65 nm, soit un produit tempsbande-passante de 0.884
(théoriquement 0.66 pour une impulsions parabolique). L'écart constaté par rapport à
la valeur théorique provient du fonctionnement non parfaitement parabolique de l'am-
pliﬁcateur (limité par la bande de gain), et des termes de phase spectrale non corrigés
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Figure IV.7  Proﬁls d'autocorrélation à non-linéarités modérées (200 nJ) ainsi qu'à la
plus haute énergie opérable (3.1 µJ). Gauche : ﬁgure d'autocorrélation sur une grande
fenêtre temporelle de 50 ps aﬁn de détecter des pics parasites issus de la recombinaison
temporelle. Droite : proﬁls d'autocorrélation des impulsions centrales seules.
qui en sont issus (d'ordres supérieurs à 2).
La puissance crête de l'impulsion centrale est ainsi mesurée à 52 MW, en considé-
rant une énergie de 3.1 µJ et en tenant compte du proﬁl temporel réel. Cette valeur
dépasse d'un facteur 3 les performances précédemment obtenues avec des architectures
sans étireur et sans combinaison, notamment avec 16 MW obtenus à partir d'une ﬁbre
Rod-type, de bien plus gros c÷ur (cf. section I.2.3.3 de la première partie). Malgré une
plus faible eﬃcacité de combinaison du système complet, le gain en énergie et les carac-
téristiques des impulsions ﬁnales démontrent que l'on peut notablement améliorer les
performances des systèmes hautement non-linéaires, en implémentant simultanément
l'architecture DPA avec la combinaison spatiale. Nous remarquons cependant que la
durée d'impulsion n'est pas aussi faible que l'on espérait, à 38 fs dans les expériences
de combinaison sans étireur et sans DPA. Comme nous l'avons évoqué plus tôt, nous
ne pouvons pas monter à des énergies supérieures à cause de la forte chute de l'eﬃca-
cité de combinaison, rendant les plus courtes durées inaccessibles dans la conﬁguration
présente.
Figure IV.8  Caractéristiques des impulsions femtoseconde ampliﬁées en sortie de
système issue de la mesure FROG. Gauche : proﬁl temporel d'impulsion, avec trace
FROG en insert. Droite : spectre optique, comparé à la mesure du spectromètre
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IV.2.4 Limitation par les délais
Nous avons constaté expérimentalement une chute brutale de l'eﬃcacité de combi-
naison à haute énergie, avec notamment l'apparition de répliques temporelles parasites
importantes aux cotés du proﬁl d'impulsion. Nous avons cependant démontré une excel-
lente adaptation de l'implémentation DPA au système de combinaison passive spatiale,
et les diﬃcultés d'alignement du montage à hautes puissances ne justiﬁent pas une dé-
gradation aussi rapide de la combinaison. Nous suspectons donc qu'un autre phénomène,
d'origine temporelle, est responsable de la limitation en énergie du système d'ampliﬁca-
tion sans étireur au-dessous de ses performances optimales intrinsèques.
A très haute énergie, les impulsions ampliﬁées ont acquis une forte phase spectrale
d'ordre 2, issue des eﬀets conjoints de la dispersion et de la SPM. De plus, chacune
d'elle possède en sortie de ﬁbre un spectre bien plus large qu'à l'entrée (100 nm contre
5 nm typiquement), ce qui accentue la dispersion des impulsions dans le domaine tem-
porel pour une valeur de phase donnée. En déﬁnitive, l'ampliﬁcation parabolique élargit
progressivement le proﬁl des impulsions, à tel point que les répliques temporelles gé-
nérées par le système DPA peuvent se recouvrir. Dans notre implémentation "DPA +
Sagnac", les 4 répliques temporelles, réparties entre deux polarisations croisées, sont
toutes projetées de manière équitable dans les deux voies de la boucle Sagnac. Cha-
cune d'elle contient donc exactement 4 impulsions séparées d'une durée d'environ 3.5
ps. Cela ﬁxe une limite haute pour les durées d'impulsions, qui doivent être typiquement
inférieures à 1.1 ps à mi-hauteur (facteur ∼ 3) aﬁn que celles-ci ne se recouvrent pas
dans le motif temporel. Dans les expériences de combinaison de la partie précédente
(combinaison spatiale sans étireur et sans division temporelle, section III.3), la durée
d'impulsion typique en sortie de ﬁbre à haute énergie a été établie à environ 1.7 ps. Il
en est donc de même pour le montage utilisant le DPA à même niveau de non-linéarité.
Nous constatons ﬁnalement qu'à haute énergie, les répliques temporelles d'impulsion
sont trop élargies par rapport au délai généré par les cristaux biréfringents, au point que
leurs pieds commencent à se recouvrir, malgré une excellente séparation avant ampliﬁ-
cation. La combinaison temporelle arrive donc à l'une de ses limites de fonctionnement
à haute énergie, car les répliques générées ne sont pas parfaitement dissociées en tout
temps dans l'ampliﬁcateur. Ce phénomène n'intervient pas en régime d'ampliﬁcation
picoseconde, où les largeurs spectrales restent systématiquement en-dessous du nano-
mètre et où les durées d'impulsion sont quasiment inchangées entre l'entrée et la sortie
du système de combinaison DPA.
Le recouvrement des répliques temporelles en leurs pieds ne fait pas correspondre
les bonnes fréquences, hautes pour l'une et basses pour l'autre. Le délai minimum (3.5
ps) est en eﬀet bien plus grand que le temps de cohérence des impulsions (durée en
limite de Fourier), quel que soit la largeur de spectre considéré. Il s'agit donc ici d'inter-
férences spectrales, générant des modulations temporelles dans la zone de recouvrement
des impulsions. Nous avons réalisé des simulations reproduisant le train de répliques
temporelles dans chacun des bras de l'interféromètre en fonction des données du mon-
tage, avec une valeur de phase d'ordre 2 variable pour les impulsions, dont les résultats
représentatifs sont représentés en ﬁgure (IV.9). Nous simulons en particulier le train de
répliques pour une durée d'impulsion de 1.7 ps, conformément aux expériences à haute
énergie. Nous constatons que le proﬁl temporel se déforme notablement dès 1.7 ps de
durée d'impulsion, et ne peut être considéré comme parfaitement divisé que pour une
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durée à mi-hauteur n'excédant pas 1.1 ps. Nous constatons que le plus petit délai généré
par le système de division temporelle (3.5 ps) ne permet pas d'obtenir des impulsions
bien distinctes pour les niveaux d'énergie considérés.
Figure IV.9  Proﬁl temporel théorique du train de répliques d'impulsion simulé dans
les conditions expérimentales (deux divisions de 3.8 ps et 7.6 ps respectivement), pour
des durées de sortie à mi-hauteur de 1.1 ps, 1.7 ps (conditions expérimentales à haute
énergie), 2 ps et 2.5 ps. La largeur des spectres optiques nous empêche d'observer la
période de modulation à cette échelle.
En régime linéaire, l'ampliﬁcation ne serait pas perturbée par cette forme tempo-
relle, et la restituerait à l'identique, ce qui n'inﬂuencerait pas a priori la combinaison
temporelle. En revanche, à hauts niveaux de non-linéarités tels que dans le cas présent,
le train de répliques doit au contraire être considéré comme un champ unique subissant
les eﬀets de SPM, dont l'impact sur la zone d'interférences est diﬃcilement prévisible
et a priori très sensible. En déﬁnitive, les pseudo-répliques temporelles contenues des
le bras d'impulsion subissent des eﬀets non-linéaires relativement diﬀérents (spectre et
phase), au point de perdre toute cohérence à très haute énergie. Celles-ci ne se recon-
naissent plus au moment de la recombinaison temporelle, et nuisent ainsi à son eﬃcacité.
Sa chute brutale que nous constatons expérimentalement aux fortes énergies signiﬁe que
le recouvrement des impulsions étirées est très néfaste sur l'équilibre des eﬀets de SPM
du système. La combinaison temporelle a eﬀectivement atteint l'une de ses limites, et il
nous faudrait augmenter le délai minimum entre les répliques temporelles aﬁn d'autori-
ser des durées d'impulsion plus courtes et des énergies plus importante, à eﬃcacité de
combinaison convenable.
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Figure IV.10  Photographies de l'expérience de combinaison cohérente spatio-
temporelle à 8 répliques, en régime d'ampliﬁcation sans étireur. Haut : Processus de
division temporelle ; bas : séparation spatiale passive dans un interféromètre Sagnac.
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IV.3 Évolutivité du système de combinaison spatio-
temporelle
Nous envisageons dans cette partie des architectures de combinaison cohérente en
régime femtoseconde àM×N répliques temporelles et spatiales respectivement. L'exten-
sion du système à un plus grand nombre de divisions est discutée dans les deux domaines,
et permet de considérer les meilleurs compromis en fonction des performances recher-
chées. Nous ne nous restreignons pas aux régimes de combinaison passifs, et cherchons à
déterminer les limites des systèmes de combinaison cohérente en régime femtoseconde,
toutes architectures confondues.
IV.3.1 Dans le domaine temporel
Par déﬁnition, le système de combinaison temporelle peut être très facilement porté
à M répliques à l'aide de k cristaux biréfringents, principaux atouts de la combinaison
DPA. Le nombre de divisions temporelles à maitriser expérimentalement correspond au
nombre de cristaux implémentés dans le système, de sorte que l'on puisse générer un
grand nombre de répliquesM = 2k tout en gardant une complexité modérée. Cependant,
à cause de l'architecture d'ampliﬁcation sans étireur, les répliques d'impulsion ampli-
ﬁées peuvent être étirées à des durées excédant leurs délais de séparation, et rendent
le système de combinaison temporelle ineﬃcace comme nous l'avons constaté expéri-
mentalement. Un soin tout particulier doit donc être apporté aux délais générés par les
cristaux biréfringents insérés dans le montage, surtout si l'on envisage un grand nombre
de divisions.
En arrondissant à 2 ps la durée typique d'impulsion en sortie de ce type de systèmes,
il faut considérer un délai élémentaire de 6 ps au grand minimum aﬁn d'éviter tout phé-
nomène d'interférences spectrales entre les répliques temporelles. Le cristal biréfringent
élémentaire doit donc être d'au moins d = 8 mm de long, et les cristaux suivant au
moins de longueur double successivement, soit une longueur de M × d = 2k × d pour le
dernier cristal. Pour un nombre de divisions k = 5, soit un total de 32 répliques tem-
porelles, la longueur du dernier cristal doit être d'environ 32 × 8 mm = 25 cm, ce qui
parait immédiatement démesuré. La croissance des cristaux biréfringents est par ailleurs
diﬃcile à réaliser pour des longueurs dépassant la longueur typique de 20 mm (limite
commerciale), car la forte biréfringence du matériau rend la stabilisation de sa structure
cristalline plus complexe pour de gros volumes. L'état de l'art de la fabrication de tels
cristaux n'autorise pas de plus grandes longueurs, dont la valeur limite correspond à un
délai maximal de 15 ps, ce qui limite le système à 2 voire 3 étapes de division au maxi-
mum en régime d'ampliﬁcation sans étireur. L'évolution du système de combinaison ne
peut se faire qu'en succédant deux cristaux de même longueur, selon les mêmes axes
propres aﬁn de simuler un cristal unique de longueur double. La complexité des système
ainsi que leur coût deviennent croissant avec le nombre M après avoir dépassé la lon-
gueur maximale de cristal, et ce exponentiellement avec le nombre d'étapes de division
rajoutées. La division temporelle n'est donc pas évolutive à souhait par l'utilisation de
cristaux biréfringents en régime femtoseconde, mais reste cependant un procédé inté-
ressant, présentant d'excellentes eﬃcacités de combinaison même à hauts niveaux de
non-linéarité.
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Aﬁn d'augmenter de façon plus conséquente le nombre de divisions temporelles, il
est possible d'utiliser des lignes à retard spatiales à la place des cristaux biréfringents,
qui permettent d'accéder à des délais plus importants. Des contraintes spatiales sur
la combinaison temporelle font alors leur apparition, rendant le système plus sensible
en pratique, notamment en présence de forts eﬀets de SPM. L'utilisation de lignes à
retard spatiales serait donc plus adapté à un régime d'ampliﬁcation faiblement non-
linéaire, notamment les architectures CPA. La contrainte sur les délais entre les répliques
temporelles implique alors des longueurs de lignes à retard beaucoup plus importantes
(60 cm de long au minimum pour des impulsions de 1 ns), d'autant plus qu'il faut les
doubler à chaque nouvelle étape. L'implémentation des lignes à retard reste cependant
relativement simple, et son alignement a un faible impact sur l'eﬃcacité de combinaison
en régime linéaire. En revanche, les énergies transportées par les impulsions fortement
étirées sont telles que leur ﬂuence peut facilement atteindre la ﬂuence de saturation
des ampliﬁcateurs. La combinaison temporelle est alors naturellement déséquilibrée, et
l'on procède à son optimisation en désaccordant les puissances d'injection des répliques
temporelles, de même qu'en combinaison spatiale, aﬁn de compenser aux mieux les eﬀets
non-linéaires et de saturation simultanément.
Enﬁn, il faut remarquer que le fait d'ajouter des étapes de division temporelle ne
permet pas d'augmenter le niveau de puissance moyenne du système, mais seulement de
diminuer le niveau de non-linéarité. Il faut alors modiﬁer l'architecture d'ampliﬁcation
(nombre de ﬁbres, de passages, ...) aﬁn de pouvoir gagner en performances. Le choix
indépendant du nombre F de ﬁbres et du nombre de divisions temporelles permet d'op-
timiser la puissance moyenne du système tout en maitrisant le niveau de non-linéarité,
c'est-à-dire en optimisant la puissance crête de sortie. Le système le plus avantageux
consiste à remplacer le système d'ampliﬁcation à F ﬁbres par un système de combinai-
son spatiale à F ampliﬁcateurs, permettant de réduire une fois encore les non-linéarités
du système. Nous en discutons au paragraphe suivant.
IV.3.2 Dans le domaine spatial
Il est possible d'envisager l'évolution du système de combinaison du point de vue
spatial, en remplaçant la boucle Sagnac des expériences précédentes par une architecture
de combinaison à N voies plus évoluée (cf. section III.4). L'augmentation du nombre
de voies dans le domaine spatial permet d'augmenter le niveau de puissance moyenne
total du système, ce que ne peut réaliser la combinaison temporelle seule. Nous avions
cependant conclu en partie précédente que les systèmes passifs de combinaison spatiale à
grand nombre de voies étaient faiblement tolérants aux eﬀets non-linéaires. La meilleure
solution consisterait donc à se placer en régime CPA, en y adaptant le processus de
combinaison temporelle (contraintes sur les délais décrites au paragraphe précédent).
L'évolution à un plus grand nombre N de voies spatiales est alors envisageable dans ces
conditions. Rappelons cependant que les conﬁgurations passives de combinaison spatiale
élèvent nécessairement le niveau de non-linéarité avec le nombre d'ampliﬁcateurs, ce qui
peut devenir gênant même en régime CPA. Une fois de plus, le nombre de combinaison
spatiales doit être judicieusement choisi, en considérant nombre de divisions temporelle
et en fonction des performances visées.
La meilleure solution consisterait en réalité à remplacer le système de combinaison
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Figure IV.11  Exemple d'implémentation de la combinaison spatiale active avec des
étapes de divisions temporelles. Ces dernières peuvent être réalisées avec des cristaux
biréfringents ou des lignes à retard, selon le régime d'ampliﬁcation considéré.
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passive Sagnac par une architecture active à N voies, qui permettrait d'augmenter le
nombre de divisions ainsi que la puissance moyenne du montage de façon totalement
indépendante. De plus, les architectures actives de combinaison présentent une bien
meilleure tenue aux eﬀets non-linéaires, avec notamment la capacité de les compenser
en grande partie. Dans ce cas, les séparations spatiales doivent être eﬀectuée à l'aide de
cubes PBS, car elles doivent être capable de traiter les deux polarisation croisées d'en-
trée, issue de la division temporelle. Cependant, les architectures de combinaison active
ne renvoient pas les faisceaux sur eux-mêmes, et ne permettent donc pas de recombiner
les répliques temporelles avec les mêmes composants utilisés pour la séparation. Il faut
donc implémenter un second système de combinaison temporelle, en sortie de système
de combinaison spatiale (cf. ﬁgure IV.11). Dans le cas où la division temporelle est ef-
fectuée avec des cristaux biréfringents (régime d'ampliﬁcation sans étireur uniquement),
une seconde séquence de cristaux, de même longueur et disposés en ordre inverse, per-
mettent simplement de recombiner les répliques temporelles avec une grande eﬃcacité.
Si de faibles écarts de longueurs sont constatés entre les cristaux séparateurs et com-
bineurs, il est toujours possible de rajouter des lames d'ondes pour ajuster ﬁnement la
phase relative entre les deux polarisations croisées. En revanche, si l'on utilise des lignes
à retards, les systèmes de séparation et de combinaison temporelles sont décorrélés les
uns des autres, et les délais générés par chacun d'entre eux ﬂuctuent avec une sensibilité
interférométrique (bruit ambiant). Il serait alors nécessaire d'implémenter une stabili-
sation active de la phase sur les répliques temporelles en même temps que les répliques
spatiales de faisceaux. Le nombre de modulateurs de phase à implémenter est donc de
M×N−1, ce qui est toujours réalisable mais beaucoup plus complexe. La conﬁguration
d'ampliﬁcation sans étireur serait donc la plus adaptée pour ce type d'architecture
Figure IV.12  Exemple d'implémentation de la combinaison spatiale active avec des
étapes de divisions temporelles passives.
Une dernière architecture particulière, non moins complexe, pourrait procéder en
premier lieu à la séparation spatiale en N voies, modulateur de phase inclus, avant
d'implémenter un système de division temporelle à M répliques propre à chacune des
voies (ﬁgure IV.12). Les répliques temporelles sont suivies des N ampliﬁcateurs rela-
tifs aux N voies spatiales initiales. Le système peut à présent être utilisé en réﬂexion,
avec retour en arrière à travers les composants de séparation temporelle. La recombinai-
son temporelle est ainsi totalement passive. Les faisceaux temporellement recombinés
IV.3.2 - Dans le domaine spatial 169
doivent être extrait de chaque voie spatiale avant qu'il ne retraversent les modulateurs
de phase. Une dernière étape procède à la combinaison cohérente spatiale des faisceaux
ampliﬁés, à la manière des architectures spatiales simples. Le système d'ampliﬁcation
double-passage possède les mêmes contraintes que celles rencontrées pour la combinaison
passive purement spatiale ou temporelle (ﬁbres insensibles à la polarisation, ...). Il est
donc possible de le remplacer par une autre conﬁguration d'ampliﬁcation, telle que celles
identiﬁées en partie précédente pour la combinaison spatiale passive. Nous pensons en
particulier à un interféromètre Sagnac, oﬀrant la possibilité d'utiliser des ﬁbres sensibles
à la polarisation ainsi qu'une division spatiale supplémentaire. Le montage global peut
alors impliquer simultanément des processus actifs et passifs de combinaison spatiale
avec des processus passifs de combinaison temporelle.
Bien d'autres architectures sont possibles et peuvent être travaillées dans les deux
dimensions, dans des conﬁgurations actives et/ou passives, selon les performances et les
applications visées. Une fois le montage bien conçu, il n'y a a priori aucune contrainte
supplémentaire sur l'eﬃcacité de combinaison spatio-temporelle autre que les probléma-
tiques propres à chaque processus de combinaison individuel. La méthode DPA jointe à
la combinaison active de faisceaux présente ainsi le meilleur compromis entre puissance
moyenne et puissance crête, ainsi qu'une évolutivité naturelle vers M × N répliques
d'impulsion dans les deux domaines.
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Nous avons démontré dans cette partie la possibilité d'implémenter des systèmes de
combinaison temporelle dans les architectures d'ampliﬁcation femtoseconde, permettant
d'atteindre théoriquement un grand nombre de répliques et de plus grandes énergies de
sortie. Cependant, nous n'avons pu démontrer la simplicité de cette méthode que par
l'utilisation de cristaux biréfringents, ce qui nous a contraint à une conﬁguration d'am-
pliﬁcation sans étireur. Malgré les fortes non-linéarités rencontrées, l'ampliﬁcation DPA
à elle seule est très eﬃcace pour des largeurs de bandes de plusieurs dizaines de nano-
mètres, et maintient un équilibre remarquable des phases spectrales. Nous avons de plus
démontré une architecture permettant d'uniﬁer les concepts de combinaison spatiale et
temporelle en une seule expérience, grâce à la génération de 4 répliques temporelles et de
deux répliques spatiales dans un interféromètre Sagnac (8 répliques spatio-temporelles).
Nous avons alors pris avantage de l'ampliﬁcation sans étireur, et ainsi obtenu une durée
d'impulsion de sortie très courte, tout en augmentant notablement leur énergie. Nous
avons notamment obtenu des impulsions de 50 fs à 2.7 µJ d'énergie après compression,
conduisant à une puissance-crête de 52 MW, grandeur inégalée dans ce type de sys-
tème d'ampliﬁcation. Nous pensons par ailleurs qu'augmenter la taille du c÷ur de ﬁbre
(facteur 3 aisément accessible, soit un facteur 9 sur les non-linéarités) avec le nombre
de divisions temporelles (une de plus, avec un délai élémentaire plus important) peut
permettre d'atteindre le niveau du GW en puissance crête avec des impulsions sub-100
fs. Il faut cependant s'assurer que le nombre de divisions soit suﬃsant aﬁn de ne pas at-
teindre les 4 MW de puissance critique d'autofocalisation, car agrandir la taille du c÷ur
nécessite de plus fortes puissances crête pour garder le même niveau de non-linéarité
(ici recherché comme optimal).
Les architectures générales de combinaison spatio-temporelle constituent l'uniﬁca-
tion des procédés de combinaison étudiés tout au long de ce manuscrit, et permettent
d'envisager de plus grandes architectures de division à N ×M répliques. Nous avons
notamment fait l'inventaire des diﬀérentes conﬁgurations de combinaison et d'ampli-
ﬁcation dont nous disposions, aﬁn de faire état de la meilleure architecture, oﬀrant
une puissance moyenne maximale avec les non-linéarités les plus faibles possibles. Nous
somme par ailleurs revenus vers des architectures d'ampliﬁcation CPA, et des architec-
tures de combinaison actives, qui présentent les conditions les plus favorable en termes
d'eﬃcacité et de performances générales. Nous pensons donc que la combinaison cohé-
rente au sens large renferme un grand potentiel, ainsi qu'une variété d'architectures et
de conﬁgurations possibles, rien que par le fait que la combinaison cohérente spatiale ou
temporelle peut théoriquement s'adapter à n'importe quel type d'architecture d'ampli-
ﬁcation (CPA, sub-100 fs, ampliﬁcateurs ﬁbrées, à cristaux massifs,...). Cela permet un
dimensionnement judicieux des systèmes d'ampliﬁcation en puissance crête et puissance
moyenne selon les performances recherchées en régime femtoseconde, et peut répondre
à un grand nombre d'applications.
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Nous avons démontré dans ce manuscrit que les procédés de combinaison cohérente
sont une solution eﬃcace pour assurer la diminution du niveau de non-linéarité et la
montée en énergie des systèmes d'ampliﬁcation femtoseconde. Cela est rendu possible
grâce à la division d'une impulsions source en N répliques, spatiales et/ou temporelles,
dans les diﬀérents ampliﬁcateurs du montage, assurant ainsi la diminution de la puis-
sance crête des impulsions ampliﬁées d'un facteur N . Le principe de combinaison co-
hérente est particulièrement adapté à la géométrie ﬁbrée, fondamentalement limitée en
puissance crête à cause des eﬀets non-linéaires subis. Ces systèmes peuvent ainsi être
portés à de plus hautes énergies par impulsion tout en préservant la qualité temporelle
ﬁnale. Il est donc possible de concevoir des systèmes d'ampliﬁcation ﬁbrés fournissant
simultanément de fortes puissances moyennes et de fortes puissances crête, compromis
habituellement inaccessible dans les systèmes d'ampliﬁcation classiques.
La seule condition imposée par la combinaison cohérente pour obtenir d'excellentes
eﬃcacités est que les champs à recombiner doivent être quasi identiques à tous points
de vue (phase/puissance spatiale/spectrales, polarisation,...), quel que soit le régime
d'ampliﬁcation considéré. L'implémentation expérimentale des systèmes de combinai-
son cohérente doit en particulier assurer la mise en phase des impulsions à combiner,
critère le plus sensible sur l'eﬃcacité de combinaison du système. Les impulsions femto-
seconde recombinées de façon cohérente possèdent les propriétés moyennes de toutes les
répliques d'impulsion dont elles sont constituées, au point qu'elles soient nécessairement
de meilleure qualité qu'au moins l'une des répliques prise indépendamment. Il en découle
un avantage considérable, à savoir que le processus de combinaison cohérente ne nuit
en aucune façon sur la qualité des impulsions ampliﬁées, et ne prélève qu'une partie de
l'énergie totale du système en cas de désaccord entre les répliques à combiner.
Nous avons identiﬁé deux procédés de combinaison distincts, à savoir la combinai-
son spatiale de faisceaux ainsi que la combinaison temporelle de répliques d'impulsions
(uniquement en régime pulsé), que nous avons pu réadapter sans grandes diﬃcultés au
régime femtoseconde. Les contraintes supplémentaires proviennent majoritairement de
désaccords en phase spectrale, que l'on rencontre particulièrement à énergies élevées avec
des eﬀets de SPM notables. Nous avons cependant décrit une procédure d'optimisation
permettant d'améliorer l'accord de phase spectrale non-linéaire au détriment des écarts
en puissance, d'eﬀets bien moindres sur l'eﬃcacité. La combinaison cohérente reste donc
un processus eﬃcace, même dans des conditions d'ampliﬁcation relativement contrai-
gnantes. Notre premier montage expérimental a démontré la combinaison cohérente de
deux ampliﬁcateurs à ﬁbre indépendants, au plus proche des architectures existantes
en régimes continu et nanoseconde, notamment avec la nécessité d'implémenter un sys-
tème actif de rétroaction sur la phase relative des répliques spatiales. Les eﬃcacités de
combinaison restent systématiquement supérieures à 90 %, même à niveaux importants
de non-linéarité. Nous avons ensuite envisagé ce système avec un plus grand nombre N
d'ampliﬁcateurs indépendants, et avons porté les résultats du régime continu au régime
femtoseconde aﬁn d'étudier le comportement de l'eﬃcacité avec le nombre N . En parti-
culier, l'eﬀet de moyennage des répliques spatiales pour restituer l'impulsion combinée
permet de conserver une eﬃcacité de combinaison tout à fait acceptable quel que soit
le nombre N de divisions. Les architectures spatiales de combinaison active à N voies
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constituent le meilleur candidat à l'évolution en puissance des systèmes à ﬁbre en régime
femtoseconde. Son inconvénient provient cependant du système de rétroaction sur les
phases individuelles (d'autant plus complexe pour un grand nombre de voies spatiales),
qui doit être suﬃsamment eﬃcace et rapide dans son exécution pour corriger la majorité
du bruit ambiant.
Nous nous sommes ensuite tournés vers des solutions passives de mise en phase
des faisceaux, en modiﬁant l'architecture de combinaison en elle-même. Les eﬃcacités
obtenues en comparaison du système actif sont meilleures en régime linéaire, mais la
tenue aux eﬀets non-linéaire est plus faible et plus sensible. De plus, nous avons conclu
que l'évolution des systèmes passifs de combinaison spatiale à N voies impliquait une
augmentation progressive du niveau de non-linéarité, ce que l'on ne rencontrait pas en
régime de stabilisation active. Ce type de système n'a donc d'intérêt que pour un faible
nombre de voies, ou pour d'autres types d'ampliﬁcateurs à faibles gains par passage,
pour lesquels la combinaison spatiale passive peut avoir un double-avantage (augmenta-
tion du nombre de passages et diminution des non-linéarités). Nous avons enﬁn procédé
à la combinaison cohérente dans le domaine temporel, permettant naturellement de gé-
nérer un grand nombre de répliques et de les recombiner avec d'excellentes eﬃcacités.
Cette méthode est parfaitement compatible avec la combinaison spatiale, dont l'implé-
mentation simultanée a été démontrée expérimentalement. Nous avons pu conclure sur
la conception de systèmes de combinaison cohérente très généraux, ainsi que sur leur
possibilité d'évolution dans les deux domaines, spatial et temporel.
Les perspectives des procédés de combinaison cohérente en régime femtoseconde
sont nombreuses, n'étant pas restreintes aux ampliﬁcateurs ﬁbrés et pouvant être appli-
quées à tout autre type d'ampliﬁcateur. Nous avons notamment remarqué une meilleure
compatibilité des architectures passives de combinaison spatiale avec les cristaux mas-
sifs. Par ailleurs, la combinaison cohérente telle que nous l'avons décrite n'est pas la
seule alternative permettant de diminuer les eﬀets non-linéaires des systèmes d'ampliﬁ-
cation. Nous avons en particulier évoqué la combinaison cohérente directement dans les
oscillateurs, avant ampliﬁcation, bien que l'état de l'art actuel ne soit pas encore trans-
posable au régime femtoseconde. Nous avons aussi remarqué la possibilité de combiner
spectralement plusieurs faisceaux, ayant chacun des contenus spectraux diﬀérents, voire
distincts. Cette méthode peut a priori être directement adaptée au régime d'ampliﬁca-
tion femtoseconde, à condition d'assurer la même phase pour chacun des spectres (mise
en phase spectrale, diﬀérente des concepts de combinaison cohérente). Dans ce cas, on
parle plutôt de synthèse d'impulsions, car l'addition de spectres distincts et en phase
produit une impulsion de durée plus courte que les impulsions initiales isolées. Cette
méthode constitue une perspective prometteuse, avec le double avantage de la montée
en énergie et du raccourcissement de l'impulsion. Il existe ainsi de nombreuses solutions
permettant de porter les systèmes d'ampliﬁcation limités par non-linéarités à plus fortes
puissances crête, toutes géométries et architectures confondues. Elles permettent par
ailleurs de préserver la géométrie ﬁbrée au c÷ur des préoccupations pour la production
de sources femtoseconde de fortes puissances moyenne et de fortes puissance crête.
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Annexe
Nous présentons dans cette annexe les tout premiers travaux réalisés dans le cadre
de cette thèse. Ceux-ci n'ont pas de lien avec les expériences de combinaison cohérente,
et sont donc isolés du reste du manuscrit. Nous en décrivons cependant les principes
et les résultats expérimentaux, car ces travaux restent néanmoins intéressants et ont
conduit à des publications.
Cette partie décrit les caractéristiques d'un type de ﬁbre très particulier, appelé ﬁbre
à bande photonique, ou ﬁbre de Bragg, procédant au guidage du signal à ampliﬁer d'une
façon relativement diﬀérente du concept de saut d'indice. Les c÷urs de ﬁbre dopés sont
entourés d'une succession de couches minces, d'indice diﬀérent de la silice, générant un
réseau de Bragg radial. Le guidage du signal est donc assuré par réﬂexion de Bragg,
et non par saut d'indice. Cette technologie présente l'avantage d'être plus faiblement
sensible à la courbure des ﬁbres, à l'inverse des ﬁbres LMA. En eﬀet, le gradient d'indice
important entre la silice et les couche mince est faiblement sensible à la déformation des
ﬁbres, tandis que les ﬁbres LMA, de contraste d'indice très faible, peuvent notablement
déformer le proﬁl spatial de sortie. Nous avons pu expérimenter les performances de
cette technologie de ﬁbre, en collaboration avec le laboratoire XLIM de Limoges. Nous
restituons dans la suite la publication relative à ces travaux [Daniault et al., 2011a].
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Abstract We report on high power amplification of fem-
tosecond pulses in 40-µm core diameter Yb-doped photonic
bandgap Bragg fibers. The robustness to bending and trans-
verse spatial behavior of these fibers is analyzed through
simulations. The fibers are used in both stages of a moder-
ately stretched (150 ps) femtosecond chirped pulsed amplifi-
cation (CPA) system. A compressed average power of 6.3 W
is obtained using a low-index polymer-coated Bragg fiber
with excellent beam quality and high efficiency, in agree-
ment with numerical simulations. The use of an air-clad
Bragg fiber allows us to scale the output power to 47 W at a
repetition rate of 35 MHz. This experiment demonstrates the
great potential of Bragg fibers to increase the mode area and
the power of practical bending-tolerant femtosecond fiber
systems.
1 Introduction
The use of ytterbium-doped fibers to amplify femtosec-
ond pulses is now widely recognized as an alternative so-
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lution to bulk systems, especially for high-average power
systems [1]. Indeed, for fibers a few meters in length, the
high surface-to-volume ratio induces an excellent thermal
handling capability, allowing the generation of high aver-
age power radiation at high repetition rates. Moreover, the
spectral gain of ytterbium ions in silica glass is wide enough
(40 nm) to produce pulses a few hundred femtoseconds in
duration [2]. Finally, if the fiber is operated in conditions
such that only one single transverse mode is efficiently am-
plified, the spatial profile of the amplified beam can be
diffraction-limited. However, the high electric field associ-
ated with the long laser–matter interaction length leads to
strong third-order optical nonlinearities. Therefore, in a fiber
amplifier, the temporal and spectral shapes can be strongly
deteriorated in an irreversible manner. The most common
techniques to reduce the level of nonlinear effects consist
in spreading the optical intensity both in time, using the
Chirped-Pulse Amplification (CPA) technique [3], and in
space, using Large Mode Area (LMA) fibers.
For structures that guide by means of the total internal
reflection mechanism, increasing the core size, other things
being equal, makes the fiber multimode. This effect can be
overcome by finely tuning the index contrast between the
core and the cladding, for example using the microstructured
fiber technology [4]. Using this technique, fibers with core
of several tens of microns in diameter were produced. These
fibers are however very weakly guiding structures, and are
therefore very sensitive to bending-induced loss and beam
distortion, hence the concept of rod-type fiber, that has led
to core diameters as large as 100 µm [5]. The presence of air
holes in these fibers induces practical handling difficulties
for splicing, cleaving, preparing fiber facets, etc.
All-silica two-dimensional photonic bandgap fibers [6],
that can be doped with rare-earth ions, have been used re-
cently for intra-cavity distributed spectral filtering. The in-
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herent spectral filtering capabilities have allowed efficient
amplification from an Yb-doped photonic bandgap fibers at
either 980 nm [7] or 1180 nm [8].
As an alternative we have recently proposed the all-solid
photonic bandgap Bragg fiber (BF) design [9]. Due to its
different waveguiding mechanism, this type of fiber offers
a very flexible geometry for designing waveguide structures
with properties such as LMA [9, 10], polarization maintain-
ing [11], and low bending sensitivity [12]. Although prelim-
inary results using modest (20-µm) core diameter Yb-doped
fibers have shown that the photonic bandgap architecture
can be advantageously used in single-pass amplifiers [13],
single-mode amplification in few meter long pieces of very
large core fibers is still to be demonstrated. Very recently,
the selective doping of the core has proved very efficient in
designing large-core single-mode fiber oscillators [14, 15].
In [14], a 40-µm core diameter Yb-doped BF has been de-
signed, fabricated and operated single-mode in the contin-
uous wave (CW) oscillation regime. In the context of fem-
tosecond pulse amplifiers, Bragg fibers could also be engi-
neered to obtain dispersion profiles that are not dominated
by the material, and adjustable wavelength guiding range,
which might prove useful to optimize amplifier architecture
or suppress stimulated Raman scattering.
In the present communication, we report on nearly
diffraction-limited operation of 40 µm-core Bragg fibers in
a femtosecond chirped pulse amplification laser system, al-
lowing the generation of 47 W average power 500-fs pulses
at a repetition rate of 35 MHz. The optical-to-optical effi-
ciency, beam spatial quality, and nonlinearity level in our
experiments are in good agreement with expected perfor-
mances given the core size and already comparable with
current state-of-the-art total internal reflection-based fibers.
This is to our knowledge the first report of a high power
femtosecond system based on photonic bandgap active fiber,
which demonstrates the great potential of this technology for
further energy scaling.
2 Numerical modeling of amplification in the actual
fiber
Single-mode emission is an issue for very high power fiber
lasers. Modeling the transverse spatial behavior of the Bragg
fiber amplifier used in the CPA experiment is therefore im-
portant. For Bragg fiber amplifiers, such a modeling is not
straightforward. On the one hand, Bragg fibers are known
to be asymptotically single-mode, i.e. several modes can
be excited and propagated over the fiber length but these
modes exhibit highly different confinement losses. Consid-
ering passive, single-clad Bragg fibers, if the fiber is long
enough, the emitted beam can reach the criterion for be-
ing single-mode. Following the standard definition, a fiber
Fig. 1 Refractive index profile of the fiber used
is said to be single-mode when one mode (usually the fun-
damental) carries more than 97.75% of the total propagated
power [16]. On the other hand, in all double-clad fibers,
this criterion cannot be easily applied for modeling as the
mode electric field which is not well confined into the core
is guided into the pump core and confinement losses are usu-
ally calculated to be almost zero. For this reason, modeling
and qualifying the emitted beam implies to perform a full
modeling of the whole amplifier taking into account the ac-
tual fiber refractive index profile, the actual pump scheme,
the amplifier architecture and 3D-spatial distribution of gain.
Indeed, for active LMA fibers, longitudinal and transverse
gain distribution plays a role in the modal competition. For
this reason, we first calculate the electric field distribution
(and intensity) for all signal modes using the finite element
method and the actual refractive index profile. Then, the
modal competition behavior in the amplifier can be accu-
rately predicted taking into account all the parameters [17].
As Bragg fibers are known to be robust to bending, we paid
in this section a particular attention to the impact of bending
radius on the beam quality.
The measured refractive index of the photonic bandgap
fiber is shown in Fig. 1. It is composed of a low-n core,
approximately 40 µm in diameter (D), surrounded by an
alternation of high-n and low-n layers acting like a cylin-
drical Bragg mirror. We have previously shown that Bragg
fibers can exhibit a very large anomalous waveguide disper-
sion [18]. However, in the large mode area fibers used in
this work, the chromatic dispersion is dictated by the ma-
terial dispersion and is therefore similar to that of usual
large mode area fibers operated at 1030 nm, both in terms
of dispersion and dispersion slope. The core is heavily
doped with Yb3+ ions in its very center (the doped diam-
eter is Dd = 16.6 µm). The Bragg fiber is coated in either
a low-n polymer or an air-clad (referred to as the polymer-
clad (PCBF) or air-clad (ACBF) Bragg fibers in the follow-
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Fig. 2 First row: computed modal launching efficiency vs. the input
mode field radius for several bend radii. From left to right: straight
fiber, Rb = 13 cm and Rb = 6.6 cm. Second row: longitudinal evolu-
tion of the modal power in logarithmic scale for the same curvature
radii and input MFD = 20 µm. The dashed line represents the defini-
tion of being single-mode. The pump power is 22 W. The signal power
P0 = 190 mW
ing), yielding a pump waveguide numerical aperture of 0.4.
The PCBF (ACBF) has 40/125 (40/160) µm core/clad di-
ameter. For the PCBF, the small-signal absorption of the
core at the pump wavelength (977 nm) is approximately
equal to 350 dB/m, corresponding to a cladding absorption
of 5 dB/m. The mode field diameter (MFD) at 1/e2 in inten-
sity is 26 µm. Not only the selective doping associated with
the photonic bandgap guidance allows for single-mode op-
eration in the straight fiber CW oscillator but also the bent
fiber has proved single-mode down to a tight curvature ra-
dius Rb = 5 cm [11]. For Yb3+ ions in a silica matrix, the
fluorescence lifetime is approximately equal to τ = 1 ms.
Consequently, the time dependency of the population in-
version can be neglected for a repetition rate f ≥ 10
τ
, i.e.
f ≥ 10 kHz. In our experiments, the CPA will be operated
at f ≥ 100 kHz so that the calculations can be carried out in
the continuous wave regime. Then, we assumed a Gaussian
excitation, parallel to the axis of the fiber, with a certain
MFD smaller than the core diameter (40 µm) and carrying
an incident signal power P0. Theoretically, the Bragg fibers
support at least five modes (LP01, LP11, LP21, LP02, LP03).
The field amplitude of each mode was calculated by means
of a commercial mode solver. For the bent fibers, a confor-
mal transformation was applied to the refractive index pro-
file shown in Fig. 1 so that it was tilted according to the bend
radius [19]. The launching efficiency in each mode, defined
as the ratio of the power in each fiber mode Pj to P0, has
been computed [20] and shown in Fig. 2 for several config-
urations (from left to right: straight fiber, Rb = 13 cm and
Rb = 6.6 cm). In any case, no linear mode-coupling was
considered.
Regardless of the configuration, the launching efficiency
in the LP01 mode is favored above higher-order modes.
The LP01 launching efficiency peaks for an MFD of ap-
proximately 20 µm. This value differs from the LP01 MFD
(26 µm) due to the fact that the Bragg fiber mode is Bessel-
like instead of Gaussian-like. Moreover, for the straight fiber
the launching efficiency in even high-order modes is sig-
nificant only for very small input MFDs of approximately
8 µm. On the contrary for a tighter bend radius Rb ≤ 10 cm,
the non-axisymmetric LP11 mode can be excited. This is
due to the fact that the field distribution of the LP11 mode
is dramatically distorted due to the curvature, thereby lead-
ing to a non-zero overlap between this mode and the input
Gaussian-like one. In our first low-power experiment, the in-
put signal beam MFD was characterized by MFD = 20 µm
and P0 = 190 mW while the pump power was fixed to 22 W.
Considering these experimental conditions, in order to de-
termine the output modal population, the rate equations are
solved taking into account saturation effects [17, 21]. Nu-
merical results are plotted in the bottom row of Fig. 2. For
bend radii greater than 10 cm, the output modal content
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can be considered as single-mode according to the definition
in [16]. For a bend radius of 6.6 cm, although the fiber is not
strictly single-mode, 94% of the power is contained in the
fundamental mode. To the best of our knowledge, no coun-
terpart (either standard step-index or photonic crystal fiber)
has shown such performance. However, due to selective dop-
ing, the absorption length is increased and a longer piece of
fiber is needed, which decreases the appearance threshold of
nonlinearities. The optical-to-optical efficiency for the LP01
mode is about 60% for a 3-m long amplifier. As a conclu-
sion, although not strictly speaking single-mode, the Bragg
fiber can be operated in a large range of excitation conditions
and bend radii with an essentially single transverse mode be-
havior.
3 Experimental results
Our setup, depicted in Fig. 3, consists in a femtosecond os-
cillator followed by a pulse picker, a stretcher, two amplifi-
cation stages and a compressor. The oscillator provides 190-
fs, 35-nJ pulses at 1030 nm with a 6.5 nm spectrum FWHM.
The repetition rate is 35 MHz, and can be reduced to 1 MHz
by an acousto-optic modulator (AOM). The selected pulses
are stretched to 150 ps using a 1600-lines/mm grating, and
pass through an optical isolator before being seeded to the
first amplifier. Taking into account all the transmission co-
efficients (60% for both the AOM and the stretcher, 85% for
the isolator), the seeded pulse energy is 10 nJ.
3.1 Polymer-coated Bragg fiber
The first amplifier stage is composed of a 1.9 m-long PCBF.
The second stage is a PCBF for low power experiments and
an ACBF for the high power experiment since the ACBF can
be pumped with a higher-power diode owing to the larger
pump core and numerical aperture. No special care was
taken to bend the fibers with a specific bending radius, and
the average bending radius on the experiment for both fibers
is around 10 cm. The first amplification stage is pumped
in a counter-propagative geometry by a fiber-coupled laser
diode at 975 nm providing up to 30 W in a 200 µm diameter
fiber with numerical aperture (NA) equal to 0.22. The output
pulses go through a second isolator, on their way to the sec-
ond amplifier. The PCBF piece used in the second amplifier
is 2.8 m-long, and is pumped by a fiber-coupled laser diode
working at 975 nm and providing up to 35 W in a 100-µm
diameter fiber with NA 0.22. The ACBF piece is pumped by
a fiber-coupled laser diode at 975 nm providing up to 400 W
in a 400-µm diameter fiber with NA 0.22. At the output of
the second stage, the pulses are compressed with two 1600-
lines/mm transmission gratings with an overall transmission
of 57%.
The first experiment was made with the PCBF at 35 MHz,
to investigate the efficiency of the fiber. In this configura-
tion, the first amplifier was not really used as it was sim-
ply pumped to provide 190 mW of average power at the
entrance of the second stage. We show in Fig. 4(a) the out-
put power extracted before compression, with respect to the
pump power (measured just before injection in the fiber).
The optical-to-optical efficiency was 50% in good quanti-
tative agreement with the numerical results. The maximum
average output power was 11.1 W, obtained with 22 W of
pump power, which corresponds to 6.3 W after compres-
sion. In Fig. 4(b) the output beam profile is represented. We
measured the M2 parameter in the x and y directions to be
1.11 and 1.13, respectively, indicating a nearly diffraction-
limited amplified beam with an essentially Gaussian profile.
The temporal and spectral properties of the compressed
pulses at maximum pump power are respectively shown
in parts (a) and (b) of Fig. 5. The autocorrelation trace
exhibits a pulse duration of 345 fs, assuming a Gaussian
temporal shape. This duration is in good agreement with
the spectral width of 4.7-nm FWHM. The corresponding
Fig. 3 Experimental setup for
the high power laser source
using ACBF. AOM:
Acousto-Optic Modulator;
HWP: Half-Wave Plate
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Fig. 4 (a) Output power from
the PCBF as a function of pump
power. Insert: spatial beam
profile at maximum power.
(b) Output power from the
ACBF as a function of pump
power. Insert: spatial beam
profile at maximum power
Fig. 5 (a) Autocorrelation trace
for the PCBF at 35-MHz
repetition rate and compressed
average power of 6.3 W.
(b) Corresponding spectrum
Fig. 6 (a) Autocorrelation
traces for the PCBF at 1-MHz
repetition rate for a compressed
pulse energy of 2.4 µJ, without
(solid curves) and with (dashed
curves) spectral clipping at the
stretcher. (b) Corresponding
spectra
time-bandwidth product is 0.46, which is very close to the
Fourier-transform limit. A long-range autocorrelation on a
time window of 50 ps showed no replica of the pulses, in-
dicating that higher-order spatial modes, if present, are of
negligible magnitude, as hinted to by the good measured
spatial quality and the numerical simulations of previous
paragraph. The Bragg fibers used in this experiment are not
polarization-maintaining, but the polarization state of the
output signal does not fluctuate under normal operation. The
fiber output polarization state can therefore be adjusted with
a quarter-wave plate and half-wave plate before the com-
pressor, which is efficient for one linear polarization only.
However we clearly observed power fluctuations that we
related to polarization state evolutions when the fiber was
intentionally mechanically disturbed. As mentioned in the
Introduction, polarization-maintaining Bragg fibers can be
designed [11].
To investigate the level of nonlinearity and confirm the
expected mode-field diameter of the fiber, we reduced the
repetition rate of the pulse train down to 1 MHz. In these
conditions, the first amplifier was used to boost the aver-
age power from 12 to 200 mW at the input of the second
stage and saturate it. The maximum output average power
allowed with controllable impact from self-phase modula-
tion was 4.2 W with 9.7 W of pump power. This corresponds
to 2.4 W after the compressor, and 2.4-µJ output pulse en-
ergy. Parts (a) and (b) in Fig. 6 show respectively the auto-
correlation trace and the spectrum without and with spectral
clipping at the stretcher, at constant pulse energy, showing
that spectral clipping allows us to generate relatively clean
456 fs pulses at this energy level. Indeed, spectral clipping
can suppress spectral content exhibiting a spectral phase that
is not well compensated by the compressor, thereby lead-
ing to cleaner pulses. Assuming a mode-field diameter of
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Fig. 7 (a) Autocorrelation trace
for the ACBF at 43 W of
compressed average power.
(b) Corresponding spectrum
26 µm, as obtained using finite-element calculations and ex-
perimentally measured, simulations based on the split-step
Fourier method were used to estimate the B-integral to be
10.1 rad in this case. The performance limitations in terms
of nonlinearity are therefore in agreement with the expected
mode field diameter of the Bragg guiding structure. The cur-
rent state of the art in terms of obtainable pulse energy in
fiber CPA systems is much higher [22], and the results ob-
tained here constitute a proof-of-concept result. However,
energy scaling is possible by using a larger stretching ratio,
exploring further scaling of the core diameter, and optimiz-
ing pulse shape and CPA architecture to reduce the impact
of nonlinear effects, as was done in previous research work.
3.2 Air-clad Bragg fiber
Since the output power value was pump power-limited in the
first experiment, we also tried to use an ACBF in the second
stage: the use of a different pump power guiding mechanism
(air clad) allowed us to pump with more powerful diodes.
We used a 1.9 m-long piece of ACBF, and operated the sys-
tem at 35 MHz to investigate the maximum average power.
The first amplification stage was used to provide 2.5 W of
average power at the input of the second stage. The output
power is plotted as a function of pump power in Fig. 4(b).
The maximum output power in this case was 82 W, obtained
for 300 W pump power, which led to 47 W average power
after compression (1.3-µJ compressed pulse energy). This
relatively low efficiency is due to non-optimal pump cou-
pling into the fiber, and to pump absorption saturation. Fig-
ure 7(a) shows the pulse autocorrelation with a pulse width
of 497 fs under the Gaussian shape assumption and Fig. 7(b)
displays the corresponding spectrum.
The spectrum was broadened to 7.5-nm FWHM due to
the onset of self-phase modulation. The B-integral for this
system was evaluated to be 4.8 rad. This value is lower
than in the case of the 1 MHz repetition rate above, al-
though the spectral broadening is slightly higher (7.5 nm
instead of 6 nm). A slight difference in the effective areas
for the ACBF and PCBF might explain this result. Indeed,
due to imperfections in the fiber fabrication process, the out-
put beam exhibits a slight depression in the center as shown
in Fig. 4(b), yielding a measured M2 value of 1.36 and 1.5
for the x and y directions, respectively. The non-ideal out-
put mode shape is solely due to the imperfect index profile,
and does not change as the pump power is increased. In-
deed, the MCVD preform exhibits a large central index dip
which was slightly shifted off-center (2.5 µm) due to fabri-
cation issues. The fundamental mode is therefore distorted
and non-axisymmetric.
4 Conclusion
In conclusion, we have demonstrated the first use of Ytter-
bium-doped 40 µm core double-clad photonic bandgap
Bragg fiber in a femtosecond CPA system. The achieved
optical-to-optical efficiency can be as high as 50%, and is
comparable to values obtained using well-established fiber
technologies. The performance in terms of pulse energy for
this moderately-stretched CPA system is in good agreement
with an expected mode field diameter of 26 µm, confirm-
ing the great potential for further core size scaling. An air-
clad Bragg fiber was used to demonstrate amplification up
to 47 W of average power after compression. The benefits
of the Bragg fiber technology in terms of ease of manipu-
lation, bending sensitivity, potential dispersion control, and
scaling of the core size make this technology a serious candi-
date for future high power fiber femtosecond systems. The
authors acknowledge the financial support of the Agence
Nationale de la Recherche through grant ANR 06 BLAN-
0091-01 “HiPoLYFF”.
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