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Abstract
This work investigates the existence of globally Lipschitz continuous solutions to a class of Cauchy prob-
lem of quasilinear wave equations. Applying Lax’s method and generalized Glimm’s method, we construct
the approximate solutions of the corresponding perturbed Riemann problem and establish the global exis-
tence for the derivatives of solutions. Then, the existence of global Lipschitz continuous solutions can be
carried out by showing the weak convergence of residuals for the source term of equation.
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1. Introduction
In this paper, we are interested in the existence of globally Lipschitz continuous solutions of
Cauchy problem of the following quasilinear wave equations
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(
p
(
ρ(x),ux
))
x
= ρ(x)h(ρ(x),u,ux),
u(x,0)= u0(x), ut (x,0)=w0(x), (1.1)
where (x, t) ∈R×R+, u= u(x, t), u0(x),w0(x) ∈R, ρ(x) is a given continuous function with
compact support, and p, h are smooth functions. Throughout of this paper, we assume that
(A1) ∂p∂v (ρ, v) > 0 and ∂
2p
∂v2
(ρ, v) < 0 for all ρ, v ∈R;
(A2) there exist a continuously differentiable function a(x) and a smooth function q of a such
that ρ(x)= a′(x)= q(a(x)). Here “′ ” means the derivative with respect to x;
(A3) u′0(x) and w0(x) belong to L∞(R)∩B.V .(R).
From above assumptions we know that Eq. (1.1) is strictly hyperbolic and a(x) is of finite total
variation. An important example of (1.1) is the following equation which describes the dynamics
of radial deformation for a sphere composed of some material (cf. [2]):
Rtt −
(
p(Rr)
)
r
= g(r,R,Rr),
where r := |(x, y, z)| denotes the variable of distance from 0 to point (x, y, z) ∈ R3 and R =
R(r, t) is the deformation of material, also p(Rr) = −(Rr)−3/d for some constant d > 0 and
g(r,R,Rr)= k(r)(g1(R)+ g2(k(r),Rr)) for some smooth functions k, g1 and g2.
By (A2), we can rewrite Eqs. (1.1) as
utt −
(
f (a,ux)
)
x
= a′g(a,u,ux),
u(x,0)= u0(x), ut (x,0)=w0(x), (1.2)
where f (a,ux) := p(q(a),ux) and g(a,u,ux) := h(q(a),u,ux). Following the ideas of
LeFloch [22] and Isaacson and Temple [15], we augment Eqs. (1.2) by adding the equation
at = 0 and consider the following equivalent 3 × 3 system of balance laws
Ut + F(U)x = a′G(u,U), U(x,0)=U0(x), u(x,0)= u0(x), (1.3)
where v = ux , w = ut , U = (a, v,w), U0 = (a, v0,w0), F(U) = (0,−w,−f (a, v)) and
G(u,U) = (0,0, g(a,u, v)). Then the existence of globally Lipschitz continuous solutions for
Eqs. (1.1) is equivalent to the existence of global weak solutions of Eqs. (1.3).
First, we mention some of the earlier results on the subject. For the homogeneous case, that is
f (a,ux)= f (ux), g(a,u,ux)= 0, (1.4)
then Eq. (1.2) can be written as a 2 × 2 system of conservation laws
Ut + F(U)x = 0, (1.5)
where U = (v,w), F(U) = (−w,−f (v)). The existence of weak solutions for Riemann prob-
lem was first studied by Lax [20] for general n × n strictly hyperbolic systems. In [20], if the
Riemann data are sufficiently close, the author shows the existence of solutions which consist of
at most n+1 constant states separated by elementary waves: rarefaction waves, shock waves and
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established by Glimm [7] when the initial data is uniformly bounded and has small total varia-
tion. The formation of singularities of solutions of (1.5) was studied by Lax [19], Klainerman and
Majda [18], and John [16] to the equations in higher dimensions. In [18], the authors showed that,
under some assumptions for the initial and (Dirichlet or Neumann) boundary data, the smooth
solutions of (1.2) always develop singularities in their second derivatives in finite time. The ex-
istence/nonexistence of time-periodic solutions for the initial–boundary problem of (1.3) was
studied by Keller and Ting [17], Greenberg [8], Greenberg and Rascle [9], Peszek [26] for some
particular types of flux functions, and recently by Hsu, Lin and Makino [13] for the nonlinear vi-
bration equations that arise from one-dimension motion of polytropic gas without external force.
For the inhomogeneous cases, the Cauchy problem of quasilinear hyperbolic system
Ut + F(x,U)x =G(x,U) (1.6)
was first studied by Liu [24]. In [24], if the L1 norm of G(x,U), ∂G/∂U and the total variation
of the initial data are small, then the global weak solution exists and tends pointwise to a steady
solution. The application of front-tracking method to the existence and uniqueness of solutions
for quasilinear hyperbolic systems was studied by Amadori, Gosse and Guerra [1]. On the other
hand, for the strictly hyperbolic system with source term
Ut + F
(
a(x),U
)
x
= a′G(a(x),U), (1.7)
the Cauchy problem was studied by Hong [10]. In [10], the existence of global weak solutions
to the Cauchy problem of (1.7) was established by showing that a weak solution of the Cauchy
problem is the limit of a sequence of approximate solutions that are based on “weaker than weak”
solutions of the Riemann problem. For the 2 × 2 nonstrictly hyperbolic (resonant) systems, the
Cauchy problem was studied by Temple [28], Isaacson and Temple [15] and Hong and Temple
[11]. Note that system (1.7) can also be regarded as a system with nonconservative form, and the
existence of solutions for nonconservative systems was studied by LeFloch [21,22], LeFloch and
Liu [23] and Dal Maso, LeFloch and Murat [6]. For the general quasilinear hyperbolic system
Ut + F(t, x,U)x =G(t, x,U),
the local existence of solutions for this class of equations was first established by Dafermos
and Hsiao [5]. Furthermore, the global existence result was also obtained in [5] under some
dissipative assumptions on the source term. We refer the readers to [3,4,12,14,25,29,30] for more
results of the general quasilinear hyperbolic systems and nonlinear variational wave equations.
Next, we illustrate the difficulties why the results in [5,12,24,25] cannot be applied to our
problem. First, if we augment the system (1.3) by adding ut =w, and consider the problem⎧⎪⎪⎨
⎪⎪⎩
at = 0, a(x,0)= a0(x),
ut =w, v = ux, u(x,0)= u0(x),
vt −wx = 0, v(x,0)= u′0(x),
wt − f (a, x)x − axg(a,u, v)= 0, w(x,0)=w0(x);
(1.8)
or equivalently
U˜t + F˜ (U˜ )x = G˜(U˜), (1.9)
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two of the eigenvalues of ∂F˜ /∂U˜ coincide (both are equal to 0). Then (1.9) becomes a resonant
system which is more difficult to study and unsolved up to now. Secondly, if we remove the
equation at = 0 from system (1.9) (i.e. consider (1.6)), although we avoid the resonance, but
we face the difficulty that the term ∂G/∂U of (1.6) does not satisfy the conditions described in
[5,12,24].
To overcome the above difficulties, we plan to extend the generalized Glimm’s method devel-
oped in [10] to the Cauchy problem (1.2), or equivalently (1.3). Unfortunately, some problems
occur when we try to apply the analysis in [10] to our case. The first problem is that the source
term a′g(a,u, v) is not defined in distribution for the Riemann problem. Secondly, since the sys-
tem generates a stationary field, it is expected the existence of standing waves for the perturbed
Riemann problem. However, due to the appearance of u in the source term, it can be shown that
there is no standing waves. Therefore, we cannot apply the techniques of [1,10] directly. The
last problem comes from the fact that the approximate solutions of the Cauchy problem (1.3) ob-
tained by the generalized Glimm’s scheme do not have uniform bounds in L∞ and total variation.
Thus we may not have the weak convergence of source term.
In this paper, we modify the original Riemann problem into a so-called perturbed Riemann
problem. More precisely, by extending the ideas in [10,15], we re-formulate the source term
by smoothing out the terms a and initial data so that a rescaling argument can be used. To
solve the second problem, due to the nonexistence of standing waves, we construct the local
approximate solutions of the perturbed Riemann problem with particular source terms which
are time-independent functions in a short time interval and approximate the original (perturbed)
source term. Therefore, by the results of [10], we can apply Lax’s method to this kind of local
approximate solutions and obtain the weak solutions of Riemann problem through the limiting
process of the perturbed Riemann solutions. Since the approximate (rather than exact) solutions
to the perturbed Riemann problem are used, an error estimate of the approximate solutions to the
perturbed Riemann problem will be demonstrated in Section 2 under a mild assumption on U0(x)
and G. This estimate will be essential in ensuring the consistency of our generalized Glimm’s
method. For the last difficulty, by giving some conditions on function g, together with some
modification of the techniques in [10], we can obtain the weak convergence of source terms so
that the existence result of the Cauchy problem (1.3), as well as (1.2), can be established.
Now, we give the definition for the weak solutions of the Cauchy problem (1.3) and state the
main theorem of the paper.
Definition 1.1. Given a vector function U˜ = (u,U) where U = (a, v,w), and a function φ ∈
C10(R × {R+ ∪ {0}}), we define
(1) the residuals R1(U˜ , φ), R2(U˜ , φ) of U˜ by
R1(U˜ , φ) :=
∫ ∫
t0
{uφt +wφ}dx dt +
∞∫
−∞
u0(x)φ(x,0) dx,
R2(U˜ , φ) :=
∫ ∫
t0
{
Uφt + F(U)φx + a′G(u,U)φ
}
dx dt +
∞∫
−∞
U0(x)φ(x,0) dx.
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Ri(U˜(x, t), φ)= 0, i = 1,2, for all φ ∈ C10(R × {R+ ∪ {0}}).
Main Theorem. Assume (A1)–(A3) and the total variations of a(x), u0(x), u′0(x) and w0(x) are
sufficiently small. If f and g are smooth functions such that
(i) ga(a,u, v), gu(a,u, v) and gv(a,u, v) have uniform bounds when v is uniformly bounded;
(ii) g(a,u, v)+ fa(a,u)+ kgu(a,u, v) = 0 for all u, v and sufficiently small k,
then there exist globally Lipschitz continuous solutions of (1.1).
In this work, we demonstrate that when a(x) is continuously differentiable, the residuals of
the approximate solution converge weakly to zero, and this implies that the limit function U˜ ex-
tracted from the compactness of the generalized Glimm’s scheme is a weak solution of Cauchy
problem (1.3). Hence, u is a Lipschitz continuous solution of (1.2). In contrast, in Glimm’s orig-
inal paper, the residual is shown to converge strongly to zero in L1. Since our scheme employs
only a pointwise approximation of a(x), we cannot expect the strong convergence of a′G(u,U).
However, the most interesting and new point in the paper is the weak convergence of the resid-
uals. It helps us to establish the existence result and the convergence of generalized Glimm’s
method can then be achieved directly. We also remark that the convergence of residuals in our
paper is different to the one described in [1]. The reason is that our source term does not satisfy
the assumptions of [1] when the Riemann solutions are used in the construction of approximate
solutions.
2. Riemann and perturbed Riemann problems
In this section we study the Riemann and perturbed Riemann problems of (1.3). First, we
consider the Riemann problem of Eqs. (1.3), i.e. the Cauchy data satisfy
U(x,0)=U0(x)=
{
UL, x < 0,
UR, x > 0,
u(x,0)=
{
u0(0)+ vLx, x < 0,
u0(0)+ vRx, x > 0, (2.1)
where UL = (aL, vL,wL), UR = (aR, vR,wR) are two nearby constant states. For smooth solu-
tions, (1.3) is equivalent to
Ut + DF(U) ·Ux = a′G(u,U), (2.2)
where DF(U) is the Jacobian matrix given by
DF(U) :=
( 0 0 0
0 0 −1
−∂f /∂a −∂f /∂v 0
)
.
Obviously, the eigenvalues and eigenvectors of DF(U) are
λ0(U)= 0, λ1(U)= −
√
∂f /∂v, λ2(U)=
√
∂f /∂v, (2.3)
R0(U)=
(
1,−(∂f /∂v)−1∂f /∂a,0)T ,
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√
∂f /∂v)T , R2(U)= (0,−1,
√
∂f /∂v)T , (2.4)
respectively. Hence the system (1.3) is strictly hyperbolic. Since
∇λi(U) ·Ri(U)=
{0, i = 0,
− 12 (∂f /∂v)−1/2∂2f /∂v2 > 0, i = 1,2,
the first and second characteristic fields are genuinely nonlinear and the 0th characteristic field
is linearly degenerate, see [19,20]. Our aim is to construct the local approximate solutions of the
Riemann problem of (1.3) by Lax’s method.
To start, we first review Lax’s construction for the following homogeneous problem:
Ut + F(U)x = 0, U(x,0)=
{
UL x < 0,
UR x > 0.
(2.5)
According to [19], the weak solutions of (2.5) are constructed by connecting UL and UR through
wave curves including rarefaction waves, shock waves and contact discontinuity in phase space.
Since there are many ways to connect UL and UR by these wave curves, the Lax entropy condi-
tion is required to rule out un-physical possible weak solutions. The results of Lax are stated as
following:
Theorem 2.1. (Cf. [20].) For any constant state UL, Eq. (2.5) has a unique solution for each
constant state UR which is sufficiently close to UL. The solution consists of at most four constant
states separated by either shocks, centered simply waves or contact discontinuity of zero speed.
For the inhomogeneous systems, we plan to use the elementary waves in the homogeneous
cases along with the idea of standing wave discontinuities (time-independent solutions) to con-
struct the solution of the Riemann problem (1.3), and prove the existence and uniqueness of the
entropy solutions (cf. [10]). To overcome the difficulty as stated in the introduction, we consider
the following perturbed Riemann problem for 0 < ε 
 1:
Uεt + F
(
Uε
)
x
= (aε)′G(uε,Uε), Uε(x,0)=
⎧⎨
⎩
UL, x <−ε,
Ψ ε(x), |x| ε,
UR, x > ε,
(2.6)
where Uε := (aε, vε,wε); aε(x) is a smooth monotone function connecting constant states
aL, aR on x  −ε, x  ε, respectively; Ψ ε(x) = (aε(x), vε0(x),wε0(x)) is a smooth monotone
function with wε0(x) (or vε0(x)) connects wL, wR (or vL, vR) at x = −ε, x = ε, respectively.
Furthermore, uε = uε(x, t) (defined by uεx = vε and uεt =wε) satisfies
(
uε(x,0), uεt (x,0)
)=
⎧⎨
⎩
(u0(−ε)+ vL(x + ε),wL), x <−ε,
(u0(−ε)+
∫ x
−ε v
ε
0(s) ds,w
ε
0(x)), |x| ε,
(u0(ε)+ vR(x − ε),wR), x > ε.
(2.7)
Let us choose vε0(x,0)= vε0(x) satisfying
u0(ε)= u0(−ε)+
ε∫
vε0(s) ds, (2.8)−ε
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in the sense of distribution. If the solution Uε of (2.6) can be found for any 0 < ε 
 1 and
belongs to L∞ ∩B.V ., by Helly’s theorem, the weak solution of (1.3) can be constructed as the
limit of some subsequence of Uε . However, there are infinitely many ways to choose aε(x) and
Ψ ε(x), the solution of (2.6) is dependent on the choice of aε(x) and Ψ ε(x). We observe that the
solution of (2.6) will not depend on aε(x), Ψ ε(x) as ε approaches to zero. This implies that the
solutions of the Riemann problem of (1.3) are independent of the choice of aε(x) and Ψ ε(x).
Since the system in (2.6) generates a time-independent field, we expect the exact solution of
(2.6) consists of a standing wave so that the results of [10] can be applied to our case. To see this,
let t∗ > 0 and sufficiently small, and denote the regions
ΩL
(
ε, t∗
) := {(x, t) ∣∣ x <−ε, 0 < t < t∗},
ΩR
(
ε, t∗
) := {(x, t) ∣∣ x > ε, 0 < t < t∗},
Ωε
(
ε, t∗
) := {(x, t) ∣∣ |x|< ε, 0 < t < t∗},
ΓL
(
ε, t∗
) := {(x, t) ∣∣ x = −ε, 0 < t < t∗},
ΓR
(
ε, t∗
) := {(x, t) ∣∣ x = ε, 0 < t < t∗}. (2.9)
First, we plan to construct the exact solution in regions ΩL(ε, t∗) and ΩR(ε, t∗). Due to the
vanishing of daε/dx and the fact that aε(x) = aL in ΓL(ε, t∗) and aε(x) = aR in ΓR(ε, t∗), the
solution of (2.6) satisfies the following systems:
vt −wx = 0, wt − f (aL, v)x = 0, in ΓL
(
ε, t∗
)
,
vt −wx = 0, wt − f (aR, v)x = 0, in ΓR
(
ε, t∗
)
.
Therefore, we are able to construct the solution in these regions by elementary waves, rarefac-
tion waves or shock waves. By Theorem 2.1, it is easy to see that the solution in ΩL(ε, t∗) (or
ΩR(ε, t
∗)) consists of at most two constant states UL, U1 = (aL, v1,w1) (or U2 = (aR, v2,w2),
UR), here U1 (or U2) are determined by the Lax’s method. Moreover, these constant states are
separated by an elementary wave issued from (−ε,0) (or (ε,0)). The elementary wave of the
first (or second) characteristic field connecting UL, U1 (or U2, UR) can be parameterized as the
smooth integral curve of eigenvector field R1(U) (or R2(U)) in phase space. In fact, we have
U1(σ1)=UL + σ1R1(UL)+ σ
2
1
2
R1 · ∇R1(UL)+O
(
σ 31
)
,
U2(σ2)=U2 + σ2R2(U2)+ σ
2
2
2
R2 · ∇R2(U2)+O
(
σ 32
)
,
U˙1(0)=R1(UL), U˙2(0)=R2(U2), (2.10)
where Ui(σi), i = 1,2, are the elementary wave curves of ith characteristic field. More pre-
cisely, curve Ui(σi) represents an i-rarefaction wave when σi > 0, and an i-shock satisfying the
Rankine–Hugoniot condition and Lax entropy condition when σi < 0. If the constant states UL,
UR , U1, U2 and waves U1(σ ),U2(σ ) are determined, then uε(x, t) can be obtained in ΩL(ε, t∗)
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then we obtain
uε(x, t)|ΓL(ε,t∗) = u0(−ε)+w1t, uε(x, t)|ΓR(ε,t∗) = u0(ε)+w2t, (2.11)
and this means that the value of uε(x, t) depends on t on ΓL(ε, t∗), ΓR(ε, t∗).
Next, we claim that there is no exact smooth time-independent (standing wave) solution
of (2.6) in region Ωε(ε, t∗). Suppose that there exists a time-independent solution Uεs (x) :=
(aε(x), vεs (x),w
ε
s (x)) of (2.6) in region Ωε(ε, t∗), then Uεs (x) satisfies the following system of
ordinary differential equations:
dwεs
dx
= 0, df
dx
(
aε(x), vεs (x)
)= −daε
dx
g
(
aε,uε, vεs (x)
)
. (2.12)
It is easy to obtain that
wεs (x)=w1 =w2, uε(x, t)=w1t + ζ ε(x), (2.13)
for some smooth function ζ ε(x). By (2.11) we know that ζ ε(x) connects state u0(−ε) at x = −ε
to state u0(ε) at x = ε. Moreover, (2.13) implies that uε(x, t) is a function of t since w1 may
not be zero. Thus, the right-hand side of the second equation in (2.12) involves t , which means
that Eq. (2.12) cannot be balanced in region Ωε(ε, t∗). This contradicts our assumption for the
existence of standing wave.
To overcome the difficulty, we construct a time-independent approximate solution of (2.12) in
Ωε(ε, t
∗). First, for a small fixed number t∗, we approximate uε in (2.13) by the time-independent
function ζ ε(x). Then g(aε, uε(x, t), vεs (x)) can be approximated by a smooth time-independent
function, namely,
g
(
aε,uε(x, t), vεs (x)
)= g(aε,w1t + ζ ε(x), vεs (x))
≈ g(aε, ζ ε(x), vεs (x))+w1t∗ ∂g∂u
(
aε, ζ ε(x), vεs (x)
)
, (2.14)
for 0 < t < t∗. Plugging (2.14) into (2.12), by the smoothness and the monotonicity of aε
(daε/dx = 0) in Ωε(ε, t∗), we obtain
dvεs
daε
= −
(
∂f
∂v
)−1(
g + ∂f
∂a
+w1t∗ ∂g
∂u
)
. (2.15)
By assumption (ii) of the main theorem, we know that vεs is monotonic and will not blow-up at
the finite time. Note that the term on the right-hand side of (2.15) depends not only on aε , vεs
but also on ζ ε(x). Therefore, it is necessary to find the relation between vεs and ζ ε(x) so that the
phase plane analysis can be done. Since aε satisfies (1.3) in Ωε(ε, t∗) and
dζ ε = d(w1t + ζ
ε) = ∂u
ε
= vεs ,dx dx ∂x
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dζ ε
daε
= dζ
ε
dx
dx
daε
= vεs
(
q
(
aε
))−1
, (2.16)
where q is a continuous function satisfying aε ′(x) = q(aε(x)). By the construction of vεs in
ΩL(ε, t
∗) and (2.10), we know that
v∗(UL,σ1) := vεs (aL)= v1 = vL + σ1R1,2(UL)+ σ12O(1),
ζ∗(UL,σ1) := ζ ε(aL)= −εv1 = −ε
(
vL + σ1R1,2(UL)+ σ12
)
O(1), (2.17)
where R1,2(U) is the second component of eigenvector R1(U) and σ1 is the parameter of
wave strength for the elementary wave of the first characteristic field. Notice that initial data
v∗(UL,σ1), ζ∗(UL,σ1) satisfy
v∗(UL,0)= vL, ζ∗(UL,0)= −εvL. (2.18)
Finally, by (2.15)–(2.17), we obtain the following equations
dΘε
daε
=Q(aε,Θε), Θε(aL)=Θε∗ , (2.19)
where Θε = (vεs , ζ ε), Θε∗ = (v∗(UL,σ1), ζ∗(UL,σ1)) and
Q
(
aε,Θε
)= (−(∂f
∂v
)−1(
g + ∂f
∂a
+w1t∗ ∂g
∂u
)
, vεs
(
q
(
aε
))−1)
.
Therefore, applying the existence and uniqueness theorem of ordinary differential equations,
there exist a unique C1 functions χ , η such that the solution ζ ε(x) of (2.19) in Ωε(ε, t∗) can be
expressed as
ζ ε(x)= χ(aε(x), vεs (x), v∗(UL,σ1), ζ∗(UL,σ1))= η(aε(x), vεs (x), σ1). (2.20)
Then the function uε(x, t) in Ωε(ε, t∗) can then be constructed by (2.13).
Next, we apply Lax’s method to construct the approximate solution of (2.6). First, we define
the vector
R˜0
(
ζ ε,Uε
) := (1,−(∂f
∂v
)−1(
g + ∂f
∂a
+w1t∗ ∂g
∂u
)(
ζ ε,Uε
)
,0
)T
. (2.21)
By (2.20), R˜0(ζ ε,Uε) is a vector depending on Uε and σ1. We also denote R˜0(Uε, σ1) :=
R˜0(ζ ε,Uε). It is easy to see that {R˜0(U,σ1),R1(U),R2(U)}, are linear independent for all U
and σ1. We claim that the approximate solution Uε(x) := (aε(x), vε(x),wε(x)) in Ωε(ε, t∗) can
be expressed as an integral curve of R˜0(Uε, σ1) starting at some constant state U1 (here σ1 de-
pends on U1). To show this, we recall that Uε(x) can be expressed as a smooth function of aε .
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wave curve in phase space. By (2.12), (2.15), and (2.20), we have
dUε
daε
=
(
daε
daε
,
dvεs
daε
,
dwεs
daε
)
= R˜0
(
ζ ε,Uε
)= R˜0(Uε,σ1). (2.22)
Thus, when U1 (so as well σ1) is determined, function Uε(x) can be expressed as the integral
curve of R˜0(Uε, σ1) issued from U1 in phase space. The integral curve can be parameterized by
Uε(σ0)=U1 + σ0R˜0(U1, σ1)+O
(
σ 20
)
, (2.23)
where σ0 the parameter depending on aε . Therefore, the locally approximate solutions to the
problem (2.6) are constructed, and which consist of some constant states separated by rarefaction
waves, shocks and an approximate standing wave. To complete the construction of approximate
solutions, it is necessary to find the constant states. The constant states can be found in the
following theorem by generalizing the Lax’s method to problem (2.6).
Theorem 2.2. Assume f , g satisfy the assumptions of the Main Theorem and there exists a
domain Ω ⊂ R3 such that UL,UR ∈ Ω and |UL − UR| is sufficiently small. Then there is a
subset N ⊂ Ω such that if UL,UR ∈ N then Eq. (2.6) has a unique approximate solution in
{(x, t); 0 < t < t∗} for any small t∗. The approximate solution consists of at most four constant
states separated by either shocks, rarefaction waves issued from (−ε,0), (ε,0), and a smooth
standing wave (see Fig. 1).
Proof. By the previous analysis in this section, for any constant state U ∈ N , there is a set of
C2 mappings {T iσi :N → R3 | i = 0,1,2, |σi |< β} for any small β such that each T iσi (U) can be
connected to U on the right by either shocks, rarefaction waves or smooth standing wave. Let us
define W = {(σ1, σ0, σ2) ∈ R3: |σi |< β}, and consider the following mapping:
Tσ (U) := T 2σ2 ◦ T 0σ0 ◦ T 1σ1(U) and σ := (σ1, σ0, σ2) ∈W, U ∈N.
Fig. 1. Approximate solution of the perturbed Riemann problem (2.6).
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T iσi (U) = U + σiRi(U)+O(σ 2i ) for the ith characteristic field, i = 1,2. On the other hand, by
(2.23), the mean value theorem and the fact that R˜0 is a C1 function of σ1, we obtain
T 0σ0(U)=U + σ0R˜0(U,σ1)+O
(
σ 20
)=U + σ0R˜0(U,0)+O(1)σ0σ1 +O(σ 20 ),
for the 0th characteristic field. Then by direct calculation we get
Tσ (U)=U +
2∑
k=1
σkRk(U)+ σ0R˜0(U,0)+O
(
σ 2
)
.
Next, for given UL ∈Ω , σ = (σ1, σ0, σ2) ∈W , we define the mapping
F(σ,UL)= Tσ (UL)−UL.
Then we have F(σ,UL)=
∑2
k=1 σkRk(UL)+σ0R˜0(UL,0)+O(ε2), F(0,UL)= 0. Furthermore,
the 3 × 3 Jacobian matrix
DF(0,UL)=
(
R1(UL), R˜0(UL,0),R2(UL)
)
is nonsingular due to the linear independence of {R˜0(U,σ1),R1(U),R2(U)}. This means that
the mapping F(σ,UL) is a diffeomorphism from a neighborhood of σ = 0 to a neighborhood
of U = UL. Therefore, by inverse function theorem we can find a unique σ¯ in the neighborhood
of σ = 0 such that F(σ¯ ,UL) = UR − UL for |UL − UR| sufficiently small. And it leads to
Tσ¯ (UL)=UR . The proof is complete. 
By the previous analysis, the approximate solutions vεs (x), wεs (x) connect two different con-
stant states (v1,w1), (v2,w1) at x = ±ε. This implies that there is a jump of Uε(x, t), especially
of uε(x, t) in {(x,0+) | −ε  x  ε}. However, the amount of jump in Uε(x, t) (or uε(x, t)) is
bounded by ε · osc[Uε(x, t)|Ωε(ε,t∗)] (or ε · osc[uε(x, t)|Ωε(ε,t∗)], where osc[U ] means the oscil-
lation of U . Hence the effect of jump of Uε(x, t), as well as uε(x, t), can be neglected as ε tends
to zero.
Now, we construct the approximate weak solutions of (1.3) and (2.1).
Definition 2.3. Let Uε(x, t) be the approximate solution of (2.6) consisting of standing wave.
The function U(x, t) := limε→0 Uε(x, t) is called the approximate weak solution of (1.3) and
(2.1).
By taking the limit to the sequence of approximate solutions {Uε(x, t); 0 < ε 
 1} of (2.6),
we obtain the following corollary of Theorem 2.2.
Corollary 2.4. The Riemann problem of (1.3) and (2.1) has a unique approximate weak solution.
The approximate weak solution is a self-similar function consisting of at most four constant states
separated by either shocks, rarefaction waves and a standing wave discontinuity (see Fig. 2).
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According to Corollary 2.4, it is easy to see that the limit function u(x, t) := limε→0 uε(x, t)
is a Lipschitz continuous function of (x, t) in {(x, t) | 0 < t < t∗}.
In the rest of this section, we estimate the following terms related with the approximate solu-
tions of (2.6):
R1
(
U˜ ε,Drs, φ
) := ∫ ∫
Drs
{
uεφt +wεφ
}
dx dt, (2.24)
R2
(
U˜ ε,Drs, φ
) := ∫ ∫
Drs
{
Uεφt + F
(
Uε
)
φx +
(
aε
)′
G
(
uε,Uε
)
φ
}
dx dt, (2.25)
where U˜ ε := (Uε,uε), φ ∈ C10(R×R+), Drs := {(x, t); −r  x  r, 0 t  s} and r , s satis-
fying the following generalized Courant–Friedrichs–Levy condition
(1 − ε)−1 sup
Drs
{∣∣λi(U)∣∣; i = 1,2}< r/s, 0 < ε 
 1. (2.26)
Condition (2.26) ensures that the waves of approximate solutions cannot reach the boundary of
Drs so that the waves in Drs do not interact with the waves outside Drs . In Section 4, it can be
seen that the estimation of R1(U˜ ε,Drs, φ), R2(U˜ ε,Drs, φ) is essential to obtain the consistency
of the generalized Glimm’s scheme.
For convenience, we assume that the homogeneous waves in the following of this work are
issued from (−εr,0) or (εr,0). We obtain the following estimations of R1(U˜ ε,Drs, φ) and
R2(U˜ ε,Drs, φ).
Proposition 2.5. Assume φ :R×{R+ ∪ {0}} →R is a C1 function with compact support and U˜ ε
is the approximate solution of (2.6). Then
R1
(
U˜ ε,Drs, φ
)=
r∫
−r
uε(x, s)φ(x, s) dx −
r∫
−r
uε(x,0)φ(x,0) dx
+ ε2r2‖φ‖∞ osc
[
vεs (x)|Ωε(ε,t∗)
]
O(1), (2.27)
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(
U˜ ε,Drs, φ
)=
r∫
−r
Uε(x, s)φ(x, s) dx −
r∫
−r
Uε(x,0)φ(x,0) dx
+
s∫
0
F
(
Uε(r, t)
)
φ(r, t) dt −
s∫
0
F
(
Uε(−r, t))φ(−r, t) dt
+ s2‖φ‖∞
∥∥∥∥∂G∂u
(
uε,Uε
)∥∥∥∥
L∞(Drs)
osc
[
aε|Ωε(ε,t∗)
]
O(1)
+ ε2r2‖φ‖∞ osc
[
Uεs (x)|Ωε(ε,t∗)
]
O(1). (2.28)
Proof. For 0 < ε 
 1 we decompose Drs by Drs =DL ∪Dε ∪DR ∪ Γε, where
DL :=
{
(x, t); −r  x −εr, 0 t  s},
Dε :=
{
(x, t); −εr  x  εr, 0 < t  s},
DR :=
{
(x, t); εr  x  r, 0 t  s},
Γε :=
{
(x,0); −εr  x  εr}.
Without loss of generality, we assume that the approximate solution Uε(x, t) in DL (or DR)
consists of constant states UL and U1 := (aL, v1,w1) (or U2 := (aL, v2,w1) and UR) is separated
by either a rarefaction wave or a shock wave. In advance, we assume U1, U2 are separated by an
approximate standing wave Uεs (x) in Dε . Then it is easy to see that
Ri
(
U˜ ε,Drs, φ
)=Ri(U˜ ε,DL,φ)+Ri(U˜ ε,Dε,φ)+Ri(U˜ ε,DR,φ), i = 1,2.
Applying the divergence theorem to DL and DR , together with the fact that rarefaction waves in
both regions are smooth, and shock waves satisfy the Rankine–Hugoniot condition, we obtain
R1
(
U˜ ε,DL,φ
)=
−εr∫
−r
uε(x, s)φ(x, s) dx −
−εr∫
−r
uε(x,0)φ(x,0) dx, (2.29)
R1
(
U˜ ε,DR,φ
)=
r∫
εr
uε(x, s)φ(x, s) dx −
r∫
εr
uε(x,0)φ(x,0) dx, (2.30)
R1
(
U˜ ε,Dε,φ
)=
εr∫
−εr
uε(x, s)φ(x, s) dx −
εr∫
−εr
uε
(
x,0+
)
φ
(
x,0+
)
dx
=
εr∫
−εr
uε(x, s)φ(x, s) dx −
εr∫
−εr
uε(x,0)φ(x,0) dx
+
εr∫ (
uε(x,0)− uε(x,0+))φ(x,0) dx. (2.31)
−εr
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uε
(
x,0+
)= u0(−εr)+
x∫
−εr
vεs
(
τ,0+
)
dτ, −εr  x  εr. (2.32)
Therefore, by (2.32) and (2.7), it follows that
εr∫
−εr
∣∣(uε(x,0)− uε(x,0+))φ(x,0)∣∣dx
 ‖φ‖∞
{ εr∫
−εr
x∫
−εr
∣∣vεs (τ,0+)− vε0(τ )∣∣dτ dx
}
 ε2r2‖φ‖∞ osc
[
vεs (x)|Ωε(ε,t∗)
]
O(1). (2.33)
Combining (2.33) with (2.29)–(2.31), we obtain (2.27).
It remains to verify (2.28). Again, by the divergence theorem and the same analysis for
R1(U˜ ε,Drs, φ), we obtain
R2
(
U˜ ε,Drs, φ
)=
r∫
−r
Uε(x, s)φ(x, s) dx −
r∫
−r
Uε(x,0)φ(x,0) dx
+
s∫
0
F
(
Uε(r, t)
)
φ(r, t) dt −
s∫
0
F
(
Uε(−r, t))φ(−r, t) dt
+ ε2r2‖φ‖∞ osc
[
Uεs (x)|Ωε(ε,t∗)
]
O(1)+ I ε(uε,Uεs ,φ), (2.34)
where
I ε
(
uε,Uεs ,φ
) := −
s∫
0
εr∫
−εr
{(
Uεs
)
t
+ F (Uεs )− (aε)′G(uε,Uεs )}φ dx dt.
From the form of uε(x, t) in (2.13) and the fact that ζ ε , Uεs are approximate standing waves
of (2.6), the term |I ε(uε,Uεs ,φ)| can be estimated as follows:∣∣I ε(uε,Uεs ,φ)∣∣

s∫
0
εr∫
−εr
∣∣(Uεs )t + F (Uεs )− (aε)′G(ζ ε,Uεs )∣∣|φ|dx dt
+
s∫ εr∫ ∣∣(aε)′∣∣∣∣G(ζ ε,Uεs )−G(uε,Uεs )∣∣|φ|dx dt0 −εr
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∥∥∥∥∂G∂u
(
uε,Uεs
)∥∥∥∥
L∞(Drs)
( s∫
0
w1t dt
)( εr∫
−εr
∣∣(aε(x))′∣∣dx
)
O(1)
 s2‖φ‖∞
∥∥∥∥∂G∂u
(
uε,Uε
)∥∥∥∥
L∞(Drs)
osc
[
aε|Ωε(ε,t∗)
]
O(1). (2.35)
Finally, by (2.34) and (2.35), we obtain (2.28). The proof is complete. 
Note that, by the Lebesgue bounded convergence theorem together with the fact that uε and
Uε converge pointwise to u and U respectively in L1(Drs), we can calculate Ri(U˜ ,Drs,φ) for
the solution U˜ := (u,U) of (2.1) by taking the limit to Ri(U˜ ε,Drs, φ), i = 1,2. We obtain
R1(U˜ ,Drs, φ)=
r∫
−r
u(x, s)φ(x, s) dx −
r∫
−r
u(x,0)φ(x,0) dx, (2.36)
R2(U˜ ,Drs, φ)=
r∫
−r
U(x, s)φ(x, s) dx −
r∫
−r
U(x,0)φ(x,0) dx
+
s∫
0
F
(
U(r, t)
)
φ(r, t) dt −
s∫
0
F
(
U(−r, t))φ(−r, t) dt
+ s2‖φ‖∞
∥∥∥∥∂G∂u (u,U)
∥∥∥∥
L∞(Drs)
osc
[
a(x)|Drs
]
O(1). (2.37)
We remark that the above estimations hold only when the domain Drs is bounded. If Drs is
unbounded, we do not have the convergence of unbounded sequence {uε}, also the bounded
convergence theorem fails in this case.
3. Generalized Glimm’s scheme and its stability
In this section we first briefly review the generalized Glimm’s scheme described in [10] and
then study the stability of this scheme. To start, we consider the Cauchy problem of (1.3) with
U0(x) being an L∞ function with small total variation. To describe the scheme, we divide the
(x, t)-plane into
xk = kx, ti = it, k = 0,±1,±2, . . . , i = 0,1,2, . . . ,
and define T (k, i) := {(x, t) | xk−1 < x < xk+1, ti < t < ti+1}; T (i) :=⋃k T (k, i) the ith time
step in (x, t)-plane. For any 0 < ε 
 1, we also define the constant ˜x by x = (1+ε)˜x. First
we impose the generalized C.–F.–L. condition in (2.26) for x, t to avoid the interaction of
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in Section 2, the initial data U0(x), u0(x) of (1.3) are approximated by
U0ε (x)=
⎧⎪⎨
⎪⎩
U0k−2, xk−1 < x < xk − ε˜x,
Ψ 0k (x), |x − xk| ε˜x,
U0k , xk + ε < x < xk+1˜x, k = 0,±2, . . . ,
u0ε(x)=
⎧⎪⎨
⎪⎩
u0(xk − ε˜x)+ v0k−2(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ0k (x), |x − xk| ε˜x,
u0(xk + ε˜x)+ v0k (x − xk − ε˜x), xk + ε˜x  x  xk+1,
(3.1)
where {U0k ; k = 0,±2, . . .} is a set of constant states that approximate U0(x), and {Ψ 0k (x); k =
0,±2, . . .} are smooth monotone functions connecting U0k−2 and U0k ; ξ0k (x) is a smooth
monotone function connecting u0(xk − ε˜x) and u0(xk + ε˜x). Therefore, by Theorem 2.2,
we can construct the approximate solutions for the perturbed Riemann problems in 0th time step
T (0):
Uεt + F
(
Uε
)
x
= (aε)′G(uε,Uε), (x, t) ∈ T (k,0),
Uε(x,0)=U0ε (x), uε(x,0)= u0ε(x), xk−1 < x < xk+1, (3.2)
where k = 0,±2, . . . , and U0ε (x), u0ε(x) are given in (3.1). Let V 0(x, t) be the approximate
solution of (1.3) obtained by solving the perturbed Riemann problems in T (0). To construct the
approximate solution in next time step T (1), we randomly choose the initial data at t = t ,
and pose the perturbed Riemann problems in T (1). More precisely, the initial data U1ε (x,t),
u1ε(x,t) of the perturbed Riemann problems at t =t are chosen by
U1ε (x,t)=
⎧⎪⎨
⎪⎩
U1k−1 :=U0(xk−1 + θε1 ˜x,t−), xk−1  x  xk − ε˜x,
Ψ 1k (x), |x − xk| ε˜x,
U1k+1 :=U0(xk+1 + θε1 ˜x,t−), xk + ε˜x  x  xk+1,
u1ε(x,t)=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u0(xk − ε˜x,t−)
+ v0(xk−1 + θε1 ˜x,t−)(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ1k (x), |x − xk| ε˜x,
u0(xk + ε˜x,t−)
+ v0(xk+1 + θε1 ˜x,t−)(x − xk − ε˜x), xk + ε˜x  x  xk+1,
where k + 1 = 0,±2,±4,±6, . . . , Ψ 1k (x) is a smooth monotone function connecting U1k−1
and U1k+1; ξ1k (x) is a smooth monotone function connecting u0(xk − ε˜x,t−) and u0(xk +
ε˜x,t−); θε1 is a random number in I ε := [−1 − ε,−ε)∪ (ε,1 + ε] given by
θε1 := θ1 + ε sgn(θ1),
where θ1 is a random number in [−1,1] \ {0} and sgn(θ) is the sign function of θ . Continue the
same process in each time step with the initial data at t = it being chosen by
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⎧⎪⎨
⎪⎩
Uik−1 :=Ui−1(xk−1 + θεi ˜x, it−), xk−1  x  xk − ε˜x,
Ψ ik (x), |x − xk| ε˜x,
Uik+1 :=Ui−1(xk+1 + θεi ˜x, it−), xk + ε˜x  x  xk+1,
uiε(x, it)=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ui−1(xk − ε˜x, it−)
+ vi−1(xk−1 + θεi ˜x,t−)(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ ik(x), |x − xk| ε˜x,
ui−1(xk + ε˜x,t−)
+ vi−1(xk+1 + θεi ˜x,t−)(x − xk − ε˜x), xk + ε˜x  x  xk+1,
where k + i = 0,±2,±4,±6, . . . , Ψ ik (x) is a smooth monotone function connecting Uik−1 and
Uik+1; ξ
i
k(x) is a smooth monotone function connecting u
i−1(xk − ε˜x,t−) and ui−1(xk +
ε˜x,t−); {θεi = θi + ε sgn(θi): i = 1,2, . . .} ∈ I ε , and V i−1(x, t) is the approximate solution
given by solving perturbed Riemann problems in T (i − 1). Then we obtain an approximate
solution Uεθε,x with θε := (θε1 , θε2 , . . .) for the Cauchy problem (1.3).
Note that Uεθε,x depends on the choice of ε, θε and the size of the grid x. To limit the
sample space of constant states for initial data, we require that the random points {((k + 1)x +
θεi ˜x, it
−) | k + i + 1 = 0 (mod 2)} are not located in the region of approximate standing
waves. This enables us to preserve the total variation of aεθε,x in U
ε
θε,x from one time step
to the next. Furthermore, we observe that, there is a one-to-one correspondence between two
probability spaces Φε := {(θε1 , . . .) | θεi ∈ I ε} and Φ := {(θ1, . . .) | θi ∈ [−1,1] \ {0}} for any
0 < ε 
 1. In advance, if the sequence of random numbers θε is equi-distributed in I ε , then
the limiting sequence θ := limε→0 θε is equi-distributed in [−1,1] \ {0}. Therefore, we are able
to construct another approximate solution, denoted by Uθ,x , of the Cauchy problem (1.3) by
taking the limit of ε to Uεθε,x . The advantage of using such Uθ,x as our approximate solution
of (1.3) is that the sample space of random sequence is the same as the one described in [7]
except at {θεi = 0} of measure zero. Moreover, the structure of wave curves in Uθ,x is exactly
the same as the one in Uεθε,x , therefore the technique invented in [7,10] can be applied to Uθ,x
directly.
Next we study the stability of generalized Glimm’s scheme. First, it is required to describe
the wave interactions of approximate solution Uεθε,x (or Uθ,x ). Here we use the notations in
[27]. Let (UL,UR) denote the solution of the Riemann problem consisting of constant states
UL = U0,U1,U2,U3 = UR with the parameterizations T kσk given in the proof of Theorem 2.2.
Solution (UL,UR) can be written as (UL,UR) := ((U0,U1,U2,U3)/(σ1, σ0, σ2)). If Um is a
constant state near UL and UR , we can also write (UL,Um) := ((U0, U¯1, U¯2,Um)/(γ1, γ0, γ2))
and (Um,UR) := ((Um, U˜1, U˜2,U3)/(β1, β0, β2)). The parameter σi is called the wave strength
of the i-wave that connects states Ui and Ui+1. We have the following propositions for the
relation of σi , γi and βi (cf. [7]):
σi = γi + βi +O
(|γ ||β|), i = 0,1,2. (3.3)
We say the i-wave and j -wave are approaching waves if either (i) the wave on the left belongs
to the larger characteristic family or (ii) if both waves come from the same characteristic family,
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family is 1 or 2. When the waves approach, by (3.3), we obtain that
σi = γi + βi +O(1)D(γ,β), as |γ | + |β| → 0, i = 0,1,2.
Here D(γ,β)=
∑ |γi ||βj | whose sum is over all pairs of i-wave and j -wave that are approaching.
Now we define the mesh points, mesh curves and immediate successors. The points {Pi} are
mesh points on the (x, t)-plane if the initial data are determined by the values of the solution at
those points. We can connect those {Pi} to get a set of the diamond regions. We call a unbounded
piecewise linear curve I a mesh curve if I lies on the boundaries of those diamond regions. Hence
if I is a mesh curve, then I divides the x–t plane into I+ and I− parts such that I− contains
t = 0. We say two mesh curves I1 > I2 if every point of I1 is either on I2 or contained in I+2 , and
I1 is an immediate successor of I2 if I1 > I2 and every mesh point of I1 except one is on I2, cf.
[7,10].
Given a mesh curve I and a positive constant k. We define the following Glimm’s functionals
for Uεθε,x :
L
(
Uεθε,x, I
) :=∑{|α|: α crosses I},
Q
(
Uεθε,x, I
) :=∑{|γ ||β|: γ,β cross I and approach},
G
(
Uεθε,x, I, k
) := L(Uεθε,x, I)+ kQ(Uεθε,x, I),
where α,γ,β are waves in the approximate solution Uεθε,x . It is easy to see that functional
L(Uεθε,x, I ) is equivalent to the total variation of U
ε
θε,x on I . Therefore, we can establish
the uniform boundedness of Uεθε,x and total variation of U
ε
θε,x by showing that L(U
ε
θε,x, I )
has a global bound for all mesh curves I . Before we state the following theorem and corollary,
we emphasize that, approximate solutions Uεθε,x and Uθ,x have the same value of Glimm’s
functionals L(I), Q(I) and G(I, k) due to same structure of wave curve, thus the following
propositions hold for Uθ,x also.
Theorem 3.1. (Cf. [7,10,27].) For any 0 < ε 
 1, let Uεθε,x be the approximate solution of
Cauchy problem (1.3), and I , J be two mesh curves with J > I . Suppose that L(Uεθε,x, I )
is sufficiently small, then there exist a constant k which is independent of J and ε such that
Q(Uεθε,x, I )Q(Uεθε,x, J ) and G(Uεθε,x, I, k)G(Uεθε,x, J, k).
By Theorem 3.1, we obtain that, if the total variation of U0(x) is small and mesh curve I is in
the domain of Uεθε,x , then any mesh curve J with J > I is also in the domain of U
ε
θε,x , and
this implies that Uεθε,x is defined for t  0. By the results of [10], we also obtain the following
corollary.
Corollary 3.2. (Cf. [10].) Assume T .V .[U0] is small, then we have
(i) T .V .[Uεθε,x] C1 · T .V .[U0], where C1 is independent of θε , x and ε.
(ii) T .V .[Uεθε,x(x,nt)] + supx[Uεθε,x(x,nt)]<C2 · T .V .[U0], here C2 is independent of
n, θε , x, t and ε.
(iii) ∫R |Uεθε,x(x, t) − Uεθε,x(x, t¯)|dx  C3(|t − t¯ | + t), here C3 is independent of θε , x
and ε.
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the following theorem.
Theorem 3.3. Let {Uεθε,x} be the sequences of approximate solutions of the Cauchy prob-
lem (1.3) obtained by the generalized Glimm scheme. Then there exists a subsequence
{Uεθε,xi } of {Uεθε,x} such that {Uεθε,xi } converges to some measurable function Uε(x, t) :=
(aε(x), vε(x, t),wε(x, t)) in L1loc sense. The above results also hold for the approximate solu-
tions {Uθ,x}, i.e. there exists a subsequence of {Uθ,x} which tends to U(x, t) := (a(x), v(x, t),
w(x, t)). Furthermore, a(x) in U(x, t) is Lipschitz continuous, and Uε(x, t) → U(x, t) in L1loc
as ε → 0. Note that Uεθε,x and Uθ,x are compared for the same x =xi .
Proof. For the first two parts of the proof, we refer the readers to [27]. Here, we only show the
last statement. According to Corollary 3.2, we have
∥∥Uθ,xi −Uεθε,xi∥∥L1loc

O(1)(t)−1∑
n=0
(n+1)t∫
nt
(∑
m
(m+1)x∫
(m−1)x
∣∣Uθ,xi −Uεθε,xi ∣∣dx
)
dt
K1
O(1)(t)−1∑
n=0
(n+1)t∫
nt
(
εx
∑
m
osc
[
U0(x)|[(m−1)x,(m+1)x]
]
dt
K2 · ε · T .V .
[
U0(x)
]
for some constants K1, K2 independent of θε , x and ε. Since
‖U −Uθ,xi‖L1loc → 0,
∥∥Uεθε,xi −Uε∥∥L1loc → 0 as xi → 0,
the result follows by using the following triangle inequality
∥∥U −Uε∥∥
L1loc
 ‖U −Uθ,xi‖L1loc +
∥∥Uεθε,xi −Uε∥∥L1loc +
∥∥Uθ,xi −Uεθε,xi∥∥L1loc .
The proof is complete. 
By Theorem 3.3, we also have the following theorem.
Theorem 3.4. Suppose we have the same assumptions as in Theorem 3.3. Then for any given
0 < ε 
 1, there exists a subsequence {Uεθε,xi } such that F(Uεθε,xi )→ F(Uε(x, t)) in L1loc for
every continuous function F . Furthermore, F(Uε(x, t)) → F(U(x, t)) in L1loc for every contin-
uous function F as ε → 0.
To show that U(x, t) is a weak solution of (1.3), it requires the value of residuals
{Ri(U(x, t), φ), i = 1,2} to be 0. To achieve this, the main step is to show that Ri(Uθ,x,φ)→ 0
as x → 0 for i = 1,2. But the integral ∫∫ a′θ,xg(Uθ,x, x)φ dx dt in R2(Uθ,x) containst>0
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tegral has no meaning in distribution. To overcome this difficulty, we instead use Uεθε,x to
give meaning to the integral as a measure. In the next section we will estimate the residuals of
Uεθε,x , and obtain the consistency of our scheme for (1.3) so that the existence results of Cauchy
problems (1.2), (1.3) can be established.
4. Weak convergence of the residuals
In Section 3 we construct the approximate solutions Uεθε,x , Uθ,x of Cauchy problem (1.3)
by the generalized Glimm’s scheme. Thus, the approximate solutions uεθε,x , uθ,x for Cauchy
problem (1.2) can also be constructed in each time level. However, there may not have the sim-
ilar convergence results of uεθε,x , uθ,x as U
ε
θε,x , Uθ,x due to the requirement of uniform
boundedness in L∞ and total variations. Therefore, the purpose of this section is to estimate
the residuals of Uεθε,x , u
ε
θε,x , and derive a weak convergence of residuals, which leads to the
global existence theorem for Cauchy problems (1.2) and (1.3). More precisely, if we can show
that U(x, t) := (a(x), v(x, t),w(x, t)) is a weak solution of (1.3), then the Lipschitz continuous
solution of (1.2) is established by u(x, t) = u(x,0) + ∫ t0 w(x, s) ds but not by the convergence
of {uεθε,x} or {uθ,x}.
To start, let U˜ εθε,x := (uεθε,x,Uεθε,x), U˜θ,x := (uθ,x,Uθ,x). As analyzed in Section 3,
we assume that Uεθε,x , Uθ,x converge to U(x, t) in L
1
loc as ε, x → 0. By Definition 1.1 and
the Lebesgue bounded convergence theorem, u(x, t),U(x, t) (u(x, t) := u(x,0)+∫ t0 w(x, s) ds)
are weak solutions of (1.2), (1.3) respectively only when Ri(U˜θ,x,φ)→ 0 as x,ε → 0 for i =
1,2. However, we know that R2(U˜θ,x,φ) is not defined in distribution, so instead we calculate
Ri(U˜
ε
θε,x,φ), i = 1,2. First we compute R1(U˜ εθε,x,φ). Let Ei denote the ith time strip. Since
(uεθε,x,U
ε
θε,x) is an approximate solution for each Ei , by the divergence theorem to each Ei
and Proposition 2.5, we obtain
R1
(
U˜ εθε,x
)= −∑
i1
∞∫
−∞
[
uεθε,x
]
(x, it)φ(x, it) dx
−
∞∫
−∞
(
uεθε,x(x,0)− u0(x)
)
φ(x,0) dx
+
∑
i0
∑
m
ε2(˜x)2‖φ‖∞ osc
[
Uεθε,x |Im
]
O(1)
= −
∑
i
J i1 −
∞∫
−∞
(
uεθε,x(x,0)− u0(x)
)
φ(x,0) dx
+ ε2(˜x)2‖φ‖∞
∑
i0
T .V .
[
Uεθε,x |Ei
]
O(1)
= −J1 −
∞∫ (
uεθε,x(x,0)− u0(x)
)
φ(x,0) dx + ε2(x)‖φ‖∞O(1), (4.1)−∞
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[
uεθε,x
]
(x, it) := uεθε,x
(
x, it+
)− uεθε,x(x, it−),
J i1 = J i1
(
ε, θε,x,φ
) :=
∞∫
−∞
[
uεθε,x
]
(x, it)φ(x, it) dx,
J1 = J1
(
ε, θε,x,φ
) :=∑
i
J i1
(
ε, θε,x,φ
)
. (4.2)
If x ∈ [(m− 1)x, (m+ 1)x], m is even, then
∣∣∣∣ ddx
(
uεθε,x(x,0)
)− d
dx
(
u0(x)
)∣∣∣∣= ∣∣vεθε,x(x,0)− v0(x)∣∣
 Const · osc[v0(x)|[(m−1)x,(m+1)x]].
It follows that
∣∣uεθε,x(x,0)− u0(x)∣∣ Const · (x)osc[v0(x)|[(m−1)x,(m+1)x]]. (4.3)
Similarly, if (x, t) ∈ Im × [it, (i + 1)t), we also obtain that
∣∣uεθε,x(x, t)− uεθε,x(mx + θε(˜x, t)∣∣
 Const · (x)
{
osc
[
v0(x)|Im
]+ sup
x∈Im
{
v0(x)
}}
, (4.4)
for every m and i. By (4.3) we have
∣∣∣∣∣
∞∫
−∞
(
uεθε,x(x,0)− u0(x)
)
φ(x,0) dx
∣∣∣∣∣
 ‖φ‖∞
∑
m
(m+1)x∫
(m−1)x
∣∣uεθε,x(x,0)− u0(x)∣∣dx
 Const · ‖φ‖∞r(φ)T .V .
[
U0(x)
]
(x), (4.5)
where r(φ) is the diameter of support of φ. Hence, if T .V .[U0(x)] is small, then
∞∫
−∞
(
uεθε,x(x,0)− u0(x)
)
φ(x,0) dx → 0 as x → 0.
For J i(ε, θε,x,φ) and J1(ε, θε,x,φ), we have the following estimations.1
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 1, we have∣∣J i1(ε, θε,x,φ)∣∣ Cr(φ)‖φ‖∞(T .V .[U0(x)]+ ∥∥U0(x)∥∥L∞)(x),∣∣J1(ε, θε,x,φ)∣∣Kr2(φ)‖φ‖∞(T .V .[U0(x)]+ ∥∥U0(x)∥∥L∞),
where C, K are constants independent of ε.
Proof. It is easy to see that the second inequality follows by the first. Therefore we only show
the first inequality. By the definition of J i1 in (4.2) and the construction of uεθε,x in Section 3,
we have ∣∣J i1(ε, θε,x,φ)∣∣

∞∫
−∞
∣∣[uεθε,x](x, it)φ(x, it)∣∣dx
 ‖φ‖∞
∑
m
(m+1)x∫
(m−1)x
∣∣uεθε,x(mx + θεi ˜x, it−)− uεθε,x(x, it−)∣∣dx
 ‖φ‖∞
∑
m
osc
[
uεθε,x |Im
] (m+1)x∫
(m−1)x
dx. (4.6)
Since there are nonzero terms r(φ)(x)−1O(1) in (4.6), we then obtain the first inequality by
plugging (4.4) into (4.6). The proof is complete. 
Note that we do not obtain the vanishing of R1(U˜θε,x,φ) yet since the estimation of
J1(ε, θε,x,φ) in Lemma 4.1 does not involve x. However, as we will demonstrate later,
the vanishing of R1(U˜θε,x,φ) can still be established by the framework of [7,10]. Now, we
estimate R2(U˜θε,x,φ). By the same way for estimating R1(U˜θε,x,φ), and Eqs. (2.26), (2.28),
we obtain
R2
(
U˜ εθε,x,φ
)= −∑
i
J i2 −
∞∫
−∞
(
Uεθε,x(x,0)−U0(x)
)
φ(x,0) dx
+ ε2(˜x)2‖φ‖∞
∑
i0
T .V .
[
Uεθε,x |Ei
]
O(1)
+ (x)2‖φ‖∞
∥∥∥∥∂g∂u
∥∥∥∥∞
∑
i0
T .V .
[
aεθε,x |Ei
]
O(1)
= −J2 −
∞∫
−∞
(
Uεθε,x(x,0)−U0(x)
)
φ(x,0) dx
+ ε2‖φ‖∞(x)O(1)+ ‖φ‖∞
∥∥∥∥∂g
∥∥∥∥ (x)O(1), (4.7)∂u ∞
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∥∥∥∥∞ :=
∥∥∥∥∂g∂u
(
uεθε,x,U
ε
θε,x
)∥∥∥∥
L∞
,
[
Uεθε,x
]
(x, it) :=Uεθε,x
(
x, it+
)−Uεθε,x(x, it−),
J i2 = J i2
(
ε, θε,x,φ
) :=
∞∫
−∞
[
Uεθε,x
]
(x, it)φ(x, it) dx,
J2 = J2
(
ε, θε,x,φ
) :=∑
i
J i2
(
ε, θε,x,φ
)
. (4.8)
Similar to the estimation of R1(U˜ εθε,x), we also obtain
∣∣∣∣∣
∞∫
−∞
(
Uεθε,x(x,0)−U0(x)
)
φ(x,0) dx
∣∣∣∣∣ Const · T .V .[U0(x)](x). (4.9)
To estimate J i2 , J2, we need the following lemma established by [10].
Lemma 4.2. (Cf. [10].) For any 0 < ε 
 1, we have
∣∣J i2(ε, θε,x,φ)∣∣K1‖φ‖∞(x) and ∣∣J2(ε, θε,x,φ)∣∣K2r(φ)‖φ‖∞,
for some constants K1, K2 independent of ε.
Since the right-hand side of the estimation for J2 in Lemma 4.2 does not contain x, we need
to extend Glimm’s method to show that Ri(U˜ εθε,x,φ) → 0, i = 1,2, as ε, x → 0. First, given
a function φ with compact support and is piecewise constant between (m−1)x and (m+1)x
for each time step Ei , m+ i is even, we need to estimate
〈
J ik
(
ε, θε,x,φ
)
, J
j
k
(
ε, θε,x,φ
)〉
Φε
for i = j, k = 1,2.
Here 〈·,·〉Φε is the L2 product with respect to θε ∈Φε . First we denote
J˜ i1(θ,x,φ) :=
∞∫
−∞
[uθ,x](x, it)φ(x, it) dx,
J˜ i2(θ,x,φ) :=
∞∫
−∞
[Uθ,x](x, it)φ(x, it) dx.
By the results of [7], we have
〈
J˜ ik (θ,x,φ), J˜
j
(θ,x,φ)
〉 = 0 for i = j, k = 1,2. (4.10)k Φ
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〈
J˜ ik (θ,x,φ), J˜
j
k (θ,x,φ)
〉
Φ
=
∫ ∫
J˜ ik (θ,x,φ)J˜
j
k (θ,x,φ)dθj
∏
l =j
dθl
=
∫
J˜ ik (θ,x,φ)
∫
J˜
j
k (θ,x,φ)dθj
∏
l =j
dθl = 0,
since
∫
θj∈Φ J˜
j
k (θ,x,φ)dθj = 0 by the results of [7,27]. Also J˜ i1(θ,x,φ) and J˜ j2 (θ,x,φ)
satisfy Lemmas 4.1 and 4.2. Therefore, by the construction of Uθ,x , uθ,x , Uεθε,x and u
ε
θε,x ,
together with (4.4) and the fact that there exists an isomorphism between these two probability
spaces Φε , Φ \ {0}, we obtain the following equalities, cf. [10]:
J i1
(
ε, θε,x,φ
)= J˜ i1(θ,x,φ)+ εr(φ)‖φ‖∞(x)O(1),
J i2
(
ε, θε,x,φ
)= J˜ i2(θ,x,φ)+ ε‖φ‖∞(x)O(1). (4.11)
Thus, by (4.10)–(4.11) and Lemma 4.2, it leads to
〈
J i2
(
ε, θε,x,φ
)
, J
j
2
(
ε, θε,x,φ
)〉
Φε
= 〈J˜ i2(θ,x,φ), J˜ j2 (θ,x,φ)〉Φ + ε‖φ‖∞(x)O(1)(J˜ i2(θ,x,φ)+ J˜ j2 (θ,x,φ))
+ ε2‖φ‖2∞(x)2O(1)
= ε‖φ‖2∞(x)2O(1)
for i = j . Similarly, by (4.10)–(4.11) and Lemma 4.1,
〈
J i1
(
ε, θε,x,φ
)
, J
j
1
(
ε, θε,x,φ
)〉
Φε
= εr2(φ)‖φ‖2∞(x)2O(1)
for i = j . Thus we obtain the following lemma.
Lemma 4.3. Given a function φ with compact support and is piecewise constant between
(m− 1)x and (m+ 1)x for each time step Ei , m+ i is even. If i = j , then
〈
J ik
(
ε, θε,x,φ
)
, J
j
k
(
ε, θε,x,φ
)〉
Φε
=
{
εr2(φ)‖φ‖2∞(x)2O(1), k = 1,
ε‖φ‖2∞(x)2O(1), k = 2,
where 〈·,·〉Φε is the L2-inner product on probability space Φε of θε .
According to Lemmas 4.1–4.3, we have the following results. For the proof of the following
theorem, we refer the readers to [10].
Theorem 4.4. (Cf. [10].) Let {Uεθε,x | 0 <  
 1} be a sequence of approximate solutions of
Cauchy problem (1.3) constructed by the generalized Glimm’s scheme. Then for any 0 < ε 
 1
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and φ ∈ C10 (t > 0), we have
Jk
(
ε, θε,xi,φ
)= Ckε 12 as xi → 0 for k = 1,2,
where constant C1 depends on r(φ), ‖φ‖∞ and C2 depends only on ‖φ‖∞.
In the rest of the section we prove that, the function (u(x, t),U(x, t)) (here u(x, t) =
u(x,0)+ ∫ t0 w(x, s)ds and U(x, t) is as given in Theorem 3.3) is a weak solution of the Cauchy
problem (1.3). Then u(x, t) is a Lipschitz continuous solution of (1.2). To obtain our main re-
sult, one of the crucial issues is the convergence of the source term (aεθε,x)′G(uεθε,x,Uεθε,x).
Indeed, in our approximate solution, aεθε,x is only a pointwise, not a C1 approximation of a,
which means that (aεθε,x)′ does not converge to a′ in L1loc. Recall the results of [10], the author
proves that, if a is Lipschitz-continuous, then (aεθε,x)′G(Uθ,x) converges weakly to a′G(U).
But in our case, the difficulty occurs due to the appearance of unbounded sequence {uεθε,x}
in source term so that the analysis in [10] cannot be applied. The other difficulty is that the
vanishing of R1(U˜ εθε,x,φ) does not imply that R1(U˜ , φ) is zero. To overcome those difficul-
ties, we give the condition on G(u,U) and modify the technique in [10] such that the integral∫∫
(aεθε,x)
′G(uεθε,x,Uεθε,x)φ dx dt converges weakly to
∫∫
a′G(u,U)φ dx dt , and the resid-
uals R1(U˜ , φ) and R2(U˜ , φ) are equal to zero. Therefore (u(x, t),U(x, t)) is a weak solution of
Cauchy problem (1.3) for almost everywhere choice of sampling in random probability space.
First, we study the convergence of {a′εG(uεθε,x,Uεθε,x)}. Let φδ be the standard mollifier
and Gδ(u,U) denote a mollification of G(u,U), that is,
Gδ(u,U) :=G(u,U) ∗ φδ, (4.12)
where “∗” stands for the convolution. According to the notations of Theorem 3.3, we claim that∫ ∫
t>0
(
a′εG
(
uεθε,x,U
ε
θε,x
)− a′G(u,U))φ dx dt → 0 as ε,x → 0.
In the following, we prove the claim by showing that Ri(U˜ ,φ), i = 1,2, converge to zero as x,
ε tend to zero. By triangle inequality, we know that
∣∣∣∣
∫ ∫
t>0
(
a′εG
(
uεθε,x,U
ε
θε,x
)− a′G(u,U))φ dx dt∣∣∣∣ P1 + P2 + P3,
P1 :=
∣∣∣∣
∫ ∫
t>0
(
a′εG
(
uεθε,x,U
ε
θε,x
)− a′G(uεθε,x,Uεθε,x))φ dx dt
∣∣∣∣,
P2 :=
∫ ∫
t>0
∣∣a′G(uεθε,x,Uεθε,x)− a′G(uεθε,x,U)∣∣‖φ‖L∞ dx dt,
P3 :=
∫ ∫ ∣∣a′G(uεθε,x,U)− a′G(u,U)∣∣‖φ‖L∞ dx dt. (4.13)
t>0
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independent of u such that
∥∥∥∥∂G∂U (u,U)
∥∥∥∥
L∞
M (4.14)
for all uniformly bounded U . Applying the mean value theorem, together with the assumption
of a, there exists a constant K1 such that
P2 K1
∥∥Uεθε,x −U∥∥L1loc . (4.15)
Similarly, by (4.4) and (4.14), we also obtain that there is a constant K2 depending on r(φ) such
that
P3 K2
∥∥Uεθε,x −U∥∥L1loc . (4.16)
For P1, we have P1 Q1 +Q2 +Q3 where
Q1 :=
∫ ∫
t>0
∣∣a′εG(uεθε,x,Uεθε,x)− a′εGδ(uεθε,x,Uεθε,x)∣∣‖φ‖L∞,
Q2 :=
∫ ∫
t>0
∣∣a′εGδ(uεθε,x,Uεθε,x)− a′Gδ(uεθε,x,Uεθε,x)∣∣‖φ‖L∞,
Q3 :=
∫ ∫
t>0
∣∣a′Gδ(uεθε,x,Uεθε,x)− a′G(uεθε,x,Uεθε,x)∣∣‖φ‖L∞ .
To estimate Q1, we observe that a′ε is zero outside the region of smooth standing waves,
and G(uεθε,x,U
ε
θε,x) = Gδ(uεθε,x,Uεθε,x) in the region of smooth standing waves. Hence
Q1 = 0. Next, following the results of [10], there exist constants K3, K4 and K5 such that
Q2 K3x +K4x/δ and Q3 K5δ. (4.17)
Finally we show that residuals Ri(U˜ ,φ)= 0, i = 1,2. First, by Theorem 4.4, (4.7), (4.9), (4.15)–
(4.17), there exist constants Bi , i = 1, . . . ,6, such that
∣∣R2(U˜ , φ)∣∣ ∣∣R2(U˜ εθε,x)∣∣+ ∣∣R2(U˜ , φ)−R2(U˜ εθε,x,φ)∣∣

∫ ∫
t>0
∣∣F(U)− F (Uεθε,x)∣∣|φx | +
∫ ∫
t>0
∣∣U −Uεθε,x∣∣|φt |
+
∫ ∫
t>0
∣∣a′εG(uεθε,x,Uεθε,x)− a′G(u,U)∣∣|φ| +B1ε 12 +B2x
 B1ε
1
2 +B3x +B4
∥∥Uεθε,x −U∥∥ 1 +B5δ +B6x/δ. (4.18)Lloc
530 Y. Chang et al. / J. Differential Equations 236 (2007) 504–531Similarly, by (4.1), (4.4), (4.5) and Theorem 4.4, there exist constants Ai , i = 1,2,3, depending
on r(φ), and constant A4 such that
∣∣R1(U˜ , φ)∣∣ ∣∣R1(U˜ εθε,x)∣∣+ ∣∣R1(U˜ , φ)−R1(U˜ εθε,x,φ)∣∣
A1ε
1
2 +A2x +
∫ ∫
t>0
∣∣u− uεθε,x∣∣|φt | +
∫ ∫
t>0
∣∣wεθε,x −w∣∣|φ|
A1ε
1
2 +A3x +A4
∥∥Uεθε,x −U∥∥L1loc . (4.19)
Finally, for any ε˜ > 0, we can choose 0 < ε, x∗ 
 1, δ > 0, x > 0, δ < ε˜/(4B5) and x <
min{x∗, ε˜δ/(4B6)} such that
B1ε
1
2 +B3x +B4
∥∥Uεθε,x∗ −U∥∥L1loc < ε˜/2,
A1ε
1
2 +A3x∗ +A4
∥∥Uεθε,x∗ −U∥∥L1loc < ε˜,
B5δ +B6x/δ < ε˜/2. (4.20)
By (4.18), (4.19) and (4.20), we have Ri(U˜ ,φ) < ε˜, i = 1,2. Since ε˜ is arbitrary, it follows that
R1(U˜ , φ)=R2(U˜ , φ)= 0. Thus the proof of the main theorem is complete.
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