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ABSTRACT 
A Monte  car lo  method for solving systems o f  non-linear equat ions is presented and discussed. 
The method does not require the di f ferent iat ion o f  left side funct ions o f  the system and provides 
the solut ion with arbitrary accuracy, although it may be appl ied only to systems with not  too 
large a number  o f  equations. Il lustrative xamples are given. 
1. INTRODUCTION 
The system of non-linear equations 
_f(~ = O, (1) 
where f = (fl' f2 . . . . .  fn )T and x = (x 1, x 2 . . . . .  xn)T, 
is usually solved by means of iterative methods. The 
iterative procedure is of the form : x (n + 1) = g [x(n)], 
where functions g (x_) are such that a = g (_q), and 
is the root of system (1). Those methods involve the 
choice of some suitable function g and some initial 
estimate x (0), which should be sufficiently close to 
the root a to ensure the convergence of the iteration 
process. Since usually g(~) = x - [  -1 (x_) f(x), where 
j - l~)  is the inverse of the Jacobian matrix (the 
Newton method), the iterative procedure requires the 
differentiability of functions f. 
A Monte Carlo approach which does not involve the 
differentiation of functions f_, and determines the root 
of system (1) with arbitrary accuracy is introduced 
here. Instead of the initial x(0), a certain 
bounded omain D c R n is chosen, defined as 
D= {x la i< x i<b i ,  x~ Rn}, 
where R n is a real n-dimensional space, and the inter- 
vals a i < x i < b i, i = 1,2 ..... n, may be arbitrarily 
large although fmite. 
2. THE ALGORITHM 
Let us assume that functions f are continuous in the 
domain D, with no singular points in that domain, 
and are not necessarily differentiable. Calculations 
consist in determining the signs of functions 
fl, f2 . . . . .  fn at the point x ~ D chosen by chance. 
Those signs can be arranged in a number of ways 
which are equal to the number of permutations with 
repetitions of two objects ( "+"  and " - " )  taken n at 
a time, i.e. which are equal to 2 n. Let us enumerate 
those permutations, i.e. let us determine the one-to- 
one correspondence b tween those permutations and 
the set of positive integers 1, 2 .... ,2 n. In the presented 
algorithm an integer k was prescribed to a given per- 
mutation of signs according to formula :
n 
k=l+ i~1Gi' (2) 
where 
f 0 if fi < 0, G i = 2 n- i  if fi > 0. 
The algorithm consists of two stages. In the first stage 
the 2 n vectors x are sought for that give all permuta- 
tions with repetitions of signs of the functions f_ 
First stage :
(a) Generate a value x of random vector (Xl, x 2 ..... Xn) 
having the uniform distribution in the domain D. 
(b) Compute the values of functions f at x (in fact it is 
sufficient to determine the signs of the functions 
fat  that point). 
(c) Determine the number k, corresponding to the 
obtained permutation of signs of the functions f_ 
(d) Store the vector x in the array Xk, i.e. substitute 
the components x i into Xik for i = 1, 2 ..... n. If 
the integer k was obtained earlier, the previous 
values ofx ik ,  i = 1, 2 ..... n, are cancelled. 
(e) Check whether all possible permutations of the signs 
were found, i.e. if there were found all 2 n values 
of k. If not, return to point (a). 
In the second stage a sequence of domains is formed, 
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{D(J)} , j = 0, 1, 2 . . . . .  such that 
(i) Vj D(J + 1) c D (j) c D, 
(ii) any of those domains contains 2 n points x k giving 
all different permutations of the signs of func- 
tions f .  The size of domain D (J) is described by 
the column vector b(J) - _a(J) with components 
bi(J) - ai(J), i= 1, 2 . . . . .  n. As a measure of that 
domain the maximum norm may be chosen, de- 
fined as 
II b0)_ a0)ll= n I bP)-RP)[" 
The calculations end forj  = m when the norm of 
domain D(m) is small enough to provide the necessary 
accuracy. 
Second stage : 
(a) Determine the boundaries of a new domain D(J), 
j = 0, 1, 2 . . . . .  Those values may be determined 
from formulas :
a.(J)= min (Xik), b.(J)= max 2n (Xik)" l<k<2 n x l<k< 
(b) Generate a value x(J) of  the random vector 
(x.,  x~, , x ) having the uniform distribution 
.t z " ' "  n . .  
in the domain D(J). 
(c) Calculate the values of functions f at x(J). 
(d) Determine the number k corresponding to the 
obtained permutation of the signs of the functions 
f. 
(e) Store the components of vector x (j) in array x k- 
The components of the vector previously stored 
in x k are canceUed. 
(f) Check if the maximum norm corresponding to 
domain D(J) is sufficiently small, i.e. if 
II bO)_a(J)II < e, " 
where ¢ > 0 is an arbitrarily small number specify- 
ing the accuracy of solution. 
3. THE APPLICABILITY OF THE PRESENTED 
METHOD 
Let us define the following domain D k c D 
n _ D t , k 1,2 .... ,2  n, Dk= {x 1 i~1 fi(x-) r io ,  x~ = 
where r i, i = 1, 2 ..... n, are the relations ">" and "<" 
in such an order that they give k from equation (2). 
In other words, D k is the domain in which functions 
f_ have the same permutation of signs. The necessary 
and sufficient conditions for the completion of the 
first stage of the presented algorithm are : 
(i) there is at least one root of system (1) in domain 
D, and 
(~) all probabilities Pk' k = 1, 2 . . . . .  2 n, of obtaining 
the integer k after generation of vector x are greater 
than zero. When the random vector (Xl, x 2 .... , Xn) 
has uniform distribution in the domain D, the 
probability Pk is equal to the ratio of n-dimen- 
sional volumes of domains D k and D respectively. 
Thus, for i = 1, 2 . . . . .  2 n the n-dimensional volumes 
of domains D k should be greater than zero. Let us 
denote by H i the hypersurface 
H i= {x l f i (x )=0,  x~D},  i=1 ,2  . . . . .  n. 
Two hypersurfaces H. and H.,  i, j = 1, 2, , n, will 
1 J " ' "  
be said to intersect in domain D when the following 
sets  
D.+.+= {x_ I f i (x )> On fj (x) >0,  x~D} 
1J - -  ' 
D +. -= {x_ I fi (x) >0n £j(x) <0i  x~D} 1J - ' 
DT + = {x I fi (x) <0n f j~  > O, x~D} 
1J - -  ' 
Dij-- = {x I fi (x---)< On fj (x) < 0, _x~D} , 
are not void and their n-dimensional volumes are greater 
than zero. It is easily seen that the condition (ii) of  
success in the first stage of calculations, expressed in 
other words, is that all pairs of hypersurfaces Hi, 
i : 1, 2 . . . . .  n, should intersect in the above sense. 
Let us assume now that functions f (x )  have at least 
one continuous derivative in domain D. The hyper- 
planes, tangent o hypersurfaces H i and Hj at 
x 0 e H i n Hj, are given by 
n 8 fi 
(x k - X0k ) = 0, 
k=l  ~x k 
n afj 
(x k - X0k ) = 0. 
k=l  3x k 
Those hyperplanes intersect in domain D for at least 
one k = 1, 2 . . . . .  n if 
3 fi #: 3 fj at x 0 ~ H i n Hj. 
3 x k 3 x k 
I f  this is the case, the hypersurfaces H i and Hj also 
intersect in domain D although the reverse is not al- 
ways true. If  all pairs of hyperplanes, tangent o hyper- 
surfaces 
n 
H i , i=1 ,2  . . . . .  n, at x0~i~lH i ,  i.e. at x0=_~ , 
intersect, then the Jacobian determinant 
(f l ,  f2 .. . . .  fn) 0 j (x) = (3) 
(X  1 ,  X 2 . . . . .  X n )  
at x=a.  Thus equation (3) is the sufficient condition 
for the success in the first stage of calculations when 
functions f have at least one derivative. 
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The failure in the second stage of calculations i  more 
difficult o predict. It is possible that the root is "lost" 
from one of domains D(J) in the course of calcula- 
tions. It may happen in the case of very strong curva- 
ture of hypersurfaces Hi, i = 1, 2 ..... n, in domains 
D(J). However, in practice the failure in the second 
stage happens rather seldom. 
4. THE CONVERGENCE OF THE PRESENTED 
METHOD 
4.1. The number of generations in the first stage 
In general, all the probabilities Pk' k = 1, 2 .. . . .  2 n, 
of obtaining the integer k from equation (2) after 
generation a vector x are different. The question 
arises : how many generations of x are necessary to 
collect he whole set of values ofk  ? This is the so- 
called coupon collector problem introduced by 
Maunsell [1, 2] in 1938. Inthe case of unequal prob- 
abilities Pk' k = 1, 2 ..... 2 n, the expected number of 
generations is a complicated function of these proba- 
bilities[3]. This function simplifies ignificantly for 
the case of equal probabilities, i.e. when Pk = Pj' 
k, j = 1, 2 . . . . .  2 n, which was originally considered by 
MaunseU [1, 2]. Then the expected number of genera- 
tions is given by [2, 4] 
2 n 
E (1) = 2 n E 1 (4) 
j= l  j 
The values of E (1) calculated from equation (4) are 
listed in table 1. As one can see the expected number 
of generations in the first stage drastically increases 
with the number of equations in the system. 
4.2. The number of generations in the second stage 
Let us denote by yj the ratio 
II b-(J)- a (j) II / II b(J-1)- a(J-1)[[ , j=  1,2 ..... 
- -  OO - -  OO 
The ratio yj is contained in the interval (0, 1) for any 
j = 1, 2 ..... The calculations in the second stage are 
stopped at the m-th generation when 
m 
= e , (5 )  
Y lY2""Ym j~l- YJ< 
a._(0) II oo 
where libra) - aJ °) II ~ is the norm of domain D(0) 
after completion of the first stage. The quantities yj
form the sequence of random variables {Yj }, 
j = 1, 2 . . . . .  which are not independent since the 
probability o£an event yj < Yj < yj + dyj depends 
on the values Yl' Y2 . . . . .  Yj -1' that were observed 
earlier. Suppose that the sequence of random variables 
[ [ j  YJ] l 
m 1/m 
II , m = 1 ,  2 ,  ... 
= 1  
is stochastically convergent to a certain constant ~'. 
The quantity ~ is the measure of convergence of the 
presented algorithm in the second stage, since the 
knowledge o fy  makes possible the estimation of the 
number of generations ecessary to reach the required 
accuracy. Indeed, assuming that 
m 
Hy .~ m 
j= l J  
we get from equation (5) 
m = In (e / I[ b_ (0) - a_ (O) l] o.) / In ~-. (6) 
It may be proved, although the proof is rather exten- 
sive, that in the case of one equation with one unknown 
= e -0"5 = 0.60653 provided the random variable x 1 
has uniform distribution i  the intervals [a(J), b(J)]. 
In the case of systems of equations this value is dif- 
ferent for every system. For a system of two equations 
in two unknowns the quantity ~ was found to be de- 
pendent on the angle of intersection of curves 
fl (Xl' x2) = 0 and f2 (Xl, x2) = 0. This dependence 
for the case of a linear system of two equations i
shown in fig. 1. The values of ~ were estimated by 
means of the Monte Carlo method; it was assumed that 
[ ] l /m 
i--1 
where m ; 10 000. It follows from fig. 1 that the value 
1.00 
0.9~ 
0.9( 
085 
0 T/2 p 
Fig. 1. The dependence of the quantity ~ on the angle 
of intersection ~ of functions f l  (Xl' x2) and 
f2 (Xl' x2) for the linear system of two equa- 
tions in two unknowns. 
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of ~ for that case is contained in the interval 
0.85 < g < 1. 
5. NUMERICAL EXAMPLES 
To illustrate the application of the described method 
two systems of equations, as well as an equation in 
one unknown, were solved using the presented method. 
A simple multiplicative random number generator was 
employed in the calculations [5] : 
x(i + 1) = K x (i) (rood p), i = 0, 1, 2 . . . . .  where K = 213, 
p = 67 101 323, x (0) = 1. The parameters equired 
for calculations are the upper and lower limits of 
variables defining the domain D, b and a, and the 
accuracy, e. Calculations provide the limits b (m) and 
a_ (m) of such a domain D (m) that II b (m) - a (m) II oo < e. 
The root a may then be expressed as 
a_=_ T1 [b_(m) + a(m)] _+ [b(m)_ • (77 
Additionally, the number of generations in the first 
and second stages, 1 and m, respectively, as well as 
the norm of the domain D after completion of the 
first stage are shown for each example. 
Example I
Solve : 
3)]Xl + 1 2 1/2 
[In (x~ + - (x 1 + 3) = 0 
Choose : 
e= 10 -8 , 0<x I<  I0. 
Result : 
I =3 ,  
m = 40, 
[[ b(0) - a(0)[[ oo = 0.920523, 
b~m)= 1.0489414359, 
a~ m) = 1.0489414320. 
The root may be expressed as 
a I = 1.048941434 +2 • 10 -9. 
The number of generations in the second stage is in 
fairly good agreement with that predicted by equa- 
tion (6). Indeed 
m = In (10 -8 / 0.920523) / In (e -0"5) = 36.7. 
Example 2 
Solve : 
2 2 
XlX2 In [(x I + xl)/(XlX2) ] - 0.5 = 0, 
2 171/2 (x lx  2 + -1 .75x  lx  2=0.  
Choose : 
e= 10 -8 , 0<x1<4,  0<x2<4.  
Result : 
1 = 1765, 
m-- 588, 
IIb (0) - a_ (0) [100 = 3.30946, 
b~ m)= 1.3505567146, b~ m) = 0.6167784834, 
a~m)= 1.3505567074, a~ m)= 0.6167784797. 
Hence 
a I = 1.350556711 +4 • 10 -9, 
a 2 = 0.616778482 -+ 2 • 10 -9. 
This is one of the roots in the domain D chosen. The 
functions f2 (Xl' x2) = 0 and f2 (Xl' x2) = 0 intersect 
in point (a 1, a2) at an angle 0.2380 of a radian. From 
fig. 1 we can estimate ~ to be 0.965. Thus from equa- 
tion (67 we obtain m = 550.6. Once again, a reasonable 
agreement with the observed number of generations 
in the second stage can be seen. 
Example 3 
The theoretical considerations lead to the following 
system of equations describing the composition of 
binary alloys in the surface region [6] 
In [ x l  (1-Xb)  ] + A + B (Xb- L X l -M x2-M/2)  = 0, [ x b (1 Xl) J 
x (1 - Xb) ] 
In x b (1 x2) 
In [ x3(X-Xb  ) ]  
x b (1 x3) 
+ B(x b -Lx  2 -Mx 1 -Mx3)=0,  
+B(x  b -Lx3-Mx2-Mx4)=0,  
x (1 -xb) ]  +B 0, 
In x b (1 x4) 
(% -- i x4  ~Mx 3 ~MXb) ~ 
where unknowns, i.e. Xl, x2, x3, x4, are the atom frac- 
tions of a given component in the respective atom 
layer counted from the surface; xb is the bulk atom 
fraction; A, B, L. M, are parameters derived from 
thermodynamical and structural properties of an alloy. 
In the case of a nickel - copper alloy' A = 3.0, B = 3.0, 
L = 0.4, and M = 0.3 [6]. Let the nickel bulk atom 
fraction be equal to 0.9. The problem imposes the 
obvious limits on the domain D, i.e. 0 < x i < 1, 
i= 1 ,2 ,3 ,4 .  
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Choose : 
e= 10 -6 
Result : 
1 = 5745, 
m = 3246, 
II b (0) - a (0) H oo = 0.973127, 
b~ m) = 0.09771593, 
a~ m) = 0.09771503, 
b~ m)= 0.88958636, 
a~ m) = 0.88958576, 
b~ m) = 0.79183037, 
a~m)= 0.79182957, 
b lm)= 0.89904998, 
aim) = 0.89904971. 
The nickel atom fractions are then 
a I = 0.0977155 +- 5 • 10 -7, 
a 2 = 0.7918300 + 4 • 10 -7, 
a 3 = 0.8895861 + 3 • 10 -7, 
a 4 = 0.8990498 + 2 .10  -7. 
Of course, such a high accuracy of the solution is un- 
necessary in this particular problem. 
6. CONCLUSIONS 
Let us list at this point the advantages and disadvan- 
tages of  the presented Monte Carlo algorithm. 
Advantages : 
(a) The initial estimate of the solution is unnecessary. 
Instead, one has to choose the bounded domain 
D, of  arbitrary size, in which the root is expected 
to exist. 
(b) The method does not involve the calculation of 
derivatives, and it may be easily applied to sys- 
tems consisting of complicated functions f, where 
the differentiation could be very laborious. 
(c) The accuracy of the solution can be precisely 
established [equation (77]. 
(d) The n-dimensional random number generator does 
not have to have good statistical properties, since 
the uniform distribution of the random vector 
(x 1, x 2 . . . . .  Xn) in domains D and D(J), 
j = 0, 1, 2 . . . . .  is not of crucial importance. The 
single multiplicative pseudo-random number 
generator may be employed. 
(e) The computer program based on the present 
algorithm" is rather short (54 FORTRAN state- 
ments) and does not require much memory of the 
computer. 
Disadvantages : 
(a) A large number of generations are needed in the 
TABLE 1. The expected number of generations in 
the first stage for the case when every 
permutation of the signs of funct ionsf  
is obtained with the same probability. 
The number of equations The expected number of  
in the system n generations E (1) 
, , , ,  J 
3.0 
8.3 
21.7 
54.1 
129.9 
303.6 
695.4 
1567.8 
first stage of the algorithm, sharply increasing 
with the number of equations in the system 
(table 1). 
(b) Slow convergence in the second stage of the 
algorithm. Also, the convergence seems to be 
slower, the larger the number of equations. 
It follows from the above that the described method 
is especially suitable to a system of equations in which : 
(i) the differentiation of functions f is arduous or even 
impossible, (ii) the number of equations is relatively 
small. This algorithm may also be helpful in Finding 
the initial estimate of the root for iterative methods. 
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