In this paper, we report our work [24, 26] on extending the J-Sim network simulator [13] to be an integrated environment for both simulation and model checking of network protocols. We also present a case study in which we modelchecked AODV in J-Sim.
Introduction
One major deficiency of traditional network simulators is that they only evaluate the performance of network protocols in scenarios provided by the protocol designer but can not exhaustively analyze possible scenarios for correctness. For example, a network simulator can evaluate the performance of a routing protocol but cannot check whether this protocol may suffer from routing loops. In the current practice, to check whether or not a network protocol contains any errors, a prototype that was solely written for verification purposes has to be built (e.g., in an interactive theorem prover and/or a model checker). In general, this process is an onerous, time-consuming and error-prone task. An interesting question is then whether or not we can employ a single, integrated tool to provide both the performance evaluation (e.g., via simulation) and verification (e.g., via model checking) of network protocols. With such a tool, only one prototype will be built and used for the two purposes, thus saving both the time and effort of network protocol designers.
Motivated thus, we have extended J-Sim [13, 27, 28 ]-a composable and extensible open-source network simulation environment that is developed entirely in Java-with the model checking [4] capability to explore the state space created by a network protocol up to a (configurable) maximum depth in order to find violations of a safety property (e.g., the absence of routing loops in a routing protocol). The basic idea is to execute the simulation code in order to pinpoint errors in the network protocol. Specifically, we have implemented a model checker (written in Java so that it can be readily integrated with J-Sim), and incorporated this model checker into J-Sim.
Design of special-purpose model checkers for network simulator code enjoys several benefits over using generalpurpose verification tools. First, it saves the protocol designer the task of building a special-purpose model of the protocol for verification and a separate model for performance analysis. Since building a formal model of a protocol is an onerous, time-consuming and error-prone task, by designing special-purpose model checkers for network simulator code, we ensure that verifying a protocol is easier for the designer (and hence something he/she is more likely to perform). Second, using a model checker for C or Java (like [9, 18, 1, 3, 10, 7] ) to verify the protocol code along with the simulator code might likely be intractable due to the complexity of the general-purpose simulator code.
To extend J-Sim with the model checking capability, we have addressed several issues. First, we have laid a framework that enables the model checker to take control of the simulation of a network protocol in order to explore the (entire) state space, rather than just exploring one single execution path as J-Sim traditionally does. Second, we ensured that the implementation of this model checking framework did not require the core design and implementation of J-Sim to be altered. Third, we instrumented the model checker to make use of a best-first search (BeFS) strategy, which exploits properties inherent to the network protocol and the safety property being checked, in order to guide the search towards paths that can potentially locate errors in less time before running out of memory due to the well-known state space explosion problem in model checking.
The rest of the paper is organized as follows. In Section 2, we give an overview of network simulation in J-Sim. In Section 3, we give an overview of the model checking framework in J-Sim. In Section 4, we present the performance results of one of our case studies. In Section 5, we discuss related work. Finally, we conclude the paper in Section 6.
Network Simulation in J-Sim
J-Sim is implemented on top of a component-based software architecture, called the autonomous component architecture (ACA) , that closely mimics the integrated circuit (IC) design. The basic entities in the ACA are components, which communicate with one another via sending/receiving data at their ports. When data arrives at a port of a component, the component processes the data immediately in an independent execution context (e.g., thread in Java).
The software architecture of the ACA is motivated by the belief that software design cannot achieve the same level of modularity as IC design due to the fact that the objectoriented (OO) programming paradigm is fundamentally different from hardware design in component binding. Specifically, in OO programming, a class makes direct references to other class instances and makes function calls to those exposed by other class instances. The binding is "strong" in the sense that the caller has to know the exact names of the callees. In the course of debugging, one cannot obtain a clear view of binding relations without delving into the implementation details and tracing codes line by line. This yields unpredictability in software development and high maintenance cost, and is usually termed as software crisis. In contrast, an IC chip is a blackbox fully specified by the function specification and the input/output signal patterns in the databook. Changes in input signals trigger an IC chip to perform certain function, and change, after a certain delay, its outputs according to the chip specification. The fact that an IC chip is interfaced with other chips/modules/systems only through its pins (and is otherwise shielded from the rest of the world) allows IC chips to be designed, implemented, and tested, independently of everything else. In other words, at design time, an IC chip is bound with a certain specification in the databook, instead of being bound to components that interact with it. Component binding is thus deferred to the time when a system (e.g., ALU) is being composed.
Following the same line of design principles, how components in the ACA behave (in terms of how a component handles and responds to data that arrives at a port) is specified at system design time in contracts, but component binding does not take place until the system integration time when the system is being "composed." A contract specifies how an initiator (caller) and a reactor (callee) fulfill a certain function. It simply specifies the causality of information exchange between components but not the components that may participate in information exchange. Two components, acting respectively as the initiator and the reactor, are bound at system integration time to fulfill the contract. In some sense, the ACA realizes the notion of software IC where an IC corresponds to a component, pins correspond to ports, signals correspond to data that arrives at a port of a component, and an IC specification corresponds to a contract.
With the separation of contract binding (at system design time) from component binding (at system integration time), J-Sim provides a loosely-coupled component architecture, i.e., a component can be individually designed, implemented and tested independently [27] . By closing the gap between hardware and software ICs, the ACA realizes the objectives of composability and extensibility of network simulation [28] . All of these features enable new components to be included into J-Sim in a plug-and-play fashion. On top of the ACA, a generalized packet-switched internetworking framework (called INET) has been laid based on common features extracted from the various layers in the protocol stack. Both the ACA and the INET have been implemented in Java, and the resulting code, along with its scripting framework and GUI interfaces, is called J-Sim. Finally, an essential suite of wired and wireless network components and protocols have been implemented in J-Sim.
Model Checking Framework in J-Sim
The model checker, that we implemented as a component in J-Sim, is an explicit-state model checker [4] that checks a network protocol by executing the J-Sim simulation code of that network protocol directly and exploring the state space on-the-fly until either a counterexample disproving a safety property is found or the state space is explored up to a maximum depth (M AX DEP T H).
In order to explore the state space created by a network protocol, the notion of the "state" has to be adequately defined. To this end, the model checker makes use of the GlobalState class. A state is an instance of GlobalState. The model checking procedure modelCheck, shown in Figure 1 , interacts via ports with three instances of GlobalState; namely, initialState (the initial state of the network protocol), currentState (the current state being explored) and nextState (one of the possible successors of the current state). As shown in Figure 1 , the two major data structures are NonVisitedStates (which stores the states that have not yet been visited) and AlreadyVisitedStates (which stores the states that have already been visited). Figure 1 In each state in the state space, some transitions (i.e., events) may or may not be enabled, and an enabled transition may generate multiple successor states. For instance, a packet arrival event may generate multiple successor states. This is because if the network contains two packets m 1 and m 2 whose destination is node n, two successor states can be generated depending on whether node n receives m 1 first and then m 2 or receives m 2 first and then m 1 . In modelCheck, the enabling function ( Figure 1, line 9) returns the number of possible successor states (zero if the event is disabled). For each state being explored (currentState), modelCheck generates all the possible successor states (nextState) by executing the event handlers of the events that are enabled in currentState. However, since an event handler is only invoked from modelCheck but actually executed inside the protocol entities (i.e., the classes that implement the network protocol being model-checked) themselves, modelCheck must first restore the state of the protocol entities to the state reflected in currentState before the execution of the event handler. This is achieved by the CopyFromModelToEntities() function call (line 11) where the model checker interacts via ports with the protocol entities.
After the execution of the event handler (line 14), the CopyFromEntitiesToModel() function is called (line 15) to extract the new state information from the protocol entities and copy them to nextState. If nextState has not been visited before (line 16), modelCheck then checks whether nextState violates a safety property (line 17). (The network protocol designer specifies the safety property that needs to be checked as a Java method whose output is true/false.) If so, a counterexample is printed by calling the printPath() function (line 18); otherwise, nextState is added to NonVisitedStates (line 20) in order to be explored later if its depth is strictly less than M AX DEP T H. Adding a state to NonVisitedStates (line 20) or AlreadyVisitedStates (line 6) needs a function that creates a copy of a state (e.g., clone()).
For more implementation details, the interested reader is referred to [24] . It should be mentioned that the user needs to do a specific set of a few programming tasks (e.g., providing an implementation of GlobalState) before initiating the model checking process [26] .
Evaluation and Results
In [26] , we demonstrated the ability of the model checking framework in J-Sim to model-check two network protocols: (a) Ad-Hoc On-Demand Distance Vector (AODV) routing [22, 23] for wireless ad hoc networks, and (b) Directed Diffusion [12] are reasonably complex network protocols whose J-Sim implementations (not including the J-Sim library) have about 1200 and 1400 lines of code, respectively. Our choice of AODV and directed diffusion was motivated by their potential to become representative routing and data dissemination protocols, respectively, in ad hoc networks and sensor networks. In this section, we give an overview of modelchecking AODV in J-Sim. We ran all experiments on a Pentium 4 1.6 GHz machine with Microsoft Windows XP 2002 SP2 with 1 GB memory. We used Sun's Java 2 SDK 1.4.2 JVM with 512 MB allocated memory.
Overview of AODV
The implementation of AODV [22] in J-Sim is based on the AODV Draft (version 11) [23] . In AODV, each node n in the ad hoc network maintains a routing table. A routing table entry (RTE), at node n, to a destination node d contains, among other fields: nexthop n,d (the address of the node to which n forwards packets destined for d), hops n,d (the number of hops needed to reach d from n) and seqno n,d (a measure of the freshness of the route information). Each RTE is associated with a lifetime. Periodically, a route timeout event is triggered invalidating (but not deleting) all the RTEs that have not been used (e.g., to send or forward packets to the destination) for a time interval that is greater than the lifetime. Invalidating a RTE involves incrementing seqno n,d and setting hops n,d to ∞.
When a node n requires a route to a destination d, it broadcasts a route request (RREQ) packet. When a node receives the RREQ, if it has a fresh enough route to d (or it is d itself), it satisfies the RREQ by unicasting a route reply (RREP) packet back to n; otherwise, it rebroadcasts the RREQ. The unicast RREP travels back to n. Each intermediate node along the path of RREP sets up a forward pointer to the node from which the RREP came, thus establishing a forward route to d, and forwards the RREP packet to the next hop towards n. If node m offers node n a new route to d, n compares seqno m,d of the offered route to seqno n,d , and accepts the route with the greater sequence number. If the sequence numbers are equal, the offered route is accepted only if hops n,d > hops m,d .
Each node maintains two monotonically increasing counters: seqno n and bid n . When node n broadcasts a RREQ packet, it includes the current value of bid n in the RREQ packet and then increments bid n . Therefore, the pair < n, bid n > uniquely identifies a RREQ packet. Each node, receiving the RREQ packet from node n, keeps the pair < n, bid n > in a broadcast ID cache so that it can later check if it has already received a RREQ with the same source address and broadcast ID. Each entry in this cache has a lifetime. Periodically, a broadcast ID timeout event is triggered causing the deletion of entries in the cache that have expired.
Model-checking AODV
Three steps constitute a generic methodology for modelchecking a network protocol in J-Sim.
(1) Definitions of the global state, the initial state, state equality and safety property: We define GlobalState as a tuple that has two components; namely, the protocol state and the network cloud. The protocol state of a node n includes n's routing table, broadcast ID cache, seqno n and bid n . The network cloud models the network as an unbounded set that contains AODV packets, and also maintains the neighborhood information. A broadcast AODV packet whose source is node s is modeled as a set of packets, each of which is destined for one of the neighbors (i.e., the nodes that are within the transmission range) of s.
In the initial global state, the network does not contain any packets and the AODV process at each node is initialized as specified by the constructor of the AODV class in J-Sim. Specifically, the AODV process starts with an empty routing table, empty broadcast ID cache, seqno n = 2 and bid n = 1. Two states, s 1 and s 2 , are considered equal if they have the same (unordered) set of AODV packets, the same neighborhood information, and for each node n, s 1 and s 2 have equal corresponding values for seqno n , bid n , and node n's routing table and broadcast ID cache (each viewed as an unordered set of entries).
An important safety property in a routing protocol such as AODV is the loop-free property; i.e., data packets are not routed through loops. Consider two nodes n and m such that m is the next hop of n to some destination d; i.e., nexthop n,d = m. The loop-free property can be expressed as follows [18] :
(2) Specifying the set of events, when each event is enabled, and how each event is handled. We specify six events as follows:
T 0 Initiation of a route request to a destination d: This event is enabled if the node does not have a valid RTE to the destination d. The event is handled by broadcasting a RREQ.
T 1 Delivering an AODV packet to node n: This event is enabled if the network contains at least one AODV packet such that n is the destination (or the next hop towards the destination) of the packet and n is one of the neighbors of the source of the packet. The event is handled by removing this packet from the network and forwarding it to node n.
T 2 Restart of the AODV process at node n: This event may take place because of a node reboot. The event is always enabled and is handled by reinitializing the state of the AODV process at node n.
T 3 Loss of an AODV packet destined for node n: This event is enabled if the network contains at least one AODV packet that is destined for node n. The event is handled by removing this packet from the network.
T 4 Broadcast ID timeout at node n: This event is enabled if there is at least one entry in the broadcast ID cache of node n. The event is handled by deleting this entry.
T 5 Timeout of the route to destination d at node n: This event is enabled if n has a valid RTE to d. The event is handled by invalidating this RTE.
(3) Use of protocol-specific properties to facilitate a BeFS strategy: A suitable BeFS strategy for exploring the state space of AODV can be obtained by inspecting the loop-free property. A node, which does not have a valid RTE to the destination d, does not affect the truth value of the loop-free property. Therefore, a suitable BeFS strategy (which we call AODV-BeFS) is to consider a state s 1 better than a state s 2 if the number of valid RTEs to any node in s 1 is greater than that in s 2 . We devised other BeFS strategies in [26] .
Errors discovered
We consider an initial state of an ad hoc network consisting of 3 nodes: n 0 , n 1 and n 2 (the only destination node) arranged in a chain topology where each node is a neighbor of both the node to its left and the node to its right (if any exists). Although this initial state is simple, it ensures that n 0 requires a multihop route to reach n 2 ; i.e., AODV multihop routing is needed. (We studied larger network topologies in [26] .) In the course of model checking, we have discovered an error (which we call Counterexample 1) in the J-Sim implementation of AODV caused by not following part of the AODV specification. Conceptually, if nexthop 0,2 = 1 and the AODV process at n 1 restarts, the net effect is that all the RTEs stored at n 1 will be deleted. As a result, n 1 may later accept a route that was offered by n 2 with a lower sequence number than that of n 0 (i.e., seqno 0,2 > seqno 1,2 ), hence violating the loop-free property. We also manually injected two errors (which we call Counterexamples 2 and 3 respectively): in Counterexample 2, seqno n,d is not incremented when a RTE is invalidated and in Counterexample 3, a RTE is deleted (instead of invalidated) when its lifetime expires. The model checking framework was able to find these two errors too. (For Counterexamples 2 and 3, we require that the counterexample contain at least one state that is generated due to the route timeout event, T 5 .) A routing loop may occur due to either of these two errors because if nexthop 0,2 = 1 and a route timeout event takes place at n 1 , in either Counterexample 2 or 3, if n 1 is later offered a route to n 2 by n 0 , this route will be accepted (because in Counterexample 2, hops 1,2 = ∞; hence, hops 1,2 > hops 0,2 ; whereas in Counterexample 3, seqno 0,2 > seqno 1,2 ). The interested reader is referred to [25] for a detailed account (along with the traces) of the three counterexamples. Table 1 gives the performance evaluation criteria: (i) time, (ii) space, and (iii) number of transitions explored for finding the three counterexamples using several search strategies, including breadth-first (BFS) and depth-first (DFS). As shown in Table 1 , AODV-BeFS achieves an order of magnitude reduction with respect to the performance criteria when compared to BFS. In [26] , we devised other BeFS strategies, studied their performance and discovered that the choice of the BeFS strategy has a significant impact on the performance. Based on our results. we provided recommendations for good search heuristics to model-check network protocols similar to AODV.
Related Work
Our work is inspired by previous work on modelchecking the implementation code directly for C and C++ (e.g., CMC [18, 17] and VeriSoft [8] ). Although CMC has been applied to model-check Linux implementations of networking code (e.g., AODV and TCP), the major distinction between our approach and CMC is that CMC uses protocolindependent properties in guiding the best-first search. It does so by attempting to focus on states that are the most different from previously explored states. However, our approach uses protocol-dependent properties, which exploit properties inherent to the network protocol and the safety property being checked, to guide the best-first search strategy. Likewise, VeriSoft uses protocol-independent techniques, namely partial-order reduction (POR) using the persistent/sleep sets [8] .
In contrast to model-checking the implementation code directly, conventional model checkers (e.g., SPIN [11] , SMV [16] , Murphi [6] ) require that the system be first specified using a high-level modeling language. This may not be desirable, as the process of describing the system in a high-level modeling language is time-consuming, painstaking, and error-prone. To deal with this problem, there has been recent work (e.g., [21, 9, 5, 7] ) on translating programming languages (e.g., Java) into the input modeling languages of several conventional model checkers. However, this may not be always feasible because some features of C or Java (e.g., bit operations) do not have corresponding ones in the destination modeling language. Therefore, our approach of model-checking the simulation code, which has to be written by a network protocol designer anyway for the purpose of performance evaluation, directly reduces the network protocol designer's effort and avoids the limitations of the input languages of conventional model checkers. This also provides an important advantage when compared to previous work on testing and verification of network protocols (e.g., [15, 19] ), which requires building another model for verification purposes.
Java PathFinder (JPF) [29] performs model checking at the bytecode level. This involved building a new Java Virtual Machine that is called from the model checker to interpret Java bytecode. In contrast, our approach does not require any modifications to the Java Virtual Machine. Our approach, however, requires the user to provide the code for state manipulation. JPF provides automatic manipulation of the entire Java states (including stack and heap).
As far as formal analysis of network simulation is concerned, Verisim [2] is a tool that was developed based on a collection of pre-existing tools; namely, ns-2 [20] and the MaC monitoring and checking framework [14] . Verisim replaces the monitor component of MaC by ns-2 and uses the checker component of MaC to verify user-defined properties on traces produced by ns-2. It should be noted, however, that not all errors may manifest themselves in a trace because ns-2 does not explore all possible execution paths during a simulation run.
Conclusions and Future Work
This paper documents our work on extending the JSim network simulator with the capability of finding bugs in network protocols using on-the-fly model checking. We demonstrated the effectiveness of the model checking framework in J-Sim to model-check AODV, a widely used and fairly complex network protocol. Experimental results show that the model checking framework in J-Sim is able to find violations of a safety property within acceptable time and space requirements, thus making J-Sim an integrated environment for both simulation and model checking of network protocols.
In our future work, we intend to make use of JPF to model-check the network protocols in J-Sim, and compare the model checking framework in J-Sim with that of JPF. The purpose of this comparative study is to assess the pros and cons of building a model checker in J-Sim instead of using an existing model checker such as JPF.
