Abstract: Quantile regression (QR) is becoming increasingly popular due to its relevance in many scientific investigations. There is a great amount of work about linear and nonlinear QR models.
Existing dimension reduction techniques focus on the entire conditional distribution and include, among others, sliced inverse regression (SIR, Li 1991), principal Hessian directions (pHd, Li 1992), When specific aspects of the conditional distribution are of interest, such as the conditional mean, conditional variance, and conditional quantile of the response given the covariates, the above methods are inefficient as they focus on the entire conditional distribution and provide more directions than necessary. Recent research focuses on these statistical functionals. Specifically, Cook and Li (2002) focused on the conditional mean and introduced the central mean subspace (CMS), Yin (Christou and Akritas 2018) , it is still limited to a small number of covariates. Kong and Xia (2014) proposed an adaptive composite QR approach, which can be used for estimating multiple linear combinations of X that contain all the information about the conditional quantile, while Luo et al. (2014) introduced a sufficient dimension reduction method that targets any statistical functional of interest, including the conditional quantile. The authors proposed an efficient estimator for the semiparametric estimation problem of this type. However, while their work covers a wide range of applications, the finite sample performance of the efficient estimator is not necessarily the best. For the above reasons, a different approach is needed.
In this paper, we introduce the τ th central quantile subspace (τ -CQS; see Section 2) and propose an algorithm for estimating it. Specifically, in Section 3 we focus on a SIQR model and propose a method for estimating the one-dimensional τ -CQS, in Section 4 we extend the methodology to a multi index quantile regression (MIQR) model, while in Section 5 we generalize the proposed methodology to any statistical functional of interest. In Section 6 we present a brief discussion on the estimation of the dimension of the τ -CQS, and in Section 7 we present results from several simulation examples and a real data application. A discussion is given in Section 8. The assumptions, some lemmas, and the proof of Theorems 3.5 and 4.4 are given in the Appendix.
The τ th Central Quantile Subpsace
We start by recalling some basic definitions from Li (1991) . Let Y and X denote a univariate response and a p × 1 vector of predictors, respectively, and let A = (α 1 , is defined to be the intersection of all τ th quantile dimension reduction subspaces. For the remainder of this paper, we assume that the τ -CQS exists.
The following notation will be used throughout the rest of the paper. The CS is spanned by the p × d matrix A, i.e., S Y |X = S(A), and, for a given τ , the τ -CQS is spanned by the p × d τ matrix B τ , i.e., S Qτ (Y |X) = S(B τ ). The matrices A and B τ are called the basis matrices. It is easy to see that S Qτ (Y |X) ⊆ S Y |X , for any τ . Therefore, B τ X provides a refined structure for the CS, i.e.,
3 Estimation of the τ -CQS for a SIQR Model The SIQR model implies that Y ⊥ ⊥ Q τ (Y |X)|B τ X and therefore, assumes a one-dimensional τ -CQS. The goal is to estimate the parametric component B τ , which corresponds to the vector of coefficients for the linear combination
Population level
where
, and L{θ τ , Q τ (Y |X)} is a function strictly convex in θ τ . Under the SIQR model, and
This implies that β τ is equal to the coefficients of the linear combination of the predictors up to a multiplier, i.e., β τ = cB τ for some c ∈ R \ {0}. This idea comes from the work of Brillinger (1983) and Li and Duan (1989) , who considered a similar task but for estimating the one-dimensional CS.
Moreover, since S Y |X = S(A), then minimizing R(a τ , b τ ) with respect to a τ and b τ , is the same as minimizing R * (a τ , b τ ), where
, where
This allows for an initial dimension reduction using A for all choices of τ , which is then converted into an estimate of B τ for a specific τ .
Assumption 3.1 For a given τ , the conditional expectation
Under Assumption 3.1 and if
Proof: Observe that
Σ xx is the covariance matrix of X, and d is a constant.
The first inequality follows from Jensen's inequality. Moreover, the third line follows from the fact
, and the fourth line follows from the fact that under Assumption 3.1, E(X|B τ X) = P Bτ (Σ xx ) X.
Remark 3.3 It may be interesting to note that if the distribution of X is elliptically symmetric, then Assumption 3.1 is satisfied for every τ ∈ (0, 1). Although the elliptical distribution assumption appears restrictive, among other existing results, Diaconis and Freedman (1984) showed that most low-dimensional projections of high-dimensional data are approximately normal.
An important situation is when the objective function is
which implies the following minimization problem
Theorem 3.2 implies that the ordinary least squares (OLS) vector β * τ , resulting from regressing
Sample level -Algorithm 1
For computational simplicity, we will use the minimization problem (3.2) and suggest the following estimation procedure. First, use a standard dimension reduction technique to estimate A by A and form the new d × 1 predictor vector A X. In this paper, we use the SIR of Li (1991) , but one can also use, for instance, the SAVE of Cook and Weisberg (1991) or another technique. Then, we use
There are many ways to estimate
we choose the local linear conditional quantile estimation method introduced in Guerre and Sabbah (2012) as it is simple to implement and tends to work well in practice. The idea is to
where ρ τ (u) = {τ − I(u < 0)}u. Here K(·) is a d-dimensional kernel function and h > 0 is a bandwidth. In this paper, we use a Gaussian kernel and choose the bandwidth using the rule-ofthumb given in Yu and Jones (1998). Specifically,
, where φ(·) and Φ(·) denote the probability density and cumulative distribution functions of the standard normal distribution, respectively, and h m denotes the optimal bandwidth used in mean regression local estimation. We now summarize the algorithm.
Sample Level Algorithm 1:
independent and identically distributed (iid) observations and fix τ ∈ (0, 1). 
3. Take β τ to be
Then, β τ defines an estimated basis vector for S Qτ (Y |X) .
Remark 3.4
It is sometimes easy to transform X linearly and study the relation between Y and the transformed predictors. In general, if Z = W X + b for some invertible matrix W and some vector
. This can be proved easily by noting that
Therefore, in practice, we can standardize X to have zero mean and the identity covariance matrix.
We apply the algorithm to Z = Σ −1/2 xx {X − E n (X)}, where Σ xx and E n (X) denote the sample covariance matrix and sample mean of X, respectively. If η τ ∈ S Qτ (Y |Z) , where Z is the population version
Under Assumption 3.1, Assumptions 1-5 given in Appendix A, and the assumption that A is √ nconsistent estimate of the directions of the CS, then β τ is √ n-consistent estimate of the direction of
, where β τ is defined in (3.3).
Proof: See Appendix B.2.
Estimation of the τ -CQS for a MIQR Model

Population level
A MIQR model is an extension of a SIQR model, which assumes that
where .
Then, under Assumption 3.1, and the assumption that U τ is a measurable function of
where the second line follows from Assumption 3.1.
Suppose that we know one vector β τ,0 ∈ S Qτ (Y |X) . The above theorem can be used to find other vectors in S Qτ (Y |X) by an iterative procedure. Specifically, for a function u τ : R → R and j = 1, . . . ,
The question now is how to find an initial vector.
Theorem 3.2 states that β * τ , defined in (3.2), belongs to S Qτ (Y |X) . Therefore, we set β τ,0 = β * τ and, for simplicity, we take u τ (t) = t.
Corollary 4.2 Under the assumptions of Theorem 4.1, the vector E{Q
The above provide a method of forming vectors in the τ -CQS. Let β * τ as defined in (3.2) and set β τ,0 = β * τ and, for j = 1, 2, . .
However, to obtain linearly independent vectors, we propose the following. Let V τ be the p × p matrix with column vectors β τ,0 , . . . , β τ,p−1 and perform an eigenvalue decomposition
Sample level -Algorithm 2
We now summarize the algorithm.
Sample Level Algorithm 2:
iid observations and fix τ ∈ (0, 1).
2. If d τ = 1 stop and report β τ as the estimated basis vector for S Qτ (Y |X) . Otherwise, move to
Step 3.
3. Given j, where j = 1, . . . , p − 1, (a) form the predictors β τ,j−1 X i , i = 1, . . . , n, and use the local linear conditional quantile estimation method of Guerre and Sabbah (2012) 
, where q τ (X i ) is given in (3.4), except that we replace A by β τ,j−1 . This leads to a univariate kernel function.
Repeat
Step 3 for j = 1, . . . , p − 1.
, and choose the eigenvectors
is an estimated basis matrix for S Qτ (Y |X) . 
Proof: Straightforward extension of the proofs of Theorems 3.2 and 4.1. 3. Take γ to be 5. Set γ 0 = γ, where γ is defined in (5.2).
6. Given j, for j = 1, . . . , p − 1, (a) form the predictors γ j−1 X i , i = 1, . . . , n and use nonparametric techniques to estimate
Step 6 for j = 1, . . . , p − 1.
8. Let G be the p×p matrix with column vectors γ j , j = 0, 1, . . . , p−1, that is, G = ( γ 0 , . . . , γ p−1 ), and choose the eigenvectors g k , k = 1, . . . , d T , corresponding to the d T largest eigenvalues of
is an estimated basis matrix for S T (Y |X) .
Remark 5.3 Note that the dimension reduction technique used in
Step 1 focuses on the entire conditional distribution and performs and initial dimension reduction. This is then converted into an estimate of Γ, which now focuses on the statistical functional T .
Structural Dimension
In all the above, we assume that the dimension of a subspace is known. However, in practice the true dimension of a subspace is unknown and needs to be estimated. There are several methods proposed for estimating the dimension of a subspace, including a X 2 -sequential test (Li 1991 The construction of the X 2 -sequential test can be challenging, white the CV criterion can be computationally expensive. Therefore, we suggest estimating the dimension of a subspace using the modified BIC-type criterion of Zhu et al. (2010) . The major advantage with this method is that the consistency of the estimator of the relevant matrix is enough to guarantee the consistency of the estimator of the dimension.
To generalize for any subspace of interest, and without notational confusion, we write Λ, with a sample version Λ, as a p × q candidate matrix that targets the subspace of interest. Let q be the true dimension of the subspace of interest, and q the estimate. The modified BIC-type criterion is defined as
where λ 1 ≥ · · · ≥ λ p are the eigenvalues of the matrix Λ, C n /n → 0 as n → ∞ and C n → ∞.
A usual choice for C n is 2n 3/4 /p. Then, q can be estimated by q = arg max 1≤k≤p G n (k). In fact, P ( q = q) → 1, under the assumption that Λ is consistent estimate of Λ.
7 Numerical Studies
Computational Remarks
Our proposed methodology consists of two steps. First, we use Algorithm 1 to obtain the initial value β τ , as the OLS slope estimate for the regression of Q τ (Y | A X) on X. If the dimension of the τ -CQS is one, we can stop and report β τ as the estimated vector of coefficients for the linear combination B τ X. If the dimension of the τ -CQS is greater than one, we set the initial vector β τ,0 as β τ and use Algorithm 2 to produce more vectors in S Qτ (Y |X) . For the first step, the estimation of the basis matrix A of the CS is performed using existing consistent dimension reduction techniques. For the simulations we tried different methods (SIR, SAVE, DR, SIMR), but the results were similar. Here, we report the results from estimating A using SIR of Li (1991) , where the number of slices is chosen to be max(10, 2p/n). For the computation of the conditional quantile estimators Q τ (Y | A X i ) and
, used in Algorithms 1 and 2, respectively, we use local linear conditional quantile estimators, which are computed using the function lprq in the R package quantreg.
For the estimation accuracy we use the angle between the two subspaces B τ and B τ , where B τ denotes an estimate of the τ -CQS with a basis matrix B τ . This is used as the measure of the distance between two spaces so that smaller number implies stronger correlation. The angle is measured in radians, and so we report the value divided by π/2, and is calculated using the function subspace in the R package pracma. We call this the estimation error. We note that we have also tried measuring the distance between two subspaces using the measure proposed by Li et al. (2005) , but the results exhibit similar patterns.
All simulation results are based on N = 100 iterations. Unless otherwise stated, the sample size is chosen to be n = 600, and the quantiles under consideration are τ = 0.25, 0.5, and 0.75.
Simulation Results
Example 1: We demonstrate the performance of Algorithm 1, where d τ = 1, and use β τ , defined in (a) We begin by considering the performance of β τ for different choices of n and p. The data is generated according to the following SIQR model
where X = (X 1 , . . . , X p ) and the error ε are generated according to a standard normal distribution. Table 1 . We can observe that the mean estimation error increases with p and decreases with n.
Moreover, we observe that the performance of β τ is robust to the specific quantile. This contradicts 
Model III:
where X = (X 1 , . . . , X 10 ) are generated according to a standard normal distribution, and the error ε is generated according to a standard normal distribution (N ), a t-distribution with 3 degrees of freedom (t 3 ), and a chi-square distribution with 3 degrees of freedom (X Table 2 demonstrates the mean and standard deviation of the estimation error for the different error distributions and the four models. We observe that the mean estimation error seems to increase as the symmetry of the error distribution decreases.
Once again, we observe that the performance of the proposed estimator is essentially the same for the different quantiles. (c) We investigate the performance of β τ using an X with dependent components. The data is generated according to Models I-IV, where X = (X 1 , . . . , X 10 ) ∼ N (0, (σ ij ) 1≤i,j≤10 ) with σ ij = 0.5 |i−j| , and the error ε is generated according to N , t 3 , and X 2 3 distributions. To save space, and since the results follow similar pattern, we only report the results for Model I. From Table 3 we observe that the errors are larger than those for X with independent components. Further investigation will be considered later -see Example 2 (d).
(d) We now evaluate the performance of the modified BIC-type criterion, defined in Section 6. The data is generated according to Models I -IV, with the predictors and residual having a standard normal distribution. We consider the structural dimension of the CS, d, to be unknown, and we estimate it using the modified BIC-type criterion. We apply Algorithm 1 using the p × d matrix A. Table 4 we observe that the mean estimation errors are very similar to the ones in Table 2, suggesting that the dimension of the CS has been consistently estimated using the BIC-type criterion. (e) As was already observed in Example 1 (a), the finite sample performance of β τ improves as n increases. This is due to the √ n-consistency of the proposed estimator, stated in Theorem 3.5. We reconsider Model II, where the predictors and the error are generated according to a standard normal distribution. The sample size is taken to be n = 200, 400, . . . , 1000. (a) We begin by considering the performance of B τ for different choices of n and p. The data is generated according to the following MIQR model
where X = (X 1 , . . . , X p ) and the residual ε are generated according to a standard normal distribu- Table 5 . We observe that the mean estimation error increases with p and decreases with n. (c) We now consider a heteroscedastic model. The data is generated according to the following MIQR model
where X = (X 1 , . . . , X 10 ) and the residual ε are generated according to a standard normal distribu- Table 6 : Mean (and standard deviation) of the estimation errors for B τ , τ = 0.25, 0.5, 0.75, using the proposed methodology and the Kong and Xia (2014) (d) Here we investigate the performance of the iterative proposed estimator using an X with dependent components. The data is generated according to Model V, where X = (X 1 , . . . , X 10 ) ∼ N (0, (σ ij ) 1≤i,j≤10 ) with σ ij = 0.5 |i−j| , and the residual ε is generated according to a standard normal distribution. From Table 8 , we observe that the errors are larger than those for X with independent components, but the degree by which the mean estimation error of the proposed methodology and of the qMAVE procedure improves upon the Luo et al. (2014)'s method is similar to those for the independent component case. V, where the predictors and the error are generated according to a standard normal distribution. Figure 2 shows the observed mean values for the estimation error for the three different quantiles.
As before, the plots clearly confirm the √ n-consistency of the proposed estimator B τ . is estimated nonparametrically using the Nadaraya-Watson estimator with a d-dimensional Gaussian kernel function. Specifically, for the data
The mean and standard deviation of the estimation error are 0.0233 and 0.0344, respectively.
An application to Upland, CA, Ozone Data
Air pollution studies are crucial to investigating the effects of various pollutants. These pollutants can be classified into two categories: the primary pollutants, produced by human activity, and the secondary pollutants, formed under reactions among primary pollutants and other gases. Since the secondary pollutants are not directly controlled, we would like to investigate their relationship with weather conditions. Particularly, we consider the relationship between ozone and weather conditions Table 9 .
From Table 9 we observe that the effects of the weather conditions are essentially stable across the different quantiles. Pressure is again the most important variable that affects the ozone concentration for all quantile levels, followed by humidity and temperature. Height and Inversion base height are also important variables for the τ -CQS, while windspeed has the smallest effect for all quantile levels. , we compare the three methods by calculating the angle between the bootstrapped subspaces and the full-sample estimate. Table 10 reports the mean estimation error for the 500 bootstrap samples for all methods, and for the five different quantile levels. We observe that the proposed methodology performs much better than that of Kong and Xia (2014) and Luo et al. (2014) . 
Discussion
In this work we proposed a new dimension reduction technique with respect to the conditional quantile and suggested an easy to implement algorithm for estimating the τ -CQS, for a given τ . This method can be further generalized to any statistical functional of interest. Simulation results and a real data analysis demonstrated the theory developed here and suggested that the proposed methodology has a good finite sample performance, and often outperforms other existing methods.
The presented paper focuses on extracting linear subspaces. For future work we will consider nonlinear dimension reduction. Specifically, assuming that Y ⊥ ⊥ Q τ (Y |X)|ψ τ (X), where ψ τ is an arbitrary function, then ψ τ (X) defines a nonlinear sufficient predictor. The goal is to estimate the nonlinear function ψ τ .
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A Notation and Assumptions
Notation: We say that a function m(·) : R p → R has the order of smoothness s on the support 
, and all x, x in X 0 , 
for a given τ ∈ (0, 1).
2. The distribution of A X has a probability density function f A (·) with respect to the Lebesgue measure, which is strictly positive and continuously differentiable over the support X 0 of X. There is a L 0 > 0, such that The associated bandwidth h, used in the estimation procedure, is in [h, h] with 0 < h ≤ h < ∞,
and X 0 is the support of X.
B Proof of Main Results
B.1 Some Lemmas
Lemma B.1 Under Assumptions 2-5 given in Appendix A, and the assumption that A is √ nconsistent estimate of the directions of the CS, then
where Q τ (Y | A x) denotes the local linear conditional quantile estimate of Q τ (Y |A x), given in (3.4).
The first term follows from the Bahadur representation of Note: For the study of the asymptotic properties of β τ , defined in (3.3), we consider an equivalent objective function. Observe that minimizing
with respect to (a τ , b τ ). By expanding the square, (B.1) can be written as
2). Then, under the assumptions of Lemma B.1 and additionally Assumption 1 of Appendix A, we have the following quadratic approximation, uniformly in γ τ in a compact set,
where V = E{(1, X)(1, X) }, Proof: Observe that
where V n = n −1 n i=1 (1, X i )(1, X i ) , and W τ,n and C τ,n are defined in (B.3) and (B.4), respectively. It is easy to see that V n = V + o p (1), and therefore, S n (γ τ / √ n + (α * τ , β * τ )) = 1 2 γ τ Vγ τ + W τ,n γ τ + C τ,n + o p (1).
Provided that W τ,n is stochastically bounded, it follows from the convexity lemma (Pollard 1991) that the quadratic approximation to the convex function S n (γ τ / √ n + (α * τ , β * τ )) holds uniformly for γ τ in a compact set. Remains to prove that W τ,n is stochastically bounded.
Since W τ,n involves the quantity Q τ (Y | A X i ), which is data dependent and not deterministic function, we define
where φ τ : R d+1 → R is a function in the class Φ τ , whose value at (y, A x) ∈ R d+1 can be written as φ τ (y|A x), in the non-separable space l ∞ (y, A x) = {(y, A x) : R d+1 → R : φ τ (y,A x) := sup (y,A x)∈R d+1 |φ τ (y|A x)| < ∞}, and satisfying E|φ τ (Y, A X)| 2 < ∞ and E φ τ (Y, A X) 2 XX < ∞. Since Φ τ includes Q τ (Y |A x), and, according to Lemma B.1, includes Q τ (Y | A x) for n large enough, almost surely, we will prove that W τ,n (φ τ ) is stochastically bounded, uniformly on φ τ ∈ Φ τ .
Observe that
which follows from the properties of the class Φ τ defined above. Bounded second moment implies that W τ,n (φ τ ) is stochastically bounded. Since 1. the result was proven uniformly on φ τ , 2. the class Φ τ includes Q τ (Y | A x) for n large enough, almost surely, and 3. W τ,n ( Q τ ) = W τ,n , where W τ,n is defined in (B.3), the proof follows.
B.2 Proof of Theorem 3.5
To prove the √ n-consistency of β τ , enough to show that for any given δ τ > 0, there exists a constant C τ such that Pr inf γτ ≥Cτ for any γ τ in a compact subset of R d+1 . Therefore, the difference (B.6) is dominated by the quadratic term (1/2)γ τ Vγ τ for γ τ greater than or equal to sufficiently large C τ . Hence, (B.5) follows.
B.3 Proof of Theorem 4.4
Let V τ = ( β τ,0 , . . . , β τ,p−1 ) be a p × p matrix, where β τ,0 = β τ , defined in (3.3), and β τ,j = E n { Q τ (Y | β τ,j−1 X)X} for j = 1, . . . , p − 1. Moreover, let V τ be the population level of V τ . It is easy to see that V τ converges to V τ at √ n-rate. This follows from the central limi theorem and Lemma B.1. Then, for · the Frobenius norm,
and the eigenvectors of V τ V τ converge to the corresponding eigenvectors of V τ V τ . Finally the subspace spanned by the d τ eigenvectors of V τ V τ , falls into S Qτ (Y |X) and the proof is complete.
