Abstract. We design here finite-dimensional stabilizing feedback Dirichlet boundary controllers for steady-state solutions to the phase field system. The feedback controllers are easily manageable from computational point of view since they are expressed in terms of the eigenfunctions {φ j } N j=1 , N ∈ N, corresponding to the eigenvalues {λ j } N j=1 of the Laplace operator in Ω ⊂ R q , q = 2, 3. The stabilizing algorithm, we develop here, is applicable under the assumption that the system
Introduction
In this work, we treat the problem of boundary stabilization of steady-state solutions to the phase field system, given by                y t (t, x) − k∆y(t, x) + la∆z(t, x) + lb[z(t, x) − z 3 (t, x)] − ldy(t, x) = 0 in Q := R + × Ω, z t (t, x) − a∆z(t, x) − b[z(t, x) − z 3 (t, x)] + dy(t, x) = 0 in Q, y(t, x) = u(t, x) on Σ 1 := R + × Γ 1 , y(t, x) = y(x) on Σ 2 := R + × Γ 2 , z(t, x) = z(x) on R + × ∂Ω, y(0, x) = y o (x), z(0, x) = z o (x) in Ω, (1.1) where Ω is a nonempty open and bounded subset of R q , q = 2, 3, with smooth boundary ∂Ω, Γ 1 ∪Γ 2 = ∂Ω; l, k, a, b, d are positive constants; y, z ∈ L 2 (∂Ω), y o , z o ∈ L 2 (Ω) are given functions; and u is the boundary controller. These equations describe the phase transitions, with finite thickness of the interface, in a material, which may be in either of two phases (for example, solid or liquid), occupying the region Ω. The function y = y(t, x) represents the distribution of the temperature in R + × Ω, such that y = 0 is the equilibrium melting temperature, i.e., the temperature at which the two phases can coexist independently in equilibrium, separated by an interface.
The function z = z(t, x) represents the phase distribution (for more details on the phase field model, see [7] ). The phase field system is related to the classical Stefan problem (see [15] ), which incorporates the physics of latent heat and heat diffusion in a homogenous medium. The controller u may be viewed as a heat source acting on the boundary Γ 1 .
A stationary solution to the uncontrolled system (1.1) is a couple (y e , z e ) ∈ (C 2 (Ω)) 2 that satisfies −a∆z e − b(z e − z 3 e ) + dy e = 0 in Ω; y e = y and z e = z on ∂Ω. It is known that the above system has, in general, more than one solutions which correspond to various kinds of phase transitions. In what follows, given a stationary solution, we shall study the problem of finding a feedback controller u such that, once inserted in (1.1), the closed-loop system (1.1) is locally well-posed, and the corresponding solutions decay asymptotically exponentially to the stationary solution, in the L 2 −norm. In this paper, we denote by L 2 (Ω) the space of Lebesgue square integrable functions on Ω with the norm y := Ω y(x) 2 dx 1 2 and the scalar product
Similarly, L 2 (Γ 1 ) stands for the space of Lebesgue square integrable functions on Γ 1 with the scalar product
where σ is the Lebesgue measure on the boundary ∂Ω. Finally, by H m (Ω) we denote the standard Sobolev spaces on Ω, and by H 
be an orthonormal basis of eigenfunctions of A.
we denote the corresponding eigenvalues repeated accordingly to their multiplicity. It is easy to see that, we can rearrange the eigenvalues set such that 0 < λ 1 < λ 2 < ... < λ i < ....,
Besides, we have
(for more details see, for example, [9] ). In what follows, we shall work under the next assumption (A): The system ∂φ i ∂n , i = 1, ..., N is linearly independent on Γ 1 , where N ∈ N is sufficiently large (see (2.17)-(2.18) below). Here n is the unit outward normal on the boundary ∂Ω. It should be mentioned that (A) is a standard hypothesis in boundary stabilization problems (see, for example, [2, 16] ). Besides, we notice that, when the domain Ω is of special form, parallelepiped and sphere, for instance, assumption (A) is immediately verified (in fact, it is verified for all N ∈ N, see [4, Example 2] ). The problem of stabilization of the phase field system was intensively studied in the literature, by using different methods. The Riccati base approach is used in [5] , where it is constructed a stabilizing finite-dimensional feedback controller, with compact support, acting only on one component of the system. The boundary stabilization problem is studied in [14, 8, 17, 13] , by using the time optimal control technique. Here, following the ideas in [4, 3] , we shall design a finite-dimensional boundary feedback controller u that stabilizes a given steady-state solution to (1.1). In comparison to the above mentioned results, the stabilizing controller, that we propose here, has a very simple structure, more exactly 2) where N ∈ N is as in (A), γ, η > 0 are large enough such as
and
We note that, by the assumption (A), the system
is linearly independent in L 2 (Γ 1 ) and so, the Gram matrix
is non-singular. Hence, a ip and Φ i are well defined.
Stabilization of the zero steady-state solution
We assume that y ≡ 0 and z ≡ 0 on ∂Ω. Therefore, the null solution, i.e., (y e , z e ) ≡ (0, 0), is a steady state solution to the uncontrolled system (1.1). The linearization of (1.1), around the zero solution, is given by
The following result amounts to saying that, the feedback u, given by (1.2), globally exponentially stabilizes the linear system (2.1), provided that N, η and γ are properly chosen.
Theorem 2.1. Let N ∈ N be sufficiently large and γ, η > 0 such that they satisfy (1.3). Under hypothesis (A), the feedback controller (1.2) globally exponentially stabilizes the linear system (2.1). That is, there exist C, α > 0 such that, for each
, the corresponding solution (y, z) to the closed-loop system
satisfies the estimate
Proof. In order to prove the theorem, we shall use similar ideas as in [4] . For γ > 0 as in (1.3), we define the following operator D, as: for every f ∈ R, we denote by Df := y, the solution to the equation
It is easy to see that there exists a unique solution to equation (2.4) . Therefore, the operator D is well-defined, and, moreover,
(Ω)) (see, for example, [12] ).
Since D commutes with the operator ∂ ∂t , we may rewrite (2.2) in terms of A and
Equivalently, denoting by w := y − Du,
The controller u can be expressed in terms of w and z, as
Indeed, taking w = y − Du in (2.7), we obtain
This yields
(2.10) (In the above computations we have used the Green's formula and the fact that φ j is an eigenfunction corresponding to the eigenvalue λ j of A.) Now, substituting (2.10) into (2.8), we obtain (2.7), as claimed. So, by (2.7), we rewrite (2.6) as
In order to show the stability of the linear system (2.11) we shall apply the decomposition method developed in [6] . Let X N := span {φ i } N i=1 and P N : L 2 (Ω) → X N be the orthonormal projection on X N (for more details, see [10] ). We set w u := P N w, z u := P N z, w s := (I − P N )w and z s := (I − P N )z, where I is the identity map. We have
Let us denote by
and by
Inserting w u , z u , w s , z s into system (2.11), then multiplying scalarly by φ j , j = 1, 2, ..., and taking into account relation (2.10), we get that system (2.11) can be split in two systems, as follows
14) We claim that, for large enough N , there exist some c 1 , β 1 > 0 such that
for all f, g ∈ R, for all j = N + 1, N + 2, .... Indeed, straightforward computation shows that the two eigenvalues of Λ s j are given by
Since λ N → ∞ when N → ∞, the above relation says that, for large enough N , there exists some β 1 > 0 such that
From this, (2.17) follows immediately. Next, (2.17) implies that
... Thereby, proving relation (2.18). (Relation (2.18) is more than we need at this step, but we proved it here because we shall need it latter, in the proof of local stability for the nonlinear system, which is presented in the next Theorem.) Next, with N chosen sufficiently large as above, we show the stability of the system (2.14). Making some computations, system (2.14) can be equivalently written as
.., N . Let us introduce the matrices , t ≥ 0, to the linear system (2.14), satisfies the exponential decay 
to the linear system (2.15), satisfies the exponential decay
(redefining, eventually, the constant c 1 ).
Recalling that w = w u + w s and z = z u + z s , relations (2.23) and (2.24) yield the existence of two positive constants C and α, such that
Besides, via relation (2.7) and the definition of the map D in (2.4), we also have that
for some C 0 , α 0 > 0. Thereby, keeping in mind that y = w + Du, relations (2.25) and (2.26) lead to the wanted exponential decay (2.3).
Remark 2.1. In addition to the above result, one may show that the solution w z to (2.6) satisfies
for some c > 0, independent of y o and z o . Indeed, by (2.23), we estimate the solution to system (2.14), as follows
Next, we estimate the solution to (2.15), as
(using (2.18) in the first term and Fubbini in the second one)
(using (2.18) in the second term)
(using (2.23) in the second term)
for some C > 0. Recalling that w = w u + w s , z = z u + z s , relations (2.28) and (2.29) yield (2.27), as claimed.
Next, we show that the same controller u, defined by (1.2), locally stabilizes the nonlinear system. More precisely, we have the following result. Theorem 2.2. Let N ∈ N be sufficiently large and γ, η > 0 such as they satisfy (1.3). Under hypothesis (A), there exists ρ > 0 such that, for each y o , z o ∈ L 2 (Ω) with y o , z o ≤ ρ, the corresponding solution (y, z) to the closed-loop system
for some C, α > 0.
Proof. Let M > 0. Consider the following truncation function f M :
by the Sobolev embedding theorem, i.e.,
Firstly we shall show that, for each M > 0, the next system
has a unique solution 
Finally, denote by
where we have denoted by
In the proof of Theorem 2.1 we have showed that the operator −L F generates a s.c. semigroup e −tL F on L 2 (Ω), that is uniformly exponentially stable on L 2 (Ω), i.e., there exists C, α > 0 such that
(see relation (2.25)). Besides, in Remark 2.1 we have showed that there exists c > 0, such that
(see relation (2.27)). All together imply that the assumptions (H.1i), (H.1ii) and (H.1iii), from [6] , are fulfilled in our case, with W = L 2 (Ω) and Z = H 1 0 (Ω). Moreover, by (2.33), the nonlinear part B M satisfies
for some K > 0. This corresponds to the result on B in [6, Lemma 5.4] . So, we may argue as in [6, Theorem 5.1] , in order to prove the theorem. More precisely, let any 0 < r < 1 and introduce the ball of radius r, centered at the origin, of the space
Stabilization of a nonzero stationary solution
Let us consider a nonzero stationary solution to (1.1), i.e., (y e , z e ) ∈ (C 2 (Ω)) 2 that satisfies −a∆z e − b(z e − z 3 e ) + dy e = 0 in Ω; y e = y and z e = z on ∂Ω.
Taking advantage of the results obtained in the previous section, we shall prove the following theorem, which says that the controller u, given by (1.2), locally stabilizes the steady-state (y e , z e ) in (1.1).
Theorem 3.1. Let N ∈ N, γ, η > 0 be sufficiently large (in particular, such that γ, η satisfy (1.3)). Under hypothesis (A), there exists ρ > 0 such that, for each
for some C, ν > 0.
Proof. Let us consider the fluctuation variables y := y − y e , z := z − z e . Then, the problem reduces to the null stabilization of the system We conclude by saying that, taking into account the above relations and arguing similarly as in the proof of Theorem 2.2, we can show that the system (3. 
Conclusions
In this paper, following the ideas in [4, 3] , we have designed a boundary feedback controller that stabilizes a given stationary solution to the phase field system. The form of the controller is very simple (see (1.2) ) and involves the eigenfunctions of the Laplace operator in Ω. Therefore, it is easily manageable from computational point of view. However, it should be mentioned that the stabilizing algorithm, we develop here, is applicable under the assumption that the system ∂φj ∂n N j=1 is linearly independent on the part of the boundary where the control is applied, that is Γ 1 .
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