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Abstract
We consider two-sided and one-sided residue interpolation problem in classes of matrix-
valued Hardy functions with various symmetries. These symmetries are defined in terms of
conformal conjugate involutions of the unit disk. Problems with additional norm restrictions
are studied as well. Applications are made to two-point interpolation. © 2002 Elsevier Science
Inc. All rights reserved.
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1. Introduction
The two-sided tangential interpolation problem (also known as residue interpola-
tion) for analytic matrix valued functions on the open unit disk D has the following
form: Let there be given an ordered collection
 = {C+, C−, Aπ ,Aζ , B+, B−,1} (1.1)
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of seven matrices with complex entries and having appropriate sizes
C+ ∈ Cp×nπ , C− ∈ Cq×nπ , B+ ∈ Cnζ×p, B− ∈ Cnζ×q,
Aπ ∈ Cnπ×nπ , Aζ ∈ Cnζ×nζ , and 1 ∈ Cnζ×nπ ,
and such that the spectra of Aζ and of Aπ lie in D, find all functions H(z) in a
prescribed class of analytic p × q matrix valued functions on D such that
Res
{
(zI − Aζ )−1B+H(z)
} = B−, (1.2)
Res
{
H(z)C−(zI − Aπ)−1
} = C+, (1.3)
Res
{
(zI − Aζ )−1B+H(z)C−(zI − Aπ)−1
} = 1. (1.4)
Here and elsewhere in the paper we denote by Res{X(z)} the sum of residues of a
meromorphic matrix-valued function X(z) with respect to the points in the open unit
disk. Recall that the residue of X(z) at a point z0 ∈ D is, by definition, the matrix
X−1 taken from the Laurent series X(z) =∑∞j=−α(z− z0)jXj that represents X(z)
in a neighborhood of z0. Since in all cases in the present paper X(z) will have only
finitely many poles, Res{X(z)} is actually a finite sum of matrices.
Interpolation conditions (1.2)–(1.4) express in a matrix language the generalized
Lagrange interpolation conditions: Let there be given distinct points z1, . . . , zr in
D, and let there be given two collections of vector polynomials xα,1(z), . . . , xα,kα (z)
of size 1 × p and yα,1(z), . . . , yα,kα (z) of size 1 × q, for every zα . The problem
is to find analytic (in D) p × q matrix functions H(z) such that the interpolation
conditions
di−1
dzi−1
{xα,j (z)H(z)}|z=zα =
di−1
dzi−1
{yα,j }|z=zα ,
i = 1, . . . , βα,j ; j = 1, . . . , kα; α = 1, . . . , r, (1.5)
are satisfied. It turns out that conditions (1.5) are equivalent to the left-sided condi-
tions (1.2), for suitable Aζ , B+, and B−. In fact, the spectrum of Aζ is {z1, . . . , zr}.
Analogously, condition (1.3) can be recast in the form of generalized Lagrange in-
terpolation involving points w1, . . . , ws in D. Condition (1.4) is needed to account
for possible intersection of the sets {z1, . . . , zr} and {w1, . . . , ws}. See [9, Section
16.8] for more details. Note that the matrix language was extensively used in [9] and
other publications, and allowed concise treatment of otherwise unwieldy problems.
We also use the notation of [9], where the subscripts ζ and π are used to indicate
zeros and poles of the rational matrix functions that are involved in the description
of solutions.
The interpolation problem (1.2)–(1.4) has been studied extensively, for the class-
es of rational matrix functions with no poles in D (see [9] and references there),
matrix functions in the Schur class, Hardy H2 class, and other classes. The state
space approach, which has originated in control systems, is one of several methods
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of studying tangential interpolation problems in various guises. It is a cornerstone of
the exposition in [9]. The present paper is also based on state space methods.
Recently, the interpolation problem (1.2)–(1.4) was studied, again using the state
space approach, for functions in the space Hp×q2 of p × q-matrices with entries in
the Hardy space H2 of the unit disk D (see [4–7]).
Of special interest are residue interpolation problems in which the interpolant
function H(z) is required to have various symmetry properties. The symmetric
problem for rational matrix functions was studied in [10,11], and for matrix Hp×q2
functions in [8]. We note that analytic functions with symmetries appear as transfer
functions of certain electric networks; [12] is an early paper in which mathematical
theory of a class of such transfer functions was developed.
In the present paper we continue to study the interpolation problem (1.2)–(1.4)
in the space Hp×q2 . We impose additional symmetry conditions related to certain
involutions σ on Hp×q2 . We note that a conformal mapping b : D → D is such that
b(b(z)) ≡ z, i.e., b is a conformal conjugate involution, if and only if either
b(z) = eiαz, α ∈ R, (1.6)
or
b(z) = ω
ω
· ω − z
1 − zω , ω ∈ D, ω /= 0. (1.7)
We use the notation bsp (the subscript stands for “special”) for the mappings defined
by (1.6), and keep the notation b(z)= ω
ω
· ω−z1−zω for the mappings defined by (1.7) only.
These remarks lead us to consider the two-sided tangential interpolation problem
in four families of subclasses of Hp×q2 defined by symmetry properties associat-
ed with the involutions of D introduced above. These subclasses are described and
denoted as follows:
Definition 1.1. Hp×q2 (J1, J2, b) is the class of all functions H ∈ Hp×q2 which satis-
fy the symmetry relation
σ(H)(z)
def= J1H(b(z))J2 = H(z), z ∈ D, (1.8)
where J1 ∈ Cp×p and J2 ∈ Cq×q are two invertible matrices such that
Ji = J i = J−1i , i = 1, 2, (1.9)
and b is of the form (1.7).
Definition 1.2. Hp×q2 (J1, J2, bsp) is the class of all functions H ∈ Hp×q2 which sat-
isfy the symmetry relation
σ(H)(z)
def= J1H(bsp(z))J2 = H(z), z ∈ D, (1.10)
where J1 ∈ Cp×p and J2 ∈ Cq×q are two matrices satisfying (1.9), and bsp is of the
form (1.6).
In the next two families, p = q.
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Definition 1.3. Hp×p2,∗ (b) is the class of all functions H ∈ Hp×p2 which satisfy the
symmetry relation
σ(H)(z)
def= H(b(z))∗ = H(z), z ∈ D, (1.11)
where b is of the form (1.7).
Definition 1.4. Hp×p2,∗ (bsp) is the class of all functions H ∈ Hp×p2 which satisfy the
symmetry relation
σ(H)(z)
def= H(bsp(z))∗ = H(z), z ∈ D, (1.12)
where bsp is of the form (1.6).
It is easy to see that all these maps σ : Hp×q2 → Hp×q2 are involutions.
One could consider in (1.11) a symmetry of the form
σ(H)(z) := J1H(b(z))∗J2 = H(z), z ∈ D, (1.13)
where J1 and J2 are invertible p × p matrices. Then σ 2(H(z)) = J1J ∗2 H(z)J ∗1 J2,
and so σ is an involution if and only if J1J ∗2 = ±I . Thus, (1.13) takes the form
σ(H)(z) := ±J1H(b(z))∗(J−11 )∗ = H(z), z ∈ D,
which is easily reduced to (1.11) upon replacing H with HJ ∗1 or iHJ ∗1 , as appropri-
ate. Analogous remark applies to the symmetry (1.12).
The above symmetries are particular cases of more general involutive symmetries
(that involve variable J1 and J2) studied in the class of rational matrix functions in
[1–3]. However, residue interpolation of type (1.2)–(1.4) in classes of analytic matrix
functions under the more general symmetries has not been studied yet; this seems to
require a completely different approach.
We define in Section 2 corresponding interpolation problems of the form (1.2)–
(1.4) with the appropriate supplementary conditions imposed by the symmetry, for
generic conformal conjugate involutions (1.7). In Section 3 we review known results,
mainly from [5], that are extensively used in later sections. Each of the two sections
after that is devoted to one type of interpolation problem with symmetries involving
generic conformal conjugate involutions. The case of special conformal conjugate
involutions (1.6) is studied in Section 6. Finally, in Section 7 we apply some of the
obtained results to an altogether different type of interpolation, so-called multipoint
interpolation (see Section 7 for details).
The following notation is used throughout the paper: RangeX, KerX, σ(A) the
spectrum of a matrix A; span{· · ·} the linear span of the set {· · ·}. z is the real part
of a complex number z. A∗ stands for the conjugate transpose of A. A or [A]− is
the complex conjugate of A (the latter form will be often used when A is a long
expression). T is the unit circle. We denote by TraceA the trace of a matrix A. PM
stands for the orthogonal projection on a subspace M.
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2. Interpolation problems: generic involutions
We now introduce the problems to be studied: each one is a two-sided residue
interpolation problem, suitably adapted to the given symmetry. We show that every
symmetry induces some supplementary conditions which the interpolating function
must satisfy, in order to obtain an interpolation problem (1.2)–(1.4). This allows us
to consider all these problems in a unified way. In this section we consider only the
cases when b is generic, i.e., of the form (1.7), and postpone the simple case (1.6) to
Section 6.
We begin with a preliminary lemma.
Lemma 2.1. Let A ∈ Cn×n, σ (A) ⊂ D, let T be a Cn×r -valued function analytic
in D and let s be a conformal mapping from D into itself. Then:
Res
{
(zIn − A)−1T (s(z))
} = Res{(zIn − s(A))−1T (z)}, (2.1)
Res
{
T (s(z))(zIr − A)−1
} = Res{T (z)(zIr − s(A))−1}, (2.2)
Res
{
(zIn − A)−1T (s(z))
} = Res{(zIn − s(A))−1T (z)}, (2.3)
Res
{
T (s(z))∗(zIn − A)−1
} = (Res{(zIn − s(A∗))−1T (z)})∗. (2.4)
Proof. For the proof of (2.1) see [6, Lemma 7.1]. Formula (2.2) is proved analo-
gously. We now prove (2.3). Use the equality
Res
{
F(z)
} = Res{F(z)}, (2.5)
which holds for every function F which is meromorphic in D and has there only fi-
nitely many poles, and follows from the definition of the residue. Taking into account
(2.1) we get
Res
{
(zIn − A)−1T (s(z))
}= Res{(zIn − A)−1T (s(z))}
= Res{(zIn − s(A))−1T (z)},
which is equivalent to (2.3). Equality (2.4) can be obtained quite similarly. 
2.1. The case of Hp×q2 (J1, J2, b)
In the space Hp×q2 (J1, J2, b) we consider the two-sided residue problem whose
data set is an ordered collection
 = {C+, C−, Aπ , Aζ , B+, B−, 1, 2} (2.6)
of eight matricesC+ ∈ Cp×nπ , C− ∈ Cq×nπ , Aπ ∈ Cnπ×nπ , Aζ ∈ Cnζ×nζ , B+ ∈
Cnζ×p, B− ∈ Cnζ×q and 1, 2 ∈ Cnζ×nπ .
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We denote by RP(Hp×q2 (J1, J2, b)) the following problem:
Given an ordered set of matrices (2.6), find all functions H ∈ Hp×q2 (J1, J2, b)
which satisfy (1.2)–(1.4) as well as the equality
Res
{
(zI − Aζ )−1B+H(z)J2C−(zI − b(Aπ))−1
} = 2, (2.7)
where in accordance with (1.7),
b(Aπ) = ω
ω
(ωInπ − Aπ)(Inπ − ωAπ)−1.
Note that in contrast with the classical residue problem (1.2)–(1.4), the problem
RP(Hp×q2 (J1, J2, b)) involves two two-sided conditions (1.4) and (2.7). The second
condition is needed here to account for possible intersection of the spectra of Aζ and
of b(Aπ). In view of the equality b(b(z) ≡ z, all other relevant spectral intersections
are automatically accounted for, as relations (2.10) and (2.11) in the next lemma
show.
Lemma 2.2. Let H ∈ Hp×q2 (J1, J2, b) satisfy (1.2)–(1.4) and (2.7). Then it also
satisfies the supplementary conditions
Res
{
(zI − b(Aζ ))−1B+J1H(z)
} = B−J2, (2.8)
Res
{
H(z)J2C−(zI − b(Aπ))−1
} = J1C+, (2.9)
Res
{
(zI − b(Aζ ))−1B+J1H(z)J2C−(zI − b(Aπ))−1
}
= ω
ω(|ω|2 − 1) (I − ωAζ )1(I − ωAπ), (2.10)
Res
{
(zI − b(Aζ ))−1B+J1H(z)C−(zI − Aπ)−1
}
= −ω
ω
(I − ωAζ )2(I − ωAπ)−1. (2.11)
Proof. Substituting (1.8) into (1.2), and applying (2.3) with T (z)=B+J1H(b(z))J2,
we get
B− = Res
{
(zI − Aζ )−1B+J1H(b(z))J2
}
= [Res{(zI − b(Aζ ))−1B+J1H(z)J2}]−,
which is equivalent to (2.8). Similarly, substituting (1.8) into (1.3) and applying
Lemma 2.1 we obtain (2.9). To prove (2.10), we substitute (1.8) into the left-hand
side of (2.10). Taking into account (1.4) and the following equalities:
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zI − b(A) =−ω
ω
(1 − zω)(b(z)I − A)(I − ωA)−1, (2.12)
b(z)I − b(A) =−1 − |ω|
2
1 − zω
ω
ω
(zI − A)(I − ωA)−1, (2.13)
where
b(z) = b(z) = ω
ω
· ω − z
1 − zω
(in turn, (2.12) and (2.13) are immediate consequences of (1.7)), we obtain
Res
{
(zI − b(Aζ ))−1B+J1H(z)J2C−(zI − b(Aπ))−1
}
= Res{(zI − b(Aζ ))−1B+H(b(z))C−(zI − b(Aπ))−1}
= [Res{(zI − b(Aζ ))−1B+H(b(z))C−(zI − b(Aπ))−1} ]− (by (2.5))
= [Res{(b(z)I − b(Aζ ))−1B+H(z)C−(b(z)I − b(Aπ))−1b′(z)}]−
(change of variable z = b(ξ), then ξ = b(z))
= −
[
ω
(1 − |ω|2)ω (I − ωAζ )
×Res{(zI − Aζ )−1B+H(z)C−(zI − Aπ)−1(I − ωAπ)}]−
= − ω
ω(1 − |ω|2) (I − ωAζ )1(I − ωAπ).
In the change of variable above we use the easily verifiable formula
b
′
(z) = ω
ω
· −1 + |ω|
2
(1 − zω)2 .
Similarly, in view of (2.7) and (2.13),
Res
{
(zI − b(Aζ ))−1B+J1H(z)C−(zI − Aπ)−1
}
= Res{(zI − b(Aζ ))−1B+H(b(z))J2C−(zI − Aπ)−1}
= [Res{(b(z)I − b(Aζ ))−1B+H(z)J2C−(b(z)I − Aπ)−1b′(z)}]−
= −
[
ω
ω
(I − ωAζ )Res
{
(zI − Aζ )−1B+H(z)J2C−(zI − b(Aπ))−1
}
×(I − ωAπ)−1
]−
(using (2.12) and (2.13))
= −ω
ω
(I − ωAζ )2(I − ωAπ)−1. 
The interpolation conditions (1.2)–(1.4) and (2.7) together with (2.8)–(2.11) for
the function H ∈ Hp×q2 (J1, J2, b) can be written as
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Res
{
(zI − Aζ )−1B+H(z)
} = B−, (2.14)
Res
{
H(z)C−(zI − Aπ )−1
} = C+, (2.15)
Res
{
(zI − Aζ )−1B+H(z)C−(zI − Aπ )−1
} = , (2.16)
where
B+ =
(
B+
B+J1
)
, B− =
(
B−
B−J2
)
, (2.17)
C− =
(
C− J2C−
)
, C+ =
(
C+ J1C+
)
, (2.18)
Aζ =
(
Aζ 0
0 b(Aζ )
)
, Aπ =
(
Aπ 0
0 b(Aπ)
)
. (2.19)
 =
(
1 2
−ω
ω
(I − ωAζ )2(I − ωAπ)−1 ωω(|ω|2−1) (I − ωAζ )1(I − ωAπ)
)
.
(2.20)
It follows from (2.14)–(2.16) that  satisfies the Sylvester equation
Aζ− Aπ = B−C− − B+C+, (2.21)
which is therefore a necessary condition for the problem RP(Hp×q2 (J1, J2, b)) to be
solvable. A verification of (2.21) is straightforward, and can be found in [8], or [9].
The conditions
Range B− ⊆ span
{
Range AjζB+, j = 0, 1, . . .
}
,
Ker C+ ⊇
∞⋂
j=0
Ker C−Ajπ ,
(2.22)
Range ⊆ span{Range AjζB+, j = 0, 1, . . . },
Ker ⊇
∞⋂
j=0
Ker C−Ajπ .
(2.23)
are also necessary conditions for the problem RP(Hp×q2 (J1, J2, b)) to be solvable,
and follow from (2.14)–(2.16).
We will say that the collection (2.6) is an Hp×q2 (J1, J2, b)-admissible interpola-
tion data set if σ(Aπ) ∪ σ(Aζ ) ⊂ D, and the associated matrices C+,C−,Aπ ,Aζ ,
B+,B−, defined by (2.17)–(2.20) satisfy conditions (2.21)–(2.23). We shall show
that for every admissible interpolation data set  the problem RP(Hp×q2 (J1, J2, b))
has a solution, i.e. conditions (2.21)–(2.23) are also sufficient for the problem
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RP(Hp×q2 (J1, J2, b)) to be solvable. Analogous solvability results were obtained in
[5,8] for some other classes of H2-interpolation problems associated with conformal
involutions.
2.2. The case of Hp×p2,∗ (b)
We denote by RP(Hp×p2,∗ (b)) the following residue interpolation problem:
Given an ordered set of matrices
 = {C+, C−, Aπ ,Aζ , B+, B−,1,2,3} (2.24)
of nine matrices C+, C− ∈ Cm×nπ , B+, B− ∈ Cnζ×m, Aπ,3 ∈ Cnπ×nπ , Aζ ,2 ∈
Cnζ×nζ and 1 ∈ Cnζ×nπ , find all functions H ∈ Hp×p2,∗ (b) which satisfy (1.2)–(1.4)
and
Res
{
(zI − Aζ )−1B+H(z)B∗+(zI − b(A∗ζ ))−1
} = 2, (2.25)
Res
{
(zI − b(A∗π ))−1C∗−H(z)C−(zI − Aπ)−1
} = 3. (2.26)
Here b(z) is given by (1.7).
Let H ∈ Hp×p2,∗ (b) satisfy (1.2)–(1.4). In view of (1.11) and Lemma 2.1, it also
satisfies the supplementary conditions
Res
{
H(z)B∗+(zI − b(A∗ζ ))−1
} = B∗−, (2.27)
Res
{
(zI − b(A∗π ))−1C∗−H(z)
} = C∗+, (2.28)
Res
{
(zI − b(A∗π ))−1C∗−H(z)B∗+(zI − b(A∗ζ ))−1
}
= ω
ω(|ω|2 − 1) (I − ωAπ)
∗∗1(I − ωAζ )∗. (2.29)
In contrast with the problem RP(Hp×q2 (J1, J2, b)), here we have three two-sided con-
ditions. As we see, the right-sided supplementary condition (2.27) follows from the
left-sided (1.2), and therefore, a corresponding two-sided condition should take into
account the intersection of the spectra of Aζ and b(A∗ζ ). This two-sided condition
is given by (2.25). Analogously, the two-sided condition (2.26) is responsible for
the intersection of the spectra of Aπ and b(A∗π ). At the same time, equality (2.29)
(which reflects the intersection of the spectra of b(A∗ζ ) and b(A∗π )) follows from
other interpolation conditions. We provide details for its derivation. First, note the
equality
(b(A∗))T = b(A) (2.30)
for every matrix A with σ(A) ⊂ D, which follows easily form the definition of b(z).
Now, the left-hand side of (2.29) is equal to
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Res
{
(zI − b(A∗π ))−1C∗−H(b(z))∗B∗+(zI − b(A∗ζ ))−1
}
= {Res{(zI − b(A∗ζ ))−T B+ H(b(z)) C−(zI − b(A∗π ))−T}}T
= {Res{(zI − b(Aζ ))−1 B+ H(b(z)) C−(zI − b(Aπ))−1}}T
(by the proof of (2.10))
=
[
− ω
(1 − |ω|2)ω (1 − ωAζ )
× {Res{(zI − Aζ )−1B+H(z)C−(zI − Aπ)−1(I − ωAπ)}}T]−
− ω
(1 − |ω|2)ω
(
(I − ωAζ )1(I − ωAπ)
)T
= ω
ω(|ω|2 − 1) (I − ωAπ)
∗∗1(I − ωAζ )∗,
as required. Next, conditions (2.25) and (2.26) both with (1.11) imply
ω(I − ωAζ )2 = −ω∗2(I − ωAζ )∗,
ω3(I − ωAπ) = −ω(I − ωAπ)∗∗3.
(2.31)
The interpolation conditions (1.2)–(1.4) together with (2.27)–(2.29) and (2.31) for
the function H ∈ Hp×p2,∗ (b) can be rewritten as (2.14)–(2.16), with
B+ =
(
B+
C∗−
)
, B− =
(
B−
C∗+
)
, C− =
(
C− B∗+
)
, C+ =
(
C+ B∗−
)
,
(2.32)
Aζ =
(
Aζ 0
0 b(A∗π )
)
, Aπ =
(
Aπ 0
0 b(A∗ζ )
)
(2.33)
 =
(
1 2
3 ωω(|ω|2−1) (I − ωAπ)∗∗1(I − ωAζ )∗
)
. (2.34)
It follows from (2.14)–(2.16) that  satisfies the Sylvester equation (2.21), which is
therefore a necessary condition for the problem RP(Hp×p2,∗ (b)) to be solvable. From
(2.14)–(2.16) we also obtain that (2.22) and (2.23) are necessary conditions for the
problem to be solvable.
We say that the collection (2.24) is an Hp×p2,∗ (b)-admissible interpolation data
set if σ(Aπ) ∪ σ(Aζ ) ⊂ D and the associated matrices C+,C−,Aπ ,Aζ ,B+,B−,
given by (2.32)–(2.34) satisfy conditions (2.21)–(2.23). We will show that for every
admissible interpolation data set the problem RP(Hp×p2,∗ (b)) has a solution.
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2.3. Norm constraints
The space Hp×q2 endowed with the inner product
〈H,G〉 def= 1
2
∫ 2
0
Trace
(
G(eit )∗H(eit )
)
dt (2.35)
is a Hilbert space. However, the spaces Hp×q2 (J1, J2, b) and H
p×p
2,∗ (b) are vector
spaces over R but not over C. This motivates us to consider Hp×q2 as a real vector
space endowed with the inner product
(H,G) = 〈H,G〉 = 1
2

∫ 2
0
Trace
(
G(eit )∗H(eit )
)
dt. (2.36)
Of course, both scalar products (2.35) and (2.36) give the same norm.
We denote by RPk(Hp×q2 (J1, J2, b)) and RPk(H
p×p
2,∗ (b)) the interpolation prob-
lems RP(Hp×q2 (J1, J2, b)) and RP(H
p×p
2,∗ (b)), respectively, to which the constraint
‖H‖Hp×q2  k (2.37)
has been added.
Since the problem is a Hilbert space minimization problem, the minimal norm
solution is orthogonal of the subspace of solutions of the corresponding homoge-
neous problem. Using this orthogonality, we will give explicit formulas for the min-
imal norm solutions of the problems RPk(Hp×q2 (J1, J2, b)) and RPk(H
p×p
2,∗ (b)) in
Sections 4.2 and 5.2.
3. Interpolation problem in Hp×q2
As it was shown in Section 2, interpolation conditions for each symmetry problem
(together with supplementary conditions) can be written in a unified form (2.14)–
(2.16), with specific structure of the matrices
C+, C−, Aπ , Aζ , B+, B−, and , (3.1)
for each case. In later sections we will use this structure to describe solutions of the
each “symmetry” problem.
In this section, we ignore the specific structure of matrices (3.1), and recall some
results from [5] concerning the following interpolation problem RP(Hp×q2 ):
Describe all functions H ∈ Hp×q2 satisfying (2.14)–(2.16), where an ordered set of
matrices
' = {C+, C−, Aπ , Aζ , B+, B−, }
of appropriate sizes is given.
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We will assume that
σ(Aπ ) ∪ σ(Aζ ) ⊂ D.
Also, as explained in Section 2.1, conditions (2.21)–(2.23) are necessary for solvabil-
ity of RP(Hp×q2 ). It will be assumed in this section that these conditions are satisfied
as well.
We start with a classical result, found in many linear algebra books, see, for
example, [13]:
Lemma 3.1. The Stein equations
PL − AζPLA∗ζ = B+B∗+, (3.2)
PR − A∗πPRAπ = C∗−C− (3.3)
have unique solutions PL,PR given by
PL =
∞∑
k=0
AkζB+B∗+A∗kζ , PR =
∞∑
k=0
A∗kπ C∗−C−Akπ , (3.4)
which are positive semidefinite.
Given a positive semidefinite matrix P, the well-known Moore–Penrose matrix
P[−1] is uniquely defined by the conditions
P[−1]PRangeP = PRangePP[−1] = P[−1],
P[−1]P = PP[−1] = PRangeP
(3.5)
(see [14], for example). Here PRangeP denotes the orthogonal projection onto Range P.
Since P is Hermitian, we have for the orthogonal projection PKer P:
PKer P = I − PRangeP = I − P[−1]P = I − PP[−1].
It follows from (3.4) that
Range PL = span
{
Range
(
AjζB+
)
, j = 0, 1, . . . },
Ker PR =⋂∞j=0 Ker (C−Ajπ ), (3.6)
which together with (2.22), (2.23) implies the equalities
PRangePL B− = B−, PRangePL  = ,
PRangePR C∗+ = C∗+, PRangePR ∗ = ∗.
Lemma 3.2. Let µ be an arbitrary point on the unit circle T, and let L(z, µ),
R(z, µ) be the functions defined as
L(z, µ) = Ip + (z− µ)B∗+(I − zA∗ζ )−1P[−1]L (µI − Aζ )−1B+, (3.7)
R(z, µ) = Iq + (z− µ)C−(µI − Aπ )−1P[−1]R (I − zA∗π )−1C∗−. (3.8)
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Then L and R are inner in D, i.e.,
L(z, µ)∗L(z, µ) = Ip for z ∈ T,
L(z, µ)∗L(z, µ)  Ip for z ∈ D,
R(z, µ)∗R(z, µ) = Iq for z ∈ T,
R(z, µ)∗R(z, µ)  Iq for z ∈ D,
and for every choice of ν ∈ T, we have
L(z, µ)L(µ, ν) = L(z, ν), R(µ, ν)R(z, µ) = R(z, ν). (3.9)
We point out that formula (3.7) represents the unique rational matrix function
L(z, µ) which has unitary values on the unit circle, has the controllable part of
(Aζ , B+) as global left null pair (in the terminology of [9]), and has value Ip at
z = µ. Similarly,R(z, µ) is the unique rational matrix function with unitary values
on the unit circle, having the observable part of (C−, Aπ) as global right pole pair,
and normalized to have value Iq at z = µ.
Lemma 3.3. The minimal norm solution of the problem RP(Hp×q2 ) is the function
Hmin defined as
Hmin(z) = HL(z)+L(z, µ)ĤR(z), (3.10)
where
HL(z)= B∗+(I − zA∗ζ )−1P[−1]L B−, (3.11)
ĤR(z)= Ĉ+P[−1]R (I − zA∗π )−1C∗− (3.12)
and
Ĉ+ = C+ + B∗+(I − µA∗ζ )−1P[−1]L {(µI − Aζ )− B+C+}. (3.13)
Its norm is given by
‖Hmin‖Hp×q2 =
√
Trace
(
B∗−P
[−1]
L B− + Ĉ+P[−1]R Ĉ∗+
)
. (3.14)
It was shown in [5, Lemma 3.13] that the minimal norm solution Hmin admits the
following alternative representation:
Hmin(z) = HR(z)+ ĤL(z)R(z, µ), (3.15)
where
HR(z)= C+P[−1]R (I − zA∗π )−1C∗−, (3.16)
ĤL(z)= B∗+(I − zA∗ζ )−1P[−1]L B̂− (3.17)
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and
B̂− = B− + {(µI − Aπ )− B−C−}P[−1]L (I − µA∗π )−1C∗−. (3.18)
We also shall make frequent use of the functions
FL(z, ν)= (ν − z)(I − zA∗ζ )−1P[−1]L (νI − Aζ )−1, (3.19)
FR(z, ν)= (ν − z)(νI − Aπ )−1P[−1]R (I − zA∗π )−1. (3.20)
Note the following equalities, which will be used in subsequent analysis:
HL(z)−L(z, µ)HL(µ)= B∗+FL(z, µ)B−, (3.21)
ĤL(z)−L(z, µ)ĤL(µ)= B∗+FL(z, µ)B̂−, (3.22)
HR(z)−HR(µ)R(z, µ)= C+FR(z, µ)C∗−, (3.23)
ĤR(z)− ĤR(µ)R(z, µ)= Ĉ+FR(z, µ)C∗− (3.24)
and
L(z, µ)Ĉ+ = C+ + B∗+
(
I − zA∗ζ
)−1
P
[−1]
L {(zI − Aζ )− B+C+}. (3.25)
For the proof of (3.21), (3.24) and (3.25) see [8, Section 6]; two other equalities
(3.22) and (3.23) can be obtained in a similar manner, or alternatively can be de-
rived from (3.21) and (3.24) by applying the transformation FL,R(z) → F,L,R(z) =
FL,R(z)
∗
.
Theorem 3.4. All solutions of the problem RP(Hp×q2 ) are parametrized by the for-
mula
H(z) = Hmin(z)+L(z, µ)h(z)R(z, µ) (3.26)
where L, R and Hmin are the functions given by (3.7), (3.8) and (3.10), re-
spectively, and h is the free parameter varying in Hp×q2 . The two summands on the
right-hand side of (3.26) are orthogonal in Hp×q2 , and therefore
‖H‖2
Hp×q2
= ‖Hmin‖2Hp×q2 + ‖h‖
2
Hp×q2
= Trace(B∗−P[−1]L B− + Ĉ+P[−1]R Ĉ∗+)+ ‖h‖2Hp×q2 .
4. Solution of the problem RP(Hp×q2 (J1, J2, b))
In this section we describe the set of all functions H ∈ Hp×q2 (J1, J2, b) which
satisfy the interpolation conditions (1.2)–(1.4) and (2.7). It was proved in Section
2.1 that for the functions in the class Hp×q2 (J1, J2, b) these interpolation condi-
tions are equivalent to (2.14)–(2.20). We assume throughout this section that an
Hp×q2 (J1, J2, b)-admissible interpolation data set
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 = {C+, C−, Aπ ,Aζ , B+, B−,1,2}
is given.
4.1. Symmetries of the functions L and R
The special structure of the matrices (2.17)–(2.20) induces certain symmetry prop-
erties of the functions L and R . In order to determine these properties, we first
start with two lemmas. Let
Jζ =
(
0 Inζ
Inζ 0
)
, Jπ =
(
0 Inπ
Inπ 0
)
. (4.1)
Lemma 4.1. Let PL, PR be solutions to the Stein equations (3.2), (3.3) and let
P
[−1]
L , P
[−1]
R be their Moore–Penrose inverses. Then
(1 − |ω|2)JζPLJζ = (I − ωAζ )PL(I − ωA∗ζ ), (4.2)
(1 − |ω|2)JπPRJπ = (I − ωA∗π )PR(I − ωAπ ), (4.3)
(1 − |ω|2)P[−1]L = (I − ωA∗ζ )JζP
[−1]
L Jζ (I − ωAζ ), (4.4)
(1 − |ω|2)P[−1]R = (I − ωAπ )JπP
[−1]
R Jπ (I − ωA∗π ). (4.5)
Proof. It follows from (2.17)–(2.20) and (4.1) that
JζAζJζ = b(Aζ ), JζB+ = B+J1, JζB− = B−J2, (4.6)
JπAπJπ = b(Aπ ), C−Jπ = J2C−, C+Jπ = J1C+, (4.7)
(I − ωAζ )(I − ωAπ ) = ω(|ω|
2 − 1)
ω
JζJπ . (4.8)
Multiplying (3.2) by Jζ on the left and on the right and using the first two equalities
in (4.6) we obtain
JζPLJζ − b(Aζ )JζPLJζ b(Aζ )∗ = B+B∗+. (4.9)
Since
b(Aζ ) = ω
ω
(ωI − Aζ )(I − ωAζ )−1,
equality (4.9) can be rewritten as
P˜L − Aζ P˜LA∗ζ = B+B∗+, (4.10)
where
P˜L = (1 − |ω|2)(I − ωAζ )−1JζPLJζ (I − ωA∗ζ )−1. (4.11)
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Thus the matrix P˜L satisfies (3.2), and since (3.2) has a unique solution, P˜L = PL
which in view of (4.11) leads to (4.2). The symmetry relation (4.3) for PR can be
obtained similarly using (4.7).
It follows from (4.2) that PL is positive semidefinite and moreover,
(I − ωA∗ζ )Jζ : Ker PL → Ker PL
and
Jζ (I − ωAζ ) : Range PL → Range PL.
To verify this, rewrite (4.2) in the form
(1 − |ω|2)(I − ωAζ )−1JζPL = PL(I − ωA∗ζ )Jζ ,
which implies that if PLx = 0, then (I − ωA∗ζ )Jζ x ∈ Ker PL. Since PL and PL are
Hermitian and (Jζ (I − ωAζ ))∗ = (I − ωA∗ζ )Jζ , then also
(I − ωA∗ζ )Jζ : RangePL → RangePL
and therefore,
PRangePL(I − ωA∗ζ )Jζ = (I − ωA∗ζ )JζPRangePL. (4.12)
Using (4.2), (3.5), and (4.12), we get
1
1 − |ω|2 (I − ωA
∗
ζ )JζP
[−1]
L Jζ (I − ωAζ )PL
= (I − ωA∗ζ )JζP[−1]L PLJζ (I − ωA∗ζ )−1
= (I − ωA∗ζ )JζPRangePLJζ (I − ωA∗ζ )−1
= PRangePL(I − ωA∗ζ )JζJζ (I − ωA∗ζ )−1
= PRangePL.
Thus, the matrix
X := 1
1 − |ω|2 (I − ωA
∗
ζ )JζP
[−1]
L Jζ (I − ωAζ )
satisfies the equality XPL = PRangePL . In the same way one can check that also
PLX = PRangePL and XPRangePL = PRangePLX = X,
and hence, X is the Moore–Penrose inverse of PL. In view of the uniqueness of
the Moore–Penrose inverse we obtain X = P[−1]L , which is equivalent to (4.4). The
equality (4.6) can be obtained quite similarly. 
Lemma 4.2. Let ν be an arbitrary point in C\(σ (Aζ ) ∪ σ(Aπ )) and let FL, FR be
the functions defined in (3.19) and (3.20), respectively. Then
Jζ FL(b(z), ν)Jζ = FL(z, b(ν)),
JπFR(b(z), ν)Jπ = FR(z, b(ν)).
(4.13)
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Proof. First, we note the following three equalities:
I − b(z)b(A)∗ = 1 − |ω|
2
1 − zω (I − zA
∗)(I − ωA∗)−1, (4.14)
νI − b(A) = −ω(1 − νω)
ω
(b(ν)I − A)(I − ωA)−1, (4.15)
(1 − zω)(b(z)− ν)ω
ω
= (1 − νω)(b(ν)− z). (4.16)
Here A is an arbitrary square size matrix with spectrum in D. Now we get
Jζ FL(b(z), ν)Jζ
= (ν − b(z))Jζ (I − b(z)A∗ζ )−1P[−1]L (νI − Aζ )−1Jζ
(by (4.6) and using b(Aζ ) = b(Aζ ))
= (ν − b(z))(I − b(z)b(Aζ )∗)−1JζP[−1]L Jζ (νI − b(Aζ ))−1
(by (4.14)–(4.16))
= b(ω)− z
1 − |ω|2 (I − zA
∗
ζ )
−1(I − ωA∗ζ )JζP[−1]L Jζ (I − ωAζ )(b(ν)I − Aζ )−1
(by (4.4))
= (b(ν)− z)(I − zA∗ζ )−1P[−1]L (b(ν)I − Aζ )−1 = FL(z, b(ν)).
The second equality in (4.13) can be obtained analogously. 
We now state the main result of this subsection.
Theorem 4.3. Let L(z, µ) and R(z, µ) be the functions defined by (3.7) and
(3.8), respectively. Then
J1L(b(z), µ)J1 = L(z, b(µ)),
J2R(b(z), µ)J2 = R(z, b(µ)).
(4.17)
Proof. Making use of functions FL and FR defined in (3.19) and (3.20), one can
represent L(z, µ) and R(z, µ) as
L(z, µ) = Ip − B∗+FL(z, µ)B+,
R(z, µ) = Ip − C−FR(z, µ)C∗−.
(4.18)
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Thus, on account of (4.13) and (4.6),
J1L(b(z), µ)J1 = Ip − J1B∗+FL(b(z), µ)B+J1
= Ip − B∗+Jζ FL(b(z), µ)JζB+
= Ip − B∗+FL(z, b(µ))B+
=L(z, b(µ)),
which proves the first equality in (4.17). The second one can be obtained in much
the same way with use of (4.7). 
4.2. Description of all solutions
We start with several lemmas.
Lemma 4.4. A functionH ∈Hp×q2 satisfies (2.14)–(2.16) if and only if J1H(b(z))J2
satisfies (2.14)–(2.16).
Proof. Assume that H ∈ Hp×q2 satisfies (2.14)–(2.16). In view of (2.3) and (4.6),
we have
Res
{
(zI − Aζ )−1B+J1H(b(z))J2
}
= [Res{(zI − b(Aζ ))−1B+J1H(z)J2}]−
= [Res{Jζ (zI − Aζ )−1JζB+J1H(z)J2}]−
= Jζ
[
Res
{
(zI − Aζ )−1B+H(z)
}]−
J2
= JζB−J2 = B−.
Similarly,
Res
{
J1H(b(z))J2C−(zI − Aπ )−1
}
= [Res{J1H(z)J2C−Jπ (zI − Aπ )−1Jπ}]−
= J1C+Jπ = C+.
Also,
Res
{
(zI − Aζ )−1B+J1H(b(z))J2C−(zI − Aπ )−1
}
= [Res{(zI − Aζ )−1B+J1H(b(z))J2C−(zI − Aπ )−1}]− (by (2.5))
= [Res{(b(z)I − Aζ )−1B+J1H(z)J2C−(b(z)I − Aπ )−1b′(z)}]−
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(change of variable z = b(ξ))
= Jζ
[
Res
{
(b(z)I − b(Aζ ))−1JζB+J1H(z)J2C−Jπ
×(b(z)I − b(Aπ ))−1b′(z)
}]−Jπ (by (4.6), (4.7))
= Jζ
[
ω
ω(|ω|2 − 1) (I − ωAζ )Res
{
(zI − Aζ )−1B+H(z)C−(zI − Aπ )−1
}
×(I − ωAπ )
]−
Jπ (by (2.13))
= ω
ω(|ω|2 − 1)Jζ (I − ωAζ )(I − ωAπ )Jπ =  (by (2.16)). 
Lemma 4.5. LetL,R and Hmin are the functions defined by (3.7), (3.8), (3.10),
respectively. Fix µ ∈ T. Then:
1. The matrices J˜1 and J˜2 given by
J˜1 = L(µ, b(µ))J1 and J˜2 = J2R(µ, b(µ)) (4.19)
are symmetric and unitary: J˜j J˜ ∗j = J˜j J˜ j = I .
2. The matrix
Tmin := Hmin(µ)− J1Hmin(b(µ))J2 (4.20)
satisfies
L(z, µ)TminR(z, µ) = Hmin(z)− J1Hmin(b(z))J2 (4.21)
and the symmetry relation
Tmin = −J˜1TminJ˜2. (4.22)
Proof. SinceL(z, ν) andR(z, ν) are inner in D for every fixed ν ∈ T and since
µ, b(µ) ∈ T, the matrices L(µ, b(µ)) and R(µ, b(µ)) are unitary. Then it fol-
lows directly from definitions (4.19) that
J˜1J˜
∗
1 = Ip and J˜2J˜ ∗2 = Iq .
By (4.17),
J˜1 = J1L(b(µ), µ), (4.23)
and using (3.9), we get
J˜1J˜ 1 = L(µ, b(µ))J 21L(b(µ), µ) = L(µ,µ) = Ip,
and the similar result for J˜2 is obtained analogously. This proves Part 1.
For the proof of Part 2, we need some preliminary calculations. Let ĤR be the
function defined in (3.12). Evaluating (3.10) at z = µ and at z = b(µ) we get
Hmin(µ) = HL(µ)+ ĤR(µ),
Hmin(b(µ)) = HL(b(µ))+L(b(µ), µ)ĤR(b(µ)).
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In view of (4.23),
J1Hmin(b(µ))J2 = J1HL(b(µ))J2 + J1L(b(µ), µ)ĤR(b(µ))J2
= J1HL(b(µ))J2 + J˜1ĤR(b(µ))J2.
Substituting the latter equalities into (4.20) and setting for short
TL := HL(µ)− J1HL(b(µ))J2, (4.24)
we get
Tmin = HL(µ)+ ĤR(µ)− J1Hmin(b(µ))J2
= TL + ĤR(µ)− J˜1ĤR(b(µ))J2. (4.25)
The next step is to check the following two equalities:
L(z, µ)TL = HL(z)− J1HL(b(z))J2, (4.26)
J˜1Ĉ+Jπ = Ĉ+ + TLC−. (4.27)
Making subsequent use of (4.17) (with µ replaced by b(µ)), of (3.21), of (4.13), and
finally, of (4.6), we get
J1HL(b(z))J2 −L(z, µ)J1HL(b(µ))J2
= J1
(
HL(b(z))−L(b(z), b(µ))HL(b(µ))
)
J2
= J1B∗+FL(b(z), b(µ))B−J2
= J1B∗+Jζ FL(z, µ)JζB−J2
= B∗+FL(z, µ)B−.
Comparing the last equality with (3.21), we conclude that
J1HL(b(z))J2 −L(z, µ)J1HL(b(µ))J2 = HL(z)−L(z, µ)HL(µ),
which is equivalent to (4.26), in view of (4.24).
Also, using formulas (3.11) and (4.6), we obtain
J1HL(b(z))J2 = J1B∗+
(
I − b(z)A∗ζ
)−1
P
[−1]
L B−J2
= B∗+Jζ
(
I − b(z)A∗ζ
)−1JζJζP[−1]L B−J2
= B∗+
(
I − b(z)b(Aζ )∗
)−1 JζP[−1]L JζB−
(using b(Aζ ) = b(Aζ ))
= (1 − zω)B∗+(I − zA∗ζ )−1P[−1]L (I − ωAζ )−1B−,
(by (4.14) and (4.4)) (4.28)
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which being subtracted from (3.11), leads to
HL(z)− J1HL(b(z))J2
= ωB∗+(I − zA∗ζ )−1P[−1]L (zI − Aζ )(I − ωAζ )−1B−.
Evaluating the last equality at z = µ, we get the following explicit formula for TL:
TL = ωB∗+(I − µA∗ζ )−1P[−1]L (I − ωAζ )−1(µI − Aζ )B−. (4.29)
Furthermore, multiplying the complex conjugate of (3.25), when evaluated at z =
b(µ), by J1 on the left, by Jπ on the right, and using (4.23), we get
J˜1Ĉ+Jπ = J1C+Jπ + J1
[
B∗+(I − b(µ)A∗ζ )−1P[−1]L
×{(b(µ)I − Aζ )− B+C+}
]−Jπ .
Making use of symmetries (4.6) and (4.7) we rewrite the latter equality as
J˜1Ĉ+Jπ =C+ + B∗+(I − b(µ)b(Aζ )∗)−1JζP[−1]L Jζ
×{(b(µ)I − b(Aζ ))JζJπ − B+C+}. (4.30)
Using (4.4) and (4.14), we have
(I − b(µ)b(Aζ )∗)−1JζP[−1]L Jζ
= (1 − µω)(I − µA∗ζ )−1P[−1]L (I − ωAζ )−1,
and using (4.8) and (2.13) (with z = µ), we have
(b(µ)I − b(Aζ ))JζJπ = 11 − µω(µI − Aζ )(I − ωAπ ).
Substituting the right-hand sides of these equalities in (4.30), it follows that
J˜1Ĉ+Jπ =C+ + B∗+(I − µA∗ζ )−1P[−1]L (I − ωAζ )−1
×{(µI − Aζ )(I − ωAπ )− (1 − µω)B+C+}.
Subtracting (3.13) from the last equality, making use the Sylvester identity (2.21)
and taking into account (4.29), we get
J˜1Ĉ+Jπ − Ĉ+ = B∗+(I − µA∗ζ )−1P[−1]L (I − ωAζ )−1(µI − Aζ )
×{((I − ωAπ )− (I − ωAζ )+ ωB+C+}
= ωB∗+(I − µA∗ζ )−1P[−1]L (I − ωAζ )−1(µI − Aζ )B−C−
= TLC−,
which proves (4.27).
Our next formula is
TminR(z, µ) = TL + ĤR(z)− J˜1ĤR(b(z))J2. (4.31)
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To prove it, we first use (4.17), (3.24), and (4.13):
J˜1ĤR(b(z))J2 − J˜1ĤR(b(µ))J2R(z, µ)
= J˜1
(
ĤR(b(z))− ĤR(b(µ))R(b(z), b(µ))
)
J2
= J˜1Ĉ+FR(b(z), b(µ))C∗−J2
= J˜1Ĉ+JπFR(z, µ)JπC∗−J2
= (Ĉ+ + TLC−)FR(z, µ)C∗− (4.32)
(the last equality follows from (4.27) and the second symmetry relation in (4.7)).
Making use of (3.24) and of the second relation in (4.18), we rewrite (4.31) as
J˜1ĤR(b(z))J2 − J˜1ĤR(b(µ))J2R(z, µ)
= ĤR(z)− ĤR(µ)R(z, µ)+ TL(Iq −R(z, µ)),
which is equivalent, in view of (4.25), to (4.31).
Multiplying (4.31) byL(z, µ) on the left, and using (4.26), (4.19), (3.9), (4.17),
and (3.10), we now obtain the desired formula (4.21):
L(z, µ)TminR(z, µ)
= L(z, µ)TL +L(z, µ)ĤR(z)−L(z, µ)J˜1ĤR(b(z))J2
= HL(z)− J1HL(b(z))J2 +L(z, µ)ĤR(z)
−L(z, b(µ))J1ĤR(b(z))J2
= Hmin(z)− J1Hmin(b(z))J2. (4.33)
Finally, evaluating (4.21) at z = b(µ), taking complex conjugates, and multiplying
the resulting equality by J1 on the left and by J2 on the right, we get
J˜1TminJ˜2 = J1
(
Hmin(b(µ))− J1Hmin(µ)J2
)
J2
= J1Hmin(b(µ))J2 −Hmin(µ) = −Tmin,
which completes the proof of lemma. 
As we have already mentioned, Hp×q2 (J1, J2, b) is not a complex vector space,
but a real vector space, and it has a Hilbert space structure when endowed with the
inner product (2.36). We will use the notation Hp×q2 (J˜1, J˜2, b) for the class of all
functions h ∈ Hp×q2 that satisfy J˜1h(b(z)J˜2 = h(z), z ∈ D.
Lemma 4.6. Let Tmin be defined as in (4.20) and let
z0 = 1 +
√
1 − |ω|2
ω
. (4.34)
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Then the function
G(z) =
√
1 − |ω|2
ω(z− z0) Tmin (4.35)
belongs to the orthogonal complement to Hp×q2 (J˜1, J˜2, b) in H
p×q
2 with respect to
the inner product (2.36) and satisfies
J˜1G(b(z))J˜2 −G(z) = Tmin. (4.36)
Proof. We start with the equality
b(z)− z0 = w
w
·
√
1 − |ω|2
1 − zω (z− z0), (4.37)
which follows readily from (1.7) and (4.34). Using (4.35), (4.22) and (4.37), we get
J˜1G(b(z))J˜2 −G(z)=
√
1 − |ω|2
ω(b(z)− z0)
J˜1TminJ˜2 −
√
1 − |ω|2
ω(z− z0) Tmin
= − 1 − zω
ω(z− z0)Tmin −
√
1 − |ω|2
ω(z− z0) Tmin
= −1 − zω +
√
1 − |ω|2
ω(z− z0) Tmin = Tmin,
which proves (4.36).
Next, since |z0| > 1, G belongs to Hp×q2 . It is easily seen that Hp×q2 (J˜1, J˜2, b) is
the set of all functions H ∈ Hp×q2 of the form
H(z) = F(z)+ J˜1F(b(z))J˜2, F ∈ Hp×q2 . (4.38)
Therefore, G belongs to Hp×q2  Hp×q2 (J˜1, J˜2, b) if and only if for every F ∈ Hp×q2 ,(
F + J˜1(F ◦ b)J˜2, G
) = 0. (4.39)
According to (2.36),
(F,G) = 
√
1 − |ω|2
2ω
∫ 2
0
Trace
(
T ∗minF(eit )
e−it − z0
)
dt. (4.40)
Changing the variable
eiϕ = b(e−it ), dt = (1 − |ω|
2) eiϕ
(1 − eiϕω)(ω − eiϕ) dϕ,
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and taking into account (4.37), we get(
J˜1(F ◦ b)J˜2,G
)
= 
√
1 − |ω|2
2ω
∫ 2
0
Trace
(
T ∗minJ˜1F(b(e−it ))J˜2
) dt
e−it − z0
= 1 − |ω|
2
2ω
∫ 2
0
Trace
(
J˜2T
∗
minJ˜1F(e
iϕ)
) eiϕ dϕ
(eiϕ − ω)(eiϕ − z0) .
Taking complex conjugates and making use of (4.22), we obtain the equality(
J˜1(F ◦ b)J˜2,G
)
= −1 − |ω|
2
2ω
∫ 2
0
Trace
(
T ∗minF(eiϕ)
) dϕ
(1 − eiϕω)(e−iϕ − z0) .
Using the last equality together with (4.40) and taking into account that
1 −
√
1 − |ω|2
1 − eitω =
ω
z0
· 1 − e
it z0
1 − eitω ,
we get
(
F + J˜1(F ◦ b)J˜2,G
) =√1 − |ω|2
2ω
∫ 2
0
Trace
(
T ∗minF(eit )
)
×
(
1
e−it − z0 −
√
1 − |ω|2
(1 − eitω)(e−it − z0)
)
dt
=
√
1 − |ω|2
2z0
∫ 2
0
Trace
(
T ∗minF(eit )
) eit dt
1 − eitω .
The latter equality implies (4.39), since the function
T ∗minF(eit )
1 − eitω
belongs to Hp×q2 . This completes the proof. 
Note that by (4.35),
‖G‖2
Hp×q2
= Trace(T ∗minTmin) ·
1 − |ω|2
2|ω|2
∫ 2
0
dt
|eit − z0|2
= Trace(T ∗minTmin) ·
1 − |ω|2
|ω|2(|z0|2 − 1)
=
√
1 − |ω|2
2(1 +√1 − |ω|2)Trace(T ∗minTmin). (4.41)
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Remark 4.7. All solutions h ∈ Hp×q2 of the equation
J˜1h(b(z))J˜2 − h(z) = Tmin (4.42)
are parametrized by the formula
h(z) = G(z)+ h˜(z), (4.43)
where G ∈ Hp×q2  Hp×q2 (J˜1, J˜2, b) is the function given by (4.35) and h˜ is a free
parameter in Hp×q2 (J˜1, J˜2, b).
Indeed, it suffices to note that by Definition 1.1, the set of all solutions h ∈
Hp×q2 of the homogeneous equation J˜1h(b(z))J˜2 − h(z) = 0 coincides with Hp×q2
(J˜1, J˜2, b).
We are now in a position to state and prove the main result of this section.
Theorem 4.8. All solutions of the problem RP(Hp×q2 (J1, J2, b)) are parametrized
by the formula
H(z) = H˜min(z)+L(z, µ)˜h(z)R(z, µ), (4.44)
where
H˜min(z) = 1
ω(z0 − z)
(
(1 − zω)Hmin(z)+
√
1 − |ω|2J1Hmin(b(z))J2
)
,
(4.45)
and where L, R, and Hmin are the functions built from the interpolation data
(2.17)–(2.20) by (3.7), (3.8), and (3.10), respectively, and h˜ is a free parameter in
Hp×q2 (J˜1, J˜2, b).
Moreover:
1. H˜min is the unique minimal norm solution of the problem RP(Hp×q2 (J1, J2, b)).
2. A function H of the form (4.44) is a solution of the problem RPk(Hp×q2 (J1, J2, b))
if and only if the corresponding parameter h˜ is subject to
‖h˜‖2
Hp×q2
 k2 − ‖H˜min‖2Hp×q2 .
Proof. By Theorem 3.4 all the functionsH ∈ Hp×q2 satisfying the interpolation con-
ditions (2.14)–(2.16) are parametrized by formula (3.26) when the parameter h varies
in Hp×q2 . Furthermore, the function H of the form (3.26) belongs to Hp×q2 (J1, J2, b)
if and only if
J1Hmin(b(z))J2 + J1L(b(z), µ)h(b(z))R(b(z), µ)J2
= Hmin(z)+L(z, µ)h(z)R(z, µ)
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for all z ∈ D, which in view of (4.17) can be represented as
L(z, µ)
{
h(z)−L(µ, b(µ))J1h(b(z))J2R(µ, b(µ))
}
R(z, µ)
= J1Hmin(b(z))J2 −Hmin(z).
Multiplying both parts in the last identity byL(z, µ)−1 on the left, byR(z, µ)−1
on the right and taking into account (4.21) and (4.19), we arrive at the equality
J˜1h(b(z))J˜2 − h(z) = Tmin, (4.46)
where J˜1 and J˜2 are the matrices defined by (4.19), and where Tmin is given by
(4.20). By Remark 4.7 all solutions h ∈ Hp×q2 of Eq. (4.46) are of the form (4.43),
where G(z) is given by (4.35) and h˜ is an arbitrary function from Hp×q2 (J˜1, J˜2, b).
Substituting (4.43) into (3.26), we come to (4.44) with
H˜min(z) = Hmin(z)+L(z, µ)G(z)R(z, µ). (4.47)
Furthermore, using (4.35) and (4.21), it follows that
H˜min(z)= Hmin(z)+
√
1 − |ω|2
ω(z− z0)L(z, µ)TminR(z, µ)
= Hmin(z)+
√
1 − |ω|2
ω(z− z0)
(
Hmin(z)− J1Hmin(b(z))J2
)
,
which coincides with (4.45), due to the equality
1 +
√
1 − |ω|2
ω(z− z0) =
1 − zω
ω(z0 − z) .
Finally, by Theorem 3.4, Hmin is orthogonal to LHp×q2 R . Since the functions
L and R are inner and G ∈ Hp×q2  Hp×q2 (J˜1, J˜2, b), we obtain for every h˜ ∈
Hp×q2 (J˜1, J˜2, b):
(H˜min,Lh˜R) = (Hmin +LGR,Lh˜R)
= (Hmin,Lh˜R)+ (G, h˜) = 0,
which means that the two summands on the right-hand side of (4.44) are orthogonal
with respect to the inner product (2.36). Therefore
(H,H) = (H˜min, H˜min)+ (˜h, h˜),
which implies
‖h˜‖2
Hp×q2
= ‖H‖2
Hp×q2
− ‖H˜min‖2Hp×q2 .
The latter equality implies two last assertions of the theorem. 
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We remark that in view of Theorem 4.8, the function H˜min indeed is a solution
of problem RP(Hp×q2 (J1, J2, b)), since it corresponds to h˜ ≡ 0, which belongs to
Hp×q2 (J˜1, J˜2, b).
Note also that the representation (4.47) is also orthogonal with respect to the inner
product (2.36), since Hmin is orthogonal to LHp×q2 R . Therefore (and since L
and R are inner),
‖H˜min‖2Hp×q2 = ‖Hmin‖
2
Hp×q2
+ ‖G‖2
Hp×q2
,
which together with (3.14) and (4.41) leads to an explicit expression for ‖H˜min‖ in
terms of interpolation data:
‖H˜min‖2Hp×q2 = Trace
(
B∗−P
[−1]
L B−
)+ Trace (Ĉ+P[−1]R Ĉ∗+)
+
√
1 − |ω|2
2(1 +√1 − |ω|2)Trace (T ∗minTmin). (4.48)
4.3. Left-sided problem
As a corollary of Theorem 4.8 we obtain a description of all solutions of the
left-sided interpolation problems (with the only left-sided condition (1.2)) in the
class Hp×q2 (J1, J2, b). Such problems may be interpreted as particular cases of
the problems RP(Hp×q2 (J1, J2, b)) and RPk(H
p×q
2 (J1, J2, b)) with the right-sided
and “mixed” interpolation data set to be zeroes: C− = 0, C+ = 0, 1 = 0 and 2 =
0. Then, by (2.18), (2.20) and (3.13), C− = 0, C+ = 0,  = 0 and Ĉ+ = 0. There-
fore formulas (3.8), (3.12), (3.10), (4.19) reduce to
R ≡ Iq, ĤR ≡ 0, Hmin ≡ HL, J˜2 = J2,
respectively, and Theorem 4.8 implies:
Theorem 4.9. All functions H ∈ Hp×q2 (J1, J2, b) satisfying the left-sided interpo-
lation condition (1.2) are parametrized by the formula
H(z) = H˜L(z)+L(z, µ)˜h(z), (4.49)
where
H˜L(z) = 1
ω(z0 − z)
(
(1 − zω)HL(z)+
√
1 − |ω|2J1HL(b(z))J2
)
(4.50)
and L and HL are the functions built from the interpolation data by (3.7) and
(3.11), respectively, and h˜ is a free parameter in Hp×q2 (J˜1, J2, b).
Moreover:
1. H˜L belongs to Hp×q2 (J1, J2, b) and is the unique minimal norm solution of the
problem.
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2. A function H of the form (4.49) satisfies the norm constraint (2.37) if and only if
the corresponding parameter h˜ is subject to
‖h˜‖2
Hp×q2
 k2 − ‖H˜L‖2Hp×q2 .
For the one-sided setting, the formulas for the minimal norm solution H˜L and for
the value of ‖H˜L‖ take a more explicit form in terms of the interpolation data set, as
follows.
Substituting (3.11) and (4.28) into (4.50) gives
H˜L(z) = 1 − zω
z0 − z B
∗+(I − zA∗ζ )−1P[−1]L (z0I − Aζ )
(
I − ωAζ
)−1B−. (4.51)
It follows from (4.25) that for the one-sided setting the matrix Tmin coincides with
TL defined in (4.24). Then (4.48) yields
‖H˜L‖2Hp×q2 = Trace
(
B∗−P
[−1]
L B−
)+ √1 − |ω|2
2(1 +√1 − |ω|2)Trace(T ∗LTL). (4.52)
Furthermore, it follows from (3.6) and the first inclusion in (2.22) that
Range B− ⊆ Range PL.
Since the space Range PL is Aζ -invariant, we also have
Range AjζB− ⊆ Range PL (j  0). (4.53)
On the other hand, since the matrix I − PLP[−1]L is the orthogonal projection onto
Ker PL, it follows (4.53) that(
I − PLP[−1]L
)
AjζB− = 0 (j  0)
and in particular, that(
I − PLP[−1]L
)
(µI − Aζ )(I − ωAζ )−1B− = 0. (4.54)
Also, note the equality(
µI − A∗ζ
)−1{
P
[−1]
L − A∗ζP[−1]L Aζ
}
(µI − Aζ )−1
= P[−1]L (I − µAζ )−1B+B∗+
(
I − µA∗ζ
)−1
P
[−1]
L
+P[−1]L (I − µAζ )−1
(
I − PLP[−1]L
)
+ (I − P[−1]L PL)(I − µA∗ζ )−1P[−1]L , (4.55)
which holds for every µ ∈ T and follows from (3.2). Indeed, substituting the left-
hand side of (3.2) for B+B∗+ in (4.55), after some straightforward algebra (4.55) is
verified. (Equality (4.55) was also proved and used in [8].) Multiplying (4.55) by the
expression
(µI − Aζ )(I − ωAζ )−1B−
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on the right, by its adjoint on the left and taking into account (4.54) and (4.29), we
get
T ∗LTL = |ω|2B∗−
(
I − ωA∗ζ
)−1{
P
[−1]
L − A∗ζP[−1]L Aζ
}
(I − ωAζ )−1B−,
which being substituted to (4.52), gives
‖H˜L‖2Hp×q2 = Trace B
∗−
(
P
[−1]
L +
|ω|2√1 − |ω|2
2(1 +√1 − |ω|2)(I − ωA∗ζ )−1
×{P[−1]L − A∗ζP[−1]L Aζ }(I − ωAζ )−1
)
B−.
Analogously, the right-hand sided interpolation problem in the class Hp×q2 (J1, J2, b)
may be stated and solved. We omit details.
5. Solution of the problem RP(Hp×p2,∗ (b))
In this section we consider the problem RP(Hp×p2,∗ (b)), and well as its norm con-
straint counterpart RPk(Hp×p2,∗ (b)), described in Section 2.2. Recall that
Hp×p2,∗ (b) =
{
H ∈ Hp×p2 : H(b(z))∗ = H(z) for all z ∈ D
}
.
Throughout this section we assume that an ordered set of matrices is given, as in
(2.24):
 = {C+, C−, Aπ ,Aζ , B+, B−,1,2,3}.
We denote by B+, B−, C−, C+, Aζ , Aπ ,  the associated matrices given by (2.32)–
(2.34). We also assume throughout the section that the set  is an Hp×p2,∗ (b)-admis-
sible interpolation data set, i.e., σ(Aπ) ∪ σ(Aζ ) ⊂ D, and the associated matrices
given by (2.32)–(2.34) satisfy the Sylvester equation (2.21) and the range and
kernel conditions (2.22) and (2.23). As it was shown in Section 2.2, all functions
H ∈ Hp×p2,∗ (b) that satisfy the interpolation conditions (1.2)–(1.4), also satisfy the
interpolation conditions (2.14)–(2.16) with interpolation data matrices (2.32)–(2.34).
We note by analogy with Lemma 4.4 that H ∈ Hp×p2 satisfies (2.14)–(2.16) if
and only if H(b(z))∗ satisfies the same conditions (2.14)–(2.16). A proof may be
obtained analogously to that of Lemma 4.4.
5.1. Stein equations and symmetries of the functions L and R
Lemma 5.1. Let PL, PR be solutions of the Stein equations (3.2), (3.3) and let
P
[−1]
L , P
[−1]
R be their Moore–Penrose inverses. Then
(1 − |ω|2)JPLJ∗ = (I − ωA∗π )PR(I − ωAπ ), (5.1)
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(1 − |ω|2)P[−1]R = (I − ωAπ )JP[−1]L J∗(I − ωA∗π ), (5.2)
where J is the unitary matrix defined as
J =
(
0 Inπ
Inζ 0
)
. (5.3)
Proof. On account of (2.32), (2.33), (5.3), we have
JAζJ∗ = b(A∗π ), JB+ = C∗−, JB− = C∗+. (5.4)
(The equality b(b(A∗ζ )∗) = Aζ was used here as well.) By (2.33), (2.31),
J(I − ωAζ )(I − ωAπ )J = ω(|ω|
2 − 1)
ω
∗. (5.5)
Multiplying (3.2) by J on the left and by J∗ on the right and using the two first
equalities from (5.4) we obtain
JPLJ∗ − b(A∗π )JPLJ∗b(A∗π )∗ = C∗−C−.
This equality can be rewritten in the form (cf. the derivation of (4.10))
P˜L − A∗π P˜LAπ = C∗−C−,
where
P˜L = (1 − |ω|2)(I − ωA∗π )−1JPLJ∗(I − ωAπ )−1. (5.6)
Thus the matrix P˜L satisfies (3.3), and since (3.3) has a unique solution, we have
P˜L = PR . In view of (5.6), this leads to (5.1). It follows from (5.1) that
(I − ωAπ )J : Ker PL → Ker PR
and
J∗(I − ωAπ )∗ : Range PR → Range PL.
Since PL and PR are Hermitian, (I − ωAπ )J maps Range PL onto Range PR and
therefore,
PRange PR (I − ωAπ )J = (I − ωAπ )JPRange PL. (5.7)
Using (5.7), (5.1) and (3.5) it is easy to check that the matrix
Y := 11−|ω|2 (I − ωAπ )JP
[−1]
L J∗(I − ωAπ )∗
satisfies the relations
YPRangePR = PRangePRY = Y, YPR = PRY = PRangePR
and hence, it is also the Moore–Penrose inverse of PR . In view of uniqueness of the
Moore–Penrose inverse matrix, Y = P[−1]R , which leads to (5.2) and completes the
proof. 
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Lemma 5.2. Let ν be an arbitrary point in C\(σ (Aζ ) ∪ σ(Aπ )) and let FL, FR be
the functions defined by (3.19) and (3.20), respectively. Then
JFL(b(z), ν)∗J∗ = FR(z, b(ν)). (5.8)
Proof. Using (3.19), the first equality in (5.4), (4.14)–(4.16) and (5.2), we get
JFL(b(z), ν)∗J∗
= (ν − b(z))J(νI − A∗ζ )−1P[−1]L (I − b(z)Aζ )−1J∗
= (ν − b(z))(νI − b(Aπ ))−1JP[−1]L J∗(I − b(z)b(A∗π ))−1
= (1 − zω)(b(z)− ν)ω
(1 − |ω|2)(1 − νω)ω(b(ν)I − Aπ )
−1P[−1]R (I − zA∗π )−1
= (b(ν)− z)(b(ν)I − Aπ )−1P[−1]R (I − zA∗π )−1
= FR(z, b(ν)). 
The next theorem describes the additional symmetries of the functions L and
R .
Theorem 5.3. Let L(z, µ) and R(z, µ) be the functions defined by (3.7) and
(3.8), respectively. Then
L(b(z), µ)
∗ = R(z, b(µ)) and L(µ, b(µ)) = R(µ, b(µ)). (5.9)
Proof. Using the representations (4.18) of L(z, µ) and R(z, µ) and taking into
account (5.8), (5.4), we obtain
L(b(z), µ)
∗ = Ip − B∗+FL(b(z), µ)∗B+
= Ip − C−JFL(b(z), µ)∗J∗C∗−
= Ip − C−FR(z, b(µ))C∗− = R(z, b(µ)).
Furthermore, replacing in (3.9) µ by b(µ), the equality
L(µ, b(µ))L(b(µ), µ) = L(µ,µ) = Ip
is obtained. Since L is inner in D and the points µ and b(µ) are on T, the matrix
L(µ, b(µ)) is unitary and hence, L(µ, b(µ))∗ = L(b(µ), µ). Setting z = µ in
the first equality in (5.9) we get
R(µ, b(µ)) = L(b(µ), µ)∗ = L(µ, b(µ)),
which completes the proof. 
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5.2. Description of all solutions
To describe the solutions of RP(Hp×p2,∗ (b)), we start with some preliminaries.
Setting for short
L(µ, b(µ)) = R(µ, b(µ)) = U, (5.10)
where L and R are defined by (3.7) and (3.8), respectively, we denote by
Hp×p2 (b,U) the real subspace of all functions H ∈ Hp×p2 such that
H(z) = UH(b(z))∗U. (5.11)
It is easy to see that Hp×p2 (b,U) = Hp×p2,∗ (b)U. Note also that the matrix U defined
in (5.10) is unitary (because L is inner in D).
Lemma 5.4. Let L, R and Hmin be the functions defined by (3.7), (3.8), and
(3.10), respectively. Then:
1. The matrix
Tmin := Hmin(µ)−Hmin(b(µ))∗ (5.12)
satisfies
L(z, µ)TminR(z, µ) = Hmin(z)−Hmin(b(z))∗ (5.13)
and the symmetry relation
Tmin = −UT ∗minU. (5.14)
2. All solutions h ∈ Hp×p2 of the equation
Uh(b(z))∗U − h(z) = Tmin (5.15)
are parametrized by formula (4.43), where
G(z) =
√
1 − |ω|2
ω(z− z0) Tmin ∈ H
p×p
2  Hp×p2 (b,U) (5.16)
and h˜ is a free parameter in Hp×p2 (b,U).
Proof. The proof of this lemma is close to the proofs of Lemmas 4.5 and 4.6, and
therefore will be only briefly outlined. We start with equalities
Hmin(µ) = HL(µ)+ ĤR(µ)
and
Hmin(b(µ))
∗ = HR(b(µ))∗ + UĤL(b(µ))∗,
where
ĤR(z) = Ĉ+P[−1]R
(
I − zA∗π
)−1C∗−, ĤL(z) = B∗+(I − zA∗ζ )−1P[−1]L B̂−.
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These formulas follow from (3.10), (3.15), (5.10), and, being substituted into (5.12),
lead to
Tmin = TL + ĤR(µ)− UĤL(b(µ))∗, (5.17)
where we have set for short TL :=HL(µ)−HR(b(µ))∗. The following two equalities:
L(z, µ)TL = HL(z)−HR(b(z))∗, (5.18)
UB̂∗−J∗ = Ĉ+ + TLC− (5.19)
are checked similarly to (5.17) with the help of symmetries expressed in (5.4) and
(5.5). We show the verification of (5.18).
Replacing z and µ by b(z) and b(µ), respectively, in (3.23), taking adjoints in the
obtained equality and making use of (5.9), we obtain
HR(b(z))
∗ −L(z, µ)HR(b(µ))∗ = C−FR(b(z), b(µ))∗C∗+.
By symmetries (5.4) and (5.8),
C−FR(b(z), b(µ))∗C∗+ = B∗+J∗FR(b(z), b(µ))∗JB− = B+FL(z, µ)B−.
The two last displayed equalities together with (3.21) lead to
HR(b(z))
∗ −L(z, µ)HR(b(µ))∗ = HL(z)−L(z, µ)HL(µ),
which is equivalent to (5.18).
Our next formula is
TminR(z, µ) = TL + ĤR(z)− UĤL(b(z))∗. (5.20)
Replacing z and µ by b(z) and b(µ), respectively, in (3.22), taking adjoints, multi-
plying the obtained equality by U on the left and making subsequent use of (5.9),
(5.8), (5.4), and (5.19), we obtain
UĤL(b(z))∗ − UĤL(b(µ))∗R(z, µ)
= UB̂∗−FL(b(z), b(µ))∗B+
= UB̂∗−J∗FR(z, µ)C∗−
= (Ĉ+ + TLC−)FR(z, µ)C∗−.
Making use of (3.24) and of the second relation in (4.18), we further obtain
UĤR(b(z))∗ − UĤR(b(µ))∗R(z, µ)
= ĤR(z)− ĤR(µ)R(z, µ)+ TL(Iq −R(z, µ)),
which is equivalent, in view of (5.17), to (5.20).
Multiplying (5.20) by L(z, µ) on the left, and using (5.18), (5.10), (3.9), (5.9),
and both expressions (3.10) and (3.15) for Hmin, we derive (5.13):
L(z, µ)TminR(z, µ)
= L(z, µ)TL +L(z, µ)ĤR(z)−L(z, µ)UĤL(b(z))∗
60 D. Alpay et al. / Linear Algebra and its Applications 351–352 (2002) 27–68
= HL(z)−HR(b(z))∗ +L(z, µ)ĤR(z)−L(z, b(µ))ĤL(b(z))∗
= HL(z)+L(z, µ)ĤR(z)−HR(b(z))∗ −R(b(z), µ))∗ĤL(b(z))∗
= Hmin(z)−Hmin(b(z))∗.
Evaluating (5.13) at z = b(µ) and taking adjoints, we get
UT ∗minU = Hmin(b(µ))∗ −Hmin(µ) = −Tmin,
which proves (5.14). The equality
UG(b(z))∗U −G(z) = Tmin (5.21)
is proved in much the same way as it has been done for (4.36) with the only difference
that one has to use the symmetry (5.14) instead of (4.22). Equality (5.21) means that
G is a particular solution to (5.15). Therefore, all the solutions h of Eq. (5.15) are
given by formula (4.43), where h˜ is an arbitrary function from Hp×q2 such that
Uh˜(b(z))∗U − h˜(z) ≡ 0.
By definition (5.11), the latter means that h˜ ∈ Hp×p2 (b,U).
It remains to show that G is orthogonal to Hp×p2 (b,U), i.e., that for every F ∈
Hp×q2 , the equality(
F + U(F ◦ b)TU,G) = 0 (5.22)
holds. Here (F ◦ b)T(z) = F(b(z))∗; cf. (4.38), (4.39). Repeating most of the cal-
culations from the proof of (4.39) (again using (5.14) instead of (4.22) and taking
adjoints instead of complex conjugates), we get(
F + U(F ◦ b)TU,G) = √1 − |ω|2
2z0
∫ 2
0
Trace
(
T ∗minF(eit )
) eit dt
1 − eitω .
This implies (5.22), since the function (1 − zω)−1T ∗minF(z) belongs to Hp×q2 . 
Since G in the present setting is defined by the same formula as in Section 4, its
Hp×q2 norm is given by (4.41).
Theorem 5.5. All solutions of the problem RP(Hp×p2,∗ (b)) are parametrized by theformula
H(z) = H˜min(z)+L(z, µ)˜h(z)R(z, µ), (5.23)
where L, R, and Hmin are the functions built from the interpolation data (2.33)
by (3.7), (3.8), and (3.10), respectively,
H˜min(z) = 1
ω(z0 − z)
(
(1 − zω)Hmin(z)+
√
1 − |ω|2Hmin(b(z))∗
)
(5.24)
and h˜ is a free parameter in Hp×p2 (b,U).
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Moreover:
1. H˜min is the unique minimal norm solution of the problem RP(Hp×p2,∗ (b)).
2. A function H of the form (5.23) is a solution of the problem RPk(Hp×p2,∗ (b)) if and
only if the corresponding parameter h is subject to
‖h‖2
Hp×p2
 k2 − ‖H˜min‖2Hp×p2 .
Proof. By Theorem 3.4 all the functions h ∈ Hp×p2 satisfying the interpolation con-
ditions (2.14)–(2.16) are parametrized by formula (3.26) when the parameter h varies
in Hp×p2 . Furthermore, the function H of the form (3.26) belongs to Hp×p2,∗ (b) if and
only if
Hmin(b(z))
∗ +R(b(z), µ)∗h(b(z))∗L(b(z), µ)∗
= Hmin(z)+L(z, µ)h(z)R(z, µ)
which in view of (5.9) and (5.10) can be represented as
L(z, µ){Uh(b(z))∗U − h(z)}R(z, µ) = Hmin(b(z))∗ −Hmin(z). (5.25)
Since L,R are not degenerate and in view of (5.13), Eq. (5.25) is equivalent to
(5.15). By the second assertion in Lemma 5.4, all solutions h ∈ Hp×p2 of Eq. (5.15)
are of the form
h(z) = G(z)+ h˜(z),
G(z) =
√
1−|ω|2
ω(z−z0) Tmin ∈ H
p×p
2  Hp×p2 (b,U),
(5.26)
where the free parameter h˜ is varying in Hp×p2 (b,U). Substituting (5.26) into (3.26)
we come to (5.23). The orthogonality of the representation (5.23) and therefore, the
two last assertions of the theorem can be checked by arguments from the proof of
Theorem 4.8. 
The norm of H˜min(z) is given by the same formula (4.48), which can be verified
analogously to the proof of (4.48).
In contrast with the problems RP(Hp×q2 (J1, J2, b)) and RPk(Hp×q2 (J1, J2, b)),
the problems RP(Hp×p2,∗ (b)) and RPk(H
p×p
2,∗ (b)) do not seem to admit a natural one-
sided analogue. This is because both “left” and “right” data are used in the matrices
B+, B−, Aζ (or alternatively in the matrices C+, C−, Aπ ).
6. Interpolation problems: non-generic involutions
In this section we briefly sketch solution of the non-generic cases that were not
considered in previous sections, i.e. the case of bsp(z) = eiαz for the problems RP
(Hp×q2 (J1, J2, b)) and RP(Hp×p2,∗ (b)) and their norm inequality analogues.
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6.1. The problem RP(Hp×q2 (J1, J2, eiαz))
The interpolation conditions (1.2)–(1.4), (2.7) together with the symmetry con-
straint
J1H(eiαz)J2 = H(z)
lead to the extended interpolation conditions (2.14)–(2.16) for B+,B−,C−,C+ de-
fined as in (2.17), (2.18), and
Aζ =
(
Aζ 0
0 eiαAζ
)
, Aπ =
(
Aπ 0
0 eiαAπ
)
,
 =
(
1 2
e−iα2 e−iα1
)
.
We assume that σ(Aπ) ∪ σ(Aζ ) ⊂ D, and that the necessary conditions (2.21), (2.22),
and (2.23) of existence of solutions of RP(Hp×q2 (J1, J2, eiαz)) are fulfilled.
Matrices B+, B−, C−, C+ satisfy the same symmetry relations as in (4.6) and
(4.7) (with b(z) replaced by bsp(z)), whereas Aζ , Aπ and  are subject to
JζAζJζ = eiαAζ , JπAπJπ = eiαAπ , JζJπ = e−iα. (6.1)
As in Section 4.1, here
Jζ =
(
0 Inζ
Inζ 0
)
, Jπ =
(
0 Inπ
Inπ 0
)
.
Due to these symmetries, the solutions PL and PR of Stein equations (3.2), (3.3) and
their Moore–Penrose inverses satisfy
PL = JζPLJζ , PR = JπPRJπ ,
P
[−1]
L = JζP
[−1]
L Jζ , P[−1]R = JπP
[−1]
R Jπ .
(6.2)
Indeed, taking complex conjugates in both sides of (3.2), multiplying the resulting
equality by Jζ on the left and on the right and using the first equality in (6.1) and the
second equality in (4.6), we get
JζPLJζ − AζJζPLJζA∗ζ = B+B∗+,
which means that JζPLJζ satisfies the same Stein equation as PL. By the uniqueness
of the solution of the Stein equation, we obtain the first equality in (6.2). Three other
equalities in (6.2) are verified in much the same way as in the proof of Lemma 4.1.
Symmetries (4.6), (4.7), (6.1) and (6.2) yield, in turn, the symmetries
J1L(eiαz, µ)J1 = L(z, eiαµ),
J2R(eiαz, µ)J2 = R(z, eiαµ)
(µ ∈ T) (6.3)
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for the inner functions L, R defined via (3.7), (3.8). Indeed,
J1L(eiαz, µ)J1
= Ip + (e−iαz− µ)J1(B+)∗
(
I − e−iαz(Aζ )∗
)−1
P
[−1]
L (µI − Aζ )−1B+J1
= Ip+(e−iαz− µ)B∗+Jζ
(
I − e−iαz(Aζ )∗
)−1JζP[−1]L Jζ (µI − Aζ )−1JζB+
= Ip + (e−iαz− µ)B∗+
(
I − zA∗ζ
)−1
P
[−1]
L
(
µI − e−iαAζ
)−1B+
= Ip + (z− eiαµ)B∗+
(
I − zA∗ζ
)−1
P
[−1]
L
(
µeiαI − Aζ
)−1B+
= L(z, eiαµ) (6.4)
and the second relation in (6.3) is verified quite similarly.
Using (3.9) and (6.3) we conclude that the function3(z)=L(z, µ)h(z)R(z, µ)
belongs to Hp×q2 (J1, J2, eiαz) if and only if h belongs to the class H
p×q
2 (J˜1, J˜2, e
iαz)
where
J˜1 = L(µ, eiαµ)J1 and J˜2 = J2R(µ, eiαµ)
are two unitary symmetric matrices. Furthermore, the function Hmin of the form
(3.10)–(3.13) satisfies
J1Hmin(eiαz)J2 = Hmin(z) (6.5)
and thus, belongs to Hp×q2 (J1, J2, eiαz). To show that it suffices to check that each
term on the right-hand side of (3.10) belongs to Hp×q2 (J1, J2, eiαz). For the first term
the calculation is direct and uses the same symmetries as the calculation in (6.4):
J1HL(eiαz, µ)J2 = J1(B+)∗
(
I − e−iαz(Aζ )∗
)−1
P
[−1]
L B−J2
= B∗+Jζ
(
I − e−iαz(Aζ )∗
)−1JζP[−1]L B−
= B∗+
(
I − zA∗ζ
)−1
P
[−1]
L B− = HL(z). (6.6)
Therefore, the matrix TL defined in (4.24) (with b(z) replaced by eiαz) equals to
zero, and hence (4.27) reduces to
J˜1Ĉ+Jπ = Ĉ+.
Making use of this equality together with (3.12) and with the second equalities in
(4.7) and (6.1), we get
J˜1ĤR(eiαz, µ)J2 = J˜1Ĉ+P[−1]R
(
I − e−iαz(Aπ )∗
)−1
(C−)∗J2
= Ĉ+P[−1]R Jπ
(
I − e−iαz(Aπ )∗
)−1JπC∗−
= Ĉ+P[−1]R
(
I − zA∗π
)−1C∗− = ĤR(z).
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Therefore, on account of second relations in (3.9) and (6.3), the second term on the
right-hand side of (3.10) belongs to Hp×q2 (J1, J2, eiαz):
J1L(eiαz, µ)ĤR(eiαz, µ)J2 = L(z, eiαµ)J1ĤR(eiαz, µ)J2
= L(z, µ)L(µ, eiαµ)J1ĤR(eiαz, µ)J2
= L(z, µ)J˜1ĤR(eiαz, µ)J2
= L(z, µ)ĤR(z). (6.7)
Now it follows that all solutions of the problem RP(Hp×q2 (J1, J2, eiαz)) are paramet-
rized by formula (3.26) when the parameter h varies in Hp×q2 (J˜1, J˜2, eiαz).
The representation (3.26) is orthogonal with respect to the inner product (2.35):
〈H,H 〉 = 〈Hmin, Hmin〉 + 〈h, h〉
and therefore, Hmin is the minimal norm solution of the problem RP(Hp×q2 (J1, J2,
eiαz)). The norm of Hmin is already computed (see (3.14)); using this formula, one
can state and solve the corresponding problem RPk(Hp×q2 (J1, J2, eiαz)) with the
additional norm constraint ‖H‖Hp×q2  k. We leave the details to the reader.
6.2. The problem RP(Hp×p2,∗ (eiαz))
The interpolation conditions (1.2)–(1.4), (2.25), (2.26) (with b(z) replaced by
eiαz) together with the symmetry constraint
H(eiαz)∗ = H(z)
lead to the extended interpolation conditions (2.14)–(2.16) for B+, B−, C−, C+, Aζ ,
Aπ , and  defined by
B+ =
(
B+
B+
)
, B− =
(
B−
B−
)
, (6.8)
C− =
(
C− C−
)
, C+ =
(
C+ C+
)
, (6.9)
and
Aζ =
(
Aπ 0
0 eiαA∗ζ
)
, Aπ =
(
Aπ 0
0 eiαA∗ζ
)
,  =
(
1 2
3 e−iα∗1
)
.
Necessarily
∗2 = eiα2 and ∗3 = eiα3.
Again, we assume that σ(Aπ) ∪ σ(Aζ ) ⊂ D, and that the necessary conditions (2.21),
(2.22), and (2.23) hold true.
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The matrices above satisfy the symmetry relations
JAζJ∗ = eiαA∗π , JB+ = C∗−, JB− = C∗+, JJ = e−iα∗ (6.10)
(where J is the matrix given by (5.3)), which, in turn, imply the following relations
for the solutions PL and PR of Stein equations (3.2), (3.3) and their Moore–Penrose
inverses:
JPLJ∗ = PR, JP[−1]L J∗ = P[−1]R . (6.11)
Indeed, multiplying (3.2) by J on the left and by J∗ on the right and using the two
first equalities from (6.10) we obtain
JPLJ∗ − A∗πJPLJ∗Aπ = C∗−C−.
Thus, JPLJ∗ and PR satisfy the same Stein equation and by uniqueness, we get the
first equality in (6.11). The second equality in (6.11) is proved analogously to the
proof of Lemma 5.1.
Symmetries (6.10) and (6.11) imply the following relation between the inner func-
tions L and R defined via (3.7), (3.8):
L(e
iαz, µ)∗ = R(z, eiαµ) (µ ∈ T). (6.12)
Indeed,
L(e
iαz, µ)∗
= Ip + (e−iαz− µ)B∗+
(
µI − A∗ζ
)−1
P
[−1]
L
(
I − e−iαzAζ
)−1B+
= Ip + (e−iαz− µ)C−J
(
µI − A∗ζ
)−1J∗P[−1]R J(I − e−iαzAζ )−1J∗C∗−
= Ip + (e−iαz− µ)C−
(
µI − e−iαAπ
)−1
P
[−1]
R
(
I − zA∗π
)−1C∗−
= Ip + (z− eiαµ)C−
(
µeiαI − Aπ
)−1
P
[−1]
R
(
I − zA∗π
)−1C∗−
= R(z, eiαµ).
Furthermore, due to (6.10) and (6.11), the function Hmin of the form (3.10)–(3.13)
satisfies
Hmin(e
iαz)∗ = Hmin(z) (6.13)
and thus, belongs to Hp×p2,∗ (eiαz). (We omit a proof (6.13); it follows along the proof
of (6.5) by using the symmetries obtained above in the present context.) Using (3.9)
and (6.12) we conclude that the function 3(z) = L(z, µ)h(z)R(z, µ) belongs to
the space Hp×p2,∗ (eiαz) if and only if h belongs to this space. Therefore all solutions of
the problem RP(Hp×p2,∗ (eiαz)) are parametrized by formula (3.26) when the parameter
h varies in Hp×p2,∗ (eiαz).
The representation (3.26) is orthogonal with respect to the inner product (2.35):
〈H,H 〉 = 〈Hmin, Hmin〉 + 〈h, h〉,
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and therefore, Hmin is the minimal norm solution of the problem RP(Hp×p2,∗ (eiαz)).
As in the preceding subsection, formula (3.14) allows one to describe all solutions
(if exist) of the corresponding problem RPk(Hp×p2,∗ (eiαz)) with an additional norm
inequality; details are omitted.
7. Two-point interpolation
In this section we study the following interpolation problems:
Problem 7.1. Given a conformal map b(z) of form (1.7), find all F ∈ Hp×q2 such
that
Res
{
(zI − Aζ )−1B+1F(z)
}+ Res{(zI − b(Aζ ))−1B+2F(z)} = B−. (7.1)
Problem 7.2. Given a conformal map bsp(z) of the form (1.6), find all F ∈ Hp×q2
such that
Res
{
(zI − Aζ )−1B+1F(z)
}+ Res{(zI − bsp(Aζ ))−1B+2F(z)} = B−.
(7.2)
Here
Aζ ∈ Cnζ×nζ , B+1 ∈ Cnζ×p, B+2 ∈ Cnζ×p, B− ∈ Cnζ×q
are given matrices.
Problems 7.1 and 7.2 are known as two-point interpolation problem, because they
can be stated in the form of equations such that each equation may involve in an
essential way linear combinations of tangential values of the unknown interpolant
function F(z) and its first several derivatives at two points. This is in contrast to the
two-sided residue interpolation problem (1.2)–(1.4), where the interpolation condi-
tion can be expressed in terms of equations such that each equation involves tan-
gential values of the unknown interpolant function and its first several derivatives at
one point only (however, this point may be different from one equation to another);
see [9, Chapter 16]. Analogous two-point interpolation problems with respect to a
different type of symmetry have been studied in [8].
We focus on Problem 7.1; the treatment of Problem 7.2 is completely analogous.
Introduce the G(z) ∈ H2p×q2 by the formula
G(z) =
(
F(z)
F (b(z))
)
.
One checks easily that
G(z) = J1G(b(z)), J1 =
(
0 1
1 0
)
. (7.3)
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Also, in view of (2.3), Eq. (7.1) takes the form
Res
{
(zI − Aζ )−1
(
B+1 B+2
)
G(z)
} = B−.
Now application of Theorem 4.9 (with J2 = I ) yields the following result:
Theorem 7.3. Problem 7.1 admits a solution F ∈ Hp×q2 if and only if
RangeB− ⊆ span
{
RangeAjζ
(
B+1 B+2
)
, j = 0, 1, . . . } (7.4)
If (7.4) is satisfied, then all solutions of Problem 7.1 are parametrized by
F(z) = (Ip 0)F˜L(z)+ (Ip 0)L(z, µ)˜h(z), (7.5)
where h˜ is a free parameter in Hp×q2 (J˜1, I, b). The function F˜L is given by
F˜L(z) = 1
ω(z0 − z)
(
(1 − zω)HL(z)+
√
1 − |ω|2J1HL(b(z))
)
,
and the functions L and HL are given by (3.7) and (3.11), respectively.
A computation shows that
‖G‖2
H2p×q2
= 1
2
∫ 2
0
Trace
(
F(eit )∗F(eit )
)
dt
+ 1
2
∫ 2
0
Trace
({F(b(eit ))}∗{F(b(eit ))}) dt
= 1
2
∫ 2
0
Trace
(
1 + 1 − |w|
2
|w − eit |2
) (
F(eit )∗F(eit )
)
dt.
Thus, by the same Theorem 4.9 we obtain that (Ip 0)F˜L(z) is the minimal norm
solution of Problem 7.1 with respect to the weighted inner product
〈F,H 〉 = 1
2π
∫ 2π
0
Trace
(
1 + 1 − |w|
2
|w − eit |2
) (
H(eit )∗F(eit )
)
dt,
F,H ∈ Hp×q2 .
The right-sided analogues of Problem 7.1 and of Theorem 7.3 can be easily ob-
tained with help of the transform F → F,, where F,(z) = F(z)∗. This transform
preserves the Hp×q2 norm. One could also consider two-sided two-point interpolation
problems, which can be stated analogously to Problems 7.1 and 7.2. However, the
solution of the two-sided two-point interpolation using the approach of this paper
(as well as that of [8]) would require solving the two-sided residue interpolation
problem for Hp×q2 functions with double symmetries, namely, functions that are in
the intersection of two subclasses of the forms described in Definitions 1.1–1.4. Two-
sided residue interpolation for matrix functions with two symmetries is beyond the
scope of the present paper.
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