INTRODUCTION
Randomized Clinical Trials (RCTS) form the cornerstone of evidence-based practice, but these studies remain scarce in the paediatric surgical literature. [1] The difficulty with conducting prospective studies in paediatric surgery has resulted in the dependence on non-evidence-base clinical decisions. Together, single-institution case-series reports and other retrospective data make up more than 97% of the published clinical evidence in support of practice standards for paediatric surgery. [2] Observational retrospective clinical reporting, therefore, has long played an important role in the progress of contemporary clinical medicine. In many fields of medicine, these studies have permitted discovery of new diseases and unexpected effects and have provided the preliminary evidence necessary to guide the direction of high-quality prospective trials. [3] The significant role of observational studies in shaping clinical practice within the field of paediatric surgery spurred Rangel et al. [3] to develop a standardized methodology for the critical appraisal of these data. African Journal of Paediatric Surgery has been a major vehicle for dissemination of information to paediatric surgeons in Africa since 2004. Most studies in this paediatric surgical literature are observational studies. This study aims to assess the adequacy of clinical research reporting in African Journal paediatric surgery as a basis for recommending adoption of a standardized reporting guideline.
MATERIALS AND METHODS
The authors analyzed all observational studies published in African Journal of Paediatric Surgery from 2006 to 2010 (n = 73). Studies were assessed using validated tools for criteria essential for the nonbiased reporting of clinical data: [1, 4] These included 16 "baseline" criteria believed essential to the reporting of all clinical studies divided into 4 main categories: (1) description of participating surgeons and institutions (5 criteria), (2) description and definition of cases (3 criteria), (3) description of the intervention and related care (3 criteria), and (4) the use of noncomparison statistical methods relating to outcomes (5 criteria). Seven additional "comparison" criteria were examined for observational studies reporting the use of control groups. These included 4 criteria pertaining to the reporting of statistical methods used for comparing groups and 3 criteria pertaining to measures of baseline similarity. [1] Studies with less than 5 patients or outcomes attributable to non-operative therapy were excluded. Editorials, reviews, tutorials, and duplicate clinical reports were also excluded. Data was analyzed with SPSS 16.0. Chi-squared or Fisher's exact test was used for categorical variables, as appropriate and continuous variables were compared with student's t test. P ≤ 0.05 was regarded as significant.
RESULTS
Seventy-three clinical studies met the criteria for analysis. Ninety-three percent (68) were single institutional reports, case series constituted 98.6% (n = 72) with only one study being a prospective randomized clinical trial, and 5.5% (n = 4) reported the use of control groups through a cohort design. Sixty-seven percent (n=49) of all clinical studies were retrospective. Only 1 study was found to be true randomized prospective design. Seventy percent (50) of studies were conducted in Africa. Thirty-four percent (25) of studies met more than half the number of baseline criteria (mean, 7.25 ± 2.5 [SD] ranges 1 to 13) [ Figure 1 ]. There was no difference in the reporting of baseline criteria when comparing retrospectively and prospectively designed studies (retrospective, 7.1 ± 2.6; prospective, 7.5 ± 2.4; P = 0.48; Table 1 ). Reporting deficiencies were found in all major aspects of study design and statistical analysis [ Table 2 ]. Half of studies with control group met more than half the number of comparison criteria (median, 3.0; range, 0-7). There was also no difference in reporting baseline criteria between controlled and non-controlled studies (controlled, 8.25 ± 2.22 and non-controlled, 7.19 ± 2.50; P = 0.41). We found no difference in the reporting of baseline criteria between studies originating from within or outside Africa (7.48 ± 2.51 Vs. 6.74 ± 2.40, P = 0.24).
DISCUSSION
Quality of scientific work is judged at several stages from the initiation of research projects to the application of their results in clinical practice. [5] Standardized instruments designed to measure the quality of published clinical evidence have had a significant impact on shaping evidence-based practice in many areas of medicine. These tools have been used in a multitude of functions, including peer-review, systematic literature reviews, and as tutorials for practicing clinicians. [6] From the perspective of sound epidemiologic principles, it is believed that the "methodology" components of study design should carry the greatest weight given their importance for effectively interpreting retrospective data. [3] The development of a standardized, reliable quality assessment instrument for retrospective data potentially could improve evidence-based practice (EBP) within paediatric surgery. A good example is the universal reporting guidelines dictated by the CONSORT (Consolidated Standards of Reporting Trials) statement for randomized trials, which has a positive impact on the quality of published trials. [7] The influential role of observational study on practice of paediatric surgery and the need to rigorously evaluate the effectiveness of new intervention before they become standards of care encouraged Rangel et al. to develop a standardized methodology for the critical appraisal of these data. [3] The 23 essential reporting criteria was used to assess 300 observational studies in Journal of paediatric surgery (JPS) in 2003, and they found the practice of clinical reporting in paediatric surgery to be inadequate across all fundamental aspects of study design. [1] As part of the Journal of paediatric surgery commitment to excellence in providing high quality of scientific evidence to the reader, and based on the observation that there is currently limited practical applicability of the CONSORT guidelines to the core paediatric surgical literature, [4, 8, 9] JPS adopted new submission and publication guidelines for clinical research reports in 2006. [4] In this study, case series constituted 98.6% of all clinical research evaluated with only one study being a prospective randomized clinical trial. This is consistent with the previous observation that less than 1% of all clinical research data in paediatric surgery is randomized study designs. [4, 8, 9] Observational studies have and will continue to play a much more significant role as the first and only line of available evidence on which to base clinical decisions. Until resources and greater collaboration allow for the broader application of highquality prospective clinical research, a strategy to improve the quality and interpretation of case-series data may have the single greatest impact on improving the state of evidence-based practice within paediatric surgery. [3] The present review shows that only thirty-four percent (25) of studies met more than half the number of baseline criteria for clinical research reporting. This is similar to the findings of Rangel et al. in a review of 300 observational studies published in JPS, where only 39% of the studies met more than half of the number of baseline criteria. [1] Major deficiencies were found in the descriptions of cases, interventions, and outcome measures as well as in critical details regarding the comparison of treatment groups. This is also consistent with previous published reports. [1, 3] The results of this study are consistent with those of previous reports evaluating qualitative clinical evidence in paediatric surgery. [1, 8, 10, 11] In a review of complication reporting in 119 published clinical research by Martin et al., [12] no study met all the 10 evaluating criteria, and only 34 % of studies met 5 or 6 of the criteria. In 2001, Moss et al. [8] characterized Baseline reporting criteria were assessed for all clinical studies, whereas comparison criteria were evaluated only for studies reporting the use of control groups substantial deficiencies in the design and conduct of the majority of clinical trials published for paediatric surgical conditions. Thakur et al. [10] also documented qualitative deficiencies in a broad range of clinical study designs from a small cross-section of the paediatric surgery literature.
In this study, we found that the reporting of essential methodological details was not substantially different between the retrospective and prospective study designs. Furthermore, we found no statistically significant in the reporting of baseline criteria between controlled and non-controlled studies, although the small sample size of controlled studies precluded any meaningful statistical inference of reporting between the controlled and non-controlled groups. These findings collaborate report by Martin et al. that type of study has no influence on reporting standard. [12] The location of institution where study was carried out also has no influence on reporting baseline criteria as documented in other report. [13] We focused on reporting in the African Journal of Paediatric Surgery because it is the journal of Pan African Paediatric Surgical Association (PAPSA) and Association of Paediatric Surgeons of Nigeria (APSON), and we have the view that implementation of standardized reporting guidelines by this journal could have a substantial impact on improving evidencebased practice within paediatric surgery in Africa. Pan African Paediatric Surgical Association (PAPSA) and other national paediatric surgical association will need to follow the example of The American College of Surgeons in taken a major initiative in training surgeons to do trials, supporting trials, and developing a multicenter clinical research consortium. Standardized assessment of papers submitted for publication can improve the adherence of authors to these standards.
The limitation to the present study is that scoring of reporting of criteria was not duplicated, and inter-rater reliabil ity could, therefore, not be evaluated. 
CONCLUSIONS

