We settle an open problem, the inclusion problem for pattern languages 1, 2]. This is the rst known case where inclusion is undecidable for generative devices having a trivially decidable equivalence problem. The study of patterns goes back to the seminal work of Thue 16] and is important also, for instance, in recent work concerning inductive inference and learning. Our results concern both erasing and nonerasing patterns.
Introduction. The main result
Instead of an exhaustive de nition for a language, 7], it is sometimes better to give more leeway in the de nition, and try to nd patterns common to all words in a sample set. Such an approach is especially appropriate if the sample set is growing, for instance, through some learning process. It may happen that several \equally good" patterns are found.
For instance, consider the following nite sample F = f010100; 00100100; 01101100; 0001000100; 0111011100; 010110101100; 001010010100g:
Each of the words in F is of the form 0x0x0 2 , where x ranges over all nonempty words of the alphabet = f0; 1g. Similarly, all words in F are of the forms x 2 0 2 , 0x 2 0, x 2 y 2 , 0x0 2 , 0x10 2 and, in addition, of the form 0x10x10 2 if x ranges over all words of , including the empty word . Our theory will concern only variables ranging over all words or all nonempty words of some alphabet.
However, other types of variables are also possible such as x R and x P , the reverse of the word x and a permutation of the word x. Then each word in F is also of the form xx P and 0x10x R 10 2 .
The following inclusion diagram holds between the sets of words generated by the eight patterns we suggested for F. It is clear that the patterns generating the smallest sets, in this case 0x10x10 2 and 0x10x R 10 2 , are the best descriptions for F. If F is not static but rather a subsample of a bigger sample which we want to describe, then further decisions between possible patterns can be made by queries or just by generating new words from the bigger sample. The study of patterns descriptive for a sample, as well as the study of pattern languages in the sense understood in this paper was initiated by Angluin 1, 2] . The inclusion problem was mentioned at the end of 2] as the most important open problem in the area. As we will see, it is closely connected also with some other basic theoretical problems.
Trying to infer a pattern common to all words in a given sample such as F is a very typical instance of the process of inductive inference, that is, the process of inferring general rules from speci c examples. The interrelation with the theory of learning is also obvious, especially if the sample is not xed but is supplemented by new words, or, even better, if one may enquire whether or not some speci ed words belong to the set. For instance, either one of the queries 0 2 1110 2 or 01100110 3 would decide between the patterns 0x10 2 and 0x0x0 2 . We refer to 3], 9], and 15] for such interrelations and to 10] for some background information and interconnections with random numbers and Kolmogorov complexity.
Our main result can be stated very simply, without assuming any previous knowledge on the part of the reader. Our alphabet, if not explicitly speci ed, is the union V , where the letters of V are referred to as variables and those of as terminals. A pattern is a word over V . The language L( ) de ned by the pattern consists of all words obtained from by leaving the terminals unchanged and substituting a terminal word for each variable x. The substitution has to be uniform: di erent occurrences of x have to be replaced by the same terminal word. In Angluin's original approach 1, 2] the variables have to be replaced always by nonempty words. Such patterns will be referred to as nonerasing, or NE-patterns, in the sequel. The situation is essentially di erent if the empty word is allowed in the substitutions (that still have to be uniform). The study of such erasing, or E-patterns, was initiated in 10]. A little re ection will show that two NE-patterns de ne the same language if and only if they are identical, up to an eventual renaming of the variables 2]. Hence, the decidability of the equivalence problem for nonerasing pattern languages is trivial.
In view of the simplicity of the equivalence problem, our main result is very surprising: the inclusion problem is undecidable for nonerasing pattern languages. It seems also that people who have worked with this problem (for instance, see 2]) would have expected the opposite result.
We show that the inclusion problem is undecidable for E-patterns. The decidability status of the equivalence problem for E-patterns remains open. We conjecture that it is decidable. In Section 7 we formulate strong necessary conditions for the equivalence of two E-patterns.
Basic notations
Consider two disjoint alphabets (the alphabet of terminals) and V (the alphabet of variables).
Words over V are referred to as patterns. The length of a word is denoted j j. Naturally, the length of the empty word , j j, is zero. The number of occurrences of a 2 V in is denoted j j a . The set of variables of V appearing in is denoted var( ). For an arbitrary set S, the cardinality of S is denoted card(S).
Let and V be given, and let H ;V be the set of morphisms h : ( V ) ! ( V ) . The language generated by an E-pattern 2 ( V ) is de ned as L E; ( ) = fw 2 jw = h( ) for some h 2 H ;V such that h(a) = a for each a 2 g:
The language generated by an NE-pattern 2 ( V ) is L NE; ( ) = fw 2 jw = h( ) for some -free h 2 H ;V such that h(a) = a for each a 2 g:
If is understood, we use also the notations L E ( ) and L NE ( ). A morphism h 2 H ;V such that h(a) = a for each a 2 is usually de ned just as a mapping V ! ( V ) in the following.
3 Why is the inclusion problem hard (xyyyz) . If contains at least three letters then, for all n, L NE (x 1 x 2 : : :x n ) contains words not belonging to L NE (xyyz).
The above results concerning squares and cubes have been extended to arbitrary terminal-free patterns in 5]. We present the de nitions in our terminology.
A terminal-free pattern is termed unavoidable (on an alphabet ) i , for some n,
where the x i 's are distinct variables, and x and z are variables not occurring in . Otherwise, is avoidable.
Thus, yy is unavoidable on two letters but avoidable on three letters. The pattern yyy is avoidable also on two letters. The paper 5] gives a recursive characterization of unavoidable terminal-free patterns. A rather tricky example is the pattern = xyxzx 0 yxy 0 xyx 0 zx 0 yx 0 ; unavoidable for a suitable . Given a pattern unavoidable on , it is of interest to nd the smallest n such that every word of length at least n possesses a subword of pattern . The following result, obvious from the de nitions, shows the interconnection with the inclusion problem.
Any algorithm for solving the inclusion problem for NE-pattern languages can be converted into an algorithm for computing the smallest n such that a given unavoidable pattern cannot be avoided on words of length at least n.
We mention, nally, that if we allow the use of variables of other types, such as the variables x P considered in Section 1, then also problems of di erent kinds can be reduced to the inclusion problem. For instance, the celebrated new result of 11] can be expressed as follows.
If contains at least four letters then, for all n, L NE (x 1 x 2 : : :x n ) contains words not belonging to L NE (xyy P z). (ii) The inclusion problem for simple languages (s-languages) is undecidable but the equivalence problem is decidable, 7].
(iii) The inclusion problem for languages accepted by nite deterministic multi-tape automata is undecidable but the equivalence problem is decidable, 6].
(iv) The inclusion problem for nonerasing pattern languages is undecidable but the equivalence problem is decidable.
Assume that for some language family (a) the inclusion problem is undecidable, whereas (b) the equivalence problem is decidable. Since we are crossing here the borderline of decidability, it is intuitively clear that if one of the proofs for (a) and (b) is easy, the other one is di cult. In (iii) the inclusion part is easy and, hence, the equivalence part is di cult. The same holds true as regards (i). (In fact, the equivalence part will be di cult also if undecidability holds, because this part will bring us much closer to the borderline.) In (ii) the situation is rather balanced: neither part is very di cult. Among these examples, (iv) is the only one where the equivalence part is easy.
The inclusion problem for E-pattern languages
We show that the inclusion problem for E-pattern languages is undecidable by reducing to this problem the question whether a nondeterministic two-counter automaton without input has an accepting computation. A con guration of a two-counter automaton can be represented by two unary strings and the internal state. The fact that the stacks can be restricted to be over a unary alphabet is essential for our technical constructions. A nondeterministic 2-counter automaton without input, cf. 8], is denoted as a quintuple M = (Q; q 0 ; Q F ; 0; ); (1) where Q is the nite set of states, q 0 2 Q is the initial state, Q F Q is the set of nal states, 0 6 2 Q is the single symbol of the stack alphabet, and Q f0; 
Above y i;j is a distinct variable for each pair (i; j). Thus z left i (resp. z right i ) is a catenation of i words (resp. k ? i + 1 words) z i z i where one inserts a new variable y i;j between each consecutive occurrence of the word z i z i . The symbols r i , s i , t i denote terminal-free patterns (in V ) and their construction will be explained later. We always assume that for every i 2 f1; : : :; kg, the variables of var(r i ) var(s i ) var(t i ) do not appear anywhere else in 2 except in the subpatterns r i , s i , and t i . (For a xed i, r i , s i and t i can have common variables.)
The set of all mappings fx; yg ! is denoted by H. For each i = 1; : : :; k we de ne a unary predicate P i on the set H as follows. For h 2 H, h 2 P i i there exists a mapping g : var(r i ) var(s i ) var(t i ) ! such that g(r i ) = h(x); g(s i ) = h(y); g(t i ) = w i : If g is as above we say also that h satis es the predicate P i via the mapping g. The predicate P i is completely determined by the four-tuple (w i ; r i ; s i ; t i ). We denote var(P i ) = var(r i ) var(s i ) var(t i ); i = 1; : : :; k. Our aim is to choose k and the tuples (w i ; r i ; s i ; t i ), i = 1; : : :; k, so that for all h 2 H,
is an accepting computation of M (as in (2)) and h(y) 2 0 is longer than the catenation of any two 0-subwords of h(x). (The latter condition on h(y) enables us to de ne the condition \h(x) is an accepting computation" using the predicates P i .) We say that a mapping h 2 H is of good form if h(x) 2 ( ? f$; ?; @; &g) and h(y) 2 0 :
First for a suitable k 1 < k we de ne the predicates P 1 ; : : :; P k 1 so that (8h 2 H) h is not of good form i h 2 S k 1 i=1 P i : Let k 1 = card( ) + 3. The predicates P i , i = 1; 2; 3, are given by the condition: r i = a 1 ba 2 ; s i = c; t i = b; w i = A; (6) where a 1 , a 2 , b, c are variables and A assumes the values $, ?, &. Then clearly h 2 H satis es P i de ned by (6) i the word h(x) contains the symbol A. Note again that the properties P i (i.e., subpatterns w i , r i , s i , t i ) are de ned using variables that do not appear anywhere else in 2 .
Because of technical reasons for the symbol @ we need a slightly di erent predicate P 4 : 
The following claim holds independently of how we de ne the INV COMP predicates, assuming only the above mentioned restrictions on the words w i guaranteeing (7), (8) Above the variables y i;j are as in (3) and (4) . According to our de nition of the predicates P i the variables of var(P i ) do not appear anywhere else in 2 except in the subpatterns r i , s i , and t i . 
and for all j 6 = m, g(r j ) = g(s j ) = g(t j ) = g(z left j ) = g(z right j ) = : By (9), p 0 contains exactly k +1 non-overlapping occurrences of the subword @@ and by (10) Analogously with (x) above one de nes predicates describing that a transition from f j to f j+1 increments the second counter or decrements the rst or second counter by at least two symbols.
In the following we can then assume that any transition from f j to f j+1 makes a change of at most one symbol in both counters. Invalid computation steps of this form can be described using a nite number of the predicates P i .
(xi) \Assuming that in f j both counters are nonempty, the transition from f j to f j+1 changes the state from q 1 to q 2 , increments the rst counter (by one) and decrements the second counter (by one) but this is not a valid computation 
The inclusion problem for NE-pattern languages
The decidability of the inclusion problem for NE-patterns was left open in 2]. Here we show that the inclusion problem is undecidable for NE-pattern languages. This is done by reducing the question of deciding inclusion for E-pattern languages to the inclusion problem for NE-pattern languages. The former question was shown to be undecidable in the previous section. In the reduction we use the slightly strengthened form of the undecidability result in Corollary 5.1. First we need a simple technical lemma. 
We introduce two new terminal symbols $ and ? and let = f$; ?g. The set Y will consist of all variables appearing in the patterns p 0 i and q constructed below.
By renaming the variables in q j , 1 j n, we can assume that (8j; l; 1 j; l n; j 6 = l) var(q j ) \ var(q l ) = ;: Q j = y j x n+j?2 u j?2 x n+j?2 y 0 j , j = 3; : : :; 6. The intuitive idea of the construction is as follows. Consider h : var(p 0 i ) ! + and assume that h(p 0 i ) 2 L NE; (q). Then the subpattern p i of p 0 i has to be \matched" with some subpattern q j , j = 1; : : :; n, or r l , l = 1; : : :; 4, of q. If p i is matched with r l , 1 l 4, then the corresponding instance of p i necessarily contains an occurrence of a symbol $ or ?. Thus all -instances of p i belong to some language L NE; (q j ), 1 j n, and (14) holds. Below we prove that the conditions (14) and (15) Again it can be veri ed that g(q) = h(p 0 i ). The case when h(p i ) contains $ only as a proper pre x (resp. as a proper su x, or h(p i ) = $) is similar. In this case one chooses g(x n+1 ) = ? (resp. g(x n+2 ) = ? or g(x n+4 ) = ?) and matches h(p i ) with g(r 1 ) (resp. g(r 2 ), or g(r 4 )).
(c) Finally, the case when jh(p i )j ? > 0 is completely analogous to (b) above. Depending on where the symbol ? appears in the word h(p i ), one of the subpatterns x n+j u j x n+j , j = 1; : : :; 4, is matched to the subword ? ? ? of p 0 and for the corresponding j we de ne g(y j+2 ) = 0 4 ? $?, g(y 0 j+2 ) = 0 4 . Thus we have proved that (14) implies that the relation (15) holds.
(ii) Conversely, assume that (15) We have shown that the relations (14) and (15) are equivalent. Thus the assumption that the inclusion problem for NE-patterns is decidable contradicts Corollary 5.1. This concludes our proof.
7 Related results
The main result of this section is that the inclusion problem for terminal-free E-pattern languages is decidable. The equivalence problem for E-pattern languages in general is still open. Here, we also show a strong necessary condition for the equivalence of two E-pattern languages.
Let V = fx 1 ; : : :; x n g be a set of variables and be an alphabet such that card( ) 2. For each pair of letters a; b in , a 6 = b, and an integer k > 0, we de ne a morphism k;a;b : V ! by k;a;b (x i ) = ab ki+1 aab ki+2 aab ki+3 a : : :ab k(i+1) a; 1 i n: In the above de nition, we call each substring of the form ab + a a segment. Note that for each x 2 V , k;a;b (x) consists of k distinct segments. Note also that for x i ; x j 2 V and i 6 = j, k;a;b (x i ) and k;a;b (x j ) do not contain any segment in common. (1) k;a;b (y i ) is a substring of (z j ) for some variable z j in , 1 j k; or (2) k;a;b (y i ) is split into m parts, for some integer m > 1, i.e., k;a;b (y j ) = u 1 : : :u m such that u 1 is a su x of (z j ), u 2 = (z j+1 ), : : :, u k?1 = (z j+m?2 ), and u k is a pre x of (z j+m?1 ). In (2) above, it is clear that m k. By the de nition of , k;a;b (y i ) consists of exactly k segments of the form ab + a. So, the k segments of k;a;b (y i ) contain at most k ? 1 splitting points of the decomposition k;a;b ( ) = (z 1 ) : : : (z k ). Therefore, for each variable y i of , there must exist at least one segment in k;a;b (y i ) that is not split by the above decomposition. Following the same principle, we can verify a stronger statement: For each variable y 2 var( ), which may appear in multiple times, there exists a segment s in k;a;b (y) such that none of the occurrences of s in k;a;b ( ) is split by the above decomposition. For each y 2 var( ), we choose such a segment to be the anchor segment of y in k;a;b ( ) with respect to . We also say that this segment anchors y.
We now de ne a morphism h : V ! V by the following: For each z 2 var( ), h(z) is obtained from (z) by rst deleting from (z) all but the anchor segments, and then replacing each anchor segment by the variable it anchors; for each z 6 2 var( ), de ne h(y) = . It is easy to verify that h( ) = since each appearance of k;a;b (y) in k;a;b ( ) has exactly one anchor segment of y. 2 Proof. First we assume that card( ) 2. Then, by Corollary 7.1, the inclusion is decided by whether the word j j;a;b ( ) is in L E; ( ). We know that the membership problem for E-patterns is decidable.
Now we consider the case when card( ) = 1. Let a be the letter in . It is easy to show that, for any pattern , the sequence of the lengths of all words in L E; ( ), in increasing order, is ultimately periodic, i.e. there exist integers n 0 ; c > 0 such that the set fa ci ji > 0 & ci n 0 g and L E; ( ) are the same except for words of length less than n 0 . Note that n 0 and c are easily computable. Then it is clear that we can solve the inclusion problem easily. 2
Note that the inclusion problem for terminal-free NE-pattern languages is still open, as well as the equivalence problem for general E-pattern languages. We conjecture that the latter problem is decidable. The following theorem gives a strong necessary condition for the equivalence of two E-pattern languages. Assume that w is also generated by . Then, no variable of generates a string containing any c or d. Therefore, w i must be generated by i . This is a contradiction.
The argument for i = 0 or i = m is similar to the above and simpler. Thus, we have proved the theorem. 2 Note that in Theorem 7.2, the conditions m = n, L E; ( i ) = L E; ( i ), and u j = v j , for 0 i m and 1 j m, are not su cient for L E; ( ) = L E; ( ). For instance, the patterns = xaybz and = xaxbx satisfy all the above conditions, but it is clear that L E; ( ) 6 = L E; ( ).
