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ON CONTINUOUS DUALITY FOR MOORE GROUPS
S.S.AKBAROV
Abstract. In this paper we correct the errors of Yu. N. Kuznetsova’s paper on the continuous duality
for Moore groups.
In [11] Yu. N. Kuznetsova made an attempt to construct a generalization of the Pontryagin duality
to the class of all (not necessarily commutative) Moore groups. Its main result can be expressed in the
diagram
(1) C⋆(G) ✤
Env // Env C⋆(G)
❴
⋆
❴
⋆
OO
C(G) ✤
Envoo K(G)
,
where G is an arbitrary Moore group, C(G) the algebra of continuous functions on G (with the topology
of uniform convergence on compact sets), C⋆(G) its dual stereotype space algebra considered as the group
algebra of measures with compact support on G, Env the operation1 called in [11] the C∗-envelope, which
assigns to a topological algebra A a new topological algebra EnvA (see details in [11]), Env C⋆(G) the
result of the application of this operation to the algebra C⋆(G), ⋆ the operation of taking the stereotype
dual space, and K(G) the result of its application to the algebra Env C⋆(G).
Later it turned out that the proof of this fact in [11] contains some inaccuracies and errors. The author
of this paper tried to correct them in [4, 5], but as it was indicated in [5, Errata], one of these errors was
overlooked in [5]. As a corollary, by this moment the Kuznetsova theory can be considered as proved (up
to some specifications, in particular, a modification of the notion of envelope) only for a narrower class
of the groups of the form Rn ×K ×D, where K is a compact group, and D a discrete Moore group.
Here we correct the error that was made in [11] (and repeated in [5]) with the help of the results of
the author’s paper [6].
The theory of envelopes of topological algebras with the applications in geometry was described by the
author in [2, 3, 4, 5] (the results and the notations of the last three papers are used here). The special
case of the Arens-Michael envelopes was considered in A. Yu. Pirkovaskii’s papers [7, 8, 9].
1. Preliminary results
1.1. SIN-groups and Moore groups. A set U in a group G is said to be normal, if it is invariant with
respect to conjugations:
a · U · a−1 ⊆ U, a ∈ G.
1For the operation of envelope we use a notation different from the one used in [11].
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A locally compact group G is called a SIN-group, if its normal neighborhoods of unity form a local base.
An equivalent definition: if the left and the right uniform structures on G are equivalent. In particular,
all these groups are unimodular.
The class of all SIN-groups contains the abelian groups, the compact groups and the discrete groups.
The following proposition belongs to S. Grosser and M. Moskowitz [10, 2.13]:
Theorem 1.1. Each SIN-group G is a discrete extension of the group Rn×K, where n ∈ Z+, and K is
a compact group:
(2) 1→ Rn ×K = N → G→ D → 1
(here D is a discrete group).
A locally ccompact group G is called a Moore group, if all its irreducible unitary (in the usual sense)
representations are finite-dimensional.
Theorem 1.2. Each Moore group is a SIN-group.2
Theorem 1.3. Eacj Moore group is amenable.3
Theorem 1.4. Each (Hausdorff) quotient group G/H of a Moore group G is a Moore group.4
Corollary 1.1. If G is a Moore group, then in its representation (2) the group D is also a Moore group
(and, in particular, D is amenable).
Theorem 1.5. Each discrete Moore group is a finite extension of an abelian group.5
Let us call a locally compact group G a compact buildup of an abelian locally compact group, if there
exist closed subgroups Z and K in G with the following properties:
1) Z is an abelian group,
2) K is a compact group,
3) Z and K commute:
∀a ∈ Z, ∀y ∈ K a · y = y · a,
4) the product of Z and K is G:
∀x ∈ G ∃a ∈ Z ∃y ∈ K x = a · y.
If it is necessary to specify which groups in this constructions are used, then we say that G is a buildup
of the abelian group Z with the help of the compact group K.
A Lie-Moore group is an arbitrary Lie group G, which is at the same time a Moore group.
Theorem 1.6. 6 Each Lie-Moore group G is a finite extension of some compact buildup of an abelian
group.
Theorem 1.7. Each Moore group G is a projective limit of a system of Lie-Moore groups.
Proof. By [13, 12.6.5], G is a projective limit of its quotient Lie groups G/H . By Theorem 1.4 they must
be Moore groups. 
2See [13, p.1452].
3See [13, p.1486].
4This is obvious.
5See [13, Theorem 12.4.26 and p.1397].
6Yu. N. Kuznetsova [11], see also [4, Theorem 3.34].
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1.2. Hopf algebras in a monoidal category. We need several definitions from category theory. Sup-
pose we have
– a partially ordered set (I,6),
– a category K,
– a family {X i; i ∈ I} of objects in K,
– a family {ιji : X
i → Xj; i 6 j} of morphisms in K,
and
1) the morphisms ιii (where the upper and the lower indices coincide) are just identity morphisms:
ιii = 1Xi
2) for each indices i 6 j 6 k the following diagram is commutative:
Xj
X i Xk

❄❄
❄❄
❄❄ ιkj
//
ιki
??⑧⑧⑧⑧⑧⑧
ιji
Then the family {X i; ιji} is called a covariant system in the category K over the partially ordered set
(I,6).
If {Xi, ι
j
i} and {Yi,κ
j
i } are two covariant systems over a partially ordered set (I,6), then a morphism
ϕ : {Xi, ι
j
i} → {Yi,κ
j
i } is a system of morphisms ϕi : Xi → Yi such that all the diagrams
Xi
ιji //
ϕi

Xj
ϕj

Yi
κ
j
i
// Yj
are commutative.
Let {X i; ιji} be a covariant system over a partially ordered set I in a category K.
— For each object X in K a projective cone of a covariant system {X i; ιji} with the vertex X is
a system of morphisms πi : X → X i such that for all indices i 6 j the following diagram is
commutative:
X
X i Xj
⑧⑧
⑧⑧
⑧πi

❄❄
❄❄
❄
πj
//
ιji
— A projective cone {X, πi} of a covariant system {X i; ιji} is called a projective limit of this system,
if for each its other projective cone {Y, ρi} there is a unique morphism τ : Y → X such that for
any index i the following diagram is commutative:
(3)
Y X
X i

❄❄
❄❄
❄
ρi
//❴❴❴❴❴ τ
⑧⑧
⑧⑧
⑧
πi
In this case for the object X and the morphisms πi and τ we use the notations:
X = lim
∞←j
Xj , πi = lim
∞←j
ιji , τ = lim∞←j
ρj .
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The injective limits are defined dually.
Let us say that in a monoidal category M the tensor product ⊗ commutes with the projective limits, if
the following natural identities hold:
lim
∞←(i,j)
(Xi ⊗ Yj) = ( lim
∞←i
Xi)⊗ ( lim
∞←j
Yj).
Example 1.1. In the category (Ste,⊙) the tensor product ⊙ commutes with the projective limits [4,
(2.4.39)].
Similarly we say that in a monoidal category M the tensor product ⊗ commutes with the injective
limits, if
lim
(i,j)→∞
(Xi ⊗ Yj) = ( lim
i→∞
Xi)⊗ ( lim
j→∞
Yj).
Example 1.2. In the category (Ste,⊛) the tensor product ⊛ commutes with injective limits [4, (2.4.39)].
Theorem 1.8. Suppose that in a monoidal category M the tensor product ⊗ commutes with the projective
(respectively, injective) limits, and let {Hi; ι
j
i} be a covariant system in the category HopfM of Hopf
algebras in M over a directed in descending (respectively, in ascending) order set I. Then if the system
{Hi; ι
j
i} has a projective (respectively, injective) limit in the category M, then this limit has a structure
of Hopf algebra in M which turns it into a projective (respectively, injective) limit of the system {Hi; ι
j
i}
in the category HopfM:
M
lim
∞←i
Hi =
HopfM
lim
∞←i
Hi (
M
lim
i→∞
Hi =
HopfM
lim
i→∞
Hi.)
Remark 1.3. Theorem 1.8 remains true if we replace the Hopf algebras by bialgebras, or algebras,
or coalgebras. We formulate it for Hopf algebras since in this form this proposition is used further in
Corollary 1.2, and later in Theorem 2.10.
For proof we need the following two lemmas.
Lemma 1.1. Let I be a partially ordered set, and {Xi, ι
j
i} and {Yi,κ
j
i } two covariant systems over it
with projective limits
X = lim
∞←i
Xi, Y = lim
∞←i
Yi.
Then for each morphism of these covariant systems ϕ : {Xi, ι
j
i } → {Yi,κ
j
i } there exists a morphism
between their projective limits ϕ : X → Y such that all the following diagrams are commutative
X
πi
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ πj
  
❆❆
❆❆
❆❆
❆❆
✤
✤
✤
✤
Xi
ιji
//
ϕi

ϕ

✤
✤
✤ Xj
ϕj

Y
ρi
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
ρj
  ❆
❆❆
❆❆
❆❆
❆
Yi
κ
j
i
// Yj
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Proof. We have to notice that the system of morphisms {ϕi ◦ πi} is a projective cone for the covariant
system {Yi,κ
j
i }, hence there exists a morphism ϕ such that all the remote lateral faces of the prism are
commutatuve:
ϕi ◦ πi = ρi ◦ ϕ.
The all other faces are commutative due to the definitions of the cone and of the morphism of the covariant
systems. 
Recall that a partially ordered set (I,6) is said to be directed in descending order (respectively, in
ascending order), if for each i, j ∈ I there is k ∈ I such that
k 6 i & k 6 j
(repectively, i 6 k & j 6 k).
Lemma 1.2. If I is a set directed in descending order, and {Xi,j} a covariant system over the cartesian
square I × I, having a projective limit, then the diagonal of this system {Xi,i} has a projective limit as
well, and these limits coincide:
(4) lim
∞←i
Xi,i = lim
∞←(i,j)
Xi,j .
Proof. This follows from the definition of the directed set. 
Proof of Theorem 1.8. We have to define structure of Hopf algebra on the projective limit
H =
M
lim
∞←i
Hi.
We can just use the formula which follows from (4):
lim
∞←i
Xi ⊗Xi = lim
∞←(i,j)
Xi ⊗Xj .
This means for example that we can define the multiplication inH just by passing from the multiplications
µi : Hi ⊗Hi → Hi to their projective limits by Lemma 1.1
µ : lim
∞←i
(Hi ⊗Hi)→ lim
∞←i
Hi = H,
then by Lemma 1.2 we replace lim∞←i(Hi ⊗ Hi) by lim∞←(i,j)(Hi ⊗ Hj), and after that we can use
the commutativity of ⊗ with the projective limits, and replace lim∞←(i,j)(Hi ⊗ Hj) by lim∞←iHi ⊗
lim∞←j Hj .
µ : H ⊗H = lim
∞←i
Hi ⊗ lim
∞←j
Hj ∼= lim
∞←(i,j)
(Hi ⊗Hj) ∼= lim
∞←i
(Hi ⊗Hi)→ lim
∞←i
Hi = H,
The other structure morphisms are defined similarly. 
Let us denote further by Hopf⊙ the class of Hopf algebras in the monoidal category (Ste,⊙,C) of
stereotype spaces, and by Hopf⊛ the same class in the monoidal category (Ste,⊛,C). From the bi-
completeness of the category Ste [1, Theorem 4.21] and Examples 1.1 and 1.2 we obtain the following
important corollaries:
Corollary 1.2. Each covariant system {Hi; ι
j
i} in the category Hopf⊙ of stereotype Hopf algebras over
a directed in descending order set I has a projective limit, and this is a projective limit of the system
{Hi; ι
j
i} in the category Ste with a proper structure of the Hopf algebra over ⊙:
Ste
lim
∞←i
Hi =
Hopf⊙
lim
∞←i
Hi.
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Corollary 1.3. Each covariant system {Hi; ι
j
i} in the category Hopf⊛ of stereotype Hopf algebras over a
directed in ascending order I has an injective limit, and this is the injective limit of the system {Hi; ι
j
i}
in the category Ste with a proper structure of projective Hopf algebra:
Ste
lim
i→∞
Hi =
Hopf⊛
lim
i→∞
Hi.
1.3. Co-complete spaces. As usual, we say that a locally convex space X is complete, if each Cauchy
net in X converges. The dual property in the theory of stereotype spaces is the following: a locally convex
space X is called co-complete, if each linear functional f : X → C continuous on each totally bounded
set K ⊆ X , is continuous on the whole X . The duality between these notions in the class of stereotype
spaces is described by the equivalence [1, Section 2.2]:
X is co-complete ⇐⇒ X⋆ is complete.
Further we use the following two definitions from [3] (U(X) denotes the system of all neighborhoods
of zero in X).
• A linear map of locally convex spaces ϕ : X → Y is said to be open, if the image ϕ(U) of each
neighborhood of zero U ⊆ X is a neighborhood of zero in the subspace ϕ(X) in Y (with the
topology induced from Y ):
∀U ∈ U(X) ∃V ∈ U(Y ) ϕ(U) ⊇ ϕ(X) ∩ V.
• A linear continuous map of locally convex spaces ϕ : X → Y is said to be closed, if for each
totally bounded set T ⊆ ϕ(X) ⊆ Y there is a totally bounded set S ⊆ X such that ϕ(S) ⊇ T .
(Certainly, this implies in particularly, that the set of values ϕ(X) of the map ϕ is closed in Y .)
In the class of stereotype spaces the openness and the closedness of a linear continuous map (i.e. of a
morphism in this category) are dual properties [3, Theorem 2.10]:
ϕ : X → Y is closed ⇐⇒ ϕ⋆ : Y ⋆ → X⋆ is open.
Theorem 1.9. Suppose ϕ : X → Y is a closed bijective linear continuous map of stereotype spaces, and
Y is co-complete. Then ϕ : X → Y is an isomorphism of stereotype spaces.
Proof. The space X can be treated as a new, finer stereotype topologisation of the stereotype space Y ,
which preserves the system of totally bounded sets and the topology on each totally bounded set. If we
pass to the dual spaces, then Y ⋆ is a subspace in X⋆ with the topology induced from X⋆, and Y ⋆ is dense
in X⋆ (since the dual mapping ϕ : X → Y is injective). At the same time Y ⋆ is complete (since Y is
co-complete). Together these properties mean that Y ⋆ and X⋆ coincide as locally convex spaces, hence
the same is true for Y and X . 
1.4. Lemma on epimorphism. Recall that in [3] the notion of nodal decomposition of an arbitrary
morphism ϕ : X → Y was introduced. This is a representation of ϕ as a composition
ϕ = σ ◦ β ◦ π,
where σ is a strong monomorphism, β a bimorphism, and π a strong epimorphism. If such a representation
exists, then it is unique up to an isomorphism of its components, hence we can assign notations to the
elements of this construction:
σ = im∞ ϕ, β = red∞ ϕ, π = coim∞ ϕ.
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The domain of the morphism σ is denoted by Im∞ ϕ, and the range of the morphism π by Coim∞ ϕ.
Thus the morphism ϕ is decomposed as follows:
(5)
X Y
Coim∞ ϕ Im∞ ϕ

coim∞ ϕ
//
ϕ
//
red∞ ϕ
OO
im∞ ϕ
It is known [3, Theorem 4.100] that in the category Ste of stereotype spaces each morphism has nodal
decomposition.
Lemma 1.3. Let ε : X → Y and ϕ : Y → Z be morphisms of stereotype spaces, and ψ = ϕ ◦ ε be their
composition. If ε is an epimorphism, then there exists a unique morphism ϕ∞ : Y → Im∞ ψ such that
the following diagram is commutative:
(6) X
ψ∞ ""❋
❋❋
❋❋
❋❋
❋❋
ε //
ψ
**
Y
ϕ∞
||①
①
①
①
ϕ
tt
Im∞ ψ
im∞ ψ

Z
where ψ∞ = red∞ ψ ◦ coim∞ ψ.
Proof. We need here formula [3, (4.85)], which states that the nodal image of the map ψ coincides with
the envelope EnvZ ψ(X) (in the sense of [3, § 2, (e)]) of the image ψ(X) of the mapping ψ:
im∞ ψ = Env
Z ψ(X).
The morphism ϕ∞ is built by the transfinite induction.
Let us describe in detail the zero step. Take a point y ∈ Y . Since ε is an epimorphism, there is a net
{xi} ⊆ X such that
ε(xi)
Y
−→
i→∞
y.
Hence
ψ(xi) = ϕ(ε(xi))
Z
−→
i→∞
ϕ(y).
and therefore ϕ(y) ∈ ψ(X)
Z
. This is true for each y ∈ Y , hence
ϕ(Y ) ⊆ ψ(X)
Z
Now we can treat ϕ as a continuous mapping of the stereotype space Y into the (not necessarily stereotype,
but pseudocomplete) space ψ(X)
Z
(with the topology induced from Z):
ϕ : Y → ψ(X)
Z
.
Since the space Y is pseudosaturated, from [1, (1.26)] we deduce that we can treat ϕ as a continuous
mapping from Y into the pseudosaturation
(
ψ(X)
Z
)△
of the space ψ(X)
Z
:
ϕ : Y →
(
ψ(X)
Z
)△
.
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Set E0 =
(
ψ(X)
Z
)△
, and let ϕ0 and ψ0 be the mappings ϕ and ψ considered as having ranges in E0.
Then we obtain a diagram which is a zero approximation to (6):
X
ψ0   ❆
❆❆
❆❆
❆❆
❆
ε //
ψ
))
Y
ϕ0
~~⑥
⑥
⑥
⑥
ϕ
uu
E0

Z
Further for each ordinal number k we define Ek, ϕk and ψk as follows:
— if k is an isolated ordinal number, i.e. k = j + 1 for some ordinal number j, then we apply the
same trick as for k = 0: we put Ek =
(
ψ(X)
Ej
)△
, and we obtain the diagram
(7) X
ψj+1 ""❉
❉❉
❉❉
❉❉
❉
ε //
ψj
))ψ
**
Y
ϕj+1
}}③
③
③
③
ϕj
uu ϕ
tt
Ej+1

Ej

Z
— if k is a limit ordinal number, i.e. there is no such j that k = j +1, then we put Ek = limk←j Ej
(the projective limit in the category of stereotype spaces, and we obtain the diagram
X
lim
k←j
ψj
""❉
❉❉
❉❉
❉❉
❉❉
ε //
ψ
--
Y
lim
k←j
ϕj
}}③
③
③
③
③
ϕ
qq
lim
k←j
Ej

Z
As a result we obtain a transfinite sequence of stereotype spaces Ek and diagrams (7). By [3, (4.58)],
this sequence stabilizes and its limit is exactly the diagram (6). 
Corollary 1.4. Suppose ε : X → Y and ϕ : Y → Z are morphisms of stereotype spaces, and ε is an
epimorphism. Then
(8) Im∞(ϕ ◦ ε) = Im∞ ϕ
Proof. On the one hand, we have an obvious implication
(ϕ ◦ ε)(X) = ϕ(ε(X)) ⊆ ϕ(X) =⇒ Im∞(ϕ ◦ ε) ⊆ Im∞ ϕ.
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On the other hand, Lemma 1.3 implies the embedding
ϕ(Y ) ⊆ Im∞(ϕ ◦ ε),
which in its turn implies the embedding
Im∞ ϕ(Y ) ⊆ Im∞(ϕ ◦ ε).

2. Continuous envelope
The notion of continuous envelope was introduced by the author in [3] and was studied in detail in [5].
The exact definition is the following:
• A continuous envelope envC A : A→ EnvC A of an involutive stereotype algebra A is its envelope
in the class DEpi of dense epimorphisms in the category InvSteAlg of involutive stereotype algebras
with respect to the class Mor(InvSteAlg, C∗) of morphisms into C∗-algebras:
EnvC A = Env
DEpi
C∗
A
In detail, a continuous extension of an involutive stereotype algebra A is a dense epimorphism σ : A→
A′ of involutive stereotype algebras such that for each C∗-algebra B and each involutive homomorphism
ϕ : A → B there is a (necessarily unique) homomorphism of stereotype algebras ϕ′ : A′ → B such that
the following diagram is commutative:
(9) A
σ //
ϕ

✼✼
✼✼
✼✼
✼ A
′
ϕ′
✝
✝
✝
✝
B
A continuous envelope of an involutive stereotype algebra A is a continuous extension ρ : A → EnvC A
such that for any other continuous extension σ : A→ A′ there is a (necessarily, unique) homomorphism
of involutive stereotype algebras υ : A′ → EnvC A such that the following diagram is commutative:
A
σ
✝✝
✝✝
✝✝
✝
ρ
  
❅❅
❅❅
❅❅
❅❅
A′ υ
//❴❴❴❴❴ EnvC A
2.1. Examples of continuous envelopes. Let us call a continuous mapping of topological spaces
ε : X → Y a covering, if each compact set T ⊆ Y is contained in the image of some compact set S ⊆ X .
If the space Y is Hausdorff, then this automatically implies that the mapping ε is surjective. If in addition
ε is injective, then we call it an exact covering. In an exact covering ε : X → Y the space Y can be
treated as a new, coarser topologization of the space X , which does not change the system of compact
sets and the topology on each compact set.
Theorem 2.1. Let A be an involutive stereotype subalgebra in the algebra C(M) of continuous functions
on a paracompact locally compact space M , i.e. a (continuous and unital) monomorphism of involutive
stereotype algebras is defined
ι : A→ C(M).
Then the continuous envelope of the algebra A coincides with the algebra C(M)
(10) EnvC A = C(M)
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(i.e. ι is a continuous envelope of A) if and only if the dual mapping of spectra ιSpec : Spec(A) ← M is
an exact covering.
The following fact was proved in [3, Theorem 5.53] (for the Kuznetsova envelopes in [11, Theorem
2.11]).
Theorem 2.2. The Fourier transform on a commutative locally compact group H
(11) FH : C
⋆(H)→ C(Ĥ)
∣∣∣ FH(α)(χ) = α(χ),
is a continuous envelope of the group algebra C⋆(H). As a corollary,
(12) EnvC C
⋆(H) = C(Ĥ).
The following proposition is proved in [5, Proposition 5.27].
Theorem 2.3. Let Z be an abelian locally compact group, and K a compact group. Then the formula
(13) (Φδ(t,x))σ(χ) = χ(t) · σ(x), t ∈ Z, x ∈ K, χ ∈ Z˜, σ ∈ K̂,
defines a mapping
(14) Φ : C⋆(Z ×K)→
∏
σ∈K̂
C
(
Ẑ,B(Xσ)
)
,
which is a continuous envelope of the group algebra C⋆(Z ×K). As a corollary,
(15) EnvC C
⋆(Z ×K) = C
(
Ẑ,
∏
σ∈K̂
B(Xσ)
)
=
∏
σ∈K̂
C
(
Ẑ,B(Xσ)
)
.
The following theorem was proved in [6, Theorem 2.7]:
Theorem 2.4. Let Z ·K be a buildup of an abelian locally compact group Z with the help of the compact
group K. Then the continuous envelope EnvC C
⋆(Z ·K) of its group algebra has the form
(16) EnvC C
⋆(Z ·K) ∼=
∏
σ∈K̂
C
(
Mσ,B(Xσ)
)
,
where {Mσ; σ ∈ K̂} is a family of closed subsets in the Pontryagin dual group Ẑ to the group Z.
Proposition 2.1. If A is a C∗-algebra, then EnvC A = A.
Proof. Certainly, the identity mapping idA : A → A is a continuous extension of the algebra A. If
σ : A→ A′ is another continuous extension of the algebra A, then since A is a C∗-algebra, in the diagram
A
σ //
idA
##●
●●
●●
●●
●●
A′
ϕ′
{{✈
✈
✈
✈
✈
A
there is a unique dashed arrow ϕ′. This means that idA is a continuous envelope. 
Example 2.1. If F is a finite group, then it is convenient to denote its group algebra as CF and to
represent it as the dual space to the algebra CF of all functions on G:
CF = (C
F )⋆.
The group F acts by shifts on the space of functions L2(F ), hence the algebra CF acts on L2(F ) as
well. This action can be understood as an embedding of CF into the algebra of operators B(L2(F )).
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This algebra B(L2(F )) is a C
∗-algebra, hence CF can also be treated as a C
∗-algebra. As a corollary, by
Proposition 2.1, its continuous envelope coincides with it:
(17) EnvC CF = CF
2.2. Induced representation and the mapping EnvC θ : EnvC C
⋆(N)→ EnvC C
⋆(G). Recall the con-
struction of the induced representation. Let N be an open normal subgroup in a locally compact group
G. We put F = G/N and consider G as an extension of the group N by the group F :
(18) 1 // N
η
// G
ϕ
// F // 1
(here η is the natural embedding, and ϕ the quotient mapping). Let us choose a function σ : F → G
which is a coretraction for ϕ,
(19) ϕ(σ(t)) = t, t ∈ F,
and preserves the identity:
(20) σ(1F ) = 1G.
Then for each g ∈ G the element σ(ϕ(g)) belongs to the same coset of N as g,
g ∈ σ(ϕ(g)) ·N
i.e.
(21) g · σ(ϕ(g))−1 ∈ N, g ∈ G.
Let us say that a mapping π : G → B(X) is a norm-continuous representation of a group G in a
Hilbert space X if it is continuous and satisfies the identities
(22) π(g · h) = π(g) · π(h), π(1G) = 1B, g, h ∈ G,
The following fact is a variant of Lemma 3.6 in [11] (or of Theorem 3.38 in [5]).
Theorem 2.5. Suppose a locally compact group G is represented as an extension (18) of some open
normal subgroup N ⊆ G, and π : N → B(X) is a norm-continuous representation. Consider the space
L2(F,X) of square-summable functions ξ : F → X (with respect to the counting measure card on F ).
Then the formula
(23) π′(g)(ξ)(t) = π
(
σ(t) · g · σ
(
ϕ(σ(t) · g)
)−1︸ ︷︷ ︸
∋ (21)
N
)(
ξ
(
ϕ(σ(t) · g)︸ ︷︷ ︸
∋
F
))
=
= π
(
σ(t) · g · σ
(
t · ϕ(g))
)−1)(
ξ
(
t · ϕ(g))
)
, ξ ∈ L2(F,X), t ∈ F, g ∈ G,
defines a norm-continuous representation π′ : G→ B(L2(F,X)).
• The representation π′ : G→ B(L2(F,X)) defined in this way is called the representation induced
by the representation π : N → B(X).
Let us call a C∗-seminorm on an involutive stereotype algebra A a seminorm p : A→ R+ obtained as a
composition of some (continuous, involutive and unital) homomorphism ϕ : A→ B into some C∗-algebra
B and the norm ‖·‖ on B:
p(x) = ‖ϕ(x)‖ , x ∈ A.
The set of all C∗-seminorms on A is denoted by P(A). In a special case when A = C⋆(G) we use the
notation
P(G) = P
(
C⋆(G)
)
.
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Proposition 2.2. Each seminorm p ∈ P(N) is majorated by the restriction of some seminorm q ∈ P(G):
(24) p(α) 6 q(α), α ∈ C⋆(N).
Proof. We have to represent p as a seminorm generated by some representation π˙ : C⋆(N)→ B(X),
p(α) = ‖π˙(α)‖ , α ∈ C⋆(N),
then consider the induced representation π˙′ : C⋆(G)→ B(L2(D,X)) and put
q(β) = ‖π˙′(β)‖ , β ∈ C⋆(G).
Then for a linear combination of delta-functions from N
(25) α =
∑
i
λi · δ
gi , gi ∈ N,
and for each ξ ∈ L2(F,X) we have
‖π˙′(α)(ξ)(1)‖ =
∥∥∥∥∥π˙′(∑
i
λi · δ
gi)(ξ)(1)
∥∥∥∥∥ =
∥∥∥∥∥∑
i
λi · π˙
′(δgi )(ξ)(1)
∥∥∥∥∥ =
∥∥∥∥∥∑
i
λi · π
′(gi)(ξ)(1)
∥∥∥∥∥ =
=
∥∥∥∥∥∑
i
λi · π(σ(1) · gi · σ(1)
−1)(ξ(1))
∥∥∥∥∥ =
∥∥∥∥∥∑
i
λi · π(gi)(ξ(1))
∥∥∥∥∥ =
∥∥∥∥∥∑
i
λi · π˙(δ
gi)(ξ(1))
∥∥∥∥∥ =
=
∥∥∥∥∥π˙(∑
i
λi · δ
gi)(ξ(1))
∥∥∥∥∥ = ‖π˙(α)(ξ(1))‖
⇓
‖π˙′(α)(ξ)‖ =
√∑
t∈F
‖π˙′(α)(ξ)(t)‖
2
> ‖π˙′(α)(ξ)(1)‖ = ‖π˙(α)(ξ(1))‖
⇓
q(α) = ‖π˙′(α)‖ = sup
‖ξ‖61
‖π˙′(α)(ξ)‖ > sup
‖ξ‖61
‖π˙(α)(ξ(1))‖ = sup
‖ζ‖61
‖π˙(α)(ζ)‖ = ‖π˙(α)‖ = p(α).
The measures of the form (25) are dense in C⋆(N), hence (24) holds for all α ∈ C⋆(N). 
Let further θ : C⋆(N)→ C⋆(G) denote the mapping induced by the embedding η : N ⊆ G in (18), and
EnvC θ : EnvC C
⋆(N)→ EnvC C
⋆(G) the corresponding mapping of envelopes.
(26) N
η
//
δN

G
δG

C⋆(N)
θ //
envC

C⋆(G)
envC

EnvC C
⋆(N)
EnvC θ // EnvC C
⋆(G)
Each seminorm p ∈ P(N) is uniquely extended to some seminorm on EnvC C
⋆(N). We shall denote this
extension by the same letter p. From Proposition 2.2 we have
Proposition 2.3. For each seminorm p ∈ P(N) there is a seminorm q ∈ P(G) such that
(27) p(x) 6 q(EnvC θ(x)), x ∈ EnvC C
⋆(N).
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Proof. Take x = envC α, where α ∈ C
⋆(N). Then for each seminorm q from Proposition 2.2 we have:
p(x) = p(envC α) = p(α) 6 q
(
θ(α)
)
= q
(
envC
(
θ(α)
))
= q(EnvC θ(envC α)) = q(EnvC θ(x))
The elements of the form x = envC α, where α ∈ C
⋆(N), are dense in EnvC C
⋆(N), hence inequality (27)
holds for all x ∈ EnvC C
⋆(N). 
Proposition 2.4. Suppose in (18) N = Z ·K is a compact buildup of an abelian locally compact group
(and again an open normal subgroup in G). Then the continuous envelope EnvC θ : EnvC C
⋆(N) →
EnvC C
⋆(G) of the morphism θ : C⋆(N) → C⋆(G) is an injective and an open7 mapping of stereotype
spaces.
Proof. We use here Corollary 2.2 from [6], according to which EnvC C
⋆(N) is a locally convex projective
limit of the quotient spaces C⋆(N)/p, where p ∈ P(N):
(28) EnvC C
⋆(N) = LCS- proj lim
p∈P(C⋆(N))
C⋆(N)/p
1. From (28) it follows that the seminorms p ∈ P(N) separate elements of EnvC C
⋆(N). I.e. if
0 6= x ∈ EnvC C
⋆(N), then there is a seminorm p ∈ P(N) such that p(x) > 0. By Proposition 2.2 we can
find a seminorm q ∈ P(G) such that (24) holds, and by (27) we have
0 < p(x) 6 q(EnvC θ(x)),
hence EnvC θ(x) 6= 0. This proves the injectivity of EnvC θ.
2. From (28) it follows also that the topology EnvC C
⋆(N) is generated by seminorms p ∈ P(N) (without
pseudosaturation). As a corollary we can think that the base neighborhoods of zero in EnvC C
⋆(N) are
generated by the seminorms p ∈ P(N). For every such a neighborhood of zero
U = {x ∈ EnvC C
⋆(N) : p(x) 6 ε}
by Proposition 2.2 we choose a seminorm q ∈ P(G) such that (27) holds, and then for a neighborhood of
zero
V = {y ∈ EnvC C
⋆(G) : q(y) 6 ε}
we obtain
y ∈ EnvC θ
(
EnvC C
⋆(N)
)
∩ V =⇒ ∃x ∈ EnvC C
⋆(N) y = EnvC θ(x) ∈ V =⇒
=⇒ p(x) 6 q
(
EnvC θ(x)
)
6 ε =⇒ x ∈ U =⇒ y = EnvC θ(x) ∈ EnvC θ(U).
This proves the openness of EnvC θ. 
2.3. Algebra K(G). Recall (see [5]) that on each locally compact group G the algebra K(G) is defined
by the formula
(29) K(G) :=
(
EnvC C
⋆(G)
)⋆
.
To each element u ∈ K(G) :=
(
EnvC C
⋆(G)
)⋆
one can assign a chain of mappings
G
δ
−→ C⋆(G)
envC C
⋆(G)
−→ EnvC C
⋆(G)
u
−→ C.
7See definition at page 6.
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Theorem 2.6. The mapping u 7→ u ◦ envC C
⋆(G) ◦ δ coincides with the mapping
(
envC C
⋆(G)
)⋆
dual to
the mapping envC C
⋆(G):
(30)
(
envC C
⋆(G)
)⋆
(u) = u ◦ envC C
⋆(G) ◦ δ
and injectively and homomorphically embeds K(G) into C(G) as an involutive subalgebra (and as a corol-
lary, the operations of summing, multiplication and involution in K(G) are pointwise).
The following proposition was proved in [5, Theorem 5.40].
Theorem 2.7. The shift (the left and the right) by an arbitrary element a ∈ G is an isomorphism of the
stereotype algebra K(G).
• An involutive character on an involutive stereotype algebra A over C is an arbitrary (continuous,
involutive and unital) homomorphism s : A → C. The space of all involutive characters on A
with the topology of uniform convergence on totally bounded sets in A is called the involutive
spectrum (or just spectrum) of A, and is denoted by Spec(A).
The following lemmas are used further in Theorem 2.8.
Lemma 2.1. If G is an amenable discrete group, then the mapping of spectra G → SpecK(G) is a
bijection.
Proof. This is Lemma 5.53 in [5]. 
Lemma 2.2. For each compact group K and for each n ∈ N the mapping of spectra Rn × K →
SpecK(Rn ×K) is a homeomorphism.
Proof. This is Lemma 5.46 in [5]. 
Lemma 2.3. Let N be an open normal subgroup in a locally compact group G. Then for each coset
L ∈ G/N its characteristic function 1L is an element of the space K(G):
(31) 1L ∈ K(G)
Proof. This is proved similarly with Lemma 5.47 in [5]. 
For each coset L ∈ G/N we use the notations
(32) KL(G) = 1L · K(G), KG\L(G) = (1− 1L) · K(G)
(here 1 is the identity in the algebra K(G)). We endow these spaces with the structure of immediate
subspaces in K(G) (see [3]). From (31) we have
Lemma 2.4. Let N be an open normal subgroup in a locally compact group G. Then the spaces KL(G)
and KG\L(G) complement each other in K(G):
(33) KL(G) ⊕KG\L(G) = K(G)
(i.e. K(G) is a direct sum in the category of stereotype spaces).
Consider the morphism EnvC θ : EnvC(C
⋆(N))→ EnvC C
⋆(G) in diagram (26) and denote by ψ its dual
map: ψ = (EnvC θ)
⋆ : K(N)← K(G).
Lemma 2.5. Suppose in (18) N = Z ·K is a compact buildup of an abelian group (and again an open
normal subgroup in the locally compact group G). Then the morphism of stereotype spaces ψ = (EnvC θ)
⋆ :
K(N)← K(G) has the following properties:
(i) its kernel is the second component in the decomposition (33) (with L = N):
(34) Kerψ = KG\N (G).
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(ii) the restriction ψ|KN (G) : KN (G)→ K(N) is an isomorphism of stereotype algebras.
Proof. 1. For (i) let us consider the diagram
C⋆(N)
envC C
⋆(N)
//
θ

EnvC(C
⋆(N))
EnvC θ

C⋆(G)
envC C
⋆(G)
// EnvC C
⋆(G)
If u ∈ Kerψ, then we have a chain
0 = ψ(u) = u ◦ EnvC θ =⇒ 0 = u ◦ EnvC θ ◦ envC C
⋆(N) = u ◦ envC C
⋆(G) ◦ θ =⇒
=⇒ 0 = u ◦ envC C
⋆(G) ◦ θ ◦ δN =⇒ 0 = u
∣∣∣
N
=⇒
=⇒ 0 = u · 1N =⇒ u = u · (1− 1N ) =⇒ u ∈ KG\N (G).
On the contrary, if u ∈ KG\N(G), then
0 = ψ(u) = u ◦EnvC θ
envC C
⋆(N)∈Epi
⇐= 0 = u ◦EnvC θ ◦ envC C
⋆(N) = u ◦ envC C
⋆(G) ◦ θ
span δN=C⋆(N)
⇐=
⇐= 0 = u ◦ envC C
⋆(G) ◦ θ ◦ δN ⇐= 0 = u
∣∣∣
N
⇐=
⇐= 0 = u · 1N ⇐= ∃v ∈ K(G) u = v · (1− 1N ) ⇐= u ∈ KG\N (G).
2. Let us prove (ii). Recall that by Proposition 2.4 the mapping EnvC θ : EnvC C
⋆(N) → EnvC C
⋆(G)
is injective and open. This implies that the dual mapping ψ : K(G) → K(N) is closed, and hence, its
coimage ψ|K(G) : K(G)/Kerψ = KN (G) → K(N) is again a closed mapping. On the other hand, since
EnvC θ injective, ψ = (EnvC θ)
⋆ is an epimorphism of stereotype spaces. Thus, ψ is a closed epimorphism.
This implies that ψ is surjective. Let us note in addition that ψ is injective, since
u ∈ KN (G) & ψ(u) = 0 =⇒ u ∈ u ∈ KN (G) ∩ Kerψ = KN (G) ∩ KG\N (G) = 0 =⇒ u = 0.
Finally, one more important note: the space K(N) is co-complete (in the sense of definition at page 6),
since its dual space
K(N)⋆ = EnvC C
⋆(N) = (16) =
∏
σ∈K̂
C
(
Mσ,B(Xσ)
)
,
is complete. Thus, ψ|KN (G) : KN (G) → K(N) is a closed bijective continuous mapping of stereotype
spaces, and its range is a co-complete space. By Theorem 1.9, ψ|KN (G) : KN (G) → K(N) is an isomor-
phism of stereotype spaces. 
The involutive spectrum SpecA on an involutive stereotype algebra A is the set of all involutive
characters, i.e. involutive (continuous and unital) homomorphisms χ : A→ C, endowed with the topology
of uniform convergence on compact sets in A.
Theorem 2.8. If G is a Moore group, then the involutive spectrum of the algebra K(G) is topologically
isomorphic to G:
(35) SpecK(G) = G
Proof. Let G be a Moore group.
1. Let us first show that the mapping of spectra G→ SpecK(G) is a surjection. Let χ : K(G)→ C be
an involutive character. The homomorphism G → D from (2) generates a homomorphism C⋆(G) →
C⋆(D), which generates a homomorphism EnvC C
⋆(G) → EnvC C
⋆(D), and finally a homomorphism
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K(G) ← K(D). Let us denote it by ϕ : K(D) → K(G). The composition χ ◦ ϕ : K(D) → C is an
involutive continuous character on K(D), and D is a Moore group (by Corollary 1.1), hence an amenable
group (by Theorem 1.3). By Lemma 2.1 χ is a delta-function:
(χ ◦ ϕ)(u) = u(L), u ∈ K(D),
for some L ∈ G/N . Consider the space KL(G) from (32) and denote by ρL its embedding into K(G).
Let us also denote by σ the embedding K(N)→ KN (G), i.e. the isomorphism defined by Lemma 2.5(ii).
Take b ∈ L, then L = N · b, and let τb : K(G) → K(G) be the shift by the element b
−1 (acting on K(G)
by Theorem 2.7):
τbu = b
−1 · u, K(G).
It maps the space K(N) into the space KL(G), hence a mapping is defined σL = τb ◦ σ : K(N)→ KL(G).
Set
χL = χ ◦ ρL, χN = χL ◦ σL
and denote by ρL : KL(G)→ K(G) the natural embedding. We obtain a commutative diagram
K(N)
σL //
χN
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
KL(G)
χL

ρL
// K(G)
χ
xxqq
qq
qq
qq
qq
q
C
Since χN is a character on K(N) by Lemma 2.2 it must be a delta-function:
(36) χN (u) = u(a), u ∈ K(N)
for some a ∈ N . Then
χ(u) = χ(1L)·χ(u) = χ(1L·u) = χL(1L·u) = χN (σ
−1
L (1L·u)) = (36) = σ
−1
L (1L·u)(a) = σ(σ
−1
L (1L·u))(a) =
= (σ◦σ−1L )(1L ·u))(a) = (σ◦(τb◦σ)
−1)(1L ·u))(a) = (σ◦σ
−1◦τ−1b )(1L ·u))(a) = (σ◦σ
−1◦τ−1b )(1L ·u))(a) =
= τb−1(1L · u))(a) = (b · (1L · u))(a) = (1L · u)(a · b︸︷︷︸
∋
L
) = u(a · b) = δa·b(u).
2. Now let us verify that the mapping of spectra G → SpecK(G) is an injection. Take a 6= b ∈ G. If
a · b−1 /∈ N , i.e. a /∈ b ·N , then the characteristic function 1L ∈ K(G) of the class L = b ·N from Lemma
2.3 distinguishes a and b:
1L(a) = 0 6= 1 = 1L(b).
Suppose a ∈ b ·N , i.e. a · b−1 ∈ N . Then by Lemma 2.2 we can choose a function u ∈ K(N) such that
u(a · b−1) 6= u(1).
By Lemma 2.5 there is a function v ∈ KN (G) such that u
∣∣
N
= v
∣∣
N
, and therefore
v(a · b−1) 6= v(1).
By Theorem 2.7 the shift b−1 · v again lies in K(G), and for this function we have
(b−1 · v)(a) = v(a · b−1) 6= v(1) = v(b · b−1) = (b−1 · v)(b).
3. It remains to verify the openness of the mappingG→ SpecK(G). Suppose that ai → a in SpecK(G).
From Theorem 2.7 it follows immediately that ai · a
−1 → 1 in SpecK(G). For the characteristic function
1N ∈ K(G) of the subgroup N we have 1N(ai · a
−1) → 1N(1) = 1, hence starting from a certain index
i all elements ai · a
−1 lie in N . Take a compact set S ⊆ K(N). By Lemma 2.5 we can find a compact
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set T ⊆ K(G) (consisting of functions whose restrictions at N lie in S), such that we obtain a bijection
between T and S. Since ai · a
−1 → 1 in SpecK(G), we obtain
v(ai · a
−1) ⇒
v∈T
i→∞
v(1)
and this is equivalent to
u(ai · a
−1) ⇒
u∈S
i→∞
u(1).
This is true for each compact set S ⊆ K(N), hence ai · a
−1 → 1 in SpecK(N). But in Lemma 2.2 we
already proved that SpecK(N) = N , hence we obtain that ai · a
−1 → 1 in N , and therefore, in G. 
Theorem 2.8 and 2.1 immediately imply
Theorem 2.9. If G is a Moore group then the continuous envelope of the algebra K(G) is the algebra
C(G):
(37) EnvC K(G) = C(G)
2.4. EnvC C
⋆(G) and K(G) as Hopf algebras.
Theorem 2.10. If G is a Moore group, then
(i) the continuous envelope EnvC C
⋆(G) of its group algebra C⋆(G) is an involutive Hopf algebra in
the category of stereotype spaces (Ste,⊙),
(ii) its dual algebra K(G) is an involutive Hopf algebra in the category of stereotype spaces (Ste,⊛).
Proof. We use here the fact that this proposition was proved in [6] for the special case when G is a
compact buildup of an abelian group [6, Theorem 2.8].
1. Consider first the case when G is a Lie-Moore group. Then by theorem 1.6 G is a finite extension
of some compact buildup of an abelian (Lie) group:
1→ Z ·K = N → G→ F → 1
(here Z is an abelian Lie group, K a compact Lie group, F a finite group). This chain generates a chain
of homomorphisms of group algebras
C→ C⋆(Z ·K) = C⋆(N)→ C⋆(G)→ C⋆(F ) = CF → C.
(the second equality in this chain follows from Example 2.1) and a chain of homomorphisms of smooth
envelopes
C→ EnvC C
⋆(Z ·K) = EnvC C
⋆(N)→ EnvC C
⋆(G)→ EnvC C
⋆(F ) = (17) = CF → C.
Consider the spaces KL(G), L ∈ G/N , defined in (32). The sum of the characteristic functions 1L is
the identity of the algebra K(G),
1 =
∑
L∈G/N
1L,
(here we have a finite number of summands). As a corollary, we can consider the space K(G) as a finite
sum of spaces KL(G):
K(G) =
⊕
L∈G/N
KL(G).
Denote by EN the image of the space EnvC C
⋆(N) in EnvC C
⋆(G) under the mapping EnvC C
⋆(N) →
EnvC C
⋆(G). Let for each L ∈ G/N the symbol EL denote the shift of the space EN by any element
gL ∈ L:
EL = gL ∗ EN .
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Since the shift is an automorphism of the space K(G), it is also an automorphism of the dual space
EnvC C
⋆(G), hence the space EL is well-defined. On the other hand, its definition does not depend on the
choice of the element gL ∈ L.
In these notations the dual space to each KL(G) can be identified with the space EL, since
KL(G)
⋆ ∼= K(G)⋆/KL(G)
⊥ ∼= EnvC C
⋆(G)/(
⊕
M 6=L
EM ) ∼= EL.
As a corollary, the space EnvC C
⋆(G) can be represented as a direct sum of the spaces EL:
EnvC C
⋆(G) =
⊕
L∈G/N
EL.
Our aim is to show that this algebra is injective (i.e. is an algebra with respect to the tensor product ⊙).
First, note that by [6, Theorem 2.8], the algebra EN = EnvC C
⋆(N) is injective. Let
mN : EN ⊙ EN → EN
be the continuous extension of its multiplication. We have to construct the operator
(38) m : EnvC C
⋆(G)⊙ EnvC C
⋆(G)→ EnvC C
⋆(G),
which is an extension of the multiplication in EnvC C
⋆(G).
We can do this as follows. To each coset L ∈ G/N we assign an arbitrary element gL ∈ L. Consider
the shift operators
T lL : EN → EL
∣∣∣ T lLx = envC δgL · x, x ∈ EN
T rL : EN → EL
∣∣∣ T rLx = x · envC δgL , x ∈ EN
and the reverse shift operators
(T lL)
−1 : EN ← EL
∣∣∣ (T lL)−1y = envC δg−1L · y, x ∈ EL
(T rL)
−1 : EN ← EL
∣∣∣ (T rL)−1y = y · envC δg−1L , x ∈ EL.
Let us decompose the injective tensor square of the space EnvC C
⋆(G) into the product of its components:
EnvC C
⋆(G)⊙ EnvC C
⋆(G) ∼=
⊕
L,M∈G/N
EL ⊙ EM .
Then the operator (38) can be defined on each component EL ⊙ EM by the formula
(39) m = T lL ◦ T
r
M ◦mN ◦
(
(T lL)
−1 ⊙ (T rM )
−1
)
.
To verify that the obtained operator extends the multiplication in EnvC C
⋆(G) it is sufficient to check this
on delta-functionals (since their span is dense in C⋆(G) and therefore in EnvC C
⋆(G) as well). Take two
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elements a, b ∈ G and find the cosets L,M ∈ G/N such that a ∈ L and b ∈M . Then
m(envC δ
a ⊙ envC δ
b) =
(
T lL ◦ T
r
M ◦mN ◦
(
(T lL)
−1 ⊙ (T rM )
−1
))
(envC δ
a ⊙ envC δ
b) =
=
(
T lL ◦ T
r
M ◦mN
)(
(T lL)
−1(envC δ
a)⊙ (T rM )
−1(envC δ
b)
)
=
=
(
T lL ◦ T
r
M ◦mN
)(
(envC δ
g−1
L · envC δ
a)⊙ (envC δ
b · envC δ
g−1
M )
)
=
=
(
T lL ◦ T
r
M ◦mN
)(
envC(δ
g−1L ∗ δa)⊙ envC(δ
b ∗ δg
−1
M )
)
=
(
T lL ◦ T
r
M
)(
envC(δ
g−1L ∗ δa) · envC(δ
b ∗ δg
−1
M )
)
=
=
(
T lL ◦ T
r
M
)(
envC(δ
g−1
L ∗ δa ∗ δb ∗ δg
−1
M )
)
= envC(δ
gL) · envC(δ
g−1
L ∗ δa ∗ δb ∗ δg
−1
M ) · envC(δ
gM ) =
= envC(δ
gL ∗ δg
−1
L ∗ δa ∗ δb ∗ δg
−1
M ∗ δgM ) = envC(δ
a ∗ δb) = envC(δ
a) · envC(δ
b)
2. Now let G be an arbitrary Moore group. Then by Theorem 1.7 it can be represented as a projective
limit of a system of Lie-Moore groups:
G = lim
←−
∞←i
Gi
Each projection G → Gi induces a homomorphism of algebras of continuous functions C(G) ← C(Gi),
and this system of homomorphisms generates the homomorphism of the injective limit
C(G)← lim
−→
i→∞
C(Gi).
When we pass to the dual spaces we obtain a homomorphism into the projective limit
(40) C⋆(G)→ lim
←−
∞←i
C⋆(Gi).
We have to show that this homomorphism generates the equality of the continuous envelopes:
(41) EnvC C
⋆(G) = lim
←−
∞←i
EnvC C
⋆(Gi).
Since Gi are Lie-Moore groups, as we already proved, the algebras EnvC C
⋆(Gi) are involutive Hopf
algebras in the category (Ste,⊙). By Corollary 1.2 we have that their projective limit EnvC C
⋆(G) is an
involutive Hopf algebra in the category (Ste,⊙).
3. To prove (41), let us first verify that the projective limit on the right is the continuous extension
of the algebra C⋆(G). Consider arbitrary morphism ϕ : C⋆(G)→ B into an arbitrary C∗-algebra B. The
composition with the delta-functionals π = ϕ ◦ δG is a homomorphism of the Moore group into a Banach
algebra B, hence it is factored through some projection ρj : G→ Gi:
G
ρj
//❴❴❴❴
π
##●
●●
●●
●●
●●
● Gj
πj

✤
✤
✤
B
For each index i > j we have the same:
G
ρi //❴❴❴❴
π
##❍
❍❍
❍❍
❍❍
❍❍
❍ Gi
πi

✤
✤
✤
B
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This gives a diagram for the algebras of measures:
C⋆(G)
σi //❴❴❴❴
ϕ
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
C⋆(Gi)
ϕi

✤
✤
✤
B
which can be extended to a diagram
C⋆(G)
σi //❴❴❴❴
ϕ
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
C⋆(Gi)
ϕi

✤
✤
✤
envC σi //❴❴❴❴ EnvC C
⋆(Gi)
ϕ′i
vv♥ ♥
♥ ♥
♥ ♥
♥
B
If we throw out the vertex C⋆(Gi) and consider the product with i > j we obtain the diagram
C⋆(G)
σ //❴❴❴❴❴❴❴❴❴
ϕ
$$❏
❏❏
❏❏
❏❏
❏❏
❏
∏
i>j EnvC C
⋆(Gi)
∏
i>j ϕ
′
i
vv♥ ♥
♥ ♥
♥ ♥
♥
B
Certainly, the image of the algebra C⋆(G) under the mapping σ lies in the projective limit lim
←−
∞←i,i>j
EnvC C
⋆(Gi),
and we can replace the last diagram by the diagram
C⋆(G)
σ //❴❴❴❴❴❴❴❴❴
ϕ
##●
●●
●●
●●
●●
●●
lim
←−
∞←i,i>j
EnvC C
⋆(Gi)
lim
←−
∞←i,i>j
ϕ′i
ww♦ ♦
♦ ♦
♦ ♦
B
After that we can notice that the limits lim
←−
∞←i,i>j
EnvC C
⋆(Gi) and lim←−
∞←i
EnvC C
⋆(Gi) coincide, hence we
obtain the diagram
C⋆(G)
σ //❴❴❴❴❴❴❴❴❴
ϕ
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
lim
←−
∞←i
EnvC C
⋆(Gi)
ww♣
♣
♣
♣
♣
B
4. We understood that the projective limit on the right in (41) is a continuous extension of the algebra
C⋆(G). Now we have to verify that it is a continuous envelope. Let ε : C⋆(G) → EnvC C
⋆(G) be another
continuous extension.
Consider a Lie-Moore group Gi and the corresponding projection σi : C
⋆(G) → C⋆(Gi). Take an
arbitrary C∗-neighborhood of zero U in C⋆(Gi), and let π
U : C⋆(Gi) → C
⋆(Gi)/U be the corresponding
C∗-quotient mapping (we use the terminology of [3] and [5]). Since envC C
⋆(G) : C⋆(G)→ EnvC C
⋆(G) is
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a continuous extension, in the diagram
C⋆(G)
envC C
⋆(G)
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥ σi
''❖❖
❖❖❖
❖❖❖
❖❖❖
EnvC C
⋆(G)
ϕUi ((P
PP
PP
P
C⋆(Gi)
πUww♦♦♦
♦♦♦
♦♦♦
♦♦
C⋆(Gi)/U
there is a unique dashed arrow ϕUi . This is true for each C
∗-neighborhood of zero U in C⋆(Gi), and it
is easy to see, when we make U smaller, the corresponding arrows ϕUi are connected to each other with
natural mediators (here V ⊆ U):
C⋆(G)
envC C
⋆(G)
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥ σi
''❖❖
❖❖❖
❖❖❖
❖❖❖
EnvC C
⋆(G)
ϕUi
**
✯
✵
✼
❇
❑
❘
ϕVi ((P
PP
PP
P
C⋆(Gi)
πVww♦♦♦
♦♦♦
♦♦♦
♦♦
πU
uu
C⋆(Gi)/V

✤
✤
✤
C⋆(Gi)/U
This means that we can pass to the projective limit, and we obtain the diagram
C⋆(G)
envC C
⋆(G)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
σi
((PP
PPP
PPP
PPP
P
EnvC C
⋆(G)
ϕi
((◗
◗◗
◗◗
◗◗
C⋆(Gi)
π
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
lim
0←U
C⋆(Gi)/U
Here envC C
⋆(G) is a dense epimorphism, i.e. an epimorphism in the category of stereotype spaces. By
Lemma 1.3 this diagram can be complemented to the diagram
C⋆(G)
envC C
⋆(G)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
σi
((PP
PPP
PPP
PPP
P

✤
✤
✤
EnvC C
⋆(G)
ϕi
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
//❴❴❴❴❴ Im∞(π ◦ σi)

✤
✤
✤
C⋆(Gi)
π
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
lim
0←U
C⋆(Gi)/U
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Recall now that σi is also a dense epimorphism. Hence by (8)
Im∞(π ◦ σi) = Im∞ π.
Let us put this into the diagram:
C⋆(G)
envC C
⋆(G)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
σi
((PP
PPP
PPP
PPP
P

EnvC C
⋆(G)
ϕi
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
// Im∞ π

C⋆(Gi)
π
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
oo❴ ❴ ❴ ❴ ❴ ❴
lim
0←U
C⋆(Gi)/U
Now by formula [3, (5.61)] we have
Im∞ π = EnvC C
⋆(Gi).
Put this into the diagram:
C⋆(G)
envC C
⋆(G)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
σi
((PP
PPP
PPP
PPP
P

EnvC C
⋆(G)
ϕi
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
// EnvC C
⋆(Gi)

C⋆(Gi)
π
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
envC C
⋆(Gi)
oo❴ ❴ ❴ ❴ ❴
lim
0←U
C⋆(Gi)/U
If we throw away the lower and the right nodes, we obtain
C⋆(G)
envC C
⋆(G)
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
envC C
⋆(Gi)◦σi

EnvC C
⋆(G) // EnvC C
⋆(Gi)
Now let us change the index i. For i 6 j we have the diagram
C⋆(G)
envC C
⋆(G)
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
envC C
⋆(Gj)◦σj

envC C
⋆(Gi)◦σi

EnvC C
⋆(G) //
11
EnvC C
⋆(Gj)
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
EnvC C
⋆(Gi)
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As a corollary, we can pass to the projective limit by indices i:
C⋆(G)
envC C
⋆(G)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
lim
∞←i
envC C
⋆(Gi)◦σi

EnvC C
⋆(G) //❴❴❴❴ lim
∞←i
EnvC C
⋆(Gi)
The dashed arrow in this diagram is the very same arrow which shows that lim
∞←i
EnvC C
⋆(Gi) is a contin-
uous envelope. 
3. Continuous duality
3.1. Reflexivity with respect to the envelope. We say that an involutive stereotype Hopf algebra
H in the category (Ste,⊛) is continuously reflexive, if its continuous envelope EnvC H has a structure of
injective Hopf algebra in the category (Ste,⊙) such that the following two requirements hold:
(i) a morphism of the continuous envelope envC H : H → EnvC H is a homomorphism of Hopf
algebras in the sense that the following diagrams are commutative:
(42) H ⊙H
envC H⊙envC H
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
H ⊛H
@
66♥♥♥♥♥♥♥♥♥♥♥♥
envC H⊛envC H
((PP
PPP
PPP
PPP
P
µ

EnvC H ⊙ EnvC H
µE

EnvC H ⊛ EnvC H
@
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
H
envC H // EnvC H
(43) H ⊙H
envC H⊙envC H
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
H ⊛H
@
66♥♥♥♥♥♥♥♥♥♥♥♥
envC H⊛envC H
((PP
PPP
PPP
PPP
P EnvC H ⊙ EnvC H
EnvC H ⊛ EnvC H
@
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
H
envC H //
κ
OO
EnvC H
κE
OO
(44) H
envC H // EnvCH
C
ι
__❄❄❄❄❄❄❄❄ ιE
;;✇✇✇✇✇✇✇✇✇
H
envC H //
ε

❄❄
❄❄
❄❄
❄❄
EnvC H
εE
{{✇✇
✇✇
✇✇
✇✇
✇
C
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(45) H
envC H //
σ

EnvC H
σE

H
envC H // EnvC H
H
envC H //
•

EnvC H
•E

H
envC H // EnvC H
– here @ is the Grothendieck transformation8, µ, ι, κ, ε, σ, • are structural morphisms (multi-
plication, unity, comultiplication, counity, antipode, involution) in H , and µE , ιE , κE , εE , σE ,
•E the structural morphisms in EnvC H .
(ii) the mapping (envC H)
⋆ : H⋆ ← (EnvC H)
⋆ dual to the morphism of continuous envelope envC H :
H → EnvC H , is again a continuous envelope:
(envC H)
⋆ = envC(EnvCH)
⋆
It is convenient to display the conditions (i) and (ii) as a diagram
(46) H ✤
envC// EnvC H
❴
⋆
❴
⋆
OO
H⋆
✤envCoo (EnvC H)
⋆
which we call the reflexivity diagram, and which we endow with the following sense:
1) in the corners of the square there are involutive Hopf algebras; the first algebra, H , is the Hopf
algebra in (Ste,⊛), the second algebra, EnvC H , is the Hopf algebra in (Ste,⊙), and further the
categories (Ste,⊛) and (Ste,⊙) alternate,
2) the alternation of the operations envC and ⋆ (no matter where we start) on the fourth step returns
us back to the initial Hopf algebra (certainly, up to an isomorphism of functors).
The sense of the term “reflexivity” here is as follows. Denote the single successive application of the
operations env and ⋆ by some symbol, for example, ̂ ,
Ĥ := (EnvC H)
⋆
Since EnvC H has a unique structure of Hopf algebra with respect to ⊙, the dual space Ĥ = (EnvC H)
⋆
has a structure of involutive Hopf algebra with respect to ⊛. Moreover, Ĥ = (EnvC H)
⋆ is a Hopf algebra,
reflexive with respect to EnvC , since the application of ⋆ to the diagrams (42)-(45) gives the same diagrams
with the replacement H by Ĥ = (EnvC H)
⋆ (we use here the condition (ii) on page 24).
Let us call Ĥ = (EnvC H)
⋆ the dual Hopf algebra to H with respect to the envelope EnvC . The diagram
(46) means that H is naturally isomorphic to its second dual Hopf algebra in this sense:
(47) H ∼=
̂̂
H
3.2. Continuous reflexivity. Theorems 2.9 and 2.10 imply the following main result of our work (and
in the corrected formulations, the main result of the Yu. N. Kuznetsova work [11]):
8See [1] or [4]
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Theorem 3.1. If G is a Moore group, then the algebras C⋆(G) and K(G) are continuously reflexive, and
the reflexivity diagram for them is (1):
(48) C⋆(G)
✤ EnvC // EnvC C
⋆(G)
❴
⋆
❴
⋆
OO
C(G) ✤
EnvCoo K(G)
Proof. When we move by the chain (48) from the left lower corner, C(G), we come to the algebra K(G),
which by Theorem 2.9 turns into the algebra C(G) under the action of the envelope EnvC , and thus the
chain (48) closes. On the other hand, in this diagram the elements C(G) and EnvC C
⋆(G) are ⊙-Hopf
algebras (C(G) due to [1, Example 10.24] and [2, 4.2], and EnvC C
⋆(G) by Theorem 2.10), and the elements
C⋆(G) and K(G) are ⊛-Hopf algebras (C⋆(G) due to [1, Example 10.24] and [2, 4.2], and K(G) again by
Theorem 2.10). 
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