This article is concerned with moderate deviation principles of a general class of mean field type interacting particle models. We discuss functional moderate deviations of the occupation measures for both the strong τ -topology on the space of finite and bounded measures as well as for the corresponding stochastic processes on some class of functions equipped with the uniform topology. Our approach is based on an original semigroup analysis combined with stochastic perturbation techniques and projective limit large deviation methods.
Introduction

Mean Field Particle Models
Let (E n ) n≥0 be a sequence of measurable spaces equipped with some σ-fields (E n ) n≥0 , and we let P(E n ) be the set of all probability measures over the set E n , with n ≥ 0. We consider a collection of transformations Φ n : P(E n−1 ) → P(E n ) and we denote by (η n ) n≥0 a sequence of probability measures on E n that satisfies a nonlinear equation of the following form η n+1 = Φ n+1 (η n ) .
(1.1)
The mean field particle interpretations of these measure valued models relies on the fact that the one step mappings can be rewritten in the following form Φ n (η n−1 ) = η n−1 K n,η n−1 (1.2) for some collection of Markov kernels K n,µ n−1 indexed by the time parameter n and the set of probability measures µ n on the space E n−1 . These models provide a natural interpretation of the distribution laws η n as the laws of a non linear Markov chain whose elementary transitions depend on the current distribution. In the further development of the article, we always assume that the mappings
are E ⊗N n -measurable, for any n ≥ 0, 1 ≤ i ≤ N , and any measurable subset A n+1 ⊂ E n+1 . In this situation, the mean field particle interpretation of this nonlinear measure valued model is an E N n -valued Markov chain ξ
, with elementary transitions defined as
, dx i ) with η consists of N independent and identically distributed random variables with common law η 0 . To simplify the presentation, when there is no possible confusion we suppress the parameter N , so that we write ξ n and ξ i n instead of ξ . For a thorough description of these discrete generation and non linear McKean type models, we refer the reader to [5] .
A typical example we have in mind is the Feynman-Kac model associated with (0, 1]-valued potential functions G n and Markov transitions M n+1 from E n into E n+1 given by Φ n+1 (η n ) (dy) = (Ψ Gn (η n ) M n+1 ) (dy) := Ψ Gn (η n ) (dx) M n+1 (x, dy) (1. 4) where Ψ G (η)(dx) := G(x) η(G) η(dx) (with η(G) := Gdη(x)).
In this situation, the flow of measures η n is given for any bounded measurable function f on E n by the following functional formula
where X n stands for a Markov chain with initial distribution η 0 and Markov transitions M n .
Recall that Ψ Gn (η n ) can be expressed as a non-linear Markov transport equation Ψ Gn (η n ) = η n S ηn,Gn (1.5) with the Markov transitions S ηn,Gn (x, dy) = G n (x) δ x (dy) + (1 − G n (x)) Ψ Gn (η n )(dy)
we find that K n+1,ηn = S ηn,Gn M n+1
These measure valued equations arise in a variety of applications areas, including in physics, biology and in advanced stochastic engineering sciences. For instance, in signal processing, the conditional distributions of the paths of Markov signal given a series of noisy observations satisfy a two-step prediction-updating equation of the form (1.1). In this context, the state space E n depends on the time parameter and it consists of all signal path sequences all length n. In this situation, it is worth mentioning that the corresponding mean field particle model in path space represents the evolution of a genealogical tree model associated with a genetic type algorithm.
In the context of sequential bayesian inference, the distributions η n could also be the posterior distributions of an unknown parameter given the data collected up to time n. These equations also arise in physics and in molecular chemistry. In this situation, η n is often interpreted as the law of a particle evolving in an absorbing medium related to some potential energy function. These non linear models are also used in advanced stochastic engineering sciences, and more particularly in stochastic optimization as well as in rare event simulation. In these situations, η n is often given by a Boltzmann-Gibbs measure associated with some decreasing temperature parameter or some decreasing sequence of critical rare event levels. In the late case, the state spaces E n represent the set of excursions of the reference Markov chain between two level sets.
During the last two decades, the mean field particle interpretations of these discrete generation measure valued equations are increasingly identified as a powerful stochastic simulation algorithm. They have led to spectacular results in signal processing with the corresponding particle filter technology, in stochastic engineering with interacting type Metropolis and Gibbs sampler methods, as well as in quantum chemistry with quantum and diffusion Monte Carlo algorithms leading to precise estimates of the top eigenvalues and the ground states of Schroedinger operators. It is clearly out of the scope of this article to review these models. For a more detailed discussion on these application areas, we again refer the reader to [5, 8, 10, 7] , and the references therein.
The mathematical and numerical analysis of these mean field particle models (1.3) is one of the most active research subject in pure and applied probability, as well as in advanced stochastic engineering and computational physics. In recent years, a variety of mathematical results have been discussed in the literature, including propagation of chaos type properties, L p -mean error bounds, as well as fluctuations theorems, large deviation principles and non asymptotic concentration inequalities. The moderate deviation properties can be thought as an intermediate asymptotic estimation between the central limit theorem and the large deviations principles. Most of the existing literature on moderate deviation principles is concerned with independent and identically distributed random sequences or Markov chain processes; see for instance the series of works by M.A. Arcones [1, 2] , A. de Acosta [3] , A. de Acosta and X. Chen [4] , H. Djellout and A. Guillin [13] , F.Q. Gao [11, 12] , M. Ledoux [14] , L.M. Wu [19, 18] .
Surprisingly very few articles discuss moderate deviations for mean field interacting particle models. The first pioneering article discussing moderate deviations for interacting processes seems to be the work by R. Douc, A. Guillin and J. Najim [9] . In this article, the authors prove a moderate deviation for the empirical mean value of a particle filter model associated with some bounded and unbounded fixed sequence of test functions. In our framework, we also mention that the particle filter stochastic model discussed in [9] is associated with a class of McKean type transitions of the form K n,η (x, dy) = Φ n (η)(dy).
The main simplification due to this choice of transition comes from the fact that the corresponding mean field particle model reduces to a collection of conditionally independent and identically distributed random variables.
The rather weak regularity properties used in this work follow a recent article of the first author with E. Rio [7] . The mathematical framework developed in this recent work applies to a general class of mean field particle models, including Feynman-Kac integration models, McKean Vlasov diffusion type models, as well as McKean collision type models of gases. We generalized the classical Hoeffding, Bernstein and Bennett inequalities for independent random sequences to interacting particle systems but we left open the question of moderate deviation principles. In the present article, we complete this study with functional moderate deviations of mean field particle models for both the τ -topology on the space of signed and bounded measures and for the empirical random field processes associated with some collection of functions. Our analysis is based on an original semigroup analysis combined with stochastic perturbation techniques and projective limit deviation methods.
Outline of the paper.
This paper is organized as follows. In the next section we present the main results : the moderate deviation principles (MDP in short) in three types : (1) in finite dimension ; (2) in infinite dimension but for the τ -topology; (3) for empirical process indexed by a class of functions; and we describe some main lines leading to them. We prove the MDP in finite dimension in section 3. We prove in Section 4 the MDP in the τ −topology by the method of projective limit. We establish in Section 5 the MDP for empirical processes by the method of metric entropy. Some complicated and technical results needed in the proofs of the main theorems are provided in the three Appendices : Section 6, 7 and 8.
Some notations
We end this introduction with some more or less traditional notations used in the present article. We denote respectively by M(E), M 0 (E), and B(E), the set of all finite signed measures on some measurable space (E, E), the convex subset of finite signed measures ν with ν(E) = 0, and the Banach space of all bounded and measurable functions f equipped with the uniform norm f . We also denote by Osc 1 (E), the convex set of E-measurable functions f with oscillations osc(f ) := sup x =y |f (x)−f (y)| ≤ 1. We let µ(f ) = µ(dx) f (x), be the Lebesgue integral of a function f ∈ B(E), with respect to a measure µ ∈ M(E). We recall that a bounded integral operator M from a measurable space (E, E) into an auxiliary measurable space (F, F) is an operator f → M (f ) from B(F ) into B(E) such that the functions x → M (f )(x) := F M (x, dy)f (y) are E-measurable and bounded, for any f ∈ B(F ). A Markov kernel is a positive and bounded integral operator M with M (1) = 1. Given a pair of bounded integral operators ( A bounded integral operator M from a measurable space (E, E) into an auxiliary measurable space (F, F) also generates a dual operator µ → µM from M(E) into M(F ) defined by (µM )(f ) := µ(M (f )). We let b(m) be the collection of constants given below
When the bounded integral operator M has a constant mass, that is M (1) (x) = M (1) (y) for any (x, y) ∈ E 2 , the operator µ → µM maps M 0 (E) into M 0 (F ). In this situation, we let β(M ) be the Dobrushin coefficient of a bounded integral operator M defined by the following formula
Finally, we let Φ p,n , 0 ≤ p ≤ n, be the semigroup associated with the measure valued equation defined in (1.1).
For p = n, we use the convention Φ n,n = Id, the identity operator.
2 Description of the main results and a first order fluctuation analysis
Regularity conditions
We let Υ(E 1 , E 2 ) be the set of mappings Φ : µ ∈ P(E 1 ) → Φ(µ) ∈ P(E 2 ) satisfying the first order decomposition
where (i) the first order operators (D η Φ) η∈P(E 1 ) is some collection of bounded integral operators from E 1 into E 2 such that ∀η ∈ P(E 1 ), ∀x ∈ E 1 , (D η Φ)(1)(x) = 0 and
(ii) the collection of second order remainder signed measures (
for some collection of integral operators R Φ η from B(E 2 ) into the set Osc
We say that a collection of Markov transitions K η from a measurable space (E 1 , E 1 ) into another (E 2 , E 2 ) satisfy condition (K) as soon as the following Lipschitz type inequality is met for every f ∈ Osc 1 (E 2 ):
In the above display, T K η stands for some collection of bounded integral operators from
for some finite constant δ T K < ∞. In the special case where K η (x, dy) = Φ(η)(dy), for some mapping Φ : η ∈ P(E 1 ) → Φ(η) ∈ P(E 2 ), condition (K) is a simple Lipschitz type condition on the mapping Φ. In this situation, we denote by (Φ) the corresponding condition; and whenever it is met, we says that the mapping Φ satisfy condition (Φ).
Throughout this paper we assume (H1) The given collection of McKean transitions K n,η satisfyies the Lipschitz type condition stated in (2.5) and (2.6) . We also assume that the one step mappings
Several examples of non linear semigroups satisfying these weak regularity can be found in [7] , including gaussian type mean field models, and McKean velocity models of gases. We illustrate our assumptions in the context of Feynman-Kac type models. In this situation, we have the easily checked formulae
with the functions
Assuming that g n = sup x,y G n (x)/G n (y) < ∞, we find the Lipschitz estimates
as well as the first order estimation
with the first order functional
We also mention that the corresponding one step mappings Φ n (η) = ηK n,η and the corresponding semigroup Φ p,n satisfy condition (Φ p,n ) for some collection of bounded integral operators T Φp,n η .
Description of the main results
The best way to present moderate deviations is to start with the analysis of the fluctuations of the particle occupation measures. For mean field particle models, these central limit theorems are based on a stochastic perturbation interpretation of the local sampling errors. The random fields associated with these perturbation models are defined by below. 
where
is the empirical distribution of ξ N n . The sequence V N n is sometimes refereed as the local sampling random field model.
Notice that the centered random fields V N n have conditional variance functions given by
To analyze the propagation properties of the sampling errors, up to a second order remainder measure, by assumption that Φ n ∈ Υ(E n−1 , E n ), we have the first order decomposition
with a first order integral operator D µ Φ n from B(E n ) into B(E n−1 ). The precise description of these regularity properties is provided in section 2.1.
We use the convention D n,n = Id, for p = n.
Using the decomposition
we proved in [7] that the sequence of random fields (V N n ) n≥0 converges in law, as N tends to infinity, to the sequence of n independent, Gaussian and centered random fields (V n ) n≥0 with a covariance function with, for any f, g ∈ B(E n ), the space of the bounded and measurable real functions on E n and n ≥ 0,
(2.12)
In addition, W N n converges in law, as the number of particles N tends to infinity, to a Gaussian and centered random fields
Concentration inequalities associated with these fluctuations theorems are developed in some details in a recent article of the first author with E. Rio [7] . In this article, we analyze asymptotic expansions for probabilities of moderate deviations. To describe with some precision our main results, we recall the definition of a large deviation principle (abbreviate LDP) for random variables. • For every finite constant a < ∞, the level sets {x ∈ S : I(x) ≤ a} are compact sets.
where, for a subset B ⊂ S, we let I(B) := inf x∈B I(x). 
A sequence of random variables Y N is said to satisfy a moderate deviation principle (ab-
and lim
The detailed proof of the above theorem is provided in section 3.2 and section 3.3. We already mention that the second expansion (2.15) is a more or less direct consequence of the first one (2.14) combined with the first order decomposition (2.11).
Let us examine some direct consequences of the above theorem. For any finite subset
we consider the projection mapping defined by
By a theorem of J. Gartner and R.S. Ellis, using the asymptotic Laplace expansion (2.15) we prove the following corollary.
Corollary 2.5 The random sequence π Fn (W N n ) satisfy an MDP principle in R dn with speed α(N ) and with the good rate function given for any v ∈ R dn by the following formula
If the covariance matrix
is invertible, then the rate
In much the same way, using the asymptotic Laplace expansion (2.14) we readily prove the following corollary. 
with the functions I
Vn
Fn on R dn defined as I
Wn
Fn by replacing in (2.16 ) the field W n by V n .
In the second part of the article, we strengthen these MDP in two ways. Firstly, we derive the MDP for the random fields sequences on the set of measures equipped with the τ topology. Our main result is the following theorem. 
with the good rate functions I n on M(E n ) defined for any µ n ∈ M(E n ) by
In addition, the sequence of random fields W N n satisfies an MDP in M(E n ) (equipped with the τ topology), with speed α(N ) and with the good rate function
A more explicit description of the rate functions I n in terms of integral operators norms on Hilbert spaces can be found in section 4.1 (see also section 7, in the appendix).
Our second main result is a functional moderate deviation for stochastic processes indexed by a separable collection F n of measurable functions f n : E n → R such that f n ≤ 1. We let l ∞ (F n ) be the space of all bounded real functions F n : f ∈ F n → F n (f n ) ∈ R on F n with the sup norm F n Fn = sup fn∈Fn |F n (f n )|. Notice that this vector space is a non separable Banach space if the set of functions F n is infinite. To measure the size of a given class F n , one considers the covering numbers N (ǫ, F n , L p (µ)) defined as the minimal number of L p (µ)-balls of radius ǫ > 0 needed to cover F n . By N (ǫ, F n ), ǫ > 0, and by I(F n ) we denote the uniform covering numbers and entropy integral given by
We further assume that
This condition implies that the set F n is totally bounded in L 2 (η), for any distribution η on E n . Various examples of classes of functions with finite covering and entropy integral are given in the book of Van der Vaart and Wellner [20] (see for instance p. 86, p. 135, and exercise 4 on p.150).
For any δ > 0, we also set
, and such that for any probability measure µ, any δ > 0, we have
for some finite constant c i (n) < ∞, i = 0, 1, 2, whose values only depend on the mapping Φ n+1 , and on the measure η n .
We illustrate this regularity condition in the context of the Feynman-Kac models presented in (1.4). Using (2.7), we find that
where g n = sup x,y G n (x)/G n (y) and
Using elementary manipulations, we show that (A2) is met with the constants c 1 (n) = 1/(2 √ g n ) ≤ 1, c 2 (n) = 2g 2 n and the class of functions
Using lemma 2.3 in [6] , we also prove that I(F ′ n ) < c 0 (n) I(F n+1 ) for some finite constant whose values only depends on g n .
For any finite subset G n ⊂ F n , we let 
where J n is given in (2.18) .
For finite sets F n , the above theorem clearly reduces to the MDP presented in (2.16). Also observe that the τ -topology on M(E n ) is sometimes finer than the topology associated with the seminorm µ − η Fn induced by F n . For instance, when E = R d and F = {1 (−∞,x] ; x ∈ R d }, the topology induced by the supremum distance
is strictly coarser than the τ -topology. In this situation, Theorem 2.8 is a direct consequence of Theorem 2.7. In more general situations, by [18] or a theorem of M. A. Arcones (see for instance theorem 3.2 in [1] ), the MDP for stochastic processes W N n in L ∞ (F n ) is deduced from the MDP of the finite marginals π Fn,Gn (W N n ) plus the following exponential asymptotic equicontinuity condition:
with the collection of functions
3 Asymptotic Laplace expansions
Some preliminary results
Lemma 3.1 For any 0 ≤ p ≤ n, we have Φ p,n ∈ Υ(E p , E n ) with the first order decomposition type formula
for some collection of bounded integral kernels D µ Φ p,n from E p into E n and some second order remainder signed measures R Φp,n (η, µ). In addition, for any N ≥ 1, we have the first order decomposition
and the semigroup (D p,n ) 0≤p≤n introduced in (2.11).
Lemma 3.2 For every f ∈ Osc 1 (E n ), N ≥ 1 and any n ≥ 0 and m ≥ 1, we have the L m estimates:
3) as well as the bias estimate
A detailed proof of (3.1) can be found in [7] . Formula (3.2) is a direct consequence of the following inductive decomposition
The proof of lemma 3.2 is postponed to section 6.1 in the appendix.
Second order remainder measures
This section is mainly concerned with non asymptotic Laplace estimates of the second order remainder measures introduced in lemma 3.2, namely 
with some finite constant r(n) ≤
Proof: By (3.2), we have that
Combining (3.3) with the generalized Minkowski inequality this implies that
We end the proof of the proposition recalling that for Gaussian centered random variable with E(X 2 ) = 1 we have that b(2m) 2m = E(X 2m ) and for any t ∈ [0, 1/2[
Corollary 3.4 For every f ∈ Osc 1 (E n ), N ≥ 1, n ≥ 0, and for every ǫ > 0, we have
.
In particular, for any nondecreasing function
In other words, the random fields
Proof:
Using the fact that
we readily find that
, we find that
which ends the proof of the corollary.
We end this section with a technical transfer lemma of Laplace asymptotic expansions for arbitrary stochastic processes. The proof is elementary, so omitted. 
log E e λα(N )X N = Λ(λ) and lim
for some sequence α(N ) increasing to infinite and some finite logarithmic moment generating function Λ(λ). Then for all λ ≥ 0, we have
Asymptotic Laplace transform estimates
This section is mainly concerned with the proof of Theorem 2.4. The fluctuation properties of the first order random field sequence n p=0 V N p D p,n is encoded in the pair of martingale sequences defined below.
Definition 3.6 We associate with collection of functions
with the stochastic product
For every N ≥ 1, we notice that the angle bracket of M
with the random increments
We know that the sequence of martingales M (N ) n (f ) converges in law, as N tends to infinity, to the Gaussian martingale
The main object of this subsection is to prove that
Notice that the above asymptotic Laplace expansion is equivalent to (2.14).
The next technical lemma is pivotal.
Lemma
The proof of lemma 3.7 is rather technical, thus we postpone it to section 6.3 in the appendix.
In the above display, c n stands for some finite constant c n := n p=0 c(p) with
Before getting into the details of the proof of the above proposition, it is convenient to make a couple of comments. Firstly, replacing in (3.8) the parameter t by
from which we conclude that
Also observe that the stochastic processes
B(E p ), have the following scaling properties
for
Therefore the asymptotic Laplace expansion (3.7) is a direct consequence of the transfer lemma 3.5. Now, we come to Proof of proposition 3.8.
Since we have M (N ) (f ) n ≤ σ 2 n (f ) := n p=0 osc(f p ) 2 , using lemma 3.7 we readily prove that
This ends the proof of the first assertion. Now, we come to the proof of (3.8). For every n ≥ 1, η ∈ P(E n−1 ) and f n ∈ B(E n ) we set
For n = 0, we set Σ 0 (η,
. Firstly, we observe that
This implies that
and therefore
Using (3.3), we have the upper bound
One concludes that
The L m -inequalities stated above clearly imply that for any t > 0
where (3.8) follows.
Proof of Theorem 2.4
Proof of (2.14) . This is done in Subsection 3.3.
Proof of (2.14) =⇒ (2.15).
Note that if a final time horizon n is fixed then we have for any function f n ∈ B(E n )
Let (A N n , B N n ) the pair of random fields defined below:
By (2.14), we have
and by (3.5)
This yields that
where (2.15) follows by the transfert lemma 3.5.
Moderate deviations in τ -topology
We further require that the state spaces E n are Polish spaces. The τ -topology on M(E n ) is the coarsest topology that makes the maps µ ∈ M(E n ) → µ(A) continuous, for any measurable set A ∈ E.
A deviation theorem for the local sampling random fields
The main object of this section is to prove the following theorem. 
In addition, for any n ≥ 0, the sequence of random fields V N [0,n] := (V N 0 , . . . , V N n ) satisfy an MDP in the product space n p=0 M(E n ), with speed α(N ) and with the good rate function
Before entering into the proof of this theorem, we provide a more explicit representation of the rate functions I n . Firstly, assume that the McKean transitions K n,η are given by K n,η (x, dy) = Φ n (η)(dy). In this situation, we have
The variational formula given above coincides with the one of the rate function of the MDP associated with independent and identically distributed random sequences. In this case, we have that
if µ ≪ η n with dµ dη n ∈ L 2 (η n ) and µ(E) = 0 and I n (µ) = ∞, otherwise. A proof of this assertion is provided in section 7, in the appendix. In more general situations, we need to work a little harder. Let K ⋆ n,η n−1 be the adjoint operator of
We will prove in section 7.4. the following explicit expression:
2) and I n (µ) = +∞ otherwise.
Moderate deviations for projective limits
The proof of the theorem is based on a projective limit interpretation of the strong topology on the set of finite and signed measures. We begin by first introducing several definitions.
Definition 4.2
We let U (E n ) the set of finite partitions U n = (U i n ) 1≤i≤d ∈ E d n of the set E n , with d ≥ 1. We let σ(U n ) be the σ-field generated by U n . We also let
be the restriction of the measure µ to the sigma-field σ(U n ).
Notice that M(E n , σ(U n )) can be identified with R Un ≃ R d . Furthermore, the σ-algebra and the τ -topology induced on M(E n , σ(U n )) by the restriction mapping π Un coincide with the natural topology and the Borel sigma-field on R d .
Definition 4.3 We say that a partition U ′
n is finer than U n , and we write U ′ n ≥ U n , as soon as we have
forms a projective inverse spectrum of U (E n ). We let lim Un M n be the projective limit space of the spectrum
Definition 4.4
We let M(E n ) be the set of finite additive set functions from E n into R + , equipped with the τ 1 -topology of setwise convergence. More precisely, a sequence
We let θ : lim Un M n → M(E n ) be the mapping that associates a point µ = (µ Un ) Un∈Un ∈ lim Un M n the set function θ ∈ M(E n ) defined for any A ∈ E n by θ(µ)(A) = µ Un (A) where U n ∈ U n is such that A ∈ σ(U n ).
By construction of the projective inverse spectrum and by definition of the τ 1 convergence, it is readily checked that θ is an homeomorphism. By Theorem 2.4, the random sequence
, with speed α(N ) and with the good rate function
Since we have
By a theorem of D. Dawson and J. Gartner, we deduce the following Proposition 4.5 The sequence of random fields V N n satisfy an MDP in M(E n ) (≃ lim Un M n ), with speed α(N ) and with the good rate function
The proof of (4.1) is now a direct consequence of the next lemma.
Lemma 4.6
The domain Dom(Ī n ) = µ ∈ M(E n ) :Ī n (µ) < ∞ of the mappingĪ n is included in M(E n ) and for any µ ∈ M(E n ), the rate functionĪ n (µ) defined in (4.3) coincide with I n in (4.1).
Before getting into the proof of the lemma, it is convenient to make some remarks. Firstly, since the relative topology on M(E n ) induced by the τ 1 topology coincide with the τ topology, one concludes that the sequence of random fields V N n satisfies a MDP in M(E n ) with good rate function I n .
Furthermore, since the projection operators π Un are τ -continuous, by the contraction principle one concludes that the random fields sequence π Un V N n satisfies a MDP in M(E n , σ(U n )) with the good rate function
These constructions extend in a natural way to the sequence of random fields (V N n ) n≥0 . Indeed, using (2.14), we find that the random sequences
with the sequence of functions
The proof of theorem 2.7 is now easily completed. Now, we come to the Proof of lemma 4.6 : Consider a sequence of partitions U n,d , finer and finer when d increases, such that σ d≥1 U n,d = E n . To prove that Dom(Ī n ) ⊂ M(E n ), we use the fact that
See for instance (7.5) in the appendix. Therefore
is a L 2 -bounded martingale w.r.t. the probability measure η n and the filtration (σ(U n,d )) d≥1 . By the martingale convergence theorem, there is some h µ ∈ L 2 (η n ) such that
, as d goes to infinity. We show now that h µ does not depend on the sequence (U n,d ). In fact if (U ′ n,d ) d≥1 is another such sequence of partitions, we consider the partition V n,d which is finer than U n,d and U ′ n,d such that V n,d+1 is finer than V n,d . By the above argument, we have
Consequently for any σ(U n,d )-measurable and bounded function f (with d fixed),
Thus h µ =h µ , η n − a.s.. By the same way h ′ µ =h µ , η n − a.s.. Hence h µ does not depend on (U n,d ).
Finally for any finite partition U n and σ(U n )-measurable function f , taking a sequence of partitions (U n,d ) containing U n , we get for d large enough
Consequently µ is the measure h µ η n . For the last assertion, we see that
by the fact that for any f ∈ B(E n ), there is a sequence f k ∈ Un∈Un B(E n , σ(U n )) which converge uniformly to f over E n , and
Some contraction properties
By the contraction principle, the moderate deviation principles presented in Theorem 2.7 can be transferred to continuous transformations of the local sampling random fields V N n . For instance, we have the following proposition. 
Proof:
The fact that n p=0 V N p D p,n satisfies a MDP in M(E n ) with the the good rate function (4.4) is an immediate consequence of theorem 2.7. On the other hand, using (2.14) and (2.15) we prove that both random sequences
We conclude that both random fields W N n and n p=0 V N p D p,n satisfies the same MDP in M(E n ) with the good rate function
The the last formula comes from the uniqueness property of the rate function. This ends the proof of the proposition.
Moderate deviations for stochastic processes
This section is mainly concerned with the proof of theorem 2.8. By a recent theorem of M. A. Arcones (see for instance theorem 3.2 in [1] ), this theorem is a direct consequence of the following lemma.
Lemma 5.1 Under the conditions (A1) and (A2), for any y > 0 we have
with the set of functions F n (δ) given below:
Proof:
The proof of this lemma is based on several key properties of empirical processes associated with conditionally independent sequences. These results are more or less well known, thus their are housed in the appendix 8. By construction, recalling that 0 ∈ F n , if we choose δ = 2 then we have
Thus, using elementary manipulations we prove that the condition (A2) implies that
for some separable collection Σ n (F n+1 ) of measurable functions f n on E n , s.t. f n ≤ 1, and such that
for some finite constants c(n) and c ′ (n) < ∞. This implies that
On the other hand, we have
with Σ p,n = Σ p • Σ p+1,n , and c p (n) = p≤q<n c(q). We let π ψ [Y ] be the Orlicz norm of an R-valued random variable Y associated with the convex function ψ(u) = e u 2 − 1, and defined by
with the convention inf ∅ = ∞. From previous calculations, we have
Combining Lemma 8.1 with (5.1), we find that
for some finite constants c ′′ (n). By (5.2), we also have that
for some finite constants c ′′′ (n). This shows that the random fields V N n satisfy the regularity condition stated in (8.2).
Arguing as above, we prove that
for some separable collection F p,n of measurable functions f p on E p , s.t. f p ≤ 1, and such that I(F p,n ) < ∞, and for some finite constants α p (n) and β p (n) < ∞.
On the other hand, using lemma 8.2, we have
with some finite constant b δ (F), and
This ends the proof of the lemma.
6 Appendix A.
Proof of lemma 3.2
The first L m almost sure estimates is a direct consequence of Kintchine's inequality, let us examine some direct consequences of this result. Combining the Lipschitz property (Φ p,n ) of the semigroup Φ p,n with the decomposition
we find that (by condition (K))
In the above displayed formulae, we have used the convention Φ 0 (η N −1 ) = η 0 , for p = 0. The proof of (3.3) is a direct consequence of the previous L m almost sure estimates. On the other hand, using decomposition
we find that W N n = I N n + J N n , with the pair of random measures (I N n , J N n ) given by
Under our assumptions, we have the almost sure estimates
Using the generalized Minkowski integral inequality we find that
from which we readily conclude that
The proof of (3.4) is now clear. This end the proof of the lemma.
Proof of lemma 3.5
Using Holder inequality, for any δ > 0 we find that
Under our assumptions, we have
and therefore lim sup
One conclude that lim sup
In much the same way, if we set t δ = t/(1 + δ) we have
and therefore lim inf
One conclude that
and letting δ ↓ 0 we find that
Proof of lemma 3.7
Taking the logarithm, we find that
We observe that
with the sequence of random variables
We recall that for every centered random variable X with |X| ≤ c for some c < ∞, we have
with the parameters (σ 2 , ǫ 1 (c), ǫ 2 (c)) given below
and ǫ 2 (c) :
In the above display, θ is the C 1 -increasing function defined by θ(x) = 2 x 2 (e x − 1 − x) for x = 0 and θ(0) = 1. We set
Using the above estimate, for any p ≤ n we find that
The end of the proof is now a direct consequence of the following formula
7 Appendix B.
Given two measurable spaces E 1 and E 2 , we consider a probability measure µ over the set E 1 and a Markov transition M (x, dy) from E 1 to E 2 . We let V be the Gaussian and centered random field on
In the above display, we have used the convention
Definition 7.1 For any w ∈ M(E 2 ) we set
Lemma 7.2 Assume that E 1 = E 2 and M (x, dy) = µ(dy). In this situation, we have
and
Proof:
To check this claim, firstly we notice that for any constant function f (x) = a we have
Choosing a = b w(E) with b ∈ R + , we readily find that
Whenever w is not absolutely continuous w.r.t. µ, we can find a measurable set A ∈ E such that w(A) = 0 and µ(A) = 0. In this situation, we have
On the other hand, using the fact that
as soon as w(E) = 0, we can reduce the supremum in (7.3) to functions f with µ(f ) = 0. This yields
Finally, we observe that
Choosing f = dw dµ we prove (7.3) . This ends the proof of the lemma.
The analysis of the variational formula (7.2) for more general Markov transitions M is a little more involved. Before getting into further details, we observe that
The above inequality implies that
where I µM (w) is given by (7.4) and therefore I(w) < ∞ ⇒ w ≪ (µM ) with dw dµM ∈ L 2 (µM ) and w(E) = 0.
Next, we follow the analysis developed in [19] . Firstly, we notice that M is an operator
In fact M * µ can be identified as a kernel M * µ (x 2 , dx 1 ) which is the conditional law of x 1 knowing x 2 under the probability measure µ⊗M (dx 1 , dx 2 ) := µ(dx 1 )M (x 1 , dx 2 ) on E 1 ×E 2 . By construction, we have from which, we see that
In this notation, the rate function I defined in (7.2) takes the form
Before getting into further details, arguing as in the proof of lemma 7.2, we notice that
As M ⋆ µ M is self-adjoint, definite nonnegative on L 2 (µM ) and its norm is 1, we can write the spectral decomposition of (Id
is injective and its inverse is given by
By [19] , H −1 (E 2 , µM ) is the subspace of f ∈ H 0 (µM ) such that f −1 < +∞, and R 0,µ can be regarded as an isomorphism from H −1 (µM ) to H 1 (µM ); furthermore for any f ∈ H 0 (E 2 , µM ),
In summary we have proven
The rate function defined in (7.2) is given by
otherwise.
Appendix C.
In the further development of this section, c < ∞ stands for some finite universal constant, whose values may vary from line to line. Let (µ i ) i≥1 be a sequence of probability measures on a given measurable state space (E, E). During the further development of this section, we fix an integer N ≥ 1. To clarify the presentation, we slightly abuse the notation and we denote respectively by
the N -empirical measure associated with a collection of independent random variables X = (X i ) i≥1 , with respective distributions (µ i ) i≥1 , and the N -averaged measure associated with the sequence of measures (µ i ) i≥1 . We also consider the empirical random field sequences
We also set
Let F be a given collection of measurable functions f : E → R such that f ≤ 1. No generality is lost and much convenience is gained by supposing that the unit and the null functions f = 1 and f = 0 ∈ F. Furthermore, to avoid some unnecessary technical measurability questions, we shall also suppose that F is separable in the sense that it contains a countable and dense subset. For any separable class of uniformly bounded functions H s.t. sup h∈H h ≤ H we set
We further assume that there exists some probability measure µ on E such that
for any class of function F satisfying the above properties, with finite entropy I(F) < ∞, and some non decreasing function τ . In the above displayed formula, π ψ [Y ] stands for the Orlicz norm of an R-valued random variable Y associated with the convex function ψ(u) = e u 2 − 1, and defined by
with the convention inf ∅ = ∞. We recall that
for any t ≥ 0. We prove this claim using the estimate
We consider the possibly bias random field sequence
The following lemma is satisfied without the regularity condition (8.2).
Lemma 8.1 π ψ ( V (X) F ) ≤ c I(F)
Proof:
We consider a collection of independent copies X ′ = (X ′i ) i≥1 of the random variables X = (X i ) i≥1 . Let ǫ = (ǫ i ) i≥1 constitute a sequence that is independent and identically distributed with P (ǫ 1 = +1) = P (ǫ 1 = −1) = 1/2
We also consider the empirical random field sequences
We also assume that (ǫ, X, X ′ ) are independent. We associate with the pairs (ǫ, X) and (ǫ, X ′ ) the random measures m ǫ (X) = and in view of the symmetry of the random variables (f (X i ) − f (X ′i )) i≥1 we have
By using the Chernov-Hoeffding inequality for any x = (x 1 , . . . , x N ) ∈ E N , the empirical process
is sub-Gaussian for the norm f L 2 (m(x)) = m(x)(f 2 ) 1/2 . Namely, for any couple of functions f, g and any δ > 0 we have
and by Hoeffding's inequality
If we set Z = Vǫ(x)(f ) √ 6 f L 2 (m(x))
2
, then we find that
e t e −3t dt = 1 from which we conclude that
By the maximal inequalities for sub Gaussian processes (see [6] , [20] ), we find that π ψ ( V ǫ (x) F ) ≤ c I(F) < ∞ for any x ∈ E N . By (8.4) , this clearly implies that
For any δ > 0, we also set 
Proof:
For any probability measure ν, we set d 2,ν (F(δ)) := sup
By definition, we clearly have that
h L 2 (µ) ≤ 2δ (8.6) Notice that for any couple of probability measures ν 1 , ν 2 , we have
with G(δ) = g = (h 1 − h 2 ) 2 : (h 1 , h 2 ) ∈ F(δ)
By the maximal inequalities for sub Gaussian processes, we have the estimate
On the other hand, using (8.6) and (8.7) we prove that the r.h.s. integral is bounded by We conclude that
with J δ (F) ≤ c ≤ E e 2t Vǫ(X) F (δ)
Using (8.3), we conclude that
Our next objective is to estimate the quantity π ψ V (X) G(δ) . To this end, we let {h 1 , . . . , h n ǫ/16 } ⊂ F(δ) be the centers of n ǫ/16 = N (F(δ), L 2 (m(x)), ǫ/16) L 2 (x)-balls of radius at most (ǫ/16) covering F(δ). Using the decomposition
we prove that
for any h i , h j ∈ F(δ) ⇒ h i ∨ h j ≤ 2 . Using these estimates, we prove that and by lemma 8.1, we can prove that 
The end of the proof of the Laplace estimates is now easily completed. This ends the proof of the theorem.
