Abstract. Weather and climate models have improved steadily over time as witnessed by objective skill scores, although significant model errors remain. Given these imperfect models, predictions might be improved by combining them dynamically into a so-called "supermodel". In this paper a new training scheme to construct such a supermodel is explored using a technique called Cross Pollination in Time (CPT). In the CPT approach the models exchange states during the prediction. The number of possible predictions grows quickly with time and a strategy to retain only a small number of predictions, called pruning, 5 needs to be developed. The method is explored using low-order dynamical systems and applied to a global atmospheric model.
Determining weights
In the training phase, for each model, it is counted how often for a particular variable its prediction remains closest to the truth. The probabilities thus obtained can be used as weights for the corresponding time-derivatives of the variables. This superposition of weighted imperfect models forms a supermodel which potentially has improved prediction skill.
Iterative method

5
In order to obtain convergence towards a supermodel that reflects the truth in the best possible way, the training is carried out iteratively. The first iteration step leads to a first estimate of the weights of the supermodel. In the second iteration step, this supermodel is added as an extra imperfect model. In the subsequent iteration steps the previously obtained supermodel is replaced by the newly obtained supermodel. If the added supermodel is closer to the truth than the initial imperfect models, the constructed trajectory in the CPT procedure receives fewer contributions from the initial imperfect models. Ideally, learning 10 stops when the supermodel remains closer to the truth than the individual imperfect models for all time steps during the training.
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In the Lorenz 63 system a chaotic attractor appears for certain parameter values. The attractor has the shape of a butterfly and each "butterfly wing" contains an unstable fixed point at its center, around which the trajectories alternately revolve in an unpredictable pattern.The differential equations of the system contain system parameters σ, ρ, β. The state space is described by coordinates x, y, z (Eq. (1)- (3)).
The standard parameter values are σ = 10, ρ = 28 and β = 8 3 . Numerical solutions are obtained by using a fourth-order Runge Kutta time stepping scheme, with a time step of 0.01.
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The observed trajectory is generated by the model with these standard parameter values. Two different imperfect models are created with parameter values that deviate about 30% from the standard parameter values, as denoted in Table 1 . The behavior of these imperfect models is quite different from the truth as can be seen in Fig. 2 . Two stable fixed points characterize the attractor of Model 1. Model 2 has a chaotic attractor that resembles the truth but its mean is shifted towards higher z-values. The training period T is chosen to be 200 time steps, enough to revolve about two times around the unstable fixed points.
The number of iterations is 100. The same part of the attractor is used for training in every iteration.
The weights w i , i ∈ {1, 2} that are the result of the training phase are listed in Table 2 . They determine the superposition of the imperfect models (Eq. (4)-(6)). For all three coordinates x, y, z they sum up to 1.
After 45 iterations, the weights forẏ andż do not change anymore. The weights forẋ after 100 iterations are still not constant, but the values differ only from the third decimal onwards. for which the parameter values can be calculated. The supermodel parameters are almost perfect as is shown in Table 3 . This is possible because for all three perturbed parameters one of the models has an imperfect parameter value smaller than the standard parameter value and the other model larger (Table 1) . Hence, for each of the parameters one can find a linear combination of the imperfect parameter values with positive weights whose sum is equal to one, that represents the standard parameter value (Eq. (7)- (9)). 
Climate measures
Straightforward measures to compare the attractor of the supermodel and the truth are the mean, standard deviation and covariance. The calculation of these statistics is based on 500 runs of 5000 time steps. Also the error estimation of a 95% confidence interval is calculated. In Table 4 can be seen that the statistics of both the true and the supermodel attractor are very similar.
Especially the standard deviations for both x, y and z are the same up to the first decimal the same value. The largest differences 5 are in the covariance between x, z and y, z. However, these differences are within the 95% uncertainty intervals and are thus not significant. The sizes of all confidence intervals for both the truth and the supermodel are almost identical.
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Forecast quality
Along with the measures of the climate statistics of the models, a measure for the quality of the "weather prediction" can also be constructed. This measure reflects the forecast quality of the models on shorter time scales. The squared Euclidean distance between the true trajectory and the trajectory of a model with a slightly perturbed initial condition is calculated and averaged over a number of forecasts, as shown in Fig. 4 . On the true attractor, this value converges for large enough forecast time T to a 5 value corresponding to the average distance between two arbitrary states. This distance is used to normalize the measure of the forecast quality. . The number of forecasts is equal to 1000 and the distance between the initial states d is 10 time steps. Figure 5 shows that the ability of the supermodel and the true model to predict the observed truth is about the same. In comparison, the imperfect models lose their prediction skill very quickly. 
Results for a quasi-geostrophic model
Given the encouraging results from the Lorenz 63 system, the CPT method is next applied to a more complex model with 1449 5 degrees of freedom: a three level quasi-geostrophic global atmosphere model developed by Marshall and Molteni (1993) . The model solves the quasi-geostrophic potential vorticity equation on the sphere using a spectral method with spherical harmonic functions. A triangular T21 truncation is used. The performance of this model is quite realistic. According to Corti et al. (1997) , the simulation of teleconnections and blockings in the Pacific and Atlantic regions is "surprisingly accurate".
To create different imperfect models, three parameter values are varied:
10
-tdis Time scale in days of the Ekman damping -rrdef 1 Rossby radius of deformation of the 200-500 hPa layer -rrdef 2 Rossby radius of deformation of the 500-800 hPa layer
Four different imperfect models are used for the CPT training phase, their parameters are denoted in The training period T is 100 time steps, which corresponds to an integration period of about 3 days. Most of the development of weather systems can be captured within 3 days. The number of iterations is 20. Every iteration a new part of the attractor is used for training by continuation of the observed trajectory, to get a better sampling of the attractor.
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In Table 6 
Climate measures
As measure for the long-term behavior of the quasi-geostrophic model we choose to compare the geostrophic winds of the different models. The potential vorticity calculated by the model determines these winds. The true model, imperfect models 15 and supermodel are integrated over 900 days in a perpetual winter simulation.
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As statistical measure (RMSE) the errors in the 900-day average wind strength at 800 hPa at each location are averaged over the globe:
with i denoting the grid-point, u the zonal wind, v the meridional wind and N the total number of grid-points. of 900 days is computed with the true model. Then the RMSE is calculated for these trajectories with respect to one other true trajectory of observations. The 95% percentile of these values is listed in Table 7 . This table reveals that the supermodel with respect to this climate measure is indistinguishable from the true model. The RMSE value of the imperfect models is significantly larger. Note that the supermodel was not trained to reproduce the observed mean state but apparently training on a 3 day time scale is sufficient. 
Forecast quality
As was done for the Lorenz 63 system, the forecast quality can be measured by calculating the mean squared error between the true trajectory and the trajectory of a model with a slightly perturbed initial condition and then averaging this over a number of forecasts. The mean squared error is taken over all three levels and all spectral coefficients. The number of forecasts is 100 and the distance d between the initial states is 1000 time steps. In Lorenz (1969) it is mentioned that an initial perturbation in as it leads to an almost complete loss of predictability after 14 days.
The forecast quality of the supermodel is not as good as that of the true model, but the supermodel greatly improves the predictability as compared to the imperfect models (Fig. 6) . A supermodel that perfectly resembles the truth cannot be expected Figure 6 . Forecast quality of imperfect QG-models (purple), the QG-supermodel (dark blue), the QG-supermodel generated without the worst imperfect model in forecast quality (medium blue) and the QG-supermodel generated with equal weights (light blue) compared to the forecast quality of the true QG-model (green).
Use of fewer imperfect models
In an additional experiment we left out the imperfect model with the poorest forecast quality in order to test the hypothesis that the addition of a relatively bad model can still improve the forecast quality of the supermodel solution. The same imperfect models from the previous subsection are used. The model with the poorest forecast quality is model 1, so the supermodel is constructed out of models 2, 3 and 4. Note that these three models still span the same uncertainty range in the three parameters.
5
The same CPT training phase is applied.
The forecast quality of the new supermodel has also improved compared to the imperfect models, but is clearly not as good as the forecast quality of the supermodel with inclusion of the worst model (Fig. 6 ). Thus inclusion of relatively bad models can still contribute towards a superior supermodel.
Use of equal weights
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The CPT training provides weights that determine a superposition of models that is capable of following observed trajectories more closely. But to what extend do the values of these weights matter? Is training really necessary? In order to assess this we evaluated the forecast quality of a supermodel with equal weights given to each imperfect model in the superposition. The equal weight supermodel turns out to perform also better than the imperfect models (see Fig. 6 ), but significantly worse than the supermodel with the weights trained by CPT. Hence, training does add value to the quality of the supermodel. In this study we have demonstrated that a new training method based on Cross Pollination in Time leads to a dynamical combination of forecast models (a weighted supermodel) with superior forecast quality and improved climatology. The CPT training is based on short term trajectories only but it turned out that the errors in the climatology are also greatly reduced.
The results indicate that a supermodel with weights trained by CPT can give significantly better predictions than a supermodel 5 consisting of the same imperfect models with equal weights.
State-of-the-art models are far more complex than the examples from this paper but in principle the approach is applicable to state-of-the-art models as well. With an increased number of uncertain parameters, it is to be expected that more imperfect models are required to construct a supermodel with improved prediction skill. This will increase the amount of computation time but if during the CPT training the number of trajectories is pruned back to a single prediction, the computational cost of
CPT grows only proportional to the number of imperfect models.
In this study the imperfect models differed in parameter values only but were structurally identical. In reality, imperfect stateof-the-art weather models differ in structure, generally solving different equations on different grids using different numerical methods. In this case, methods from data assimilation might be used in order to cross states between models as is done by Du and Smith (2016) . Alternatively, a common state space might be defined with models projecting their states into this common 15 state space and the CPT training limited to this common state space.
In the case when a supermodel solution hardly improves the prediction skill as compared to the imperfect models, one might experiment with the introduction of an additional imperfect model that has in some sense the "opposite" error behavior as compared to the other imperfect models. This additional imperfect model can have worse prediction skill but it might still contribute to a superior supermodel solution. For the quasi-geostrophic atmosphere model in this study it was demonstrated 20 that a model with poor forecast quality still contributed towards an improved supermodel.
A remarkable result of this study is that even if only a relatively small part of the attractor is used for training, the method results in a supermodel with improved climatology. There is evidence in Rodwell and Palmer (2007) that climatological errors develop quickly during the first few days of weather forecasts, implying that a short term training can reduce climatological errors. If this result carries over to the state-of-the-art models then computationally expensive long climate simulations as in 25 Shen et al. (2016) can be avoided during training and still improve the climatology of a supermodel using relatively short integrations only.
As indicated above, there are several ways to apply and further develop the CPT training methodology presented in this study.
It is not only applicable to weather and climate models, but also to numerical models of other complex systems, for example economical or biological models. Cross Pollination in Time as applied in this paper is a promising approach to combine models 30 dynamically in order to further improve predictions.
