Abstract. Remotely sensed images from new generation satellites present a n o pportunity for scientists to investigate problems in environmental and earth science which h a ve been previously intractable. The magnitude of data that will arise from these hyperspectral instruments create the need for innovative t e c hniques to accomplish data reduction. This paper presents an algorithm which s h o ws promise as a tool for reducing the dimensionality of data resulting from remote sensing. The optimality criteria for the algorithm is the Bayes Risk in the reduced dimension space.
Introduction
Recently, the University o f T exas at El Paso, through a grant from the National Aeronautics and Space Administration (NASA), created the Pan American Center for Earth and Environmental Studies (PACES). As part of its goals, PACES seeks to establish a repository of remotely sensed and ground-based data to enable scienti c studies of the geologic, ecologic and environmental processes taking place in the area of the Southwestern United States and Northern Mexico 1] .
Current remote sensing imagery result from the processing of data obtained from sensors mounted on satellites with the capability of taking measurements in a limited number of spectral bands. A well known and widely used source of remotely sensed imagery is the Landsat series of satellite launched by NASA 2] . The maximum number of bands associated with the Landsat series of platforms y Emails: fsstarks,vladikg@utep.edu is seven. As a result, for each p o i n t on the earth which w e w i s h t o s t u d y , w e are limited to seven measurements arising from di erent regions of the electromagnetic spectrum. This limitation on the number of measurements often prevents the study of interesting phenomena because the information which w e can obtain via remote sensing is not su cient to discriminate di erent earth features. To improve t h e ability to gather information about our planet, NASA is in the process launching new generation satellites under its Mission to Planet Earth strategic enterprise 3]. Many of these systems will be based upon hyperspectral sensing which will enable the collection of data in the order of several hundred spectral bands 4].
The drastic increase in the amount of data that will be collected make it extremely important to look for new data compression and feature extraction techniques. Currently, a mix of techniques are employed in this area ranging from the heuristic to the highly mathematical. Some are based upon elements drawn from soft computing techniques such as neural nets. In this work, we present a n algorithm which is based upon the minimization of the Bayes risk of misclassi cation which w e i n tend to investigate as a means for reducing the dimensionality o f hyperspectral imagery.
Mathematical Background
In the study of statistical pattern recognition, much a t t e n tion has been focused on the eld of dimensionality reduction. Numerous algorithms have b e e n d e v eloped which are optimal with respect to a variety of criteria. Some criteria include measures of pattern class separability s u c h as the Bhattacharyya distance and the average divergence. Other techniques have their bases in the eld of discriminant analysis. Still other methods are based upon the Karhunen-Loeve expansion and factor analysis. Since the ultimate test of any practical pattern recognition system is its ability to perform accurate classi cation in the reduced-dimension or feature space, it seems natural that a desirable gure of merit for the dimensionality r eduction algorithm is the Bayes risk of misclassi cation in the feature space. The mathematic ground work for this work was laid in a paper by de Figueiredo 5] .
In this report, an algorithm for determining an optimal linear transformation e A from a real n-dimensional Euclidean measure space E n , i n w h i c h t h e r a w data to be classi ed into M (M 2) Gaussian pattern classes appear, to a feature space E m of pre-described dimension m < n , i n w h i c h classi cation is to be performed. We denote the latter space by E m ( e A) to emphasize that the probability measures in E m depend upon the transformation e A. The case in which the dimensionality of the feature space m is unity w arrants special treatment and is described in 6]. In the present p a p e r , w e describe an approach for the case in which m 2.
Let H 1 : : : H M denote the M pattern classes under consideration. We a s s u m e that the class conditional probability density functions f X (x j H j ), j = 1 : : : M on E n to be of the form f X (x j H j ) = ( 2 ) ;n=2 j e R j j ;1=2 exp ; 1 2 (x ; x j ) T ( e R j ) ;1 (x ; x j )
for j = 1 : : : M . Here, x = col(x 1 : : : x n ), and the (n 1) vector x j and the (n n) symmetric positive de nite matrix e R j are the mean and covariance of H j in E n . The superscript T denotes the transpose operator and j e R j j denotes the determinant o f e R j . Upon application of the linear dimensionality reduction transformation A : E n ! E m , the class conditional probability density functions given in (1) 
Description of the Algorithm
The approach used in the formulation of the algorithm under discussion is based upon minimizing the Bayes risk in the feature space under a constraint p l a c e d upon the linear transformation matrix A. W e m a y write the Bayes risk in as
where the probability density functions f Y are expressed as in (2), i (A) i s t h e Bayesian decision region in E m (A) for class H i , and the non-negative n umbers C ij constitute the elements of the Bayes cost matrix. If C ij = 1 ; ij (7) where ij is the Kronecker delta, (6) represents the probability of misclassi cation in E m (A).
Without loss of generality, w e require that the norm of the transformation matrix A remain constant for the duration of the optimization procedure. With this constraint, we construct from (6), under (7), an expression for the Lagrangian 
Implementation of the Algorithm
The algorithm for determining the optimal transformation matrix b
A is based upon an iterative procedure which m a k es use of the expressions for the gradient o f the criterion expressed in (9). The algorithm makes use of a set of labeled ndimensional samples drawn from a training set to calculate the value of the criterion function as well as that of its gradient for a particular choice of the transformation matrix. First the labeled samples are transformed into the m-dimensional feature space using an initial guess for the transformation matrix A 0 . The samples are then classi ed in the reduced-dimension space E m (A 0 ), according to the Bayes decision scheme. The value for the probability of error is then estimated using the formula
where ij is equal to the number of samples from the training set representative o f class H j which are classi ed in E m (A 0 ) as being from class H j , a n d j represents the total number of samples taken from the set representative of class H j .
The value for the criterion function is then calculated by replacing the integral in (8) by e P E (A 0 ). The value for the gradient of (8) is also calculated using the samples from the training set and the formulas (9), (13), (14), and (15).
An unconstrained multivariate optimization procedure such a s t h a t d e v eloped by Fletcher and Powell is then invoked to minimize the criterion function by a djusting the elements of the matrix A 0 based upon the value of the gradient. This process of repeated until convergence is obtained.
The basic algorithm for computing the optimal transformation b A and its corresponding Lagrange multiplier b which minimize (8) It is important to note that at each iterative step, the value of the Lagrange multiplier is updated by the formula 
Also, it should be noted that in block (d) of the above algorithm, a single iteration of the Fletcher-Powell minimization routine is performed by leaving the (m n) components of the transformation matrix A k free to vary and holding k constant. A convergence test may be applied to check whether the optimal A k and k have been found. The convergence test bases its result on the change in A k from one step to the next and on the norm of the gradient.
Summary and Future Work
An iterative algorithm has been presented for the development of a linear dimensionality reduction transformation for the case that the pattern classes are multi-variate Gaussian and the decision strategy is Bayes. Current w ork focuses upon other parametric forms of transformation where the class-conditional probability density functions are non-Gaussian. Application of the current approach t o hyperspectral remotely sensed imagery is under development.
