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We  carried  out stochastic  inversions  of  InSAR  data  to  assess  the  probability  that  pressure  perturbations
resulting  from  CO2 injection  into  well  KB-502  at In  Salah  penetrated  into  the  lower  caprock  seal  above
the  reservoir.  We  employed  inversions  of synthetic  data  to evaluate  the  factors  that  affect  the  vertical
resolution  of overpressure  distributions,  and  to  assess  the  impact  of  various  sources  of  uncertainty  in
prior constraints  on  inverse  solutions.  These  include  alternative  pressure-driven  deformation  modes
within  reservoir  and  caprock,  the  geometry  of a sub-vertical  fracture  zone  in the  caprock  identiﬁed  in
previous studies,  and  imperfect  estimates  of  the rock  mechanical  properties.  Inversions  of ﬁeld  data
indicate  that  there  is  a high  probability  that  a pressure  perturbation  during  the  ﬁrst  phase  of  injectionO2 sequestration
eakage probability
onitoring
extended  upwards  along  the fracture  zone  ∼150  m above  the  reservoir,  and  less  than  50%  probability  that
it reached  the  Hot  Shale  unit  at  1500  m depth.  Within  the  uncertainty  bounds  considered,  we  conclude
that  it is very  unlikely  that the  pressure  perturbation  approached  within  150  m  of  the  top  of  the lower
caprock  at  the Hercynian  Unconformity.  The  results  are consistent  with  previous  deterministic  inversion
and  forward  modeling  studies.
ublis© 2014  The  Authors.  P
. Introduction
Inversion and modeling of the surface deformation caused by
O2 injection at the In Salah ﬁeld in Algeria imaged using Inter-
erometric Synthetic Aperture Radar Interferometry (InSAR) have
emonstrated the potential of InSAR as a powerful, cost effective
ool for long-term monitoring of commercial-scale geological car-
on sequestration in even relatively deep reservoirs. The InSAR
mages have been used as one of the primary data sets in several
nversion and forward modeling studies to map  the spatial distri-
utions of subsurface changes in ﬂuid volume and pressure and
O2 saturation during the ﬁrst period of active injection between
004 and 2007 and the subsequent period of well shut-in. An
mportant consensus of these studies is that the dominant ﬂow
ithin the reservoir in the vicinity of at least one of the In Salah
ells is along a sub-vertical, narrow tabular zone that intersects
he injection interval, and that changes in ﬂuid pressure resulting
rom the injection penetrated up this zone into the lower caprock
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above the storage complex (the sandstone reservoir and the tight
sandstone/siltstone unit overlaying it). However, because the ver-
tical resolution of deformation models constrained by the surface
displacement data is limited, the vertical extent of the pressure per-
turbation remains a subject of debate. The primary objective of the
present paper is to evaluate the inﬂuence of factors speciﬁc to In
Salah on the uniqueness of inverse solutions and forward models
constrained by the InSAR data, and to provide probability estimates
of the depth of overpressure penetration. These provide a quantita-
tive measure of uncertainty that could form the basis for risk-based
decision making.
The In Salah project has been described in several papers (e.g.
Wright, 2006; Ringrose et al., 2009; Vasco et al., 2010), and is brieﬂy
summarized here. In Salah is the world’s ﬁrst industrial-scale CO2
storage project that from 2004 until 2011 injected 3.8 million tons
of CO2 captured from gas produced from the Krechba ﬁeld. The
injection took place through three wells (Fig. 1) into a ∼20 m thick
Carboniferous sandstone formation (C10.2) on the ﬂanks of an anti-
cline at about 1800 m depth. The Krechba stratigraphic section
is summarized in Fig. 2. The storage complex at In Salah com-
prises this sandstone and the sandstone and siltstone unit (C10.3)
overlying it. Above that a 900 m-thick sequence of Carboniferous
mudstones and shales form a lower caprock seal.
Permanent-scatterer InSAR (PSInSAR; Ferretti et al., 2001)
processing of Envisat data carried out by Tele-Rilevamento Europa
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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Fig. 1. Layout of the Krechba ﬁeld. Injector wells labeled in red. (For interpretation
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TRE) for the period from 2003 to early 2009 are described in Vasco
t al. (2008, 2010) and Rucci et al. (2013). This period includes the
rst phase of injection into well KB-502 (Fig. 1), and the subse-
uent well shut-in. Ferretti et al. (2011) describe the SqueeSARTM
rocessing technique used to produce interferograms covering the
econd phase of injection at KB-502 beginning in November 2009.
nSAR processing employing different techniques was  also car-
ied out by MacDonald, Detwiler and Associates in partnership
ith Haliburton-Pinnacle (Davis, 2011) and by Onuma and Ohkawa
2009) and Onuma et al. (2011). General explanations of the basic
heory and implementation of InSAR are given in, for example,
urgmann et al. (2000) and Rosen et al. (2000).
In the ﬁrst study to utilize the InSAR data, Vasco et al. (2008)
nverted a time series of scalar line-of-sight range change (LOS)
Fig. 2. Krechba stratigraphy (courtesy In Salah JIP).reenhouse Gas Control 27 (2014) 42–58 43
measurements between July 2003 and March 2007 to map  ﬂuid
volume and pressure changes resulting from injection into KB-502.
Fluid ﬂow and pressurization were assumed to be restricted to
the primary C10.2 reservoir. However, in a later study Vasco et al.
(2010) interpreted the distinctive double-lobe pattern of InSAR
range change produced by injection into KB-502 as suggestive of
pressure-driven tensile (Mode I) opening of a NW-striking fault or
fracture zone within and/or above and below the reservoir horizon
(see also Morris et al., 2011), and inverted the data for Mode I open-
ing within this zone as well as isotropic volume changes within the
reservoir. The inferred presence of such a zone of high permeability
is consistent with the conclusions of Ringrose et al. (2009) and Iding
and Ringrose (2010) that the dominant ﬂow within the reservoir in
the vicinity of KB-502 was along a near-vertical zone oriented NW,
in the direction of maximum horizontal stress. This interpretation
was subsequently supported by the identiﬁcation of a NW-trending
lineament on 3D seismic surfaces at the top of the C10.2 and on
shallower horizons up to the Hot Shale (Fig. 2) (Gibson-Poole and
Raikes, 2010). The ∼4 km long, ∼300–400 m wide lineament inter-
sects the trace of the horizontal section of KB-502 and coincides
with the trough between the lobes in the InSAR pattern. A similar
feature is seen extending SE from KB-503 on the C20.1 and C20.4
surfaces. The origin of the lineaments has not been determined
conclusively, and their deﬁnition at shallower depths is equivocal.
Interpretation of possible fault or fracture zones – and per-
haps zones of increased ﬂuid saturation – raised the possibility
of CO2 leakage conduits within the lower caprock seal. There-
fore, subsequent inversion and modeling studies have focused on
attempts to constrain the characteristics of these features, the
modes and amounts of deformation within them, and their dimen-
sions. Because the seismic data – at least as currently processed –
do not reliably resolve the sub-vertical linear features at shallower
depths in the lower caprock up to and including the Hercynian
Unconformity (HU), recent studies have focused in particular on
determining the vertical extent of potential high permeability
zones within the lower caprock.
Rucci et al. (2013) inverted two-component (quasi-vertical and
quasi-EW) surface displacements derived from one ascending and
one descending InSAR pair (see Rucci et al., 2013; Wright et al.,
2004) spanning the 2004–2008 time interval. They found that
the best-ﬁtting solutions combined isotropic volume change and
tensile opening conﬁned to 100 m-wide, NW-striking sub-vertical
zones intersecting each of the three injection wells (although they
acknowledge that adding volume change within the reservoir may
further improve the data ﬁts). The combined solution for KB-502
and KB-503 yields a maximum net opening in the zone intersecting
KB-502 of approximately 35 cm,  or a lateral strain of 3.5 × 10−3. The
zone of signiﬁcant opening (>4 cm)  extends about 4 km SE–NW, and
from 400–450 m above the reservoir to 300–350 m below it. The
maximum cumulative dilation is much greater than the 5–6 cm in
the solution of Vasco et al. (2010), but the lateral strain is similar
to the 3.2 × 10−3 obtained by InSAR-constrained hydro-mechanical
modeling by Rutqvist et al. (2011) using a vertical zone 50 m wide
extending 200 m above the injection horizon.
Further, detailed forward modeling studies that incorporated a
narrow vertical permeable zone above the KB-502 reservoir were
carried out by Shi et al. (2012) and Rinaldi and Rutqvist (2013).
Shi et al. (2012) concluded that tensile opening within a 4 km-long,
NW-trending fracture zone (based on Vasco et al., 2010) initiated
within the reservoir around November 2005. History matching of
the calculated bottom hole pressure indicated that pressurization
and fracture opening was conﬁned to the reservoir interval until
March 2006 and then propagated upward into the lower caprock
to attain, in a scenario based on Vasco et al., 2010) and Morris et al.
(2011), a total height of 360 m within and above the C10.2 reservoir
by July 2007. Although the modeling results are consistent with the
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evelopment of the surface uplift pattern over time, the equivalent
racture opening through March 2006 is sub-millimeter, at least
hree orders of magnitude less than that estimated by Rucci et al.
2013) through 2008. However, Shi et al. (2012) argue that this esti-
ate corresponds to only the ﬁrst few months of fracture opening
nd also that the equivalent total aperture change would be larger
f numerous fractures were involved.
Rinaldi and Rutqvist (2013) conducted time-dependent, hydro-
echanical modeling of the KB-502 injection constrained by an
nSAR range-change time series covering the period 2003–2009
nd the pressure and injection rate history at KB-502. Like Shi et al.
2012), Rinaldi and Rutqvist interpreted the injection rate and pres-
ure history and the appearance of the double lobe in the InSAR
ange change as evidence for sudden pressure-induced fracture
pening. Based on Vasco et al. (2010) and the 3D seismic interpre-
ation, a vertical, 3.5 km-long, NW-trending, orthotropic fracture or
amage zone was activated in the lower caprock after the ﬁrst ﬁve
onths of injection. Although they do not report changes in frac-
ure aperture, their base model, in which an 80 m-wide fracture
one extended 350 m above the reservoir, produced good matches
o the pattern of cumulative range change in the vicinity of the
ouble lobe and to the transient evolution of the ground displace-
ent at a point over KB-502 through the well shut-in in July 2007.
 series of sensitivity tests explored the effect of varying the per-
eable fracture zone length, width and, in particular its height.
xtending the fracture zone 700 m above the reservoir produced
uch larger range change amplitudes than observed, while allow-
ng it to penetrate the HU at 900 m and connect with the shallow
quifer produced much smaller amplitudes and a poor ﬁt to the
ange-change time series.
While there is a consensus among the inversion and model-
ng studies that overpressure and ﬂuid penetration into the lower
aprock at KB-502 was conﬁned to a narrow zone that proba-
ly does not extend more than ∼400 m above the reservoir, all
f the papers acknowledge that the inversion solutions or mod-
ling results are subject to signiﬁcant uncertainties. These stem
rom the inherent non-uniqueness in using surface displacements
o constrain sources of subsurface deformation and ﬂuid ﬂow. Non-
niqueness arises chieﬂy from tradeoffs among source location
nd geometry – and particularly source depth – the mode(s) and
trengths of the deformation sources (Rucci et al., 2013), ﬂow prop-
rties (Shi et al., 2012; Rinaldi and Rutqvist, 2013), and the elastic
roperties of the reservoir and overburden (Vasco et al., 2010).
he deformation modes can include pressure-driven isotropic vol-
me  change, tensile opening, and possibly shear displacement
nd shear-induced dilatation. In other words, deformation sources
ocated at different depths and of different sizes and strengths
an produce similar surface deformation patterns. Non-uniqueness
an, in general, only be reduced by adding independent prior con-
traints on the model parameters. Consequently, the accuracy of
n inverse solution or forward model depends heavily upon the
nown or assumed constraints.
The chief independent constraints on the location and geome-
ry of the fault/fracture zones used in the inversions by Vasco et al.
2010) and Rucci et al. (2013) and adopted by Rutqvist et al. (2011),
hi et al. (2012) and Rinaldi and Rutqvist (2013), are the linear fea-
ures identiﬁed in the 3D seismic. Vasco et al. and Rucci et al. further
djusted the lateral dimensions and dips of the fault/fracture zones
o provide initial best ﬁts to the InSAR displacements themselves,
o these constraints are not entirely independent of the data and
re themselves subject to tradeoffs.
Vasco et al. (2010) demonstrated that the elastic model of the
eservoir and caprock can be a signiﬁcant source of uncertainty in
nverse and forward model solutions. They derived a 20-layer elas-
ic model from P- and S-wave velocity logs and density proﬁles from
everal of the Krechba wells (this model was also used by Ruccireenhouse Gas Control 27 (2014) 42–58
et al., 2013), but available velocity logs [provided to researchers
by the In Salah Joint Industrial Partnership (JIP)] are of generally
poor quality above the lowermost caprock (C10.3). Furthermore,
it is difﬁcult in general to relate the dynamic estimates derived
from seismic velocities to appropriate, ﬁeld-scale static moduli (e.g.
Fjaer, 2009; Li and Fjaer, 2012), which are therefore inherently
uncertain. The same uncertainties apply to the six-layer model
(Gemmer et al., 2012) used by Rutqvist et al. (2011) and Rinaldi
and Rutqvist (2013).
The published deterministic inversion studies produced a sin-
gle solution that provides the best ﬁt to the data along with formal
variance estimates within the known or assumed constraints on
the model, and subject to the particular regularization scheme
imposed to stabilize the solution. The solutions described above
do not consider uncertainties in model parameters that are ﬁxed
a priori, and so are not able to explore alternative solutions per-
mitted by the data. The forward models similarly arrive at best-ﬁt
solutions by trial and error. Rinaldi and Rutqvist (2013) did, how-
ever, demonstrate that end-member models provide poor ﬁts to
the observations, particularly if the fracture zone and migration of
CO2 are not conﬁned below the HU at ∼900 m depth.
In order for inversion or modeling results to be of maximum
use in evaluating the performance of an injection operation and
in planning future strategy, uncertainty estimates on the solutions
are needed from which the reliability of the results can be assessed.
Ideally, this requires a comprehensive exploration of the parameter
space (i.e. both the prior constraints and the free model parameters)
to describe the distribution of alternative models that are the most
consistent with the data. In this study we accomplish this by using
a Markov Chain-Monte Carlo (MCMC) stochastic inversion method
that systematically searches the model space by sampling from
uncertainty distributions on the parameters that constitute prior
constraints. We  ﬁrst carried out forward modeling and inversions
to examine the sensitivity of solutions to uncertainties in assumed
prior constraints and the set-up of the inversion problem speciﬁc
to the situation at In Salah. Guided by these initial studies, we then
carried out stochastic inversions of the InSAR data to derive quanti-
tative estimates of the probabilities that the pressure perturbation
driven by injection into KB-502 reached different depths within the
lower caprock.
2. Inversion method
Here we provide a general overview of the MCMC  stochastic
inversion method. Adaptation of the method for application to the
speciﬁc inversion problem at In Salah is described in more detail in
the next section.
The inverse problem can generally be described by letting D and
X denote the data and model spaces, respectively. Then suppose
that there exists a mapping G such that:
d = G(x) (1)
The goal is to ﬁnd models x0 that correspond to the set of obser-
vations, d0. The range of possible solution models, X, is limited by
prior knowledge.
Our implementation of MCMC  is a derivative of the
Metropolis–Hastings algorithm as described by Mosegaard
and Tarantola (1995), and is discussed in detail by Ramirez et al.
(2005). The inversion approach uses a Markov chain process to
control random sampling of the model space, which is effected
by proposing a large number of trial models (realizations), x0.
Within this framework, the solution to the inverse problem is a
Bayesian estimate of the posterior probability density function
(pdf) deﬁned over the space of possible models, X. Then, for any
A. Ramirez, W.  Foxall / International Journal of Greenhouse Gas Control 27 (2014) 42–58 45
Fig. 3. Structural model used in synthetic modeling and stochastic inversions. The model assumes that it is certain that overpressures will exist in the reservoir (red nodes)
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f  the KB-502 injection interval. (For interpretation of the references to color in this
otential solution x0 ∈ X, the method will provide an estimate of
he probability that x0 is the true state of the underlying system.
The MCMC  simulation algorithm proposes sample models
ccording to the unknown posterior distribution. Simulated data
re calculated by running each proposed model through an appro-
riate computational forward model to calculate a measurable
uantity that corresponds to the observed data. The likelihood L(x0)
hat a given model x0 ∈ X produced the observed data is calcu-
ated based on the ﬁt of the simulated data to the observations,
ubject to the prior constraints. Based upon this likelihood, an
mportance-sampling algorithm incorporating a randomized deci-
ion rule accepts or rejects the model for inclusion in the posterior
istribution. The outcome of this decision is also used to determine
ow the next trial model is selected. This procedure is repeated over
ypically ∼105 trials until the chains converge to a stable solution;
.e. all Markov chains are sampling from the posterior distribution.
he ﬁnal inverse solution is the posterior pdf over the range of the
lternative models that are consistent with the measured data and
rior information, which provides a comprehensive description of
ncertainty. Therefore, the stochastic inversions provide quantita-
ive estimates of the reliability and uniqueness of the solutions that
an be obtained from the data and prior constraints.
MCMC  is similar to deterministic inversion (e.g. Rucci et al.,
013) in that both approaches propose trial models and use a for-
ard solver to calculate responses at the observation points that
re compared with the data. However, the two approaches differ
n how the trial models are updated and in the form of the ﬁnal
olution. Speciﬁcally, the MCMC  random model generator replaces
he deterministic updating scheme, and the MCMC  solution is a pdf
eﬁned over the model space whereas each deterministic inversion
elects a single model that best explains the data.
.1. Adaptation of MCMC  to inversion of In Salah InSAR data
In the case of In Salah each source model is a 3D distribution of
uid overpressures (pressure plume) induced in the subsurface by
O2 injection. Prior knowledge is provided by the injection pres-
ure history, the location of the injection interval, and well and
eophysical data on both the locations and geometries of the reser-
oir and possible high permeability zones in the lower caprock and
ock mechanical properties. The location of the injection interval
nd the injection pressure govern the generation of randomized
ressure plume realizations.
The base structural model of the reservoir and caprock in theicinity of well KB-502 is shown in Fig. 3. The reservoir is modeled
s a 20 m-thick layer. Based on well and seismic data (Vasco et al.,
010; Morris et al., 2011), a NW-trending, 500 m-wide vertical zone
f potentially enhanced permeability intersects the reservoir ander caprock (green nodes). The horizontal black line shows the approximate location
e legend, the reader is referred to the web version of the article.)
extends through the caprock to the HU at 850 m depth. The caprock,
reservoir and underburden are treated as an homogeneous elastic
half-space with depth-averaged moduli based on the Statoil six-
layer reference model as presented in Rinaldi and Rutqvist (2013,
Table 2).
Fig. 4 shows the computational steps in the MCMC  procedure as
adapted for In Salah inversions. Realizations of 3D pressure plumes
are built within the structural model from one or more contiguous
ellipsoids (Fig. 4, step A). The ellipsoids represent either zones of
isotropic volumetric inﬂation/deﬂation or, by constraining one axis
of the ellipsoid to be very small, deformation of planar fracture-like
sources. The ellipsoids can rotate about any axis, translate, change
size and ellipticity and change pressure from one trial source con-
ﬁguration to the next. The number of ellipsoids in a given plume
and the overpressure values assigned to each ellipsoid can change
from iteration to iteration. Each ellipsoid is mapped to a set of
nodes in the 3D inversion grid, and each node is treated as a point
pressure-driven deformation source within the plume.
At least one of the ellipsoids in a proposed overpressure plume is
connected to the injection interval within a given injection well. To
ensure that the number of degrees of freedom remains constrained,
all of the grid cells in each ellipsoid are assigned a discrete category
value representing ﬂuid overpressure at each iteration. For exam-
ple, if the set of category values for overpressure is {A, B, C}, then:
A → P1, B → P2, C → P3, where the Pi represents discrete,
non-zero overpressure values assigned to grid nodes located within
an ellipsoid. The remaining grid nodes are assigned zero overpres-
sure. The maximum allowable overpressure is the injection bottom
hole pressure.
Point deformation sources can be isotropic volume changes
(henceforth referred to as dilatational sources) or tensional open-
ing/closing (Mode I). In general, isotropic volume change is more
likely in porous media such as the reservoir layer and tensional
opening/closing more likely in fault or fracture zones. We  did not
include pressure-activated shear sources because the trend of the
fault/fracture zone suggested by the seismic and InSAR data is NW,
along the direction of maximum horizontal compressive stress, and
therefore as a whole is not favorably oriented for shear activa-
tion. It is conceivable, however, that the zone contains en echelon
arrays of small faults or fractures that are favorably oriented for
shear activation, so this model could be investigated in a future
study.
The mode of deformation assigned to each point source depends
on its location on the grid. Arbitrarily shaped inversion grid sec-
tors are speciﬁed, each of which is assigned a speciﬁc deformation
mode. For example, we could specify that point sources located
within the horizontal reservoir layer are dilatational and, if the
pressure plume extends within an enhanced permeability zone into
46 A. Ramirez, W.  Foxall / International Journal of Greenhouse Gas Control 27 (2014) 42–58
Fig. 4. Schematic of the MCMC procedure as adapted for inversion of In Salah InSAR data. The process starts (upper left) by proposing pressure plume realizations that
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tonor  simple rules. Realizations that are consistent with the reservoir model (step
cceptably close to the observations become part of the posterior distribution.
he caprock, those within the zone are tensional. The strikes and
ips of tensional sources can be ﬁxed at user-speciﬁed values or
an vary according to the orientation of the ellipsoids within which
hey are located.
An initial decision to accept or reject a pressure realization is
ased on the consistency of the proposed model with the base
odel (Fig. 4, step B). In the base model it is assumed a priori that
ressure changes have a high probability of occurring in the reser-
oir, a moderate probability of occurring in the potential vertical
ault/fracture zone, and a very low probability of occurring else-
here. Fig. 3 illustrates how these probabilities are represented
n the computational grid. Grid nodes that have a non-zero prob-
bility of experiencing pressure changes as a result of injection
re shown in either green or red, and zero-probability nodes are
endered transparent. For example, in the model shown pressure
hanges are twice as likely to occur within the reservoir horizon
red nodes) than within the vertical fracture zone (green nodes).
roposed pressure plumes that encompass transparent nodes are
enalized whereas models that encompass green or red nodes are
ncouraged.
The accept/reject decision employs the Metropolis–Hastings
lgorithm mentioned above using likelihoods calculated from the
t of the proposed realization to the node probabilities in the base
odel. Grid nodes having non-zero overpressure in the realization
re assigned a value of 1 while all other nodes are set to zero. The
ikelihood is calculated by comparing these node values to the cor-
esponding base model node probabilities. Proposals that are fully
ontained within the base structural model yield the largest like-
ihoods, the likelihood falling off in proportion to the fraction of
he model realization that falls outside the base model. If the cur-
ent proposal is rejected, then the inversion process reverts back to
tep A, where a new realization is generated by perturbing the last
rial to be accepted according to a randomized rule (see Ramirez used to predict InSAR data (step E). Realizations that produce InSAR data that are
et al., 2005). If the proposal is accepted, synthetic InSAR data
are calculated at the surface observation points by summing the
displacements generated by the pressure-driven point deformation
sources according to the deformation modes assigned to each node.
The elastic moduli used in these calculations are randomly sam-
pled from a prior distribution. The forward calculations are carried
out using the Lawrence Livermore National Laboratory (LLNL) code
SYNEF (unpublished), which computes displacements, tilts, strains
and stresses throughout a 3D linear elastic half-space employing, in
the present case, Green’s functions derived by Okada (1985, 1992)
for dislocations embedded in an homogeneous elastic half-space.
Both InSAR line-of-sight range change and quasi-vertical and quasi-
EW displacement components can be calculated, given the SAR
acquisition geometry (see Rucci et al., 2013).
Both isotropic volume change and Mode I opening are calcu-
lated from pressure change without considering poroelastic effects.
Mode I displacements are derived approximately from the opening
of an equivalent pressurized elliptical crack having the same surface
area and internal volume as the dislocation. The opening displace-
ment (i.e. relative displacement of the two walls) of a ﬂat elliptical
crack lying in the z = 0 plane under uniform internal pressure is
given by (Green and Sneddon, 1950; Mura, 1987).
uz(x, y) = 2(1 − )

b
E(k)
[
1 − x
2
a2
− y
2
b2
]1/2
p (2)
where a and b are the semi-major and -minor axes of the ellipse,
respectively,  Poisson’s ratio,  the shear modulus, p the pressure,
and E(k) a complete elliptical integral of the second kind. The open-
ing is elliptical with maximum displacement at (x, y) = (0, 0) given
by
u0z =
2(1 − )

b
E(k)
p (3)
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Fig. 5. Plan (top) and perspective (bottom) views of the 3 three overpressure models used in the synthetic modeling. The height of the box is 1020 m. The green and pink
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The uniform opening of the equivalent dislocation can then be
alculated as
d
z =
2
3
u0z (4)
The same procedure as in step D (Fig. 4) is employed in the ﬁnal
ecision to accept or reject a realization based on a likelihood cal-
ulated from the ﬁt of the synthetic InSAR data to the observations
Fig. 4, steps F and G). Proposed pressure models accepted at this
tage become part of the posterior distribution.
. Application to In Salah
We  use MCMC  to systematically assess uncertainties in invert-
ng InSAR-derived surface displacements to map  the evolution of
he pressure distribution from injection at In Salah well KB-502.
ur primary focus is on assessing factors that inﬂuence the vertical
esolution attainable with the available data and prior constraints.
he study is conducted in three parts: (1) sensitivity analyses using
ynthetic reservoir and caprock models to represent likely reservoir
cenarios; (2) stochastic inversion of synthetic data to evaluate the
mpacts of various sources of uncertainty; and (3) stochastic inver-
ions of ﬁeld data to estimate the probabilities that the pressure
lume penetrated to different depths within the caprock and to
ifferent distances laterally within and above the reservoir.
.1. Synthetic models
.1.1. Sensitivity analyses using candidate In Salah scenarios
As discussed in Section 1, the ability of InSAR data to resolve the
xtent of overpressure or ﬂuid penetration into the lower caprock
bove the In Salah reservoir is inherently limited, but supplying
dditional prior constraints on the inverse problem can reduce the
rade-offs responsible for non-uniqueness and hence improve ver-
ical resolution. In the simple synthetic analyses described here
e examine the sensitivity of surface displacement patterns and
mplitudes to prior constraints on the characteristics and distribu-
ions of deformation sources and overburden properties in order to
valuate their potential effectiveness in reducing non-uniqueness
n inverse solutions. The surface displacement patterns were cal-
ulated using analytic Green’s function solutions implemented in
he SYNEF code described earlier.We  consider ﬁrst the sensitivity of surface displacements to
election of the deformation modes that characterize different parts
f the overall plumbing system. As argued earlier, the two  most
ikely modes of deformation resulting from injection at In Salah arectively: Model 1 (left), overpressure zone is fully contained within the reservoir;
; Model 3 (right), overpressure extends 940 m from the reservoir to reach the HU.
 the web version of the article.)
volumetric dilatation and tensional opening in Mode I. Dilatation is
commonly associated with ﬂuid ﬂow through porous media, while
Mode I opening occurs when increased ﬂuid pressure forces apart
the opposite faces of fractures and faults (i.e. the displacement is
normal to the fracture plane). Therefore, likely In Salah scenarios
are those that include dilatational deformation within the relatively
permeable C10.2 reservoir together with fracture opening within
the vertical zone interpreted from the 3D seismic data. Although
both modes of deformation may  occur both within the reservoir
and caprock (e.g. Shi et al., 2012; Rucci et al., 2013), we examine
cases in which only one deformation mode is active in each zone.
Our objective is to evaluate whether changes in the InSAR pattern
resulting from the different scenarios are sufﬁciently distinctive
to discriminate between the scenarios, and particularly to resolve
the height of the pressure perturbation above the reservoir. We
also examine the sensitivity to overburden elastic properties, and
evaluate the resolving power of two-component displacement data
compared with scalar LOS range changes.
3.1.2. Distribution of dilatational and opening-mode deformation
sources
Fig. 5 shows plan and perspective views of the three synthetic
models used for this study. The green and pink elements indicate
the pressurized region in the reservoir and caprock fracture zone,
respectively. Model 1 assumes that the over-pressurized zone is
fully contained within the reservoir, so that only green elements
contribute to the deformation ﬁeld. Models 2 and 3 assume that
the over pressured zone extends from the reservoir 300 m and
940 m into the lower caprock, respectively, so that green and pink
elements both contribute to the deformation.
Fig. 6A shows InSAR LOS displacements calculated from Models
1 to 3 for a deformation scenario in which the mode of deformation
in both the reservoir and caprock is dilatational. The three panels
show how the surface range-change pattern varies as the overpres-
surized zone migrates upwards from the reservoir into the lower
caprock. The pattern becomes more elongated SE–NW as the pres-
sure plume migrates upwards along the fracture zone, and range
change amplitudes increase signiﬁcantly. Since there is only a mod-
est change in the InSAR pattern, particularly between Models 1 and
2, the primary indicator of upward pressure migration when only
dilatation drives the deformation is an increase in the overall ampli-
tude of the InSAR signal. However, higher amplitudes could also
be produced by increasing the reservoir pressure without signiﬁ-
cant migration up the fracture zone, and this tradeoff degrades the
ability to resolve the vertical extent of the plume.
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Fig. 6. Calculated InSAR range change for Models 1–3 (left to right) for 3 deformation scenarios: (A) all deformation sources in reservoir and caprock are dilatational; (B) all
deformation sources in reservoir and cap-rock are Mode I; and (C) deformation sources in the reservoir are dilatational and Mode I in the caprock. Positive range change
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Fig. 6B corresponds to a scenario that has only opening-mode
ources in both the reservoir and damage zone. All three synthet-
cs exhibit the double-lobed pattern seen in the InSAR LOS data
bove KB-502 (Vasco et al., 2010), showing that such a double-
obe pattern can be created even by areally distributed Mode I
ources conﬁned to the reservoir layer. Even though the maximum
mplitude increases (in these synthetics) from 0.3 mm to 5 mm,
he change in the displacement pattern as the pressure anomaly
igrates upwards into the lower caprock is relatively slight. There-
ore, the same tradeoff between overpressure and depth applies to
his scenario as to the ﬁrst, suggesting that in general it would be
ifﬁcult to resolve the pressure plume’s vertical extent when the
ame mode of deformation occurs within both the reservoir and
amage zone.
The third scenario (Fig. 6C) has only dilation in the reservoir and
racture opening within the lower caprock damage zone. This is the
ame basic model as that used by Vasco et al. (2010). In this casete that the color scale (range change in m)  is different for each of the images. The
re plumes. The thick black line shows the location of a hypothetical injection well.
 the web  version of the article.)
there are signiﬁcant changes in the range-change pattern as the
pressure anomaly migrates upwards into the lower caprock, even
though the amplitude changes are relatively small. The changes
in the LOS displacement pattern are less likely to be produced by
tradeoffs between overpressure magnitude and caprock penetra-
tion, which suggests that in this dual-source scenario the InSAR
data can provide improved constraint on the vertical extent of a
pressure perturbation.
Fig. 7 compares the observed range change above KB-502
between March and July 2007 with synthetics calculated from dual-
source and opening-mode only scenarios. All three images show
double lobed patterns having similar orientations. However, the
dual-source scenario produces an InSAR image that is most simi-
lar in both its pattern and amplitude to the observations, while the
opening-mode only scenario produces a subsidence trough that is
not present in the real data. These comparisons suggest that the
combination of dilatational and opening-mode sources described
A. Ramirez, W.  Foxall / International Journal of Greenhouse Gas Control 27 (2014) 42–58 49
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zig. 7. Comparison between observed range changes derived from Envisat data abo
nd  Mode I sources in the reservoir and fracture zone, respectively (middle), and Mo
anel  shows the transect line used for Fig. 8.
bove is one model that is compatible with the observations, in
hich case the InSAR data should provide a modest degree of con-
traint on the pressure distribution at depth.
.1.3. Sensitivity to elastic properties
The sensitivity of surface displacements to the elastic property
odel is illustrated in Fig. 8. The curves show LOS displacement
roﬁles along the transect line indicated by the white dashed line
n Fig. 7. The left proﬁle plots displacements for the three pressure
istribution models using the dual-source scenario. Note that the
aximum difference between the curves is approximately 4 mm.
he plot on the right shows three curves all calculated using the
odel having pressure penetrating 300 m above the reservoir, but
ith different values of the half-space shear modulus. The center
urve corresponds to the base half-space elastic model (shear mod-
lus 3.38 GPa); the bottom and top curves were calculated using
hear modulus values double and half the base value, respectively.
he maximum difference between the upper and middle curves
s similar to the difference between the curves for the different
odels. This demonstrates that relatively modest changes in the
ssumed elastic moduli introduce signiﬁcant uncertainties in calcu-
ated surface displacement amplitudes that can result in tradeoffs
ith the depths of pressure perturbations. Uncertain poroelastic
ig. 8. Sensitivity of InSAR range change to uncertainties in overburden properties. (Left
he  three dual-source models. (Right) Variation in range change along the same transect f
alf-space elastic model (solid curve), and double (dotted) and half dashed) the base shear
one.-502 between March and July 2007 (left) with synthetics calculate from dilatational
ource in both the reservoir and fracture zone (right). The dashed line on the middle
properties can also affect surface displacement estimates but their
effects were not evaluated in this study.
3.1.4. Two-component displacement data
Fig. 9 shows the quasi-vertical and quasi-horizontal displace-
ments generated by Models 1 to 3 assuming the dual-source
scenario. The quasi-vertical displacements are similar to the range
changes shown in Fig. 6. The horizontal displacement pattern
progressively rotates as the pressure perturbation penetrates to
shallower depths, but the difference between the Model 1 and 2
patterns is subtle. However, even though the horizontal displace-
ments produced by the given source geometry are less sensitive to
the height of the pressure plume, they add independent informa-
tion to the inversion and therefore hold some potential to improve
vertical resolution.
In summary, the synthetic forward modeling described above
leads to the following general conclusions: (1) Dual-mode models
that combine dilatational source restricted to the horizontal reser-
voir with opening-mode sources restricted to a narrow tabular
zone in the caprock produce surface displacements that are most
compatible with the InSAR observations on the vicinity of KB-502,
and therefore have potentially greater power to resolve the vertical
extent of pressure plumes. Conversely, it is difﬁcult to discriminate
) Variation in line-of-sight range change along the transect line shown in Fig. 7 for
or Model 2 (pressure penetrates 300 m above the reservoir) calculated for the base
 modulus value. The black dotted line indicates the position of the vertical fracture
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Fig. 9. Quasi-easterly (left) and quasi-vertical displacements (right) calculated for
models 1–3 (top to bottom) and the dual-mode scenario. Positive vertical displace-
ments indicate uplift and positive Easterly displacements indicate movement to the
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etween the heights of pressure perturbations when only one
ode of deformation occurs in both the reservoir and the vertical
one; (2) uncertainties in elastic properties introduce trade-offs
hat degrade the ability to resolve (in any inversion approach)
he vertical extent of a pressure plume; and (3) two-component
isplacement data hold some potential for improving vertical
esolution beyond that attainable with InSAR scalar range changes.
e further examine each of these factors in the following section
y carrying out MCMC  inversions of the data calculated using the
ynthetic models.
.2. Stochastic inversions of synthetic data
We  carried out inversions of synthetic data to evaluate the
mpact of various sources of uncertainty on the resolution of over-
ressure migration into the lower caprock. The inversion domain
ncompasses the same volume as shown in Fig. 3, and is dis-
retized into 30 × 25 × 50 grid cells in E, N and depth, respectively
node spacing 200 m × 200 m × 20 m).  For these inversions, we
ssume that the elastic properties of the reservoir and caprock arereenhouse Gas Control 27 (2014) 42–58
uncertain, so at each iteration the shear modulus value is sampled
from a uniform distribution between 3.00 and 3.76 GPa, centered
on the base value of 3.38 GPa used to generate the synthetic data.
The Poisson ratio is likewise sampled from a uniform distribution
between 0.27 and 0.285. The strike and dip of all opening fractures
are ﬁxed at 315◦ and 90◦, respectively.
The models produced by the inversion contain pressure pertur-
bation amplitudes distributed in 3D space. However, our main goal
in this study was to estimate the probability of pressure leakage.
Thus, we  chose to post-process the pressure models in the posterior
distribution to calculate the probability of pressure leakage away
from the reservoir and the images presented show probabilities
rather than pressure. Alternatively, one could use the pressure per-
turbation models to estimate the state (opening or closing) of the
fracture(s) and the contribution of fracture opening to the surface
deformation.
The posterior pdf (solution) obtained from each inversion con-
tains between 45,000 and 90,000 models. Each inversion used eight
compute cores running for about 16 h. To carry out the resolution
assessments we  calculated two simple probability measures. In the
ﬁrst of these, we selected the top 3% of the models in each pdf that
best ﬁt the data and used this subset to estimate a measure of the
probability that a pressure perturbation is present at each node in
the grid. These estimates are determined by counting the number of
models that have non-zero pressure within each grid cell. The prob-
ability measure is estimated simply by normalizing the counter
value for each cell by the maximum counter value. In other words,
the probability that a pressure perturbation is present within the
cell having the greatest counter value is assumed to be 1.0, and the
probability measures for all the other cells are calculated relative
to that cell.
Fig. 10 shows the probabilities obtained by inverting synthetic
LOS data from Models 1 to 3 and using the dual-source scenario. The
horizontal slices at reservoir level show that cells having non-zero
probabilities are largely conﬁned within the lateral boundaries of
each model. Vertical smearing of the pressure perturbation is evi-
dent in the vertical sections for Models 1 and 2, with probabilities
greater than ∼0.7 concentrated within the vertical fracture zone,
above the reservoir. These results indicate that we can expect the
horizontal resolution attainable by inversion of InSAR data to be
signiﬁcantly better than the vertical resolution. However, for these
representative synthetic cases, cells having probabilities greater
than 0.5 do not extend vertically more than about 200 m above
the upper boundaries of the two  models, showing that the vertical
resolution is only moderately degraded. Similar results (not shown)
are obtained for purely dilatational synthetic models, but in these
cases the cells having the highest probabilities are systematically
located above the reservoir layer and the solution for Model 1 is
smeared to a signiﬁcantly greater height than in the dual-source
case.
Results of inverting synthetic quasi-EW and quasi-vertical dis-
placements are shown in Fig. 11. While these results reinforce the
main conclusion that the resolution in the solutions is better hor-
izontally than vertically, it is perhaps surprising that, given the
additional information provided by the quasi-EW component, the
vertical resolution is noticeably worse than that obtained from the
equivalent LOS displacements, especially above the top of Model 2.
At present, we  have not ascertained the cause of this.
The second probability measure employed estimates the proba-
bility that a pressure perturbation extends to a given depth within
the lower caprock, regardless of where that occurs in the 3D grid.
For this estimate the top 3% of the models in the posterior pdf that
best ﬁt the data are again used. The number of nodes at each depth
having non-zero overpressure is counted and then normalized to
the count for the reservoir level. Therefore, the probability of a pres-
sure perturbation at reservoir depth is 1.0, and the probabilities at
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Fig. 10. Results of inverting synthetic InSAR range-change data generated by the three synthetic reservoir models shown in Fig. 5 and a dual-source scenario. The plots show
the  probability that the pressure plume exists at each node in the inversion grid (see text). (Top) Horizontal slices located at reservoir depth. White outlines superimposed
on  each plot outline the true shape of the pressure perturbation at the depth of the slice. The dashed line shows the location of vertical slices (bottom) (vertical exaggeration
9×).
Fig. 11. Results of inverting synthetic two-component displacements generated as for Fig. 10. See Fig. 10 caption for explanation.
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Fig. 12. Estimates of probability that a pressure perturbation exists in the synthetic inverse solutions from: (A) LOS data and a dual-source scenario; (B) LOS and dilatational
source  only; (C) quasi-EW and quasi-vertical displacements and a dual-source scenario; (D) as in C with shear modulus uncertainty of −50% to +100% (the shear modulus
variation for (A, B, C) is ±11%). Blue, green, and red curves correspond to Models 1, 2 and 3, respectively. Dashed horizontal lines indicate, from deep to shallow, the tops of
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ther depths are estimated relative to the reservoir. The resulting
lot of this probability measure as a function of depth provides a
etter vertical resolution metric – and one that is easier to visualize
 than the slices shown in Figs. 10 and 11 because all of the nodes
t each depth contribute to a single probability estimate. Plots of
his second probability measure are shown in Fig. 12.
Fig. 12A shows the probabilities estimated for an inversion of
ynthetic LOS data generated using the dual-source scenario. If the
ertical resolution were perfect, the curve for Model 1 (blue) would
ook like a delta function with probability 1.0 at the reservoir depth
nd zero elsewhere (this is also applies to panels B–D). In fact, the
robability at the reservoir depth is 1.0 but non-zero at shallower
epths; for example, there is a probability of 0.6 that the plume
xtends to 1700 m depth, indicating somewhat limited resolution,
ut a probability of only 0.1 that it extends to 1500 m and zero
robability that it extends to the HU. The Model 2 result (green)
ives the probability of the pressure perturbation being conﬁned
elow 1500 m as 0.5, but the probability that it reaches 1100 m
s less than 0.05. For Model 3 (red) the probability of the plumeterpretation of the references to color in this ﬁgure legend, the reader is referred to
reaching depths as shallow as 950 m is 0.9 or higher, and 0.75 that
it reaches the HU.
The probability curves in Fig. 12B result from inversion of range
changes using only dilatational sources. The vertical resolution
for Models 1 and 2 is signiﬁcantly poorer than achieved with the
dual-source scenario. For example, the solution for Model 1 has a
probability of 0.6 that the pressure perturbation reaches a depth
of 1600 m,  compared with 0.25 for the dual-source scenario. While
the probability that in the Model 2 solution the pressure pertur-
bation is present at 1500 m – the correct upper limit – is much
higher than seen in Fig. 12A, the pressure distribution is smeared
vertically, resulting in much higher probabilities also at depths as
shallow as 1300 m.
Fig. 12C shows the probabilities resulting from an inversion
of two-component displacements using the dual-source scenario.
Comparing with Fig. 12A, we  see that the blue and red curves are
similar, suggesting that range change and two-component data
yield comparable vertical resolution for Models 1 and 3. In con-
trast, the curve for Model 2 is similar to that in Fig. 12B above
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tig. 13. KB-502 wellhead pressure (top) and injection rate (bottom) as a function o
nversions. (For interpretation of the references to color in this ﬁgure legend, the re
500 m,  again indicating degraded vertical resolution above this
epth compared with the LOS solution in 12 A and consistent with
he interpretation of Fig. 11. However, the separation between
he depths corresponding to the highest probabilities (say above
.75) is wider in Fig. 12C, which suggests that inversions of two-
omponent data may  be more effective in discriminating between
 pressure perturbation that is conﬁned to the reservoir from one
hat extends a few hundred meters above it.
These synthetic results strongly suggest that inversions of
ither scalar range change or two-component displacement data
hould be capable of distinguishing a pressure perturbation that
pproaches the HU from one contained below a depth of ∼1500 m,
nd probably even 100–200 m shallower. While the solutions
erived for Models 1 and 2 are distinct in these noise-free syn-
hetic cases, the vertical resolution attainable with real data is likely
o be degraded so that it is less certain whether it will be possi-
le to discriminate between pressure perturbations that extend
o different heights within the lower caprock below a depth of
bout 1500 m.  The results also suggest that two-component dis-
lacements derived from InSAR may  improve vertical resolution to
ome extent; however, this conclusion is less than deﬁnitive, which
ay  be consistent with the relatively low sensitivity of horizon-
al displacement patterns to the different source models (Fig. 9).
inally, base models that include both opening-mode and dilata-
ional sources appear to be more effective in resolving the vertical
xtent of a pressure plume.
Considering the uncertainty in deriving elastic properties for In
alah discussed in the Introduction, the ±11% variation in shear
odulus assumed so far in inverting the synthetic data is proba-
ly overly optimistic. Fig. 12D shows the results of carrying out the
ame inversion used to produce Fig. 12C but sampling the shear
odulus from a uniform distribution between 1.69 and 6.76 GPa
−50% to +100%), which is probably more realistic. These inver-
ions also allowed random (uniform) variation in Poisson’s ratio
n the range 0.27–0.285. The probability curves for Models 1 and are fairly similar to those in Fig. 12C. The curves for Model 2 are
arkedly different; the effect of the greater uncertainty is to ﬂatten
he curve so that the Model 1 and Model 2 curves are much closer
ogether (this is probably true in general for the entire range ofe. The light blue boxes deﬁne the time intervals of the In SAR images used for the
s referred to the web version of the article.)
probabilities, as the steps at probability values of 0.45 and 0.75 are
likely sampling artifacts in this particular inversion). This suggests
that it would be quite difﬁcult to discriminate between Models 1
and 2 given a large uncertainty in elastic properties. However, even
given an uncertainty as large as this, it should still be relatively easy
to discriminate both of the other models from Model 3.
4. Stochastic inversions of In Salah ﬁeld data
We inverted subsets of the In Salah InSAR data set over three
time intervals beginning at the inception of injection at well KB-
502 in August 2005 and ending in August 2010. We  focused on
the response to injection in KB-502 in order to provide a basis for
assessing the likelihood that the CO2 plume penetrated above the
storage volume into the lower caprock, and, if so, the likely vertical
extent of penetration. Since the inversions of InSAR data constrain
only changes in the ﬂuid pressure or volume distribution in the
subsurface, they can provide information about the horizontal and
vertical extents of pressure perturbations that can be used indi-
rectly, for example as constraints on ﬂow modeling, to investigate
the distribution of actual CO2 saturation.
The time periods covered by the three InSAR data sets are
shown relative to the KB-502 injection history in Fig. 13. All of
the InSAR data, shown in Fig. 14, were processed by TRE and
made available by the JIP. The data sets covering the time inter-
vals June 2005–August 2006, during the ﬁrst phase of injection, and
December 2007–June 2008, during shut-in, comprise the Envisat C-
band permanent scatterer (Ferretti et al., 2001) range change data
described by Vasco et al. (2008, 2010). The estimated standard devi-
ation of these data is in the range 1.0–2.5 mm (Rucci et al., 2013).
The third data set covers the time interval November 2009–July
2010 during the second injection phase, and comprises quasi-EW
and quasi-vertical displacements derived from ascending and des-
cending Cosmo-SkyMed (X-band) interferograms processed using
TRE’s SqueeSARTM method, which integrates information from both
permanent and distributed scatterers (Ferretti et al., 2011). Rucci
et al. (2013) describe the method used to extract the two displace-
ment components (from Envisat data in their case). The standard
deviations of the Cosmo-SkyMed displacement measurements are
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Fig. 14. InSAR images used for inversions over three time periods. (Top) Envisat Track 294 PSInSAR range changes between June 2005 and August 2006 (left) and December
2007  and June 2008 (right). (Bottom) Quasi-vertical (left) and quasi-east-west (right) displacements derived from SqueeSAR® processing of Cosmos-SkyMed data. The white
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bolored pixels have been removed because they show displacements that are likely
stimated to be less than 3 mm (A, Rucci, TRE, personal communi-
ation). The range-change and two-component displacement data
ere both re-sampled on to 100 m × 100 m grids.
.1. Model set-up and choice of constraints
We  used the insights developed from the synthetic data inver-
ions to guide the inversions of the ﬁeld data. The 3D inversion
omain and grid are identical to those described above. We  ﬁrst
xperimented with different inversion constraints and inversion
et-ups (i.e. the way pressure models are sampled) to evaluate their
mpacts on pressure perturbation probability estimates.
Preliminary work (J. White, LLNL, personal communication) had
ndicated that the Gemmer et al. (2012) reference model may
verestimate the caprock stiffness, and that a uniform reduction
y a factor of 0.5 appeared to provide a better ﬁt to observed
ange-change amplitudes. Metrics generated as part of the MCMC
rocedure also indicated that the lower stiffness values produced
etter ﬁts to the data. Therefore, in the inversions discussediated with surface processes such as seasonal moisture changes in wadis.
below the shear modulus was sampled from a uniform distribution
between 0.3 and 2.0 GPa.
Fig. 15 shows probability estimates derived from the June
2005–August 2006 range-change data using various model set-ups.
The curves indicate that the probability that the pressure pertur-
bation reached the HU is 10% or less regardless of the assumed
constraints, and the probabilities estimated from all of the solu-
tions fall of rapidly across the bottom 400 m of the caprock (depth
range 1400–1800 m).  The results of inversions that employed the
dual-source scenario and six ellipsoids to represent the overpres-
sure distribution (green and blue curves) have a probability of about
0.5 that the pressure perturbation is present at the Hot Shale (depth
1500 m),  falling to 0.3 at 1400 m.  The inversion employing only
dilatational sources (dashed curve) results in a probability of 0.25
at 1500 m.In one of the trial inversions (solid blue line) the strike and dip
of opening-mode sources were randomly sampled from uniform
distributions over the ranges ±180◦ and ±90◦, respectively. The
opening-mode strike and dips for all models in the posterior pdf
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Fig. 15. Probability that the pressure plume extends to different caprock depths
derived from inversion of range-change data for the period 6/2005–8/2006. Solid
curves correspond to inversions using the dual-source scenario. The inversion cor-
responding to the solid blue curve allowed the strikes and dips of opening-mode
sources to vary, while in the inversions resulting in the green and red curves they
were held ﬁxed at the strike and dip reported by Iding and Ringrose (2010). Dashed
curve corresponds to an inversion using only dilatational sources. The depths of the
reservoir (C10.2), Hot Shale, and HU are shown for reference. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web  version
of  the article.)
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Fig. 16. Histograms of strike (top) and dip (bottom) recovered by a stochastic inver-
sion in which the strikes and dips of opening-mode sources were sampled from
uniform distributions over the ranges ±180◦and ±90◦ ,  respectively. The red dashed
lines indicate the predominant fracture strike and dip angles reported by Iding and
approaches within 150 m of the HU is less than 0.15. Comparison ofre plotted in Fig. 16. The two predominant modes in the strike
istogram at about 130◦ and 300–325◦ are close agreement with
he predominant fracture strike orientations found by Iding and
ingrose (2010) from analysis of core and image logs from KB-502.
ding and Ringrose reported that fractures are dominantly sub-
ertical, which we interpret as dips in the range 75–90◦. This range
ncompasses the two predominant peaks in the dip histogram. The
redominant strikes and dips recovered by the stochastic inversion
re also in reasonable agreement with those found by Rucci et al.
2013) to provide an optimal ﬁt to the InSAR data. Therefore, we
udged it valid to constrain the strike and dip used in the inversion
o be 318◦ and 90◦, respectively, in order to reduce the number of
egrees of freedom and trade-offs that might limit resolution. The
robabilities that result from applying these constraints are shown
y the green curve in Fig. 15.
The most signiﬁcant differences remaining after applying the
eometrical constraints are the pressure perturbation probabili-
ies at depths between 1300 m and 1550 m.  Given the apparently
oorer vertical resolution obtained using only dilatational sources
n the synthetic tests, we elected to use the dual-mode scenario
or the ﬁnal inversions of the In Salah data. Signiﬁcant differences
n the probabilities within the same depth range also result from
sing a maximum of six compared with a maximum of three ellip-
oids to represent overpressure distributions. We  chose to allow
he inversions to use up to six ellipsoids to provide better spatial
ampling of pressures.Ringrose (2010). (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of the article.)
4.2. In Salah inversions for three time periods
Fig. 17 shows probabilities that a pressure perturbation exists
according to the ﬁrst probability measure described previously,
calculated from the inverse solutions for the three time periods
deﬁned in Fig. 13. The top row in Fig. 17 shows horizontal slices
at the reservoir level and the bottom row vertical slices along W-E
transects for each time period. Fig. 18 shows probabilities that a
pressure perturbation exists as a function of depth (second proba-
bility measure) for the three periods. The blue curves result from
inversions that sample from a shear modulus range (2–7 GPa) that is
representative of the Gemmer et al. (2012) reference model, and are
included for comparison with the preferred range of 0.3–2.0 GPa.
The horizontal probability distribution for the 2005–2006 time
period (Fig. 17 top left) during the initial injection images a narrow
NW-trending zone intersecting the horizontal injection interval of
KB-502. The area deﬁned by probabilities greater than 0.5, corre-
sponding to locations where the pressure perturbation is relatively
well resolved, is approximately 3 km long and 1 km wide, although
the area of non-zero probability extends about 3 km NW and
1 km SE of the well, respectively. The zone of highest probabil-
ity (0.75–1.0), corresponding to the highest resolution, is centered
approximately 1.5 km NW of the well and is two grid cells (400 m)
wide. In Fig. 18, this high-probability zone is conﬁned within the
lowest 150 m of the caprock, but there is a probability of ∼0.5
that the pressure perturbation extends upwards a further 150 m
to reach the Hot Shale. This result is in closely consistent with the
fracture opening solution of Vasco et al. (2010) and is also consis-
tent with that of Rucci et al. (2013), although the maximum fracture
aperture opening in the latter solution is located only about 300 m
NW of the well. The probability that the pressure perturbationthe green and blue curves indicates only a small sensitivity above
a depth of 1400 m to the assumed elastic properties.
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Fig. 17. Inversion results using In Salah ﬁeld data during the initial injection (left), during shut-in (center), and during the early part of the second injection phase (right).
The  plots show the probability that a pressure perturbation exists at each node in horizontal slices through the inversion grid at reservoir depth (top) and in vertical slices
( dentiﬁ
H he bot
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tbottom);  dashed lines show the locations of the vertical slices. A short yellow line i
ot  Shale and Hercynian Unconformity; the reservoir layer is located just above t
egend,  the reader is referred to the web version of the article.)
The second set of probability plots correspond to a six-month
napshot of the negative pressure changes that developed during
he shut-in interval. While there is a slight suggestion of pres-
ure change NW of KB-502, the high probabilities in the solution
re tightly restricted to a small zone immediately SE of the well
ig. 18. Estimated probability that the pressure plume extends to different caprock dep
stimates assuming two different a priori shear modulus ranges, 0.3–2.0 GPa and 2.0–7.0 G
he  reader is referred to the web  version of the article.)es the KB-502 injection interval. Vertical slices show approximate locations of the
tom edge of each slice. (For interpretation of the references to color in this ﬁgure
and within the lowest 100–200 m of caprock. This suggests that
if the mechanism for ﬂuid migration during injection was  indeed
increased permeability owing to pressure-induced fracture open-
ing and/or hydrofracture, then closing of fractures in the lowermost
caprock after shut-in may  have reversed the permeability change,
ths for the three time periods deﬁned in Fig. 11. The green and blue curves show
Pa, respectively. (For interpretation of the references to color in this ﬁgure legend,
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hus allowing elevated pressures at shallower depths to be main-
ained. In this case, pressure dissipation would only take place
ithin the relatively porous reservoir, resulting in the slowing
ecline of the wellhead pressure seen in Fig. 13, and the slow rate
f surface subsidence observed in the InSAR data.
The amplitudes of surface displacements imaged during the sec-
nd injection phase are a factor of 4–5 smaller than the range
hanges observed during the ﬁrst phase (Fig. 14). This is presumably
 result of the lower overall injection pressures and rates during the
econd phase compared with those during the selected time inter-
al during the ﬁrst (Fig. 13), although this is not clear. The reduction
n signal-to-noise ratio results in overall poorer resolution in the
nversion solutions, and hence the relatively low probability esti-
ates seen in Fig. 17.
The relatively high (>0.3) probabilities in Fig. 17 indicate that
uring the 9-month period beginning at the start of the second
njection in November 2009 positive pressure changes were con-
ned to two small zones, one in the vicinity of the toe of KB-502
nd an entirely new one west of the well. Patchy pressure changes
ithin the zone NW of the well predominantly associated with
rst phase of injection are imaged only with very low probabili-
ies. Fig. 18 shows that, using the preferred (lower) range of shear
oduli, the highest probability of the presence of a pressure per-
urbation extends 100 m above the top of the reservoir. During this
hase the estimated probability that the perturbation is present
t the Hot Shale is 0.6, signiﬁcantly higher than during the initial
njection, and there is a relatively high probability (0.4) that the
erturbation extended to a depth of 1400 m.  This is consistent with
e-opening of pre-existing fractures after injection resumed. The
robability of pressure changes above 1200 m remains low (<0.15).
n this case there is a wide separation between the curves above
500 m corresponding to the inversions using the different elas-
ic models, and hence increased overall uncertainty in the inverse
olutions. This increased sensitivity is likely a result of the relatively
ow signal-to-noise ratio of the data.
. Conclusions
Maps of InSAR line-of-sight range changes and displacements
erived from synthetic aperture data collected over In Salah dur-
ng two injection phases and the intervening interval have provided
ne of the most important data sets used in investigating the
igration of CO2 and other ﬂuids within the storage complex and
ossibly into the overlying lower caprock. In particular, inver-
ion and forward modeling constrained by these data provide
vidence suggesting that changes in ﬂuid pressure and CO2 satura-
ion extended to some height above the reservoir within a narrow,
ub-vertical high-permeability zone. However, the vertical extent
f the pressure perturbation – and hence the height of the CO2
lume – remains a matter of debate because it is poorly resolved
y results published to date. This stems from tradeoffs inherent in
odeling surface displacements produced by subsurface deforma-
ion sources when the (assumed known) parameters used as prior
onstraints are uncertain.
We carried out a series of systematic studies to further eval-
ate parameter sensitivity and sources of non-uniqueness given
he InSAR data set and inversion/modeling constraints and their
ncertainties speciﬁc to the In Salah operation. The primary objec-
ive of the study was to place probabilistic bounds on the vertical
xtent of the pressure perturbation during each phase of injection
t well KB-502. To this end, we carried out stochastic inversions of
oth synthetic and ﬁeld data that produce as solutions probability
ensity functions over the space of alternative models that are con-
istent with the data and with the prior constraints. Each inversion
un used 8 compute cores running for 16 h.reenhouse Gas Control 27 (2014) 42–58 57
Synthetic forward modeling and inversions indicated that, of
those tested, the most likely subsurface deformation scenario to
apply to In Salah is one in which dilatational (isotropic inﬂa-
tion/deﬂation) sources and tensional opening/closing of fractures
(Mode I) are conﬁned to the reservoir and the sub-vertical tabu-
lar zone above the reservoir inferred from 3D seismic, respectively.
This combination also yields the best vertical resolution in inverse
solutions. The most robust conclusion from the synthetic study
is that inversions of the In Salah data should be easily capable
of discriminating pressure perturbations that approach the top
of the lower caprock at the Hercynian Unconformity from those
that are conﬁned below a depth of 1400–1500 m.  The synthetic
results also suggest that there is a moderate chance of discrimi-
nating a perturbation at ∼1500 m depth from one conﬁned to the
vicinity of the reservoir, but this conclusion is less certain given
the present large uncertainties in elastic properties (and noisy
data).
We carried out stochastic inversions of the In Salah ﬁeld data
using the inversion set-up and set of optimal prior constraints
deduced from the synthetic study and initial application to the
data themselves. From the probability solution for the ﬁrst injec-
tion phase we  can conclude with a high degree of conﬁdence that
pressure change was  conﬁned to a well-deﬁned NW-trending zone
intersecting KB-502 and was concentrated to the NW of the well,
and that it is very unlikely that a pressure perturbation approached
within 150 m of the Hercynian. There is a high probability that the
pressure change extended into the lowest 150 m of the caprock, and
moderate (50%) probability that reached as far as 1500 m depth.
These results are closely consistent with recently published deter-
ministic inverse solutions.
The inversions also provide interesting information about the
pressure distributions during the 2007–2009 well shut-in and dur-
ing the second injection phase. The spatial probability distribution
indicates that depressurization over a 6-month period beginning
six months after shut in was  tightly restricted to a small zone SE of
the well and, at a 50% probability level, extending ∼200 m above the
reservoir. During the ﬁrst eight months of the second injection, ele-
vated pressures appear to have been conﬁned to two  small zones,
one at the toe of the well and the other 1–2 km to the west. In this
case, the maximum probability of a pressure-perturbation extends
100–200 m above the reservoir and there is a 60–70% probability
that is reaches the Hot Shale. Although the relatively low signal-to-
noise ratio of the data reduces the reliability of the inverse solution,
we believe that there it is still very unlikely that the pressure change
approached the HU during this time interval. The inversion results
for both of these later time intervals may  shed further light on
the mechanics of permeability creation and subsequent ﬂow in the
lower caprock and reservoir.
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