In this paper we use a Fredholm integral equation approach to derive an explicit formula for the average run length (ARL) of a cumulative sum (CUSUM) chart for random observations described by a moving average process of order q (MA(q)) with exponential white noise. We compare the computational times required for calculating the ARL from our exact formula with the computational times required for solving the Fredholm integral equations using a Gauss-Legendre numerical scheme. We find that the computational times are approximately 1 s for the explicit formula and approximately 13 min for the numerical integration scheme.
INTRODUCTION
The cumulative sum (CUSUM) chart is a common and effective graphical procedure for monitoring quality control in a manufacturing industry. The CUSUM chart 1 is good for detecting small changes in observed parameters in statistical process control. CUSUM charts have been applied in a range of different areas. A review of CUSUM charts has been given by Mazalov and Zhuravlev 2 , who implemented CUSUM charts to identify change points in traffic in computer networks. Dong 3 has employed CUSUM charts in economics and finance to detect turning points in IBM stock prices. Corbett and Pan 4 have used CUSUM charts in environmental science to monitor emission data. Kennedy 5 has applied CUSUM charts in queueing processes to compute the distribution of the first passage times for an M/M/l queue. CUSUM charts have also been used to calculate stopping times associated with sequential cumulative sum tests in health care and public health 6, 7 . A common characteristic of control charts is the average run length (ARL), which is defined as the expectation of the alarm time taken to trigger a signal about a possible change in parameters of a distribution. Ideally, an acceptable ARL for an incontrol process should be large enough to avoid an excessive number of false alarms. In this paper we adopt the notation for the in-control ARL as ARL 0 = ∞ (τ) for the expectation of stopping time τ corresponding to a target value T which is assumed to be large enough. The out-of-control ARL is denoted by ARL 1 and is defined as the expectation of delay time for a true alarm. This time should minimize the quantity
where θ is the expectation under the assumption that a change-point occurs at a given time θ .
In the literature, several methods have been described for evaluating the ARL of CUSUM and EWMA procedures, e.g., Monte Carlo simulation (MC), integral equation (IE) 8, 9 , and Markov chain approximation 10 
AVERAGE RUN LENGTH FOR CUSUM CHARTS FOR MOVING AVERAGE PROCESSES OF ORDER q WITH EXPONENTIAL WHITE NOISE
A CUSUM chart is most often implemented for monitoring and detecting small changes in parameters of a given distribution. Let ξ n be the observations of a stationary moving average process of order q with exponential white noise defined as Z n = ξ n − θ 1 ξ n−1 −θ 2 ξ n−2 −. . .−θ q ξ n−q , where |θ i | < 1, for i = 1, 2, . . ., and ξ n ∼ Exp(λ). The CUSUM recurrence chart is defined by
where X n are random variables, and a is a nonzero CUSUM reference value. The corresponding stopping time for (1) is defined as
where b denotes the out-of-control parameter limit. Let x and x be the probability measure and the induced expectation corresponding to the initial value X 0 = x. Then the ARL = j(x) = x (τ b ) < ∞ is the unique solution of the ARL integral equation
where the indicator function
Uniqueness of solution of an integral equation for the ARL
Mititelu et al 15 have used the integral equation approach to analyse the ARL for first order stationary autoregressive processes with exponential white noise for the case of i.i.d. random variables. In this section, we use the integral equation approach to prove the uniqueness of solutions for the ARL for stationary moving average processes by using the following theorem.
Theorem 1 (Banach Fixed Point Theorem) . Let (X , d) be a non-empty complete metric space with a contraction mapping T : X → X . Then T admits a unique fixed-point x
* can be found as follows: start with an arbitrary element x 0 ∈ X and define a sequence {x n } by x n = T (x n−1 ), then x n → x * .
A stationary first order moving average process, MA(1), with exponential white noise ξ n is defined by the recurrence relation Z n = ξ n − θ 1 ξ n−1 , where |θ 1 | < 1, and ξ n ∼ Exp(λ). A stationary second order moving average process, MA(2) with exponential white noise ξ n is defined by the recurrence
, and ξ n ∼ Exp(λ). Following the method used for deriving (3) for MA(1), we can derive an integral equation for an MA(q) process. We obtain
Since the right-hand side of (4) is continuous, the solution of (4) is also a continuous function. Now, consider the non-empty complete metric space (C(I), ∞ ), where C(I) denotes the space of all continuous functions on a compact interval I and the norm j ∞ = sup x∈I | j(x)|. Recall that an www.scienceasia.org operator T is a contraction (see, e.g., Ref. 21 ) if there exists a real constant 0 q < 1 such that
q j 1 − j 2 for all j 1 , j 2 ∈ C(I). In our case, let T be an operator in the class of all continuous functions C(I), where I = [0, a], and let T be defined by
Then (5) can be written in operator form as
To prove the uniqueness of solution of (5) we first prove the following theorem.
Theorem 2 On the metric space (C(I),
Proof : To show that T is a contraction we need to prove that for all x ∈ I and j 1 , j 2 ∈ C(I) we have the inequality
We have used the triangle inequality for norms and the fact that | j 1 
Hence the uniqueness of the solution is guaranteed by Theorem 2 and the Banach Fixed Point Theorem.
The exact solution for the ARL integral equation
Next, we derive the explicit solution of the Fredholm integral equation (4) .
Theorem 3 The solution of T
Proof : From (6), we have for x ∈ [0, a) that
The function j(x) can then be written as
At x = 0 we have
Then from (9) we obtain
Substituting (10) into (8), we obtain
Now, we can evaluate the constant d from (11) as
Hence (12) can rewritten as
− b e λb . (13) Finally, substituting the constant d into (13), we obtain
Numerical solution for the ARL integral equation
In this section, we present a numerical method to compute the solution j(x) = x (τ b ) of the integral equation (4) for the ARL of an MA(q) process with exponential white noise. We first rewrite (4) in the form
where F (x) = 1 − e −λx and f (x) = (dF (x)/dx) = λ e −λx . Now, we can approximate the integral j(x) using the Gauss-Legendre quadrature rule as follows:
where i = 1, 2, . . . , m, with the weights
The integral equation (15) then becomes a system of m linear equations (16) in the m unknowns j(a 1 ), j(a 2 ), . . ., j(a m ). For numerical implementation, it is preferable to write the linear system (16) in a matrix form as follows. We write
where 
and I m = diag(1, 1, . . . , 1) is the identity matrix of order m. If the inverse (I m − R m×m ) −1 exists, then the unique solution of (17) is
Then the approximate values of j(a 1 ), j(a 2 ), . . ., j(a m ) can be obtained from the solution (21) and we may approximate the function j(x) by the function
NUMERICAL RESULTS
In this section, we present a comparison between the closed form expression given in Theorem 3 for j(x) = ARL for the CUSUM chart when random observations are a moving average order q process with exponential white noise and the approximate numerical solution for the ARL j IE (x) given in (22). As a measure of accuracy of this comparison we define the relative error as We used (14) and (22) to evaluate the ARL for the first order moving average process (MA(1)) with exponential white noise and parameters θ = 0.23, 0.53, 0.83, a = 3.5, 4 and b = 0.38, 1.7, 2. The numerical values with the corresponding relative errors are shown in Table 1 . Table 1 shows that for an MA(1) process with λ = 1 there is excellent agreement between the values for ARL 0 computed from the exact expression j(x) and from the numer- Table 2 Comparison of ARL 0 values for MA(2) process from explicit formula (exact) and numerical approximation (IE) for θ 1 = 0.2, θ 2 = 0.2, 0.4, 0.6, a = 3, 4, b =  1, 1.5, 2 , and m = 500. ical solution of the integral equation j IE (x). Notice that there is a relative error less than 0.2% between the analytical expression and the Gauss-Legendre numerical scheme for integral equation (22) with m = 500 nodes. The computational times for the exact formula are less than 1 s while the numerical integral equation times are approximately 11 min.
The numerical results for the MA(2) case are shown in Table 2 . The results obtained from the two Tables 3 and 4 show a comparison of the exact and numerical solutions for an MA(1) process for given ARL 0 = 370 and 500, respectively. In Table 3 , we assume ARL = 370, a = 4, b = 1.7, and θ = 0.23 and the number of division points in the GaussLegendre rule m = 500. For λ = 1 the process is in control whereas for λ > 1 the process is out of control. The first row of Table 3 therefore shows values of ARL 0 and rows 2-6 show values of ARL 1 . In Table 4 , we assume ARL = 500, a = 4, b = 2, and θ = 0.23 and the number of division points in the Gauss-Legendre rule m = 500. As in Table 3 , the first row shows the values of ARL 0 and rows 2-6 show values of ARL 1  Tables 5-6 show a comparison of the exact and numerical schemes for an exponential second order moving average process MA(2) for ARL 0 = 370 and 500, respectively. Table 5 shows the results for ARL 0 = 370, θ 1 = 0.65, θ 2 = 0.24, a = 4, b = 1.3. For Table 6 the parameter values are ARL 0 = 500, θ 1 = 0.65, θ 2 = 0.24, a = 4, b = 1.33. In both cases, there is good agreement between the exact and numerical results with differences of less than 0.1%. Note that, as for the MA(1) results, λ = 1 is assumed to be in-control parameter value and λ > 1 to be out-of-control parameter values.
CONCLUSIONS
We have derived explicit expressions for the ARL of CUSUM charts for observations modelled as a moving average process of order q (MA(q)) with exponential white noise. We have also used a GaussLegendre quadrature scheme to solve the integral equations for the ARL of CUSUM charts for MA(q) processes. We have shown by numerical computations that the explicit expression and the numerical scheme give results that are in very good agreement. We have shown that the explicit expression gives a very fast and effective method for calculating ARL for CUSUM charts with computation times of less than 1 s compared with computation times of approximately 12 min for the Gauss-Legendre scheme.
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