We study the intrinsic regularity of the sample paths of certain Brownian motions on the infinite dimensional torus T ∞ . Here, intrinsic regularity means regularity with respect to the intrinsic distance d associated to the Brownian motion in question. We prove that some Brownian motions on T ∞ satisfy the classical law of iterated logarithm, that is,
4t log log(1/t) = 1 whereas others do not. For instance, for any slowly varying function ψ such that ψ(t) log log t at infinity, we give examples of Brownian motions on T ∞ such that 0 < lim sup
We prove similar results concerning the uniform modulus of continuity of Brownian paths on the time interval [0, 1]. Namely, we prove that there are Brownian motions on T ∞ satisfying the classical Lévy-type result but, for any slowly varying function ψ such that ψ(t) log t at infinity, we give examples of Brownian motions on T ∞ such that
We also obtain partial results concerning the behavior of lim inf t →0
d(X 0 , X t ) h(t)
for appropriate functions h.  2003 Elsevier SAS. All rights reserved.
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Résumé
Nous étudions la régularité intrinséque de certains mouvements browniens sur le tore de dimension infinie T ∞ . Par régularité intrinséque, nous entendons régularité par rapport à la distance intrinséque associée au mouvement brownien en question. Nous montrons que certains mouvements browniens sur T ∞ satisfont la loi du logarithme itéré, c'est à dire, lim sup t →0 d(X 0 , X t ) 4t log log(1/t) = 1 alors que d'autres ne la satisfont pas. Par exemple, pour chaque fonction ψ à variation lente telle que ψ(t) log log t à l'infini, nous donnons des exemples de mouvements browniens sur T ∞ tels que
Nous donnons des résultats similaires pour le module de continuité uniforme sur [0, 1]. Plus précisèment, nous montrons l'existence de mouvements browniens sur T ∞ pour lesquels le résultat classique de Lévy est satisfait et, pour chaque fonction ψ à variation lente telle que ψ(t) log t à l'infini, nous donnons des exemples de mouvements browniens sur T ∞ tels que
(1/t) < ∞.
Introduction
Let M be a compact topological space equipped with a Borel measure µ having full support. Consider a regular strictly local Dirichlet space (see [15] for background) and the associated diffusion process (Ω, X, P x ) (if −L denotes the infinitesimal generator, we make the convention that X is driven by L, not (1/2)L). Let d(x, y) denote the corresponding intrinsic distance on M and assume that d defines the topology of M (see, e.g., [11, 13, 20] for background). Under such circumstances, it is natural to study the regularity properties of the sample paths t → X t (ω) in terms of the intrinsic distance d.
For instance, let M = T = (−π, π] be the circle and µ the normalized Haar (i.e., Lebesgue) measure. Consider the Dirichlet form
Then the process X is the Brownian motion driven by ( See [18, 19] . These two results generalize to a variety of cases including Riemannian Brownian motions and sub-elliptic diffusions on compact manifolds. See, e.g., [8] . However, the authors have shown in [7] that different behaviors occur in certain infinite dimensional situations. More precisely, for any λ ∈ (0, 1), [7] exhibits Brownian motions on the infinite dimensional torus such that the associated intrinsic distance d is continuous and defines the topology of T ∞ and for which, P e almost surely,
A natural question raised by the results of [7] is whether or not there are Brownian motions on T ∞ such that P e almost surely,
and/or
In view of [7] , a naive conjecture is that such Brownian motions do not exist. The aim of this paper is to study this question and prove that, in fact, such Brownian motions do exist. Thus there is a sort of phase transition among Brownian motions on T ∞ between those which satisfy the classic law of the iterated logarithm and those which do not. There is also a similar phase transition between those Brownian motions which satisfy the classic Lévy modulus of continuity and those which do not. Our results show that these two "phase transitions" are distinct.
For technical reasons, the results presented in this paper are obtained only for a rather restricted class of Brownian motions on T ∞ (see Section 2 below). Even in this restricted context many open questions remain concerning the regularity of the sample paths of these processes. Extending our results to general Brownian motions on T ∞ (see [4, 6] ) and to Brownian motions on compact connected groups (see [5] [6] [7] ) is an open problem. In this direction, we conjecture that any connected locally connected compact metrizable group carries a Brownian motion satisfying (1.1) and (1.2).
Notation
Let T = R/2πZ be the circle group. Let T ∞ = ∞ 1 T i be the countable product of circles T i . The group T ∞ is equipped with its natural topology (the product topology) and its normalized Haar measure µ. Denote by C the set of all smooth functions on T ∞ which depend only on a finite number of coordinates (i.e., smooth cylindrical functions).
On the circle T, denote by ν t the standard heat kernel measure associated to the infinitesimal generator (
The measure ν t has a smooth positive density x → ν t (x) with respect to the Haar measure on T = (−π, π]. This density is given by
In words, ν t is obtained by wrapping around the circle the Gauss measure of variance 2t on R whose density with respect to Lebesgue measure is 1 4πt
The convolution semigroup (ν t ) t>0 is associated with a stochastic process ξ = (ξ t ) t 0 which is simply Brownian motion runned at twice the usual speed in classic probabilist notation and wrapped around the circle. For any fixed sequence a = (a 1 , . . .) of positive numbers, we consider the product measures
Thus µ t is a product of circle Gaussian measures. Of course, the family (µ t ) t>0 forms a convolution semigroup of measures on T ∞ and µ t is the marginal at time t of a diffusion process X = X a = (X t ) t 0 which is simply the product of independent circle Brownian motions X i = (X i t ) t 0 where X i t = ξ a i t . The infinitesimal generator driving the process X a is the second order differential operator
whose action on any smooth cylindrical function f ∈ C is easy to compute.
The present work focusses on properties of the semigroups (µ a t ) t>0 and the associated processes X a . For obvious reasons, we call these processes diagonal Brownian motions on T ∞ . Diagonal Gaussian semigroups and processes on T ∞ where first studied in [1, 9] . For details on general Brownian motions and associated Gaussian semigroups on T ∞ see, e.g., [2, 6, 17] . From the viewpoint of Dirichlet spaces, the process X a is associated with the Dirichlet
and C ⊂ D is a core for this Dirichlet form. The intrinsic distance can then be defined by setting
As d is always invariant by translation, we set
where e is the neutral element in T ∞ (i.e., e = (0, 0, . . .)). In many cases, the intrinsic distance d is not a distance and may take the value +∞. However, it is always symmetric and satisfies the triangle inequality. As explained in the introduction, we are only interested in cases where d is actually a continuous function and defines the topology of T ∞ . It is not hard to see [2, 4] that d is given by
Hence d is continuous and defines the topology of T ∞ if and only if
This condition is assumed to hold throughout this article. Under this condition, we can define the volume function
where
is the open ball of radius r. It turns out (see [4] ) that (2.3) implies that, for any t > 0, the measure µ t = µ a t is absolutely continuous with respect to the Haar measure µ and admits a continuous density
This function will play a crucial role in the sequel. See also [2] [3] [4] 6] . In particular we note that, by integration by parts, In fact the function G is explicitely given by
To illustrate this result we recall the following classical definition. A function f : (0, ∞) → (0, ∞) is slowly varying at infinity if
We will often use the fact that for any slowly varying function f and for any ε > 0,
for all x, y large enough. See [10, Theorem 1.
is slowly varying. Let R α be the class of all regularly varying functions of index α.
Corollary 3.2 [3] . Fix α ∈ [0, ∞). Let a = (a i ) ∞ 1 be a sequence of positive reals such that N = N a ∈ R α . Let x → µ t (x) be the continuous density of the measure µ t = µ a t . Then, as t → 0, we have
The following proposition will be useful in the sequel. 
Proof. Let G be the function introduced in Theorem 3.9 and defined at (3.10). Then
Next, we compute
Hence, for all t ∈ (0, 1/a 1 ),
Now we want to bound
Then we have
I (t, c)
We need the following lemma.
Lemma 3.4.
The function G satisfies:
Proof. The first statement follows from (3.10) and the Poisson formula
The second statement follows from the first one and the relation (see [4, Lemma 5 .18])
To finish the proof of Proposition 3.3, set M 0 = sup |G | and let s 0 be the smallest real such that |G (s)| e −s/2 for s s 0 . Lemma 3.4 implies that M 0 , s 0 are finite. Moreover, for any c 0 ∈ (0, 1),
Now, as N is slowly varying, we have
and, for any ε > 0, there exists a constant C ε such that (see (3.11))
Thus the dominated convergence theorem shows that lim t →0 η(t) = 0 as desired. ✷
Mean square displacement and statement of the main results

Mean square displacement
One of the simplest measure of the regularity of the paths of a stochastic process is the mean square displacement E e (d(X t ) 2 ). Under the normalization used here, the square mean displacement of Brownian motion on the circle is asymptotic to 2t as t tends to zero. More precisely, let ξ = (ξ t ) t 0 be Brownian motion on the circle, runned at twice the usual speed (i.e., driven by (
where |x| denote the distance from the neutral element on the circle. Then φ(s) ∼ 2s as s tends to zero and φ(s) ∼ π 2 /3 as s tends to ∞. Define the function Φ by
For diagonal Brownian motion on T ∞ , asymptotically as t tends to 0, the mean square displacement is always greater than 2t. 
Remark. For λ ∈ (0, 1), we have
In particular, this shows that c λ → ∞ as λ → 1. This formula follows from a rather nontrivial computation given in the appendix.
Proof of Theorem 4.1. We write
The last step uses the fact that N is regularly varying of index λ and we have used the fact that the continuous function Φ is integrable, see below. The next lemma gathers the necessary properties of the functions φ and Φ.
Lemma 4.2. We have
Proof. The first assertion concerning φ easily follows from the fact that ν s (x) → 1 as s tends to infinity. Then we have
By integration by parts and the fact that ν t solves the heat equation on T, we have
Hence the second assertion about φ gives
To prove the second assertion about φ, we write
Finally, we have
as s tends to infinity. This gives the last desired result concerning Φ and finishes the proof of Lemma 4.2. ✷
Main results
This section gathers our main results in one theorem, Theorem 4.4 below. More precise versions are stated and proved later in the paper. The notation is as follows. We consider sequences a = (a i ) ∞ 1 of positive numbers whose growth is such that the measure µ t = µ a t admits a continuous density x → µ t (x) and the intrinsic distance d = d a defines the topology of T ∞ . By [2, 4] , this is the case when N = N a ∈ R λ with λ ∈ [0, 1). For comparison, we first recall a result from [7] . Theorem 4.3 [7] . Let a = (a i ) ∞ 1 be a sequence of positive numbers such that N = N a is regularly varying of index λ ∈ (0, 1). Then log µ t (e) ∼ c λ N(1/t) as t tends to 0 and the sample paths of the process X = X a have the following properties:
(1) P e almost surely,
(2) P e almost surely,
Observe that in this case, the behavior of the sample paths can be read off from the behavior of log µ t (e) in a very simple way. In the following theorem this is not the case. (1) We always have, P e almost surely,
and log log s = O(N(s)) at infinity then, P e almost surely,
and
(4) If log log s = O(N(s)) at infinity then, P e almost surely,
(5) If log s = O(N(s)) at infinity then, P e almost surely,
Note that the different cases in this theorem are not exclusive. Roughly speaking, for a slowly varying N , there are three cases to consider: (a) If N is smaller than log log, then we obtain a classical Lévy-Khintchine law of iterated logarithm lim sup 
d(X t ) h(t) .
Namely, when N grows faster than log log, the correct function h is √ tN(1/t), a result that is quite different from what happens in finite dimension. When N(s) = o(log log(s)) at infinity, finding the correct function (or class of functions) h is an open problem which is quite interesting.
Preliminary estimates
Gausssian bounds
One of the main tools used in this paper is a precise two-sided Gaussian estimate for the density x → µ t (x) of any diagonal symmetric Gaussian semigroup (µ t ) t>0 on T ∞ under the assumption that (2. 
In particular, for all x ∈ T ∞ and t > 0, we have
Before giving the proof of this theorem, we state a lemma which controls R t and S δ t . Proof. For δ = 0, we have indeed S 0 t = (log 2)N(1/t). Integration by parts yields
By 
Proof. Assume x > 0 and rewrite (2.1) as 
Next, observe that
i: a i t 1
as desired. ✷
A simple inequality
The Gaussian lower bound of Theorem 5.1 leads to a simple but crucial inequality relating the volume function V (r) to µ t (e).
Proposition 5.4. Assuming that µ t (x) admits a continuous density x → µ t (x) w.r.t. Haar measure, we have
∀ u, τ > 0, µ τ (e)V √ uτ e u/4 .
Proof. Integrating the lower Gaussian bound
of Theorem 5.1, we obtain
This proves the desired inequality. ✷ Remark. By [4, Proposition 5.9], Proposition 5.4 holds in fact for all symmetric Gaussian semigroups on T ∞ , not only for diagonal ones.
Regularity of sample paths: upper bounds
This section is devoted to upper bounds concerning the regularity of the sample paths of diagonal Brownian motions on T ∞ . The techniques we use are rather classical. The primarily tool is a deviation inequality proved below and based on the Gaussian upper bound of Theorem 5.1.
A deviation inequality
The aim of this section is to prove the following lemma.
Lemma 6.1. Let a = (a i ) ∞
1 , a i > 0 be such that N = N a is slowly varying.
(1) For any δ > 0 there exist a constant C 0 = C 0 (δ) > 0, and t 0 = t 0 (δ) ∈ (0, 1) such that, for all t ∈ (0, t 0 ) and all r √ C 0 tN(1/t), we have 
As a > 1, by Lemma 5.2 and Proposition 3.3, for any given δ > 0, we can find t 0 = t 0 (δ) such that, for all t ∈ (0, t 0 ),
Hence, for t ∈ (0, t 0 ), we have
Then, for r 2 AtN(1/t), we have
Replacing δ by δ/2 gives (6.1) with
As N ∈ R 0 , the function sN(1/s) is equivalent to an increasing function as s tends to 0. Thus there exists t 0 = t 0 (δ) such that, for all t ∈ (0, t 0 ) and all r 2 C 0 tN(1/t),
where C 0 (δ) = (5/4)C 0 (δ) (the factor of 5/4 accounts for the fact that sN(1/s) is not necessarily increasing but is equivalent to an increasing function). Next, set τ = inf{s > 0: d(X s ) r}. By the strong Markov property, for any ε ∈ (0, 1), we have
(see, e.g., [7] ). Let ε = ε(δ) be given by
Then ε 2 > 1/2 and (1 − ε) 2 < 1/2. Therefore if we set 
Finally, if t 1 = t 1 (δ) t 0 is chosen so small that for all 0 < t < t 1 we have
then, for all r, t > 0 with 0 < t < t 1 and r 2 A 1 tN(1/t), we obtain
This gives the desired result with
Lévy-Khintchine-type upper bounds
(1) If N(s) η log log s at infinity with η ∈ (0, 1) then, P e almost surely,
(2) If N(s) θ log log s at infinity with θ ∈ (0, 1) then, P e almost surely,
Proof. The lower bound
follows from the classical finite dimensional result (see, e.g., [8] ) by projection. For the upper bound, fix σ ∈ (0, 1), δ > 0 and consider two cases: In case 1, we assume that N(s) η log log s whereas, in case 2, we assume that N(s) θ log log s. In both cases, we consider the events
4k log log 1/t in case 2, where k 1 will be fixed later. For δ > 0, let C 1 (δ) and t 0 = t 0 (δ) be as in Lemma 6.1. Let i 0 be the integer such that σ i 0 t 0 . Then Lemma 6.1 yields
for all i i 0 and all k > 1, δ > 0, such that ∀ t ∈ (0, t 0 ), g(t) C 1 (δ)N(1/t) . (6.4) If N(s) η log log s at infinity, then (6.4) holds true for δ = 1 and any k 1 since C 1 (1) < 2 12 . In this case, for all k > max{1, 2 −9 η −1 }, the series P e (A i ) converges. Hence, by the Borel-Cantelli lemma, P e almost surely, for all n large enough,
As tN(1/t) is equivalent to an increasing function near 0 and N(1/t) is decreasing, it follows that P e almost surely, for all ε > 0 and for all t small enough (depending on ε),
Hence, P e almost surely,
As σ ∈ (0, 1), k > max{1, 2 −9 η −1 } and ε > 0 are arbitrary, this proves the first statement of Theorem 6.2. Assume now that N(s) θ log log s at infinity with θ ∈ (0, 1]. Let k > 1 and δ ∈ (0, 1) be such that
Then (6.4) holds. It follows that
and that the series P e (A i ) converges. Applying the same line of reasoning as above, we find that P e almost surely,
The pair k = 4(1 + 2 8 θ), δ = 1 satisfy (6.5) for all θ ∈ (0, 1]. To obtain a better bound when θ is smaller than 2 −10 , define δ(θ) by
and pick any k > 1 + δ. Then (6.5) is satisfied and we obtain lim sup
Moreover, the estimate C 1 (δ) 2 12 δ −4 in Lemma 6.1 implies that δ(θ) 8θ 1/4 . This finishes proof of the second statement of Theorem 6.2. The third statement follows from the second statement by letting θ tend to 0. ✷
Lévy's modulus of continuity: upper bounds
(1) If N(τ ) η log τ at infinity with η ∈ (0, 1) then, P e almost surely,
(2) If N(τ ) θ log τ at infinity with θ ∈ (0, 1) then, P e almost surely,
Proof. As was the case for Theorem 6.2, the lower bound follows from the classical finite dimensional result (see, e.g., [8] ) by projection.
For the upper bounds, we again consider two cases: In case 1, we assume that N(s) η log s whereas, in case 2, we assume that N(s) θ log s. For t ∈ (0, 1), we set
where k > 0 will be chosen later. Set also
Note that g is non-increasing and slowly varying whereas h is regularly varying of index 1. Let δ ∈ (0, 1) be fixed and set
It is clear that #K n 2 (1+δ)n , and for (i, j ) ∈ K n , we have (j − i)2 −n 2 −n(1−δ) . Consider the events
We have
Assume that k > 0 and δ ∈ (0, 1) are such that lim sup
We will see later how to find pairs k, δ satisfying both (6.6) and (6.7). Let n 0 = n 0 (k, δ) be an integer such that
Then, for any such pair k, δ and all n n 0 , Lemma 6.1 gives
For the last inequality, we have used that g is non-increasing. This and (6.7) shows that P e (A n ) < ∞. Hence the Borel-Cantelli lemma implies that, for P e almost all ω ∈ Ω, there exists an integer m(ω) such that for all n m(ω) and for all
Fix ω ∈ Ω such that (6.8) holds. Fix 0 s < t 1 with 0 < t − s < 2 −(1−δ)m(ω) and let n m(ω) be such that 2 −(1−δ)(n+1) t − s < 2 −(1−δ)n . Let i be the smallest integer such that s i2 −n and j be the largest integer such that j 2 −n t. Then we have i < j provided that 2 −(1−δ)(n+1) 2 −n+2 . This is certainly satisfied if n is greater than 3δ −1 , which we can assume without loss of generality. Under this condition, we have
and thus, (i, j ) ∈ K n . It follows that (6.8) applies. In particular, since h is equivalent to an increasing function at 0, for any τ > 0 and n large enough (depending on τ ) we get
where (u i ), (v i ) are increasing sequences of integers greater than n. Observe that, for each , the pairs
are in K n . Using (6.8) and the fact that t → X t (ω) is continuous, we obtain
As h is regularly varying of index 1, for any η > 0 there exists C η such that for all n < large enough,
for all n large enough. The same argument yields the same upper bound for d(X j 2 −n , X t ). Hence
It follows that
Here we have used τ > 0 can be picked arbitrary small. We are left with the task to check that we can choose pairs k, δ satisfying (6.6) and (6.7) and such that the last inequality gives the desired results.
Consider the case where N(s) η log s at infinity. Note that the constant C 0 (δ) of Lemma 6.1 satisfies C 0 (1/2) < 50. Hence, for any k 1/4, the pair k, δ = 1/2 satisfies (6.6). Moreover, in this case
Hence (6.7) is satisfied if k > max{1/4, 9(100η) −1 }. Applying (6.10) for such k and δ = 1/2 gives 
For this δ, (6.6) is satisfied for all k > 1.
and (6.7) is also satisfied. Thus (6.10) applies and gives
The estimate C 0 (δ) 36δ −2 in Lemma 6.1 and equation C 0 (δ) = 4/θ gives δ 3θ 1/2 . As (1 − δ) −1 1 + 2δ when δ ∈ (0, 1/2), we obtain
as announced in Theorem 6.3. Finally, the last statement of Theorem 6.3 follows from the last inequality by letting θ tend to 0. ✷
Regularity of paths: lower bounds
This section is devoted to proving lower bounds that complement the upper bounds proved in Sections 6.2 and 6.3. 4t log log(1/t)
Lévy-Khinchine-type lower bound
Hence, in this case, the classical law of the iterated logarithm does not hold.
Proof of Theorem 7.1. Fix a sequence t n tending to zero and consider the event
where h(t) = √ 4ktN(1/t) and k will be chosen later. We have
Using Proposition 5.4 and the definition of h, for any θ ∈ (0, 1), we have
Hence,
By Proposition 3.3, this gives
for any ε ∈ (0, 1) and t small enough. We pick θ = 1/e and k = (1 − 2ε)/2e with ε ∈ (0, 1/2) to obtain
Now, we choose the sequence t n so that N(1/t n ) n. It follows that n P e (A n ) converges. By the Borel-Cantelli lemma, P e almost surely, for all n large enough,
d(X t n ) > h(t n ).
Hence lim sup
As ε ∈ (0, 1/2) is arbitrary, we obtain the desired result by letting ε tend to 0. ✷ 
Modulus of continuity: lower bound
does not hold since, in this case, the left-hand side is at least (1 + η) 1/2 .
Proof of Theorem 7.2. Consider the event
where h(t) 2 = 4(1 − 2η)(2e) −1 tN(1/t) with η ∈ (0, 1/2) arbitrary. Then, as the increments (X −1 j 2 −n X (j +1)2 −n ) are independent and identically distributed, we have
Using (7.12), we obtain
for any η ∈ (0, 1/2) and n large enough. This implies that the series n P e (A n ) converges. By the Borel-Cantelli lemma, P e almost surely,
for all n large enough. Hence
As η ∈ (0, 1/2) is arbitrary, this gives the desired result. ✷
Dvoretzky-Erdös-type results
In [14] , Dvoretzky and Erdös studied the rate of escape of the square lattice random walk in dimension greater or equal to 3. From a local viewpoint, this amount to studying lim inf t →0
d(X t ) ψ(t) .
For Brownian motion on the finite dimensional torus of dimension n 3, the Dvoretzky-Erdös-type result states that, for any increasing function φ we have (see, e.g., [8] Here we consider the case of diagonal Brownian motions X a associated with sequences a i such that N a is slowly varying. (1) One always has that, P e almost surely,
(2) Assume that N(s) η log log s at infinity for some η ∈ (0, 4). Then, P e almost surely,
Proof of (1).
To prove this it suffices to find a sequence t n such that the series n P e (A n ) converges where
By (6.1) with δ = 1, we have P e (A n ) 2 exp −(9/2)N(1/t n ) .
Hence it suffices to pick t n such that N(1/t n ) = n. ✷ Proof of (2). Consider the process X 1 = (X 1 t ) associated with the convolution semigroup (e −t µ a t ) t>0 . This process takes value in T ∞ ∪ {∞} where ∞ is an isolated point added to T ∞ . Set d(x, ∞) = +∞ for any x ∈ T ∞ . The process X 1 can be obtained from X in the following way. Let ξ be a real random variable, independent of the process X and with P(ξ > t) = e −t . Then where Cap 1 (A) denote the 1-capacity of the set A (see, e.g., [8, 12, 21] ) and B(r) is the closed intrinsic ball of radius r centred at the identity element. This type of estimate is also used in [16] for a simlar purpose but in a different setting. We will use a very general capacity inequality proved in [21] (see also [8] ) which gives Using (7.14) and (7.15) in (7.13), we obtain the estimate as desired. To compute c λ =
