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Abstract
Let  be a c-inversive strong distribution as de5ned in (Ranga, Numer. Math. 68 (1994) 283). In this paper, two-point
Pad#e approximants and quadrature formulas related to the distribution  are analyzed. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
By a distribution function on [a; b] (06a¡b6+∞) we shall mean a real-valued, bounded and
nondecreasing function (t) with in5nitely many points of increase on (a; b). Connections between
quadrature formulas of the form
In(f) =
n∑
j=1
jf(xj) (1.1)
to estimate∫ b
a
f(x) d(x) (1.2)
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exactly integrating polynomials up to a certain degree and Pad#e approximants (around in5nity) to
the Cauchy transform of the distribution , namely
∫ b
a d(x)=(z − x), have been extensively studied
(see, e.g., [12]). Here, it is assumed that the moments
ck =
∫ b
a
tk d(t) (1.3)
exist for all nonnegative integer k. When integrals (1.3) also exist for all the integers k,  is called
“strong distribution” (see [8]). For our purposes and for the sake of simplicity, throughout the paper
we shall assume that  is an absolutely continuous strong distribution, that is, a weight function
w(x) exists such that d(x) = w(x) dx. Now, the integral (1.2) is rewritten as
Iw(f) =
∫ b
a
f(x)w(x) dx (1.4)
and we shall try to 5nd parameters {xi}nj=1 and {j}nj=1 in (1.1) so that Iw(L) = In(L), L being a
Laurent polynomial of the form
L(x) =
q∑
j=−p
jxj; (1.5)
where p and q are nonnegative integers. In what follows, −p;q will denote the space of all Laurent
polynomials (1.5) (L-polynomials in short). On the other hand, k will denote, as usual, the subspace
of polynomials of degree k at most and  the space of all polynomials.
Now, let n be a 5xed natural number and p and q two nonnegative integers such that p+q=n−1.
Then, for any set of n distinct nodes {xj}nj=1⊂(a; b) it can easily be seen that there exist n parameters
{Aj}nj=1 such that
In(f) =
n∑
j=1
Ajf(xj) = Iw(f) ∀f ∈ −p;q:
On the other hand, the Cauchy transform for w(x), namely Fw(z) =
∫ b
a w(x)=(z − x) dx admits the
expansions (see [8])
L0(z) =−
∞∑
j=0
c−( j+1)zj and L∞(z) =
∞∑
j=1
cj−1z−j (1.6)
around z = 0 and ∞, respectively. Thus, the rational function
Fn(z) = In
(
1
z − x
)
=
n∑
j=1
Aj
z − xj =
Pn−1(z)
Qn(z)
;
with Pn−1 ∈ n−1 and Qn(z) =∏nj=1 (z − xj), satis5es
L0(z)− Fn(z) = O(zp) (z → 0);
L∞(z)− Fn(z) = O
((
1
z
)q+2)
(z →∞):
In the sequel, the rational function Fn de5ned above will be said to be a two-point Pad#e-type
approximant (2PTA) to Fw and will be denoted by (p=n)Fw . On the other hand, if we take two
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nonnegative integers k and n such that 06k62n; n distinct nodes {xj}nj=1⊂(a; b) and n positive
weights {A˜j}nj=1 can be uniquely determined so that
I˜ n(f) =
n∑
j=1
A˜jf(xj) = Iw(f) ∀f ∈ −k;2n−1−k (1.7)
(for further details concerning these quadratures, called of Gauss type, see the recent paper [4]).
Thus, if we take a parameter z 	∈ [a; b], we have
F˜n(z) = I˜ n
(
1
z − x
)
=
n∑
j=1
A˜j
z − xj =
P˜n−1(z)
Q˜n(z)
;
with P˜n−1 ∈ n−1 and Q˜n(z) =
∏n
j=1 (z − xj). One also has
L0(z)− F˜n(z) = O(zk) (z → 0);
L∞(z)− F˜n(z) = O
((
1
z
)2n−k+1)
(z →∞): (1.8)
The rational function F˜n, as de5ned above, represents a two-point Pad#e approximant to Fw and will
be denoted by [k=n]Fw (with 06k62n). In this paper, we shall deal with weight functions w(x)
satisfying the following symmetry property, introduced by Ranga [11]:
w(x) =
√
c
x
w
(
c
x
)
; x ∈ (a; b);
where c is a positive constant. Such a weight function is said to be c-inversive and 2PTA to the
Cauchy transform of c-inversive weights were studied by the authors in a previous work [6]. On
the other hand, weight functions satisfying the property given above are referred to as S3[ 12 ;
√
c; b]
distributions in a recent paper [1] by Bracciali et al. In this respect, let us point out that if w(x) is
c-inversive, then for its Cauchy transform Fw
Fw
(
c
z
)
=− z√
c
Fw(z) ∀z 	∈ [a; b]
holds and it will be said that Fw is also c-inversive. The outline of the paper is the following. In
Section 2, the c-inversivity of two-point Pad#e approximants to Fw (w being c-inversive) is analyzed.
In Section 3, properties of the corresponding quadrature formulas are studied. Finally, in Section 4,
results on convergence both for sequences of 2PTA and sequences of quadrature formulas are given.
2. Two-point Pade approximants
Our aim in this section is to provide the characterization of c-inversive two-point Pad#e approxi-
mants (2PA). For it, let w(x)¿0 on [a; b] (06a¡b6+∞) be a c-inversive weight function and
denote by Fw its Cauchy transform. Recall that for a 5xed natural n; 2n + 1 diOerent 2PA-[k=n]Fw
(with 06k62n) can be de5ned. Thus, the following question arises in a natural way: for which
k(06k62n) is [k=n] c-inversive? i.e. [k=n]Fw
( c
z
)
=− z√c [k=n]Fw(z). The following result gives a precise
answer to this question.
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Theorem 2.1. [k=n]Fw(z) =
Pn−1(z)
Qn(z)
is c-inversive if and only if k = n.
Proof. “⇒” Since [k=n]Fw(z) is a 2PA of the Cauchy transform of a positive measure
Fw(z)− [k=n]Fw(z) = Ak;nzk + Ak+1; nzk+1 + · · · ; z → 0; Ak;n 	=0;
Fw(z)− [k=n]Fw(z) = Bk;n
(
1
z
)2n−k+1
+ Bk+1; n
(
1
z
)2n−k+2
+ · · · ; z →∞; Bk;n 	=0
(2.1)
holds and then,
Fw
(
c
z
)
− [k=n]Fw
(
c
z
)
= Ak;n
(
c
z
)k
+ · · · ; z →∞; Ak;n 	=0;
Fw
(
c
z
)
− [k=n]Fw
(
c
z
)
= Bk;n
(
z
c
)2n+1−k
+ · · · ; z → 0; Bk;n 	=0:
Now, multiplying by
√
c=z and using the c-inversivity of Fw(z) and [k=n]Fw(z), we obtain
Fw(z)− [k=n]Fw(z) = Aˆk;n
(
1
z
)k+1
+ Aˆk+1; n
(
1
z
)k+2
+ · · · ; z →∞; Aˆk; n 	=0;
Fw(z)− [k=n]Fw(z) = Bˆk;nz2n−k + Bˆk+1; nz2n+1−k + · · · ; z → 0; Bˆk; n 	=0:
(2.2)
Therefore, (2.1) and (2.2) yield k = n.
“⇐” Since k = n, the result follows from [11, Theorems 3:2, 3:3].
Remark 2.2. When w is c-inversive, then a=0 implies b=∞. In this case, the expansions L0 and
L∞ given in (1.6) should be understood as asymptotic expansions (see [8]).
3. Quadratures
Here we will assume that w(x) is c-inversive on [a; b] (06a¡b6 +∞) but not necessarily
positive. Let us suppose that the integral
Iw(f) =
∫ b
a
f(x)w(x) dx
is to be approximated by a quadrature formula of the form
In(f) =
n∑
j=1
jf(xj);
where {xj}nj=1⊂(a; b); xi 	= xj if i 	= j and In(f) = Iw(f) for any Laurent polynomial f ∈ −p;n−1−p
(06p6n − 1). Now, set n = 2m and p = m and let B2m(x) =∏2mj=1 (x − xj) be the monic (nodal)
polynomial satisfying the following condition:
B2m(z) = !mz2mB2m
(
c
z
)
; !m =
1
cm
(3.1)
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and suppose that (m=2m)Fw = A2m−1=B2m denotes the (m=2m)-2PTA to Fw(z) with denominator B2m.
Then, according to Section 1 one knows that
(m=2m)Fw(z) =
2m∑
j=1
j
z − xj ;
where j = A2m−1(xj)=B′2m(xj); j = 1; : : : ; 2m, and (see, e.g., [2])
A2m−1(z) =
∫ b
a
xmB2m(z)− zmB2m(x)
xm(z − x) w(x) dx;
which yields by (3.1)
A2m−1(z) =−
√
c!mz2m−1A2m−1
(
c
z
)
:
Clearly, from (3.1) the nodes {xj} satisfy
x2m+1−j =
c
xj
; j = 1; : : : ; m:
Thus,
2m+1−j =
A2m−1(x2m+1−j)
B′2m(x2m+1−j)
=
A2m−1(c=xj)
B′2m(c=xj)
; j = 1; : : : ; m: (3.2)
Now, again by (3.1), we obtain that
B′2m
(
c
xj
)
=− B
′
2m(xj)
c!mx2m−2j
and, therefore, (3.2) yields 2m+1−j = (
√
c=xj)j; j = 1; : : : ; m or, equivalently,
j√
xj
=
2m+1−j√
x2m+1−j
; j = 1; : : : ; m:
In short, the following result has been proved.
Theorem 3.1. Let w(x) be c-inversive and let I2m(f) =
∑2m
j=1 jf(xj) be a quadrature formula for
Iw(f) which is exact in −m;m−1 and such that its nodal polynomial B2m satis7es (3:1). Then; the
following relations hold:
x2m+1−j =
c
xj
and
j√
xj
=
2m+1−j√
x2m+1−j
; j = 1; : : : ; m: (3.3)
Remark 3.2. Relations (3.3) were previously obtained by Sri Ranga ([11, Theorem 3.4]) when
dealing with a positive weight function w(x) and making use of the so-called Gauss-type quadrature
formulas, i.e., n-point quadrature formulas exactly integrating subspaces of Laurent polynomials
with dimension 2n of the form −k;2n−1−k and considering the case k = n. In this respect, see also
Corollary 3.5 of this paper. However, it should be remarked that Theorem 3.1 refers to a nonneces-
sarily positive weight function and a 2m-point quadrature formula exactly integrating subspaces of
Laurent polynomials of the form −m;m−1 whose dimension coincides with the number of nodes.
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The symmetry property exhibited in (3.3) gives rise to the following.
De!nition 3.3. A quadrature formula In(f)=
∑n
j=1 jf(xj) which is exact in −p;n−1−p (06p6n−1)
is said to be c-inversive if and only if
xn+1−j =
c
xj
; j = 1; : : : ;
[
n+ 1
2
]
;
j√
xj
=
n+1−j√
xn+1−j
; j = 1; : : : ;
[
n+ 1
2
]
; (3.4)
where, as usual, [x] denotes the integer part of x.
Obviously, the quadrature formulas given in Theorem 3.1 are c-inversive. Now we are going to
prove that the only c-inversive quadrature formulas are those with a nodal polynomial satisfying the
symmetry given by (3.1). In order to see this, we 5rst need the following.
Theorem 3.4. Let In(f) =
∑n
j=1 jf(xj) be a quadrature formula which is exact in −p;n−1−p
(06p6n − 1). Then; In(f) is c-inversive if and only if the (p=n)-2PTA to Fw with the nodes
{xj} as poles is c-inversive.
Proof. “⇒” By the usual partial fraction decomposition, we can write (p=n)Fw(z) =
∑n
j=1 j=z − xj.
First, if we assume that n is even, i.e., n= 2m, one gets
(p=n)Fw(z) =
m∑
j=1
[
j
z − xj +
2m+1−j
z − x2m+1−j
]
=
m∑
j=1
[
j
z − xj +
√
cj
xj(z − cxj )
]
=
m∑
j=1
j
[
1
z − xj +
√
c
xjz − c
]
:
Hence,
(p=n)Fw
(
c
z
)
=
m∑
j=1
j
[
1
c=z − xj +
√
c
xjc=z − c
]
=− z√
c
m∑
j=1
j
[ √
c
xjz − c +
1
z − xj
]
=− z√
c
(p=n)Fw(z)
and therefore, (p=n)Fw is c-inversive.
Now, if n is odd, i.e., n= 2m+ 1, we have
(p=n)Fw(z) =
m∑
j=1
j
[
1
z − xj +
√
c
xjz − c
]
+
m+1
z − xm+1 ;
but by (3.4), xm+1 =
√
c. Thus,
(p=n)Fw
(
c
z
)
=− z√
c
m∑
j=1
j
[
1
z − xj +
√
c
xjz − c
]
+
m+1
c=z − xm+1 :
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Now, taking into account that
m+1
c=z − xm+1 =−
z√
c
m+1
z − xm+1 ;
we conclude again that (p=n)Fw(c=z) =−(z=
√
c)(p=n)Fw(z).
“⇐” Since (p=m) is c-inversive, then similarly as done in [6, Theorem 3.8] we can deduce that its
denominator satis5es (3.1), and following the same reasoning as in Theorem 3.1 the desired result
is obtained.
From this result and [6, Corollary 3:9], it follows
Corollary 3.5. Let In(f)=
∑n
j=1 jf(xj) be a quadrature formula which is exact in −p;n−1−p (06p
6n−1); with distinct nodes {xj}nj=1 in (a; b) and set Bn(z)=
∏n
j=1 (z−xj)(Bn(0) 	=0). Then; the quad-
rature formula is c-inversive if and only if
1. n= 2p.
2. Bn(z) = !nznBn(c=z); !n = 1=cp.
When w(x)¿0 in (a; b); Gauss-type quadrature formulas can be constructed and a similar result
deduced. Indeed, one has
Corollary 3.6. Let n and k be nonnegative integers such that 06k62n− 1 and consider I˜ n(f) =∑n
j=1 ˜jf(tj); the n-point Gauss-type formula in −k;2n−1−k for Iw(f) =
∫ b
a f(x)w(x) dx; w(x) being
nonnegative in (a; b). Then; the quadrature formula I˜ n(f) is c-inversive if and only if k = n.
Proof. Proceeding as in Theorem 3.4, it can be shown that I˜ n is c-inversive if and only if [k=n]Fw
is c-inversive. Then, the result follows from Theorem 2.1.
On the other hand, since w is c-inversive, we can write
Iw(f) =
∫ b
a
f(x)w(x) dx =
∫ √c
a
g(x; c)w(x) dx;
where
g(x; c) = f(x) +
√
cf(c=x)
x
; x ∈ [a;√c]:
Now, set Jn(h) =
∑n
j=1 jh(tj) a quadrature formula for the integral
∫√c
a h(x)w(x) dx, with ti 	= tj
for i 	= j and {tj}nj=1⊂(a;
√
c). Under these conditions we have
Jn(g(·; c)) =
n∑
j=1
jg(tj; c) =
n∑
j=1
j
[
f(tj) +
√
c
tj
f
(
c
tj
)]
=
n∑
j=1
jf(tj) +
n∑
j=1
j
√
c
tj
f
(
c
tj
)
=
2n∑
j=1
Ajf(tj) = I2n(f);
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where
Aj = j; xj = tj and A2n−1−j =
Aj
√
c
xj
; x2n−1−j =
c
xj
; j = 1; : : : ; n: (3.5)
Thus, a c-inversive quadrature formula for w(x) on [a; b] has been obtained starting from a quadrature
formula for w on [a;
√
c). A connection between validity domains for both formulas is given in the
following.
Lemma 3.7. Let t1; : : : ; tn be n distinct nodes in (a;
√
c) and suppose that there exist n parameters
1; : : : ; n such that for the quadrature formula Jn(f)=
∑n
j=1 jf(tj) one has Jn(f)=
∫√c
a f(x)w(x) dx;
for any f ∈ −p;p−1 (p¿1). Then;
I2n(f) =
2n∑
j=1
Ajf(xj) = Iw(f) =
∫ b
a
f(x)w(x) dx
for any Laurent polynomial f ∈ −p;p−1; with {Aj} and {xj} as given by (3:5); for j = 1; : : : ; n.
Proof. Take 5rst k such that 06k6p− 1. Then,
I2n(xk) =
2n∑
j=1
Ajxkj =
n∑
j=1
jxkj +
n∑
j=1
j
√
c
tj
(
c
tj
)k
=
∫ √c
a
xkw(x) dx +
√
cck
∫ √c
a
w(x)
xk+1
dx:
Now, making in the second integral the change of variables x = c=t and taking into account that w
is c-inversive, we have that
I2n(xk) =
∫ √c
a
xkw(x) dx +
∫ b
√
c
xkw(x) dx = Iw(xk):
Similarly, if k =−r; 06r6p, then
I2n(xk) = I2n(x−r) =
n∑
j=1
j
xrj
+
√
c
n∑
j=1
j
xj
xrj
cr
=
∫ √c
a
w(x)
xr
dx +
√
c
cr
∫ √c
a
xr−1w(x) dx =
∫ b
a
xkw(x) dx = Iw(xk);
where the change of variables x = c=t has been used again.
Now, we can easily prove the following.
Theorem 3.8. Suppose that w(x)¿0 in [a;
√
c] and let Bn denote the nth monic orthogonal polyno-
mial with respect to the weight w(x)=xn in [a;
√
c]. Then; n positive parameters {j}nj=1 are uniquely
determined by imposing that the quadrature formula I2n(f)=
∑2n
j=1 Ajf(tj); as given by (3:5); with
{tj}nj=1 being the zeros of Bn(x); satis7es
I2n(f) = Iw(f) =
∫ b
a
f(x)w(x) dx ∀f ∈ −n;n−1:
Proof. Let I˜ n(f)=
∑n
j=1 jf(tj) denote the n-point Gauss-type formula in −n;n−1 for w(x) in [a;
√
c].
It is well known (see, e.g., [2]) that the nodes {tj}nj=1 are the zeros of Bn and that the weights {j}nj=1
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are positive. Furthermore, by its own de5nition, I˜ n(f)=
∫√c
a f(x)w(x) dx, for any f ∈ −n;n−1. Thus,
the proof easily follows by Lemma 3.7 when taking p= n.
Remark 3.9. It should be observed that the coeScients {Aj}2nj=1 in the quadrature formula de5ned
in Theorem 3:8 are positive.
4. Convergence
In this section, we are mainly concerned with results about convergence both for sequences
of 2PTA and quadrature formulas, in the case when w is a c-inversive weight function on [a; b]
(06a¡b6∞).
We will start by assuming that w(x)¿0 on [a; b]. In this situation, convergence results for se-
quences of 2PA and Gauss-type quadrature formulas when [a; b] is a 5nite interval can be deduced
from [2], as well as from [3] for the unbounded case, i.e., [a; b] = [0;∞). On the other hand, in a
previous work [6], the authors have given some convergence results for sequences of 2PTA asso-
ciated with a c-inversive weight function, along with estimates for the rate of convergence for the
case of a 5nite interval [a; b].
Thus, throughout this section we shall assume that w(x) is c-inversive in [0;∞). Consider 5rst
the case when w(x)¿0 and set, as before,
Iw(f) =
∫ ∞
0
f(x)w(x) dx
and let I2n(f) =
∑2n
j=1 Ajnf(xjn) be the 2n-point quadrature formula in −n;n−1 based on the zeros of
Q2n(x)= xnBn(x)Bn(c=x); Bn being the nth orthogonal polynomial w.r.t. w(x)=xn in [0;
√
c]. From the
results in Section 3, we can write for the error E2n(f),
E2n(f) = Iw(f)− I2n(f) = E˜n(g(·; c));
where
g(x; c) = f(x) +
√
c
x
f
(
c
x
)
(4.1)
and E˜n denotes the error of the n-point Gauss-type formula in −n;n−1 for w in [0;
√
c]. Under these
conditions, as a straightforward consequence of [2, Theorem 3.4], we have the following.
Corollary 4.1. Let f(x) be a function de7ned on [0;∞); such that the corresponding function
g(x; c); as given by (4:1); satis7es g(x; c) = F(x)=xm; where F is a bounded Riemann–Stieltjes
integrable function with respect to w in [0;
√
c] and m a 7xed integer. Then;
lim
n→∞ I2n(f) = Iw(f):
324 C. D)*az-Mendoza et al. / Journal of Computational and Applied Mathematics 133 (2001) 315–329
As for continuous integrands, we can also deduce an error bound in terms of the minimax error
for the function g(x; c). Indeed, one has
Theorem 4.2. Let f be a function de7ned on [0;∞) such that the corresponding function g(x; c)
given by (4:1) is continuous on [0;
√
c]. Then;
|E2n(f)|62c0(n−1(g);
where (n−1(g) denotes the (n − 1)-minimax error for the function g in [0;
√
c]; i.e.; (n−1(g) =
minP∈n−1 ||P − g||∞; where || · ||∞ denotes the usual sup-norm on this interval.
Proof. Let E˜n(g) denote the error for the n-point Gauss-type quadrature formula I˜ n(g) in −n;n−1
for
∫√c
0 g(x)w(x) dx. We know that
E2n(f) = E˜n(g) =
∫ √c
0
g(x; c)w(x) dx − I˜ n(g(x; c)) + I˜ n(Pn−1)− I˜ n(Pn−1);
Pn−1 being the (n− 1)-minimax polynomial for g(x; c), i.e., (n−1(g)= ||Pn−1− g||∞. Since I˜ n is valid
in −n;n−1, one have I˜ n(Pn−1) =
∫√c
0 Pn−1(x)w(x) dx. Hence, one has
|E2n(f)|= |E˜n(g)|6
∫ √c
0
|g(x; c)− Pn−1(x)|w(x) dx +
n∑
j=1
Ajn|g(xj; c)− Pn−1(xj)|62c0(n−1(g);
with c0 =
∫∞
0 w(x) dx.
Remark 4.3. If f is a continuous function on [0;∞) such that limn→∞ xf(x) is a 5nite number,
then, clearly, g(x; c) is continuous on [0;
√
c] and the theorem above can be applied.
Now, for sequences of two-point Pad#e-type approximants (2PTA), we have the following.
Theorem 4.4. Let {(n=2n)Fw}n∈N be the sequence of c-inversive 2PTA to the function Fw with
denominators Q2n as given before; i.e.; Q2n(z) = znBn(z)Bn(c=z); Bn(z) the nth monic orthogonal
polynomial for w(x)=xn on [0;
√
c]. Then;
lim
n→∞(n=2n)Fw(z) = Fw(z)
uniformly on compact subsets of C\[0;∞).
Proof. Recall that Fw(z) = Iw(1=(z− x)) and (n=2n)Fw(z) = I2n(1=(z− x)), for z 	∈ [0;∞). Set f(x) =
1=z− x. For all z 	∈ [0;∞); f is continuous in [0;∞) and since limx→∞ xf(x)=−1; Remark 4.3 and
Corollary 4.1 imply the convergence of the sequence {I2n(f)}; i.e.,
lim
n→∞ I2n
(
1
z − x
)
= lim
n→∞(n=2n)Fw(z) = Iw
(
1
z − x
)
= Fw(z): (4.2)
Thus, pointwise convergence of the sequence of 2PTA is guaranteed for any z 	∈ [0;∞). On the
other hand, for n¿1 and j = 1; : : : ; 2n, recall that Aj;n¿0 and
∑2n
j=1 Aj;n = c0 =
∫∞
0 w(x) dx = Iw(1).
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Now, if we take K as a compact subset of C\[0;∞), then it follows that
|(n=2n)Fw(z)|6
c0
d(K; [0;∞)) ∀z ∈ K: (4.3)
Thus, by (4.2) and (4.3), and making use of the Stieltjes–Vitali Theorem (see, e.g., [7, Theorem
15:3:1]) the proof follows.
In the sequel we shall deal with the case when w is an L1-function (possibly complex) in [0;∞).
In this respect, let us see how certain c-inversive quadrature formulas can be constructed so that
convergence can be assured.
Thus, take n distinct nodes {tj}nj=1 in (0;
√
c) and determine the corresponding n-point quadrature
formula being exact in −p;q, with p + q = n − 1 and 06p; q6n − 1. Set In(f) =∑nj=1 jf(tj) =∫√c
0 f(x)w(x) dx, for any f ∈ −p;q. By (3.5), consider Aj=j; xj=tj and A2n+1−j=Aj
√
c=xj; x2n+1−j=
c=xj for j = 1; : : : ; n. Setting r =min(p; q); by Lemma 3.7 we have that
I2n(f) =
2n∑
j=1
Ajf(xj) = Iw(f) =
∫ ∞
0
f(x)w(x) dx ∀f ∈ −r; r−1:
Now, making use of [2, Corollary 4:3], it follows
Corollary 4.5. Let {p(n)} be a nondecreasing sequence of integers such that for each n ∈ N;
06p(n)6n − 1. Set q(n) = n − 1 − p(n) and assume that limn→∞ p(n) = limn→∞ q(n) =∞. Let
*(x) be a nonnegative weight function on [0;
√
c] such that its moments
∫√c
0 x
k*(x) dx exist for
any integer k and
∫√c
0 (|w(x)|2=*(x)) dx¡ +∞. Let {tj}nj=1 be the zeros of the nth orthogonal
polynomial w.r.t. *(x)=xp(n)+p(n+1) and consider I2n(f) as given before. Let f(x) be a function
de7ned in [0;∞) such that the function g(x; c); as given by (4:1); satis7es g(x; c) = F(x)=xm; with
F a bounded function such that F(x)w(x) is Riemann integrable on [0;
√
c] and m a 7xed integer.
Then;
lim
n→∞ I2n(f) = Iw(f):
De5ne now the sequence of approximants
F2n(z) = I2n
(
1
z − x
)
; z 	∈ [0;∞):
Then, one has
Theorem 4.6. With the same conditions as in Corollary 4:5; one has
lim
n→∞ F2n(z) =
∫ ∞
0
w(x)
z − x ; z 	∈ [0;∞);
uniformly on compact subsets of C\[0;∞).
326 C. D)*az-Mendoza et al. / Journal of Computational and Applied Mathematics 133 (2001) 315–329
Proof. Write F2n(z) = I2n(1=(z− x)) =∑2nj=1 Aj;n=z− xjn. Proceeding as in Theorem 4.4, it suSces to
prove that a positive constant M exists such that
2n∑
j=1
|Aj;n|6M; n ∈ N: (4.4)
But, by de5nition of the coeScients {Ajn}nj=1; we can write
∑2n
j=1 |Ajn|=
∑n
j=1 |jn|+
√
c
∑n
j=1 |j|=tjn
(with tjn ¿ 0, j = 1; : : : ; n). Now, from [2, Theorem 4.6], we have
lim
n→∞
n∑
j=1
|jn|f(tjn) =
∫ √c
0
f(x)|w(x)| dx;
for any function f(x) = F(x)=xm (m ∈ Z); where F is a bounded Riemann integrable function in
[0;
√
c]. Thus,
lim
n→∞
n∑
j=1
|jn|=
∫ √c
0
|w(t)| dt ¡ +∞;
holds and
lim
n→∞
n∑
j=1
|jn|
tjn
=
∫ √c
0
|w(t)|
t
dt ¡ +∞:
Therefore, (4.4) is ful5lled and the result follows.
To end this section, let us see how a sequence of c-inversive 2PTA to Fw can be constructed
based on the zeros of orthogonal polynomials in [0;∞). Indeed, one has
Theorem 4.7. Let w(x) be a c-inversive complex function in [0;∞) satisfying ∫∞0 xk |w(x)| dx¡ +
∞; for any k ∈ Z and suppose that there exists a constant !¿ 12 such that
∫∞
0 |w(x)|ex
!
dx¡ +∞.
Let Qn(x) the nth orthogonal polynomial with respect to the weight -(x)=e−x
!
=
√
x in [0;∞) and set
B2n(x)=xnQn(x)Qn(c=x). If we consider the sequence of 2PTA {(n=2n)Fw}n∈N with denominators B2n;
then; for each n; (n=2n)Fw is c-inversive and {(n=2n)Fw}n∈N converges to Fw uniformly on compact
subsets of C\[0;∞).
Proof. The fact that, for each n, (n=2n)Fw is c-inversive follows immediately. In order to prove the
convergence result, set R2n(z) = Fw(z)− (n=2n)Fw(z). Then,
R2n(z) =
zn
B2n(z)
∫ ∞
0
B2n(x)
xn(z − x)w(x) dx
=
1
Qn(z)Qn(c=z)
∫ ∞
0
Qn(x)Qn(c=x)
(z − x) w(x) dx
=
1
Q˜n(z)Q˜n(c=z)
∫ ∞
0
Q˜n(x)Q˜n(c=x)
(z − x) w(x) dx;
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where Q˜n(z) = !nQn(z) and !
−1
n = {
∫∞
0 Q
2
n(x)e
−x! dx}1=2. So,
|R2n(z)|6 1d(z;R+)
1
|Q˜n(z)||Q˜n(c=z)|
∫ ∞
0
|Q˜n(x)|
∣∣∣∣Q˜n
(
c
x
)∣∣∣∣ |w(x)| dx
6
1
d(z;R+)
||Q˜n(x)e−x
! ||∞||Q˜n(c=x)e−(c=x)
! ||∞
|Q˜n(z)||Q˜n(c=z)|
∫ ∞
0
|w(x)|ex!+(c=x)! dx:
Thus, since
∫∞
0 |w(x)|ex
!+(c=x)! dx = k21 ¡ +∞; it follows
|R2n(z)|6 k
2
1
d(z;R+)
||Q˜n(x)e−x
! ||2∞
|Q˜n(z)||Q˜n(c=z)|
: (4.5)
Now, taking into account that Q˜n(t
2) = P2n(t), P2n being orthogonal w.r.t. e−t
2!
t ∈R, we have
||Q˜n(t)e−t
! ||∞;R+ = ||Q˜n(t2)e−t
2! ||∞;R = ||P2n(t)e−t2! ||∞;R.
Thus, from a result by Levin–Lubinsky [9, Corollary 1:5], we have
||Q˜n(t)e−t
! ||∞;R+6cn1=3: (4.6)
On the other hand, for the weight -(x) = e−x
!
=
√
x we have
lim
x→∞ −
ln -(x)
x!
= 1; !¿
1
2
and ∫ R
0
ln -(x)√
x
dx =−
∫ R
0
x!√
x
+
1
2
ln x√
x
dx¿ −∞ ∀R¿ 0
Therefore, the conditions in [10, Theorem 1] are satis5ed, from which we conclude that
lim
n→∞
ln |Q˜n(z)|
(2n)1−1=2!
= D(2!)R
√−z; z ∈ C\R+; (4.7)
where
D(!) =
!
!− 1
{
0(!+ 1=2)
0(!=2)
1√

}1=!
:
So, by taking the 1(2n)1−1=2! th root and limit (as n→∞) in (4.5) and taking into account (4.6) and
(4.7), one has
lim
n→∞ |R2n(z)|
1=(2n)(1−1=2!)6 exp

−D(2!)

R√−z +√cR
√
−1
z




= exp

−D(2!)

I√z +√cI
√
1
z



 ;
for z ∈ C\R+, and the proof follows.
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Remark 4.8. The advantage of Theorem 4.7, in comparison with previous results for the unbounded
case, here and in [6], is that the use of varying measures is avoided. In this respect, see also [5].
This is a crucial fact from a computational point of view.
Finally, let us show how, making use of Cauchy and Fubini Theorems, estimates of the rate of
convergence for sequences of c-inversive quadrature formulas can be obtained when dealing with
analytic integrands. For this purpose, set
H (z) = exp

−D(2!)

I (√z) +√cI


√
1
z





 (4.8)
for z ∈ C\R+. Now, as a consequence of Theorem 4.7, it follows
Corollary 4.9. Let f(z) be an analytic function on a domain V containing [0;∞); denote by 0 the
boundary of V and put =maxz∈0 H (z); where H is given by (4:8). Let I2n(f)=
∑2n
j=1 Aj;2nf(xj;2n)
be the 2n-point quadrature formula for Iw(f) =
∫∞
0 f(x)w(x) dx which is exact in −n;n−1 and
whose nodes {xj;2n}2nj=1 are taken as the zeros of the polynomial B2n; as de7ned in Theorem 4:7.
Then;
1. For each n; I2n(f) is c-inversive
2. limn→∞ |I2n(f)− Iw(f)|1=
√
2n6¡ 1.
Proof. By Cauchy and Fubini Theorems one can write
Iw(f)− I2n(f) = 12i
∫
0
[Fw(z)− (n=2n)Fw(z)]f(z) dz:
Now, the proof follows by taking != 1 in Theorem 4.7.
Remark 4.10. The value != 1 in Corollary 4.9 is taken to simplify matters.
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