Abstract. We investigate extended processes given by last-passage times in directed models defined using exponential variables with decaying mean. In certain cases we find the universal Airy process, but other cases lead to nonuniversal and trivial extended processes.
Introduction and results
Let w(i, j) be independent exponential variables with parameter t i + t j , where t j > 0 are given numbers, i.e.
(1.1) P[w(i, j) ≥ x] = e −(ti+tj )x , i, j ≥ 1. In this paper we will consider the case when t i = i α , 0 < α ≤ 1. Other models with varying parameters have been studied in [5] . Consider the last-passage times G(m, n), m, n ≥ 1, defined by , where (i 1 , j 1 ) = (1, 1), (i m+n−1 , j m+n−1 ) = (m, n) and (i k+1 , j k+1 ) − (i k , j k ) = (0, 1) or (1, 0) .
It was proved in [6] that if t i + t j = 1 for all i, j ≥ 1, then for m ≥ n,
which is the eigenvalue density in the Laguerre random matrix ensemble. This leads to the formula
for the distribution function, [12] . Here Ai (x + t)Ai (y + t)dt is the Airy kernel.
In the general case with arbitrary t j > 0 there is no formula like (1.3) which relates the distribution of G(m, n) to a random matrix ensemble. However we still have a formula like (1.4) with an explicit correlation kernel, see (1.10) below.
P. Forrester has noted that if we take t k = k + β, β > −1, then we also have a limit law but with a different limiting distribution related to the distribution of the smallest eigenvalue in a Laguerre ensemble (hard edge limit):
as n → ∞. The kernel K β is related to the Bessel kernel,
Bessel 2β+1 (4u, 4v).
Note that although the limit in (1.6) is related to a universal distribution function from random matrix theory the limit should be thought of as non-universal, since a small perturbation of the distribution of the w(i, j)'s (perturbing β) changes the limiting distribution. In [2] it is proved that
It can also be shown that,
This follows from formulas in [4] . Hence the family U β (ξ) interpolates between the Gumbel and Tracy-Widom distributions, compare [11] . We can also consider the process k → G(N +k, N −k), |k| < N . In the case when t i + t j = 1 for all i, j ≥ 1 this process, appropriately rescaled in a neighbourhood of the origin, converges to the Airy process. In the case when the w(i, j) are geometric random variables this is proved in [9] , but the proof could be modified to the exponentual case. P. Forrester has raised the question [3] what happens in the case t i = s i = i + β ? What kind of extended limiting process do we get, an extended Bessel kernel process? In fact it turns out that we get a trivial extended process meaning that G(N + k 1 , N − k 1 ) and G(N + k 2 , N − k 2 ) have the same fluctuations for k 1 and k 2 far apart (of the order N ). One of the results of this paper is a proof of a weak version of this result. We will discuss the weak version below, but first we will give a brief heuristic motivation why we can expect a trivial extended process.
If we forget about the maximum in (1.2) we are summing independent exponential random variables with smaller and smaller variance, the parameter increasing linearly. Let X j , j ≥ 1 be independent with distribution Exp(j). Then
so we can expect a logarithm in the mean, which is exactly what we see in (1.6) . Consider now the variance,
This means that the contribution to the fluctuations should come from the w(i, j)'s with i + j small. But these will contribute the same fluctuations to almost all the points on the line i + j = n, when n is large, and hence almost all points on this line should have the same fluctuations.
Note that if we instead take the X j 's to be independent with distribution Exp(j α ), 0 < α < 1, we get
, so we can expect a difference between the cases α > 1/2 and α < 1/2.
The variance in (1.9) really corresponds to moving along the axes, i.e. considering G(j, 1) or G(1, j), j ≥ 1. We know from the case t i = 1 that as we move from the axes to the diagonal there is a reduction in the fluctuations exponent from 1/2 to 1/3, i.e. by 1/6. It is reasonable to expect a similar reduction in the caes when t i = i α . Hence, the fluctuation exponent should be max(0, 1/3−α), which indicates a change when α = 1/3. The above heuristics indicates that if we choose t i = i α we can expect changes in the behaviour when α = 1/2 and α = 1/3. We will see below that this is indeed the case.
The probability measure which is the product measure of (1.1) for (i, j) ∈ Z 2 + , i+ j ≤ 2N , can be mapped to a determinantal point process on {−N +1, . . . , N −1}×R with a last particle x r max on each line {r}×R, and such that G(N +r, N −r) = x r max , |r| < N . This can be proved by modifying the argument for the geometric case in sect. 5 of [10] or by taking an appropriate limit of the geometric case. The resulting determinantal process has the correlation kernel
if r < s and φ r,s ≡ 0 if r ≥ s. Here,
, and Γ = −Γ − + Γ + , where Γ ± are given by t → te ±iπ/4 , t ≥ 0. We want to consider scaling limits of the correlation kernel K N when t i = i + β and t i = i α , 0 < α < 1. Define
for 1/2 < α < 1 and
We then have the following theorem.
uniformly for x and y in a compact set, as N − |r| → ∞ and N − |s| → ∞, where
and
uniformly for x, y, τ, σ in a compact set as N → ∞. c) Let
uniformly for σ, τ, ξ, η in a compact set as N → ∞. Here
is the extended Airy kernel.
The proof of theorem 1.1 will be given in section 2.1. It would be possible to consider more general sequences of parameters (t i ) i≥1 with similar growth behaviour, but we will not do that here. Remark 1.2. Let K β (x, y) denote the right hand side of (1.18), with
Bessel 2β+1 (4u, 4v), which relates to the limit (1.6).
As we will argue below we should interpret the result a) in the theorem as saying that we have a trivial extended process in the limit, i.e. corresponding points at different lines in the determinantal process will have identical fluctuations. Note that in case a) we have fluctuation exponent 0, transversal correlation exponent 1, and a non-universal limit in the sense that the limiting correlation kernel depends on the t i 's. In case b) we still have fluctuation exponent 0, but the transversal correlation exponent varies as 2α, and we have a non-trivial and non-universal limiting process. Finally, in case c) we have a varying fluctuation exponent 1/3 − α, the transversal correlation exponent equals the standard value 2/3, and we have a universal limiting process, the Airy process. In this case the specific choice of the t i 's is not seen in the limit.
The limiting kernel given by (1.18) and (1.19) can be written as
where η rs = 1 if r < s and = 0 otherwise. Consider a point process that lives on two lines, denoted 1 and 2. Denote the particles on the first line by x j and those on the second by y j . That the processes on the two lines are identical should mean that
for any continuous φ 1 , φ 2 , 0 ≤ φ i ≤ 1 with compact support. Let z = (i, x), i = 1, 2, be a point on any of the two lines, and set φ(z) = φ(i, x) = φ i (x). Assume that the point process on both lines with points {z i } is determinatal with correlation kernel
Then (1.25) will hold formally if
since this is what we formally get if we take the logarithm of both sides in (1.25) and use the basic properties of determinantal processes, [12] . The identity (1.27) is, at least as a formal identity, of combinatorial nature and will be discussed in section 2.2.
2. Proofs 2.1. Proof of theorem 1.1. We will use some notations, formulas and estimates from the theory of entire functions. Set
N +r + c
N −r . Furthermore we write
Introduce the counting function n(t) = #{k ≥ 1 ; t k ≤ t}. We have that n(t) = max 
. Integration by parts gives the following identities
3)
It follows from (1.11) that 
for u ≥ 0. Note that f ′ (u) ≤ 0 and f (0) = 0, and hence f (u) ≤ 0 for u ≥ 0 and f (u) ≥ 0 for u ≥ 0. Together with (2.6) this gives
Lemma 2.1.
Set ρ(u) = log u and r(u) = u 1/α−1 respectively. There are constants C and D, which only depend on α or β, so that, for all sufficiently large M ,
Proof. Consider the case t i = i + β, so that n(t) = [t − β]. Note that , if t M ≥ 2(β + 1), then the left hand side of (2.8) is
If u ≥ t M , then t ≤ t M ≤ u, and hence
and we see that the expression in (2.9) is
if M is sufficiently large. In the case t i = i α we get similarly that the left hand side of (2.8) is
if we choose D sufficiently large. The proof for t i = i α is completely analogous.
Assume t i = i + β or t i = i α with 1/2 < α < 1, and that x and y belong to a compact set. It follows from (2.7) that (2.10)
Suppose that |x/ √ 2| ≤ K for some constant K. From lemma 2.1 we see that the right hand side of (2.10) is
if u ≥ D and n − |r| is sufficiently large. We can thus choose L so that if u ≥ L and M is sufficiently large, then (1 + z t k )e −z/t k , uniformly on compact sets. From this and the estimate (2.12) we now see that we can take the limit in the integral (2.5) as N − |r| and N − |s| both tend to infinity and obtain the right hand side of (1.18) with G 1,β or G α . We also want to prove (1.19). Suppose r < s and set
where (2.13)
,
Note that |E(±iλ/t k ; 1)| = (1 + λ 2 /t 2 k ) 1/2 ≥ 1 and consequently |F N,r,s (λ)| ≤ 1 for all λ ∈ R. By dominated convergence it now suffices to show that F N,r,s (λ) → 1 pointwise as N − |r| → ∞, N − |s| → ∞, since we assume thatf ∈ L 1 (R). It follows from (2.2) that
(2.14)
For a fixed λ and N − r large it follows from (2.1) that
The second term in (2.14) is treated similarly. The third term is estimated as follows
Consider next the case when 1/3 < α ≤ 1/2.
Assume that x and y belong to a compact set and that
, where σ, τ belong to a compact set. We use again the formula (2.5) forK N and the estimate (2.10). We see that N − |r| ≥ N/2 if N is sufficiently large in case 1/3 < α ≤ 1/2. the expression in (2.10) is bounded by (2.11) by lemma 2.1. with r(u) = u 1/α−1 , and again we obtain the estimate (2.12) for z = ue ±iπ/4 and u ≥ D with a suitable D. We can write
Hence,
Since ∞ k=1 1/t 3 k < ∞ it follows from the theory of canonical products that
N +r = −sgn (r)
as N → ∞. The case α = 1/2 is analogous. This proves (1.20).
We also want to show (1.21). Suppose that r < s and consider φ r,s . We can write φ r,s (x + c N,r , y + c N,s ) = ψ r,s (y − x), where ψ r,s (t) = 1 2π R e iλt F N,r,s (λ)dλ, and
From the convergence of the canonical products we see that
and we have proved (1.21). In the case α = 1/2 we similarly get (1.21) using the new expressions of r, s in terms of τ, σ.
It remains to treat the caes 0 < α < 1/3. Again our starting point is the formula (2.5) and we will use the estimate (2.10). However, we need a new estimate of the integral in (2.10).
for some constant C > 0 that only depends on α. If 0 < α < 1/3, there is a constant C, which only depends on α, such that for 0 ≤ u ≤ t M , (2.16)
.
which gives (2.15). If 0 ≤ u ≤ t M , we write the left hand sides of (2.16) and (2.17) as
In the first integral we use again t 2 + u 2 + ut √ 2 ≤ (2 + √ 2)u 2 and n(t) = 0 for 0 ≤ t ≤ 1, and in the second integral we use
This yields immedeiately the estimates in the lemma.
We now consider the case 0 < α < 1/3. Write c 0 = 2
. Below we will ignore the fact that we take the integer parts. In (2.5) we do the rescaling z = c −1 The estimate (2.9) becomes, z = ue ±iπ/4 . = c −1
α , then the last expression in (2.19) is
for some constant C ′ > 0 if N is sufficiently large and ξ, τ belong to a compact set.
and if 0 ≤ u ≤ (N/4) α it follows from (2.16) that the last expression in (2.19) is
It follows from these estimates, that we can restrict the integration in (2.18) to 0 ≤ v ≤ N γ , for any γ > 0, with a negligible error in the limit N → ∞.
By (2.17) we can write
We choose 0 < γ < min(1/12, 1/3 − α). Now, c 
We have, for t ≥ 1 and N sufficiently large,
Because n(t) = 0 if t < 1, we see that 
Note now that we have the identity
To see this observe that for Re (ζ + ω) > 0 we have
Hence, the left hand side of (2.22) can be written 
