Abstract This article presents a visual object tracking method and applies an eventbased performance evaluation metric for assessment. The proposed monocular object tracker is able to detect and track multiple object classes in non-controlled environments. The tracking framework uses Bayesian per-pixel classification to segment an image into foreground and background objects, based on observations of object appearances and motions in real-time. Furthermore, a performance evaluation method is presented and applied to different state-of-the-art trackers based on successful detections of semantically high level events. These events are extracted automatically from the different trackers an their varying types of low level tracking results. Then, a general new event metric is used to compare our tracking method with the other tracking methods against ground truth of multiple public datasets.
Introduction
Tracking moving objects in video data is part of a broad domain of computer vision that has received a great deal of attention from researchers over the last twenty years. This gave rise to a body of literature, of which surveys can be found in the work of Moeslund et al. [12, 13] , Valera and Velastin [21] and Hu et al. [9] . Computer-visionbased tracking has established its place in many real world applications; among these are: visual surveillance, analysis of sports, video editing, tracking of laboratory animals, human-computer interfaces and cognitive systems.
In the first part of this article, the aim is to develop an intelligent visual object tracking method for real-time surveillance in a single camera. The general challenges of a multi-object tracker are: object detection, discriminative appearance modeling, tracking the different objects and handling their occlusions. In our approach we address each of these challenges via separated and specialized modules. Particularly, the monocular view and the real-time constraints make the problem challenging. Our contributions are the special modifications to each module for the integration into a Bayesian per-pixel classification framework in order to find a good balance between robustness and speed.
The real-time visual tracking method presented improves our previous techniques [16] by the following main contributions:
• New objects are detected by accumulating evidence on the calibrated ground plane by mapping foreground image regions to the real-world positions.
• Different object classes can be recognized by their distinctive footprint on the ground plane.
• Object segmentation is improved by means of an iterative object placement process. Knowledge about already found objects closer to the camera is used to refine prior probabilities of objects further away.
In the second part of this article we do not only compare and evaluate our tracker against others, but also present novel measurements and tools for this comparison. Performance evaluation of multi-object trackers for surveillance is itself a difficult problem and it has received significant attention in the form of tracking evaluation programs and workshops. Among the most important is the Performance Evaluation of Tracking and Surveillance (PETS) program [23] which started in 2000 with its first workshop as well as other programmes such as Computers in the Human Interaction Loop (CHIL) [4] or the ETISEO project [7] .
As can be seen, evaluation programmes and metrics for video surveillance are almost as numerous as multi object tracking methods themselves. A problem is that they mostly address issues which do not directly tie in with the overall semantic interpretation of the scene that users would be mostly interested in. As an example, assessments of pixel-precise target detection are relevant for the evaluation of subcomponents like figure-ground segmentation, but fall short of determining whether a system can make sense of what is going on in the scene.
Our novel tracking performance evaluation method uses sparse events in order to evaluate tracking performance on a higher conceptual level. Events such as entering the scene, occlusion or picking-up a bag are automatically extracted from the available tracking results. The metric then focuses on the completeness of such event detection to do the evaluation.
The rest of the article is organized as follows: First we state the most closely related work in multi-object tracking. Then, in Section 2 we introduce our tracking method and its probabilistic framework. The event extraction and metric is described briefly in Section 3. Section 4 shows the experimental results, and Section 5 discusses our findings and draws a conclusion.
Previous work
Majority of trackers are not based on segmentation, so they are applicable even for a moving camera. However, the absence of a segmentation typically requires a manual initialization of the tracked target, such as in the tracker by Comaniciu et al. [5] and Nummiaro et al. [14] . Okuma et al. [15] overcome this drawback by using a trained object detector for the initialization. Recent literature shows growing attention towards more complex detection based tracking approaches [11, 22] , where trained object detectors identify target objects in every frame for further temporal analysis and tracking. However, when it comes to real-time application, trained detectors for humans or cars are still too slow and therefore not suitable for online real-time applications.
More closely related to our work are the following two publications of real-time trackers. Zhao et al. [24] present a real-time multi-camera tracker able to robustly down-project foreground pixels onto the assumed ground plane thanks to the use of stereo cameras. In contrast, our method only uses a monocular view of the scene. Lanz et al. [10] have developed a hybrid joint-separable formulation to model the joint state space of a multi-object tracker. While efficient and robust especially during occlusion their histogram model needs a careful initialization from different views prior to tracking. Our method in contrast learns a less specific but sufficient appearance model from a single view only at any location in the image.
In Section 4 we compare our method against two state-of-the-art trackers from Rowe et al. [18] and Duizer and Hansen [6] . Similar to our method, both use a segmentation but differ in the number of required cameras, their computational complexity or a complex hierarchical object management. More details are discussed in the related Subsections 4.2.1 and 4.2.3.
Multi-object tracking
In this Section we describe our real-time multi-object tracking algorithm including the object models, new object detection and the image segmentation. The proposed method performs a per-pixel classification to assign every pixel to one of the different objects that have been identified, including a background. The classification is based on the probability that a given pixel belongs to one of the objects given its specific color and position. The object probabilities are determined on the basis of two components. On the one hand, the appearance of the different objects is learned and updated, and yields indications of how compatible observed pixel colors are with these models. On the other hand, a motion model makes predictions of where to expect the different objects, based on their previous positions. The approach is akin to similar Bayesian filtering approaches, but has been extended by a novel objectclass detection, an iterative segmentation refinement and a camera calibration.
Different characteristics for every object such as its appearance and motion are incorporated in specialized models and updated over time. Figure 1 sketches the tracking framework showing the appearance probability images for each object as well as an initial segmentation. Formally, the classification is described by Eqs. 1 and 2 below. The probability of a pixel to belong to the ith object o i t at time t is determined on the basis of an observation likelihood given the associated Fig. 1 Tracking framework: the maximum probability of the individual appearance models results in an initial segmentation using Bayesian per-pixel classification. The white pixels in the segmentation refer to the generic 'new object model' described in Section 2.5 object model. For all known objects including the background their probabilities to occupy a specific pixel location are calculated and compared. Using Bayes law, we can compute the posterior as a product of the appearance likelihood and a prior probability.
(1)
• State vector for n objects :
In a first step the prior probability is the same for all objects. The segmentation assigns every pixel to the object with the maximum posterior probability. In the initial segmentation this only takes the appearance likelihoods given by our color models into account. The state vector contains the position and velocity on the ground floor of each foreground object.
The next Section introduces the tracking algorithm in more detail. It shows that the initial segmentation is further refined iteratively by modifying the prior probability of occluded objects.
Tracking algorithm
The tracker executes the steps shown in Table 1 for every frame. First, positions of known foreground objects are predicted and sorted according to their distance to the Compute appearance likelihood 3.
Initial segmentation of image by max probability 4.
Iterative object placement and segmentation image refining, from close to far objects 4.1 Find object's new position in the image, by max window search 4.2 Remove outlier pixels, boost inlier pixels and refine segmentation 5.
Detecting new objects and removing invisible ones 6.
Update all appearance models camera. In a second step, the appearance models are applied to a small regionfor computational reasons-around the predicted object position to compute the appearance probabilities for each object. An initial segmentation then assigns every pixel to the object with the highest appearance probability. The fourth step finds the new object positions (4.1) and refines the segmentation given the new object position (4.2). This is described in more detail in Section 2.4. The fifth step then searches for new objects, and deletes unseen ones before all appearance models are updated in the last step.
Tracking models
This Section briefly describes the different models used to compute the probabilities of the appearance models, as well as the dynamic model for the motion prediction.
Color model All our appearance models use variations of Gaussian mixtures in RGB color space. Stauffer and Grimson [19] have proposed this popular choice for modeling scene backgrounds with time-adaptive per-pixel mixtures of Gaussians (TAPPMOGs). However, we have modified this approach to fit into our multi-model approach. The Gaussian is split among the background and foreground models described below.
Appearance background model In contrast to Stauffer's algorithm which combines foreground and background in one model we use one single Gaussian for each pixel of the background. The model is initialized at start-up with a clean background.
Appearance foreground model
For the appearance models we use a 'sliced object model', as it divides the object into a fixed number of horizontal slices of equal height. For each slice, color models with multiple Gaussians are generated using EM representing the most important colors for that part of an object. Each object class such as pedestrians have a specific height and width of the object model.
Dynamic model
The movement of each foreground object is predicted individually. We use a linear Kalman filter to model the movement on the ground plane in world coordinates.
Ground plane assumption
In addition to our previous method [16] , we have added an extrinsic camera calibration [20] . In conjunction with a ground plane assumption, object movements are restricted and predicted onto the ground plane in world coordinates rather than 2D image coordinates. An example of the ground plane assumption is shown in Fig. 2 . Furthermore, objects are assumed to have a fixed 3D size. We approximate the width and height of a human with a fixed sized cylinder resulting in hard constrains for the size of the bounding box. While this is a simplification, the system is still able to handle varying human shapes. The fixed object size in combination with the restriction to ground plane movements improved significantly the tracking as well as the localisation of the objects in world coordinates, especially under occlusion.
Iterative object placement and segmentation refinement
Our novel approach for finding the new object positions is based on an initial segmentation according to the maximum posterior probability (Eq. 2). It places objects iteratively from close to distant objects on the ground plane in world coordinates. Figure 3 visualizes this process. For each object the following two processing steps are applied where first the object's position is found and secondly, the segmentation is refined.
The new object position is found by applying a maximum window search on the 2D segmentation image. The bounding box width and height at the predicted object location is used to search over the whole segmentation image. The location of the maximum window search is taken as the new object position.
During the refining step some pixels of the segmentation image are modified. In Eq. 1 we lower the prior probabilities of pixels outside of the new bounding box, while increasing it inside. Equation 2 is then re-evaluated given the changed probabilities resulting in a refined segmentation. Pixels outside and initially labeled as the object are assigned to the object with the next highest probability. Furthermore, pixels inside of the bounding box of the new object position which are not 3 While iteratively searching for the exact object position from close to distant object the segmentation is refined yet segmented as the object, obtain a higher probability. The overall quality of the segmentation is improved, especially during occlusions.
New object detection
The tracker creates new foreground objects based on a generic 'new object model' N . This special appearance model has a uniform, low probability p N . Thus, when the posterior probabilities of the background and all known foreground objects drop below p N , the pixel is assigned to N indicating a new object or a badly modeled foreground object.
By exploiting the camera calibration only pixels on N are projected onto the ground plane to vote for a new object position. Votes are generated as follows:
• One vote for every pixel • Pixel votes are summed in a column of successive pixels of N giving the highest weight to the bottom pixel
With this voting scheme we accumulate evidence about new object positions on the ground plane. In conjunction with the camera calibration it allows us to map 2D image blobs to 3D world coordinates. Furthermore, it makes it possible to guess the depth of objects from a monocular camera, given a rough segmentation. Limitations are encountered for crowds, where the separation of individual objects on the ground plane might fail.
When the votes on the ground plane are determined a maximum window search is performed on the ground plane with the size of the expected object classes. As shown in Section 4 the method was successfully tested to distinguish between people and cars for different dataset. In this scenario, first a search with the maximum window size for the larger car is performed. Afterwards, we search for pedestrians with a smaller window on the remaining ground plane votes. The cumulated ground plane votes for a given object position and window size form a score which is compared to the initialization threshold of the object class. Furthermore, the new object position is checked for a possible overlap with current objects, which would prevent the initialization of a new object at the same position. Additional boundary conditions prevent objects from being initialized at image borders, where correct object class distinction might not be possible.
The new object's position on the ground plane and object class directly determine the size of the bounding box. We assume a fixed real world height and width off all objects of the same class. All N pixels inside the box are removed from the segmentation image and their votes are removed from the ground plane. These pixels are then used to initialize the appearance model of the new object.
The maximum window search on the ground plane is repeated until no more new objects can be found of a certain class. Then the search for the next smaller object class starts.
Event-based performance evaluation
In this second part of the article we present our novel performance evaluation method [17] based on events, which we apply in the results Section. Figure 4 gives an overview of the event-based evaluation.
The evaluation metric is based on comparing the list of events extracted from ground truth data and the list of events extracted from the trajectories generated by the tracking algorithm. Therefore, the evaluation with these higher-level events directly targets the overall semantic interpretation of the scene. Evaluation methods on the pixel-level [1] , frame-level [1, 2] or object trajectory level [2, 22] in contrary would only target the evaluation of sub-components of an algorithm.
Our event metric comprises the following additional advantages:
• The lengths of trajectories do not influence the metric making it independent of the frame rate and density of the ground truth labeling.
• It enables the fast generation of ground-truth data as not every frame needs to be annotated in full detail, as long as the events can be reliably extracted from sparse annotation.
• Reuse of already available ground truth data by automatic conversion into our novel event-based representation.
• Minimizing the human factor within the ground truth data and its influence onto the metric by means of event-based evaluation on a higher level. • Establishing a least common denominator to represent tracking data which is versatile to handle many different output formats.
• The metric directly helps to improve tracking algorithms by identifying:
-difficult trajectories -difficult scene locations -difficult situations -difficult event types
• Easy integration into higher level event and object detection frameworks.
An 'event' always describes instant actions happening at one particular point in time. In this work we automatically extract the following types of events from the tracking results: entering the scene, leaving the scene and entering a pedestrian crossing. All these events are triggered by exploiting the object positions in the tracking results. An event E is a 4-tuple and consists of an event-type P, a point in time T , a location L and it is related to one object O. In order to automatically generate events from either manually labeled data or continuous tracker output, these four basic building blocks have to be identified. For each tracker we use individual conversion methods to generate the events depending on the type and format of the underlying data. As an example, entering the scene events are found in the tracking results where targets with new IDs appear the first time.
(a) (b) Events are extracted from the ground truth data and from the tracker, as shown in Fig. 4 . The two event lists are then compared by using dynamic programming and the event metric proposed in [17] . Events are matched according to the time and location distance as shown in Fig. 5 . Matching events from the two lists are counted as true positives (TP). Events on the ground truth list without a corresponding event in the tracker list are counted as a false negative (FN). Unmatched events from the tracker are counted as false positives (FP).
As the distance measurement between two events i, j we combine T and L into one distance as described in Eq. 3.
Where ||...|| is the Euclidean distance, α is a scaling factor in order to allow to compare the different units of seconds and meters. The parameter maxdist is a maximal distance above which the match is considered to have failed.
For our experiments we have chosen a combined maximal distance measure of 5 seconds respectively 12 meters. Furthermore, we compute the average time T ave and location L ave deviations from ground truth of all correct matches (TP) to measure the accuracy of the trackers. Finally, in a object-based evaluation we measure how many of all events were detected correctly for an individual ground truth object. There, we also count the total number O tot of different O for these objects, in order to measure identity changes.
Results
This Section presents results of the tracking method as well as the event extraction on multiple public datasets. First, results of the object classification and tracking are discussed on a challenging sequence with cars and pedestrians. Due to the complexity of the sequence we also briefly compare our results with detection-based tracking approaches. Finally, we compare our tracker against two other state-of-theart trackers on the CVC outdoor dataset. For the evaluation and comparison we use the event-based evaluation metric. (a) (b) (c) The Central pedestrian crossing sequence was recorded with a public web-cam at 15fps, 320 × 240 pixels resolution, and contains severe MPEG compression artifacts. Leibe et al. [11] previously presented results with a detector-based tracking on the same publicly available dataset [3] . Major challenges for the tracker are the correct classification between pedestrians and cars as up to a dozen objects lead to crowded situations and multiple occlusions. Figure 7 shows the sequence with the results of the tracker overlaid. The refined segmentation is displayed in Fig. 6 . During the first 800 frames all pedestrians and cars are correctly classified while entering the scene. Cyclists and bikers (Fig. 7a) are classified as pedestrians and all trajectories are correct. We equally divide the object height in five slices to learn the color models of the foreground objects. Despite specularities and reflections of cars the color models are able to constantly adapt to the changing appearance thanks to the EM learning.
In the following frames the number of cars and pedestrians constantly increases. Between frames 1400 in Fig. 7b and frame 1600 in Fig. 7d about 10 pedestrians cross the street from both sides while several cars are waiting. During this part of the sequence our tracker looses track of several of the pedestrians during the 75m severe occlusion in the center of the pedestrian crossing. However, due to the object initialization described in Section 2.5 missed objects are detected again after the occlusion phase.
In frame 1795 of Fig. 7e two people with a suitcase are mistakenly identified as a car due to their wider footprint on the ground plane.
In comparison, the non real-time pedestrian-detector approach [11] showed fewer but more complete tracks in crowded situations, while our method detects and tracks nearly all objects including cars in less crowded situations in real-time.
CVC outdoor sequence
We have also applied the tracking evaluation metric to the CVC outdoor sequence [8] . For this sequence tracking results from three trackers were compared for the following events: entering scene, leaving scene, entering pedestrian crossing and leaving pedestrian crossing. Table 2 shows the total number of detected events for each tracker as well as the ground truth. During the sequence two bags are carried by different persons which are labeled in the human annotated ground truth but only tracked by one of the three methods. The area considered as the pedestrian crossing is shown in Fig. 8a , while Fig. 9 shows the plotted events over time. The events were automatically extracted from the hand labeled ground truth as well as from the tracker results in various data formats including CAVIAR xml and other proprietary formats.
Tracker 1
The first segmentation based tacker by Rowe et al. [18] uses a modular and hierarchically organized tracking system. A set of co-operating modules, which follow both bottom-up and top-down paradigms, are distributed through three abstraction levels of tracking. Each level is devoted to one of the main different tasks to be performed: target detection, low-level tracking (short-term blob tracker), and high-level tracking. The latter embeds switching mechanism among different operation modes, namely motion-based tracking and appearance-based tracking. Table 3 shows the results of that tracker. In comparison to the other two methods it is the only tracker with zero FN. Only tracker 1 detects and tracks the bags in the scene (see Figs. 8b, 8c and 11) . However, these good results come with a price of multiple FP and identity changes during pickup and dropping of the bags as shown in Table 4 . The disappearing car at the end of the sequence leads to multiple wrong object appearances increasing the number of objects overly.
Tracker 2
Tracker 2 is our method presented in this article in Section 2. As shown in Table 5 it perfectly tracks all pedestrians and cars without identity changes resulting in (a) (b) complete tracks. Cars and pedestrians are correctly classified resulting in the larger fixed object size for cars in comparison to humans as shown in Fig. 10 . However, the bags and their events are completely missed and not tracked resulting in several FN shown in Table 3 and Fig. 11 . In addition, a wrong object appears at the position of the parked car when it drives away at the end of the sequence.
Tracker 3
The third tracker by Duizer and Hansen [6] is a multi-view tracking system based on the planar homography of the ground plane. The foreground segmentation is performed using the codebook method for each view separately. Given an appropriate training, the codebook segmentation allows robust operation in a 24/7 situation capable of adapting to severe illumination changes. The tracking of objects is performed in each view using bounding box overlap, and occlusion situations are resolved by probabilistic appearance models. For this experiment two cameras were used. Their overlapping region however was restricted to the pedestrian crossing and some parts of the road, which requires single view tracking in several areas of the scene.
The results of this tracker are quite similar to tracker 2 as it tracks cars and pedestrians but also ignores the bags. The wrong object initialized at the empty space of the disappearing car shows the same segmentation problem as the other trackers. However, results could be different if the codebook for the background would have been trained without this car. Furthermore, this tracker looses track of one pedestrian when it passes behind a lamp pole resulting in an identity change shown in Table 6 (GT Object 6). The lamp pole is only seen in one of the two cameras. In conclusion, the evaluation shows that each tracker has its own strengths and weaknesses. Only tracker 1 detects bags and therefore finds all events, but also some unwanted. Tracker 2 makes a perfect job tracking cars and pedestrians while not tracking any bags. Tracker 3 adds an identity change to the otherwise similar results in comparison to tracker 2. Disappearing objects initially learned as background cause problems with all three methods. Figure 12 plots the computation time in milliseconds as well as the number of objects tracked for the CVC outdoor sequence of the proposed tracker. The time was measured on a 2.13 GHz CPU with a video resolution of 320 × 240. The time varies between 8 and 38 ms and scales with the number of foreground pixels in the scene. The two peaks directly indicate the presence of the larger cars while the number of pedestrians has a much lower impact on the computational cost. For a single frame, most time is spent for the computation of the pixel probabilities as well as the segmentation.
Performance

Conclusions
First, a novel tracking framework was introduced and tested on multiple challenging datasets in comparison with other state-of-the-art methods. Different object classes are recognized by their distinctive footprints by accumulating evidence on the calibrated ground plane. An iterative object placement process improves the segmentation and tracking, especially during inter-object occlusions. The capabilities and limitations of the real-time tracker were shown on multiple challenging datasets. Secondly, semantically high-level events such as "entering the pedestrian crossing" could be automatically extracted from the tracking results. Furthermore, the available annotated ground truth data from public datasets could be reused and converted automatically into our high-level representation. A comparison between different trackers and human annotated ground truth was carried out on the event level. 
