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Abstract 
 
In this series of seven papers, predominantly by means of elementary analysis, we 
establish a number of identities related to the Riemann zeta function, including the 
following: 
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where ( )p x  is a suitably behaved continuously differentiable function and ( )Ci x is 
the cosine integral. 
 
Whilst the paper is mainly expository, some of the formulae reported in it are 
believed to be new, and the paper may also be of interest specifically due to the fact 
that most of the various identities have been derived by elementary methods. 
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5. AN APPLICATION OF THE BERNOULLI POLYNOMIALS 
 
In (2.24) of Volume I we showed that for suitable functions 
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It would be possible to replace )(xp  by Nx  in (2.24), for example, and carry out the 
detailed calculations as before, but considerable simplifications are achieved by 
employing the Bernoulli polynomials whose important properties are considered in 
Appendix A of Volume VI. 
 
Therefore, in this part, we let )()( 12 xBxp N += , the selected range of integration is 
[0,1/ 2] and we use the generalised identity (2.24) with α = π. 
 
Since 
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the Riemann-Lebesgue lemma conditions will be satisfied at both end points of 
[0,1/ 2]  . We therefore have from (2.24) 
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and it will be noted that the right hand side appears in (1.13), an integral involving 
(2 1)Nς + . 
 
Integration by parts gives 
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The integrated part in (5.4) vanishes in view of the relations contained in (5.1). A 
further integration by parts gives 
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Integrating by parts a total of 12 −N  times, we obtain 
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We have already shown in Lemma (3.4) that the series in parentheses is equal to 
)12(2 +Nς and therefore, upon rearranging (5.8) we have proved (1.13), namely 
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Alternatively, the above could be used as a proof of Lemma 3.4 once we had 
determined a different proof for (1.13) (and an alternative proof of this is shown in 
(6.31)). 
 
If we let NN BxBxp 22 )()( −=  (so that by definition 0)0( =p ), and using the identity 
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6. TRIGONOMETRIC INTEGRAL IDENTITIES 
 
As previously mentioned in Volume I, Berndt [19] gave an elementary evaluation of 
(2 )nς  in his 1975 paper. Indeed, it was this paper which kindled my interest in this 
subject and, in particular, it was his use of a trigonometric function to show the 
relationship between (2 )nς  and 2nB  that led me to consider using a function of the 
form [ ]1/ 1 exp( )ix−  (which, really, is only a mild variant of the generating function 
(1.8) used in defining the Bernoulli numbers). 
 
We therefore consider the following identity (which is easily verified by multiplying 
the numerator and the denominator by the complex conjugate )1( ixe−− ), 
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Separating the real and imaginary parts of (6.1a) produces the following two 
identities (the first of which is called Lagrange’s trigonometric identity and contains 
the Dirichlet kernel ( )ND x  which is employed in the theory of Fourier series        
[145, p.49]) 
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(and these equations may obviously be generalised by substituting xα  in place of x  
as in (2.23) and (2.24)). 
 
Integration then gives us 
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and, in what follows, ( )p x  is assumed to be twice continuously differentiable on 
[ , ]a b  and we have 
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Therefore, provided ( )2/sin x  has no zero in [ ,a b ], the Riemann-Lebesgue lemma 
(2.17) from Volume I tells us that 
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This will also be the case if ( ) 02/sin =a , provided 0)( =ap . From the above we can 
therefore derive the following trigonometric identities: 
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Equations (6.5) and (6.5a) are valid provided (i) sin( / 2) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if sin( / 2) 0aα =  then ( ) 0p a =  also. 
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From (6.6) we note that the denominator is )2/cos(x and hence (6.7) and (6.7a) are 
only valid provided either (i) )2/cos(x has no zero in [ ,a b ] or (ii) if 0)2/cos( =a , 
then )(ap  must also be zero. 
Equations (6.8) and (6.8a) are valid provided (i) cos( / 2) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if cos( / 2) 0aα =  then ( ) 0p a =  also. 
 
Equation (6.7) may be written as  
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The following simple trigonometric identities are easily proved (for example see 
(A.18) in Appendix A of Volume VI) 
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It should be noted that in the above formulae we require either (i) both sin( / 2)x  and 
)2/cos(x have no zero in [ ,a b ] or (ii) if either sin( / 2)a  or )2/cos(a  is equal to zero 
then )(ap  must also be zero. Condition (i) is equivalent to the requirement that xsin  
has no zero in [ ,a b ]. 
Note that (6.14) is equivalent to (6.5a) with 2α = . 
 
More generally we have        
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Equations (6.14a) and (6.14b) are valid provided (i) sin( ) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if sin( ) 0aα =  then ( ) 0p a =  also. 
 
Duoandikoetxea [56a] has recently carried out some related work in this area. 
 
Some examples of the application of these identities are shown below. 
 
Example 1: 
 
With (6.8b) and xxp =)(  we have 
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or equivalently using the Leibniz formula 
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and, after a little algebra, we obtain the well-known result for the alternating zeta 
function 
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Whilst it must be acknowledged that similar results may be obtained from Fourier 
Theory, this treatment has the advantage of not requiring the full rigour and 
complexity of that theory. A very elementary proof of the identity 
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is set out in Appendix D of Volume VI: this simple proof does not even require a 
direct knowledge of the Riemann-Lebesgue lemma and, as such, would be eminently 
suitable material for an elementary calculus class. 
 
Example 2: 
 
In fact, we do not even need to assume the veracity of the Leibniz formula in the 
above example because we may derive it directly as follows. With (6.8b) and 
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Example 3: 
 
Letting 2( )p x x=  in (6.8b) we obtain 
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and, after some simplification, we obtain 
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This is a particular case of the general identity involving the Euler numbers which are 
defined in Appendix A (see (A.28)) of Volume VI.  
 
Example 4: 
 
As a further example, consider equation (6.14) with 2( )p x x=    
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Hence we see that 
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Therefore, reference to (3.9) shows that we have another elementary proof of the 
ubiquitous Euler integral identity (1.11) of 1772. Contrast the relative simplicity of 
this approach with the rather complex method originally employed by Euler (for 
example, see Ayoub’s expository paper [15]). 
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This results in 
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More generally, with [ , ] [0, ]a b t=  we obtain the well-known Fourier series which, 
inter alia, is recorded in [130, p.148] 
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Example 6: 
 
With identity (6.4) and ( ) 1p x =  
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Upon letting a π=  we obtain (7.5) 
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Note that, in the above example, since ( ) 1p x =  the interval of integration can not 
include 0. However, if we let ( )p x x=  we can change the integral to include 0 as 
follows 
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Integration by parts gives us 
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This is a particular case of the more general Fourier series [130, p.148] 
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                                              3 2
0
( )sin 3 ( )sin
tB t nt B x nx dx
n n
α αα α= − ∫    
 
                 22 1
00 0
( ) cos 2( )sin ( ) cos
tt tB x nxB x nx dx B x nx dx
n n
αα αα α= − +∫ ∫   
 
                                              2 2 1
0
( ) cos 2 ( )cos
tB t nt B B x nx dx
n n n
α αα α α= − + + ∫         
                   
                 11 0
00 0
( )sin 1( ) cos ( )sin
tt tB x nxB x nx dx B x nx dx
n n
αα αα α= −∫ ∫  
 
                                              1 2
( ) sin cos 1
( )
B t nt nt
n n
α α
α α
−= −  
 
This gives us 
 
            3
0
( ) cos
t
B x nx dxα =∫  
 
               3 2 2 12 2 3 4
( )sin ( ) cos ( )sin cos 13 3 3! 3!
( ) ( ) ( ) ( )
B t nt B t nt B B t nt nt
n n n n n
α α α α
α α α α α
−+ − − +                          
 
and hence we have  
 
         4 4
1 [ ( )]
8
B B t− =  
 
3 2 2 12 2 3 4
1 1 1 1 1
sin cos cos sin cos 1( ) 3 ( ) 3 3! ( ) 3!
( ) ( ) ( ) ( )n n n n n
nt nt nt nt ntB t B t B B t
n n n n n
α α α α α
α α α α α
∞ ∞ ∞ ∞ ∞
= = = = =
−+ − − +∑ ∑ ∑ ∑ ∑
 
With 2α π=  we have 
 
       4 4 3 2 2 2
1 1
1 sin 2 cos 2[ ( )] ( ) 3[ ( ) ]
8 2 (2 )n n
n t n tB B t B t B t B
n n
π π
π π
∞ ∞
= =
− = + −∑ ∑  
 
 
                               1 3 4
1 1
sin 2 cos 2 13! ( ) 3!
(2 ) (2 )n n
n t n tB t
n n
π π
π π
∞ ∞
= =
−− +∑ ∑      
 
As noted in Apostol’s book [13, p.338] we have 
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(6.25b)                       12 2
1
cos 2( ) ( 1) 2(2 )!
(2 )
N
N N
n
n tB t N
n
π
π
∞+
=
= − ∑             , ( 1, 2,...)N =  
 
 
(6.25c)                      12 1 2 1
1
sin 2( ) ( 1) 2(2 1)!
(2 )
N
N N
n
n tB t N
n
π
π
∞+
+ +
=
= − + ∑       , ( 0,1,2,...)N =  
 
and by substitution we then see that everything cancels out.                  
 
The above formulae for the Bernoulli polynomials are also direct consequences of the 
Hurwitz formula (4.4.228i) for the generalised zeta function. 
 
Example 8: 
 
Using (6.12) we have 
 
(6.26)                   
2
0 sin
x dx
x
π
=∫ 2
0 0
2 sin(2 1)
n
x n x dx
π∞
=
+∑ ∫  
 
(6.27)                
2 2
2
0 0
cos(2 1) sin(2 1)sin(2 1)
2 1 (2 1)
x n x n xx n x dx
n n
π π+ ++ = − ++ +∫         
 
                                                           22 )12(
)1(
)12(
cos
+
−=+= nn
n nπ  
 
Hence we obtain 
 
(6.28)                   
2
2
00
( 1)2 2
sin (2 1)
n
n
x dx G
x n
π ∞
=
−= =+∑∫      
 
where G  is Catalan’s constant. This result is well-known and an alternative proof is  
contained, for example, in Bradley’s website [33]. 
 
A connection with the gamma function is shown below. 
 
                            
1
2 2
0 0sin sin
x udx du
x u
π ππ π=∫ ∫  
 
and employing Euler’s reflection formula (6.61) for the gamma function  
 
                          ( ) (1 )
sin
u u
u
π
πΓ Γ − =  
 
 this becomes                                 
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1 1
2 2
0 0
( ) (1 ) (1 ) (1 )u u u du u u duπ π= Γ Γ − = Γ + Γ −∫ ∫   
 
Therefore we have 
 
(6.28a)                
1
2
0
(1 ) (1 ) 2 Gu u du πΓ + Γ − =∫  
                                                                                                                                   
 
We have the well-known result [25, pp.195 & 254]  
 
                           
2
2
0
1 1 1
4sin 4
dx
x
π
π
⎛ ⎞= Γ ⎜ ⎟⎝ ⎠∫  
 
and therefore using (6.12) with ( ) sinp x x=  we get 
 
                           
2 2 2
00 0 0
1 sin 2 sin sin(2 1)
sinsin n
xdx dx x n x dx
xx
π π π∞
=
= = +∑∫ ∫ ∫   
 
Integration by parts gives us 
                    
2 22
00 0
cos(2 1) 1 cos cos(2 1)sin sin(2 1) sin
2 1 2 2 1sin
n x x n xx n x dx x dx
n nx
π ππ+ ++ = − ++ +∫ ∫  
 
                                     
2
0
1 cos cos(2 1)
2 2 1sin
x n x dx
nx
π += +∫  
 
Therefore we have 
 
              
2 2
0 00 0
1 cos cos(2 1)sin sin(2 1)
2 2 1sinn n
x n xx n x dx dx
nx
π π∞ ∞
= =
++ = +∑ ∑∫ ∫  
 
From Tolstov [130, p.149] we have the Fourier series in the range (0, )∞  
 
               
0
cos(2 1) 1 log tan
2 1 2 2n
n x x
n
∞
=
+ = −+∑   
 
and hence 
               
2 2
2
0 0 0
1 cos 1 1sin sin(2 1) log tan
4 2 4sin 8n
x xx n x dx dx
x
π π
π
∞
=
⎛ ⎞+ = − = Γ ⎜ ⎟⎝ ⎠∑ ∫ ∫   
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The Wolfram Integrator expresses cos log tan
2sin
x x dx
x∫  as an elliptic integral of the 
first kind (and I have decided that such integrals are certainly beyond my remit!): this 
aspect may be worth exploring further to see if it gets us any nearer to obtaining a 
closed form expression for 1
4
⎛ ⎞Γ⎜ ⎟⎝ ⎠ . 
 
It should however be noted that a simple integration by parts gives us 
 
            
2
2 22
00 0
seccos 2log tan 2 sin log tan sin
2 2sin tan
2
x
x x xdx x x dxxx
π ππ
= −∫ ∫  
 
                                              
2 2
0 0
sin2 2
sin sin
x dxdx
x x
π π
= − = −∫ ∫  
 
and this completes the circle! 
 
Using this method it is possible to evaluate more complex integrals, for example let 
( ) sinhp x x=  so that (0) 0p = . Using (6.12) we have   
 
        
00 0
sinh 2 sinh sin(2 1)
sin
t t
n
x dx x n x dx
x
∞
=
= +∑∫ ∫  
 
        2
00
cosh sin(2 1) (2 1)sinh cos(2 1)sinh sin(2 1)
2 2 1
tt x n x n x n xx n x dx
n n
+ − + ++ = + +∫  
 
                                            2
cosh sin(2 1) (2 1)sinh cos(2 1)
2 2 1
t n t n t n t
n n
+ − + += + +  
 
Therefore we obtain 
 
        2
00
sinh cosh sin(2 1) (2 1)sinh cos(2 1)
sin 2 2 1
t
n
x t n t n t n tdx
x n n
∞
=
+ − + += + +∑∫  
 
and for example 
                                              
       
12
2
00
sinh ( 1)cosh( / 2)
sin 2 2 1
n
n
x dx
x n n
π
π
+∞
=
−= + +∑∫  
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Example 9: 
 
Following on from the first part of Example 8 we have 
 
                              
22
0 sin
x dx
x
π
=∫ 2 2
0 0
2 sin(2 1)
n
x n x dx
π∞
=
+∑ ∫  
 
and carrying out the elementary integration we find that 
 
(6.29)                    
22
0
72 (3)
sin 2
x dx G
x
π
π ς= −∫  
 
The evaluation of this integral is also contained in Bradley’s website [33] and an 
alternative proof was provided by De Doelder [55] (see (6.30r) of this paper). 
 
Combining (6.28) and (6.29) we have 
 
(6.30)                    
2
0
( ) 7 (3)
sin 2
x x dx
x
π π ς− =∫  
                                                                                                                                       
 
The following analysis was presented by Amigó [7] in 2001. He defined the constants 
( )C k  for 2k ≥  by 
 
(6.30a)                 
1
0
(2 1)( )
2 (2 1)...(2 )
k
j
jC k
j j k
π β− ∞
=
+⎛ ⎞= ⎜ ⎟ + +⎝ ⎠ ∑    
 
where ( )jβ  is the Dirichlet Beta function  defined by (A.27) 
 
 (6.30b)                            
0
( 1)( )
(2 1)
n
j
n
j
n
β ∞
=
−= +∑  
 
and for 2,  (2)j β=  is known as Catalan’s constant G . We also have the relationship 
 
 (6.30c)                            
2 1
2( 1) ( / 2)(2 1)
2(2 )!
j j
jEj
j
πβ
+−+ =  
 
and from (A.29) we have 
 
(6.30d)                             2
0
4sec( / 2) (2 1) n
n
x n xπ βπ
∞
=
= +∑           , x  < 1        
 
We have using the Beta function 
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                                  1 (2 )! ( , 2 1)
(2 1)...(2 ) (2 )! ( 1)!
j B k j
j j k j k k
+= =+ + + −  
 
(6.30e)                                                  
1
1 2
0
1 (1 )
( 1)!
k jt t dt
k
−= −− ∫  
 
and substituting this in (6.30a) we obtain 
 
(6.30f)                    
1 1
1 2
00
1( ) (2 1)(1 )
2 ( 1)!
k
k j
j
C k t j t dt
k
π β
− ∞−
=
⎡ ⎤⎛ ⎞= + −⎢ ⎥⎜ ⎟ −⎝ ⎠ ⎣ ⎦∑∫    
 
Using (6.30d) this becomes 
 
                                       
1
1
0
1 1 (1 )sec
2 2 ( 1)! 2
k
k tt dt
k
π π− −⎛ ⎞ ⎡ ⎤= ⎜ ⎟ ⎢ ⎥−⎝ ⎠ ⎣ ⎦∫  
 
                                       ( )( )
11
0
/ 21 1
2 ( 1)! 2sin / 2
kt
dt
k t
π π
π
−
= − ∫  
 
We therefore get 
(6.30g)                  
12
0
1 1( )
2 ( 1)! sin
ktC k dt
k t
π −
= − ∫  
 
Therefore, with 2k =  for example, we get by using (6.28) 
 
                             
2
0
1(2)
2 sin
tC dt G
t
π
= =∫  
 
and hence we have 
 
(6.30ga)                   
0
(2 1)
2 (2 1)(2 2)j
jG
j j
π β∞
=
+= + +∑  
 
(compare this with (6.54)). 
 
With 3k =  we get by using (6.30) 
 
                             
22
0
1(3)
4 sin
tC dt
t
π
= ∫ 7 (3)2 8Gπ ς= −  
 
and therefore 
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 (6.30h)               7 (3)
2 8
Gπ ς−
2
0
(2 1)
2 (2 1)(2 2)(2 3)j
j
j j j
π β∞
=
+⎛ ⎞= ⎜ ⎟ + + +⎝ ⎠ ∑  
 
We have by partial fractions 
 
                     1 1 1 1 1 1 1
( 1)( 2)( 3) 2 1 2 2 2 3u u u u u u u
⎧ ⎫ ⎧ ⎫= − − −⎨ ⎬ ⎨ ⎬+ + + + + + +⎩ ⎭ ⎩ ⎭  
 
                                                     1 1 1
2 ( 1)( 2) ( 2)( 3)u u u u
⎧ ⎫= −⎨ ⎬+ + + +⎩ ⎭  
 
Hence we have 
 
          
0 0 0
(2 1) 1 (2 1) 1 (2 1)
(2 1)(2 2)(2 3) 2 (2 1)(2 2) 2 (2 2)(2 3)j j j
j j j
j j j j j j j
β β β∞ ∞ ∞
= = =
+ + += −+ + + + + + +∑ ∑ ∑  
 
and consequently we get 
 
(6.30i)                         
2
0
(2 1) 7 (3)
2 (2 2)(2 3) 8j
j
j j
π β ς∞
=
+⎛ ⎞ =⎜ ⎟ + +⎝ ⎠ ∑  
 
In a follow-up paper [7a] Amigó defined the constants ( )D k  for 2k ≥  by  
 
(6.30j)                         1
0
(2 )( ) 2
2 ...(2 1)
k
j
jD k
j j k
λπ ∞−
=
= + −∑    
 
where  
 
(6.30k)                        
0
1( ) (1 2 ) ( )
(2 1)
s
s
n
s s
n
λ ς∞ −
=
= = −+∑  
 
Amigó then showed that 
(6.30l)                        
1 2
1 1
0 0
1 1 2( ) cot( / 2) cot
2 ( 1)! ( 1)!
k
k kD k t t dt t tdt
k k
ππ −
− −= =− −∫ ∫  
 
His proof follows: 
 
Let ( ) tan( / 2)f t tπ= . With repeated integration by parts we obtain 
 
                     
1
1
0
(0) (0) (0)(1 ) ...
( 1) ( 1)( 2)
k f f ft f t dt
k k k k k k
− ′ ′′− = + + ++ + +∫  
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( )
0
(0)
( 1)...( )
n
n
f
k k k n
∞
=
= + +∑  
 
We have the Maclaurin expansion (see (A.19) in Appendix A) 
 
 (6.30m)           2 1
0
4tan( / 2) (2 ) n
n
x n xπ λπ
∞ −
=
= ∑           , x  < 1        
 
and therefore 
 
                         ( )
0                                if  2
(0)
4(2 1) (2 ) /       if  2 1
n n jf
n n n jλ π
=⎛= ⎜ − = −⎝         
 
Hence we get 
 
            ( )11 2 1 1
0 0
2 tan tan 1
( 1)! 2 2( 1)! 2
k k
k kt t dt t t dt
k k
π π π π− − −⎛ ⎞− = −⎜ ⎟− −⎝ ⎠∫ ∫  
                                                            
                                                        
1
4(2 1) (2 ) /
2( 1)! ( 1)...( 2 1)
k
j
j j
k k k k j
π λ π∞
=
−= − + + −∑  
 
                                                        1
1
(2 )2 ( )
2 ...(2 1)
k
j
j D k
j j k
λπ ∞−
=
= =+ −∑  
 
It may also be noted that 
 
                                    
2 2
1 1
0 0
tan cot
2
k kt t dt t dt
π ππ− −⎛ ⎞− =⎜ ⎟⎝ ⎠∫ ∫  
 
and we therefore get 
 
(6.30n)            
1 2
1 1
10
2 (2 )cot 2
( 1)! 2 ...(2 1)
k
k k
j
jt dt
k j j k
π λπ
− ∞− −
=
=− + −∑∫  
 
These integrals are also evaluated in Muzaffar’s recent paper [103ac]. 
 
In [7] and [7a] Amigó reports that the following integrals may be proved using a 
combination of integration by parts and induction 
 
(6.30o)  
  
2 22
2 1 1
2
10
1 ( / 2) ( 1)sin(2 1) ( 1)
(2 1)! (2 2 )! (2 1)
k j nk
k j
j
j
t n t dt
k k j n
π π −− +
=
−+ = −− − +∑∫  
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2 1 22
2 1
2 2 1
10
1 ( / 2) ( 1) 1sin(2 1) ( 1) ( 1)
(2 )! (2 1 2 )! (2 1) (2 1)
k j nk
k j k
j k
j
t n t dt
k k j n n
π π + −+
+
=
−+ = − + −+ − + +∑∫         
 
  
2 2 2 12
2 1
2 1
10
2 ( 1)sin 2 ( 1)
(2 1)! (2 2 1)!
k k j nk
k j
j
j
t nt dt
k k j n
π π − +−
−
=
−= −− − +∑∫     
 
       
2 1 2 2 22
2
2 1 2 1
10
2 ( 1) 1 ( 1)sin 2 ( 1) ( 1)
(2 )! (2 2 2)!
k k j n nk
k j k
j k
j
t nt dt
k k j n n
π π+ − +
− +
=
− − −= − + −− +∑∫  
 
and these integrals can obviously be used in conjunction with (6.5a) and (6.14a). 
                                                                                                                                       
 
We have from Knopp [90, p.215] 
 
(6.30p)        ( ) 221 1
1
tan ( 1)
k
k
k
k
xx a
k
∞− −
=
= −∑  
 
where          1 1 11 ...
3 5 2 1k
a
k
= + + + −  
 
Dividing (6.30p) by x  and integrating gives us 
 
                   
( )21 21
2
10
tan 1 ( 1)
2
t k
k
k
k
x tdx a
x k
− ∞ −
=
= −∑∫  
 
Using the substitution 1tanu x−=  we have 
 
                    
( )211 22
0 0
tan 1
4 sin
x xdx dx
x x
π−
=∫ ∫     
 
and using (6.30) we obtain  
 
                  
( )211
0
tan 74 2 (3)
2
x
dx G
x
π ς
−
= −∫  
 
We conclude that 
 
(6.30q)      
1
2
1
( 1) 1 1 1 72 1 ... 2 (3)
3 5 2 1 2
k
k
G
k k
π ς
−∞
=
− ⎛ ⎞+ + + = −⎜ ⎟−⎝ ⎠∑  
 
This result was obtained by De Doelder [55] using contour integration and expressed 
in the (corrected) form 
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(6.30r)         
1
2
1
( 1) 1 1 72 (3)
2 2 2
k
k
k G
k
ψ ψ π ς
−∞
=
⎡ ⎤− ⎛ ⎞ ⎛ ⎞+ − = −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∑  
 
and the equivalence arises because we have from [125, p.20] 
 
                    
1
0
1 12log 2 2
2 2 1
k
n
k
n
ψ γ −
=
⎛ ⎞+ = − − +⎜ ⎟ +⎝ ⎠ ∑  
 
                    1 2 log 2
2
ψ γ⎛ ⎞ = − −⎜ ⎟⎝ ⎠  
 
and hence    
1
0
1 1 12
2 2 2 1
k
n
k
n
ψ ψ −
=
⎛ ⎞ ⎛ ⎞+ − =⎜ ⎟ ⎜ ⎟ +⎝ ⎠ ⎝ ⎠ ∑  
                                                                                                                                      
Knopp [90, p.216] also reports that 
 
(6.30s)         
2 1
1 2 1
2
1
1 tan .log(1 ) ( 1)
2 2 1
k
k
k
k
xx x H
k
+∞− −
=
+ = − +∑  
 
and this expansion merits further exploration. Letting 1tant x−=  we get 
 
                        
2 1
2
1
tanlog cos ( 1)
2 1
k
k
k
k
tt t H
k
+∞
=
= − +∑  
 
and upon integration we obtain 
 
                        2 12
10 0
log cos ( 1) tan
2 1
u u
k kk
k
Ht tdt tdt
k
∞ +
=
= − +∑∫ ∫  
 
Using Wiener’s formula (8.11j), which we consider in more detail in Section 8, 
results in  
                        
2
2 1
10
tantan ( 1) log sec ( 1) ( 1)
2
u nk
k k k n
n
ut dt u
n
+
=
= − + − −∑∫   
 
However, term by term integration does not appear to result in a convergent series. 
 
                                                                                                                                   
                                                                                                                                  
Using the substitution 1tany t−=  we have 
 
              
12tan1 2 1
2
00 0
tan( ) ( 1)
(2 1) sin
x xn
n
n
t x yx dt dy
t n y
φ
−− +∞
=
= = − =+∑∫ ∫     
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and using (6.27) this becomes 
 
(6.30t)        
1 1
1
2
0
cos (2 1)2 tan sin (2 1)2 tan
( ) 2 2 tan
2 1 (2 1)n
n x n x
x x
n n
φ
− −∞ −
=
⎡ ⎤⎡ ⎤ ⎡ ⎤+ +⎣ ⎦ ⎣ ⎦⎢ ⎥= − ++ +⎢ ⎥⎣ ⎦
∑                
 
From [25a] we note that 
 
(6.30u)         
2 1
1 2
2 2 1
0
4 21cos (2 1)2 tan ( 1)
2(1 )
n
k k
n
k
n
n x x
kx
+−
+
=
+⎛ ⎞⎡ ⎤+ = − ⎜ ⎟⎣ ⎦ + ⎝ ⎠∑  
 
(6.30v)         
2
1 2 1
2 2 1
0
4 21sin (2 1)2 tan ( 1)
2 1(1 )
n
k k
n
k
n
n x x
kx
− +
+
=
+⎛ ⎞⎡ ⎤+ = − ⎜ ⎟⎣ ⎦ ++ ⎝ ⎠∑  
 
and therefore we get 
 
       
1
0
tan( )
x tx dt
t
φ
−
= ∫  
            
2 1 2
1 2 2
2 2 1 2 2 2 1
0 0 0 0
4 2 4 21 1 1 14 tan ( 1) 2 ( 1)
2 2 12 1 (1 ) (2 1) (1 )
n n
k k k k
n n
n k n k
n n
x x x
k kn x n x
∞ + ∞−
+ +
= = = =
⎡ ⎤ ⎡ ⎤+ +⎛ ⎞ ⎛ ⎞= − − + −⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟++ + + +⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑ ∑ ∑  
 
With 1x =  we obtain 
 
(6.30w) 
     
1 1 2
0 0
tan(1) 2
sin
t ydt dy G
t y
π
φ
−
= = =∫ ∫    
 
            2 1 2
2 1 2 2 1
0 0 0 0
4 2 4 21 1( 1) 2 ( 1)
2 2 1(2 1)2 (2 1) 2
n n
k k
n n
n k n k
n n
k kn n
π ∞ + ∞+ += = = =
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
+ += − − + − ++ +∑ ∑ ∑ ∑  
 
From (6.30u) and (6.30v) with 1x =  it is easily seen that 
 
                
2 1
2 1
0
4 2(2 1) 1cos 0 ( 1)
22 2
n
k
n
k
nn
k
π +
+
=
+⎛ ⎞+⎡ ⎤ = = − ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∑  
 
                
2
2 1
0
4 2(2 1) 1sin ( 1) ( 1)
2 12 2
n
n k
n
k
nn
k
π
+
=
+⎛ ⎞+⎡ ⎤ = − = − ⎜ ⎟⎢ ⎥ +⎣ ⎦ ⎝ ⎠∑  
 
and, disappointingly, we therefore obtain the rather uninspiring result that  
 
2
0
( 1)
(2 1)
n
n
G
n
∞
=
−= +∑ . 
 
 26
It may be worthwhile exploring Euler’s more rapidly convergent series (a short proof 
of which is contained in the most enjoyable paper by Castellanos [42] “The 
Ubiquitous π ”) 
 
(6.30x)            
2 2 2 1
1
1
0
2 ( !)tan
(2 1)! (1 )
n n
n
n
n xx
n x
+∞−
+
=
= + +∑  
 
Division by x  and integration results in 
 
                
1 2 2 2
1
00 0
tan 2 ( !)
(2 1)! (1 )
t tn n
n
n
x n xdx dx
x n x
− ∞
+
=
= + +∑∫ ∫      
 
We have 
 
                
12 2 22
1 1
00 1
2(1 ) (1 ) 1( 1)
(1 ) 2
t tn n k nn
k
n n
k
nx u tdx du
kx u k n
+ −
+ +
=
⎛ ⎞− + −= = − ⎜ ⎟+ −⎝ ⎠∑∫ ∫   
 
and therefore 
 
                
1 2 2 22
0 00
2tan 2 ( !) (1 ) 1( 1)
(2 1)! 2
t n k nn
k
n k
nx n tdx
kx n k n
− −∞
= =
⎛ ⎞ + −= − ⎜ ⎟+ −⎝ ⎠∑ ∑∫    
 
Can this be simplified by using the binomial theorem on 2(1 ) k nt −+  and then 
miraculously finding some appropriate combinatorial relationship for the product of 
two binomial coefficients? 
 
With 1t =  we obtain 
 
               
1 1 2 2 22
0 00
2tan 2 ( !) 2 12 ( 1)
(2 1)! 2
n k nn
k
n k
nx nG dx
kx n k n
− −∞
= =
⎛ ⎞ −= = − ⎜ ⎟+ −⎝ ⎠∑ ∑∫  
                                                                                                                                    
 
One of the first papers published by Ramanujan [76, pp.40 & 337] considered the 
tangent integral [126, p.110] 
1
0
tan( )
x tx dt
t
φ
−
= ∫ . In this paper, Ramanujan (as 
corrected by Berndt) showed that 
 
(6.30y)          ( ) ( )2 2 2 2 21 1 1 1 1 ... 2 2 1 log 1 21 3 5 7 9 4 2πφ+ − − + + = − + +  
 
See also (C.64) in connection with (6.30y). 
 
In my formulation we have 
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                  ( ) ( )
12 tan 2 12 1 1
0 0
tan2 1
sin
t xdt dx
t x
φ
− −− −
− = =∫ ∫  
 
and, since ( )1tan 2 1 8π− − = , this is equivalent to  
 
                  ( ) 4
0
2 1
sin
x dx
x
π
φ − = ∫  
 
Using (6.26) we have 
 
          
4 4
00 0
2 sin(2 1)
sin n
x dx x n x dx
x
π π∞
=
= +∑∫ ∫  
 
          
4 4
2
0 0
cos(2 1) sin(2 1)sin(2 1)
2 1 (2 1)
x n x n xx n x dx
n n
π π+ ++ = − ++ +∫  
 
                                        [ ] [ ]2/ 4cos (2 1) / 4 sin (2 1) / 42 1 (2 1)
n n
n n
π π π+ += − ++ +  
 
Elementary trigonometry gives us 
 
          [ ] [ ] [ ]( )1cos (2 1) / 4 cos / 4 sin / 4
2
n n nπ π π+ = −  
 
          [ ] [ ] [ ]( )1sin (2 1) / 4 sin / 4 cos / 4
2
n n nπ π π+ = +  
 
Therefore we have [130, p.149] 
 
           [ ]
0
cos (2 1) / 4 1 log tan
2 1 2 8n
n
n
π π∞
=
+ = −+∑  
 
           [ ]2 2 2 2 2 2
0
sin (2 1) / 4 1 1 1 1 1 1 ...
(2 1) 1 3 5 7 92n
n
n
π∞
=
+ ⎧ ⎫= + − − + +⎨ ⎬+ ⎩ ⎭∑  
 
and the Ramanujan/Berndt result (6.30y) easily follows. 
 
In his letter to Hardy, Ramanujan [76, p.350] also reported that 
 
             ( )1 2 31 1
0 0
2 tan tan log 2 3
3 12
x xdx dx
x x
π−− −− = +∫ ∫  
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See also the recent paper by Cho et al [43d] which considers the integrals 
0 sin
t mx dx
x∫  
and in particular 
 
                
23
2
0
3 3 1log3 2,
sin 6 9 18 6
x dx
x
π π π ς ⎛ ⎞= − − + ⎜ ⎟⎝ ⎠∫     
                                                                                                                             
                 
In their paper “The evaluation of character Euler double sums” [30b], Borwein, 
Zucker and Boersma make reference to the following integral 
 
                 
2
0
log(2sin )
sin
p
p
xK x dx
x
π
= ∫  
 
and we may obtain a series representation for this integral as follows. Using (6.12) we 
have 
 
               
2 2
00 0
log(2sin ) 2 log(2sin )sin(2 1)
sin
p
p
n
x x dx x x n xdx
x
π π∞
=
= +∑∫ ∫     
 
and employing (7.8) this becomes 
 
                                                 
2
0 1 0
cos 22 sin(2 1)p
n k
kxx n xdx
k
π∞ ∞
= =
= − +∑∑ ∫  
 
We have the familiar trigonometric identity 
 
           [ ] [ ]( )1sin(2 1) cos 2 sin 2( ) 1 sin 2( ) 1
2
n x kx n k x n k x+ = + + + − +     
 
and hence we get    
 
              [ ] [ ]( )2 2 12 1
0 1 0
1 sin 2( ) 1 sin 2( ) 1pp
n k
K x n k x n k x dx
k
π∞ ∞ −
−
= =
= − + + + − +∑∑ ∫              
 
We then use the formula (6.30o) quoted by Amigó    
 
               
2 22
2 1 1
2
10
1 ( / 2) ( 1)sin(2 1) ( 1)
(2 1)! (2 2 )! (2 1)
p j mp
p j
j
j
x m x dx
p p j m
π π −− +
=
−+ = −− − +∑∫   
    
to obtain 
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(6.30z)    [ ]
2 2
1
2 1 2
0 1 1
1 ( / 2) ( 1)(2 1)! ( 1)
(2 2 )! 2( ) 1
p j n kp
j
p j
n k j
K p
k p j n k
π − +∞ ∞ +
−
= = =
−= − − − − + +∑∑ ∑    
 
                            [ ]
2 2
1
2
0 1 1
1 ( / 2) ( 1)(2 1)! ( 1)
(2 2 )! 2( ) 1
p j n kp
j
j
n k j
p
k p j n k
π − −∞ ∞ +
= = =
−− − − − − +∑∑ ∑  
 
Can this expression be simplified? 
 
Example 10: 
 
With the Bernoulli and Euler polynomials (the relevant properties of which are set out 
in Appendix A), we can readily establish the following integral identities (the modus 
operandi is outlined in Section 5 together with the identities (6.5a), (6.8a) and (6.14a) 
respectively) 
 
(6.31)                          ( )
12 1 2
1
2 1
0
2
(2 1) ( 1) ( ) cot( )
(2 1)!
n
n
nn B x x dxn
πς π
+
+
++ = − + ∫  
 
(6.32)                          ( )
12 1 2
1
2 12
0
2
(2 1) ( 1) ( ) tan( )
(1 2 )(2 1)!
n
n
nnn B x x dxn
πς π
+
+
+−+ = − − + ∫  
 
(6.33)                          
1
2 1 2
2(2 1)
0
(2 1) ( 1) ( ) csc( )
2(1 2 )(2 )!
n
n
nnn E x x dxn
πς π
+
− ++ = − − ∫  
 
The integral (6.31) appears in Abramowitz and Stegun [1, p.807] and the integrals 
(6.32) and (6.33) were obtained by Cvijović and Klinowski [50] in 2002 (and 
rediscovered by the author in 2004). Similar identities were also derived by Espinosa 
and Moll [59] in the form 
 
(6.34)                            
1
2 2
0
(2 )! (2 1)( ) log sin ( 1)
(2 )
n
n n
n nB x x dx ςπ π
+= −∫  
 
(6.35)                            
1
2 1
0
( ) log sin 0nB x x dxπ+ =∫  
 
and it is easily shown that equation (6.34) above is equivalent to (6.31) following a 
simple integration by parts, and making reference to (6.45). Alternative proofs are 
contained in (4.4.229v) in Volume IV. 
 
We also have (see the Wolfram MathWorld website relating to the Riemann zeta 
function) 
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(6.36)                             ( )
2 1 1
1
2 1
0
2
(2 1) ( 1) ( ) cot( / 2)
2(2 1)!
n
n
nn B x x dxn
πς π
+
+
++ = − + ∫  
 
(6.37)                                ( )
2 1 1
2 1
0
2
(2 1) ( 1) ( ) tan( / 2)
2(2 1)!
n
n
nn B x x dxn
πς π
+
++ = − + ∫  
 
(6.38)                      ( )
2 1 1
22 1
0
2
(2 1) ( 1) ( )cot( / 2)
4(2 1)(2 )!
n
n
nnn E x x dxn
πς π
+
++ = − − ∫  
 
(6.39)                      ( )
2 1 1
22 1
0
2
(2 1) ( 1) ( ) tan( / 2)
4(2 1)(2 )!
n
n
nnn E x x dxn
πς π
+
++ = − − ∫  
 
The reason why we have similar formulae for the integrals over two different 
intervals results from the well-known identity 
 
(6.40)                   
0
( )
a
f x dx =∫ 2
0
( )
a
f x dx +∫ 2
0
( )
a
f a x dx−∫  
 
(6.41)                                  
2
0
2 ( )
a
f x dx= ∫       , if ( ) ( )f x f a x= −  
 
(6.42)                                  0=                      , if ( ) ( )f x f a x= − −  
 
We know that cot cot( )x xπ= − −  and hence cot cot (1 )x xπ π= − − (using the 
substitution x xπ→ ). In addition from (A.14) we have 
 
(6.43)                  2 1( )nB x+ 2 1(1 )nB x+= − −  
 
Hence we obtain 
 
(6.44)                  2 1( ) cot ( ) (1 )nB x x f x f xπ+ = = −  
 
Therefore, for example, we have  
 
(6.45)               
1
2 1
0
( ) cotnB x x dxπ+∫
1
2
2 1
0
2 ( ) cotnB x x dxπ+= ∫
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A SURPRISING APPEARANCE BY THE BARNES DOUBLE GAMMA 
FUNCTION 
 
 
Example 11: 
 
The following well-known identity is proved in Appendix A of Volume VI 
 
(6.46)                     nn
n
n
n x
n
Bxx 22
2
0 )!2(
2)1(cot ∑∞
=
−=         , ( x < π) 
 
Combining this with Euler’s formula (1.7)  
 
(6.47)                    
2 1 2
1 22(2 ) ( 1)
(2 )!
n n
n nBn
n
πς
−
+= −           , ( 1)n ≥  
 
and, letting x xπ→ , we obtain  
 
(6.48)                     2
0
cot 2 (2 ) n
n
x x n xπ π ς∞
=
= − ∑            , ( x <1) 
 
Since the first term of the series (6.46) is equal to 0 1B = , to be consistent with (6.48), 
we define 1(0)
2
ς = − (which, as mentioned in (3.11a), in fact also coincides with the 
value determined by the analytic continuation of )(sς  at 0=s ). A different proof of 
(6.48) is shown in (6.139). With 1/ 2x =  we get 
 
(6.48a)                             1
1
(2 ) 1
2nn
nς∞
+
=
=∑    
 
which may be compared with (E.43f) in Volume VI. 
 
 We now recall the basic identity (6.5a) 
 
(6.49)                     
  
  
0
1 ( ) cot( / 2) ( )sin
2
b b
a a
n
p x x dx p x nx dxα α∞
=
=∑∫ ∫  
 
which is valid provided sin( / 2)xα  has no zero in [ , ]a b  (or, alternatively, if 
sin( / 2) 0aα = then ( ) 0p a = ). We now let 2α π=  in (6.49) and substitute (6.48) in 
(6.49) to obtain 
 
(6.50)                 
  2 1
  
0 0
1 ( ) (2 ) ( )sin 2
b bn
a a
n n
p x n x dx p x nx dxς ππ
∞ ∞−
= =
− =∑ ∑∫ ∫  
 
The above formula can be used to generate an endless number of infinite series 
involving terms in (2 )nς  by selecting appropriate functions for ( )p x  and varying the 
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interval of integration [ , ]a b . A number of such identities are recorded in the book by 
Srivastava and Choi, “Series Associated with the Zeta and Related Functions” [126] 
and a few examples are derived below. 
 
 Appendix A in Volume VI of this paper also lists series expansions for 
tan ,  / sin  and 1/ cosx x x x  (and similar expansions for the corresponding hyperbolic 
functions can be easily derived): hence the methods employed below can be 
replicated to systematically produce a virtual encyclopaedia of identities involving 
(2 )nς , (2 )nλ and (2 1)nβ + . 
 
With ( )p x x=  in (6.50) and [ , ] [0,1/ 2]a b =  we have 
 
(6.51)                        
1
2
2 1
0 0 0
1 (2 ) sin 2
(2 1)2 nn n
n x nx dx
n
ς ππ
∞ ∞
+
= =
− =+∑ ∑ ∫    
 
As in (3.3), integration by parts gives us 
                               
                     
11
2 2
2
0 0
cos 2 sin 2sin 2
2 (2 )
x n x n xx n x dx
n n
π ππ π π= − +∫   
1( 1)
4
n
nπ
+−=     , ( 1)n ≥  
 
Therefore we have 
 
                
1
2
1 0
sin 2
n
x n x dxπ∞
=
=∑ ∫ 1
1
1 ( 1) log 2
4 4
n
n nπ π
+∞
=
− =∑  
 
and hence we get 
 
(6.52)                          2 1
0
(2 )
(2 1)2 nn
n
n
ς∞
+
= +∑
1 log 2
4
= −  
 
Or, alternatively, (with the summation starting at 1n = ) we have 
 
(6.53)                          2 1
1
(2 )
(2 1)2 nn
n
n
ς∞
+
= +∑
1 1 log 2
4 4
= −  
 
In his recent paper, Dalai [51] has derived a structurally similar identity to (6.52) 
involving the Dirichlet beta function defined in (A.27) 
 
(6.54)                          ( )2
0
(2 1) log 1 2
(2 1)2 nn
n
n
β∞
=
+ = ++∑    
 
The Dalai formula may also be obtained by integrating (6.30d) 
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                                  2
0
4sec( / 2) (2 1) n
n
x n xπ βπ
∞
=
= +∑           , x  < 1     
 
                           2 1
00
4 (2 1)sec( / 2)
2 1
t
n
n
nx dx t
n
βπ π
∞ +
=
+= +∑∫   
 
                           
22
0 0 0
1 tan( / 2)sec( / 2) sec log
2 2 1 tan( / 2)
ttt ux dx u du
u
πππ ππ ⎡ ⎤+= = ⎢ ⎥−⎣ ⎦∫ ∫      
 
                                                   1 tan( / 4)log
2 1 tan( / 4)
t
t
π π
π
⎡ ⎤+= ⎢ ⎥−⎣ ⎦        
 
and hence 1/ 2t =  produces the required identity. 
Perhaps the closed form formula for (3)ς  contains a factor of  ( )2 log 1 2pq π + !! 
                                                                                                                                                                
The following analysis corroborates formula (6.53). This part was mainly written in 
2003 and, at that time, I knew next to nothing about the Barnes double gamma 
function; my analysis in Volume II(a) came about three years later. 
 
In [126, p.212] we have 
 
(6.55)                 [ ]2 1
1
(2 ) 1 (1 )1 log(2 ) log
(2 1) 2 (1 )
n
n
n z G zz
n G z
ς π
+∞
=
⎧ ⎫+= − +⎨ ⎬+ −⎩ ⎭∑    , ( z <1) 
 
where ( )G z is the Barnes double gamma function [126, p.24]. In 1900 Barnes defined 
the G-function as  
(6.55a)               ( ) 22 2 / 22
1
1( 1) (2 ) exp 1
2
n
z z z n
n
zG z z z z e
n
π γ ∞ − +
=
⎡ ⎤ ⎛ ⎞+ = − + + +⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∏  
 
With 1/ 2z =  in (6.55) we have 
 
(6.56)                [ ]2 1
1
(2 ) 1 1 (3/ 2)1 log(2 ) log
(2 1)2 2 2 (1/ 2)nn
n G
n G
ς π∞ +
=
⎧ ⎫= − +⎨ ⎬+ ⎩ ⎭∑  
 
We have from [126, p.25] 
 
(6.57)                ( 1) ( ) ( )G z z G z+ = Γ  
 
and therefore with 1/ 2z =  we obtain 
 
(6.58)                (3 / 2) (1/ 2)
(1/ 2)
G
G
= Γ  
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From the definition of ( )zΓ  in (4.3.1) we have 
 
(6.59)                 
0
(1/ 2)  
te dt
t
∞ −
Γ = ∫      
 
and, with the substitution u t= , this becomes 
 
(6.60)               
2
0
(1/ 2) 2  e u du π
∞
−Γ = =∫  
 
This is a very familiar integral and Sandham’s elegant derivation is shown in 
Appendix B. Alternatively, it can be easily ascertained by substituting 1/ 2z =  in 
Euler’s reflection formula for the gamma function (which is proved in Appendix C). 
 
(6.61)               ( ) (1 )
sin
z z
z
π
πΓ Γ − =  
 
This formula actually indicates that (1/ 2) :πΓ = ± however, the negative answer is 
discarded because it is clear from the definition that ( )xΓ > 0 (0, )x∀ ∈ ∞ . Could the 
negative solution have any significance (recall Dirac’s reason for postulating the 
existence of the anti-electron, the positron)?  
 
For 1/ 2,z =  the Srivastava and Choi result (6.56) is therefore in agreement with my 
simple analysis. 
 
(6.62)                      2 1
1
(2 )
(2 1)2 nn
n
n
ς∞
+
= +∑
1 1 log 2
4 4
= −  
                                                                                                                                       
 
With ( )p x x=  and [ , ] [0, ]a b z=  in (6.50) we have therefore shown that for z < 1 
 
(6.63)        [ ]2 1
1
(2 ) 1 (1 )1 log(2 ) log
(2 1) 2 (1 )
n
n
n z G zz
n G z
ς π
+∞
=
⎧ ⎫+= − +⎨ ⎬+ −⎩ ⎭∑  
 
                                        
 z
 0
1
sin 2
2 n
z x n x dxπ π∞
=
= − ∑∫  
 
(6.64)                              
1
cos 2
2 2 n
z z n z
n
π∞
=
= + ∑ 2
1
1 sin 2
4 n
n z
n
π
π
∞
=
− ∑  
 
(6.65)                              ( )log 2sin
2 2
z z zπ= − 21 Cl (2 )4 zππ−        
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where in (6.65) we have employed the familiar Fourier series, which will be easily 
derived in (7.8), and 2Cl ( )t  is the Clausen function [100, p.101] defined by 
 
(6.66)                  [ ]2 2
10
sinCl ( ) log 2sin( / 2)  
t
n
ntt u du
n
∞
=
= − =∑∫  
 
We therefore have 
 
(6.67)        (1 )log
(1 )
G z
G z
+
− ( )log 2sin [1 log(2 )]z z z zπ π= − − − 2
1 Cl (2 )
2
zππ−  
 
(6.68)                            ( )log 2sin [1 log(2 )]z z z zπ π= − − −
0
log(2sin )
z
t dtπ+∫  
 
Eliminating the factor of log 2z  we obtain 
 
(6.69)           (1 ) sinlog log
(1 ) 2
G z zz
G z
π
π
+ ⎡ ⎤= − ⎢ ⎥− ⎣ ⎦ 0
log(sin )
z
t dtπ+∫  
 
which is in agreement with Adamchik’s results in [5a] and [45]. More detailed 
information regarding the Barnes function may be found in Adamchik’s papers [5a] 
and [6a]. 
 
We have therefore shown that 
 
(6.69a)        
0
(1 ) sinlog log log(sin )
(1 ) 2
zG z zz t dt
G z
π ππ
+ ⎡ ⎤= − +⎢ ⎥− ⎣ ⎦ ∫  
 
and using integration by parts, we see that this is equivalent to the following integral 
formula originally due to Kinkelin (1860) 
 
(6.69b)        
0
(1 )log log(2 ) cot
(1 )
zG z z t t dt
G z
π π π+ = −− ∫  
 
(this is recorded as an exercise in Whittaker and Watson [135, p.264]). 
 
Referring to (6.48)   
 
                   2
0
cot 2 (2 ) n
n
z z n zπ π ς∞
=
= − ∑            , ( x <1) 
 
and using [126, p.14] 
 
                    1(1 ) (1 ) cotz z z
z
ψ ψ π π+ − − = −  
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we see that 
 
                    2
1
(1 ) (1 ) 2 (2 ) n
n
z z z z n zψ ψ ς∞
=
+ − − = ∑   
 
since (0) 1/ 2ς = − . 
 
Similarly (6.69b) may be expressed as 
 
                    
0
(1 )log [log(2 ) 1] [ (1 ) (1 )]
(1 )
zG z z t t t t dt
G z
π ψ ψ+ = − − + − −− ∫  
 
Employing the definition of the Barnes function in (6.55a) 
 
                    ( ) 22 2 / 22
1
1( 1) (2 ) exp 1
2
n
z z z n
n
zG z z z z e
n
π γ ∞ − +
=
⎡ ⎤ ⎛ ⎞+ = − + + +⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∏  
 
we get [126, p.32] 
 
                    2
1
(1 )( ) (2 ) e 1 1
(1 )
n n
z z z
n
G z z zz e
G z n n
π
−∞− −
=
+ ⎛ ⎞ ⎛ ⎞Φ = = + −⎜ ⎟ ⎜ ⎟− ⎝ ⎠ ⎝ ⎠∏  
 
We then differentiate logarithmically and apply the expansion (C.42a) 
 
                   
2
2 2
1
cot 1 2
n
zz z
z n
π π ∞
=
= + −∑  
to obtain 
 
                 log ( ) log(2 ) cotd z z z
dz
π π πΦ = −   ( z∉Z ) 
 
Integrating this, since (1)(0) 1
(1)
G
G
Φ = = , we obtain (6.69b). See a further proof in 
(4.3.87) in Volume II(a). 
 
From (6.66) we see that 
 
                   [ ]2 2
10
sin 2Cl (2 ) 2 log 2sin( )  
t
n
ntt u du
n
ππ π π ∞
=
= − =∑∫  
 
and combining this with (6.69a) we get 
                    
(6.69c)       2 2
1
sin 2 sin (1 )Cl (2 ) 2 log 2 log
(1 )n
nt t G tt t
n G t
π ππ π ππ
∞
=
+⎡ ⎤= = − −⎢ ⎥ −⎣ ⎦∑  
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Using the trigonometric series [48a] defined by 
 
                      
0
sin(2 1)( )
(2 1)n
nS
nν ν
αα ∞
=
+= +∑  
 
it is easily seen that 
 
                     2 2 2
1( ) ( ) Cl (2 )
4
S Clα α α= −  
 
Hence we have 
 
(6.69d)         [ ]2 (1 2 ) (1 )(2 ) log 2 cot( ) log 2 log2 (1 2 ) (1 )
G t G tS t t t
G t G t
ππ π π π π+ += + −− −  
 
and this corrects the misprint in equation (4.10) of [45] (where π  is missing from the 
argument of the logarithm) . 
 
Letting 1/ 4t =  in (6.69c) we obtain the known result contained in [45] 
 
(6.69e)     
( )
( )
5
4
3
4
1 1log log 2 log
8 4 2
G G
G
π π= + −  where G  is Catalan’s constant. 
 
Letting 1/ 4t =  in (6.69d) we get 
 
(6.69f)     [ ] ( )( )
( )
( )2
5 9
4 8
3 7
4 8
( / 4) log 2 cot( / 8) log 2 log
8 2
G G
S
G G
π ππ π π π= + −  
 
From (6.69b) we have 
 
(6.69g)     
( )
( )
1
8
0
9
8
7
8
1log log(2 ) cot
8
G
t t dt
G
π π π= − ∫  
 
Combining (6.69f) and (6.69g) we get 
 
(6.69h)           
[ ] ( )( )
1
8
2
0
5
4
3
4
( / 4) log 2 cot( / 8) log log(2 ) 2 cot
8 2 4
G
S t t dt
G
π π ππ π π π π π π= + − + ∫  
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and this may be rewritten as 
 
[ ] ( )( )
8
2
0
5
4
3
4
(6.69 )          ( / 4) log 2 cot( / 8) log log(2 ) 2 cot
8 2 4
G
i S t t dt
G
ππ π ππ π π π= + − + ∫  
 
We now employ (6.5a) with 2α π=  to obtain 
 
                    
8 8
10 0
2 cot 4 sin 2
n
t t dt t nt dt
π π∞
=
= ∑∫ ∫    
 
Integration by parts gives 
 
                      
8 8
2
00
cos 2 sin 2sin 2
2 4
t nt ntt nt dt
n n
π π
= − +∫     
 
                                           2
cos( / 4) 1 sin( / 4)
16 4
n n
n n
π π π= − +  
 
and therefore we get 
 
                   
8
2
1 10
cos( / 4) sin( / 4)2 cot
4 n n
n nt t dt
n n
π π π π∞ ∞
= =
= − +∑ ∑∫    
 
A quick glance forward to (7.8) shows that 
 
                          ( )
1
coslog 2sin / 2
n
nxx
n
∞
=
⎡ ⎤ = −⎣ ⎦ ∑  
 
and hence we have 
 
(6.69j)        [ ]8 2
10
sin( / 4)2 cot log 2sin( / 8)
4 n
nt t dt
n
π π ππ ∞
=
= +∑∫    
 
We have by separating the even and odd terms 
 
                 [ ] [ ]2 2 2
1 0 1
sin (2 1) / 4 sin (2 ) / 4sin( / 4)
(2 1) (2 )n n n
n nn
n n n
π ππ∞ ∞ ∞
= = =
+= ++∑ ∑ ∑   
 
                                        2
1( / 4)
4
S Gπ= +  
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and therefore we get 
 
                  [ ]8 2
0
12 cot log 2sin( / 8) ( / 4)
4 4
t t dt S G
π π π π= + +∫  
 
Substituting this in (6.69i) we obtain 
                
[ ] ( )( ) [ ]
5
4
3
4
1(6.69k) log 2 cot( / 8) log log(2 ) log 2sin( / 8) 0
8 2 4 4 4
G
G
G
π π π ππ π π π+ − + + =  
 
This is easily simplified by writing [ ] 21 1log sin( / 8) log sin ( / 8)
4 8
π π⎡ ⎤= ⎣ ⎦  and, using 
(6.69g), rather disappointingly we do in fact find that everything cancels out! G  is 
proving as elusive as (3)ς . 
 
In (6.69j) we showed that 
 
               ( )8 2
10
1 sin( / 4)cot log 2sin / 8
8 2 n
nx x dx
n
π π ππ ∞
=
⎡ ⎤= +⎣ ⎦ ∑∫        
 
Applying the half-angle trigonometric formula, this becomes 
 
(6.69l)    
8
2
10
1 sin( / 4)cot log 2 2
16 2 n
nx x dx
n
π π π∞
=
⎡ ⎤= − +⎣ ⎦ ∑∫  
 
We also have already shown that 
 
              [ ] [ ]2 2 2
1 0 1
sin (2 1) / 4 sin (2 ) / 4sin( / 4)
(2 1) (2 )n n n
n nn
n n n
π ππ∞ ∞ ∞
= = =
+= ++∑ ∑ ∑   
 
                                     2
1( / 4)
4
S Gπ= +  
 
In 2003, by a much more complex route, Choi, Srivastava and Adamchik [45] 
obtained the following representation 
 
(6.69m)           
( ) ( )8 1 28
0
1 1cot log (2 2) 1 2 2 2, 2 2 1
16 8 64
x x dx G
π π π ς π⎡ ⎤⎡ ⎤ ⎡ ⎤= − + − + − +⎣ ⎦ ⎣ ⎦ ⎣ ⎦∫  
 
It therefore seems that we have  
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           ( ) ( )1 22 8
1
sin( / 4) 1 1log 1 2 2 2, 2 2 1
8 4 32n
n G
n
π π π ς π∞
=
⎡ ⎤⎡ ⎤= + − + − +⎣ ⎦ ⎣ ⎦∑  
 
The presence of the term involving log
8
π π  certainly looked interesting! 
Since the series 2
1
sin( / 4)
n
n
n
π∞
=
∑  is absolutely convergent we may rearrange it as 
follows (using ω  as a convenient abbreviation for sin( / 4) 2 / 2π = ) 
 
       2 2 2 2 2 2 2 2 2
1
sin( / 4) 1 0 1 0 ...
1 2 3 4 5 6 7 8n
n
n
π ω ω ω ω∞
=
= + + + − − − − +∑    
 
                    
2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 1 1 1 1... ...
1 3 5 7 9 11 2 6 10 14 18 22
ω ⎡ ⎤ ⎡ ⎤= + − − + + − + − + − + − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 1 1 1 1 1... ...
1 3 5 7 9 11 2 1 3 5 7 9 11
ω ⎡ ⎤ ⎡ ⎤= + − − + + − + − + − + − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
2 2 2 2 2 2
1 1 1 1 1 1 ...
1 3 5 7 9 11 4
Gω ⎡ ⎤= + − − + + − +⎢ ⎥⎣ ⎦  
 
It is easily seen from the definition of the Hurwitz zeta function that 
 
              ( ) ( )2 210 08
2 1 2 1 12, 2
64 8 64 8 1n n nn
ς ω∞ ∞
= =
⎛ ⎞ = =⎜ ⎟⎝ ⎠ ++∑ ∑  
 
and this is certainly contained within the series in parentheses above. Similarly, 2π  
may obviously be expressed as a multiple of (2).ς  It seemed to me that someone 
more adept at series rearrangement may be able to deduce a relationship between G  
and logπ π . Initially, it looked as if there may be gold in them there hills (but alas it 
turned out to be mere iron pyrites!). 
 
Unfortunately, after I started looking at this I discovered that there was a misprint in 
equation (5.16) of [45]: the Choi, Srivastava and Adamchik equation (6.69m) should 
actually read as follows  
 
(6.69n)           
( )8 2
0
1 1 1cot log 2 2 1 2 2 2, 2 2 1
16 8 64 8
x x dx G
π π ς π⎡ ⎤⎛ ⎞⎡ ⎤ ⎡ ⎤= − + − + − +⎜ ⎟⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎝ ⎠⎣ ⎦∫  
 
(i.e. the interesting factor of logπ π  is no longer there). 
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We now continue this exercise by giving an elementary proof of another integral 
which appears in [45]. Let us consider (6.5a) with 2( )p x x=  and [ , ] [0, / 4]a b π= : we 
have 
 
                   
4 4
2 2
10 0
1 cot sin 2
2 n
x x dx x nx dx
π π∞
=
=∑∫ ∫    
 
Integration by parts gives 
 
                      
24 4
2
3 2
0 0
cos 2 cos 2 sin 2sin 2
4 2 2
nx x nx x nxx nx dx
n n n
π π
= − +∫     
 
                                              [ ] 23 21 cos( / 2) sin( / 2)cos( / 2) 14 32 8
n nn
n n n
π π π ππ= − − +  
 
and therefore we get 
                    
         [ ] 24 2 3 2
1 1 10
cos( / 2) 11 cos( / 2) sin( / 2)cot
2 16 4n n n
n n nx x dx
n n n
π π π π π π∞ ∞ ∞
= = =
−= − +∑ ∑ ∑∫  
 
We have (see [126, p.293]) 
 
                     1
1
cos( / 2) 0 1 0 1 1 1... ( ) (2 1) ( )
1 2 3 4 2 2
s
as s s s s s s
n
n s s
n
π ς ς∞ −
=
= − + + − = − = −∑  
 
and hence the above equation easily simplifies to 
 
(6.69o)           
24
2
0
35cot (3) log 2
64 32 4
Gx x dx
π π πς= − + +∫  
                                                                                                      
which is equation (5.13) of [45]. As Jane Austin might say, it is a truth universally 
acknowledged that my method is substantially easier than the one employed by Choi, 
Srivastava and Adamchik in [45]! 
                                                                                                                                  
 
Repeating the exercise again with [0, / 6]π  as the interval of integration we obtain 
 
         [ ] 26 2 3 2
1 1 10
cos( / 3) 11 cos( / 3) sin( / 3)cot
2 36 6n n n
n n nx x dx
n n n
π π π π π π∞ ∞ ∞
= = =
−= − +∑ ∑ ∑∫  
 
From [126, p.293] we have 
 
 42
(6.69p)             1 1 1
1
cos( / 3) 1 (6 3 2 1) ( )
2
s s s
s
n
n s
n
π ς∞ − − −
=
= − − +∑     
 
(6.69q)             
1
sin( / 3) 3 1 1 13 ( ) 6 , ,
2 6 3
s
s
s
n
n s s s
n
π ς ς ς
−∞ −
=
⎡ ⎤⎧ ⎫− ⎛ ⎞ ⎛ ⎞= + +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎩ ⎭⎣ ⎦∑        
 
and hence 
 
(6.69r)              3
1
cos( / 3) 1 (3)
3n
n
n
π ς∞
=
=∑     
 
(6.69s)             2
1
sin( / 3) 4 1 1 13 (2) 2, 2,
9 36 6 3n
n
n
π ς ς ς∞
=
⎡ ⎤⎧ ⎫⎛ ⎞ ⎛ ⎞= − + +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎩ ⎭⎣ ⎦∑  
 
Accordingly we obtain 
 
(6.69t)      
( )[ ]26 2
0
1 3 4 1 1 1
cot (3) log 2sin / 6 (2) 2, 2,
3 36 6 9 36 6 3
x x dx
π πς π π ς ς ς= − + + − + +⎡ ⎤⎧ ⎫⎛ ⎞ ⎛ ⎞⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎩ ⎭⎣ ⎦∫  
 
                                                                                                                                     
 
Let us consider one further example (this stuff is addictive): we have 
 
                  
12 12
10 0
cot 2 sin 2
n
t t dt t nt dt
π π∞
=
= ∑∫ ∫    
 
Integration by parts gives 
 
                  
12 12
2
00
cos 2 sin 2sin 2
2 4
t nt ntt nt dt
n n
π π
= − +∫     
 
                                       2
cos( / 6) 1 sin( / 6)
24 4
n n
n n
π π π= − +  
 
and therefore we get 
 
                  
12
2
1 10
cos( / 6) 1 sin( / 6)cot
12 2n n
n nt t dt
n n
π π π π∞ ∞
= =
= − +∑ ∑∫  
 
Reference again to (7.8) results in 
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                  [ ]12 2
10
1 sin( / 6)cot log 2sin( /12)
12 2 n
nt t dt
n
π π ππ ∞
=
= − + ∑∫  
 
Using the half-angle trigonometric formula 
 
                  [ ]2 1 1sin ( /12) 1 cos( / 6) 2 3
2 4
π π ⎡ ⎤= − = −⎣ ⎦  
 
 this becomes  
 
(6.69u)      
12
2
10
1 sin( / 6)cot log 2 3
24 2 n
nt t dt
n
π π π∞
=
⎡ ⎤= − − +⎣ ⎦ ∑∫  
 
This should be compared with equation (5.22) in [45]: however, I am not convinced 
that the latter is correct because, inter alia, it contains a factor of logπ π . 
 
We saw in (4.3.158) in Volume II(a) that       
 
                 
0
cot ( 1, ) ( 1,1 ) log(2sin )
x
u u du x x x xπ π ς ς π′ ′= − − − − +∫  
 
and therefore we have 
 
                
0 0
1cot cot
x x
u u du t t dt
π
π π π=∫ ∫      
 
We have  
 
                2
1 1 10 0
cos(2 ) 1 sin(2 )cot 2 sin 2
2
x x
n n n
x n x n xt t dt t nt dt
n n
π π π π π∞ ∞ ∞
= = =
= = − +∑ ∑ ∑∫ ∫    
 
and we therefore see that   
 
       2
1 1
cos(2 ) 1 sin(2 )( 1, ) ( 1,1 ) log(2sin )
2n n
x n x n xx x x x
n n
π πς ς π π
∞ ∞
= =
′ ′− − − − + = − +∑ ∑    
 
Then, having regard to (7.8), we see that    
 
(6.69v)      2
1
1 sin(2 )( 1, ) ( 1,1 )
2 n
n xx x
n
πς ς π
∞
=
′ ′− − − − = ∑    
                                                                                                                                   
 
Let us now integrate (6.64) to obtain 
 
 44
(6.70)   2 2
1
(2 )
(2 1)(2 2)2 nn
n
n n
ς∞
+
= + +∑
1
2
10
1 1 cos 2
8 2 n
z n z dz
n
π∞
=
= + ∑∫
1
2
2
10
1 sin 2  
4 n
n z dz
n
π
π
∞
=
− ∑∫  
 
Completing the integration, we have yet another rediscovery of the now well-known 
result (see the discussion in Section 8 for more details of this zeta expansion) 
 
(6.71)                      
2
2
0
4 (2 )(3)
7 (2 1)(2 2)2 nn
n
n n
π ςς ∞
=
= − + +∑           
 
                                                                                                                                        
 
As a further example, we now let 2( )p x x=  and [ , ] [0,1/ 2]a b =  in (6.50) and obtain 
 
(6.72)                    
1 2 2
2 2  0
0 1
1 (2 ) sin 2
(2 2)2 nn n
n x nx dx
n
ς ππ
∞ ∞
+
= =
− =+∑ ∑∫  
 
Integration by parts shows that 
 
(6.73)                      
11
22 2
2
3 2
0 0
cos 2 cos 2 sin 2sin 2
4( ) 2 2( )
nx x nx x nxx nx dx
n n n
π π ππ π π π= − +∫  
 
                                                          3 3
( 1) 1 ( 1)
4( ) 4( ) 8
n n
n n nπ π π
− −= − −      , 1n ≥  
 
Therefore we have 
 
(6.74)                
1
2
2
1 0
sin 2
n
x nx dxπ∞
=
=∑ ∫ 13 3
1
( 1) 1 ( 1)
4( ) 4( ) 8
n n
n n n nπ π π
+∞
=
⎧ ⎫− −− +⎨ ⎬⎩ ⎭∑  
 
(6.75)                                                3 3
1 1 1(3) (3) log 2
4 4 8a
ς ςπ π π= − − +  
 
(6.76)                                                3
7 1(3) log 2
16 8
ςπ π= − +  
 
Hence for (6.72) we have 
 
(6.77)                         
1 2 2
2  0
1 1
1 (2 ) 1 sin 2
8 ( 1)2 16nn n
n x nx dx
n
ς π π∞ ∞
= =
= −+∑ ∑∫  
 
(6.78)                                                 2
1 7 1(3) log 2
16 16 8
ςπ= + −  
 
Therefore we obtain 
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(6.79)                           2
1
(2 )
( 1)2 nn
n
n
ς∞
= +∑ 2
1 7 (3) log 2
2 2
ςπ= + −  
 
An expression for the left hand side of (6.79) is also contained in the book by 
Srivastava and Choi [126, p.217]: in this book [126, p.215] the authors give the 
following formula in the case where z  < a  
 
(6.80)  
2 2 2
2
1
(2 , ) 2( 1) log ( ) 2( 1) log ( ) [1 log(2 )]
1 2
k
k
k a z za G a a a
k
ς π
+∞
=
= − − − Γ + −+∑  
 
                                          2( 1) log ( ) ( ) ( 1) log ( )a a z a z z a G a z+ − Γ + Γ − + − + +  
 
                                          
0 0
( 1) log ( ) log ( ) log ( )
z z
z a G a z G t a dt G t a dt
−
− + − − − + − +∫ ∫  
 
Taking 1a =  they report the following result which is valid for z  < 1 
 
(6.81)  
 
2 2 2
1 0 0
(2 ) (1 )[1 log(2 )] log log (1 ) log (1 )
1 2 (1 )
z zk
k
k z z G zz G t dt G t dt
k G z
ς π
−+∞
=
+= − + − + − ++ −∑ ∫ ∫  
 
and taking 2/1=z  they obtain [126, p.217] 
 
(6.82)                         ( )1 142
1
(2 ) 1 log 2
( 1)2 2nn
n B
n
ς∞ −
=
= ++∑  
 
where B  is defined in [126, p.36] as 
 
(6.83)                 
3 2 3
2
1
lim log log
3 2 6 9 12
n
n k
n n n n nB k k n→∞ =
⎡ ⎤⎛ ⎞= − + + + −⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦∑  
 
B  is one of the generalised Glaisher-Kinkelin constants which are referred to in 
(4.4.211). Mercifully, we are told in [126, p.100] that (see also Appendix F of 
Volume VI) 
(6.84)                      2
(3)log ( 2)
4
B ςς π′= − − =  
 
A proof of this is also given in Volume III (and a further proof is presented in 
Volume VI). 
 
Using (6.84) we may write (6.82) as 
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(6.85)                     2 2
1
(2 ) 1 7 (3) log 2
( 1)2 2 2nn
n
n
ς ς
π
∞
=
= + −+∑  
 
which is in agreement with my considerably more elementary analysis (6.79). 
                                                                                                                                   
 
A CONNECTION WITH SINE AND COSINE INTEGRALS 
 
We may write (6.50) as 
 
(6.86)                    2 1
1 1
1 ( )(2 ) ( ) ( )sin 2
2
b b b
n
n na a a
p xn p x x dx dx p x n x dx
x
ς π π∞ ∞−
= =
= −∑ ∑∫ ∫ ∫  
 
Let xxp =)(  and integrate over the interval ],0[ t  to obtain 
 
(6.87)                    
2 1
2
1 1
(2 ) 1 cos 2 sin 2
2 1 2 2 (2 )
n
n n
n t t n t n tt
n n n
ς π ππ π π
+∞ ∞
= =
⎧ ⎫= − − +⎨ ⎬+ ⎩ ⎭∑ ∑  
 
Now divide (6.87) by t  and integrate the result over the interval ],0[ x (it may be 
shown that term by term integration is valid). 
 
(6.88)                    
2 1
2 2
1 1 0
(2 ) 1 cos 2 sin 2
(2 1) 2 2 4
xn
n n
n x n t n tx dt
n n n t
ς π π
π
+∞ ∞
= =
⎧ ⎫= − − +⎨ ⎬+ ⎩ ⎭∑ ∑∫  
 
(6.89)                                           2 2
1 1 0
1 1 sin 2 1 1 sin 2
2 4 4
x
n n
n x n tx dt
n n t
π π
π π
∞ ∞
= =
= + −∑ ∑ ∫  
 
 
Let us now consider the integral  
 
(6.90)                     
00 0
sin sinlog .cos log
xx xnt ntt nt dt t dt
n nt
= −∫ ∫  
 
We have 
 
                               
0 0
loglim log sin lim
1/ sint t
tt nt
nt→ →
=  
 
and using L’Hôpital’s rule 
                                              
2
0 0
sin sinlim lim tan 0
cost t
nt nt nt
nt nt nt→ →
= − = − =     
 
Therefore we get      
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0 0
sin log sinlog .cos
x xnx x ntt nt dt dt
n nt
= −∫ ∫       
 
                                              
0
sin log 1 sinnxnx x u du
n n u
= − ∫    
 
and hence we get 
 
(6.90a)          
0
sin log ( )log .cos
x nx x Si nxt nt dt
n n
= −∫      
 
(6.90ai)         sin log sin log ( ) ( )log .cos
x nx x n Si nx Si nt nt dt
n n n nα
α α α= − − +∫                        
 
where )(xSi  is the sine integral function defined by G&R [74, p.878] and [1, p.231]as 
 
(6.90b)            
0
sin( )
x tSi x dt
t
= ∫      , (0) 0Si =  
 
For reference we may note that 
 
(6.90bi)         
0
sin( )
x atSi ax dt
t
= ∫      
 
We therefore have 
 
(6.90c)            
0
( )log .cos Si nt nt dt
n
π π= −∫  
 
We have the well-known integral from Fourier series analysis 
 
(6.90d)            
0
sin
2
t dt
t
π ∞= ∫  
 
and therefore defining  
 
(6.90di)          ( ) ( )
2
si x Si x π= −  
 
we have                        
 
(6.90e)           
0 0
sin sin sin( )
x
x
t t tsi x dt dt dt
t t t
∞ ∞
= − = −∫ ∫ ∫   
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With 1/ 2x =  in (6.89) we obtain  
 
             2 2
1
(2 )
(2 1) 2 nn
n
n
ς∞
= +∑
1
2
2
1 0
1 1 1 sin 21
2 n
n t dt
n t
π
π
∞
=
⎡ ⎤⎢ ⎥= −⎢ ⎥⎣ ⎦
∑ ∫  
 
                                       2
1 0
1 1 1 sin1
2
n
n
u du
n u
π
π
∞
=
⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∫  
 
and hence we have 
 
(6.90f)  2 2 2
1 1
(2 ) 1 1 ( )1
(2 1) 2 2nn n
n Si n
n n
ς π
π
∞ ∞
= =
⎡ ⎤= −⎢ ⎥+ ⎣ ⎦∑ ∑    
 
We have from (6.89) 
 
(6.90fi)           
2 1
2 2 2
1 1 1
(2 ) 1 1 sin 2 1 (2 )
(2 1) 2 4 4
n
n n n
n x n x Si n xx
n n n
ς π π
π π
+∞ ∞ ∞
= = =
= + −+∑ ∑ ∑  
 
We note that we could multiply (6.90fi) by px and then integrate to obtain an 
expression for
2 2
2
1
(2 )
(2 2 )(2 1)
n p
n
n x
n p n
ς + +∞
= + + +∑ . 
 
From (6.90c) we have 
 
                                 2
1 10
cos ( )log
n n
nt Si nt dt
n n
π π∞ ∞
= =
= −∑ ∑∫  
 
and using (7.8) we get 
 
                                 [ ]
1 0 0
coslog log log 2sin( / 2)
n
ntt dt t t dt
n
π π∞
=
= −∑∫ ∫  
 
Thus we have 
 
(6.90g)                     [ ]2
1 0
( ) log log 2sin( / 2)
n
Si n t t dt
n
ππ∞
=
=∑ ∫    
   
We have 
 
               [ ]
0 0 0
log log 2sin( / 2) log 2 log log log sin( / 2)t t dt t dt t t dt
π π π
= +∫ ∫ ∫       
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and integration by parts gives us 
                                     
0
0 0
1log log sin( / 2) ( log ) log sin( / 2) ( log )cot( / 2)
2
t t dt t t t t t t t t dt
π ππ= − − −∫ ∫  
 
                                 
0
1 ( log )cot( / 2)
2
t t t t dt
π
= − −∫  
 
We now employ the basic identity (6.5a) to give us 
 
(6.90h)   
10 0
( log )cot( / 2) 2 ( log )sin
n
t t t t dt t t t nt dt
π π∞
=
− = −∑∫ ∫  
 
It is left as an exercise for the reader to show why (6.90h) satisfies the conditions for 
(6.5a). 
 
We have 
              
00 0
cos cos( log )sin ( log ) lognt ntt t t nt dt t t t t dt
n n
ππ π
− = − − +∫ ∫  
 
                                              
1
2
( 1) ( )(log 1)
n Si n
n n
ππ π
+−= − −  
 
where we have used (6.90c). Completing the summation we obtain 
 
        
1
2
1 1 10
( 1) ( )( log )sin (log 1)
n
n n n
Si nt t t nt dt
n n
π ππ π
+∞ ∞ ∞
= = =
−− = − −∑ ∑ ∑∫  
 
and hence we get the same result as before 
            
1
2 2
1 1 1 10
cos ( 1) ( ) ( )log (log 1) log 2 (log 1)
n
n n n n
nt Si n Si nt dt
n n n n
π π ππ π π π
+∞ ∞ ∞ ∞
= = = =
−= − − + − − = −∑ ∑ ∑ ∑∫  
 
It has been shown in [45ae] that (an alternative proof is given later in this paper):  
 
(6.91)                                   33
1
( ) 5
72n
Si n
n
π π∞
=
=∑  
 
and this is tantalisingly similar in structure to the series under consideration in 
(6.90f). 
 
We have from Bromwich’s book [36b, p.312] and also [1, p.232] 
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2
cos
0
( ) cos( sin )x tsi x e x t dt
π
−= − ∫  
 
         
2 2
cos cos sin sin
0 0
1( ) cos( sin )
2
n t n t in t in tsi n e n t dt e e e dt
π π
π π π ππ π− − −⎡ ⎤= − = − +⎣ ⎦∫ ∫     
 
We then see that 
 
       ( )2 [ cos sin ] [ cos sin ]
1 1 0
( ) 1 1
2
n t i t n t i t
p p
n n
si n e e dt
n n
π
π ππ∞ ∞ − + − −
= =
= − +∑ ∑ ∫    
 
                        ( )2 [ cos sin ] [ cos sin ]
1 0
1 1
2
n t i t n t i t
p
n
e e dt
n
π
π π∞ − + − −
=
= − +∑ ∫   
 
and hence we get 
 
       ( )2 [ cos sin ] [ cos sin ]
1 0
( ) 1
2
t i t t i t
p pp
n
si n Li e Li e dt
n
π
π ππ∞ − + − −
=
⎡ ⎤ ⎡ ⎤= − +⎣ ⎦ ⎣ ⎦∑ ∫  
 
A formula corresponding to (6.90f) does not appear in the mammoth list compiled by 
Srivastava and Choi in [126]: they do report the result [126, p.223] 
 
(6.92)                   2
1
(2 ) 1 log
(2 1)2 nn
n
n n
ς π∞
=
= − ++∑  
 
(a proof of this identity is given in (6.107g)). Later in this paper in (6.123) we show 
that a related series is given by 
 
(6.92a)                 
[ ]1 2 2
1 10
1 (2 ) 1 (2 ) 1log ( 1) log 2sin( ) (2)
2 2 4n n
si n Si nx x dx
n n
π ππ ςπ π
∞ ∞
= =
Γ + = = −∑ ∑∫  
 
and this gives some indication of the complexity involved in this area. 
 
 If (6.89) is valid for 1x = , we may have 
 
(6.92b)                2 2
1 1
(2 ) 1 1 (2 )
(2 1) 2 4n n
n Si n
n n
ς π
π
∞ ∞
= =
= −+∑ ∑  (?) 
 
and, with our unproven assumption in mind, we may then have 
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(6.92c)                [ ]1 2
10
1 (2 )log ( 1) log 2sin( ) 1 (2) 2
4 (2 1)n
nx x dx
n
ςπ ς ∞
=
Γ + = − − +∑∫  (?)    
   
Reference to (6.48) shows that  
 
                         
1
2
10 0
(2 )cot 2
(2 1)
t
n
dt nx xdx
t n
ςπ π ∞
=
= − +∑∫ ∫     
 
See also (6.117j) where, some three years later, I showed that 
 
                          2 2
1
1 (2 ) 1log
2 4n
Si n A
n
π
π
∞
=
= −∑  
                
A series similar to (6.92) was posed as a question in The American Mathematical 
Monthly in 1965 and, Danese, one of the solvers [75a], noted that a more general 
identity, known as Burnside’s formula, is reported in Higher Transcendental 
Functions by Erdélyi et al. 
 
(6.93)      2
1
(2 , ) 1 1 12 log 2 log 2 2log ( )
(2 1)2 2 2 2nn
n z z z z z
n n
ς π∞
=
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − − − − + − Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑  
 
where ),( zsς is the Hurwitz zeta function (the relationship becomes clear by letting 
1=z in (6.93)). The popularity of this series continued through into 1987 where it 
reappeared as a problem in the same journal [130a], and was solved in an entirely 
different manner. 
 
Andersen [45a] proved (6.91) by using Parseval’s generalised identity 
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I first came across this identity in 1999 when I purchased a 1930 edition of Carslaw’s 
book [41] on Fourier series in a car-boot sale for the princely sum of 10 pence. 
Glancing through this book, almost immediately (on 2 December 1999, to be exact) I 
realised for the first time that one could potentially evaluate (3)ς  by identifying 
suitable functions ( )f x  and ( )g x , with Fourier coefficients ( , )n na b  and ( , )n nα β  
respectively, which satisfied the following conditions 
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That was the very start of my zeta quest! Of course I never did find any such 
functions; somewhat later, I realised that a simple modification would suffice, viz 
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(at that stage of my knowledge, I didn’t even know that the alternating zeta function 
was an appropriate object of study). Some further perusal of Carslaw’s inspiring book 
then revealed that suitable functions were ( )  and ( ) log cosf x x g x x= =  over an 
appropriate interval: all that remained was to evaluate an integral of the form 
log cosx x dx∫ . Little did I know way back in 1999 how difficult was the task that 
then confronted me, and indeed had confronted countless mathematicians for the past 
three centuries! 
 
In this connection, it may be worthwhile noting from (E.46) of Volume V that 
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Let us now move on: from (6.90c) we might deduce that 
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and reference to (6.8) would imply that 
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Therefore we might have 
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However we would be wrong because the necessary conditions for the Riemann-
Lebesgue lemma are not satisfied by log  at  0t t = . Nielsen instead gave the 
following expression in his 1906 book, “Theorie des Integrallogarithmus und 
verwanter tranzendenten” [104a, p.79] 
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where ( ) ( )
2
si x Si x π= − . This may be written as   
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and hence  
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Alternatively, using (6.90ai) in the interval [ , ]a b  we get for 0 < a  < b < / 2π  
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The necessary conditions for the Riemann-Lebesgue lemma to apply to (6.8) are now 
satisfied in that interval and in conjunction with (6.94a) we may obtain an expression 
for 
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From (6.8) we have 
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and hence we get 
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We have from Tolstov [130, p.148] for / 2π−  < α  < / 2π  
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and using (6.94ai) we may write the above equation as 
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Hence by symmetry we have 
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and since (0) 0Si =  we have 0c =  which then gives us                                          
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as noted in [104a, p.83] for x  < π . 
              
                                                                                                                                      
 
In the same book (which may be viewed on the internet), Nielsen [104a, p.78] states 
that for 0 < x  < 1  
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(equation (6.94b) corrects the misprint in Nielsen’s book). 
 
It is easily seen that (6.94a) is derived from (6.94b) by letting 1/ 2x = . 
 
The proof of (6.94b), which is quite straightforward, is given below. We have the 
Fourier series for log x  
 
(6.94c)                     0
1
1log ( cos sin )
2 n nn
x a a nx b nx
∞
=
= + +∑   
 
where, as proved below, we have  
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With integration by parts we get 
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Therefore, in the limit as 0α → , we get 
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and, as reported in Nielsen’s book [104a, p.12], we have using (6.94g) 
 
(6.94f)          [ ]
0
1log .sin ( ) cos( ) log log
x
t at dt Ci ax ax x a
a
γ= − − −∫  
 
where the cosine integral ( )Ci x  is defined in G&R [74, p.878] and [1, p.231] as  
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(where, in the final part, we have simply substituted the Maclaurin series for the 
integrand). We also have 
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and this more clearly shows the connection with ( )si x  in (6.90e). ( )Ci x  is frequently 
designated as ( )ci x  in other works such as G&R [74]. We also have the following 
representations recently given by Harris [76c] in terms of spherical Bessel functions  
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where ( )(2 1) 1 ( 1)nn na n H= − + − − +  and 0 0a = . 
 
From Nielsen’s book [104a, p.6] we have 
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in terms of the logarithmic integral 
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After that digression we therefore obtain 
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The coefficients na  can be obtained in the same manner as (6.90c). We also have 
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and making use of (7.5) and (7.8)  
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we therefore obtain the Fourier series (where we have made the substitution 
2x xπ→ ) 
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In (6.94j) we let 1x x→ −  and combine the resulting identity with (6.94j) to obtain 
(6.94b) 
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and subtraction results in 
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If we multiply (6.94ji) by x  and integrate we obtain 
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Hence, using our old favourite equation (1.11) from Volume I, we have 
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and this becomes 
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Therefore we have 
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This agrees with [45ae] where, using Parseval’s formula, it was shown that 
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and hence combining the above two series we obtain (6.94k).                           
 
It is a pity, but not altogether surprising, that the interesting factor involving (3)ς  
cancels out! Other interesting identities may be obtained by multiplying (6.94b) by 
different powers of x , or perhaps by a different function altogether. 
                                                                                                                                     
                                                                                                                                         
We have using integration by parts 
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Using (6.94f) it is clear that 
 
             [ ]
0 0
0
1lim log .sin lim ( ) cos( ) log log 0
x
x x
t at dt Ci ax ax x a
a
γ→ →= − − − =∫  
 
This in turn implies that 
 
(6.94m)              [ ]
0
lim ( ) cos( ) log log
x
Ci ax ax x aγ→ − = +  
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Since ( ) logmp x x x=  is twice continuously differentiable on [0,1] for 3m ≥ , it is 
clear that 3( ) logp x x x=  meets the conditions of the Riemann-Lebesgue lemma on 
that interval (also noting that (0) 0p =  as required). We will show in (6.94q) that 
(6.5) and (6.5a) may in fact be employed in the case where 2m = . 
 
We may therefore employ equation (6.5) which is noted below for ease of reference 
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Alternatively, completing the summation of (6.94n) we have 
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which implies that  
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Using the definition of ( )Ci x  in (6.94g) this becomes  
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Assuming that we may interchange the order of summation and integration we have 
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We have the Fourier series from [130, p.148] 
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This then gives us another derivation of (6.94o).                        
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Completing the summation of the above integral we get 
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From (7.5) we have for (0,2)x∈  
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and therefore interchanging the order of summation and integration we get (assuming 
that this operation is valid) 
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(since 2 logx x  is zero at 0x = , the Fourier series (7.5) may also be employed at 
0x = ). 
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Accordingly, we have another proof of the equation (6.94o) involving  4
1
( )
n
Ci n
n
π∞
=
∑  
and (4)ς ′ .   
                                                                                                                                         
 
As a further example we have 
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Therefore we obtain 
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In [130, p.148] we find  
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but further simplification does not seem possible. 
 
Clearly, the method may be extended for other powers of .x  
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It is clear that the above terms remain finite for a fixed value of N and that the value 
of each of the integrated term and the integral approaches zero as N →∞ . 
 
Another integration by parts gives us 
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With regard to the integrated part we see that 
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and it is clear that this expression remains finite as 0x → .  
 
Therefore we have [ ]lim Im( ) 0NN R→∞ =  and similarly we can show that 
[ ]lim Re( ) 0NN R→∞ = . Accordingly, we have shown that (6.5) and (6.5a) are valid for 
2( ) logp x x x=  notwithstanding that 2 logx x  is not twice continuously differentiable 
on [0, ]t  (and therefore does not meet the specific conditions for our proof of the 
Riemann-Lebesgue lemma). We therefore have  
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As shown above we have  
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ππ γ ππ π π π
−= − − + +∫    
                                  
and we then obtain 
 
(6.94r)       
1
2
0
1 ( log )cot( / 2)
2
x x x dxπ =∫      
   
                                  [ ] [ ]3 3 3 3 3
1
3 2 ( ) 2 2(3) (3) (3) log (3)a
n
Ci n
n
πς ς ς γ π ςπ π π π
∞
=
′− + − + + −∑  
 
Mathematica was not able to evaluate the above integral.     
                                                                                                                                
 
An alternative proof of (6.91) is given below. Using integration by parts gives us 
 
                     2( log )cosx x ax dx =∫  
 
                         
2 2
2 3 3 3
cos 3sin 2 cos 2sin sin 2 ( )logx ax ax ax ax ax a x ax Si axx
a a a a
− +− + +  
 
and therefore 
 
(6.94s)            
1
2
2 2 3 3
0
( 1) 2 ( )( log )cos
n Si nx x n x dx
n n
ππ π π
−= +∫  
 
Therefore, using the basic identity (6.5) with α π=  we obtain with the assistance of 
(3.207) 
                  
11 1 3
2 2 3
0 0 0 0
1 1 1( log ) cos log log
2 18 6 18n
xx x n x dx x x dx x xπ∞
=
= = − + = −∑∫ ∫  
 
Accordingly we have 
 
                 2 2 3 3
1
( 1) 2 ( ) 1 1
18 18
n
n
Si n
n n
π
π π
∞
=
⎡ ⎤− + − = −⎢ ⎥⎣ ⎦∑                
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and, since 2 2
1
( 1) 1
12
n
n n π
∞
=
− = −∑  , this easily simplifies to prove (6.91). 
 
                 33
1
( ) 5
72n
Si n
n
π π∞
=
=∑  
 
Completing the summation of (6.94s) we get 
 
                
1
2
3 4
1 10
1 1 2 ( )( log )cos
12n n
Si nx x n x dx
n n
ππ π
∞ ∞
= =
= − +∑ ∑∫  
 
Using the Fourier series [130, p.148] we have 
 
                 [ ]1 12 2
1 0 0
1 ( log )cos ( log ) log 2sin( / 2)
n
x x n x dx x x x dx
n
π π∞
=
= −∑ ∫ ∫  
 
and therefore we obtain 
 
(6.94t)     [ ]1 2 3 4
10
1 2 ( )( log ) log 2sin( / 2)
12 n
Si nx x x dx
n
ππ π
∞
=
= − ∑∫  
 
Similarly, we have 
 
                
1
2
2 2 3 5
1 10
1 1 2 ( )( log )cos (4)a
n n
Si nx x n x dx
n n
ππ ςπ π
∞ ∞
= =
= − +∑ ∑∫  
 
and [130, p.148] gives us 
 
               
1 12
2 2 2
2
1 0 0
1 log cos log 3 6 2
12n
x x n x dx x x x x dx
n
ππ∞
=
⎡ ⎤= − +⎣ ⎦∑ ∫ ∫  
 
Thus we may easily derive a closed ended formula for 5
1
( )
n
Si n
n
π∞
=
∑ . 
 
We also have for example  
 
                      
2 2 2
cos cos sin ( )( log )cos logax ax ax ax Ci axx x ax dx x
a a a
+= + −∫  
 
                      
2 2 2
sin cos sin ( )( log )sin logax ax ax ax Si axx x ax dx x
a a a
−= − −∫  
 
In particular we have 
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1
2 2 2 2 2 2 2 2
0
( 1) 1 1 ( ) 1( log )cos ( log )
n Ci nx x n x dx n
n n n n
ππ γ ππ π π π
−= − − + +∫   
 
Therefore, completing the summation gives us 
                     
1
2 2 2 2 2 2
1 1 10
cos 1 1 1 ( ) 1 ( log )( log ) (2) (2)a
n n n
n x Ci n nx x dx
n n n
π π γ πς ςπ π π π
∞ ∞ ∞
= = =
+= − − − +∑ ∑ ∑∫   
 
and we therefore get 
 
           [ ]1
0
( log ) log 2sin( / 2)x x x dxπ =∫  
 
                                             2 2 2 2 2 2
1 1
1 1 1 ( ) 1 ( log )(2) (2)a
n n
Ci n n
n n
π γ πς ςπ π π π
∞ ∞
= =
++ + −∑ ∑  
 
                                          2 2 2 2 2
1 0
1 1 1 cos 1 1(2) (2) (2)a
n
nu du
un
π
ς ς ςπ π π π
∞
=
− ′= + + +∑∫        
                      
Using 
                      
0 0
cos 1 ( 1) 1 log sin lognnu du n nu u du
u
π π
π− ⎡ ⎤= − − +⎣ ⎦∫ ∫  
 
we then obtain 
 
                 [ ]2
1 10 0
cos 1 sin(2) (2) log loga
n n
nu nudu u du
un n
π π
ς ς π∞ ∞
= =
− = − + +∑ ∑∫ ∫     
 
                                              [ ]
0
(2) (2) log log
2a
u udu
π πς ς π −= − + + ∫  
 
                                              [ ] 2 23 1(2) (2) log log
8 4a
ς ς π π π π= − + − +    
 
Therefore we get  
 
(6.94u) 
[ ] [ ]1 2 2
0
1 3 1 1( log ) log 2sin( / 2) (2) (2) 1 log log (2)
8 4a
x x x dxπ ς ς π π ςπ π
⎡ ⎤ ′= + − − + +⎢ ⎥⎣ ⎦∫  
 
                                                 [ ] 23 1(2) (2) (2)8aς ς ςπ ′= + − +  
 67
 
We also have 
 
                      
1
2 2
0
1 ( )( log )sin Si nx x n x dx
n
ππ π= −∫  
 
Some similar relations with the log ( )xΓ  function are considered in (6.108) et seq. 
 
                                                                                                                                  
 
Let us now divide (6.87) by 2t  and integrate the result over the interval [ , ]a x  to 
obtain   
                      
   
2 2
2 2
1 1
(2 )( ) 1 cos 2 sin 2(log log )
2 (2 1) 2 2 (2 )
xn n
n na
n x a n t n tx a dt
n n n t n t
ς π ππ π π
∞ ∞
= =
⎧ ⎫− = − − − +⎨ ⎬+ ⎩ ⎭∑ ∑∫  
 
                                   2
1
1 sin 2(log log )
2 (2 )
x
na
d n tx a dt
dt n t
ππ π
∞
=
⎧ ⎫= − + ⎨ ⎬⎩ ⎭∑∫  
 
                     2 2
1 1
1 sin 2 sin 2(log log )
2 (2 ) (2 )n n
n x n ax a
x n a n
π π π π
π π
∞ ∞
= =
= − + −∑ ∑  
 
Letting 1/ 2a = we get 
 
            
2
2 2
1 1 1
1 (2 ) 1 (2 ) 1 sin 2log 2
2 (2 1) 2 (2 1)2 2 (2 )
n
n
n n n
n x n n xx
n n n n x n
ς ς π π
π
∞ ∞ ∞
= = =
− = ++ +∑ ∑ ∑  
 
From (6.92) we have 
 
              2
1
(2 ) 1 log
(2 1)2 nn
n
n n
ς π∞
=
= − ++∑  
 
and we see that 
 
             
2
2
1 1
(2 ) 2 sin 21 log 2
(2 1) (2 )
n
n n
n x n xx
n n x n
ς π ππ π
∞ ∞
= =
= − + ++∑ ∑       
 
From [130, p.148] we have 
 
             2
1 0
sin log 2sin
2
x
n
nx t dt
n
∞
=
⎡ ⎤= − ⎢ ⎥⎣ ⎦∑ ∫  
 
and accordingly we obtain 
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(6.94v)  
22 1
1 0
(2 ) 1log 2 log 2sin
(2 1) 2 2
xn
n
n x tx x x dt
n n
πς π π
+∞
=
⎡ ⎤= − + − ⎢ ⎥+ ⎣ ⎦∑ ∫    
 
Srivastava and Choi [126, p.223] report that for x < 1 
 
            
2 1
1
(2 ) (1 )[1 log(2 )] log (1 ) (1 ) log
(2 1) (1 )
n
n
n x G xx x x x
n n G x
ς π
+∞
=
+= − + Γ − Γ + ++ −∑   
 
The Wolfram Integrator gives us   
 
             
2
2log 2sin log(1 ) log 2sin ( )2 2 4
it itt t tdt t e t i Li e
⎡ ⎤⎡ ⎤ ⎡ ⎤= − − + + +⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦∫          
 
and thus    
            
[ ]2 2 2 2 22
0
log 2sin 2 log(1 ) 2 log 2sin ( )
2
x
i x i xt dt x e x x i x Li e
π
π ππ π π π⎡ ⎤ ⎡ ⎤= − − + + +⎣ ⎦⎢ ⎥⎣ ⎦∫                                  
 
Example 12:                                                                                                                                       
 
We now let ( ) 1p x =  in (6.50) and use the interval [ , ]a t  where a > 0 so that the 
conditions for the Riemann-Lebesgue lemma are satisfied at x a= : we have 
 
(6.95)             2 1
1 1
1 1(2 ) sin 2
2
t t t
n
n na a a
n x dx dx n x dx
x
ς π π∞ ∞−
= =
= −∑ ∑∫ ∫ ∫  
 
Hence we get 
 
(6.96)  
 
        2
1
(2 )
2
n
n
n t
n
ς∞
=
∑ 2
1
(2 ) 1 (log log )
2 2
n
n
n a t a
n
ς∞
=
− = −∑
1
cos 2 cos 2
2 2n
n t n a
n n
π ππ π π
∞
=
⎧ ⎫+ −⎨ ⎬⎩ ⎭∑  
 
Therefore, using the Fourier series which will be derived in (7.8), we obtain 
 
(6.97)             2
1
(2 ) n
n
n t
n
ς∞
=
∑ log log logsin logsint a t aπ π= − − +  2
1
(2 ) n
n
n a
n
ς∞
=
+∑   
 
Since the logarithm is a continuous function, in the limit as 0a → , we have   
 
(6.98)             
0
sinlim log
a
a
a
π
→ 0
sinlog lim log
a
a
a
π π ππ→
⎛ ⎞= =⎜ ⎟⎝ ⎠                
 
and hence we have 
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(6.99)             2
1
(2 ) n
n
n t
n
ς∞
=
∑ log logsin log sin tt t tππ π π= − =   
 
This identity is also recorded in [126, p.160] as 
 
(6.99a)           2
1
(2 ) log (1 ) log (1 )n
n
n t t t
n
ς∞
=
= Γ + + Γ −∑  
 
and upon using the Euler reflection formula (6.61) it is easily seen that (6.99) and 
(6.99a) are equivalent. Alternatively, the above example could be presented as a 
further proof of the Euler reflection formula. 
                                                                                                                                     
Let us now multiply (6.99) by t  and integrate to obtain 
 
(6.100)            
2 2
1
(2 )
(2 2)
n
n
n x
n n
ς +∞
= +∑ 0 0log log sin
x x
t tdt t t dtπ π= −∫ ∫  
 
(6.100a)      
2
2
1
(2 )
( 1)
n
n
n xx
n n
ς∞
= +∑ 2 2 0
1log 2 log sin
2
x
x x x t t dtπ π= − − ∫  
 
or equivalently,  
 
(6.100b)      
2
2
1
(2 )
( 1)
n
n
n xx
n n
ς∞
= +∑ 2 2 2 0
1 2log log sin
2
x
x x x u u dt
π
π π= − − ∫  
 
Using the Riemann-Lebesgue lemma, we give a simple derivation of the following 
integral in Section 8 
 
(6.101)                 
  
2
2
3 2
10
cos 2 cos 2 sin 2 12 log sin log sin (3)
2 2
y
n
y ny ny y nyt t dt y y
n n n
ς∞
=
⎛ ⎞= − − + +⎜ ⎟⎝ ⎠∑∫  
 
(6.101a)            
2 2
3 2
10
cos 2 cos 2 sin 22 log sin
2
x
n
x n x n x x n xt t dt
n n n
π π π π π π∞
=
⎛ ⎞= − −⎜ ⎟⎝ ⎠∑∫  
 
                                                      2 2 1logsin (3)
2
x xπ π ς+ +     
With 1/ 2x =  (6.100b) becomes 
 
(6.102)               2
1
(2 )
( 1)2 nn
n
n n
ς∞
= +∑
1
2
0
1log 8 logsin
2 2
t tdtπ π= − − ∫  
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(6.102a)                                    
2
2
0
1 8log logsin
2 2
t tdt
ππ
π= − − ∫  
 
Therefore using the Euler integral (1.11) we have 
 
(6.102b)            2
1
(2 )
( 1)2 nn
n
n n
ς∞
= +∑ 2
1 7log (3)
2 2
π ςπ= − −  
 
Employing partial fractions we obtain 
 
(6.102c)            2
1
(2 )
( 1)2 nn
n
n n
ς∞
= +∑ 21
(2 )
2 nn
n
n
ς∞
=
=∑ 2
1
(2 )
( 1)2 nn
n
n
ς∞
=
− +∑  
 
Using (6.99) we have for 1/ 2x =  
 
(6.102d)           2
1
(2 )
2 nn
n
n
ς∞
=
∑ log 2π=   
 
and this is reported in [25, p.131]. Using (6.102b) we have 
 
(6.102e)           2 2
1
(2 ) 1 7 (3)log 2
( 1)2 2 2nn
n
n
ς ς
π
∞
=
= − ++∑  
 
and we have previously seen this in (6.85). When I was doing these calculations, I 
initially thought that I could combine the above equations so as to obtain a closed 
form expression for (3)ς  but, alas, the interesting part cancels out! 
 
Quite clearly equation (6.100) can be generalised to produce similar infinite series for 
(2 1)mς + by multiplying (6.99) by mt  or, perhaps more simply, by the corresponding 
Bernoulli polynomial. Some generalised formulae of a similar nature (the 
Ramanujan-Yoshimoto formula) are contained in [76b]: this formula is far reaching, 
and apparently the formulae contained in some 180 pages of the book by Srivastava 
and Choi [126] can readily be deduced from it.            
                                                                                                                                        
Example 13: 
   
Let us now revisit (6.1a). 
                       )(
1
1
0
xRe
e N
N
n
inx
ix +=− ∑=  where 
1( )
2
( )
2sin( / 2)
i N x
N
ieR x
x
+
=  
 
Upon differentiation we obtain 
 
                      2
0
( )
(1 )
ix N
inx
Nix
n
ie i ne R x
e =
′= +− ∑  
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and hence we get 
 
                      2 2
0
1 ( )
4sin ( / 2) (1 )
ix N
inx
Nix
n
e ne iR x
x e =
′− = = −− ∑  
 
Multiplying by )(xp  and integrating we have 
 
                 2
0
1 ( ) ( ) ( ) ( )
4 sin ( / 2)
b b bN
inx
N
na a a
p x dx np x e dx i p x R x dx
x =
′− = −∑∫ ∫ ∫  
 
Using integration by parts we have (assuming that the relevant functions are Riemann 
integrable) 
                     ( ) ( ) ( ) ( ) ( ) ( )
bb b
N N N
a aa
i p x R x dx ip x R x i p x R x dx′ ′= −∫ ∫  
 
Therefore, if (i) 0)()( == bpap and (ii) 0)2/sin( ≠x for all ],[ bax∈ and )(xp′  is 
bounded on ],[ ba  we have using the Riemann-Lebesgue lemma 
 
                                  ( ) ( ) 0
b
N
a
i p x R x dx′ =∫              
 
Hence, assuming that the above conditions are met, as ∞→N  we have 
 
(6.103a)                 
0
1( ) cos
4
b
n a
p x n nx dx
∞
=
= −∑∫ 2 ( )sin ( / 2)
b
a
p x dx
x∫  
 
(6.103b)                 
0
( ) sin 0
b
n a
p x n nx dx
∞
=
=∑∫  
 
Equation (6.103a) reminded me of Stark’s 1974 paper [124] where, from quite the 
opposite direction and using the Fejér kernel ( )nF x , he showed that 
 
(6.103c)                  
2 42
2
0
1(3) log 2
6 3 sina
t dt
t
ππς π= − ∫   
 
(6.103d)                 
3 2 4 62 2 2
2 2 2
0 0 0
7 2(5)
360 sin 18 sin 45 sina
t t tdt dt dt
t t t
π π ππ πς π= − +∫ ∫ ∫  
 
where the Fejér kernel is defined by 
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(6.103e)                  
2
1sin
1 2( )
2( 1) sin
2
n
n x
F x
xn
⎡ ⎤+⎛ ⎞⎜ ⎟⎢ ⎥⎝ ⎠⎢ ⎥= + ⎛ ⎞⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 
 
These equations may also be derived directly from (6.103a) by letting 
( ) ( / 2)rp x x x π= −  and [ , ] [0, / 2]a b π= . Whilst Stark’s paper focuses on the interval 
[0, / 2]π , equation (6.103a) may be employed to derive countless identities with the 
more general interval [ , ]a b  and indeed many more suitable functions ( )p x . See also 
[125aa]. The integrals in (6.103c) and (6.103d) are also evaluated in Muzaffar’s 
recent paper [103ac]. 
 
More generally we have 
 
(6.103f)     
0
1( ) cos
4
b
n a
p x n nx dxα∞
=
= −∑∫ 2 ( )sin ( / 2)
b
a
p x dx
xα∫  
 
With integration by parts it is easily seen that 
 
                      2
( ) 2 ( )cot( / 2) 2 ( )cot( / 2)
sin ( / 2)
bb b
aa a
p x p x xdx p x x dx
x
α αα α α ′= − +∫ ∫  
 
                                                2 ( ) cot( / 2)
b
a
p x x dxαα ′= ∫  
 
since we have postulated that 0)()( == bpap . In what follows we let 2α =  and 
hence we have 
 
      2
0
1 ( ) 1( ) cos 2 ( ) cot
4 sin 4
b b b
n a a a
p xp x n nx dx dx p x x dx
x
∞
=
′= − = −∑∫ ∫ ∫          
 
Therefore, using (6.46) we have 
 
      2
0 0
1 ( ) 1 (2 )( ) cos 2 ( )
4 sin 2
nb b b
n na a a
p x n xp x n nx dx dx p x dx
x x
ς
π
∞ ∞
= =
⎛ ⎞′= − = ⎜ ⎟⎝ ⎠∑ ∑∫ ∫ ∫    
 
We now let [ , ] [0, / 2]a b π=  and 2 2( ) ( / 2)p x x x π= −  so that (0) ( / 2) 0p p π= =  
 
      
2 22 2
2 2
2
0 0 0
1 ( / 2)( / 2) cos 2
4 sinn
x xx x n nx dx dx
x
π π ππ∞
=
−− = −∑ ∫ ∫  
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2
0 0
( / 2)(2 / 2) (2 )
n
n
xx x n dx
π
π π ς π
∞
=
⎛ ⎞= − − ⎜ ⎟⎝ ⎠∑ ∫     
 
The integrals are easily evaluated and we get 
 
                       
2
0
( 1) (2 )(4) (4)
3 ( 1)( 2)( 3)2a nn
n n
n n n
π ςς ς ∞
=
−− = + + +∑                 
 
which may be expressed as 
 
(6.103g)                          
2
0
( 1) (2 )
240 ( 1)( 2)( 3)2nn
n n
n n n
π ς∞
=
−= + + +∑    
    
 where, as before, we have used (0) 1/ 2ς = − .   
               
Example 14: 
 
It is elementary to prove the identity 
 
(6.104)                ixie−1
1
x
xi
sin1
cos
22
1
++=      
 
and using (2.3) we have 
               
                           1
1 ixie
=− ( )
2
2 1
1
1 ( )
N nix
N
n
ie R x+
=
+ +∑         
 
where 
                          
2 1
2 1
( )( )
1
ix N
N ix
ieR x
ie
+
+ = −    
 
Now it is easily seen that 
 
   ( )2
1
N nix
n
ie
=
∑ 2 2
1
N
n inx
n
i e
=
=∑ + ixnN
n
n ei )12(
1
12 −
=
−∑  
 
                   { }
1
( 1) cos 2 sin 2
N
n
n
nx i nx
=
= − +∑ { }xnixni N
n
n )12sin()12cos()1(
1
−+−−− ∑
=
    
                                        
                  { }
1
( 1) cos 2 sin(2 1)
N
n
n
nx n x
=
= − + −∑ { }xnnxi N
n
n )12cos(2sin)1(
1
−−−+ ∑
=
 
 
Employing the same integration technique as before, we have 
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1 cos( )
2 2 1 sin
b
a
i xp x dx
x
⎧ ⎫+ =⎨ ⎬+⎩ ⎭∫ { }dxxnnxxpdxxp
N
n
nb
a
b
a
)12sin(2cos)1()()(
1
 
 
 
 
−+−+ ∑∫∫
=
   
                             
                 + { }dxxnnxxpi N
n
nb
a
)12cos(2sin)1()(
1
 
 
−−−∑∫
=
+ dxxRxp
b
a N
)()(
 
 12∫ +  
                                        
Now we have 
 
               
 
2 1 2 1 
( ) ( )
b
N Na
R p x R x dx+ += ∫  
 
                        ( ) 
 
1 cos( ) ( 1) cos(2 1) sin(2 1)  
2 2 1 sin
b N
a
i xp x i N x i N x dx
x
⎛ ⎞= − + + + +⎜ ⎟+⎝ ⎠∫  
 
and from the analysis carried out in proving (2.16b) it is clear that 
12 +NR 0 as N→ →∞  provided that )(xp′ is bounded on [ ba, ] and 1sin −≠x  on 
[ ba, ]. 
 
We therefore obtain the following identities 
         
(6.105)        { }  
  
1
1 ( ) ( 1) ( ) cos 2 sin(2 1)
2
b bn
a a
n
p x dx p x nx n x dx
∞
=
− = − + −∑∫ ∫  
 
(6.105a)         =⎭⎬
⎫
⎩⎨
⎧
+∫ dxxxxp
b
a sin1
cos)(
2
1  
 
{ }dxxnnxxpb
a
n
n  )12cos(2sin)()1(
 
 
1
−−− ∫∑∞
=
 
 
For example, let xxp =)(  in (6.105a) over the range ],0[ π . Then we have 
 
             
0
1 cos
2 1 sin
xx dx
x
π ⎧ ⎫⎨ ⎬+⎩ ⎭∫  
 
           2
1 0
cos(2 1) sin(2 1) cos 2 sin 2( 1)  
(2 1) 2 1 2 2
n
n
n x x n x x nx nx
n n n n
π∞
=
⎧ ⎫− −= − − − − +⎨ ⎬− −⎩ ⎭∑                               
 
           
2 1
2 2
1
( 1) 1( 1)
(2 1) (2 1) 2
n
n
n n n n
π−∞
=
⎧ ⎫−= − − − −⎨ ⎬− −⎩ ⎭∑  
 
           2
1 1
( 1) ( 1)2
(2 1) 2
n n
n nn n
π∞ ∞
= =
− −= − +−∑ ∑  
 
Therefore we get 
 
(6.106)           
 
 0
1 cos
2 1 sin
xx dx
x
π ⎧ ⎫⎨ ⎬+⎩ ⎭∫ 2 log 22G
π= − +  
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where G  is Catalan’s constant. This is in agreement with the formula in G&R [74, 
p.442, 3.791.2]. The main attraction of the current method is that the given integral 
may be evaluated systematically over many different intervals of integration. 
 
An alternative proof is given below. Employing integration by parts, we obtain 
 
             
  
0 0  0
cos log(1 sin ) log(1 sin )
1 sin
xI x dx x x x dx
x
π ππ⎧ ⎫= = + − +⎨ ⎬+⎩ ⎭∫ ∫  
 
                                                
 
 0
log(1 sin )x dx
π= − +∫  
We have 
                           2)2/cos2/log(sin)sin1log( xxx +=+  
 
                                                ( ) ( )2logsin / 2 cos / 2x x⎡ ⎤= +⎣ ⎦   
 
                                                ⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ +=
42
sin2log2 πx  
 
                                                ⎟⎠
⎞⎜⎝
⎛ ++=
42
sinlog22log πx  
 
Therefore we have 
                                            ∫ ⎟⎠⎞⎜⎝⎛ +−−=
π ππ
0 42
sinlog22log dxxI  
 
and, using the substitution 
422
ππ +=+ xu ,we get 
                     
                                    
4
0
log 2 8 log cosI u du
π
π= − − ∫  
 
We now use (6.8a) with 2α =  and ( )p x x=  to obtain 
 
                      
00 0
1 tan ( 1) sin 2
2
t t
n
n
x x dx x nx dx
∞
=
− = −∑∫ ∫  
 
With integration by parts we have 
 
                            
0 0
tan log cos log cos
t t
x x dx t t x dx= − +∫ ∫  
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                            2
0
cos 2 sin 2sin 2
2 4
t t nt ntx nx dx
n n
= − +∫        , 1n ≥  
 
Hence we get 
 
   2
10
1 1 cos 2 sin 2log cos log cos ( 1)
2 2 2 4
t
n
n
t nt ntt t x dx
n n
∞
=
⎡ ⎤− = − − +⎢ ⎥⎣ ⎦∑∫         
 
                                                1 1 2
1 1
cos 2 1 sin 2( 1) ( 1)
2 4
n n
n n
t nt nt
n n
∞ ∞+ +
= =
= − − −∑ ∑  
 
We have already seen in (6.22a) that 
 
                       [ ]1
1
cos( 1) log 2cos( / 2)n
n
nt t
n
∞ +
=
− =∑  
 
and therefore we get 
                   
(6.107)            1 2
10
1 sin 2log cos ( 1) log 2
2
t
n
n
ntx dx t
n
∞ +
=
= − −∑∫    
       
This may be written in its more familiar form [130, p.148] 
 
(6.107a)          1 2
10
sinlog 2cos ( 1)
2
t
n
n
x ntdx
n
∞ +
=
⎡ ⎤ = −⎢ ⎥⎣ ⎦ ∑∫  
 
With / 4t π=  we obtain 
 
                       
4
1
2
10
1 sin( / 2)log cos ( 1) log 2
2 4
n
n
nx dx
n
π π π∞ +
=
= − −∑∫  
 
                                             
1
2
0
1 ( 1) log 2
2 (2 1) 4
n
n n
π+∞
=
−= −+∑  
 
(6.107b)                                log 2
2 4
G π= −  
 
This integral is well-known and is contained, inter alia, in G&R [74, p.526]. 
                                                                                                                                 
 
Lobachevsky’s function ( )L x  is defined in G&R [74, p.883] as 
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0
( ) log cos
x
L x t dt= −∫               
 
and using (6.107) it is easily seen that 
 
                   
2
0
( / 2) log cos log 2
2
L t dt
π ππ = − =∫  
 
Using (6.5a) it can similarly be shown that the Clausen function 2Cl ( )t  referred to in 
(6.66) is 
 
(6.107c)       2Cl ( )t = − 2
10
sinlog 2sin
2
t
n
x ntdx
n
∞
=
⎡ ⎤ =⎢ ⎥⎣ ⎦ ∑∫    , 0 2x π≤ ≤  
                     
and hence we have 
 
(6.107d)                       
4
0
logsin log 2
2 4
Gx dx
π π= − −∫  
 
We have another Lobachevsky function defined by 
 
(6.107e)          2
10
1 sin 2( ) log 2sin
2
x
n
nxx t dt
n
∞
=
Λ = − = ∑∫  
 
This function is odd with period π  and its graph vaguely resembles a slightly 
distorted sine function. Now recall (6.46) 
 
                       
2
22
0
21cot ( 1)
(2 )!
n
n nn
n
Bx x
x n
∞
=
= −∑         , ( x < π) 
 
Integrating this we obtain 
 
                        
2
2 22
1
21cot ( 1) ( )
2 (2 )!
t n
n n nn
na
Bx dx t a
x n n
∞
=
⎛ ⎞− = − −⎜ ⎟⎝ ⎠ ∑∫  
 
Using L’Hôpital’s rule it is easily shown that 
0
1lim cot 0
x
x
x→
⎡ ⎤− =⎢ ⎥⎣ ⎦ . We have 
 
                     
0
0 0
0
lim cos 1
1 0sinlim cot lim cos 1 /
sin lim 0
x
x x
x
x x
x xx x x
x x x
→
→ →
→
⎡ ⎤−⎢ ⎥⎡ ⎤⎡ ⎤ ⎛ ⎞ ⎣ ⎦− = − = ≈⎜ ⎟⎢ ⎥⎢ ⎥⎣ ⎦ ⎝ ⎠⎣ ⎦  
 
and applying L’Hôpital’s rule again we have 
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0
20 0
0
lim cos 1
cos cos / sin 0sin lim lim
lim sin sin sin 0
x
x x
x
x x
x x x x xx
x x x x
→
→ →
→
⎡ ⎤−⎢ ⎥ −⎡ ⎤ ⎡ ⎤⎣ ⎦ = − = ≈⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
Yet a further application of L’Hôpital’s rule gives us 
 
                     
20
0
sin coslim sin
sincos / sinlim
sin cos
x
x
x x xx
xx x x
x x
→
→
⎡ ⎤−⎛ ⎞− − ⎜ ⎟⎢ ⎥−⎡ ⎤ ⎝ ⎠⎣ ⎦=⎢ ⎥⎣ ⎦   
 
We now need to consider 
                         
0 0
2 2 20
0 0
lim( sin ) lim( cos sin )sin cos 0lim 0
sin 0 lim(2sin cos ) lim 2(cos sin )
x x
x
x x
x x x x xx x x
x x x x x
→ →
→
→ →
+−⎡ ⎤ ≈ = = =⎢ ⎥ −⎣ ⎦  
 
and the required limit then follows. 
 
We have 
                      1 sincot log sin log log
t
a
ax dx t t
x a
⎛ ⎞− = − −⎜ ⎟⎝ ⎠∫        
 
and hence we get as 0a →  
 
(6.107ei)        
2
22
10
21cot log sin log ( 1)
2 (2 )!
t n
n nn
n
Bx dx t t t
x n n
∞
=
⎛ ⎞− = − = −⎜ ⎟⎝ ⎠ ∑∫      
 
Integrating once more we get 
 
                      [ ] 2 2 12
10
2log sin log ( 1)
2 (2 1)!
x n
n nn
n
Bt t dt x
n n
∞ +
=
− = − +∑∫      
 
and therefore we have  
 
(6.107f)           1 22
1
( ) log 2 ( 1) (2 )
2 (2 1)!
n nn
n
Bx x x x x x
n n
∞ +
=
Λ = − + − +∑  
 
I came across this identity whilst searching for the Lobachevsky function on the 
internet: the source was a homework paper on hyperbolic geometry by D. Calegari. 
Letting / 2x π= , we have ( / 2) 0πΛ =  and deduce that 
 
(6.107g)          
2
1 2
1
1 log ( 1)
2 (2 1)!
n
n n
n
B
n n
ππ ∞ +
=
− + = − +∑     
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and, using (1.7) from Volume I,  
 
                       (2 )nς =
2 1 2
1 22( 1)
(2 )!
n n
n nB
n
π−+−   
 
it is easily seen that this is equivalent to (6.92).  
 
We also have from (6.107e) 
                                       
                     1 222
1 1
1 sin 2 log 2 ( 1) (2 )
2 2 (2 1)!
n nn
n n
Bnx x x x x x
n n n
∞ ∞ +
= =
= − + − +∑ ∑  
 
                                          
2
1
(2 )log 2
(2 1)
n
n
n xx x x x
n n
ς
π
∞
=
⎛ ⎞= − + ⎜ ⎟+ ⎝ ⎠∑  
 
Integrating one more time we obtain 
 
                   
2
2
1 10 0
1 sin 2 (2 )log 2
2 (2 1)
nt t
n n
nx n xdx x x x x dx
n n n
ς
π
∞ ∞
= =
⎡ ⎤⎛ ⎞= − +⎢ ⎥⎜ ⎟+ ⎝ ⎠⎢ ⎥⎣ ⎦∑ ∑∫ ∫  
 
Therefore we obtain 
 
(6.107h)        
2 2
2 2
3 2
1 1
1 1 cos 2 3 1 1 (2 )(3) log(2 )
4 4 4 2 2 (2 1)( 1)
n
n
n n
nt n tt t t
n n n n
ςς π
+∞ ∞
= =
− = − + + +∑ ∑  
 
With / 2t π=  we get 
 
                  [ ] 22 2 2
1
1 3 1 (2 )(3) (3) log
4 16 8 8 (2 1)( 1)2a nn
n
n n n
π ςς ς π π π ∞
=
+ = − + + +∑  
 
and, with a little algebra, we obtain 
 
(6.107i)      2 2
1
(2 ) 7 (3) 3 log
(2 1)( 1)2 2 2nn
n
n n n
ς ς ππ
∞
=
= − ++ +∑  
 
In [126, p.229] we find that 
 
(6.107j)      ( )142
1
(2 ) 3 log .
(2 1)( 1)2 2nn
n B
n n n
ς π∞
=
= − ++ +∑  
 
where B  is one of the generalised Glaisher-Kinkelin constants which we referred to 
previously in (6.83).We have from (6.84) 
 
                    2
(3)log ( 2)
4
B ςς π′= − − =  
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and it is easily seen that (6.107i) and (6.107j) are equivalent. 
 
Integrating (6.107h) one more time we see that 
 
(6.107k)  
     
[ ] 2 33 34 2
1 1
1 1 sin 2 1 1 1 (2 )(3) 3log(2 ) 1
4 8 4 18 8 2 (2 1)(2 2)(2 3)
n
n
n n
nx n xx x x x
n n n n n
ςς π
+∞ ∞
= =
− = − − + + + +∑ ∑  
 
and with / 2x π=  we get 
 
(6.107l)       2 2
1
(2 ) (3) 1 11log
2 (2 1)(2 2)(2 3)2 2 12 72nn
n
n n n n
ς ς ππ
∞
=
= + −+ + +∑  
 
This was originally derived by Wilton in 1922 (see [126, p.148]). 
 
Integrating (6.107ei) results in 
 
                     
2
2 22
10 0
2log sin log ( 1)
2 (2 2)(2 )!
x x n
n nn
n
Bt t dt t t dt x
n n n
∞ +
=
− = − +∑∫ ∫   
 
and with / 2x π=  and using Euler’s equation (1.11) from Volume I 
 
                    
22
0
7logsin (3) log 2
16 8
t t dt
π πς= −∫  
 
we obtain 
                
2 1 22 2 2 2 2
2
2
1
27 (3) log 2 log log 2 ( 1)
16 8 8 8 16 4 (2 2)(2 )!2
n n
n n
n
n
B
n n n
ππ π π π πς π
−∞
=
⎛ ⎞− − − − = −⎜ ⎟ +⎝ ⎠ ∑   
 
We then have  
 
2 2 2
2
1
7 (2 )(3) log
16 8 16 4 (2 2)2 nn
n
n n
π π π ςς π ∞
=
− + = − +∑   
 
                                      
2 2
2 2
1 1
(2 ) (2 )
8 ( 1)2 8 2n nn n
n n
n n
π ς π ς∞ ∞
= =
= −+∑ ∑  
 
Using (6.79)  
 
                          2 2
1
1 7 (3) (2 )log 2
2 2 ( 1)2 nn
n
n
ς ς
π
∞
=
− + = +∑  
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we obtain (as reported in [126, p.162]) 
 
(6.107m)                             2
1
(2 )log
2 2 nn
n
n
π ς∞
=
=∑   
                                                                                                                                   
                                                                                                                      
SOME INTEGRALS INVOLVING THE CLAUSEN FUNCTION 
 
Further integral forms of the Clausen function are derived below. Define ( )A θ  by 
 
                    
1
1
0
sin( ) tan
1 cos
x dxA
x x
θθ θ
− ⎛ ⎞= ⎜ ⎟−⎝ ⎠∫           
 
Then, differentiating under the integral sign, we easily obtain 
 
                   
1 1
2 2
0 0
cos 1 2cos 2( )
1 2 cos 2 1 2 cos
x xA dx dx
x x x x
θ θθ θ θ
− − +′ = = −− + − +∫ ∫   
 
                            ( ) 12
0
1 1log 1 2 cos log 2(1 cos )
2 2
x xθ θ= − − + = − −     
 
                            log[2sin( / 2)]θ= −    
 
Therefore, using (7.8) we get 
 
                  
1
cos( ) log[2sin( / 2)]
n
nA
n
θθ θ ∞
=
′ = − =∑  
 
and, since (0) 0A =  we obtain 
 
                 2
1
sin( )
n
nA
n
θθ ∞
=
=∑  
 
Accordingly, we have 
 
 (6.107n)    2Cl ( )θ = −
1
1
2
10 0
sin sinlog 2sin tan
2 1 cosn
x n x dxdx
n x x
θ θ θ
θ
∞ −
=
⎡ ⎤ ⎛ ⎞= = ⎜ ⎟⎢ ⎥ −⎣ ⎦ ⎝ ⎠∑∫ ∫    
 
Employing integration by parts we get 
                       
11 1
1 1
2
0 00
sin sin logtan tan log sin
1 cos 1 cos 1 2 cos
x dx x xx dx
x x x x x
θ θ θθ θ θ
− −⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟− − − +⎝ ⎠ ⎝ ⎠∫ ∫   
 
Hence we also have 
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(6.107o)     
1
2 2
0
logCl ( ) sin
1 2 cos
x dx
x x
θ θ θ= − − +∫  
 
and therefore with / 2θ π=  we get 
 
(6.107p)        
1
2 2
0
logCl ( / 2)
1
x dx G
x
π = − =+∫    
 
Using the Poisson kernel 
 
                       
2
2
1
1 1 1cos
2 2 1 2 cos
n
n
xx n
x x
θ θ
∞
=
−+ = − +∑  
 
we have 
 
(6.107pi)              1 2
1
coscos
1 2 cos
n
n
xx n
x x
θθ θ
∞ −
=
−= − +∑   
 
We may the write (6.107o) as 
 
                   
1 1
2
10
Cl ( ) log cos
sin cos
n
n
x x n dx
x
θ θθ θ
−∞
=
− = −∑∫  
 
The Wolfram Integrator can evaluate 
1 1
0
log
cos
nx x dx
xθ
−
−∫  but I have not explored the 
consequences of this in any detail. 
 
           
1 1
1 1
2 2 2 2 1 2
0
log 1 1 1 1...
1 2 ( 1)
n
n n
n
x x dx Li a a
a x a a a a n
−
− −
−
⎡ ⎤⎛ ⎞= − + + + +⎜ ⎟ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦∫  
 
Integrating (6.107o) gives us 
 
    
1
3 2 2
0 0 0
1 log 2 sinCl ( ) (3) Cl ( )
2 1 2 cos
u ux xu d dx d
x x x
θς θ θ θθ− = = − +∫ ∫ ∫  
 
We see that 
                             22
0
2 sin log[1 2 cos ] 2 log(1 )
1 2 cos
u x d x u x x
x x
θ θθ = − + − −− +∫   
 
and hence we get 
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1 12
3
0 0
1 log log[1 2 cos ] log log(1 )Cl ( ) (3)
2
x x u x x xu dx dx
x x
ς − + −− = −∫ ∫     
 
We have already seen that 
 
                            3 2
log log(1 ) ( ) ( ) logx x dx Li x Li x x
x
− = −∫   
 
and we therefore obtain 
 
          
1 2
3
0
1 log log[1 2 cos ]Cl ( )
2
x x u xu dx
x
− += ∫     
 
In particular we have with / 2u π=  
 
     
1 2
3
0
1 log log[1 ] 3Cl ( / 2) (3)
2 32
x x dx
x
π ς+= = −∫    
 
where we have used the formula for 3Cl ( / 2)π  in Volume IV. This may also be 
derived using the formula in Bromwich’s book [36b, p.187] 
 
           2
1
coslog[1 2 cos ] 2
n
n
x nux u x
n
∞
=
− + = − ∑   
 
which is valid for 0 1x≤ ≤  and 0 < u  < 2π (and which is easily obtained by 
integrating (6.107pi)). 
 
The Wolfram Integrator kindly evaluates the following integral   
            
2
2 2
2 2
log log[1 ] 2 22 log 1 log log 1 log
4 4
x ax x x xdx x x
x a a a
⎡ ⎤ ⎡ ⎤− + = − + − −⎢ ⎥ ⎢ ⎥− + −⎣ ⎦ ⎣ ⎦∫    
 
      2 2 2 22 2
2 2log[1 ]log 2 log 2 log
4 4
x xax x x Li x Li x
a a a a
⎡ ⎤ ⎡ ⎤+ − + − −⎢ ⎥ ⎢ ⎥− − + −⎣ ⎦ ⎣ ⎦
      
 
          3 32 2
2 22 2
4 4
x xLi Li
a a a a
⎡ ⎤ ⎡ ⎤+ +⎢ ⎥ ⎢ ⎥− − + −⎣ ⎦ ⎣ ⎦
         
 
and we obtain the definite integral 
 
2
2 2
2 2
0
log log[1 ] 2 22 log 1 log log 1 log
4 4
t x ax x t tdx t t
x a a a
⎡ ⎤ ⎡ ⎤− + = − + − −⎢ ⎥ ⎢ ⎥− + −⎣ ⎦ ⎣ ⎦∫    
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       2 2 2 22 2
2 2log[1 ]log 2 log 2 log
4 4
t tat t t Li t Li t
a a a a
⎡ ⎤ ⎡ ⎤+ − + − −⎢ ⎥ ⎢ ⎥− − + −⎣ ⎦ ⎣ ⎦
      
 
                3 32 2
2 22 2
4 4
t tLi Li
a a a a
⎡ ⎤ ⎡ ⎤+ +⎢ ⎥ ⎢ ⎥− − + −⎣ ⎦ ⎣ ⎦
         
 
With 1t =  we obtain a more compact result 
 
                 
1 2
3 32 2
0
log log[1 ] 2 2
4 4
x ax x dx Li Li
x a a a a
⎡ ⎤ ⎡ ⎤− + = +⎢ ⎥ ⎢ ⎥− − + −⎣ ⎦ ⎣ ⎦∫  
 
and hence we have with 2cosa u=  
          
1 2
3 3 3
0
1 log log[1 2 cos ] 1 1 1 1Cl ( )
2 2 cos sin 2 cos sin
x x u xu dx Li Li
x u i u u i u
− + ⎡ ⎤ ⎡ ⎤= = +⎢ ⎥ ⎢ ⎥− +⎣ ⎦ ⎣ ⎦∫  
 
This gives us 
 
                      3 3 3
1 1Cl ( )
2 2
iu iuu Li e Li e−⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦  
 
and, upon taking the real part, we simply come right back to the definition of the 
Clausen function, namely 
 
                      3 3
1
cosCl ( )
n
nuu
n
∞
=
=∑  
 
More generally [51b] we have 
 
(6.107q)       
1 2 1
2 2
0
sin logCl ( )
(2 1)! 1 2 cos
n
n
x dx
n x x
θθ θ
−
= − − − +∫  
 
(6.107r)     
1 2
2 1 2
0
1 ( cos ) logCl ( )
(2 )! 1 2 cos
n
n
x x dx
n x x
θθ θ+
−= − − +∫  
 
A novel way of deriving the above two identities has recently been given by 
Efthimiou [58aa]. His method is shown below. 
 
Since from (4.4.28) 1
0
1 1
( )
nt s
s e t dtn s
∞
− −= Γ ∫  we may write 
 
                  1
1 1 0
cos 1 cos
( )
nt s
s
n n
nx nx e t dt
n s
∞∞ ∞ − −
= =
= Γ∑ ∑ ∫   
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                                  1
10
1 cos
( )
nt s
n
nx e t dt
s
∞ ∞ − −
=
⎛ ⎞= ⎜ ⎟Γ ⎝ ⎠∑∫  
 
                                  
( ) 1
2
0
cos1
( ) 1 2cos
t t
s
t t
e x e
t dt
s x e e
− −∞
−
− −
−= Γ − +∫   
 
Letting tu e−=  we obtain 
 
(6.107ri)      
1 1
2
1 0
cos ( 1) ( cos ) log
( ) 1 2 cos
s s
s
n
nx u x u du
n s u x u
−∞
=
− −= Γ − +∑ ∫  
 
Similarly we obtain 
 
(6.107rii)      
11 1
2
1 0
sin ( 1) sin log
( ) 1 2 cos
s s
s
n
nx x u du
n s u x u
− −∞
=
−= Γ − +∑ ∫  
 
We may also write (6.107rii) as 
 
(6.107riii)     
1 1
2
1 0
sin sin log (1/ )
( ) 1 2 cos
s
s
n
nx x u du
n s u x u
−∞
=
= Γ − +∑ ∫  
 
and then differentiate with respect to s  to obtain 
 
(6.107rv)    
1 1
2
1 0
log sin log (1/ ) log log(1/ )sin
( ) 1 2 cos
s
s
n
n x u unx du
n s u x u
−∞
=
− = Γ − +∑ ∫  
 
                                                
1 1
2
0
( ) sin log (1/ )
( ) 1 2 cos
ss x u du
s u x u
ψ −− Γ − +∫    
 
or alternatively using (6.107riii) 
 
(6.107rv)   
1 1
2
1 10
log sin log (1/ ) log log(1/ ) sinsin ( )
( ) 1 2 cos
s
s s
n n
n x u u nxnx du s
n s u x u n
ψ
−∞ ∞
= =
− = −Γ − +∑ ∑∫                                   
 
With 1s =  we have  
 
                   
1
2
1 10
log log log(1/ ) sinsin sin
1 2 cosn n
n u nxnx x du
n u x u n
γ∞ ∞
= =
− = +− +∑ ∑∫  
 
and with 2x xπ→  this becomes 
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1
2
1 10
log log log(1/ ) sin 2sin 2 sin 2
1 2 cos 2n n
n u nxnx x du
n u x u n
ππ π γπ
∞ ∞
= =
− = +− +∑ ∑∫  
 
Then referring to Kummer’s Fourier series (E.44a)  
  
        ( )
1
1 1 1 loglog ( ) log 1 2 [ log(2 )] sin 2
2 sin 2 n
nx x nx
x n
π γ π ππ π
∞
=
Γ = + − + + ∑   
 
we see that 
 
    
1
2
0
log log(1/ )sin 2
1 2 cos 2
ux du
u x u
π π =− +∫    
 
                  ( )1 1 1(1 2 ) log 1 2 [ log(2 )] log ( )
2 2 sin 2
x x x
x
πγπ π π γ π ππ− − + + − + − Γ   
 
We therefore obtain for 0 < x < 1    
   
 
 
 
(6.107rvi) 
               
( )1 2
0
log log(1/ ) 1 1sin 2 log 1 2 log(2 ) log ( )
1 2 cos 2 2 sin 2
ux du x x
u x u x
ππ π π π ππ π= + − − Γ− +∫                   
 
It is easily seen that both sides of the above equation vanish at 1/ 2x = . With 1/ 4x =  
we have 
 
(6.107rvii)       
1
2
0
log log(1/ ) 3 1 1log log 2 log
1 4 2 4
u du
u
π π π π ⎛ ⎞= + − Γ⎜ ⎟+ ⎝ ⎠∫  
 
One is then immediately reminded of Adamchik’s result (C.57) in Volume VI 
 
1 1
0
1 log(2 ) 1log log 1, 1,
1 2 2 2 2 2 2
p
n
u n p n p p n pdu
u u n n n n n n
γ ψ ψ ς ς
− ⎡ ⎤ ⎡ ⎤+ + +⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′= − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥+ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦∫
 
where with 1p =  and 2n =  we get 
 
       
1
2
0
log log(1/ ) 1 1 3 1 1 3[ 2log 2] 1, 1,
1 4 4 4 4 4 4
u du
u
γ ψ ψ ς ς⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′= + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥+ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦∫  
 
We have previously seen in (4.3.161c) in Volume II(a) that 
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           1 3 11, 1, 4 log 2 3log 4log
4 4 4
ς ς π γ π⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′− = + + − Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦      
 
and it is well known that [126, p.20] 
 
           1 3
4 4
ψ ψ π⎛ ⎞ ⎛ ⎞− = −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
and hence we obtain 
                       
1
2
0
log log(1/ ) 1 1[ 2 log 2] 4 log 2 3log 4log
1 4 4 4
u du
u
π γ π γ π⎡ ⎤⎛ ⎞= − + + + + − Γ⎜ ⎟⎢ ⎥+ ⎝ ⎠⎣ ⎦∫  
 
which is the same as (6.107rvii). 
 
With 1/ 6x =  in (6.107rvi) we get 
 
             
1
2
0
3 log log(1/ ) 1 1log(2 ) log(2 ) log
2 1 2 3 6
u du
u u
ππ π π π ⎛ ⎞= + − Γ⎜ ⎟− + ⎝ ⎠∫  
 
                                               5 1log(2 ) log
6 6
π π π ⎛ ⎞= − Γ⎜ ⎟⎝ ⎠  
 
which is in agreement with Adamchik’s paper [2a].    
             
We may also write (6.107rii) as 
 
              
1 1
2
1 0
cos 1 ( cos ) log (1/ )
( ) 1 2 cos
s
s
n
nx u x u du
n s u x u
−∞
=
−= − Γ − +∑ ∫  
  
and then differentiate with respect to s  to obtain 
 
            
1 1
2
1 0
log 1 ( cos ) log (1/ ) log log(1/ )cos
( ) 1 2 cos
s
s
n
n u x u unx du
n s u x u
−∞
=
−− = − Γ − +∑ ∫      
 
                                         
1 1
2
0
( ) ( cos ) log (1/ )
( ) 1 2 cos
ss u x u du
s u x u
ψ −−+ Γ − +∫   
 
and this may be written as 
 
(6.107rviii)  
 
     
1 1
2
1 10
1 ( cos ) log (1/ ) log log(1/ ) log coscos ( )
( ) 1 2 cos
s
s s
n n
u x u u n nxdu nx s
s u x u n n
ψ
− ∞ ∞
= =
− = −Γ − + ∑ ∑∫   
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For example, we may note that 2
1
log cos( / 2)
n
n n
n
π∞
=
∑ is known from (4.4.229j) in 
Volume IV.  
 
Reference should also be made to the 2002 paper by Koyama and Kurokawa, 
“Kummer’s formula for the multiple gamma functions” [93a] where they show that 
 
 (6.107rvix) 
   2 2 2 2 2
1 1
1 log log(2 ) 1 cos 2log ( ) cos 2
2 2n n
n nxx nx
n n
π γ πππ π
∞ ∞
= =
+ −Γ = − −∑ ∑   
 
                       12
1
1 sin 2 (1 ) log ( )
4 n
nx x x
n
π
π
∞
=
+ + − Γ∑  
 
(6.107rvx) 
 
   3 3 3 3 3
1 1
1 log 2log(2 ) 2 3 sin 2log ( ) sin 2
4 8n n
n nxx nx
n n
π γ πππ π
∞ ∞
= =
+ −Γ = − −∑ ∑  
 
                     22 12 3
1
1 cos 2 3 1log ( ) (1 ) log ( )
8 2 2n
nx x x x x
n
π
π
∞
=
⎛ ⎞+ + − Γ − − Γ⎜ ⎟⎝ ⎠∑  
 
where 1
( )( )
2
xx π
ΓΓ = . These equations will then enable us to evaluate the integral in  
(6.107rviii) when 2s =  and the integral in (6.107rv) when 3s = . 
 
We could also differentiate (6.107rvi) with respect to x  to gives us the integral 
 
1 1
2
2 2 2
0 0
log log(1/ ) log log(1/ )4 sin 2 2 cos 2
[1 2 cos 2 ] 1 2 cos 2
u u ux du x du
u x u u x u
π π π ππ π− + =− + − +∫ ∫  
 
                   21 cot log(2 ) ( )
2
x xπ π π π πψ− −  
 
and we note that Adamchik [2a] has also evaluated integrals such as  
 
                    
1
2 2
0
log log(1/ )
[1 ]
u u du
u+∫  
 
Differentiating (6.107riii) with respect to x  to gives us 
 
                
1 12 1 1
1 2 2 2
1 0 0
cos 2sin log (1/ ) cos log (1/ )
( ) [1 2 cos ] ( ) 1 2 cos
s s
s
n
nx x u u x udu du
n s u x u s u x u
− −∞
−
=
= − +Γ − + Γ − +∑ ∫ ∫  
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In addition, we could also integrate (6.107rv) with respect to x . 
 
                                                                                                                                
 
Chen and Khalili [43d] have recently shown that 
 
(6.107s)     
1 2 2
1
2 2 2 2
0
(2 1)(2 2) log[1 2 cos(2 ) ]log( ) ( 1)
(2 )
n
n
n n
n n x x xB dx
x
πθθ π
+
+ +
+ + − += − ∫  
 
and differentiation results in 
 
(6.107t)     
1 2
1
2 1 2 1 2
0
(2 1)sin(2 ) log( ) ( 1)
(2 ) 1 2 cos(2 )
n
n
n n
n xB dx
x x
πθθ π πθ
+
+ +
+= − − +∫  
 
We note from (6.107q) that 
 
                 
1 2 1
2 2
0
sin(2 ) logCl (2 )
(2 1)! 1 2 cos(2 )
n
n
x dx
n x x
πθπθ πθ
−
= − − − +∫    
 
Cvijović [49a] has recently considered related integrals for the Bernoulli and Euler 
polynomials. See also another recent paper by Cvijović [49b]. 
 
We have from (6.36) 
 
          ( )
2 1 1
1
2 1
0
2
(2 1) ( 1) ( ) cot( / 2)
2(2 1)!
n
n
nn B x x dxn
πς π
+
+
++ = − + ∫  
 
and therefore 
 
                                  ( )
3 1
3
0
2
(3) ( ) cot( / 2)
12
B x x dx
πς π= ∫     
 
Using (6.107t) we have               
 
                         
1
3 3 2
0
3sin(2 ) log( )
(2 ) 1 2 cos(2 )
x tB x dt
t x t
π
π π= − +∫  
 
and therefore we obtain 
 
                        
1 1
2
0 0
1 log(3) sin(2 ) cot( / 2)
4 1 2 cos(2 )
tx x dxdt
t x t
ς π ππ= − +∫ ∫  
 
                               
1 1 2
2
0 0
sin( / 2)cos ( / 2) cos( ) log
1 2 cos(2 )
x x x t dxdt
t x t
π π π
π= − +∫ ∫  
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Mathematica may be able to evaluate the integral in x . Alternatively we have 
 
2
log log log 1 log 1
1 2 cos(2 ) 2 sin(2 ) exp(2 ) exp(2 )
t t t tdt
t x t i x i x i xπ π π π
⎛ ⎞⎡ ⎤ ⎡ ⎤= − − −⎜ ⎟⎢ ⎥ ⎢ ⎥− + −⎣ ⎦ ⎣ ⎦⎝ ⎠∫  
 
                                         2 2
1 1 1
2 sin(2 ) exp(2 ) exp(2 )
t tLi Li
i x i x i xπ π π
⎛ ⎞⎡ ⎤ ⎡ ⎤− − − −⎜ ⎟⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎝ ⎠
  
 
                                     [ ][ ]
exp( 2 ) 1log log
2 sin(2 ) exp( 2 ) 1
t i xt
i x t i x
π
π π
− −= − +   
 
                                     2 2
1 1 1
2 sin(2 ) exp(2 ) exp(2 )
t tLi Li
i x i x i xπ π π
⎛ ⎞⎡ ⎤ ⎡ ⎤− − − −⎜ ⎟⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎝ ⎠
 
 
As mentioned in Cvijović’s paper [49b], the Chebyshev polynomials defined by the 
following generating functions may also be usefully employed 
 
                       1( ) cos( cos )nT x n x
−=          (cos ) cosnT nθ θ=  
 
                       sin( 1)(cos )
sinn
nU θθ θ
+=  
 
                       
2
2
1
1 1 2 ( )
1 2
n
n
n
t T x t
xt t
∞
=
− = +− + ∑  
 
                       2
0
1 ( )
1 2
n
n
n
U x t
xt t
∞
=
=− + ∑  
 
                       
2
2 2
1 2 (cos(2 ) 1)1
1 2 cos(2 ) 1 2 cos(2 )
t t x
t x t t x t
π
π π
− −= +− + − +  
 
Example 15: 
  
The well-known Maclaurin expansion for the log gamma function is derived in 
(E.22n) of Volume VI 
 
(6.108)            
2
( )log (1 ) ( 1)n n
n
nx x x
n
ςγ ∞
=
Γ + = − + −∑  , 1− < 1x ≤  
 
With reference to (6.14b) we have 
 
(6.109)            ( ) cot
b
a
p x x dxα∫  
1
2 ( )sin 2
b
n a
p x n xα∞
=
= ∑∫  
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As mentioned previously, it should be noted that in the above formulae we require 
either (i) both sin( / 2)xα  and cos( / 2)xα have no zero in [ ,a b ] or (ii) if either 
sin( / 2)aα  or cos( / 2)aα  is equal to zero then )(ap  must also be zero. Condition (i) 
is equivalent to the requirement that sin xα  has no zero in [ ,a b ]. 
 
Since log (1) log (2) 0Γ = Γ = , it is clear that ( ) log ( 1)p x x= Γ +  satisfies the necessary  
conditions for the Riemann-Lebesgue lemma on the interval [0,1]  with α π= . 
Accordingly, substituting (6.108) in (6.109) we have 
 
(6.110)          
1
20
( )( 1) cotn n
n
nx x x dx
n
ςγ π∞
=
⎡ ⎤− + − =⎢ ⎥⎣ ⎦∑∫  
1
1 0
2 log ( 1)sin 2
n
x n x dxπ∞
=
Γ +∑∫  
 
and 
                      
1 1
10 0
log ( 1)cot 2 log ( 1)sin 2
n
x x dx x n x dxπ π∞
=
Γ + = Γ +∑∫ ∫  
 
The corresponding result for (6.5) is shown in (6.120) below. 
 
The following integral is recorded in G&R [74, p.650] for a  > 0 
 
[ ]1
0
1log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )
2
x a n x dx a n a Ci n a n a si n a
n
π π π π ππΓ + = − + −∫  
 
but I believe that the correct version should be 
 
(6.111)   
[ ]1
0
1log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )
2
x a n x dx a n a Ci n a n a si n a
n
π π π π ππΓ + = − − +∫  
 
and with 1a =  this implies that 
 
(6.111a)      
1
0
(2 )log ( 1)sin 2
2
Ci nx n x dx
n
ππ πΓ + =∫   
 
where ( )Ci x  is the cosine integral defined for x  > 0 in G&R [74, p.878] by 
 
                     
0
cos cos 1( ) log
x
x
t tCi x dt x dt
t t
γ
∞ −= − = + +∫ ∫  
 
We therefore obtain from (6.109) 
 
(6.111b)     
1 1
1 10 0
1 (2 )log ( 1)cot 2 log ( 1)sin 2
n n
Ci nx x dx x n x dx
n
ππ π π
∞ ∞
= =
Γ + = Γ + =∑ ∑∫ ∫        
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An alternative proof is shown below. We have 
 
                  
1 1 1
0 0 0
log ( 1)sin 2 log sin 2 log ( )sin 2x n x dx x n x dx x n x dxπ π πΓ + = + Γ∫ ∫ ∫   
 
and in (E.46) in Volume VI we show that (G&R [74, p.650]) 
 
(6.111bi)   
1
0
log 2log ( )sin 2
2
nx n x dx
n
γ ππ π
+Γ =∫   
 
Since from (6.94f) 
 
                 
1
0
(2 ) log 2log sin 2
2 2
Ci n nx n x dx
n n
π γ ππ π π
+= −∫  
 
we have 
 
(6.111c)    
1
0
(2 )log ( 1)sin 2
2
Ci nx n x dx
n
ππ πΓ + =∫  
 
in agreement with (6.111a).  
 
It therefore appears that two of the signs in (6.111) are recorded incorrectly in 
G&R [74, p.650] (and also in “Integrals and Series”, Volume 2, p.60 by Prudnikov et 
al). In this regard, I note that both Havil [78, p.126] and Elizalde [58c] define ( )Ci x  
as the negative of (6.94g). 
 
Equation (6.111) also applies in the limit 0a →  because as we shall see in (6.117ei) 
 
                            
0
lim[cos ( ) log ]
y
y Ci y y γ→ − =  
 
and we therefore obtain another proof of (6.111bi). 
 
In passing, we note that integration by parts gives us 
 
    
11 1
00 0
1 1log ( 1)cot log ( 1) logsin (1 ) logsinx x dx x x x x dxπ π ψ ππ πΓ + = Γ + − +∫ ∫  
 
We note from L’Hôpital’s rule that 
 
                 
1 1
log sinlim[log ( 1) logsin ] lim
1/ log ( 1)x x
xx x
x
ππ→ →
⎡ ⎤Γ + = ⎢ ⎥Γ +⎣ ⎦   
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2
1
cot log ( 1)lim
( 1)x
x x
x
π π
ψ→
⎡ ⎤Γ += −⎢ ⎥+⎣ ⎦
  
 
                                                           
2
1
log ( 1)lim
(2)sinx
x
x
π
ψ π→
⎡ ⎤Γ += −⎢ ⎥⎣ ⎦
   
 
We also have 
 
            
1 1 1
log ( 1) ( 1)lim log ( 1) lim lim log ( 1) 0
sin cosx x x
x xx x
x x
ψ
π π π→ → →
Γ + +⎡ ⎤ ⎡ ⎤Γ + = Γ + =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
Similarly we have 
 
            
0 0
log ( 1) log ( 1)lim log ( 1) lim log ( 1)
sin sinx x
x x xx x
x x x
π
π π π→ →
Γ + Γ +⎡ ⎤ ⎡ ⎤Γ + = Γ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
and since 
0 0
log ( 1) ( 1)lim lim
x x
x x
x
ψ
π π→ →
Γ + +⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  we obtain 0lim[log ( 1) log sin ] 0x x xπ→ Γ + =  
 
Hence we have                 
   
                     
1 1
0 0
1log ( 1)cot (1 ) log sinx x dx x x dxπ ψ ππΓ + = − +∫ ∫  
 
Completing the summation of (6.111c) we obtain 
 
             
1
2
1 10
1 1 (2 )log ( 1)sin 2
2n n
Ci nx n x dx
n n
ππ π
∞ ∞
= =
Γ + =∑ ∑∫    
 
Using (7.5) we get 
 
             
1 1
1 10 0
1 sin 2log ( 1)sin 2 log ( 1)
n n
n xx n x dx x dx
n n
ππ∞ ∞
= =
Γ + = Γ +∑ ∑∫ ∫  
  
                                                            
1
0
(1 2 ) log ( 1)
2
x x dxπ= − Γ +∫        
                
                                                            
1 1
0 0
log ( 1) log ( 1)
2
x dx x x dxπ π= Γ + − Γ +∫ ∫  
 
In the above we have tacitly assumed that interchanging the order of integration and 
summation is valid and that the Fourier series expansion (7.5) may be validly used at 
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both end points because the multiplication factor log ( 1)xΓ +  is zero at both end 
points. 
 
We have from [126, p.32] 
 
(6.112)       ( ) [ ] ( )2
0
1log 1 log(2 ) 1 log 1 log (1 )
2 2
z zt dt z z z G zπΓ + = − − + Γ + − +∫  
 
and integration by parts readily gives us 
 
                  ( ) [ ] ( )2
0 0
1log 1 log(2 ) 1 log 1 log (1 )
2 2
xx tt t dt t t t t G tπ⎡ ⎤Γ + = − − + Γ + − +⎢ ⎥⎣ ⎦∫  
 
                                             [ ] ( )2
0
1 log(2 ) 1 log 1 log (1 )
2 2
x tt t t G t dtπ⎡ ⎤− − − + Γ + − +⎢ ⎥⎣ ⎦∫  
 
Hence we obtain 
 
(6.112a)    ( ) [ ] ( )2 3 2
0
1 12 log 1 log(2 ) 1 log 1
4 3
x
t t dt x x x xπΓ + = − − + Γ +∫  
 
                                                 
0
log (1 ) log (1 )
x
x G x G t dt− + + +∫  
Therefore we get 
 
(6.113)      ( ) [ ]1 1
0 0
1 12 log 1 log(2 ) 1 log (2) log (1 )
4 3
t t dt G G t dtπΓ + = − − − + +∫ ∫  
 
From (6.57) we have (2) (1) (1) 1G G= Γ =  and Srivastava and Choi [126, p.217] report 
that 
 
(6.114) 
1 1 1 1
24 4 12
0
(1 )log ( ) log 2 log ( ) log ( 1) log 2
2 2
a a aG a t dt a a G a e Aπ π− − −⎡ ⎤−+ = + + Γ − + + ⎢ ⎥⎣ ⎦∫  
 
and hence, as originally discovered by Barnes [126, p.37], we have  
 
(6.115) 
1 1 1 1
24 4 12
0
1 1 1log (1 ) log 2 log 2 log 2 2log
2 12 4
G t dt e A Aπ π π− − −⎡ ⎤+ = + = + −⎢ ⎥⎣ ⎦∫  
 
This results in 
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(6.116)           ( ) [ ]1
0
12 log 1 log(2 ) 1 2log
2
t t dt AπΓ + = − −∫  
 
This was also obtained by Espinosa and Moll [59]. 
                        
I subsequently discovered that (6.116) is a particular case of the more general formula 
(6.126) for ( )
0
log
z
t a t dtΓ +∫  given by Choi and Srivastava [45ab] in 2000 in terms of 
the multiple gamma functions. 
 
(6.116a)         ( ) 2
0
1 1 12 log 1 2log log(2 )
4 2 4
z
t t dt A z zπ⎛ ⎞ ⎛ ⎞Γ + = − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫  
 
                                2 2 3
1 log (1 ) log (1 ) 2 log (1 )
2
z z z G z z− + Γ + − + − Γ +  
 
Using the formula (6.112) we also obtain (see also (C.43b) in Volume VI) 
 
           [ ]1 1 1 1
0 0 0 0
1log (1 ) log ( ) log log ( ) 1 log(2 )
2
t dt t t dt t dt t dt πΓ + = Γ = + Γ = − +∫ ∫ ∫ ∫  
 
and we finally deduce that 
 
(6.117)                  2 22
1
(2 ) 1 12 log 2 ( 1)
4 6n
Ci n A
n
π π π ς∞
=
⎛ ⎞ ⎛ ⎞′= − = − − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑  
 
where in the last part we have used (4.4.225). The set of series 2
1
(2 )
N
n
Ci n
n
π∞
=
∑  may also 
be evaluated in a similar way. 
 
We have from (6.94g) 
 
             
2 2
0 0
cos 1(2 ) log 2 log 2 sin lognuCi n n du n n nu u du
u
π π
π γ π γ π−= + + = + +∫ ∫  
and therefore 
 
          [ ] 22
1 10
(2 ) sinlog 2 (2) (2) log
n n
Ci n nu u du
n n
ππ γ π ς ς∞ ∞
= =
′= + − +∑ ∑∫    
 
 Unfortunately, the Fourier series  
1
sin
2n
nu u
n
π∞
=
−=∑   is only valid in the interval 
(0, 2 )π  and we cannot proceed any further in this direction. 
                                                                                                                                   
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Elizalde [58c] reported in 1985 that for a  > 0 
 
(6.117a)   ( 1, )aς ′ − =     
 
2
2 2
1
1 1 1 1( 1, ) log [cos(2 ) (2 ) sin(2 ) (2 )]
4 12 2 n
a a a n a Ci n a n a si n a
n
ς π π π ππ
∞
=
− − − + − +∑  
 
where ( , )s aς  is the Hurwitz zeta function. Since ( ) ( )
2
si x Si x π= −  this may be 
written as 
(6.117ai)   2 2
1
1 1 1 sin(2 )( 1, ) ( 1, ) log
4 12 4 n
n aa a a a
n
πς ς π
∞
=
′ − = − − − + + ∑  
 
                                   2 2
1
1 1 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
n a Ci n a n a Si n a
n
π π π ππ
∞
=
− +∑  
 
and we therefore have with 1a =   
 
                
2 2
1
1 1 (2 )( 1,1) ( 1)
6 2 n
Ci n
n
πς ς π
∞
=
′ ′− = − = − − ∑  
 
which concurs with (6.117). I was quite pleased to come across this reference in 2007 
since I had not previously confronted any similar analysis during my limited research.  
 
Readers should note that both of the functions ( )Si x  and ( )si x  are employed in the 
various formulae set out in the following section. 
 
With 1/ 2a =  we get  
 
              2 2
1
1 1 1 1 ( )1, log 2 ( 1)
2 24 48 2
n
n
Ci n
n
πς π
∞
=
⎛ ⎞′ − = + − −⎜ ⎟⎝ ⎠ ∑   
 
and from (4.3.140) we have 
 
              ( )1 1 11, log 2 1
2 24 2
ς ς⎛ ⎞′ ′− = − − −⎜ ⎟⎝ ⎠  
 
This then gives us (see also (6.130)) 
 
(6.117b)     ( )2 2
1
1 ( ) 1 1 1( 1) log 2 1
2 12 48 2
n
n
Ci n
n
π ςπ
∞
=
′− = + + −∑  
 
Elizalde [58c] gave little indication of the source of the identity but differentiation of 
(6.117a) sheds more light on the subject: we have 
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                2 2
1 1 1 1 1 1 (2)( 1, ) log
2 2 6 2 2
a a a a a a
a a a
ςς π
∂ ⎛ ⎞ ⎛ ⎞′ − = − + − + − −⎜ ⎟ ⎜ ⎟∂ ⎝ ⎠ ⎝ ⎠      
 
                                    
1
1 1 [ sin(2 ) (2 ) cos(2 ) (2 )]
n
n a Ci n a n a si n a
n
π π π ππ
∞
=
− − +∑  
 
since cos( )d xCi x
dx x
=  and  sin( )d xsi x
dx x
= . This simplifies to 
                
1
1 1 1 1( 1, ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a n a Ci n a n a si n a
a n
ς π π π ππ
∞
=
∂ ⎛ ⎞′ − = − − + −⎜ ⎟∂ ⎝ ⎠ ∑    
 
We have previously seen in the analysis following (4.3.117) that 
 
                  ( , ) ( 1, ) ( 1, )s a s a s s a
a s
ς ς ς∂ ∂ ′= − + − +∂ ∂    
 
and hence 
 
                   ( 1, ) (0, ) (0, )a a a
a
ς ς ς∂ ′ ′− = − +∂  
 
Then using Lerch’s identity (4.3.116) in Volume II(a) 
 
                   1(0, ) log ( ) log(2 )
2
a aς π′ = Γ −  
 
 this becomes 
 
                    1( 1, ) (0, ) log ( ) log(2 )
2
a a a
a
ς ς π∂ ′ − = − + Γ −∂  
 
We then obtain  
 
              1(0, ) log ( ) log(2 )
2
a aς π− + Γ −     
 
             
1
1 1 1 1log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a n a Ci n a n a si n a
n
π π π ππ
∞
=
⎛ ⎞= − − + −⎜ ⎟⎝ ⎠ ∑                                   
 
which, for 0 < a  < 1, simplifies to 
 
(6.117c)             log ( )aΓ =  
 
1
1 1 1 1log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
⎛ ⎞+ − − + −⎜ ⎟⎝ ⎠ ∑  
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1
1 1 1 cos(2 )log(2 ) log
2 2 2 n
n aa a a
n
ππ ∞
=
⎛ ⎞= + − − +⎜ ⎟⎝ ⎠ ∑  
 
               
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
n
n a Ci n a n a Si n a
n
π π π ππ
∞
=
+ −∑  
 
and using (7.8a) this becomes 
 
      1 1 1log ( ) log(2 ) log log[2sin( )]
2 2 2
a a a a aπ π⎛ ⎞Γ = + − − −⎜ ⎟⎝ ⎠  
 
               
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
n
n a Ci n a n a Si n a
n
π π π ππ
∞
=
+ −∑  
 
The formula (6.117c) was given by Nörlund in [105, p.114]. When 1/ 2a =  we obtain 
 
                       
1
( 1)(1 log 2) ( )
2
n
n
si n
n
π π∞
=
−− =∑  
 
which is a particular case of (6.94a). With 1/ 4a =  we get 
 
        1 1 1 1 1log log(2 ) log 2 log 2
4 2 2 4 4
π⎛ ⎞Γ = + − −⎜ ⎟⎝ ⎠   
 
                            
1
1 1 [sin( / 2) ( / 2) cos( / 2) ( / 2)]
n
n Ci n n Si n
n
π π π ππ
∞
=
+ −∑                  
 
The following is posed as a question in Whittaker & Watson [135, p.261]: Prove that 
for all values of a  except negative real values 
 
(6.117ci)      
1 0
1 1 1 sin(2 )log ( ) log(2 ) log
2 2 ( )n
n xa a a a dx
n x a
ππ π
∞∞
=
⎛ ⎞Γ = + − − +⎜ ⎟ +⎝ ⎠ ∑∫  
 
and this was attributed by Stieltjes to Bourguet. Equation (6.117ci) may also be 
derived using the Euler-Maclaurin summation formula (see in particular Knopp’s 
book [90, p.530]). 
 
By differentiation we can easily see that 
 
          ( ) sin(2 )cos(2 ) [2 ( )] sin(2 ) [2 ( )]d n xn a Si n x a n a Ci n x a
dx x a
ππ π π π+ − + = +  
 
and we therefore have 
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      ( )
0 0
sin(2 ) cos(2 ) [2 ( )] sin(2 ) [2 ( )]
MM n x dx n a Si n x a n a Ci n x a
x a
π π π π π= + − ++∫   
     
{ } { }cos(2 ) [2 ( )] [2 ] sin(2 ) [2 ( )] [2 ]n a Si n M a Si n a n a Ci n M a Ci n aπ π π π π π= + − − + −   
 
From (6.90b) and (6.90d) we see that 
 
                           lim [2 ( )]
2M
Si n M a ππ→∞ + =   
 
and from (6.9ga) we have 
 
                           lim [2 ( )] 0
M
Ci n M aπ→∞ + =     
 
Hence we obtain as M →∞  
 
       
0
sin(2 ) cos(2 ) (2 ) sin(2 ) (2 )
2
n x dx n a Si n a n a Ci n a
x a
π ππ π π π
∞ ⎧ ⎫= − +⎨ ⎬+ ⎩ ⎭∫   
 
and reference to (6.90e) shows that this is equal to 
 
                               cos(2 ) (2 ) sin(2 ) (2 )n a si n a n a Ci n aπ π π π= − +   
 
Therefore from Bourguet’s formula we have 
 
          log ( )aΓ =  
         
1
1 1 1 1log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
⎛ ⎞+ − − + −⎜ ⎟⎝ ⎠ ∑  
 
which we have already seen in (6.117c).  
 
This may be expressed as 
               
           
1
1 1log ( ) log(2 ) log
2 2 nn
a a a a Cπ ∞
=
⎛ ⎞Γ = + − − +⎜ ⎟⎝ ⎠ ∑  
 
and we have with 2a a→  
 
          2
1
1 1log (2 ) log(2 ) 2 log(2 ) 2 2
2 2 nn
a a a a Cπ ∞
=
⎛ ⎞Γ = + − − +⎜ ⎟⎝ ⎠ ∑   
 
Since 2
1 1 1
2 ( 1)nn n n
n n n
C C C
∞ ∞ ∞
= = =
= + −∑ ∑ ∑  we have 
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1
1 1log (2 ) 2 log(2 ) log ( ) log ( 1)
2 2
n
n
n
a a a a a a a C
∞
=
⎛ ⎞ ⎛ ⎞Γ = − − + Γ − − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ∑  
 
and using Legendre’s duplication formula for the gamma function [126, p.7]  
 
                 2 1 1(2 ) 2 ( )
2
aa a aπ − ⎛ ⎞Γ = Γ Γ +⎜ ⎟⎝ ⎠  
 
this results in 
 
(6.117ca)             log ( 1/ 2)aΓ + =  
 
1
1 1 ( 1)log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2
n
n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
−+ − + −∑  
 
which is also reported by Nörlund [105, p.114]. Since (0) / 2si π= −  this identity may 
be easily verified for 0a = . With 1/ 2a =  we obtain 
 
                          
1
( ) log
2 2n
si n
n
π π ππ∞
=
= −∑  
 
which is contained in [104a, p,82]. Letting 1a =  we have 
 
                          
1
(2 ) 3 log 2
2n
si n
n
π π π∞
=
= −∑  
 
We also have using (6.117c) 
 
(6.117cai) 
                 1 1 1log (2 ) 2 log 2 log ( ) log
2 2 2
a a a a a a⎛ ⎞ ⎛ ⎞Γ = − + Γ + + − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
 
               
1
1 ( 1) [sin(2 ) (2 ) cos(2 ) (2 )]
n
n
n a Ci n a n n a si n a n
n
π π π π π ππ
∞
=
−+ + − +∑  
 
and with 1/ 2a =  we obtain (6.120). 
 
Using (7.8) for 0 < a  < 1 (6.117c) may be written as    
 
(6.117ci)             log ( )aΓ =  
 
             1 1 1log(2 ) log log[2sin( )]
2 2 2
a a a aπ π⎛ ⎞= + − − −⎜ ⎟⎝ ⎠  
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1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
n
n a Ci n a n a Si n a
n
π π π ππ
∞
=
+ −∑  
 
This may be written more compactly as 
 
               
2
2 1
1
( )sin( ) 2 1log [sin(2 ) (2 ) cos(2 ) (2 )]a
n
a a n a Ci n a n a Si n a
a n
π π π π ππ π
∞
−
=
⎡ ⎤Γ = −⎢ ⎥⎣ ⎦ ∑  
 
With 1a =  we get  
 
(6.117cii)                   
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑  
 
which is given by Nielsen [104a, p.79], and with 1/ 2a =  we get (6.94a) 
 
(6.117ciii)                  
1
( )( 1) log 2
2 2
n
n
si n
n
π π π∞
=
− = −∑  
 
which is a particular case of Nielsen’s formula [104a, p.83] for x π=  
 
(6.117civ)                  
1
( )( 1) log 2
2 2
n
n
si nx x
n
π∞
=
− = −∑  
 
                                  
1
( )( 1) log 2
2
n
n
Si nx x
n
π∞
=
− = −∑   
 
Note that Nielsen indicated that (6.117civ) was only valid for ( , )x π π∈ − . 
 
Letting 
 
                                 ( ) sin(2 ) (2 ) cos(2 ) (2 )h a n a Ci n a n a Si n aπ π π π= −  
 
we see that 
 
                                 
(2 )( ) sin(2 ) 2 cos(2 ) (2 )
(2 )        cos(2 ) 2 sin(2 ) (2 )
Ci n ah a n a n n a Ci n a
a
Si n an a n n a Si n a
a
ππ π π π
ππ π π π
′ = +
− +
 
 
We therefore have 
 
                                (1) 2 (2 ) (2 )h n Ci n si nπ π π′ = −   
 
                                (1/ 2) 2 ( 1) ( ) 2( 1) (2 )n nh n Ci n si nπ π π′ = − − −  
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and by differentiating (6.117ca) we see that 
 
                            
1
3 1 ( 1) [2 (2 ) (2 )]
2
n
n
n Ci n si n
n
ψ π π ππ
∞
=
−⎛ ⎞ = −⎜ ⎟⎝ ⎠ ∑  
 
                                      
1 1
1 ( 1) (2 )2 ( 1) (2 )
n
n
n n
si nCi n
n
ππ π
∞ ∞
= =
−= − −∑ ∑    
 
Therefore, using (6.121) 
 
                             
1
(2 )( 1) log 2
2
n
n
si n
n
π π π∞
=
− = −∑     
 
and 3 2 2log 2
2
ψ γ⎛ ⎞ = − −⎜ ⎟⎝ ⎠ , we obtain 
 
                             
1
1 1 3( 1) (2 ) 2 log 2
2 2 4
n
n
Ci nπ γ∞
=
− = − −∑   
 
With 1/ 2a = we get 
 
                           ( )
1 1
2 ( )1 log 2 2 ( )
n n
si nCi n
n
πψ γ π π
∞ ∞
= =
= − = − + −∑ ∑    
 
Then referring to (6.117ca) we obtain (see also (6.117s)) 
 
                           
1
2 ( ) log(2 ) 1
n
Ci nπ π γ∞
=
= − −∑  
                                                                                                                            
 
Integrating (6.117civ) results in 
 
(6.117cv)            22
1 1
( ) cos( ) 1 1( 1) ( 1) log 2
2 4
n n
n n
si nx nx xx x
n n
π∞ ∞
= =
−− + − = −∑ ∑  
 
or equivalently 
 
                            22
1 1
( ) cos( ) 1 1( 1) ( 1) log 2
4
n n
n n
Si nx nxx x x
n n
π∞ ∞
= =
−− + − = −∑ ∑           
 
where we have used 
 
                               1( ) ( ) cosSi ax dx xSi ax x
a
= +∫  
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Multiplying (6.117civ) by x  and subtracting (6.117cv) gives us 
 
                              22
1
cos( ) 1 1( 1)
2
n
n
nx x
n
∞
=
−− = −∑    
 
and this may be written as 
 
                              
2 2
1
2
1
cos( ) 3( 1)
12
n
n
nx x
n
π∞ +
=
−− =∑    
 
which is contained in [130, p.148]. Integrating (6.117cv) results in 
                  
2
2 3 3
1 1 1 1
1 ( ) 1 cos( ) 1 sin( ) sin( )( 1) ( 1) ( 1) ( 1) (2)
2 2 2
n n n n
a
n n n n
Si nx nx nx nxx x x
n n n n
ς∞ ∞ ∞ ∞
= = = =
− + − − − + − −∑ ∑ ∑ ∑  
 
                            
2
31log 2
2 12
x xπ= −    
 
where we have used 
 
                               2 2
1 cos sin( ) ( )
2 2 2
x ax axx Si ax dx x Si ax
a a
= + −∫  
 
                  2 2 3
1 1 1
1 ( ) 1 cos( ) 1 sin( )( 1) ( 1) ( 1) (2)
2 2 2
n n n
a
n n n
Si nx nx nxx x x
n n n
ς∞ ∞ ∞
= = =
− + − + − −∑ ∑ ∑  
 
                            
2
31log 2
2 12
x xπ= −    
We then have 
 
                  2 2 3
1 1
1 1 cos( ) 1 sin( )log 2 ( 1) ( 1) (2)
2 2 2 2
n n
a
n n
x nx nxx x x
n n
π ς∞ ∞
= =
⎡ ⎤− + − + − −⎢ ⎥⎣ ⎦ ∑ ∑  
 
                            
2
31log 2
2 12
x xπ= −    
 
This becomes 
 
                  32 3
1 1
1 cos( ) 1 sin( ) 1( 1) ( 1) (2)
2 2 6
n n
a
n n
nx nxx x x
n n
ς∞ ∞
= =
− + − − =∑ ∑  
 
and this is a simple consequence of the Fourier series contained in [130, p.148].                                
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More generally we have the Fourier sine and cosine transforms [58d] for arg a <π  
and y > 0 
 
            
0
sin( ) cos( ) ( ) sin( ) ( )xy dx ay si ay ay Ci ay
x a
∞
= − ++∫  
 
            
0
cos( ) sin( ) ( ) cos( ) ( )xy dx ay si ay ay Ci ay
x a
∞
= − −+∫   
 
and we may make the following summation 
 
            
1 10
1 sin( ) 1 [ cos( ) ( ) sin( ) ( )]
a a
xy dx ay si ay ay Ci ay
a x a a
∞∞ ∞
= =
= − ++∑ ∑∫   
 
We have from (E.14) in Volume VI 
 
             2
1
1 ( ) 1
( )a
x
a x a x x
ψ γ∞
=
+= ++∑       
 
and therefore we obtain 
 
          2
10
( ) 1 1sin( ) [ cos( ) ( ) sin( ) ( )]
a
x xy dx ay si ay ay Ci ay
x x a
ψ γ∞ ∞
=
+⎡ ⎤+ = − +⎢ ⎥⎣ ⎦ ∑∫  
 
We have from (6.90d) 
 
          
0
sin( )
2
xy dx
x
π∞ =∫                
 
and hence we have 
 
          2
10
( ) 1 1sin( ) [ cos( ) ( ) sin( ) ( )]
2 a
x xy dx ay si ay ay Ci ay
x x a
ψ γπ∞ ∞
=
⎡ ⎤+ = − + − +⎢ ⎥⎣ ⎦ ∑∫                              
 
Since 2
1
1 ( ) 1
( )a
x
a x a x x
ψ γ∞
=
+= ++∑  we note that 20 ( ) 1lim (2)x xx xψ γ ς→ +⎡ ⎤+ =⎢ ⎥⎣ ⎦  and this  
 
may also be seen from the Maclaurin expansion 
 
            1
2
(1 ) ( 1) ( )n n
n
x n xψ γ ς∞ −
=
+ = − + −∑   
 
Abramowitz and Stegun [1, p.232] define auxiliary functions 
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0
sin( ) cos ( ) sin ( ) yf x x si x xCi x dy
y x
∞
= − + = +∫  
 
            
0
cos( ) cos ( ) sin ( ) yg x xCi x x si x dy
y x
∞
= − − = +∫   
 
and report that for Re ( )x  > 0 
 
            2
0
( )
1
xuef x du
u
∞ −
= +∫   
 
            2
0
( )
1
xuueg x du
u
∞ −
= +∫  
 
Letting t xy=  we see that 
 
              
0 0
sin( ) sinxy tdx dt
x a t ay
∞ ∞
=+ +∫ ∫    
 
We also see that 
 
              2
1 10
1 1 [ cos( ) ( ) sin( ) ( )]
1
nxu
p p
n n
e du nx si nx nx Ci nx
n u n
∞ −∞ ∞
= =
= − ++∑ ∑∫   
 
and therefore we obtain 
 
              2
10
1 [ cos( ) ( ) sin( ) ( )]
1
xu
p
p
n
Li e
du nx si nx nx Ci nx
u n
−∞ ∞
=
⎡ ⎤⎣ ⎦ = − ++ ∑∫   
 
Similarly we have 
 
             2
10
1 [sin( ) ( ) cos( ) ( )]
1
xu
p
p
n
uLi e
du nx si nx nx Ci nx
u n
−∞ ∞
=
⎡ ⎤⎣ ⎦ = − ++ ∑∫   
 
                                                                                                                           
 
Integrating Elizalde’s identity (6.117ai) gives us  
  
0
( 1, )
x
a daς ′ − =∫    
                  
2 3
2 3
1
1 1 1 1 cos(2 )[ 4 9 6 6( 1)(2 1) log ]
72 12 12 8 n
n xx x x x x x x x
n
π
π
∞
=
− + − + − − − + − ∑  
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2 3 3
1
1 1 1(3) [sin(2 ) (2 ) cos(2 ) (2 )]
8 4 n
n x Ci n x n x Si n x
n
ς π π π ππ π
∞
=
+ − −∑     
 
where we have used the integral (easily derived using integration by parts) 
 
             ( ) ( ) sinCi x dx xCi x x= −∫       and       ( ) ( ) cosSi x dx x Si x x= +∫  
 
In evaluating the integral at 0a = , we have used the fact that (0) 0Si =  and from 
(6.94g) we have 
            
0
cos 1sin ( ) sin sin log sin
x txCi x x x x x dt
t
γ −= + + ∫    
 
                             
0
sin cos 1sin log sin
xx tx x x x dt
x t
γ −= + + ∫  
 
We therefore see that 
 
             
0
limsin ( ) 0
x
xCi x→ =   
 
From (4.3.131) in Volume II(a) we have 
 
          1 1
0
( )(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
ς ς ς+ +−′ ′ ′− = + − − −+∫   
 
which gives us for 2n =     
 
             3
0
1 1 1( 1, ) ( ) ( 2, ) ( 2)
12 2 2
x
a da B x xς ς ς′ ′ ′− = − + − − −∫  
 
Therefore we obtain  
 
    2 3 2 3
1
1 1 1 1 cos(2 )[ 4 9 6 6( 1)(2 1) log ]
72 12 12 8 n
n xx x x x x x x x
n
π
π
∞
=
− + − + − − − + − ∑  
 
  2 3 3
1
1 1 1(3) [sin(2 ) (2 ) cos(2 ) (2 )]
8 4 n
n x Ci n x n x Si n x
n
ς π π π ππ π
∞
=
+ − −∑     
 
                  3
1 1 1( ) ( 2, ) ( 2)
12 2 2
B x xς ς′ ′= − + − − −  
 
This is easily simplified to 
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(6.117d)  
 
    3 2 2 3 2
1
1 5 1 1 cos(2 ) 1( 1)(2 1) log (3)
12 36 8 8 8n
n xx x x x x x
n
π ςπ π
∞
=
− − − + − +∑  
 
  3 3
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
4 n
n x Ci n x n x Si n x
n
π π π ππ
∞
=
− −∑     
 
                  3
1 1 1( ) ( 2, ) ( 2)
12 2 2
B x xς ς′ ′= − + − − −  
 
Equation (6.117d) could be integrated to produce an identity involving ( 3, )xς ′ −  and 
so on. This could also be written in several other formats using for example (6.25c) 
 
                       3 3 3
1
3 sin 2( )
2 n
n xB x
n
π
π
∞
=
= ∑    
 
and (A.15)  
  
                       3
1( ) ( 1)(2 1)
4
B x x x x= − −  
 
Alternatively, we could employ the generalised Clausen functions Cl ( )N t  defined by 
[126, p.115] as 
 
                      2 2
1
sinCl ( )N N
n
ntt
n
∞
=
=∑        2 1 2 1
1
cosCl ( )N N
n
ntt
n
∞
+ +
=
=∑  
                                
With 1x =  in (6.117d) we see that 
 
(6.117e)                      3 3
1
1 (2 )
18 n
Si n
n
ππ ∞
=
=∑   
 
and this concurs with the result previously obtained in (6.94k). 
  
With 1/ 2x =  in (6.117d) we see that 
               
32 3 3
1
1 1 1 ( ) 1 1 1 1 1[ (3) (3)] ( 1) 2, ( 2)
72 8 4 12 2 2 2 2
n
a
n
Si n B
n
πς ς ς ςπ π
∞
=
⎛ ⎞ ⎛ ⎞′ ′+ + + − = − + − − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑   
 
We know from (6.94ki) that 33
1
( ) 1( 1)
18
n
n
Si n
n
π π∞
=
− = −∑ and from (F.8b) we have 
( ) 2(3)2 4
ςς π′ − = − . Therefore we obtain 
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                   2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠   
 
and we have previously seen this in (4.3.168d) in Volume II(a). 
 
 
YET ANOTHER DERIVATION OF GOSPER’S INTEGRAL 
 
 
Integration of (6.117c) results in 
 
             log ( )
x
a
ε
Γ =∫  
 
( ) ( ) 2 21 1 1 1 1( ) log(2 ) 2 2 1 log 2 2 1 log
2 4 4 2 2
x x x x x xε π ε ε ε ε ε− + − + − − − + − − +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  
 
2 2
1 1
1 sin(2 ) 1 sin(2 )
4 4n n
n x n
n n
π πε
π π
∞ ∞
= =
+ −∑ ∑  
 
[ ]2 2
1
1 1 cos(2 ) (2 ) sin(2 ) (2 ) log(2 )
2 n
n x Ci n x n x Si n x n x
n
π π π π ππ
∞
=
− + −∑  
 
[ ]2 2
1
1 1 cos(2 ) (2 ) sin(2 ) (2 ) log(2 )
2 n
n Ci n n Si n n
n
πε πε πε πε πεπ
∞
=
+ + −∑  
 
We note from (6.94g) that upon multiplying by cos y  
 
         
0
cos 1cos ( ) cos cos log cos
y ty Ci y y y y y dt
t
γ −= + + ∫    
 
and we therefore see that 
 
(6.117ei) 
0 0
0
cos 1lim[cos ( ) log ] lim cos log [cos 1] cos
y
y y
ty Ci y y y y y y dt
t
γ γ→ →
⎡ ⎤−− = + − + =⎢ ⎥⎢ ⎥⎣ ⎦∫  
 
Therefore as 0ε →  we have 
 
(6.117f)             
0
log ( )
x
a daΓ =∫  
 
( ) 2 2
1
1 1 1 1 sin(2 )log(2 ) 2 2 1 log
2 4 2 4 n
n xx x x x x x
n
ππ π
∞
=
+ − + − − +⎡ ⎤⎣ ⎦ ∑  
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[ ]2 2 2
1
1 1 (2)cos(2 ) (2 ) sin(2 ) (2 ) log(2 )
2 2n
n x Ci n x n x Si n x n x
n
γςπ π π π ππ π
∞
=
− + − +∑  
 
( ) 2 2
1
1 1 1 1 sin(2 ) 1log(2 ) 2 2 1 log log
2 4 2 4 12n
n xx x x x x x x
n
ππ π
∞
=
= + − + − − + +⎡ ⎤⎣ ⎦ ∑  
 
[ ]2 2 2 2 2
1
1 1 (2) log(2 ) (2) (2)cos(2 ) (2 ) sin(2 ) (2 )
2 2 2 2n
n x Ci n x n x Si n x
n
ς π ς γςπ π π ππ π π π
∞
=
′− + + − +∑
  
and with a little algebra and using (F.7) in Volume VI 
 
                 2
1 1( 1) (1 log 2 ) (2)
12 2
ς γ π ςπ′ ′− = − − +  
 
we obtain 
(6.117fi)                           
0
log ( )
x
a daΓ =∫  
 
( ) 2 2
1
1 1 1 1 sin(2 ) 1log(2 ) 2 2 1 log log
2 4 2 4 12n
n xx x x x x x x
n
ππ π
∞
=
= + − + − − + +⎡ ⎤⎣ ⎦ ∑  
 
[ ]2 2
1
1 1 1cos(2 ) (2 ) sin(2 ) (2 ) ( 1)
2 12n
n x Ci n x n x Si n x
n
π π π π ςπ
∞
=
′− + + − −∑  
 
Letting 1x =  in (6.117fi) gives us back (6.117), and with 1/ 2x =  we get 
                                        
1
2
2 2
10
1 1 1 1 ( 1) 1log ( ) log(2 ) log 2 ( ) ( 1)
4 16 24 2 12
n
n
a da Ci n
n
π π ςπ
∞
=
− ′Γ = + + − + − −∑∫  
 
and using (6.130b) we see that   
 
(6.117fii)              
1
2
0
5 1 3log ( ) log 2 log log
24 4 2
a da AπΓ = + +∫    
 
which is reported in [126, p.35]. With 1/ 4x =  we obtain 
 
1
4
0
log ( )a daΓ =∫  
 
1 5 1log(2 ) log 2
8 64 4 48
Gπ π= + + +  
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[ ]2 2
1
1 1 1cos( / 2) ( / 2) sin( / 2) ( / 2) ( 1)
2 12n
n Ci n n Si n
n
π π π π ςπ
∞
=
′− + + − −∑  
 
From [126, p.35] we have 
 
            
1
4
0
1 1 9log ( ) log 2 log log
8 8 8 4
Ga da Aπ πΓ = + + +∫  
 
and we therefore obtain 
 
(6.117fiii)  
              
[ ]2 2
1
1 1 5 1 1cos( / 2) ( / 2) sin( / 2) ( / 2) log 2 log
2 64 48 8n
n Ci n n Si n A
n
π π π ππ
∞
=
+ = + −∑    
    
Using (6.117ai) we may write (6.117fi) as Gosper’s integral (4.3.129a) in Volume 
II(a) 
 
(6.117g)               
0
1 1log ( ) (1 ) log(2 ) ( 1, ) ( 1)
2 2
x
a da x x x xπ ς ς′ ′Γ = − + + − − −∫    
 
In fact, using (6.117f) with 1x =  and Raabe’s integral 
1
0
1log ( ) log(2 )
2
a πΓ =∫  we can 
easily derive (F.7), which was there obtained using Riemann’s functional equation for 
the zeta function. 
 
Referring to (6.117c), we obtain upon multiplication by a  and then integrating              
 
( )2 2 3
0
2 3 2
1 1
3 3
1
1 1 1log ( ) log(2 ) 9 8 6(4 3) log
4 72 3
1 cos(2 ) 1 1 sin(2 )                     
8 4
1 1                     [sin(2 ) (2 ) cos(2 ) (2 )]
4
              
x
n n
n
a a x x x x x x
n x n xx
n n
n x Ci n x n x Si n x
n
π
π π
π π
π π π ππ
∞ ∞
= =
∞
=
Γ = + − + − −
−+ +
+ −
∫
∑ ∑
∑
2 2 2 2
1 1
1 1       [sin(2 ) (2 ) cos(2 ) (2 )]
2 2n n
x xn x Ci n x n x Si n x
n n
π π π ππ π
∞ ∞
= =
− + +∑ ∑
 
 
 
and using (6.117d) we may write this as 
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(6.117h)        
( )2 2 3
0
2 3 2
1 1
3 2
2 3 2
1
1 1 1log ( ) log(2 ) 9 8 6(4 3) log
4 72 3
1 cos(2 ) 1 1 sin(2 )                     
8 4
1 5 1 1 cos(2 ) 1                    ( 1)(2 1) log (3)
12 36 8 8 8
    
x
n n
n
a a x x x x x x
n x n xx
n n
n xx x x x x x
n
π
π π
π π
π ςπ π
∞ ∞
= =
∞
=
Γ = + − + − −
−+ +
+ − − − + − +
∫
∑ ∑
∑
3
2 2 2 2
1 1
1 1 1                ( ) ( 2, ) ( 2)
12 2 2
1 1                    [sin(2 ) (2 ) cos(2 ) (2 )]
2 2n n
B x x
x xn x Ci n x n x Si n x
n n
ς ς
π π π ππ π
∞ ∞
= =
′ ′+ − − + −
− + +∑ ∑
  
 
and with some cancellations we have 
 
              
2 2 3 2
0
2
1
2 2
1 1 1 1 1log ( ) log(2 ) (6 6 1) log
4 8 8 2 12
1 sin(2 ) 1 1                     ( 2, ) ( 2)                    
4 2 2
1                    [sin(2 ) (2 ) cos(2 ) (2
2
x
n
a a x x x x x x x x
n xx x
n
x n x Ci n x n x Si n
n
π
π ς ςπ
π π π ππ
∞
=
Γ = + + − + − +
′ ′+ − − + −
− +
∫
∑
1
)]
n
x
∞
=
∑
 
 
We also have from (6.116a) 
 
         ( ) 2
0
1 1 1 1 1log 2log log(2 )
2 4 2 2 4
x
a a da A x xπ⎛ ⎞ ⎛ ⎞Γ = − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫  
 
                                     2 3
1 1log ( ) log (1 ) log (1 )
2 2
x x G x x+ Γ − + − Γ +  
 
and equating the above two integrals gives us 
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(6.117i)  
2 3 2
2
1
2 2
1
2
3
1 1 1 1 (6 6 1) log
8 4 2 12
1 sin(2 ) 1 1( 2, ) ( 2)                    
4 2 2
1 [sin(2 ) (2 ) cos(2 ) (2 )]
2
1 1 1 12log log ( ) log (1 ) log (1 )
2 4 2 2
n
n
x x x x x x x
n xx x
n
x n x Ci n x n x Si n x
n
A x x x G x x
π ς ςπ
π π π ππ
∞
=
∞
=
+ − + − +
′ ′+ − − + −
− + =
⎛ ⎞− + Γ − + − Γ +⎜ ⎟⎝ ⎠
∑
∑
              
 
Letting 1x =  results in 
 
(6.117j)        2 2
1
1 (2 ) 1log
2 4n
Si n A
n
π
π
∞
=
= −∑  
 
and hence we may have a closed form expression for the series in (6.92b). Letting 
1/ 2x =  will result in the following expression for 2
1
( )( 1)n
n
Si n
n
π∞
=
−∑  involving 
3log (3 / 2)Γ .  
 
2 2
1
3
1 ( 1) ( )
4
1 1 1 1 1 1 1log 2 2, ( 2) log log log (3 / 2) log (3 / 2)
48 2 2 2 2 16 2
n
n
Si n
n
A G
π
π
ς ς π
∞
=
− =
⎛ ⎞′ ′− − + − − + − − Γ⎜ ⎟⎝ ⎠
∑
 
 
which may be written as 
 
(6.117ji)
 
( )
2 2
1
32
1 ( 1) ( )
4
7 31 1 1 1log 2 log log log (3/ 2) log (3 / 2)
48 32 2 16 2
n
n
Si n
n
A G
π
π
ς ππ
∞
=
− =
− − + − − Γ
∑
 
 
Using (6.117o) 
               
3 2
1 7 (3)log (3 / 2) log
16 32
ςπ πΓ = − +
 
 
and log (3 / 2) log (1/ 2) log (1/ 2)G G= + Γ  and (6.117ki) 
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               1 1 3log (1/ 2) log 2 log ( 1)
24 4 2
G π ς ′= − + −  
 
we obtain 
 
             
( )
2 2
1
2
1 ( 1) ( )
4
7 31 1 1 1log 2 log log log (3 / 2)
48 16 2 8 2
n
n
Si n
n
A G
π
π
ς ππ
∞
=
− =
− − + −
∑
 
 
and hence we have 
 
(6.117jii)              ( )2 2 2
1
7 31 ( 1) ( ) 1 3log
4 16 4 48
n
n
Si n A
n
ςπ
π π
∞
=
− = − + −∑  
 
                                                                                                                                 
 
Using (4.3.85) 
 
  
0
1log ( ) (1 ) log(2 ) log (1 ) log ( )
2 2
x xa da x x G x x xπΓ = − + − + + Γ∫                                                
 
we could alternatively write (6.117f) as 
 
       1 (1 ) log(2 ) log (1 ) log ( )
2 2
xx x G x x xπ− + − + + Γ  
 
( ) 2 2
1
1 1 1 1 sin(2 ) 1log(2 ) 2 2 1 log log
2 4 2 4 12n
n xx x x x x x x
n
ππ π
∞
=
= + − + − − + +⎡ ⎤⎣ ⎦ ∑  
 
[ ]2 2 2 2 2
1
1 1 (2) log(2 ) (2) (2)cos(2 ) (2 ) sin(2 ) (2 )
2 2 2 2n
n x Ci n x n x Si n x
n
ς π ς γςπ π π ππ π π π
∞
=
′− + + − +∑  
 
This easily simplifies to 
 
(6.117k)    ( ) 2Cl (2 )1 1log (1 ) log ( ) 2 1 log log
4 4 12
xG x x x x x x x xππ⎡ ⎤− + + Γ = − + − + +⎣ ⎦       
 
                      [ ]2 2
1
1 1 1cos(2 ) (2 ) sin(2 ) (2 ) ( 1)
2 12n
n x Ci n x n x Si n x
n
π π π π ςπ
∞
=
′− + + − −∑  
 
where we have used (F.7). 
 
Letting 1x =  results in           
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             2 2
1
1 (2 ) 1 ( 1)
2 6n
Ci n
n
π ςπ
∞
=
′= − − −∑        
 
which we saw previously in (6.117). 
 
With 1/ 2x =  we have   
       
2 2
1
1 1 1 1 ( ) 1 1log (3 / 2) log log 2 ( 1) ( 1) log 2
4 16 8 2 12 12
n
n
Ci nG
n
ππ ςπ
∞
=
′− + = − + − − + − − −∑  
 
and this becomes 
           
2 2
1
1 1 1 1 1 ( ) 1log (1/ 2) log log log 2 ( 1) ( 1)
2 4 16 24 2 12
n
n
Ci nG
n
ππ π ςπ
∞
=
′− − + = − + − − + − −∑   
 
Employing (6.117b) then shows that 
 
(6.117ki)          1 1 3log (1/ 2) log 2 log ( 1)
24 4 2
G π ς ′= − + −  
 
With 1/ 4x =  in (6.117k) we get  
 
   2Cl ( / 2)1 1 1 1log (5 / 4) log (1/ 4) 3log 2 log 2
4 16 4 4 6
G ππ
⎡ ⎤− + Γ = − + + −⎢ ⎥⎣ ⎦       
 
                      [ ]2 2
1
1 1 1cos( / 2) ( / 2) sin( / 2) ( / 2) ( 1)
2 12n
n Ci n n Si n
n
π π π π ςπ
∞
=
′− + + − −∑  
 
and using (6.117fiii)  
             
[ ]2 2
1
1 1 5 1 1cos( / 2) ( / 2) sin( / 2) ( / 2) log 2 log
2 64 48 8n
n Ci n n Si n A
n
π π π ππ
∞
=
+ = + −∑   
 
we may write this as  
 
   2Cl ( / 2)1 1 1 1log (5 / 4) log (1/ 4) 3log 2 log 2
4 16 4 4 6
G ππ
⎡ ⎤− + Γ = − + + −⎢ ⎥⎣ ⎦  
 
                             5 1 1 1log 2 log ( 1)
64 48 8 12
A ς ′− − + + − −  
                 
From (6.107p) we know that 2Cl ( / 2) Gπ =  and we have 
 
             log (5 / 4) log (1/ 4) log (1/ 4)G G= + Γ  
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and hence we have  
 
(6.117kii)                 3 G 9 3log (1/ 4) log log (1/ 4)
32 4 8 4
G Aπ= − − − Γ    
 
as is shown by Srivastava and Choi in [126, p.30].   
 
Combining (6.117k) and (6.117ai) results in the Gosper/Vardi identity (4.3.126) 
 
                                 log ( 1) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  
 
whereupon letting 1/ 4u =  results in (6.117kii). 
 
As shown below, we may perform a relatively painless integration of (6.117k) to 
evaluate 
0
log (1 )
t
G x du+∫ . 
 
We have in an instant from the Wolfram Integrator 
 
(6.117l)      [ ]
0
cos(2 ) (2 ) sin(2 ) (2 )
t
n x Ci n x n x Si n x dxπ π π π+ =∫    
   
                    [ ]1 sin(2 ) (2 ) cos(2 ) (2 )
2
n t Ci n t n t Si n t
n
π π π ππ −      
 
and we obtain 
 
  ( )3 2
0 0
1 1log (1 ) log ( ) 9 4 6(2 3) log
12 72
t t
G x du x x t t t t t− + + Γ = − + − + −∫ ∫  
 
2 3
1
1 1 cos(2 ) 1( log )
12 8 n
n tt t t
n
π
π
∞
=
−+ − − ∑  
 
[ ]3 3
1
1 1 1sin(2 ) (2 ) cos(2 ) (2 ) ( 1)
4 12n
n t Ci n t n t Si n t t t
n
π π π π ςπ
∞
=
′− − + − −∑  
 
Using (4.3.85) and (4.3.87c) from Volume II(a) 
 
     
0
log (1 )
t
G x dx+ =∫  
 
          2 3 3
1 1 12log log(2 ) ( 1) log (1 ) 2 log (1 )
4 4 6
A t t t t G t tπ⎛ ⎞− + − + − + − Γ +⎜ ⎟⎝ ⎠       
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where the triple gamma function 3( )zΓ  is the unique meromorphic function which 
satisfies each of the following properties 
 
             (i)       3 (1) 1Γ =  
 
            (ii)       3 3( 1) ( ) ( )z G z zΓ + = Γ  
           (iii)       For 31,  ( )x x≥ Γ  is infinitely differentiable and 
4
34 log ( ) 0
d x
dx
Γ ≥  
 
we then determine that  
 
         2 3 3
1 1 12log log(2 ) ( 1) log (1 ) 2 log (1 )
4 4 6
A t t t t G t tπ⎛ ⎞− − − + − − + + Γ +⎜ ⎟⎝ ⎠   
 
        21 1 1 1 12log log(2 )
2 4 2 2 4
A t tπ⎛ ⎞ ⎛ ⎞+ − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠    
 
        2 3
1 1log ( ) log (1 ) log (1 )
2 2
t t G t t+ Γ − + − Γ +    
 
        ( )3 2 2 3
1
1 1 1 1 cos(2 ) 19 4 6(2 3) log log
12 72 12 8 n
n tt t t t t t t
n
π
π
∞
=
−= − + − + − + − ∑        
 
          [ ]3 3
1
1 1 sin(2 ) (2 ) cos(2 ) (2 ) ( 1)
4 n
n t Ci n t n t Si n t t
n
π π π π ςπ
∞
=
′− − − −∑                             
 
which simplifies to    
      
          
[ ]
2 3
3
2
2
2 3
1
3 3
1
1 1 11log ( 1) log (1 ) log (1 )
8 4 36
1 1log ( ) log (1 )
2 2
1 1 cos(2 ) 1(2 3 1) log
12 8
1 1 sin(2 ) (2 ) cos(2 ) (2 ) ( 1)
4
n
n
t A t t t t G t t
t t G t
n tt t t t
n
n t Ci n t n t Si n t t
n
π
π
π π π π ςπ
∞
=
∞
=
− − + − − + + Γ +
+ Γ − +
−= − + −
′− − − −
∑
∑
 
 
Using (4.4.225)     
    
                 1log ( 1)
12
A ς ′= − −   
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this becomes 
 
(6.117m) 
 
 
3 2 2
3
2 3
1
11 1 1 1 1log (1 ) log (1 ) log ( )
36 24 4 2 2
1 1 cos(2 ) 1( 1)(2 1) log
12 8 n
t t t t G t t t t
n tt t t t
n
π
π
∞
=
⎛ ⎞− − − − + + Γ + + Γ⎜ ⎟⎝ ⎠
−= − − − ∑
 
 
[ ]3 3
1
1 1 sin(2 ) (2 ) cos(2 ) (2 )
4 n
n t Ci n t n t Si n t
n
π π π ππ
∞
=
− −∑   
 
Letting 1t =  gives us 
 
(6.117n)   
3
3
1
(2 )
18n
Si n
n
π π∞
=
=∑       
 
in agreement with (6.117e). 
 
With 1/ 2t =  we have   
 
 33 3 2
1
1 ( ) 1 1 7 (3)( 1) log log (3 / 2)
4 72 16 32
n
n
Si n
n
π ςππ π
∞
=
− = − + + Γ −∑   
 
and using (6.94ki) 
 
(6.117o)        33
1
( ) 1( 1)
18
n
n
Si n
n
π π∞
=
− = −∑  
 
we see that  
 
(6.117p)         3 2
1 7 (3)log (3 / 2) log
16 32
ςπ πΓ = − +   
 
as reported in [45ab] and [126, p.44].                            
   
In (6.117d) we saw that 
 
    3 2 2 3
1
1 5 1 1 cos(2 ) 1( 1)(2 1) log
12 36 8 8 n
n xt t t t t t
n
π
π
∞
=
−− − − + − ∑  
 
  3 3
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
4 n
n t Ci n t n t Si n t
n
π π π ππ
∞
=
− −∑     
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                  3
1 1 1( ) ( 2, ) ( 2)
12 2 2
B t tς ς′ ′= − + − − −  
 
and comparing this with (6.117m) gives us  
 
(6.117pi) 
  
( )3 2 235 1( 2, ) ( 2) 2 1 log (1 ) 2 log (1 ) log ( )6 6t t t t t G t t t tς ς′ ′− − − = − + − − + + Γ + + Γ  
 
Differentiating (6.117c) (and boldly assuming that the procedure is valid) easily 
results in 
 
(6.117q)             
1
1( ) log 2 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
a a n a Ci n a n a si n a
a
ψ π π π π∞
=
= − + +∑  
 
which appears in Nörlund’s book [105, p.108]. Letting 1a =  results in  
 
(6.117r)            
1
1 2 (2 )
2 n
Ci nγ π∞
=
− = ∑  
 
and this corrects the corresponding formula given by Nielsen [104a, p.80]. This 
formula was also used in Volume II(b). With 1/ 2a =  we get 
 
                        
1
1 log 2 1 2 ( 1) ( )
2
n
n
Ci nψ π∞
=
⎛ ⎞ = − − + −⎜ ⎟⎝ ⎠ ∑  
 
and hence we have 
 
(6.117s)           
1
2 ( 1) ( ) 1 log 2n
n
Ci nπ γ∞
=
− = − −∑   
 
Differentiating (6.117q) (and again assuming that the operation is valid) results in 
 
         2
1
1 1 1( ) 2 2 sin(2 ) (2 ) 2 cos(2 ) (2 )
2 n
a n n a Ci n a n n a si n a
a a a
ψ π π π π π π∞
=
⎡ ⎤′ = + + − +⎢ ⎥⎣ ⎦∑      
 
but this series does not appear to be convergent. 
 
We have from G&R [74, p.650] for a  > 0 
 
(6.118) 
 
   [ ]1
0
1log ( )cos 2 sin(2 ) (2 ) cos(2 ) (2 )
2
x a n x dx n a Ci n a n a si n a
n
π π π π ππΓ + = − +∫  
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and with 1a =  we get for 1n ≥  
 
(6.119)            
1
0
(2 )log ( 1)cos 2
2
si nx n x dx
n
ππ πΓ + = −∫  
 
This may be easily confirmed as follows. We have 
 
            
1 1 1
0 0 0
log ( 1)cos 2 log cos 2 log ( ) cos 2x n x dx x n x dx x n x dxπ π πΓ + = + Γ∫ ∫ ∫  
 
and in (E.44b) in Volume VI we have proved that 
 
(6.119i)          
1
0
1log ( ) cos 2
4
x n x dx
n
πΓ =∫   
 
It may be seen from (6.90a) that 
 
                      
1
0
(2 ) (2 ) 1log cos 2
2 2 4
Si n si nx n x dx
n n n
π ππ π π= − = − −∫  
                                  
and (6.119) follows directly. 
 
Equation (6.118) also applies in the limit 0a →  because we have 
0
limsin ( ) 0
x
xCi x→ =  
and (0)
2
si π= −  and we therefore obtain (6.119i). 
 
Furthermore, we may employ (6.5) to give us  
 
         
1 1
1 10 0
1 1 (2 )log ( 1) log ( 1)cos 2
2 2n n
si nx dx x n x dx
n
ππ π
∞ ∞
= =
− Γ + = Γ + = −∑ ∑∫ ∫  
 
and we therefore get 
 
(6.120)           
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑  
 
and this concurs with Nielsen’s result [104a, p.79]. Nielsen also records that 
 
(6.121)          
1
(2 )( 1) log 2
2
n
n
si n
n
π π π∞
=
− = −∑  
 
but, in view of the singularity in the interval of integration, we are not able to employ 
(6.8) to derive this result (see (6.94a) instead). 
 
We recall (6.111) and (6.118) 
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 [ ]1
0
1log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )
2
x a n x dx a n a Ci n a n a si n a
n
π π π π ππΓ + = − − +∫  
 
 [ ]1
0
1log ( )cos 2 sin(2 ) (2 ) cos(2 ) (2 )
2
x a n x dx n a Ci n a n a si n a
n
π π π π ππΓ + = − +∫  
 
and multiplying each by sin(2 )n aπ  and cos(2 )n aπ  respectively we get 
 
1
0
sin(2 ) log ( )sin 2n a x a n x dxπ πΓ + =∫  
 
21 log sin(2 ) cos(2 )sin(2 ) (2 ) sin (2 ) (2 )
2
a n a n a n a Ci n a n a si n a
n
π π π π π ππ ⎡ ⎤− − +⎣ ⎦  
 
1
0
cos(2 ) log ( )cos 2n a x a n x dxπ πΓ + =∫  
 
21 cos(2 )sin(2 ) (2 ) cos (2 ) (2 )
2
n a n a Ci n a n a si n a
n
π π π π ππ ⎡ ⎤− +⎣ ⎦  
 
Adding these two equations results in 
 
[ ]1
0
1log ( )[sin(2 )sin 2 cos(2 )cos 2 ] log sin(2 ) (2 )
2
x a n a n x n a n x dx a n a si n a
n
π π π π π ππΓ + + = − +∫  
or equivalently 
 
(6.121a)        [ ]1
0
1log ( ) cos[2 ( )] log sin(2 ) (2 )
2
x a n x a dx a n a si n a
n
π π ππΓ + − = − +∫  
 
With 0a =  we immediately obtain (6.119i) 
 
                      
1
0
1log ( )cos 2
4
x n x dx
n
πΓ =∫  
 
and  1/ 2a =  gives us 
 
(6.121b)        
1
1
0
( )log ( 1/ 2)cos 2 ( 1)
2
n si nx n x dx
n
ππ π
+Γ + = −∫   
 
in accordance with (6.118).  
    
Similarly subtraction gives us 
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(6.121c)          
1
0
log ( ) cos[2 ( )]x a n x a dxπΓ + + =∫    
 
                       [ ]1 2log sin(2 ) sin(4 ) (2 ) cos(4 ) (2 )
4
a n a n a Ci n a n a si n a
n
π π π π ππ − −                   
 
and with 1a =  and 1/ 2a =  we see that 
 
                       
1
0
(2 )log ( 1)cos 2
4
si nx n x dx
n
ππ πΓ + =∫    
 
                       
1
0
( )log ( 1/ 2)cos 2 ( 1)
4
n si nx n x dx
n
ππ πΓ + = −∫   
 
                               
Completing the summation of (6.119) we obtain 
 
(6.122)         
1
2
1 10
1 1 (2 )log ( 1)cos 2
2n n
si nx n x dx
n n
ππ π
∞ ∞
= =
Γ + = −∑ ∑∫  
 
Using (7.8) we get (assuming that it is valid to interchange the order of summation 
and integration) 
 
                     
1 1
1 10 0
1 cos 2log ( 1)cos 2 log ( 1)
n n
n xx n x dx x dx
n n
ππ∞ ∞
= =
Γ + = Γ +∑ ∑∫ ∫  
 
                                                                     [ ]1
0
log ( 1) log 2sin( )x x dxπ= − Γ +∫  
and hence we get 
 
(6.123)                [ ]1 2
10
1 (2 )log ( 1) log 2sin( )
2 n
si nx x dx
n
ππ π
∞
=
Γ + = ∑∫  
 
In the above we have tacitly assumed that interchanging the order of integration and 
summation is valid and that it is appropriate to use the Fourier series expansion at 
both end points because the multiplication factor log ( 1)xΓ + is zero at both of those 
end points. 
 
Similarly, we may also deduce that   
 
                   
1 1
1 10 0
1 cos 2log ( ) cos 2 log ( )
n n
n xx a n x dx x a dx
n n
ππ∞ ∞
= =
Γ + = Γ +∑ ∑∫ ∫  
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                                                                    [ ]1
0
log ( ) log 2sin( )x a x dxπ= − Γ +∫  
and using (6.118) we have  
   
[ ]1 2
1 10
1 1 1log ( ) cos 2 sin(2 ) (2 ) cos(2 ) (2 )
2n n
x a n x dx n a Ci n a n a si n a
n n
π π π π ππ
∞ ∞
= =
Γ + = − +∑ ∑∫  
Therefore we see that 
 
(6.124)   
       
[ ] [ ]12
1 0
1 1 sin(2 ) (2 ) cos(2 ) (2 ) log ( ) log 2sin( )
2 n
n a Ci n a n a si n a x a x dx
n
π π π π ππ
∞
=
+ = Γ +∑ ∫   
 
We now use (6.111) again  
   
[ ]1
0
1log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )
2
x a n x dx a n a Ci n a n a si n a
n
π π π π ππΓ + = − − +∫  
 
and with 1/ 2a =  we get 
 
(6.125)                 
1
0
1log ( 1/ 2)sin 2 log 2 ( 1) ( )
2
nx n x dx Ci n
n
π ππ ⎡ ⎤Γ + = + −⎣ ⎦∫  
 
Completing the summation we obtain 
 
                    
1
2
1 10
1 log 2 1 ( )log ( 1/ 2)sin 2 (2) ( 1)
2 2
n
n n
Ci nx n x dx
n n
ππ ςπ π
∞ ∞
= =
Γ + = + −∑ ∑∫  
 
Using (7.5) we get as before 
 
        
1 1
1 10 0
1 sin 2log ( 1/ 2)sin 2 log ( 1/ 2)
n n
n xx n x dx x dx
n n
ππ∞ ∞
= =
Γ + = Γ +∑ ∑∫ ∫  
 
                                                            
1
0
(1 2 ) log ( 1/ 2)
2
x x dxπ= − Γ +∫   
 
                                                            
1 1
0 0
log ( 1/ 2) 2 log ( 1/ 2)
2
x dx x x dxπ ⎛ ⎞= Γ + − Γ +⎜ ⎟⎝ ⎠∫ ∫  
 
We have from [45ab] and [125, p.209] 
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 (6.126)   ( ) 2 2
0
1 1 1 1 1 12 log 2log log(2 )
4 2 2 2 2 4
z
t a t dt a a A z a zπ⎛ ⎞ ⎛ ⎞Γ + = − + − + − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫  
                                             
[ ] [ ]2 2 21 log ( ) ( 1) log ( ) log ( ) (2 3) log ( ) log ( )
2
z z z a a z a a a G z a G a− + Γ + − − Γ + − Γ + − + −  
 
[ ]3 32 log ( ) log ( )z a a− Γ + − Γ  
 
With 1  and  1/ 2z a= =  we get 
 
        ( )1
0
2 log 1/ 2t t dtΓ + =∫  
 
3
3
(3 / 2)3 1 1 (3 / 2) (3 / 2)2log log(2 ) log (3 / 2) log 2log 2log
8 2 4 (1/ 2) (1/ 2) (1/ 2)
GA
G
π ΓΓ− − + + Γ − − −Γ Γ    
 
Since  3 3( 1) ( ) ( )z G z zΓ + = Γ  we have  3 3(3 / 2) (1/ 2) (1/ 2)GΓ = Γ  and therefore                                   
 
                       3
3
(3 / 2)log log (1/ 2)
(1/ 2)
GΓ =Γ   
 
As mentioned previously in Volume III the value of (1/ 2)G  was originally 
determined by Barnes [17aa] in 1899 as (see also [126, p.26]) 
 
(6.127)          
13 1 1
82 4 24(1/ 2) 2G A eπ− −=  
 
where A  is the Glaisher-Kinkelin constant. This result is derived above in (6.117ki)  
and also in (4.4.228ti) of Volume IV.  
 
Using (6.58) we have (3 / 2)log log (1/ 2)
(1/ 2)
G
G
= Γ  and we know that 1(3 / 2) (1/ 2)
2
Γ = Γ . 
Therefore we obtain  
 
(6.128)      ( )1
0
3 12 log 1/ 2 2log log 2 2log (1/ 2)
8 4
t t dt A GΓ + = − − − −∫  
 
Using the following formula in [126, p.207] which is due to Barnes 
 
(6.128a)        ( )
0
log
z
t a dtΓ + =∫   
 
           [ ] ( ) ( ) ( )21 log(2 ) 1 2 log ( 1) log log
2 2
za z z z a a z a aπ ⎡ ⎤+ − − + Γ + + − Γ + − Γ⎣ ⎦  
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          ( ) ( )log logG z a G a⎡ ⎤− + −⎣ ⎦  
 
we get  
                  
( ) ( ) ( )( )
( )
( )
1
0
3 / 2 3/ 21 1 1log 1/ 2 log(2 ) log 3/ 2 log log
2 2 2 1/ 2 1/ 2
G
t dt
G
π ΓΓ + = − + Γ − −Γ∫  
 
Therefore we have 
 
(6.129)      ( )1
0
1 1log 1/ 2 log
2 2
t dt πΓ + = −∫  
 
Alternatively we could have used (C.43a). 
 
                 ( ) ( )1 1
0
1log log log(2 ) log
2
a
a
t a dt u du a a aπ
+
Γ + = Γ = + −∫ ∫  
 
Hence we have 
 
                
1 1
0 0
log ( 1/ 2) 2 log ( 1/ 2)
2
t dt t t dtπ ⎛ ⎞Γ + − Γ + =⎜ ⎟⎝ ⎠∫ ∫  
 
                1 1 1log log 2 2log 2log (1/ 2)
2 2 4 8
A Gπ π⎛ ⎞+ − + +⎜ ⎟⎝ ⎠     
 
and therefore we obtain 
 
            2
1
log 2 1 ( )(2) ( 1)
2 2
n
n
Ci n
n
πςπ π
∞
=
+ − =∑  
 
            1 1 1log log 2 2log 2log (1/ 2)
2 2 4 8
A Gπ π⎛ ⎞+ − + +⎜ ⎟⎝ ⎠   
 
         1 1log 2 log
2 3 8
Aπ ⎛ ⎞= + −⎜ ⎟⎝ ⎠    
 
This then gives us  
                    
(6.130)              22
1
( ) 1 1( 1) log 2 log
6 8
n
n
Ci n A
n
π π∞
=
⎡ ⎤− = + −⎢ ⎥⎣ ⎦∑                 
 
We saw in (6.117b) that 
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                          22
1
( ) 1 1( 1) log 2 ( 1)
24 6
n
n
Ci n
n
π π ς∞
=
⎡ ⎤′− = + + −⎢ ⎥⎣ ⎦∑  
 
and this is equivalent to (6.130).                                                                                                               
         
                                                                                                                                
We now let 1/ 2a =  in (6.118) to obtain  
 
                          
1
1
0
( )log ( 1/ 2)cos 2 ( 1)
2
n si nx n x dx
n
ππ π
+Γ + = −∫  
 
Summation gives us 
 
                  
1
1
2
1 10
1 1 ( )log ( 1/ 2)cos 2 ( 1)
2
n
n n
si nx n x dx
n n
ππ π
∞ ∞ +
= =
Γ + = −∑ ∑∫  
 
and using [130, p.148] (see also (7.8a)) for 0 < x  < 1 
 
                  [ ]
1
cos log 2sin( / 2)
n
nx x
n
∞
=
= −∑  
 
we obtain 
 
(6.130a)          [ ]1 1 2
10
1 ( )log ( 1/ 2) log 2sin( ) ( 1)
2
n
n
si nx x dx
n
ππ π
∞ +
=
Γ + = − −∑∫  
 
We may then use (6.117ji) to obtain a closed form result. 
 
Similarly we obtain  
 
(6.130b)          
1
2 1
3 3
10
3 ( )log ( 1/ 2)(2 2 1) ( 1)n
n
si nx x x dx
n
π
π
∞ +
=
Γ + − + = −∑∫  
 
and from (6.94ki) we have 33
1
( ) 1( 1)
18
n
n
Si n
n
π π∞
=
− = −∑ . This then gives us 
 
(6.130bi)        
1
2
2
0
3log ( 1/ 2)(2 2 1) (3)
6 2 a
x x x dx π ςπΓ + − + = −∫  
 
It should however be noted that the validity of the above formulae is dubious because 
of the restriction to the interval (0,1).
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In [126, p.210] we have a formula for 2
0
log ( )
z
x x a dxΓ +∫  which involves the integral 
of the triple gamma function 3
0
log ( )
z
x a dxΓ +∫  and therefore a little bit of algebraic 
manipulation will give us 1 3
1
( )( 1)n
n
si n
n
π∞ +
=
−∑  in terms of 1 3
0
log ( 1/ 2)x dxΓ +∫ (and 
having regard to(6.130bi) this will also involve the term 2
3 (3)
2 a
ςπ ) . 
 
We have from (6.108) 
 
                 
1 1
20 0
( )log (1 ) ( 1) cotn n
n
nx dx x x x dx
n
ςγ π∞
=
⎡ ⎤Γ + = − + −⎢ ⎥⎣ ⎦∑∫ ∫  
 
                                          
1 1
20 0
( )cot cotn
n
nx xdx x x dx
n
ςγ π∞
=
= − +∑∫ ∫  
 
From [59] we have the inversion formula for the Bernoulli polynomials 
 
(6.130c)                   
0
11 ( )
1
n
n
j
j
n
x B x
jn =
+⎛ ⎞= ⎜ ⎟+ ⎝ ⎠∑  
 
and we therefore have 
 
(6.130d)                
1 1
00 0
11cot ( )cot
1
n
n
j
j
n
x x dx B x x dx
jn
π π
=
+⎛ ⎞= ⎜ ⎟+ ⎝ ⎠∑∫ ∫  
 
The above integral may be evaluated using the method indicated in (6.31) et seq. 
 
In passing, we mention that G&R [74, p.428] contains the integral 
 
(6.130e)               
2
10
1 (2 )cot 2
2 4 ( 2 )
n
n
k
k
kx x dx
n n k
π π ς∞
=
⎡ ⎤⎛ ⎞= −⎜ ⎟ ⎢ ⎥+⎝ ⎠ ⎣ ⎦∑∫      
 
and in [126, p.35] we have 
 
(6.130f)               
1
2
0
1 7 1 3log (1 ) log 2 log log
2 24 4 2
x dx AπΓ + = − − + +∫      
 
 (6.130g)             
1
4
0
1 3 1 9log (1 ) log 2 log log
4 8 8 8 4
Gx dx Aπ πΓ + = − − + + +∫  
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Employing (6.108) we obtain 
                                 
(6.130h)               
1
2
1
20
1 ( )log (1 ) ( 1)
8 ( 1)2
n
n
n
nx dx
n n
ςγ ∞ +
=
Γ + = − + − +∑∫  
 
                                                       1 7 1 3log 2 log log
2 24 4 2
Aπ= − − + +    
 
in accordance with [126, p.223]. We also have 
 
(6.130i)                
1
4
1
20
1 ( )log (1 ) ( 1)
32 ( 1)4
n
n
n
nx dx
n n
ςγ ∞ +
=
Γ + = − + − +∑∫  
 
                                                       1 3 1 9log 2 log log
4 8 8 8 4
GAπ π= − − + + +    
 
Differentiating the “corrected” version of (6.111) with respect to a   
  
[ ]1
0
1log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )   
2
x a n x dx a n a Ci n a n a si n a
n
π π π π ππΓ + = − − +∫  
 
 we obtain  
 
(6.130j)
1
0
1 cos(2 )cos(2 ) 2 sin(2 ) (2 )
1( )sin 2
2
sin(2 )sin(2 ) 2 cos(2 ) (2 )
n an a n n a Ci n a
a a
x a n x dx
n
n an a n n a si n a
a
ππ π π π
ψ π π ππ π π π
⎡ ⎤− +⎢ ⎥⎢ ⎥+ = − ⎢ ⎥⎢ ⎥+ +⎢ ⎥⎣ ⎦
∫  
 
With 1a =  we get 
 
(6.130k)    
1
0
( 1)sin 2 (2 )x n x dx si nψ π π+ = −∫      
 
Similarly, differentiating (6.118) we obtain 
 
(6.130l)     
1
0
( 1)cos 2 (2 )x n x dx Ci nψ π π+ = −∫      
 
Consideration may be given to a summation of the above two integrals. 
 
Using integration by parts we see that for 0a ≥  
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1 1
1
0
0 0
( )sin 2 sin 2 log ( ) 2 ( )cos 2x a n x dx n x x a n x a n x dxψ π π π π+ = Γ + − Γ +∫ ∫  
 
We have for 0a ≥  
 
                 
0 0
sin 2limsin 2 log ( ) lim log ( ) 0
x x
n xn x x a x x a
x
ππ→ →Γ + = Γ + =  
 
and hence we have 
 
(6.130m)   
1 1
0 0
( ) sin 2 2 ( )cos 2x a n x dx n x a n x dxψ π π π+ = − Γ +∫ ∫  
 
Similarly we have for a  > 0 
 
(6.130m)   
1 1
0 0
( ) cos 2 log (1 ) log ( ) 2 ( )sin 2x a n x dx a a n x a n x dxψ π π π+ = Γ + − Γ + Γ +∫ ∫                
 
Nielsen [104a, p.80] reports these integrals in the case 1a =  as 
 
                 
1 1
0 0
( 1)sin 2 2 log ( 1)cos 2x n x dx n x n x dxψ π π π+ = − Γ +∫ ∫  
 
                 
1 1
0 0
( 1)cos 2 2 log ( 1)sin 2x n x dx n x n x dxψ π π π+ = Γ +∫ ∫  
                                                                                                                                     
 
We now revisit (6.94ji) 
  
            
1
2 (2 )cos 2log log(1 ) log(2sin ) 2
n
si n n xx x x
n
π ππ π
∞
=
+ − − + = − ∑  
 
and integrate to obtain 
 
            2 2
10
1 (2 )sin 2log ( 1) log(1 ) log(2sin )
u
n
si n n uu u u u x dx
n
π ππ π
∞
=
+ − − − = − ∑∫  
 
From this we immediately see that 
 
            
1
2
0
1log(sin ) log 2
2
x dxπ = −∫       
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1
0
log(sin ) log 2x dxπ = −∫    
 
Using (4.3.158a) in Volume II(a) we get 
 
(6.130o)  
           2 2
1
1 (2 )sin 2log ( 1) log(1 ) ( 1, ) ( 1,1 )
n
si n n uu u u u u u
n
π πς ς π
∞
=
′ ′+ − − + − − − − = − ∑                      
 
For 0 1u≤ ≤  this may also be expressed as 
 
(6.130p) 
         2 2 2
1 1
1 sin 2 1 (2 )sin 2log ( 1) log(1 )
2 n n
n u si n n uu u u u
n n
π π π
π π
∞ ∞
= =
+ − − + = −∑ ∑  
 
and a further integration results in 
 
(6.130q) 
 
         2 2 3
1
1 1 1 1 cos 2 1[log log(1 )] log(1 ) ( 1)
2 2 2 4 n
n uu u u u u u u
n
π
π
∞
=
−⎡ ⎤+ − + − − − − − =⎢ ⎥⎣ ⎦ ∑  
 
                3 3
1
1 (2 )[cos 2 1]
2 n
si n n u
n
π π
π
∞
=
−∑  
 
It is easily seen that the above equation is valid at 0u =  and 1u = . With 1/ 2u =  we 
obtain 
 
            2 3 3 3 3
1 1
(3) (3)1 1 (2 )[cos 2 1] 1 [2(2 1] )
8 4 2 (2 1)
a
n n
si n n u si n
n n
ς ς π π π
π π π
∞ ∞
= =
+ − ++ = = − +∑ ∑  
 
which we have seen before in (6.94jiv). 
         
We now consider (6.94jii) for 0 < x  < 1   
 
          ( ) [ ]
1
(2 ) log sin 2
log log(1 ) ( log 2 ) 1 2 2
n
Ci n n n x
x x x
n
π πγ π π
∞
=
−− − + + − = ∑  
 
where integration results in 
 
(6.130r)          
( ) [ ]2 2 2
1
(2 ) log [cos 2 1]1log (1 ) log(1 ) ( log 2 )
n
Ci n n n u
u u u u u u
n
π πγ π π
∞
=
− −+ − − + + − = − ∑  
 
With 1/ 2u =  we obtain 
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               [ ]2 2
1
(2 ) log [( 1) 1]1 1( log 2 ) log 2
4
n
n
Ci n n
n
πγ π π
∞
=
− − −+ − = − ∑  
 
and we therefore have 
 
(6.130s)  [ ]2 2
0
[2(2 1) ] log(2 1)1 2( log 2 ) log 2
4 (2 1)n
Ci n n
n
πγ π π
∞
=
+ − ++ − = +∑  
 
We have    
 
                 
0
1(1 2 ) ( )
(2 1)
s
s
n
s
n
ς ∞−
=
− = +∑  
 
and therefore 
 
                 
0
log(2 1)(1 2 ) ( ) 2 ( ) log 2
(2 1)
s s
s
n
ns s
n
ς ς ∞− −
=
+′− + = − +∑   
 
We then obtain 
 
                2 2 2
0
1 2 [2(2 1) ] 2 3 1( log 2 ) log 2 (2) (2) log 2
4 (2 1) 4 4n
Ci n
n
πγ π ς ςπ π
∞
=
+ ⎡ ⎤′+ − = + +⎢ ⎥+ ⎣ ⎦∑  
 
 
                                                 2 2 2
0
2 [2(2 1) ] 3 (2) 1 log 2
(2 1) 2 12n
Ci n
n
π ς
π π
∞
=
′+= + ++∑    
 
and using (F.7) this becomes   
 
(6.130si)                    2 2
0
2 [2(2 1) ] 1 133 ( 1) log 2
(2 1) 4 12n
Ci n
n
π ςπ
∞
=
+ ′= − − −+∑  
                                                                                                                                
 
We recall (6.117ca)      
   
             log ( 1/ 2)aΓ + =  
 
1
1 1 ( 1)log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2
n
n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
−+ − + −∑  
 
1
1 1 ( 1)log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2
n
n
a a a n a Ci n a n a Si n a
n
π π π π ππ
∞
=
−= + − + −∑  
 
         
1
1 ( 1) cos(2 )
2
n
n
n a
n
π∞
=
−+ ∑         
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and we may note from [130, p.148] that 
 
              
1
( 1) cos(2 )log[2cos ]
n
n
n aa
n
ππ ∞
=
−− =∑          for  12−  < a  < 12             
 
We have the integral 
 
              [sin(2 ) (2 ) cos(2 ) (2 )]n a Ci n a n a Si n a daπ π π π− =∫     
                     1 1[cos(2 ) (2 ) sin(2 ) (2 ] log(2 )
2 2
n a Ci n a n a Si n a n a
n n
π π π π ππ π− + +   
 
Therefore using (6.117ei) we see that 
 
             
0
[sin(2 ) (2 ) cos(2 ) (2 )]
z
n a Ci n a n a Si n a daπ π π π− =∫     
                     1 log(2 )[cos(2 ) (2 ) sin(2 ) (2 ]
2 2
n zn z Ci n z n z Si n z
n n
γ ππ π π ππ π
+− + +   
 
and hence we get 
 
(6.130t) 
0
log ( 1/ 2)
z
a daΓ + =∫     
 
2 2
2 2
1
1 1 3 1 ( 1)log(2 ) log [cos(2 ) (2 ) sin(2 ) (2 ]
2 2 4 2
n
n
z z z z n z Ci n z n z Si n z
n
π π π π ππ
∞
=
−+ − − +∑
 
 
   2 2 2
1 1
1 ( 1) [ log(2 )] 1 ( 1) sin(2 )
2 4
n n
n n
n z n z
n n
γ π π
π π
∞ ∞
= =
− + −+ +∑ ∑  
 
2 2
2 2
1
1 1 3 1 ( 1)log(2 ) log [cos(2 ) (2 ) sin(2 ) (2 ]
2 2 4 2
n
n
z z z z n z Ci n z n z Si n z
n
π π π π ππ
∞
=
−= + − − +∑
 
 
   2 2 2
1
[ log(2 )] 1 1 ( 1) sin(2 )(2) (2)
2 2 4
n
a a
n
z n z
n
γ π πς ςπ π π
∞
=
+ −′− + + ∑  
 
With 1z =  we get  
 
                      
1
0
log ( 1/ 2)a daΓ + =∫  
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2 2 2 2
1
1 3 1 ( 1) (2 ) [ log(2 )] 1log(2 ) (2) (2)
2 4 2 2 2
n
a a
n
Ci n
n
π γ ππ ς ςπ π π
∞
=
− + ′= − − − +∑  
 
Since  
          
1
2
10 2
log ( 1/ 2) log ( )
zz
a da a da
+
Γ + = Γ∫ ∫  
 
                                        
1 1
2 2
0 0
log ( ) log ( )
z
a da a da
+
= Γ − Γ∫ ∫  
 
we may use Alexeiewsky’s theorem (4.3.85) in Volume II(a)   
 
         
0
1log ( ) (1 ) log(2 ) log ( 1) log ( )
2 2
u ux dx u u G u u uπΓ = − + − + + Γ∫             
 
to obtain 
 
  
0
1 1 1 1 1 3log ( 1/ 2) log(2 ) log
2 2 2 2 2 2
z
a da z z z G zπ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞Γ + = + − + + − +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠∫    
 
                                   1 1 1 1 3 1 1log log(2 ) log log
2 2 8 4 2 2 2
z z Gπ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + Γ + − − + − Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠    
 
                                 1 1 1 1 1 3log(2 ) log
2 2 2 2 2 2
z z z G zπ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − + + − +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠    
 
                                    1 1 1 1 5 3log log log 2 ( 1)
2 2 8 4 24 2
z z π ς⎛ ⎞ ⎛ ⎞ ′+ + Γ + − − − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠       
 
                                 1 1 1 1 3log(2 ) log
2 2 2 2 2
z z z G zπ⎛ ⎞⎛ ⎞ ⎛ ⎞= + − + − +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠    
 
                                    1 1 1 1 1 3log log log 2 ( 1)
2 2 8 4 24 2
z z π ς⎛ ⎞ ⎛ ⎞ ′+ + Γ + − − + + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠                      
 
Therefore we have 
 
         
1 1 1 1 3 1 1log(2 ) log log
2 2 2 2 2 2 2
1 1 3log 2 ( 1)
8 24 2
z z z G z z zπ
ς
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ − + − + + + Γ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
′− + + − =
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2 2
2 2
1
1 1 3 1 ( 1)log(2 ) log [cos(2 ) (2 ) sin(2 ) (2 ]
2 2 4 2
n
n
z z z z n z Ci n z n z Si n z
n
π π π π ππ
∞
=
−+ − − +∑                            
 
2 2 2
1
[ log(2 )] 1 1 ( 1) sin(2 )(2) (2)
2 2 4
n
a a
n
z n z
n
γ π πς ςπ π π
∞
=
+ −′− + + ∑  
 
which may be slightly simplified to 
 
(6.130u) 
 
         
1 1 1 3 1 1log log
2 2 2 2 2 2
1 1 3log 2 ( 1)
8 24 2
z z G z z z
ς
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ − − + + + Γ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
′− + + − =
   
 
        2 2 2 2
1
1 3 1 ( 1)log [cos(2 ) (2 ) sin(2 ) (2 ]
2 4 2
n
n
z z z n z Ci n z n z Si n z
n
π π π ππ
∞
=
−− − +∑                                          
 
       2 2 2
1
[ log(2 )] 1 1 ( 1) sin(2 )(2) (2)
2 2 4
n
a a
n
z n z
n
γ π πς ςπ π π
∞
=
+ −′− + + ∑  
 
Letting 1/ 2z =  we get     
 
         
2 2 2 2
1
1 1 3 1 3 1 ( ) [ log ] 1log 2 ( 1) log 2 (2) (2)
8 24 2 8 16 2 2 2a an
Ci n
n
π γ πς ς ςπ π π
∞
=
+′ ′− + + − = − − − − +∑
 
 
2 2 2 2
1
1 ( ) 1 1 3 [ log ] 1log 2 ( 1) (2) (2)
2 6 16 2 2 2a an
Ci n
n
π γ πς ς ςπ π π
∞
=
+′ ′= − − − − − − +∑  
          
2 2 2
2
1
( ) 1 1log 2 3 ( 1) [ log ] (2) (2)
3 8 a an
Ci n
n
π π π π ς γ π ς ς∞
=
′ ′= − − − − − + +∑  
                                                    
From (F.8i) in Volume VI we have 
 
                           
2 2 2
2(2) ( 1) [ log ] log 2
12 12 6a
π π πς ς π γ π′ ′= − − + + +  
 
and we then obtain 
 
2 2 2
2
1
( ) 1 17log 2 2 ( 1)
6 24n
Ci n
n
π π π π ς∞
=
′= − − − −∑    
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This is consistent with the following two formulae 
 
( )22 22
1
( ) 1( 1) log 2 1
6 24
n
n
Ci n
n
π ππ π ς∞
=
′− = + + −∑  
                       
2 2 2 2
2
1
(2 ) 1 1 12 log 2 ( 1) 2 ( 1)
4 6 3n
Ci n A
n
π π π ς π π ς∞
=
⎛ ⎞ ⎡ ⎤′ ′= − = − + − = − − −⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∑  
 
after employing the identity 
 
2 2 2
1 1 1
( ) ( ) 1 (2 )( 1)
2
n
n n n
Ci n Ci n Ci n
n n n
π π π∞ ∞ ∞
= = =
− + =∑ ∑ ∑     
 
                                                                                                                              
 
 
We recall Elizalde’s formula (6.117a) 
 
   ( 1, )tς ′ − =     
 
2
2 2
1
1 1 1 1( 1, ) log [cos(2 ) (2 ) sin(2 ) (2 )]
4 12 2 n
t t t n t Ci n t n t si n t
n
ς π π π ππ
∞
=
− − − + − +∑  
 
and in (4.4.229i) in Volume IV we showed that 
 
       2 2
1 1
log(2 ) 1 sin 2( 1, ) 2 cos 2
(2 ) 4n n
n n tt n t
n n
π γ πς ππ π
∞ ∞
= =
+ −′ − = − +∑ ∑      
 
In (4.4.229m) we then showed that 
 
2
2 2
1
1 1 1 1( 1, ) log [cos(2 ) (2 ) sin(2 ) (2 )]
4 12 2 n
t t t n t Ci n t n t Si n t
n
ς π π π ππ
∞
=
− − − + − + =∑  
 
                          2 2
1
1 log(2 ) log 1cos 2
2 n
n n t
n
π γ ππ
∞
=
+ + −− ∑                                                                       
                                                                                                                                      
 
Some of the identities involving the sine and cosine integrals are set out below (and it 
seems that this is a subject ripe for more systematic research). 
 
 (6.120)               
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑  
 
(6.121)                
1
(2 )( 1) log 2
2
n
n
si n
n
π π π∞
=
− = −∑  
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(6.94ai)               
1
(2 )( 1)n
n
Si n
n
π π∞
=
− = −∑  
 
(6.94a)                
1
( )( 1) log 2
2 2
n
n
si nx x
n
π∞
=
− = −∑                
 
(6.94ji)             
1
2 (2 )cos 2log log(1 ) log(2sin ) 2
n
si n n xx x x
n
π ππ π
∞
=
+ − − + = − ∑  
 
(6.94jii)    ( ) [ ]
1
(2 ) log sin 2
log log(1 ) ( log 2 ) 1 2 2
n
Ci n n n x
x x x
n
π πγ π π
∞
=
−− − + + − = ∑  
 
 
(6.117c)           log ( )aΓ =  
 
1
1 1 1 1log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
⎛ ⎞+ − − + −⎜ ⎟⎝ ⎠ ∑  
 
 
             
1
1 1 1 cos(2 )log(2 ) log
2 2 2 n
n aa a a
n
ππ ∞
=
⎛ ⎞= + − − +⎜ ⎟⎝ ⎠ ∑  
 
               
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
n
n a Ci n a n a Si n a
n
π π π ππ
∞
=
+ −∑  
 
 
(6.117ca)            log ( 1/ 2)aΓ + =  
 
1
1 1 ( 1)log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2
n
n
a a a n a Ci n a n a si n a
n
π π π π ππ
∞
=
−+ − + −∑  
 
                         
1
( ) log
2 2n
si n
n
π π ππ∞
=
= −∑  
 
                         
1
(2 ) 3( 1) log 2
2
n
n
si n
n
π π π∞
=
− = −∑  
 
(6.117cii)         
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑  
 
(6.117ciii)        
1
( )( 1) log 2
2 2
n
n
si n
n
π π π∞
=
− = −∑  
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(6.117civ)         
1
( )( 1) log 2
2 2
n
n
si nx x
n
π∞
=
− = −∑  
 
(6.92b)              2 2
1 1
(2 ) 1 1 (2 )
(2 1) 2 4n n
n Si n
n n
ς π
π
∞ ∞
= =
= −+∑ ∑  (?) 
 
(6.117j)             
2
2 2
2
1
(2 ) 1 5log(2 ) 2 log
2 36n
Si n A
n
π ππ π π∞
=
= + +∑
 
 
(6.117jii)
           
( ) 2 2
2
1
7 3( 1) ( ) 1log
4 4
n
n
Si n A
n
ςπ π π∞
=
− = − + −∑
 
 
 (6.117)             2 22
1
(2 ) 1 12 log 2 ( 1)
4 6n
Ci n A
n
π π π ς∞
=
⎛ ⎞ ⎡ ⎤′= − = − + −⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∑  
 
(6.117b)            ( )22 22
1
( ) 1( 1) log 2 1
6 24
n
n
Ci n
n
π ππ π ς∞
=
′− = + + −∑
              
 
 
(6.130v)           2 2 2
2
1
( ) 1 17log 2 2 ( 1)
6 24n
Ci n
n
π π π π ς∞
=
′= − − − −∑   
 
(6.117fi)            
0
log ( )
x
a daΓ =∫  
 
( ) 2 2
1
1 1 1 1 sin(2 ) 1log(2 ) 2 2 1 log log
2 4 2 4 12n
n xx x x x x x x
n
ππ π
∞
=
= + − + − − + +⎡ ⎤⎣ ⎦ ∑  
 
[ ]2 2
1
1 1 1cos(2 ) (2 ) sin(2 ) (2 ) ( 1)
2 12n
n x Ci n x n x Si n x
n
π π π π ςπ
∞
=
′− + + − −∑  
 
(6.117i)         ( ) 2 2
1
1 1 1 1 sin(2 )log(2 ) 2 2( 1) log
2 4 2 4 n
n xx x x x x x x
n
ππ π
∞
=
+ − + − − + ∑   
 
                     3 21 5 1 1( 1)(2 1) log  
12 36 8 12
x x x x x x x+ − − − + +         
 
3
2 2
1
1 1 1                    ( ) ( 2, ) ( 2)
12 2 2
1                    [sin(2 ) (2 ) cos(2 ) (2 )]
2 n
B x x
x n x Ci n x n x Si n x
n
ς ς
π π π ππ
∞
=
′ ′+ − − + −
+ −∑
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                   21 1 1 1 12log log(2 )
2 4 2 2 4
A x xπ⎛ ⎞ ⎛ ⎞= − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
                     2 3
1 1log ( ) log (1 ) log (1 )
2 2
x x G x x+ Γ − + − Γ +  
 
(6.117k)    ( ) 2Cl (2 )1log (1 ) log ( ) 2 1 log
4 4
xG x x x x x x x ππ⎡ ⎤− + + Γ = − + − +⎣ ⎦       
 
      [ ]2 2
1
1 1 1cos(2 ) (2 ) sin(2 ) (2 ) ( 1)
2 12n
n x Ci n x n x Si n x
n
π π π π ςπ
∞
=
′− + + − −∑  
 
(6.117e)            33
1
(2 ) 1
18n
Si n
n
π π∞
=
=∑   
 
(6.91)                33
1
( ) 5
72n
Si n
n
π π∞
=
=∑  
 
(6.94ki)             33
1
( ) 1( 1)
18
n
n
Si n
n
π π∞
=
− = −∑                  
 
(6.94k)              [ ] 33
0
2(2 1) 1
(2 1) 8n
Si n
n
π π∞
=
+ = −+∑  
 
 
(6.117m)    
3 2 2
3
2 3
1
11 1 1 1 1log (1 ) log (1 ) log ( )
36 24 4 2 2
1 1 cos(2 ) 1( 1)(2 1) log
12 8 n
t t t t G t t t t
n tt t t t
n
π
π
∞
=
⎛ ⎞− − − − + + Γ + + Γ⎜ ⎟⎝ ⎠
−= − − − ∑
 
 
                     [ ]3 3
1
1 1 sin(2 ) (2 ) cos(2 ) (2 )
4 n
n t Ci n t n t Si n t
n
π π π ππ
∞
=
− −∑   
 
 
(6.117d)  
 
    3 2 2 3
1
1 5 1 1 cos(2 ) 1( 1)(2 1) log
12 36 8 8 n
n xx x x x x x
n
π
π
∞
=
−− − − + − ∑  
 
  3 3
1
1 1 [sin(2 ) (2 ) cos(2 ) (2 )]
4 n
n x Ci n x n x Si n x
n
π π π ππ
∞
=
− −∑     
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                  3
1 1 1( ) ( 2, ) ( 2)
12 2 2
B x xς ς′ ′= − + − − −  
 
(6.94o)            [ ]4 4
1
11 ( ) (4) log (4)
576 n
Ci n
n
ππ ς γ π ς∞
=
′+ = + −∑     
 
Example 16: 
 
A more elementary example will now be considered. Letting ( ) 1xp x e= −  in (6.5) we 
get 
 
(6.131)                   
00 0
1 ( 1) ( 1)cos
2
t t
x x
n
e dx e nx dxα∞
=
− = −∑∫ ∫  
 
We have 
 
                                  
2
2 2
0
( 1) 11( 1)cos ( cos 1) sin
1 (1 )
tt
x t
n e
e nx dx e nt nt
n n n
⎡ ⎤− −⎣ ⎦− = − ++ +∫     
 
and in particular we get 
 
                                  2
0
1( 1)cos ( 1) 1
1
x ne nx dx e
n
π
π⎡ ⎤− = − −⎣ ⎦+∫    
 
Therefore we have 
 
(6.132)                       2 2
1 1
1 ( 1)1 2 2
1 1
n
n n
e e
n n
π ππ ∞ ∞
= =
−− − = −+ +∑ ∑  
 
The above analysis may be easily verified by using the following identities which 
were originally derived by Euler [126aa, p.96] (and see Knopp’s book [90, p.207]). 
An elementary proof was also given by Efthimiou [58a].  
 
(6.133)                      2 2 2
1
1 1
2 2 tann n
π
α α α πα
∞
=
= −−∑  
 
(6.134)                      
1
2
2 2
1
( 1)1 2
sin
n
n n
απ απα α
+∞
=
−= + −∑         
 
Letting 1α = −  we obtain 
 
(6.135)                     2
1
1 1
1 2 2 tanhn n
π
π
∞
=
= − −+∑  
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(6.136)                    
1
2
1
( 1)1 2
sinh 1
n
n n
π
π
+∞
=
−= − +∑  
 
and (6.132) is confirmed by a simple substitution of (6.135) and (6.136). 
 
After multiplying (6.133) by 2α  and integrating we obtain 
 
(6.137)               
2
2 2 2 2
1 1
2 2 / 1
1 / tan
b b b
n na a a
nd d d
n n
α α πα α αα α α πα
∞ ∞
= =
⎡ ⎤= = −⎢ ⎥− − ⎣ ⎦∑ ∑∫ ∫ ∫  
 
This implies that 
 
                          
2 2
2 2
1
1 / sinlog log log
1 / sinn
a n b b
b n a a
π
π
∞
=
⎡ ⎤− = −⎢ ⎥−⎣ ⎦∑  
 
and with a little rearrangement we get 
       
                            
2 2
2 2
1
sin 1 /log 0 log1
sin 1 /n
a b a n
b a b n
π
π
∞
=
⎡ ⎤− = =⎢ ⎥−⎣ ⎦∏  
 
Hence we have 
 
                          
2 2 2 2
1 1
sin 1 sin 1
1 / 1 /
n n
a b
a ba n b n
π π
∞ ∞
= =
=
⎡ ⎤ ⎡ ⎤− −⎣ ⎦ ⎣ ⎦∏ ∏
 
 
Therefore, in the limit as 0b →  we have 
 
                          
2 2
1
sin 1
1 /
n
a
a a n
π π∞
=
=
⎡ ⎤−⎣ ⎦∏
 
 
and hence we have derived Euler’s formula (1.6d) 
 
                         2 2 2
1
sin 1 /
n
x x x n π∞
=
⎡ ⎤= −⎣ ⎦∏  
 
We have (with the following steps being justified by absolute convergence for x <1) 
 
                        
2
2
1
log sin log log 1
n
xx x
n
π π ∞
=
⎛ ⎞= + −⎜ ⎟⎝ ⎠∑   
 
                                        
2
2
1 1
log
k
k
n k
xx
kn
π ∞ ∞
= =
= −∑∑  
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2
2
1 1
1log
k
k
k n
xx
k n
π ∞ ∞
= =
= −∑ ∑  
 
(6.138)            2
1
(2 )log sin log k
k
kx x x
k
ςπ π ∞
=
= −∑  
 
Upon integrating the above equation from 0x =  to 1/ 2x =  we obtain the series 
representation (6.92). In passing, it may be noted that letting 1/ 2x =  in Euler’s 
formula (1.6d) results in the Wallis identity. 
 
The well-known Maclaurin expansion for the log gamma function was referred to in 
(6.108) 
                      
2
( )log (1 ) ( 1)n n
n
nx x x
n
ςγ ∞
=
Γ + = − + −∑  
 
Letting x x→−  we get for x  < 1 
 
                      
2
( )log (1 ) n
n
nx x x
n
ςγ ∞
=
Γ − = +∑  
 
and hence we have 
 
                      
2
( )log (1 ) log (1 ) 1 ( 1)n n
n
nx x x
n
ς∞
=
⎡ ⎤Γ + + Γ − = + −⎣ ⎦∑    
 
Thus we obtain 
 
                      
2
( )log log ( ) (1 ) 1 ( 1)n n
n
nx x x x
n
ς∞
=
⎡ ⎤+ Γ Γ − = + −⎣ ⎦∑  
 
and using Euler’s reflection formula we again get 
 
                      2
1
(2 )log sin log k
k
kx x x
k
ςπ π ∞
=
= −∑  
 
Differentiating this we obtain (6.48) 
 
(6.139)         2 1
1
1cot 2 (2 ) k
k
x k x
x
π π ς∞ −
=
= − ∑   
 
Combining (6.139) and (C.42a) enables us to determine (2 )kς  in terms of the 
Bernoulli numbers. Alternatively, we may write 
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(6.139a)      2
2
2 (2 )cot 1
1 !
k
ki x
k
i x i xx i x B
e kπ
π ππ π π ∞
=
= + = +− ∑  
 
and then equate coefficients with (6.139). 
 
Example 17: 
 
Letting ( ) sinp x x xα=  in (6.5) we have (for Nα ∉ ) 
 
             
10 0
1 sin sin cos
2 n
x x dx x x nx dx
π π
α α∞
=
− =∑∫ ∫  
 
We have                   
2 2
1 cos( ) cos( ) sin( ) sin( )sin sin
2 ( ) ( )
n x n x x n x x n xx x nx dx
n n n n
α α α αα α α α α
⎡ ⎤− + − += − + −⎢ ⎥− + − +⎣ ⎦∫  
 
and therefore 
 
0
2 2 2 2
sin sin
1 cos( ) cos( ) sin( ) sin( ) 1 1
2 ( ) ( ) ( ) ( )
x x nx dx
n n n n
n n n n n n
π
α
α π α π π α π π α π
α α α α α α
=
⎡ ⎤− + − +− + − − +⎢ ⎥− + − + − +⎣ ⎦
∫
 
 
2 2 2 2 2 2
1 ( 1) cos ( 1) cos ( 1) 2 sin 1 1
2 ( ) ( ) ( ) ( )
n n n n
n n n n n
απ απ π απ
α α α α α
⎡ ⎤− − −= − + − +⎢ ⎥− + − − +⎣ ⎦
                                           
 
We then have  
 
(6.140)    2
cos sinπ απ απ
α α− =  
 
  2 2 2 2 2 2
1 1 1
( 1) ( 1) ( 1) 1 1cos 2 sin
( ) ( ) ( ) ( )
n n n
n n n
n
n n n n n
απ π απα α α α α
∞ ∞ ∞
= = =
⎡ ⎤ ⎡ ⎤ ⎡ ⎤− − −− + + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥− + − + −⎣ ⎦⎣ ⎦ ⎣ ⎦∑ ∑ ∑              
 
                                           
7. SOME APPLICATIONS OF THE RIEMANN-LEBESGUE LEMMA 
 
The Riemann-Lebesgue lemma is primarily used as a tool in the rigorous proof of the 
theory of Fourier series. It does however have further uses as illustrated by the 
derivation of various integral identities in this series of papers, in particular (2.23), 
(2.24) and the other identities recorded in Section 6. Some additional applications are 
considered below: these applications, whilst unlikely to be new, do not appear to have 
received much exposure in the mathematical literature.  
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Example 1: 
 
Let us consider the familiar trigonometric identities which we used in Section 6. 
 
(7.1)                                           
)2/sin(2
)2/1(sincos
2
1
0 t
tNnt
N
n α
αα +−=∑
=
 
 
(7.2)                          
1
1 cos ( 1/ 2)cot( / 2) sin
2 2sin( / 2)
N
n
N tt nt
t
αα α α=
+= +∑  
 
In (7.1) let 1=α  and integrate over the interval J = [ a , x ] where 0 < a  < x  < 2π to 
obtain 
 
(7.3)                         
0
1 sin( 1/ 2)cos
2 2sin( / 2)
x x xN
na a a
N tdt nt dt dt
t=
+= −∑∫ ∫ ∫  
 
This gives 
 
(7.4)                         
1
1 sin sin( )
2
N
n
nx naa x
n=
−− =∑ sin( 1/ 2)2sin( / 2)
x
a
N t dt
t
+−∫  
 
The denominator of the integral in (7.4) is bounded in the specified interval J  and 
hence, in accordance with the Riemann-Lebesgue lemma (“RLL”), we have 
                                                              
                                sin( 1/ 2)lim  0
2sin( / 2)
x
N
a
N t dt
t→∞
+ =∫  
 
and therefore with π=a  we obtain the familiar Fourier series 
 
(7.5)                    
1
1 sin( )
2 n
nxx
n
π ∞
=
− =∑    (0 < x < 2 )π  
 
One of the attractions of this exposition is that it clearly shows why the Fourier series 
does not represent the function at the specified end points (because the convergence 
conditions for the RLL would not then be met). In addition, we have an exact 
relationship for the partial sum and hence this method could be employed for 
numerical approximations if required. 
 
It should also be noted that it has not been necessary to specify from the outset that 
the function was periodic outside the interval [0,2π]: the author has never been able to 
truly fathom why such periodicity should be a requirement in the Dirichlet conditions 
used in the rigorous treatment of Fourier series (see for example Apostol [13, p.319], 
Bressoud [34, p.223], Titchmarsh [128, p.401] and Whittaker and Watson [135, 
p.164]). Why should the nature of a real function outside of its defined finite domain 
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have any effect on the pointwise convergence of the corresponding Fourier series? I 
would welcome further elucidation on this point. 
 
Example 2: 
 
Let us now consider (7.2) with 1=α  and integrate over the interval [ a , x ] where      
0 < a  < x  < 2π  to obtain 
 
(7.6)                  
1
1 cos( 1/ 2)cot( / 2) sin
2 2sin( / 2)
x x xN
na a a
N tt dt nt dt dt
t=
+= +∑∫ ∫ ∫  
 
In the limit as ∞→N  we obtain another Fourier series 
 
(7.7)                    ( ) ( )
1
cos coslog sin / 2 log sin / 2
n
nx nax a
n
∞
=
−− = −∑  
 
and, upon letting 2/π=a  this becomes the familiar trigonometric series shown in 
Carslaw’s book [41, p.241] 
 
(7.8)                    ( )
1
coslog 2sin / 2
n
nxx
n
∞
=
⎡ ⎤ = −⎣ ⎦ ∑      (0 < x  < 2 )π  
 
The derivation of this particular Fourier series is certainly simpler than the standard 
method (as shown in Carslaw [41, p.131] for example) and it is clear that this method 
could be used to provide simple derivations of a whole variety of Fourier series. 
 
Integrating (7.8) results in 
 
(7.8a)                  ( ) 2
10
sinlog 2sin / 2
u
n
nux dx
n
∞
=
⎡ ⎤ = −⎣ ⎦ ∑∫      (0 2 )u π≤ ≤  
 
which is shown in [130, p.148]. 
 
Example 3:  
 
Now let 2=α  in (7.2) to obtain 
 
(7.9)                      
1
cos(2 1)cot 2 sin 2
sin
N
n
N tt nt
t=
+= +∑  
 
(7.10)                            
1
cos 2 cos sin 2 sin2 sin 2
sin
N
n
Nt t Nt tnt
t=
−= +∑  
 
Rearranging this gives 
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(7.11)                     
1
cos 2 cot cot 2 sin 2 sin 2
N
n
Nt t t nt Nt
=
= − +∑  
 
Integrating (7.11) we obtain 
 
(7.12)                     
1
cos 2 cos 2cos 2 cot logsin
2
N
n
nt NtNt t dt t c
n N=
= + − +∑∫  
 
With integration by parts we have 
 
(7.13)  
2
2
0
cos 2 cott Nt t dt
π
=∫ 2
01
2  
2
2cos2cossinlog
π
⎭⎬
⎫
⎩⎨
⎧ −+∑
= N
Nt
n
nttt
N
n
     
                                    
                                            dt
N
Nt
n
nttt
N
n
 
2
2cos2cossinlog 2
2
0 1
∫ ∑ ⎭⎬
⎫
⎩⎨
⎧ −+−
=
π
    
 
(7.14)                   
2 2 2
3 3 3 3
1 1 10
( 1) ( 1) ( 1) 1 ( 1) 12 logsin
4 8 2 2 4 4
n N n NN N N
n n n
t t dt
n N n n N N
ππ π
= = =
− − − −= − − − + + −∑ ∑ ∑∫        
 
As ∞→N  the left hand side of (7.13) 0→ (using RLL), and the right hand side of 
(7.14) becomes 
 
(7.15)                      2log
4
2π= 2 3 3
1 10
( 1) 12 logsin 0
2 2
n
n n
t t dt
n n
π ∞ ∞
= =
−− − + =∑ ∑∫  
 
Therefore we again end up with the familiar Euler integral identity (1.11) 
 
(7.16)                        
2
0
7logsin (3)
16
t t dt
π
ς=∫ 2log8
2π−  
 
In fact, by the same method we can easily show that 
 
 2 2 3 3
1 10
cos 2 cos 2 cos 2 cos 2cos 2 cot log sin 2
2 4 8
x N N
n n
nx Nx nx Nxt Nt t dt x x
n N n N= =
⎛ ⎞ ⎛ ⎞= − + − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑∫  
 
                                2 2 3 3
1 10
sin 2 sin 2 1 1 12 2 logsin
2 4 2 4
xN N
n n
x nx x Nx t t dt
n N n N= =
⎛ ⎞− − − + −⎜ ⎟⎝ ⎠∑ ∑∫  
 
Therefore, as ∞→N  we obtain 
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(7.17)            
2
2
3 2
10
cos 2 cos 2 sin 2 12 logsin logsin (3)
2 2
x
n
x nx nx x nxt t dt x x
n n n
ς∞
=
⎛ ⎞= − − + +⎜ ⎟⎝ ⎠∑∫  
 
which is valid in the interval ).,( ππ− Prima facie, we cannot differentiate the right 
hand side of (7.17) because we would end up with a divergent series 2
1
sin 2
n
x nx
∞
=
∑  for 
1x ≥ : however it can be seen from (6.20) that 
 
            2
0
cot
x
t t dt∫ 23
1 1 1
1 cos 2 cos 2 sin 2 1 (3)
2 2n n n
nx nx nxx x
n n n
ς∞ ∞ ∞
= = =
= − + −∑ ∑ ∑                                        
 
 
8. SOME MISCELLANEOUS RESULTS 
 
 
Example (i). It is shown in Knopp’s book [90, p.376] that  
 
(8.1)               
2 1
0
2
sin     , 0
2 1
n
n
n
xx c x
n
π+∞
=
= ≤ ≤+∑          
 
where  
 
(8.2)              ( ) 2
1
2
21 1.3...(2 1)1
2 2.4...(2 )
n
n n
n nc
n nn
−⎛ ⎞ ⎛ ⎞ −⎜ ⎟= − = =⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ !)!2(
!)!12(
n
n −=  
 
and the central binomial sum 2)!(
)!2( toequal is 
2
n
n
n
n
⎟⎟⎠
⎞
⎜⎜⎝
⎛
. A further proof of (8.1) is given 
below. By the binomial theorem we have 
 
                           2
2
0
1       ,(
1
n
n
n
c x x
x
∞
=
=− ∑ <1) 
 
and upon integration we obtain 
 
                            1 2 1
0
sin       
2 1
nn
n
cx x
n
∞− +
=
= +∑  
 
Then, letting 1sint x−= , we get (8.1). 
 
Using (8.1) we have 
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22 2
2 1
00 0
sin    
8 2 1
nn
n
cx dx x dx
n
π ππ ∞ +
=
= = +∑∫ ∫  
 
and with Wiener’s formula (8.11h) this becomes 
 
                     
2
2
0 0
1 (2 1)!! (2 )!! 1
8 2 1 (2 )!! (2 1)!! (2 1)n n
n n
n n n n
π ∞ ∞
= =
−= =+ + +∑ ∑   
 
Multiplying (8.1) by xcot  and integrating over the interval [0, 2/π ] we have 
 
(8.3)             
2
0
cotx x dx
π
=∫ 22
0 0
sin cos
2 1
n
n
n
x x dxc
n
π∞
= +∑ ∫  
 
(8.3a)                               ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=+= ∑∑
∞
=
∞
=
+
n
n
nn
xc
n
n
n
n
n
2
)12(2
1
)12(
sin
0
22
2
00
2
12
π
 
 
We have already evaluated the integral in (3.1), and we therefore have 
 
(8.4)                    ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=∑
∞
= n
n
nn n
2
)12(2
12log
2 0 22
π       
 
Ramanujan’s second paper [76, p.16] was published in the Journal of the Indian 
Mathematical Society in 1912 and had the enigmatic title “On Question 330 of 
Professor Sanjana”: inter alia, it contained a result similar to (8.4) but curiously the 
factor of 22 n does not appear in the denominator.  
 
More generally we have 
 
                           
0
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t
x x dx =∫ 2
0 0
sin cos
2 1
t n
n
n
x x dxc
n
∞
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(8.4a)                 
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2
00
sincot
(2 1)
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n
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=
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Wiener [138aii] gives an elementary and elegant method for expansions of powers of 
sin t  and cos t . Letting cos sinz t i t= +  we have 
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2 1 1 1sin
2
n
n t z
i z
+
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we have 
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+
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Since ( ) ( )2 1 2 cos 2 1 2 sin 2 1 2n kz n k t i n k t+ − = + − + + −  we have 
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                           ( )2 12 1
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Equating real and imaginary parts, we immediately see that 
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                 ( )1 2 1 2 12 1
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We have 
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Since
i i
j i j
⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
 we get 
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Designating 2 1j n k= + −  this becomes 
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                                                              ( )
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Therefore we obtain 
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    ( ) ( )2 1
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and thus, in accordance with G&R [74, p.30], we have 
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Using the familiar trigonometric identity  
 
                         sin(2 1 2 ) sin 2 cos(1 2 ) cos 2 sin(1 2 )n k t nt k t nt k t+ − = − + −  
 
we have 
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This then gives us 
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Using (6.5a) we have for [0, )t π∈  
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                                            2
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Therefore we have 
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                             2
1 1
1 sin 2 cos 2
2 n n
nt ntt
n n
∞ ∞
= =
= −∑ ∑  
 
I initially thought that we could now employ Cantor’s theorem (1870) on the 
uniqueness of Fourier series to equate the coefficients of sin 2nt  in both series 
representations (and also for cos 2nt ) but this does not appear to be appropriate. 
 
With / 2t π=  we get for the left-hand side 
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and we see that 
 
             
2 1 2 1 2 1
0 0 1 0 1
2 1 2 1 2 1 2 1 2 1
2 1
n n n n n
k k k n k k n
n n n n n
k k k k n k
+ + +
= = = + = = +
+ + + + +⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + = +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ −⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑  
 
                                
0
2 1
2
n
k
n
k=
+⎛ ⎞= ⎜ ⎟⎝ ⎠∑  
 
Using the fact that 
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and the left-hand side then becomes 2
0
1
(2 1)nn
c
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∞
= +∑ . The right-hand side is equal to 
log 2
2
π  and hence we have regained equation (8.4).      
 
From (8.4a) we have 
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Using mathematical induction it is relatively easy to prove that 
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and hence we have 
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                2
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With / 2t π=  we see that 
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We have 
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and using (8.11g) this becomes 
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As mentioned above, using (6.5a) we have for [0, )t π∈  
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and therefore we obtain  
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We then have 
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Example (ii). Let us now consider the integral 
 
(8.5)                           
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Multiplying (8.1) by cotx x  and integrating, J  may be expressed as 
 
(8.6)                          
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Integration by parts gives us 
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The latter integral may be evaluated using the Wallis integral (see [25, p.113] and 
[137])   
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and we may therefore write 
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(8.10)                     ∑∞
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4 n n
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where, in the last part, we used equation (8.4). Combining (8.5) and (8.10) we deduce 
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and this is simply a mildly disguised form of Euler’s 1772 integral (1.11) because 
∑∞
= += 0 3)12(
1)3(
8
7
n n
ς , as can be seen from (1.1) of Volume I.   
 
It should be noted that if we integrate (8.1) over the interval [0, 2/π ] and use (8.8) 
then we obtain a simple proof that 
 
                                           
2
2
0
1
8 (2 1)n n
π ∞
=
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Letting 1sinx t−=  in (8.1) is equivalent to one of Euler’s more rigorous derivations of 
the Basle identity (see Kimble’s paper “Euler’s Other Proof” [84]).   
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Wiener et al. have given a useful approach to evaluating trigonometric integrals in 
[138aa]: their paper includes the following 
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We therefore have 
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With / 2t π=  we get  
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as compared with the frequently quoted form of the Wallis integral formula 
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We therefore have the following identity which is reported in [90, p.270] 
 
(8.11d)            
2
0
2 !1 (2 )!!( 1)
2 1 (2 1)!! (2 1)!
nn
k
k
nn n
k k n n=
⎡ ⎤⎛ ⎞ ⎣ ⎦− = =⎜ ⎟ + + +⎝ ⎠∑  
 
Completing the summation we get 
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Interchanging the order of summation and integration we obtain 
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and the obvious substitution sinu x=  provides us with 
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Therefore we deduce that 
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and this may be a consequence of Euler’s transformation of series technique.   
 
Similarly we also have 
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and in particular we get 
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Completing the summation we get for sin / 2x < 1 we have 
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With the substitution cosu x=  we get 
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and hence we obtain (8.11e) again 
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The authors, Wiener et al [138ai], also show with the substitution tanu x=  that 
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With / 4t π=  we obtain 
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Completing the summation we get for tan / 2x < 1 
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The geometric series converges to a surprisingly simple form and we get 
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We then find an interesting series expansion for log cos t  in the range [0, / 2)π  
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With / 4t π=  this becomes 
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and using (4.4.7) this equates to  
 
(8.11m)                     1
1
6log 2 ( 1)
7 2
n n
n
n
H∞
+
=
= −∑                           
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Example (iii). We have already seen from (6.28) that 
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We shall now evaluate the integral in a different way: using (8.1) we have 
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From [137] we have the Wallis formula 
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and we therefore have 
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Is this a new result? Unfortunately, the answer is no because the identity has actually 
been proved several times before: see, for example, a paper by Adamchik in 2001 [6]. 
The formula does have some history: on 16 January 1913 a letter, accompanied by 
twelve pages of dense mathematical formulae, was sent by a 26 year old Indian clerk 
to a renowned English mathematician [76]. As is well known, the writer was 
Srinivasa Ramanujan (1887-1920) and the Cambridge mathematician was G.H. 
Hardy (1877-1947) .On one of these pages Ramanujan stated a formula similar to 
(8.15a) and, as usual, this was stated without giving any proof. During the course of 
long discussions between Hardy and his collaborator, J.E. Littlewood, one of these 
pages was mislaid and never recovered: fortunately, it was not the page referred to 
above. Ramanujan’s proof of (8.15a) can now be seen in [21, p.39] and [110].  
 
It is perhaps not so well known that, in addition to writing to Hardy, Ramanujan also 
wrote to two other prominent mathematicians (Hardy, who was an ardent cricket fan, 
never did reveal their identities during his lifetime, or at least, never in writing). In the 
biography, The man who knew infinity: A Life of the Genius Ramanujan, Kanigel 
[83, p.170] reports that the other mathematicians were H.F.Baker and E.W. Hobson, 
both of whom were Senior Wranglers at Cambridge (Hobson held the Sadleirian chair 
of pure mathematics and, upon his retirement, was succeeded in this position by 
Hardy). They failed however to recognise Ramanujan’s genius: it would be 
interesting to discover, even at this late juncture, if any of the papers which they 
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received from him have survived the passage of time. Interestingly, both Baker and 
Hobson were signatories to the document recommending Ramanujan’s election to the 
Royal Society in 1918. Further information regarding Ramanujan, and facsimile 
copies of his Notebooks, are contained in a website maintained by K. Srinivasa Rao 
[111]. 
 
Let us now continue on in the same vein: since 2 cotsin
dx x
x
= −∫ , using integration by 
parts we get   
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Using (8.1) we obtain 
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and the latter integral may be evaluated by using the decomposition formula in      
[74, p.30] 
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In [74, p.53] it is reported that, using the Maclaurin series, we have for x < / 2π  
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and we then obtain 
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From (6.107b) we have 
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We have [74, p.30] 
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It is interesting in this connection to note that Ross [114a] has proved that 
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but Lehmer’s observation [97] prima facie appeared to be more germane: he easily 
showed that 
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and thus 
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With 1/ 2y =  we get 
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Since (2 )! (2 )!1.3.5....(2 1)
2.4.6...2 2 !n
n nn
n n
− = =  it is clear that the Ross and Lehmer 
formulae are in fact equivalent. Raina and Ladda [109a] have pointed out how (8.15e) 
may be derived from (4.3.32). 
 
Hence we deduce that 
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In an attempt to simplify the summand, I considered the following analysis 
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Making reference to (8.15d) we have 
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but proceeding further in this direction will unfortunately prove to be circular in 
nature. 
 
Another incomplete alternative approach is noted below 
 
           [ ] [ ]21 1
0 0 0
2 2sin ( ) / 2
( 1) ( 1) cos ( )
n n
k k
k k
n nn k
n k x dx
k kn k
ππ− −
= =
−⎛ ⎞ ⎛ ⎞− = − −⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠∑ ∑ ∫  
 
                                                            [ ]
21
( )
0 0
2
Re ( 1)
n
i n k xk
k
n
e dx
k
π− −
=
⎧ ⎫⎛ ⎞⎪ ⎪= −⎨ ⎬⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
∑ ∫     
 
                                                            
21
0 0
2
Re ( 1)
n kinx k ix
k
n
e e dx
k
π− −
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤= −⎨ ⎬⎜ ⎟ ⎣ ⎦⎝ ⎠⎪ ⎪⎩ ⎭
∑ ∫  
 
                                                            
21
0 0
2
Re
n kinx ix
k
n
e e dx
k
π− −
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤= −⎨ ⎬⎜ ⎟ ⎣ ⎦⎝ ⎠⎪ ⎪⎩ ⎭
∑ ∫  
 
                                                            
2 1
00
2
Re
n kinx ix
k
n
e e dx
k
π − −
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤= −⎨ ⎬⎜ ⎟ ⎣ ⎦⎝ ⎠⎪ ⎪⎩ ⎭
∑∫  
                                                                                                                                 
 
If we multiply (8.15c) by sin x and integrate we obtain 
 
            2 1
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2
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n
n
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n
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and, using the Wiener formula (8.11g), this becomes 
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Integration by parts also gives us 
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and we therefore have 
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With / 2t π=  we obtain 
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From an elementary exercise in [108, p.229] we have 
 
                 
2 1
0
sinlog tan
4 2 2 1
n
n
x x
n
π +∞
=
⎛ ⎞+ =⎜ ⎟ +⎝ ⎠ ∑  
 
and therefore upon integration we obtain 
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Example (iv). Using integration by parts and (6.107d) we have 
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This then gives 
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D.M. Bradley [33] has provided a very detailed list (and proofs) of more than 70 
integrals and series involving Catalan’s constant on his website and the above 
formula appears there as item (68). This identity was also due to Ramanujan.                           
 
 
Example (v). The inspiration for the following example came from D.H. Lehmer’s 
paper, “Interesting series involving the central binomial coefficient” [97]. By the 
binomial theorem we have 
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Replacing x  by 2x  in (8.18) and integrating over the range [0, t ], we obtain (after 
dividing the result by t ) 
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We now multiply (8.19) by t1sin− , and integrate over the range [0,1], to give 
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(and using the substitution xt sin= , this is equivalent to the formula (8.3)). The 
series in (8.20) converges absolutely and uniformly on the unit closed disc [96] and 
hence we may interchange the order of integration and summation. With the 
substitution xt sin=  we have 
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We therefore have 
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 where we have again used the Wallis integral (8.8) ( nI  is also contained in 
 G&R [74, p.597]). 
 
The left-hand side of (8.20) may now be written as             
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where we have used (8.4) and the fact that 
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Now, using the substitution θsin=t  in the integral in (8.20) we get 
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Comparing (8.23) and (8.24) we obtain yet another proof of the 1772 Euler integral 
shown in (1.11).  
 
                      
2
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logsin d
π
θ θ θ∫ 27 (3) log 216 8πς= −  
 
Equation (8.21) was the starting point for a short paper written by Boo Rim Choe [44] 
in 1987 where he gave an elementary proof that 
2
2
1
1
6n n
π∞
=
=∑ . A similar method was 
employed by J.A. Ewell [65] a few years later when he found a “new” fast 
converging series representation for (3)ς . 
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or equivalently 
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since (0) 1/ 2ς = − (see equation (3.11a)). However, as reported by Srivastava in [125] 
it was subsequently ascertained that (8.25) was not new: it had in fact been published 
by Euler in 1772 in his paper Exercitationes Analyticae [126, p.289] and was also 
rediscovered by Ramaswami in 1934. I also rediscovered this identity in 2004 (see 
equation (6.71)). 
 
 
Example (vi). Using Bürmann’s theorem, it is an exercise in Whittaker & Watson 
[135, p.130] to prove 
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Multiplying (8.26) by xcot  and integrating, we obtain 
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where we have used the definitions of the double factorials 
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Therefore, referring to (8.24) we have shown that 
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Let us now divide (8.27) bysin x  and integrate to obtain 
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In (6.29) we have previously shown that 
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and the Wiener integral (8.11h) gives us [25, p.113] 
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or alternatively 
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Example (vii).  Ghusayni [70] used the following well-known identity (see [26] and 
[102]): this identity was known to Euler (see [91]). 
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and, dividing by x  and integrating, we obtain 
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Using the substitution sinx t= , and integration by parts, we obtain (as in (8.24)) 
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As in (1.12) using integration by parts, it is easily seen that 
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Then using the basic identity (6.5a) 
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We have 
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As reported by Lewin [100] and Srivastava and Tsumura ([125a] and [126, p.293]), 
we have 
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Hence we have with 3s =  and 2s =  respectively 
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Using (8.36d) we then obtain Ghusayni’s result [70]     
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From the above we also have 
 
(8.38)           [ ] [ ]
1 3 6
3
1 0 0
21 2 log 2sin( / 2) 8 log 2sin
n
n
t t dt x x dx
nn
π π−∞
=
⎛ ⎞ = − = −⎜ ⎟⎝ ⎠∑ ∫ ∫  
 
and I first came across this result in van der Poorten’s 1979 paper “Some wonderful 
formulae…an introduction to Polylogarithms” [131b]. Using (7.17) we can also 
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Using (8.32) and letting 1sint x−=  we obtain 
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and, multiplying by cot t  and integrating, we have 
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where, in the final part, we have used (8.34a). This therefore proves (8.38). 
 
In a follow-up paper in 2000, Ghusayni [70], having noted an earlier paper [76a], 
reported that 
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and Ghusayni concluded that 
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I understand from Moen’s paper [103a] that Zucker [142a] has evaluated  
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Reference should also be made to the recent paper “Certain series related to the triple 
sine function” by Koyama and Kurokawa [93]. The Mathworld website for the central 
binomial coefficient reports the formula 
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We have the reflection formula  
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We have 
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With regard to (8.40) 
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Knopp [90, p.236] has recorded that 
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and we have designated the lower limit as a  so as to hopefully remove a singularity 
in the integrated part  at 0x = . 
 
We have 
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and 
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Therefore we get 
 
                   
1
3
0
1 1log(1 ) log(1 ) 0
6 6
dxx x
x
⎡ ⎤+ − + =⎢ ⎥⎣ ⎦∫  
 
The final integral is 
 
            
1 1
11 2 1 tantan
3 3
A
a b
x dx tA dt
x t A
−
− −⎡ ⎤ =⎢ ⎥ +⎣ ⎦∫ ∫  
 
where 1/ 3A =  and (2 1)b A a= − . 
 
The Wolfram Integrator gives the following result 
 
     ( )1 1 2 1 1tan 12 2 tan log(1 ) log sin tan tan2x dx x x A xx A
−
− − −⎡ ⎤⎡ ⎤= + + +⎢ ⎥⎣ ⎦+ ⎣ ⎦∫  
 
       
2 21 1 12 tan tan tan
4
i x i A xπ − − −⎡ ⎤ ⎡ ⎤− − − +⎣ ⎦ ⎣ ⎦  
 
       1 12 tan log 1 exp 2 tanx i xπ π− −⎡ ⎤⎡ ⎤ ⎡ ⎤+ − − −⎣ ⎦ ⎣ ⎦⎣ ⎦  
 
       1 1 1 12 tan tan log 1 exp 2 tan tanA x i A x− − − −⎡ ⎤⎡ ⎤ ⎡ ⎤+ + − +⎣ ⎦ ⎣ ⎦⎣ ⎦  
 
        1 112 tan log 2sin 2 tan
2
x xπ π− −⎡ ⎤⎡ ⎤ ⎡ ⎤− − −⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦  
 
       1 1 1 12 tan tan log 2sin tan tanA x A x− − − −⎡ ⎤⎡ ⎤ ⎡ ⎤− + +⎣ ⎦ ⎣ ⎦⎣ ⎦  
 
       1 1 12 2exp 2 tan exp 2 tan taniLi i x iLi i A xπ − − −⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤− − + +⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦  
 
We have the specific integral with 0a =  (whereupon b A= − ) 
 
       
( )
( )
1
1 2 1 1
1 2 1 1
tan 12 2 tan log(1 ) log sin tan tan
2
1                       +2 tan log(1 ) log sin tan tan
2
A
A
x dx A A A A
x A
A A A A
−
− − −
−
− − −
⎡ ⎤⎡ ⎤= + + +⎢ ⎥⎣ ⎦+ ⎣ ⎦
⎡ ⎤⎡ ⎤+ + − −⎢ ⎥⎣ ⎦⎣ ⎦
∫
 
 169
 
       
2 2 21 1 12 tan 2 tan 2 tan
4 4
i iA A i Aπ π− − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤− − + + −⎣ ⎦ ⎣ ⎦ ⎣ ⎦  
 
       
1 1
1 1
2 tan log 1 exp 2 tan
2 tan log 1 exp 2 tan
A i A
A i A
π π
π π
− −
− −
⎡ ⎤⎡ ⎤ ⎡ ⎤+ − − −⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤− + − +⎣ ⎦ ⎣ ⎦⎣ ⎦
 
 
       1 14 tan log 1 exp 4 tanA i A− −⎡ ⎤+ −⎣ ⎦  
 
        
1 1
1 1
12 tan log 2sin 2 tan
2
12 tan log 2sin 2 tan
2
A A
A A
π π
π π
− −
− −
⎡ ⎤⎡ ⎤ ⎡ ⎤− − −⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤+ + +⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
 
 
       1 14 tan log 2sin 2 tanA A− −⎡ ⎤⎡ ⎤− ⎣ ⎦⎣ ⎦  
 
       
1 1
2 2
1
2 2
exp 2 tan exp 2 tan
exp 4 tan (1)
iLi i A iLi i A
iLi i A iLi
π π− −
−
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤− − + +⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
⎡ ⎤+ −⎣ ⎦
 
 
We have 
 
         1 12 2exp 2 tan exp 2 taniLi i A iLi i Aπ π− −⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤− − + +⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦  
 
        1 12 2exp 2 tan exp 2 taniLi i A iLi i A
− −⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤= − − − + −⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦     
 
        
1
1
2 2
1 1
( 1) sin 2 tan ( 1)2 2 sin 2 tan
n n
n n
A
i i A
n n
−∞ ∞−
= =
⎡ ⎤− −⎣ ⎦ ⎡ ⎤= = ⎣ ⎦∑ ∑          
 
and this is purely imaginary.               
 
Unfortunately, I do not see any simplified expression emerging from this analysis. 
Using the fact that 
                               ( )1
2
sin tan
1
AA
A
− = +  
 
may be of some assistance. Further work is required here. 
                                                                                                                                     
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In 1978, in his celebrated proof of the irrationality of (3),ς  Apéry used the following 
formula (see [11] and [132]) 
 
(8.43)                    1 2 1
1 1 2
... 1
( )( )...( )
k
k k
a a a
x a x a x a x
∞
−
=
=+ + +∑  
 
to show that 
 
(8.44)                                    
11
3
1
25 ( 1)(3)
2
n
n
n
nn
ς
−+∞
=
⎛ ⎞−= ⎜ ⎟⎝ ⎠∑   
 
As pointed out by Srivastava in [125], it was not actually Apéry who discovered 
(8.44): it was actually Markov (the inventor of Markov chains) who found it in 1890 
in connection with his series convergence acceleration technique. Further historical 
information on Markov’s technique and its relationship with the much more modern 
WZ method is given in the paper by Kondratieva and Sadov [91b]. 
 
We also know from Tolstov’s book on Fourier series [130, p.148] that 
 
                    3
1 0 0
cos (3) log 2sin( / 2)
x t
n
nx dt u du
n
ς∞
=
= +∑ ∫ ∫   for [0, 2 ]x π∈  
 
and 
 
                    2
1 0
sin log 2sin( / 2)
x
n
nx u du
n
∞
=
= −∑ ∫                for [0, 2 ]x π∈  
 
We now multiply (8.19) by t1sin− , and integrate over the range [0,1/2], to give 
 
(8.45)          
( )21 1 112 22 1
2 3
0 10 0
sin2 21 1 1sin
2 (2 1) 4
n
n
n n
tn n
t t dt dt
n nn t n
−−∞ ∞−
= =
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟+ ⎝ ⎠ ⎝ ⎠∑ ∑∫ ∫  
 
With the substitution xt sin=  we have 
 
                    
1
62
2 1 2
0 0
sin sin cosn nt t dt x x x dx
π
− =∫ ∫  
 
                                          
2 1 66
2 1
00
sin 1 sin
2 1 2 1
n
nx x x dx
n n
ππ+
+= −+ + ∫  
 
We have from G&R [74, p.149] 
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                2 1 12
0
2 11 cos(2 1 2 )sin ( 1) ( 1)
2 (2 1 2 )
n
n n k
n
k
n n k xx dx
k n k
+ +
=
+⎛ ⎞ + −= − − ⎜ ⎟ + −⎝ ⎠∑∫   
 
The Wiener formula is more elegant here:    
 
                
62 16
2 1 1
00 0
cossin ( 1)
2 1
kn
n k
k
n tx dx
k k
ππ +
+ +
=
⎛ ⎞= −⎜ ⎟ +⎝ ⎠∑∫     
 
but I don’t really see anything of great beauty emerging from this particular 
proliferation of formulae. 
  
In [90, p.266], Knopp proved the following series expansion and used it to determine 
the value of )2(ς  
(8.46)               [ ]2 21 2
1
( 1)! (2 )1(sin )
2 (2 )!
n
n
n x
x
n
∞−
=
−= ∑     , ( )1≤x  
 
This formula is the same series expansion employed by Ghusayni in (8.32) above. We 
obtain the following by integration 
 
(8.47)              [ ]
1 1 2 2 11 22 2
10 0
( 1)! (2 )(sin ) 1
2 (2 )!
n
n
n x dxx dx
x n
−− ∞
=
−= ∑∫ ∫  
 
(8.47a)                                    [ ]2
1
( 1)!1
4 (2 )!n
n
n n
∞
=
−= ∑  
 
The formula (8.47a) was actually printed in [90, p.266] with the factorial sign in the 
numerator being inadvertently omitted and this omission momentarily led me to 
believe that there may be another remarkable mathematical relationship between e  
and π ! 
 
Example (viii). David Bierens de Haan (1822-1895) provided several proofs of the 
following integral in his 1862 book “Exposé de la Théorie, Propriétés, des formules 
de transformation, et des méthodes d’évaluation des intégrales définies” [55a], a copy 
of which is available on the internet courtesy of the Michigan Historical Mathematics 
Collection. 
 
(8.48)       
2
1
0
( )cos cos
1 12  
2 2
p
p
px ax dx
p a p a
π π− Γ= + + − +⎛ ⎞ ⎛ ⎞Γ Γ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∫  
 
This formula was used by the Borweins [27] who also provided a further proof of it 
using contour integration. 
 
Differentiating (8.48) with respect to a  we immediately obtain 
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(8.48a)     
2
1
1
0
1 1
2 2cos sin ( )
1 12  
2 2
p
p
p a p a
x x ax dx p
p a p a
π ψ ψπ−
+
+ + − +⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= Γ + + − +⎛ ⎞ ⎛ ⎞Γ Γ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∫  
 
where p > 0 and ( 1)p− +  < a  < p +1 and )(xΓ  and )(xψ  are the gamma and digamma 
functions.  
 
At a very early stage of this series of papers, I made reference to the above integral 
(which appears in Gradshteyn and Ryzhik [74, 3.832 1]) and used it to corroborate 
one of my results in (3.8a). Coffey has also used the same integral, but to much more 
advantage! 
 
Part of the following analysis is based on Coffey’s recent paper “On some log-cosine 
integrals related to (3), (4) and (6)ς ς ς ” [45b]. 
 
For convenience, letting 1
1
2
p ap + +⎛ ⎞= ⎜ ⎟⎝ ⎠  and 2
1
2
p ap − +⎛ ⎞= ⎜ ⎟⎝ ⎠  we obtain by 
differentiating (8.48a) 
 
(8.49)    [ ]{ }21 2 1 22
1 2
( )( , ) ( ) ( ) ( ) ( )
2 ( ) ( )p
pI a p p p p p
a p p
π ψ ψ ψ ψ+∂ Γ ′ ′= − − + +∂ Γ Γ  
 
                              
2
2 1
0
cos cospx x ax dx
π
−= ∫  
 
Putting 0a =  in (8.49) we get 
 
(8.50)      [ ] [ ]
2
2 1
1 2
0 0
( )( , ) cos ( 1) / 2
2 ( 1) / 2
p
p p
a
pJ I a p x x dx p
a p
π π ψ− +
=
∂ Γ ′= = = +∂ Γ +∫  
 
Then, differentiating (8.50) with respect to the parameter p , we have 
 
          
2
2 1
0
cos log cospp
d J x x x dx
dp
π
−= ∫  
                        
[ ] [ ] [ ]
[ ]
[ ]1 2
( 1) / 2( ) ( 1) / 2 log 2 ( ) ( 1) / 2
2 ( 1) / 2 2 ( 1) / 2p
pp p p p
p p
ψπ ψ ψ ψ ψ+
⎧ ⎫′′ +Γ ⎪ ⎪′= + − + − + +⎨ ⎬′Γ + +⎪ ⎪⎩ ⎭
  
 
Evaluating this at 1p = , and using (E.22j), we obtain 
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32
2
0
(1)log cos log 2
24 (1)
x x dx
π π ψ
ψ
′′⎡ ⎤= − +⎢ ⎥′⎣ ⎦∫  
 
and hence we have 
 
(8.51)             
32
2
0
log cos log 2 (3)
24 2
x x dx
π π π ς= − −∫    
 
Similarly, Coffey obtains 
 
       
2 2
2 1 2
2
0
cos log cospp
d J x x x dx
dp
π
−= ∫  
                        
[ ] [ ]
[ ] [ ][ ]
[ ] [ ][ ]
2
1 2
( 1) / 2
log 2 ( ) ( 1) / 2
2 ( 1) / 2
( ) ( 1) / 2
2 ( 1) / 2
( 1) / 21 1( ) ( 1) / 2
2 2 ( 1) / 2
p
p
p p
p
p p
p
pdp p
dp p
ψψ ψ ψ
π ψ
ψψ ψ ψ
+
⎧ ⎫⎡ ⎤′′ +⎪ ⎪− + − + +⎢ ⎥′ +⎪ ⎪⎢ ⎥⎣ ⎦⎪ ⎪Γ ′= + ⎨ ⎬Γ + ⎪ ⎪′′ +⎪ ⎪′ ′+ − + + ′⎪ ⎪+⎩ ⎭
 
and in particular we have 
 
(8.52)     
2
2 2 4 2 2
0
log cos 11 60 log 2 720 (3) log 2
1440
x x dx
π π π π ς⎡ ⎤= + +⎣ ⎦∫  
 
Using the substitution / 2x θ=  we see that 
 
               [ ] 22 2 2 2
0 0
log 2cos( / 2) 8 (log 2 log cos )d x x dx
ππ
θ θ θ = +∫ ∫  
 
               
2 2 2
2 2 2 2 2 2
0 0 0
8log 2 16log 2 log cos 8log 2 log cosx dx x xdx x xdx
π π π
= + +∫ ∫ ∫                                       
 
Employing (8.51) and (8.52) we find that 
 
(8.52a)      [ ] 42 2
0
11 11log 2cos( / 2) (4)
180 4
d
π πθ θ θ ς= =∫  
 
As mentioned by Coffey, this integral was first evaluated by D. Borwein and J. M. 
Borwein in their 1995 paper, “On an Intriguing Integral and Some Series Related to 
)4(ς ”   [27] and used by them to prove (4.2.42). 
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( )2(1) 4
2
1
17 17 (4)
360 4
n
n
H
n
π ς∞
=
= =∑  
 
In (3.46a) we showed that 
 
(8.53)                
( )2(1) 3
3 2
1
1 log (1 ) ( ) ( ) log(1 )
3
n n
n
H
x x Li x Li x x
n
∞
=
= − − + − −∑  
 
where we note that the series obviously does not converge at 1x = . Using the same 
method employed by the Borweins [27] and Coffey [45b], we try to obtain a Fourier-
type series from (8.53) by making the substitution itx e= . We have 
 
           / 2 / 2 / 2 / 2log(1 ) log ( ) log 2 sin( / 2)it it it it ite e e e i t e− ⎡ ⎤− = − = −⎣ ⎦  
 
                            / 2log 2sin( / 2) log
2
it tt e i i⎡ ⎤= + −⎣ ⎦  
 
                            [ ]log 2sin( / 2) ( )
2
it t π= + −  
 
Therefore we have 
 
           [ ] [ ]2 2 21log (1 ) log 2sin( / 2) ( ) ( ) log 2sin( / 2)
4
ite t t i t tπ π− = − − + −    
 
which was used in [27] and 
 
           [ ] [ ]3 3 23log (1 ) log 2sin( / 2) ( ) log 2sin( / 2)
4
ite t t tπ− = − −  
 
                                 [ ]2 23 1( ) log 2sin( / 2) ( )
2 8
i t t i tπ π+ − − −     
 
Then, by substituting the latter formula in (8.53) we get  
 
(8.53a) 
 
   
( ) [ ] [ ]
[ ]
2(1)
3 2
1
3 2 2
1 1 1
1 3cos log 2sin( / 2) ( ) log 2sin( / 2)
3 4
cos cos 1 sin                             log 2sin( / 2) ( )
2
n
n
n n n
H
nt t t t
n
nt nt ntt t
n n n
π
π
∞
=
∞ ∞ ∞
= = =
⎧ ⎫= − − −⎨ ⎬⎩ ⎭
+ − + −
∑
∑ ∑ ∑
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(8.53b) 
 
   
( ) [ ]
[ ]
2(1)
2 2
3
1 1
2 2
1 1
1 3 1 sinsin ( ) log 2sin( / 2) ( )
3 2 8
1 cos sin                            ( ) log 2sin( / 2)
2
n
n n
n n
H ntnt t t t
n n
nt ntt t
n n
π π
π
∞ ∞
= =
∞ ∞
= =
⎧ ⎫= − − − − +⎨ ⎬⎩ ⎭
− − −
∑ ∑
∑ ∑
 
 
Unfortunately, we do not quite obtain Fourier series and hence we are unable to apply 
Parseval’s theorem to the above identities.  
 
It may also be useful to integrate (8.53a).  
                                                                                                                                   
 
Differentiating (8.48) with respect to p  we immediately obtain 
 
(8.54)       
2
1
0
cos cos log cosp x ax x dx
π
− =∫  
 
               log 2 ( ) ( )
1 1 1 12 2  
2 2 2 2
p p
p p
p a p a p a p a
π π ′Γ Γ− ++ + − + + + − +⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞Γ Γ Γ Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
 
                 1
1 1 1 1  
2 2 2 2( )
1 12  
2 2
p
p a p a p a p a
p
p a p a
π
+
+ + − + + + − +⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′Γ Γ +Γ Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠− Γ + + − +⎛ ⎞ ⎛ ⎞Γ Γ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
 
                    log 2 ( ) ( )
1 1 1 12 2  
2 2 2 2
p p
p p
p a p a p a p a
π π ′Γ Γ= − ++ + − + + + − +⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞Γ Γ Γ Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
 
                     1
1 1( )
2 2 2p
p a p apπ ψ ψ+ ⎡ ⎤− + + +⎛ ⎞ ⎛ ⎞− Γ +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦  
 
With 2p =  and 1a =  we obtain 
 
               
2
2
0
1 1cos log cos log 2 (2) (1) (2)
4 2 2
x x dx
π π ψ ψ⎡ ⎤′= − + Γ − −⎢ ⎥⎣ ⎦∫  
 
We have from (4.3.16) ( 1) nn Hψ γ+ = −  and hence 
 
                (1)ψ γ= −     and     (2) 1ψ γ= −   
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and from (E.20) we have 
 
               
0
( ) 1 1( )
( ) 1k
mm
m m k k
ψ γ ∞
=
′Γ ⎛ ⎞= = − − −⎜ ⎟Γ + +⎝ ⎠∑  
 
Hence 
 
               (2) (2) 1ψ γ′Γ = = −  
 
Therefore we get 
 
(8.55)                          
2
2
0
1cos log cos log 2
4 2
x x dx
π π ⎡ ⎤= −⎢ ⎥⎣ ⎦∫    
 
which is in agreement with the more general formula given in G&R [74, p.581]. 
 
                                                                                                                                 
We have from (2.25) and (2.26) for suitably behaved functions 
 
(8.56a)                    
1
( ) cos cos 0
b
n
n a
p x x nx dx
∞
=
=∑∫  
 
(8.56b)                    
1
( ) cos sin ( ) cot
b b
n
n a a
p x x nx dx p x x dx
∞
=
=∑∫ ∫  
 
The existence of the above identities is formally explained in a neat way by the 
following analysis. From (2.9) we have 
 
(8.56c)                     ( )22 cos (cos sin ) 1 nn n ixx nx i nx e+ = +  
 
which gives us the infinite geometric series 
 
                                
2
1 1
1cos (cos sin )
2
nix
n
n n
ex nx i nx
∞ ∞
= =
⎛ ⎞++ = ⎜ ⎟⎝ ⎠∑ ∑  
 
provided  
21
2
ixe+ < 1.We obtain 
 
                                
2 2
2
1
1 1 cot
2 1
nix ix
ix
n
e e i x
e
∞
=
⎛ ⎞+ += =⎜ ⎟ −⎝ ⎠∑  
 
Hence equating real and imaginary parts we get (ignoring issues of convergence!) 
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1
cos cos 0n
n
x nx
∞
=
=∑  
 
                                
1
cos sin cotn
n
x nx x
∞
=
=∑    
 
Much later, I discovered that the following formulae are contained in Ramanujan’s 
Notebook [21, Part I, p.246] for / 2x π≤  
 
                       
1
2 cos cos( ) cos( 2 )n n
k
n
x a n x a k x
k
∞
=
⎛ ⎞+ = +⎜ ⎟⎝ ⎠∑  
 
                       
1
2 cos sin( ) sin( 2 )n n
k
n
x a n x a k x
k
∞
=
⎛ ⎞+ = +⎜ ⎟⎝ ⎠∑  
 
and it may be noted that the second formula may be obtained by differentiating the 
first one with respect to a . 
 
From (8.49) we have 
 
    [ ]{ }21 2 1 22
1 2
( )( , ) ( ) ( ) ( ) ( )
2 ( ) ( )p
pI a p p p p p
a p p
π ψ ψ ψ ψ+∂ Γ ′ ′= − − + +∂ Γ Γ  
 
                     
2
2 1
0
cos cospx x ax dx
π
−= ∫  
 
Therefore, with  and  1a n p n= = +  we get 
 
(8.57)        [ ]{ }2 22 3
0
cos cos ( 1) (1) ( 1) (1)
2
n
nx x nx dx n n
π π ψ ψ ψ ψ+ ′ ′= − + − + + +∫  
 
We have from (4.3.16) and (E.16a) 
                         
(8.57a)                  (1)( 1) nn Hψ γ+ = −  
 
                             (1)( 1) (1) nn Hψ ψ+ − =  
 
                             (2)12
0
1( ) (2)
( ) mn
m H
m n
ψ ς∞ −
=
′ = = −+∑  
 
                             (1) (2)ψ ς′ =  
 
                             (2)( 1) (1) nn Hψ ψ′ ′+ − = −  
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                             3
0
1( ) 2
( )k
x
x k
ψ ∞
=
′′ = − +∑  
 
                             { }(3)31( 1) 2 ... 2 (3)( 1) nn Hnψ ς⎧ ⎫′′ + = − + = − −⎨ ⎬+⎩ ⎭  
 
                             (1) 2 (3)ψ ς′′ = −  
 
                             (3)( 1) (1) 2 nn Hψ ψ′′ ′′+ − =  
 
and we therefore get  
 
(8.58)        { }2 22 (1) (2)3
0
cos cos 2 (2)
2
n
n nnx x nx dx H H
π π ς+ ⎡ ⎤= − + −⎣ ⎦∫  
 
Completing the summation we have 
 
            { }2 22 (1) (2)3
1 10
cos cos 2 (2)
2
n
n nn
n n
x x nx dx H H
π π ς∞ ∞ +
= =
⎡ ⎤= − + −⎣ ⎦∑ ∑∫  
 
                                                  
2(1) (2)
1 1
2 (2)
8 2 2
n n
n n
n n
H Hπ ς∞ ∞
= =
⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥= − + −⎢ ⎥⎣ ⎦
∑ ∑  
 
We recall from (3.33) that 
 
                             ( )
1
( )
1
r n r
n
n
Li xH x
x
∞
=
= −∑      , [0,1)x∈  
 
which gives us 
 
                             
( )
1
2 (1/ 2)
2
r
n
rn
n
H Li
∞
=
=∑       
 
We also have from (3.35) 
 
                          ( )2 2(1)2
1
log (1 ) ( )
1
n
n
n
x Li x H x
x
∞
=
− + =− ∑     , [0,1)x∈  
 
which results in 
                          
( )2(1)2
2
1
2 log 2 2 (1/ 2)
2
n
n
n
H
Li
∞
=
+ =∑  
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Therefore we have 
 
 (8.58a)              
( )2(1) (2) 2
2
1 1
2 (2) 2 log 2 4 (1/ 2) 2 (2) 0
2 2
n n
n n
n n
H H Liς ς∞ ∞
= =
+ − = + − =∑ ∑       
 
where we have employed the dilogarithm identity (3.43a).  
 
A further differentiation results in 
 
           
2 2
3 1
2
0
( , ) cos sinpI a p x x ax dx
a
π
−∂ =∂ ∫  
 
We also have 
 
           
2 2
1 2
2
( ) ( )2 ( , )
( )
p p p I a p
p aπ
+ Γ Γ ∂ =Γ ∂  
 
   [ ]1 2 1 2 1 21 1 1 12 ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2p p p p p pψ ψ ψ ψ ψ ψ
⎧ ⎫⎡ ⎤′ ′ ′′ ′′− − + + −⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭  
 
     [ ]{ } [ ]21 2 1 2 1 2 1 2
1 2
1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) 2
p p p p p p p p
p p
ψ ψ ψ ψ′ ′ ′ ′+ − − + + Γ Γ −Γ ΓΓ Γ  
 
and this may be written as 
 
          
2 2
1 2
2
( ) ( )2 ( , )
( )
p p p I a p
p aπ
+ Γ Γ ∂ =Γ ∂   
 
         [ ][ ]{ }1 2 1 2 1 23
1 2
( ) 2 ( ) ( ) ( ) ( ) ( ) ( )
2 ( ) ( )p
p p p p p p p
p p
π ψ ψ ψ ψ ψ ψ+ Γ ′ ′ ′′ ′′= − − + + −Γ Γ  
 
         [ ]{ }[ ]21 2 1 2 1 23
1 2
( ) ( ) ( ) ( ) ( ) ( ) ( )
2 ( ) ( )p
p p p p p p p
p p
π ψ ψ ψ ψ ψ ψ+ Γ ′ ′ ′ ′+ − − + + −Γ Γ  
 
As before, with  and  1a n p n= = +  we get 
 
            
2
2 ( , 1)I n na
∂ + =∂  
 
         [ ][ ]{ }4 2 ( 1) (1) ( 1) (1) ( 1) (1)2n n n nπ ψ ψ ψ ψ ψ ψ+ ′ ′ ′′ ′′= − + − + + + + −  
 
 180
         [ ]{ }[ ]24 ( 1) (1) ( 1) (1) ( 1) (1)2n n n nπ ψ ψ ψ ψ ψ ψ+ ′ ′ ′ ′+ − + − + + + + −  
 
and this simplifies to 
 
         { }(1) (2) (3)4 2 2 (2) 22 n n nn H H Hπ ς+ ⎡ ⎤= − − +⎣ ⎦  
 
         { }2(1) (2) (2)4 2 (2)2 n n nn H H Hπ ς+ ⎡ ⎤− − + −⎣ ⎦    
 
We then have  
 
        
2
2 ( , 1)I n na
∂ + =∂   
 
     { } { }2(1) (2) (3) (1) (2) (2)3 42 (2) 2 (2)2 2n n n n n nn nH H H H H Hπ πς ς+ +⎡ ⎤ ⎡ ⎤− − + − − + −⎣ ⎦ ⎣ ⎦  
 
At first glance, the “dimensions” of the above equation in terms of ( )rnH   appear to be 
incorrect, but sanity is restored by noting from (8.58a) that, after making the 
summation, the sum in the second set of braces is identically zero. 
 
We have from (8.56b) 
 
            
2 2
3 3
1 0 0
cos sin cotn
n
x x nx dx x x dx
π π∞
=
=∑ ∫ ∫  
 
and completing the summation we have 
 
            
(1) (1) (2) (3)2
3
1 1 1 10
cos cos (2)
4 2 8 2 8 2
n n n n n
n n n
n n n n
H H H Hx x nx dx
π π π πς∞ ∞ ∞ ∞
= = = =
= − + +∑ ∑ ∑ ∑∫  
 
We already know from (3.8c) that 
(1)
1
2 log 2
2
n
n
n
H∞
=
=∑  and, as noted above, we also 
have
(3)
3
1
2 (1/ 2)
2
n
n
n
H Li
∞
=
=∑ : we are therefore positioned to evaluate (1) (2)
1 2
n n
n
n
H H∞
=
∑ . The 
integral 
2
3
0
cotx x dx
π
∫  may be easily ascertained by using (6.5a) but, coincidentally, I 
note that Amigó [7a] has already determined this integral by an entirely different 
method. We have 
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(8.59)      
2
3 3
0
1 9cot log 2 (3)
8 10
x x dx
π
π π ς= −∫  
 
and therefore we get 
 
(8.60)     
(1) (2)
2
3
1
72log 2 (3) 4 (2) log 2 2 (1/ 2)
2 10
n n
n
n
H H Liπ ς ς∞
=
= − + −∑   
 
                                  2 311 179 1log 2 (3) log 2
6 20 3
π ς= − −  
 
(where we have used Landen’s formula (3.43b)). 
 
We also have using (3.23) 
 
               
(1) (2) (1) (1)
2 2
1 1 1 1
1 1
2 2 2
n
n n n k
n n k
n n k n k n
H H H H
k n
∞ ∞ ∞ ∞
= = = = =
= =∑ ∑ ∑ ∑ ∑  
 
                                   
(1) (1)1
2
1 1 1
1
2 2
n
k k
k k
n k k
H H
n
∞ ∞ −
= = =
⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∑ ∑  
 
                                  
(1)1
2
1 1
1(2) log 2
2
n
k
k
n k
H
n
ς ∞ −
= =
= −∑ ∑  
                                                                                                                                       
                                                           
Being rather brave, we venture to take the third derivative and obtain 
 
             
3 2
4 1
3
0
( , ) cos cospI a p x x ax dx
a
π
−∂ =∂ ∫  
 
and this is also equal to 
 
           
4 2
4 11 2
0
( ) ( )2 cos cos
( )
p
pp p x x ax dx
p
π
π
+
−Γ Γ =Γ ∫   
 
 
[ ][ ]
[ ][ ]
1 2 1 2
1 2 1 2 1 2
2 ( ) ( ) ( ) ( )
2 ( ) ( ) ( ) ( ) ( ) ( )
p p p p
p p p p p p
ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
′′ ′′⎧ ⎫− − −⎪ ⎪⎨ ⎬⎪ ⎪′ ′ ′ ′ ′′′ ′′′− + + + +⎩ ⎭
 
 
[ ][ ]{ }[ ]1 2 1 2 1 2 1 22 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )p p p p p p p pψ ψ ψ ψ ψ ψ ψ ψ′ ′ ′′ ′′ ′ ′+ − − + + − −    
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[ ]{ }[ ]
[ ][ ]{ }[ ]
2
1 2 1 2 1 2
1 2 1 2 1 2 1 2
( ) ( ) ( ) ( ) ( ) ( )
2 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
p p p p p p
p p p p p p p p
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ ψ ψ
′ ′ ′′ ′′+ − − + + +
′ ′ ′′ ′′ ′ ′+ − − + + − −
 
 
[ ]{ }[ ]2 21 2 1 2 1 2( ) ( ) ( ) ( ) ( ) ( )p p p p p pψ ψ ψ ψ ψ ψ′ ′ ′ ′+ − − + + −  
 
Substituting  and  1a n p n= = +  (and noting that the second line of the above 
equation is equal to the forth line) we get 
    
[ ][ ] [ ]{ }25 2 ( 1) (1) ( 1) (1) 2 ( 1) (1) ( 1) (1)2n n n n nπ ψ ψ ψ ψ ψ ψ ψ ψ+ ′′ ′′ ′ ′ ′′′ ′′′= − + − + − − + + + + +  
 
    [ ][ ]{ }[ ]52 2 ( 1) (1) ( 1) (1) ( 1) (1) ( 1) (1)2n n n n nπ ψ ψ ψ ψ ψ ψ ψ ψ+ ′ ′ ′′ ′′ ′ ′+ − + − + + + + − + −    
 
    [ ]{ }[ ]25 ( 1) (1) ( 1) (1) ( 1) (1)2n n n nπ ψ ψ ψ ψ ψ ψ+ ′ ′ ′′ ′′+ − + − + + + + +  
 
    [ ]{ }[ ]2 25 ( 1) (1) ( 1) (1) ( 1) (1)2n n n nπ ψ ψ ψ ψ ψ ψ+ ′ ′ ′ ′+ − + − + + + + −  
 
This then becomes 
 
    
5 3
3
2 ( , )
n
I a p
aπ
+ ∂ =∂            
        
              
2(1) (3) (2) (4)2 2 2 (2) 12 (4) 6n n n nH H H Hς ς⎡ ⎤− − − + −⎣ ⎦  
 
              { }(1) (2) (3) (2)2 2 2 (2) 2n n n nH H H Hς⎡ ⎤− − − +⎣ ⎦  
 
              { }{ }2(1) (2) (3)2 (2) 4 (3) 2n n nH H Hς ς⎡ ⎤+ − + − − +⎣ ⎦     
 
              { }2 2(1) (2) (2)2 (2)n n nH H Hς⎡ ⎤ ⎡ ⎤+ − + −⎣ ⎦ ⎣ ⎦      
 
Reference to (8.58a) shows that, after making the relevant summation, the series 
comprising the third and forth lines of the above equation will respectively become 
equal to zero and hence we get 
 
      
5 3
3
2 ( , )
n
I a p
aπ
+ ∂ =∂            
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2(1) (3) (2) (4)2 2 2 (2) 12 (4) 6n n n nH H H Hς ς⎡ ⎤− − − + −⎣ ⎦  
 
                 { }(1) (2) (3) (2)2 2 2 (2) 2n n n nH H H Hς⎡ ⎤− − − +⎣ ⎦ (plus other bits which we may 
disregard). 
 
The first line of the above equation is of dimension 4 in terms of ( )rnH  whereas 
curiously the second line has a dimension of 5. 
 
Completing the summation we have 
            
{ }2 24 (1) (3) (2) (4)5
1 10
cos cos 2 2 2 (2) 12 (4) 6
2
n
n n n nn
n n
x x nx dx H H H H
π π ς ς∞ ∞ +
= =
⎡ ⎤= − − − + −⎣ ⎦∑ ∑∫  
 
                                       { }{ }(1) (2) (3) (2)5
1
2 2 2 (2) 2
2 n n n nnn
H H H Hπ ς∞ +
=
⎡ ⎤+ − − − +⎣ ⎦∑   
 
Purely based on “dimensional” grounds, my conjecture is that 
 
(8.61)                 { }2(1) (3) (2) (4)
1
1 2 2 2 (2) 12 (4) 6 0
2 n n n nnn
H H H Hς ς∞
=
⎡ ⎤− − − + − =⎣ ⎦∑  
 
and 
 
(8.62)                  { }{ }(1) (2) (3) (2)
1
1 2 2 2 (2) 2 0
2 n n n nnn
H H H Hς∞
=
⎡ ⎤− − − + =⎣ ⎦∑  
 
It is clear that higher derivatives will produce additional identities and probably an 
algebraic nightmare! 
 
                                                                                                                                
 
The application of the method of Section 6 to integrands containing the term 
 
                       2
1 1
1 1 2 cos
ix
ix
ue
ue u x u
−−=− − +  
 
will be considered in a (much shorter) follow-up paper. 
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