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We consider the statistics of overlaps between a mixed state and its image under random
unitary transformations. Choosing the transformations from the unitary group with its invariant
(Haar) measure, the distribution of overlaps depends only on the eigenvalues of the mixed state.
This allows one to estimate these eigenvalues from the overlap statistics. In the first part of this
work, we present explicit results for qutrits, including a discussion of the expected uncertainties
in the eigenvalue estimation. In the second part, we assume that the set of available unitary
transformations is restricted to SO(3), realized as Wigner D-matrices. In that case, the overlap
statistics does not depend only on the eigenvalues, but also on the eigenstates of the mixed
state under scrutiny. The overlap distribution then shows a complicated pattern, which may be
considered as a fingerprint of the mixed state. When using random transformations from the
unitary group, the eigenvalues can be determined quite simply from the lower and the upper limit
of the overlap statistics. This may still be possible in the SO(3) case, but only at the expense of a
finite systematic uncertainty.
PhySH: quantum parameter estimation, quantum tomography, group theory, quantum measure-
ments.
I. INTRODUCTION
Quantum state tomography [1] deals with the complete
characterization of an ensemble of identically and inde-
pendently distributed quantum states. It involves the
estimation of all elements of the density matrix describ-
ing that ensemble of states. As a consequence, experi-
mental protocols become expensive and time consuming,
even for medium sized quantum systems [2, 3]. A natural
reduction of the tomography problem consists of only es-
timating the eigenvalues of the density matrix. For such
an approach, different experimental schemes have been
proposed [4–7].
The method to be discussed here is based on measur-
ing the overlap between two mixed quantum states [8, 9].
This requires two copies of the quantum state, the pos-
sibility to apply unitary transformations to one of these
copies, and finally a measurement of the overlap between
the two states. Different schemes for overlap measure-
ments are discussed for instance in Refs. [10, 11], while
the experimental application of unitary transformations
(together with complete tomography) has been shown,
e.g., in “transmon” qutrits [12]; a variant of the super-
conducting charge qubit. In Ref. [13], several scenarios
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have been proposed, which allow to realize general SU(3)
transformations in atomic three-level systems.
Our method is based on the fact that the distribution
of overlaps P%(q) between a given density matrix % and
its image under random unitary transformations depends
only on the eigenvalues of %. These eigenvalues may then
be estimated from the knowledge of P%(q). For that, it
is crucial to compute P%(q) analytically, as this allows us
to find convenient strategies to solve the inverse prob-
lem of estimating the eigenvalues. In order to compute
P%(q), we generalize previous results on the joint proba-
bility distribution of projection probabilities for random
orthonormal quantum states [14]. We then concentrate
on the qutrit case, where we obtain P%(q) in closed form.
There may be experimental situations, where the sam-
pling over all unitary transformations is not possible, i.e.,
SU(3) in the qutrit case. Therefore, we also consider the
distribution of overlaps, when the transformations are
restricted to rotations in real space. This amounts to
consider a sub-group of SU(3) that can be parametrized
by the respective Wigner D-matrices [15]. In this case,
the overlap distribution actually contains more informa-
tion about the original density matrix %, not only the
eigenvalues. However, in the absence of an analytical ex-
pression, the extraction of that information is much more
difficult. Nevertheless, even in that case, our approach
can provide important bounds for the eigenvalues of %.
The paper is organized as follows: After this introduc-
tion, in Sec. II, we provide the mathematical and tech-
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2nical background for the overlap function. In Sec. III,
we present the analytical calculation of the overlap dis-
tribution for the SU(3) case. In Sec. IV, we compute the
expected uncertainties of the eigenvalue estimation based
on the upper and lower limit of the overlap distribution,
themselves having been estimated with finite precision.
In Sec. V, we discuss overlap distributions for transfor-
mations limited to SO(3). Conclusions are provided in
Sec. VI.
II. GENERAL DEFINITIONS AND NOTATION
Let H be the Hilbert space of finite dimension N =
dim(H) corresponding to some quantum system. Let %
be a mixed state with N non-negative eigenvalues λ =
(λ1, λ2, . . . , λN ), normalized as
∑N
j=1 λj = 1. We are
then interested in the distribution of the values of the
overlap function
Q(O, %) = tr
(
O %O† %
)
, (1)
averaged over the whole unitary group with the respec-
tive Haar measure [16, 17]. In a different context, the
same quantity has been considered as a measure for
the distance between the reduced dynamics of two open
quantum systems [18, 19]. Note that Q(O, %) does not de-
pend on the value of the determinant of O, which means
that the distribution over the unitary group or the cor-
responding special unitary group yields exactly the same
result. Note also that for O = 1 the overlap function
reduces to the purity, used in the area of quantum infor-
mation [20].
Our main interest is in the probability density
P%(q) = 〈δ[q −Q(O, %)]〉 = 〈δ[q −Q(O,λ)]〉 , (2)
where the angular brackets represent the average over
the unitary group with respect to the normalized Haar
measure. The second equality is valid due to the invari-
ance of this measure. It means that P%(q) depends only
on the eigenvalues of % [21]. In what follows, we will
assume that the eigenvalues are arranged in ascending
order: λmin = λ1 ≤ λ2 ≤ . . . ≤ λN = λmax. This can
always be achieved, since permutations belong to the uni-
tary group. Now, we may write,
Q(O,λ) =
N∑
j,k=1
λjλk|Ojk|2 =
N∑
k=1
tkλk ,
where tk =
N∑
j=1
λj |Ojk|2 . (3)
The normalization of the column vectors of O implies
that |OjN |2 = 1−
∑N−1
k=1 |Ojk|2. Using this, and the fact
that density matrices have unit trace
∑N
j=1 λj = 1, we
may reduce the number of partial overlaps by one and
write
Q(O,λ) = λN +
N−1∑
k=1
tk (λk − λN ) . (4)
Therefore, we can calculate the overlap distribution
P%(q) from the joint probability distribution (JPD) as
Pλ(t′) =
〈∏N−1
k=1 δ
[
tk −
∑N
j=1 λj |Ojk|2
]〉
, (5)
for the partial overlaps t′ = (t1, t2, . . . , tN−1), by the fol-
lowing N − 1 dimensional integral:
P%(q) =
{
N−1∏
k=1
∫ 1
0
dtk
}
Pλ(t′) δ
[
q −Q(O,λ) ]. (6)
The JPD Pλ(t′) can be calculated by generalizing an
earlier work on the projection probabilities of random
orthonormal states [14].
In the following Sec II A, we discuss some special cases,
where the calculation of the overlap distribution is par-
ticularly simple. This may help to prepare the ground
for working out the general case, considered in Secs. III
and IV.
A. Special cases for N = 2 and N = 3
In the qubit case, N = 2, the overlap distribution can
be obtained in general. In the qutrit case, N = 3, we
will consider special cases, where one or two eigenvalues
of the density matrix are equal to zero.
In the qubit case, we find from Eqs. (3) and (4) that
Q(O, %) = λ2 + (λ1 − λ2) t1 , (7)
t1 = λ1|O11|2 + λ2|O21|2 = λ2 + (λ1 − λ2) |O11|2 ,
such that the overlap function is given by
Q(O, %) = 2λ1λ2 + (λ1 − λ2)2 |O11|2 . (8)
The overlap depends linearly on the absolute value
squared of the random unitary matrix O ∈ U(2). In
Ref. [14], the distribution of sums of K such absolute val-
ues squared have been calculated as averages over U(N),
denoted by PNK(t). For the present case, we may set
t = |O11|2 and find P21(t) = Θ(t) Θ(1− t), where Θ(t) is
the unit step function.
With the maximum (minimum) value for Q(O, %) is
given by
qmax = λ
2
1 + λ
2
2 and qmin = 2λ1λ2 , (9)
respectively, we obtain
P%(q) = 〈 δ [q −Q(O, %)] 〉
=
∫ 1
0
dt P21(t) δ
[
q − (2λ1λ2 + (λ1 − λ2)2 t)
]
=
Θ(q − qmin) Θ(qmax − q)
(λ1 − λ2)2 . (10)
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FIG. 1. (Color online) Overlap probability density P%(q) for
N = 2 (3) and different sets of eigenvalues. Panel (a) shows
the qubit case: λ1 (λ2) = 0 (1) (red solid line), λ1 (λ2) =
0.2 (0.8) (orange dot dashed line), λ1 (λ2) = 0.3 (0.7) (blue
dashed line), and λ1 (λ2) = 0.4, (0.6) (green dotted line).
Panel (b) shows the qutrit case: λ1 = λ2 = 0 , λ3 = 1 (red
solid line), and λ1 = 0 , λ2 = λ3 = 0.5 (blue dashed line).
In Fig. 1 (a), we show the distribution P%(q) for several
values of λ1 and λ2. A delta distribution is reached when
λ1 = λ2. Due to the unit trace property, λ1 + λ2 = 1,
any single quantitative property of the overlap distribu-
tion is enough to estimate the eigenvalues of %. This
quantity might be its maximum value, (λ1−λ2)−2, qmax
or qmin. Experimentally, the easiest case would consist in
measuring qmax which turns out to be the purity of our
the mixed state, showing that a random sampling can be
spared entirely in this case.
Even for the mixed state of a qutrit (N = 3), it is
possible to obtain simple expressions for the overlap dis-
tribution, in some special cases. The line of argument is
analogous to the qubit case, and we delegate the corre-
sponding discussion to App. A. In Fig. 1(b), we show two
of these cases, λ1 = 0 , λ2 = λ3 = 1/2, where
P%(q) = 16 (1− 2q) Θ(q − 1/4) Θ(1/2− q) , (11)
and λ1 = λ2 = 0 , λ3 = 1, where
P%(q) = 2 (1− q) Θ(q) Θ(1− q) . (12)
In order to estimate the eigenvalues of an arbitrary mixed
qutrit state, we would need two quantitative properties of
the overlap distribution. In this work we will concentrate
on the limits qmax and qmin of P%(q).
III. JPD FOR GENERAL CASE
In this section, we derive a general integral expression
for the joint probability density defined in Eq. (5). We
will closely follow the derivation for the unitary case in
Ref. [14]. According to this work, Eq. (5) can be written
as
Pλ(t′) ∝
{∏N−1
k=1
∫
dΩ2(wk)
× δ
(
tk −
∑N
j=1λj |wjk|2
)} N−1∏
µ<ν
δ2
(〈wµ |wν〉) . (13)
Here, dΩ2(wξ) denotes the uniform measure on the hy-
persphere in R2N , which implements the normalization
of the column vectors wξ of O. Correspondingly, the
last product of delta functions implements the orthogo-
nality conditions between these column vectors. In that
case, the delta-function is two-dimensional because for
〈wµ|wν〉 to be zero, the real and the imaginary part
must be zero. The integral expression on the RHS is
proportional to Pλ(t′) such that one has to compute the
normalization constant for Pλ(t′), separately.
Following the steps described in Ref. [14], we arrive at
the following result:
Pλ(t′) = 1
Z(o)
{
N−1∏
k=1
∫
dsk
2pi
}
Z(s) , (14)
where Z(s) and the matrix C, it depends upon, are de-
fined as
Z(s) =
{
N−1∏
µ<ν
∫
d2τµν
4pi2
}
1∏N
j=1 det[C(λj)]
, (15)
C(λ) =
 c1(λ) τ/2 . . .−τ∗/2 c2(λ)
...
. . .
 , (16)
with cj(λ) = 1 − isj(λ − tj). The matrix C is a N − 1
dimensional square matrix which contains the t′ param-
eters. In the following Sec. III A, we compute Pλ(t′) for
the qutrit case N = 3.
A. JPD for N = 3
Let us assume the ordering λ1 < λ2 < λ3, and write
the overlap function as
Q(O, %) = λ3 − t1 (λ3 − λ1)− t2 (λ3 − λ2) . (17)
Then, we need to calculate
Pλ(t1, t2) = 1
Z(o)
{
2∏
k=1
∫
dsk
2pi
}
Z(s) , (18)
Z(s) =
∫
d2τ
4pi2
1∏3
j=1 det[C(λj)]
, (19)
where the matrix C(λ) is defined as
C(λ) =
(
c1(λ) τ/2
−τ∗/2 c2(λ)
)
, (20)
4with cj(λ) = 1− isj(λ− tj). As in Ref. [14], let us start
with the integral∫
ds1
2pi
1∏3
j=1 det[C(λj)]
, (21)
which can be calculated quite simply with the help of
the residue theorem. To this end, we note that each
determinant gives rise to one single pole at the position
det C(λ) = 0 ⇔ 1− is1(λ− t1) = −|τ |
2
4 c2(λ)
⇔ s1 = i
t1 − λ
[
1 +
|τ |2
4 c2(λ)
]
. (22)
Even though c2(λ) is complex, this does not affect the
sign of the imaginary part of the pole. The pole lies on
the upper (lower) half plane for λ < t1 (λ > t1). Since
we may close the integration path either over the upper
or the lower half plane, the integral is non-zero only if
the two poles are lying on opposite sides of the real axis.
This implies that there are only two cases of a non-zero
result:
a) 0 < λ1 < t1 < λ2 < λ3 ,
b) 0 < λ1 < λ2 < t1 < λ3 .
In both cases, the evaluation of all integrals is a rather
tedious exercise, the description of which can be found in
App. B 1 and App. B 2, with the respective results given
in the Eqs. (B12) and (B21). These can be combined into
one single expression:
Pλ(t1, t2) = 1
h
{
F (λ1, λ3, λ2)− F (λ1, λ2, λ3) : a)
F (λ1, λ3, λ2)− F (λ3, λ2, λ1) : b) ,
(23)
where
F (a, b, c) = |t1 − a+ t2 − b|+ |t2 − c| ,
and h = (λ1 − λ2)(λ1 − λ3)(λ2 − λ3) . (24)
Equation (23) provides the central result of this work.
While it is probably difficult to determine this JPD di-
rectly, it allows to calculate the overlap distribution P%(q)
in closed form; see Sec. III B, below.
In Fig. 2, panels (a), (b) and (c), we show Pλ(t1, t2)
for different sets of eigenvalues. The color coding is such
that low (high) probability densities are represented by
dark (bright) colors, while areas where the probability
density is equal to zero are left white. This allows to
identify that region in the (t1, t2) plane, where the prob-
ability density, Pλ(t1, t2), is larger than zero. The re-
gion of non-zero probability density may be character-
ized as the intersection of two simple geometric sets,
the rectangular region λ1 < t1, t2 < λ3 and the infi-
nite stripe λ1 + λ2 < t1 + t2 < λ2 + λ3. The surface
defined by Pλ(t1, t2) consists of seven planar triangles,
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FIG. 2. (Color online) Joint probability density Pλ(t1, t2) for
different sets of eigenvalues: (a) λ1 = 0.05, λ2 = 0.3, (b)
λ1 = 0.1, λ2 = 0.35, and (c) λ1 = 0.22, λ2 = 0.27. Panel
(d) shows the corresponding overlap distribution P%(q). Red
solid line (a), orange dot-dashed line (b), and blue dashed line
(c).
stitched together to form a continuous polyhedron with
an open hexagonal base and a horizontal top central tri-
angle. When two eigenvalues become equal, but different
from the third, the polyhedron reduces to a right triangu-
lar prism, and when all three eigenvalues become equal,
the JPD becomes a two-dimensional delta distribution,
centered at t1 = t2 = 1/3. The overlap distribution
P%(q), shown in panel (d), will be discussed separately in
Sec. III B.
B. Overlap distribution function for a qutrit
The JPD for partial overlaps t1 and t2, discussed in the
previous section is not directly measurable, but it allows
to calculate the overlap probability density.
P%(q) = 〈δ(q −Q(O, %))〉
=
∫ 1
0
dt1
∫ 1
0
dt2 Pλ(t1, t2) δ(q −Q(O, %)) . (25)
The variable transformation,
t2 → q′ = λ3 − (λ3 − λ1) t1 − (λ3 − λ2) t2 ,
allows us to evaluate the t2-integral eliminating the delta-
function:
P%(q) =
1
λ3 − λ2
∫ 1
0
dt1
∫ λ3−(λ3−λ1)t1
λ2−(λ3−λ1)t1
dq′
× Pλ
(
t1,
λ3 − q′ − (λ3 − λ1)t1
λ3 − λ2
)
δ(q − q′) . (26)
50.0 0.2 0.4 0.6 0.8 1.0
t1
0.0
0.2
0.4
0.6
0.8
1.0
t 2
qmin
0.25
0.35
0.45
qmax
FIG. 3. (Color online) The overlap q(t1, t2) as a color coded
density plot, as defined in Eq. (30), for λ1 = 0.05 and λ2 =
0.3. In this case, qmin = 0.155 and qmax = 0.515.
Since q′ is limited to the interval(
λ2 − (λ3 − λ1)t1 , λ3 − (λ3 − λ1)t1
)
,
the q′ integral contributes to the overlap probability den-
sity, only if q is lying in the same interval. That leads to
the following additional restrictions for t1:
t1 <
λ3 − q
λ3 − λ1 , and t1 >
λ2 − q
λ3 − λ1 . (27)
Therefore, we obtain
P%(q) =
∫ tmax1
tmin1
dt1 Pλ
(
t1,
λ3 − q − (λ3 − λ1)t1
λ3 − λ2
)
,
(28)
where the new integration bounds are given by
tmin1 = max
(
0,
λ2 − q
λ3 − λ1
)
, tmax1 = min
(
1,
λ3 − q
λ3 − λ1
)
.
(29)
Since Pλ(t1, α + β t1) is a piecewise linear function, the
integration is straightforward for any particular case. As
a result, P%(q) becomes piecewise quadratic. In Fig. 2,
panel (d), P%(q) is plotted for the combination of eigen-
values considered in the first three panels of Fig. 2.
C. Range of the overlap distribution
The range of the overlap probability density, P%(q) is
limited to a finite interval: qmin < q < qmax, with limits
depending on the eigenvalues of %. Here, we will show
that it is typically enough to know these limits, in order
to estimate the eigenvalues of %.
Based on Eq. (17), we may write the overlap Q(O, %) as
a function of the partial overlaps, t1, t2 defined in Eq. (3):
q(t1, t2) = λ3 − t1 (λ3 − λ1)− t2 (λ3 − λ2) . (30)
In Fig. 3, we show a density plot of this function, where
we chose for the eigenvalues the case (a) from Fig. 2. The
white lines indicate the limits of the range of Pλ(t1, t2).
It can be seen that equipotential lines are straight lines,
with the overlap value q increasing towards the origin of
the (t1, t2)-plane. On the basis of the discussion below
Eq. (24), one readily verifies that the maximum value
qmax is reached at the point (t1, t2) = (λ1, λ2), whereas
the minimum value is reached at (t1, t2) = (λ3, λ2). Con-
sequently, the maximum (minimum) value of q is given
by
qmax = λ
2
1 + λ
2
2 + λ
2
3 and qmin = λ
2
2 + 2λ1λ3 , (31)
respectively. The upper limit qmax is of course just the
purity of the mixed state %, which can be obtained by
choosing the identity for the unitary transformation in
Q(O, %). To the best of our knowledge, the expression
for the lower limit is a new result.
IV. STABILITY OF THE EIGENVALUE
ESTIMATION
Let us consider the task of estimating the eigenvalues
of a mixed quantum state % from the statistics of over-
laps. For that purpose, we assume that an experiment
is realized, where overlaps are measured for a large but
finite sample of random unitary transformations. The re-
sult of the experiment may be represented in the form of
a histogram, which should approximate the true overlap
distribution P%(q). Since the sample is finite, the his-
togram will show deviations from the true distribution,
and this will lead to uncertainties in the estimation of
the eigenvalues.
A particularly simple procedure consists in using the
experimental data to estimate qmin and qmax, with un-
certainties ∆qmin and ∆qmax, respectively. In the case
of qutrits, the knowledge of these two quantities is suffi-
cient to determine the desired eigenvalues of the mixed
quantum state under investigation. In what follows, we
assume normally distributed errors, to compute the prop-
agated uncertainties on these eigenvalues.
Resolving Eq. (31) for λ1 and λ2, taking into account
that λ1 + λ2 + λ3 = 1, we find
λ2 =
1−√3(qmax + qmin)− 2
3
, (32)
λ1 =
1− λ2 −√qmax − qmin
2
. (33)
To work out the error propagation for λ1 and λ2, let us
introduce the auxiliary parameters,
r = qmax + qmin , s = qmax − qmin , (34)
which have both the same statistical error
∆2 = ∆q2min + ∆q
2
max . (35)
Then, we obtain
(∆λ2)
2 =
(
∂λ2
∂r
)2
∆2 =
r2
4 (3r − 2) ∆
2 . (36)
6Similarly,
(∆λ1)
2 =
(
∂λ1
∂r
)2
∆2 +
(
∂λ1
∂s
)2
∆2
=
(
r2
3r − 2 +
1
s
)
∆2
16
. (37)
Finally,
(∆λ2)
∆
=
r
2
√
3r − 2 ,
(∆λ1)
∆
=
1
4
√
r2
3r − 2 +
1
s
.
(38)
These two expressions show that the uncertainty on the
estimated eigenvalues can be kept small, as long as r 6=
2/3 and s 6= 0. According to Eq. (32), the first condition
implies that λ2 = 1/3, λ1 + λ3 = 2/3; remember the
ordering of the eigenvalues: λ1 < λ2 < λ3. The second
condition implies that qmax = qmin which means that all
eigenvalues must be equal. This situation is a limiting
case of the first condition.
V. OVERLAP FUNCTION FOR WIGNER
D-MATRICES
In this section, we assume that the unitary transforma-
tions to be applied to the system are limited to SO(3),
the subgroup of rotations in 3D coordinate space. Ex-
amples of such systems are qutrits build from photon
pairs [22].
A natural parametrization for the subgroup SO(3), is
provided by the Wigner D-matrices for angular momen-
tum quantum number j = 1.
D =

1+cos β
2 e
−i(α+γ) −e−iα√
2
sinβ 1−cos β2 e
−i(α−γ)
e−iγ√
2
sinβ cosβ −e
iγ√
2
sinβ
1−cos β
2 e
i(α−γ) eiα√
2
sinβ 1+cos β2 e
i(α+γ)
 .
(39)
Thus, we are interested in the distribution of
Q(D, %) = Tr
[
D%D† %
]
. (40)
Here, we can no longer assume that some transformation
D will diagonalize %. As a consequence, the distribution
of overlaps will depend not only on the eigenvalues of
%, but also on its eigenstates. To make this dependence
clear, we assume that % is diagonalized by the unitary
matrix U : % = U λU†. Then, we may write
Q(D, %) = Q(D,U, λ) = Tr
[
DU λU†D† UλU†
]
= Tr
[
D˜ λ D˜† λ
]
, D˜ = U†DU . (41)
Varying the angles α, β, γ, moves D˜ along a three-
dimensional orbit within the group SU(3), where the or-
bit itself is determined by the eigenvector matrix U .
Our aim is the estimation of the eigenvalues of % from
the overlap distribution P%(q), under a random (or sys-
tematic) sampling over the Wigner D-matrices. This is
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FIG. 4. (Color online) Density of points (t1, t2), Eq. (42),
for different random unitary matrices; panels (a), (b), (c) and
(d). The color coding reflects the density of points, such that
regions with a higher (lower) density are plotted in yellow
(purple). In the white regions no hits were found.
now much more complicated, since P%(q) now also de-
pends on the eigenvectors of %, collected as column vec-
tors in U .
For instance, in the previous section we showed that
it is sufficient to determine qmin and qmax in order to
estimate the eigenvalues, since there we got two equa-
tions for two unknowns. However, here we have many
additional unknowns for the eigenvectors. Therefore, on
should expect that the determination of qmin and qmax
will no longer be sufficient. In what follows, we use again
the JPD of partial overlaps, P%(t1, t2) together with the
full overlap distribution P%(q), to analyze this problem.
A. Density matrices with randomly chosen
eigenvectors
In this section, we consider density matrices with fixed
eigenvalues λ1 = 0.05, λ2 = 0.3 (the same eigenvalues as
in Figs. 2 and 3), but choose their eigenvector matrix U
at random from the full group SU(3). We then compute
a large sample (10 million elements) of pairs of partial
overlaps, (t1, t2) according to the expression
tk = λ1 | D˜1k |2 + λ2 | D˜2k |2 + λ3 | D˜3k |2 , (42)
obtained from Eq. (41). Here, each pair (t1, t2) is ob-
tained from a Wigner D-matrix, with angles α, β, γ cho-
sen from uniform distributions.
In Fig. 4 we plot an approximation to P%(t1, t2), in the
form of a density plot for the sample of partial overlaps
mentioned above. For each of the four panels, a different
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FIG. 5. (Color online) Overlap distribution P%(q) for the
cases, corresponding to the four panels in Fig. 4. Green dotted
line [panel (a)], red solid line [panel (b)], orange dot-dashed
line [panel (c)], and blue dashed line [panel (d)].
random matrix U of eigenvectors has been chosen, and
all of them for the same combination of eigenvalues λ1 =
0.05 and λ2 = 0.3. These plots are obtained by color
coding the number of points (t1, t2) hitting the area of
each pixel on the graph (dark regions, mean a low density
of points; bright regions a high density; regions without
points were left white). The SU(3) limits for the support
of P%(t1, t2), obtained in Sec. III, are plotted by thin solid
lines.
In all cases, it is possible to reach qmax at (t1, t2) =
(λ1, λ2). This is because the identity is an element of
SO(3) also. By contrast, it may not be possible to reach
qmin at (t1, t2) = (λ3, λ2). A very clear example for that
is shown in panel (c). By contrast, panel (d) shows a
case, where it seems that qmin is reached.
Similarly, in Fig. 5, we plot an approximation to the
total overlap distribution P%(q), in the form of a his-
togram over the total overlaps q, computed according to
Eq. (17). The histograms are calculated from the four
data sets shown in Fig. 4. The different distributions
posses a number of particularities, which may serve as
a fingerprint for the density matrix under investigation.
This means that using the overlap distribution, it is easy
to distinguish different density matrices. However, so
far we are not aware of any method to solve the inverse
problem of determining eigenvalues and orientation of the
eigenvectors, given the overlap distribution.
As mentioned before, in all cases, the overlap distri-
bution reaches the maximal value qmax, which is simply
the purity of the density matrix in question. However,
depending on the orientation of the eigenvectors, the min-
imum value qmin may or may not be reached; c.f. discus-
sion of Fig. 4.
In Sec. III C, we discussed the error propagation in the
estimation of the eigenvalues of %, based on measured val-
ues for qmin and qmax. Based on this discussion, we find
that it may be possible to obtain at least approximate es-
timates for the eigenvalues of %, if the minimum value for
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qWmin
10−1
100
101
102
p(
qW m
in
)
R1 R2 R3
FIG. 6. (Color online) Probability distribution for qmin over
an ensemble of unitary matrices. The red line is fitted to the
histogram’s tail, see main text for more details.
Q(D, %) over the Wigner-D matrices is sufficiently close
to the absolute minimum, qmin.
For that reason we study the distribution of minimum
values,
qWmin = min
D
Q(D, %) , (43)
in Fig. 6. For that purpose, we chose 104 eigenvector ma-
trices U at random, searching for each one the minimum
of Q(D, %) over 105 randomly chosen Wigner matrices.
Of course, this provides only a numerical approximation
to the true distribution of minimum values qWmin. The
resulting distribution, again for λ1 = 0.05 and λ2 = 0.3,
is shown in Fig. 6. We checked that a duplication of
the sample of Wigner D-matrices would yield an indis-
tinguishable result.
The minimum values minD Q(D, %) are restricted to
the interval [qmin, qwc], where the latter is calculated in
the following Sec. V B. Both quantities only depend on
the eigenvalues of the mixed state % to be analyzed. The
latter, qwc, is the largest possible minimum value q
W
min,
which depends on the eigenvector matrix U . In Fig. 6, it
can be seen that for the majority of eigenvector matrices,
qWmin is rather close to qmin = 0.155 and rather far away
from qwc = 0.267, which means that with high probabil-
ity, we may obtain useful estimates for the eigenvalues
of %, with reasonably small uncertainties. To illustrate
this fact, we highlight the regions R1, R2 and R3, with
the following significance: In region R1 we have 68.3%
of the counts, in R1 +R2 it is 95.4%, and if we combine
all the regions, R1 +R2 +R3 the count is 99.7%. These
percentage values are taken from the familiar 68-95-99.7
rule of statistical significance tests.
B. Maximin overlap
In game theory, “maximin” is a term used to describe
the strategy which maximizes one’s own minimum gain.
8Similarly, we consider here the maximum of the minimum
overlap, where the minimum is taken over the Wigner D
matrices, and the maximum subsequently over all possi-
ble eigenvector matrices of %. Thus
qwc = max
U∈SU(3)
min
D
Q(D, %) = max
U∈SU(3)
qWmin . (44)
Depending on the eigenvectors of %, qWmin may be con-
siderably larger than the absolute minimum value qmin,
calculated in Sec. III C, as has been shown in Fig. 6.
In the present section, we search for those eigenvector
matrices U that lead to the largest minimum value qwc.
We conjecture that we may restrict our search to the set
of permutation matrices:
U(1,3) =
0 0 10 −1 0
1 0 0
 , U(1,2) =
0 1 01 0 0
0 0 −1
 ,
U(2,3) =
−1 0 00 0 1
0 1 0
 , (45)
all of which belong to SU(3), due to the diagonal element,
set to minus one. From these three permutation matri-
ces, only the first one belongs to the class of Wigner-D
matrices. We thus expect, that for a density matrix with
such eigenvectors, the value of qmin can be reached. For
the other two cases, the minimum values qWmin are larger,
and we conjecture that the largest of the two will be qwc.
1. Permutation (1, 3)
We simply calculate the general expression for D˜,
according to Eq. (41), and obtain t1, t2 according to
Eq. (42):
t1 = λ2
sin2 β
2
+ (λ1 + λ3)
1 + cos2 β
4
+ (λ1 − λ3)cosβ
2
,
(46)
t2 = λ2 cos
2 β + (λ1 + λ3)
sin2 β
2
. (47)
This describes a single one-dimensional line in the space
of partial overlaps, parametrized by β, one of the Wigner
angles. This line connects the points, where the overlap
becomes maximal (qmax) and where it becomes minimal
(qmin), as shown in Fig. 7 (a) (solid line). Hence, in this
case qWmin = qmin.
2. Permutation (1, 2)
Again, we calculate the general expression for D˜ ac-
cording to Eq. (41) and subsequently t1, t2 according to
0.05 0.30 0.65
t1
0.05
0.30
0.65
t 2
(a)
0.0 0.2 0.4
λ1
0.4
0.6
0.8
1.0
λ
3
(b)
0
0.05
0.10
0.15
δqmin
FIG. 7. (Color online) (a) Set of points (t1, t2) which can be
reached by SO(3) transformations on %, for different eigenvec-
tor matrices U . Permutation (1, 3) (solid line), permutation
(1, 2) (dashed line), and permutation (2, 3) (dotted line). (b)
The largest difference δqmin = qwc− qmin, as a function of the
eigenvalues of %.
Eq. (42)
t1 = − 1− 3λ1
2
cos2 β +
1− λ1
2
t2 =
1− 3λ1
4
cos2 β +
1− λ1 − 2λ3
2
cosβ +
1 + λ1
4
.
(48)
Again, we obtain a one-dimensional curve parametrized
by the Wigner angle β; see Fig. 7, panel (a) (dashed line).
According to Eq. (17), we find for the overlap,
q =
(1− 3λ1)2
4
cos2 β +
(1− λ1 − 2λ3)2
2
cosβ
+
(1− λ1) (1 + 3λ1)
4
. (49)
To find qWmin in this case, we have to find the minimum of
q as a function of β. Thus, we use the derivative to find
the extremal values
−1
sinβ
dq
dβ
=
(1− 3λ1)2
4
2 cosβ − (1− λ1 − 2λ3)
2
2
= 0
⇔ cosβ = − (1− λ1 − 2λ3)
2
(1− 3λ1)2 . (50)
Of course β = 0 and pi are also extremal points, but they
correspond to q reaching its maximal value. Inserting
this result into the equation for q, we find
q
(1,2)
min = −
(1− λ1 − 2λ3)4
4 (1− 3λ1)2 +
(1− λ1)(1 + 3λ1)
4
. (51)
3. Permutation (2, 3)
Following the same steps as before, we find expressions
for t1, t2 and q
(2,3)
min . Explicitly, we obtain
q
(2,3)
min = −
(1− λ3 − 2λ1)4
4 (1− 3λ3)2 +
(1− λ3)(1 + 3λ3)
4
, (52)
9and the resulting curve in (t1, t2)-space can be seen in
Fig. 7 (a) as a dotted line.
As mentioned before, we conjecture that all other
choices of eigenvector matrices U lead to smaller values
for the minimal overlaps over the Wigner D-matrices,
i.e.,
Q(D, %) ≤ max
(
q
(1,2)
min , q
(2,3)
min
)
, (53)
which is supported by the numerical test given in Fig. 6.
Therefore, provided the conjecture holds, we may write
qwc = max
(
q
(1,2)
min , q
(2,3)
min
)
. (54)
For λ1 = 0.05 and λ2 = 0.3, qw = 0.267, which is taken
as the upper tick-mark for the horizontal axis in Fig. 6.
In Fig. 7(b), we plot δqmin = qwc − qmin as a function
of the eigenvalues λ1 and λ3, where the value of δqmin
is color coded as indicated in the legend of the figure.
The white line from (0, 2/3) to (1/3, 1/3) marks the
border between the regiones where qwc = q
(1,2)
min (above)
and qwc = q
(2,3)
min (below).
VI. CONCLUSIONS
In this paper we considered the distribution of over-
laps between a mixed state and its image under random
unitary transformations. For general unitary transforma-
tions from SU(N) we showed that the overlap distribu-
tion can be computed, in principle, following a method
introduced in Ref. [14]. The solution is based on the
calculation of the joint probability distribution (JPD) of
partial overlaps, for which we could obtain a surprisingly
simple analytical expression in the qutrit, i.e., SU(3),
case. Based on this result, we obtained a closed expres-
sion for the distribution of overlaps, and we solved the
inverse problem of estimating the eigenvalues from the
overlap distribution and computed the corresponding er-
ror estimates.
In the second part of the paper, we assumed that the
random transformations are restricted to the subgroup
SO(3), in the form of Wigner D-matrices. Then, the
overlap distribution also depends on the eigenvectors.
Choosing some random examples, we find JPD’s for the
partial overlaps, with many particular features, which are
reflected in the full overlap distribution, also. These may
serve as fingerprints for particular mixed quantum states,
allowing to verify their identity.
We then focused on the finite range of the overlap dis-
tribution, and showed that the SO(3) limits often come
quite close to the absolute SU(3) limits, which means
that while not exact, eigenvalue estimates based on trans-
formations limited to SO(3) may be useful, provided the
error is sufficiently small. Finally, we conjecture that
Eq. (54) gives the largest possible difference between the
minimal overlap calculated from SO(3) and that calcu-
lated from SU(3).
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Appendix A: Limiting cases for a qutrit (N = 3)
According to the general expression for the overlap
function, Eq. (4), we obtain for the qutrit case
Q(O, %) = λ3 − (λ3 − λ1) t1 − (λ3 − λ2) t2 , (A1)
where t1 and t2 are given by Eq. (3). Even without the
general solution, we can still solve the following limiting
cases. Eventually, we will need the distribution func-
tion PNK(t) of the sum of absolute-value squares of K
elements of column vectors of O in N = 3 dimensions.
These functions have been calculated in Ref. [14].
1. λ1 = λ2 = λ3 = 1/3
For this case we simply have
Q(O, %) =
1
3
, P%(q) = 〈δ(q − 1/3)〉 . (A2)
2. λ1 = 0, λ2 = λ3 = 1/2
For this case we have,
Q(O, %) =
1
2
(1− t1) ,
with t1 =
|O21|2 + |O31|2
2
=
1− |O11|2
2
, (A3)
since the matrix O is unitary. Therefore,
Q(O, %) =
1 + |O11|2
4
. (A4)
With this result, the probability density becomes
P%(q) = 〈 δ (q −Q(O, %)) 〉 =
〈
δ
(
q − 1 + |O11|
2
4
) 〉
=
∫ 1
0
dt P31(t) δ
(
q − 1 + t
4
)
= 4
∫ 1/2
1/4
dq′ P31(4q′ − 1) δ (q − q′) , (A5)
and finally
P%(q) = 4P31(4q − 1) for 1/4 ≤ q ≤ 1/2 (A6)
and zero otherwise.
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3. λ1 = λ2 = 0, λ3 = 1
We have
Q(O, %) = 1− t1 − t2,
= 1− (|O31|2 + |O32|2) = |O33|2, (A7)
with t1 = |O31|2, t2 = |O32|2, and |O31|2 + |O32|2 +
|O33|2 = 1. Hence,
Q(O, %) = |O33|2, P%(q) = P31(q) . (A8)
Appendix B: Details of the JPD calculation for
N = 3
Here, we will provide some details on the evaluation of
the integrals, which finally lead to Eq. (23) for the JPD
of the partial overlaps in the qutrit case. The starting
point is the following integral∫
ds1
2pi
1∏3
j=1 det[C(λj)]
. (B1)
The general method is shown here for the two orderings
that give non-trivial results using formulas in Appendix
C when needed.
1. Case a) 0 < λ1 < t1 < λ2 < λ3
Here the three poles are given by
zj =
i
t1 − λj
[
1 +
|τ |2
4 c2(λj)
]
, j = 1, 2, 3, (B2)
such that z1 lies on the upper half plane, while z2 and z3
are lying on the lower one. Thus, we close the integration
over the upper half plane, which results in a positively
oriented closed curve around the pole at z1.
Using the formula form Appendix C 1, the integral over
s1 can be written as∫
ds1
2pi
1∏3
j=1 det[C(λj)]
=
−(λ1 − t1)c2(λ1)
(a12 + b12|τ |2)(a13 + b13|τ |2) ,
(B3)
where we have defined
ajk ≡ (λj − λk)c2(λj)c2(λk), (B4)
bjk ≡ 1
4
[(λj − t1)c2(λj)− (λk − t1)c2(λk)]. (B5)
Next, we perform the integral over τ on the result using
the formula in Appendix C 2,
−(λ1 − t1)c2(λ1)
∫
dτ2
4pi2
1
(a12 + b12|τ |2)(a13 + b13|τ |2)
=
−(λ1 − t1)c2(λ1)
4pi
ln(a12b13)− ln(a13b12)
a12b13 − a13b12 .
(B6)
Now, we want to perform the final integral in s2, the
dependence on this variable is hidden in ajk and bjk
through c2(λk). Let us make this dependence explicit
by the replacements
a12b13 − a13b12 =1
4
(t1 − λ1)(λ1 − λ2)(λ1 − λ3)
× (λ2 − λ3)s22[1 + is2(t2 − λ1)], (B7)
where
a12b13
a13b12
=
1 + is2(t2 − λ2)
1 + is2(t2 − λ3) ·
1 + is2(t1 − λ1 + t2 − λ3)
1 + is2(t1 − λ1 + t2 − λ2) ,
(B8)
simplifying, we obtain∫
ds2
2pi
· · · = 1
2pi2(λ1 − λ2)(λ1 − λ3)(λ2 − λ3)
×
∫
ds2
s22
ln
[
1 + is2(t2 − λ2)
1 + is2(t2 − λ3) ·
1 + is2(t1 − λ1 + t2 − λ3)
1 + is2(t1 − λ1 + t2 − λ2)
]
.
(B9)
The integral is performed in Appendix C 3 and the result
is ∫
ds2
2pi
· · · = |t2 − λ2| − |t2 − λ3|
2pi(λ1 − λ2)(λ1 − λ3)(λ2 − λ3)
+
|t1 + t2 − λ1 − λ3| − |t1 + t2 − λ1 − λ2|
2pi(λ1 − λ2)(λ1 − λ3)(λ2 − λ3) .
(B10)
Then, in order to obtain Pλ(t1, t2) we must calculate
Z(0), given by Z(s) in Eq. (15) with sj = 0. It is
then given by the following integral that can be solved
straightforward
Z(0) =
∫
dτ2
4pi2
1(
1 + |τ |
2
4
)3 = 12pi . (B11)
Thus, finally for ordering (a)
Pλ(t1, t2) = |t1 + t2 − λ1 − λ3| − |t1 + t2 − λ1 − λ2|
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3)
+
|t2 − λ2| − |t2 − λ3|
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3) . (B12)
2. Case b) 0 < λ1 < λ2 < t1 < λ3
Here, there are two poles in the upper half plane given
by z1 and z2. We can calculate the first integral on s1
with the residue theorem again but now with two poles,
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i.e.,∫
ds1
2pi
1∏3
j=1 det[C(λj)]
=
i
detC(λ2) detC(λ3)
∣∣∣∣
s1=z1
Res
(
1
det[C(λ1)]
, z1
)
+
i
detC(λ1) detC(λ3)
∣∣∣∣
s1=z2
Res
(
1
det[C(λ2)]
, z2
)
.
(B13)
The first integral is exactly the one we calculated in case
(a). The second integral has a similar form and we can
use the same integration method. The second residue is
Res
(
1
det[C(λ2)]
, z2
)
=
i
(λ2 − t1)c2(λ2) , (B14)
and using the formula from Appendix C 1, we can calcu-
late detC(λk)|s1=z2 for k = 1, 3. With these equations,
we can obtain that the new part of the integral in s1,
given by the residue in z2 is
i
detC(λ1) detC(λ3)
∣∣∣∣
s1=z2
Res
(
1
det[C(λ2)]
, z2
)
=
−(λ2 − t1)c2(λ2)
(a21 + b21|τ |2)(a23 + b23|τ |2) . (B15)
The integral over τ is solved using the formula from
Appendix C 2 as
−(λ2 − t1)c2(λ2)
∫
dτ2
4pi2
1
(a21 + b21|τ |2)(a23 + b23|τ |2)
=
−(λ2 − t1)c2(λ2)
4pi
ln(a21b23)− ln(a23b21)
a21b23 − a23b21 .
(B16)
Replacing the definitions of ajk and bjk for c2(λj) and
c2(λk) and then to s2, we obtain
a21b23 − a23b21 = 1
4
(t1 − λ2)(λ2 − λ1)(λ2 − λ1)(λ1 − λ3)
× s22[1 + is2(t2 − λ2)], (B17)
a21b23
a23b21
=
1 + is2(t2 − λ1)
1 + is2(t2 − λ3) ·
1 + is2(t1 − λ2 + t2 − λ3)
1 + is2(t1 − λ2 + t2 − λ1) ,
(B18)
simplifying, we obtain∫
ds2
2pi
· · · = 1
2pi2(λ2 − λ3)(λ2 − λ1)(λ1 − λ3)
×
∫
ds2
s22
ln
[
1 + is2(t2 − λ1)
1 + is2(t2 − λ3) ·
1 + is2(t1 − λ2 + t2 − λ3)
1 + is2(t1 − λ2 + t2 − λ1)
]
.
(B19)
This integral in s2 is given by the formula in Appendix
C 3, therefore∫
ds2
2pi
· · · = |t2 − λ1| − |t2 − λ3|
2pi(λ2 − λ3)(λ2 − λ1)(λ1 − λ3)
+
|t1 + t2 − λ2 − λ3| − |t1 + t2 − λ1 − λ2|
2pi(λ2 − λ3)(λ2 − λ1)(λ1 − λ3) . (B20)
Using the calculated value of Z(0) = (2pi)−1 and the
value of the integral of part (a), we obtain
Pλ(t1, t2) = |t1 + t2 − λ1 − λ3| − |t1 + t2 − λ2 − λ3|
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3)
+
|t2 − λ2| − |t2 − λ1|
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3) . (B21)
Appendix C: Integration formulas
1. Integrals over s1
The following integral∫
ds1
2pi
1∏3
j=1 det[C(λj)]
=
i
detC(λ2) detC(λ3)
∣∣∣∣
s1=z1
× Res
(
1
det[C(λ1)]
, z1
)
, (C1)
where the residue is given by
Res
( 1
det[C(λj)]
, zj
)
=
i
(λj − t1) c2(λj) , (C2)
in this case with j = 1. The evaluation of detC(λk) at
s1 = zj is given by
detC(λj)|s1=zj = a′jk + b′jk|τ |2, (C3)
with
a′jk ≡
λj − λk
λj − t1 c2(λk), (C4)
b′jk ≡
1
4
(
1− λk − t1
λj − t1
c2(λk)
c2(λj)
)
. (C5)
After simplifying, the integral over s1 can be written
as∫
ds1
2pi
1∏3
j=1 det[C(λj)]
=
−(λ1 − t1)c2(λ1)
(a12 + b12|τ |2)(a13 + b13|τ |2) ,
(C6)
where we have defined
ajk ≡ (λj − λk)c2(λj)c2(λk), (C7)
bjk ≡ 1
4
[(λj − t1)c2(λj)− (λk − t1)c2(λk)]. (C8)
2. τ -integral
This integral is∫
dτ2
4pi2
1
(a1 + b1|τ |2)(a2 + b2|τ |2) (C9)
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We write τ in polar coordinates as τ = reiθ to integrate∫ 2pi
0
dθ
4pi2
∫ ∞
0
rdr
(a1 + b1r2)(a2 + b2r2)
=
1
2pi
ln(a1 + b1r
2)− ln(a2 + b2r2)
2(a2b1 − a1b2)
∣∣∣∣∞
0
=
1
4pi
ln(a1b2)− ln(a2b1)
a1b2 − a2b1 . (C10)
3. Integrals over s2
The s2 integral is given by∫ ∞
−∞
dx
x2
ln
[
1 + iq1x
1 + iq2x
· 1 + iq3x
1 + iq4x
]
= pi (|q1| − |q2|+ |q3| − |q4|) . (C11)
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