The paper describes a system for predicting the occurrence of tornadoes using revised support vector machines with filters. A support vector machine is a supervised learning method which can be used to classify data. Here a modified SVM is used to classify atmospheric data into two classes -tornado and nontornado.
Standard SVMs are not suitable for problems involving large data sets because repetition of the incremental learning process results in a large number of support vectors (SVs) being created, which in turn slows down computing. SVMs are also ill-suited for unbalanced classification problems where the data of interest, forms a small portion of the whole. In such situations more computing time is used in evaluation amongst the less important data points. A tornado detection system has a large data set because it has to receive and process periodic information from weather sensors. Also it is a problem with unbalanced data because only a small portion of the collected data point towards a tornado.
To overcome the problems with standard SVMs, the paper proposes the use of a revised SVM which reduces the number of Support Vectors generated. Revised SVMs also shrink the convex hull of the non-tornado data class while leaving the convex hull of the tornado data unmodified. This negates the problem created by unbalanced data.
In order to train the system, the available data set is divided into batches. The 1st batch of data is trained by the revised SVM to identify the SVs which are then included in batch two. The process is repeated iteratively until all the batches are trained. After completion of the training the decision function for classification is made. The SVs in the non-tornado define a hyperplane which acts as filter for screening incoming data points. Data points which clear this filter are put into the next batch of data. The filter is updated for each batch that is trained by the revised SVM.
The IRSVMF system works as follows. As a first step the optimal batch size is determined. The data in the first batch is trained to identify the support vectors, which in turn are included in the second batch. Each new data point is screened by the filter to determine if it lies in the non-tornado data set. After filtering, if the point is determined to be from the important data set, it is added to the next batch. Once the next batch is full it is trained by the revised SVM to obtain the SVs and the decision function.
The paper provides results of experiments carried out on standard SVMs, revised SVMs and revised SVMs with filters. The results indicate that the revised SVMs have the highest probability of detecting a tornado, while using about half as much CPU time as the standard SVM.
Analysis
The IRSVMF system is designed to predict the occurrence of tornadoes by classifying meteorological data into two categories, tornado and non-tornado. It has the capability to dynamically modify its filter and decision function each time it trains a batch of data. However, it is not a dynamic data driven application system because it lacks the ability, to dynamically drive the measurement of data used in tornado detection.
How to make the system a dynamically data driven application?
One way the system can influence the measurement process is to have a filter associated with the sensors. The filter could be used to screen out data that appear to fall in the non-tornado category, thus reducing the amount of data the revised SVM has to work with. This filter could be optimized and updated periodically by the IRSVMF system to optimize the data collection process.
