A saliency based framework for multi-modal registration. by Brown, Mark R.
A Saliency Based Framework for Multi-modal
Registration
Mark Brown
Submitted for the Degree of
Doctor of Philosophy
from the
University of Surrey
Centre for Vision, Speech and Signal Processing
Faculty of Engineering and Physical Sciences
University of Surrey
Guildford, Surrey GU2 7XH, U.K.
October 2016
c©Mark Brown 2016

Summary
In recent years the Digital Film Production process has seen a huge increase in the amount of
data captured, resulting in the need for automated tools within the pipeline. In particular, it
typically involves the capture of multi-modal data such as 3D Light Detection And Ranging
(LiDAR) scans, 2D images and videos, whose alignment and registration provide valuable
information within the production process.
There are significant challenges posed in this particular multi-modal registration problem that
are not faced in the majority of feature-based registration pipelines. In particular, many existing
feature detectors make modality-specific assumptions about the attributes a good, repeatable
feature should possess, and as a result cannot be applied in a general, multi-modal manner. To
combat this we take a saliency-based approach to feature detection that may be more meaning-
fully applied across modalities than other feature detectors. Furthermore, by extracting only
the most salient features of a scene, significantly fewer features are obtained, resulting in a
lower computational cost for the registration process.
The first contribution of this thesis is a generalisation of the Kadir-Brady salient point detector.
The generalisation allows for both a more robust alternative for 2D images, and a 3D extension,
where in particular it may operate on both the geometry and texture of the scene. As a result, it
allows for more meaningful multi-modal feature detection, and higher repeatability results are
observed when compared to existing 2D-3D point feature detectors.
The second contribution is the proposal of a novel salient line segment detector. By explicitly
accounting for the surroundings of a line, the approach naturally avoids repetitive parts of a
scene while detecting the strong, discriminative lines present. Its general, histogram-based
framework allows for a natural extension to depth imagery and 3D, where lines are detected
based jointly on both texture and geometry.
The final contribution is centred around the registration phase, where a globally optimal solu-
tion to 2D-3D registration from points or lines based on a Branch-and-Bound (BnB) approach
is proposed. Novel search procedures are proposed to speed up the algorithm, taking advantage
of the special nested BnB structure used. The optimality properties of the proposed approach
allow 2D-3D registration to be achieved for significantly higher rates of outliers compared to
existing approaches.
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Chapter 1
Introduction
The field of Computer Vision is centred around the purpose of automatically analysing and
“making sense” of images. Prominent examples include the task of automatically recognising
which object is in a given image (object recognition), determining the location of an object
across a video sequence (object tracking), or reconstructing a scene from multiple images (3D
reconstruction), to name just a few. In many of these applications it is imperative to determine
precisely which parts of one image should be matched with parts of another image in order to
achieve the desired end result.
The above task of aligning two sets of data, e.g. aligning two images taken of the same scene,
is referred to as the registration problem. A specific, practical example is given by the human
vision system, where the image from one eye is easily aligned with that from the other eye. This
alignment is mathematically represented via a set of registration parameters that describe the
mapping from one set of data to the other. It is a particularly useful task that forms the basis of
many higher-level frameworks within Computer Vision; for example 3D reconstruction, object
localisation, and robotics.
The multi-modal registration problem is the registration problem where the two sets of data
are from different modalities. Examples include the registration of visual spectrum imagery to
infra-red imagery, the registration of computed tomography to magnetic resonance images, or,
the focus of this thesis, the registration of 2D images to 3D data. Typically, the two multi-modal
sets of data do not look similar, but they often correlate well and share common discriminative
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features. As a result, their registration is much more difficult than the registration problem
where both sets of data are from the same modality, and different methods are often employed
for the multi-modal registration task.
Multi-modal registration finds use in a wide range of applications. It is particularly preva-
lent, for example, in the medical imaging domain [123] where there are a number of imaging
modalities (magnetic resonance imaging / computed tomography / 2D fluoroscopy images), the
registration of which automatically provides more information about the patient. The registra-
tion of thermal and visible imagery allows for more accurate object detection in urban scenes
[41], and the registration of aerial imagery with aerial depth data allows for the generation of
photo-realistic 3D city models [157].
Despite the above applications, the scope and primary application of multi-modal registration
addressed in this thesis is its role in Digital Film Production (DFP). Within DFP there are
vast, heterogeneous quantities of data obtained, with a typical high-end production capturing
more than a terabyte of data per hour [19], in the form of high resolution videos, 3D scans, and
images. This necessitates the use for automatic tools to interpret and process the large quantities
of data, made particularly challenging due to the differing modalities of data captured. The
main sources of multi-modal data within DFP are 2D images, and 3D scans typically obtained
by a Light Detection And Ranging (LiDAR) scanner. In many cases the 3D scans obtained
are untextured, adding a significant layer of difficulty to the registration problem. This thesis
therefore focuses on 2D-3D registration, however it is anticipated the techniques developed
may be of use for other multi-modal registration problems.
1.1 Objective
The specific multi-modal registration problem addressed in this thesis is 2D-3D registration
due to its importance in DFP. Typically in DFP, a LiDAR scan and multiple images of the
scene are taken, examples of which are given in Figure 1.1. To register them, it is required to
determine the location and orientation of each image with respect to the model. This allows for
texture mapping, and subsequent indexing for search and retrieval during post-production.
Our objective is therefore as follows:
1.1. Objective 3
3D 2D
Figure 1.1: Example multi-modal data for the 2D-3D registration problem. On the left are the
3D models, obtained by a colour LiDAR scanner, with an image of the scene on the right.
Objective: Given both a 3D model obtained by a LiDAR scan, and a 2D image of the same
scene, determine the pose of the camera that took the image with respect to the 3D model.
The formal definition of camera pose will be given in Chapter 5, where the six parameter prob-
lem will be explained and decomposed into the determination of camera location and camera
location.
To achieve this objective, we split it into three sub-objectives, centred around the feature-based
approach taken to the problem:
• To develop repeatable and generally applicable multi-modal feature detectors, with a
specific focus between 2D and 3D.
• To develop an approach to obtaining the 2D-3D registration parameters that is robust to
the high rates of outliers often encountered in practice.
• To evaluate the proposed approach in the context of DFP using large-scale indoor and
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outdoor datasets that have been captured in collaboration with the film industry.
The motivation behind the exact nature of the above sub-objectives is given by our overview of
the approach taken:
1.2 Overview of Approach
Similarly to other registration pipelines within Computer Vision, we take a feature-based ap-
proach to registration. In such an approach, rather than considering both the 2D and 3D sets of
data as a whole; a small set of well-localised, distinctive features (corners, for example) are first
extracted from each set of data. It is assumed that each set of features is accurately detected in
both sets of data, and that they are repeated across each representation.
Such an assumption is however more widely held within registration problems between data
from the same modality, and it is far more difficult to obtain accurate and repeatable features
between modalities. This is due to many existing feature detectors (e.g. SIFT [97]) acting
locally on the data, and making modality-specific assumptions about the attributes a good,
repeatable feature should possess. As a result, existing feature detectors typically obtain large
numbers of features for mono-modal registration, but cannot be applied in a general, multi-
modal manner.
In this thesis we propose to use salient features for multi-modal registration. Saliency is a broad
term that refers to the idea that certain parts of data are more informative or distinctive than
other areas and these parts represent the intrinsic and underlying aspects of the object. As such,
the salient parts of a scene are specific to the underlying scene itself, rather than the modality
it is represented in. While existing saliency detection algorithms can be very different across
different modalities (compare Itti-Koch saliency detection in 2D [71] with the mesh saliency
approach by Lee et al. [88] in 3D, for example), saliency detection represents a potentially
very general approach to multi-modal feature detection due to the underlying, intrinsic nature
of the features it detects. To this end, we develop novel point and line feature detectors that are
salient, and hence widely applicable and repeatable in a multi-modal context.
With the features detected in both 2D and 3D, the registration parameters are determined by
matching the two sets of features. Often, the feature matching process can be guided by only
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considering those matches whose features look similar to one another (determined by com-
paring a descriptor computed from a neighbouring region of each feature). The registration
parameters are determined as those that map the largest quantity of features from one set of
data to the other.
Within a 2D-3D feature-based registration framework, the feature matching process is very dif-
ficult. This is due to the difficulty of guiding the feature matching process by only considering
matches whose features look similar to one another. This, in turn, is due to the fact that fea-
ture appearance can vary dramatically between 3D and its 2D projection due to the non-linear
nature of the transformation; a 3D feature may be projected from a large range of viewpoints
and perspective distortion may occur. Moreover, feature matches are particularly difficult to
hypothesise when the 3D model is untextured, as may often be the case if it is obtained by a
LiDAR scanner.
The difficulty of feature matching between 2D and 3D also impacts upon the type of features
that should initially be detected. To cope with the computational complexity of such a difficult
feature matching problem, we aim to detect relatively sparse sets of features in each set of
data to make the feature matching and registration tractable. Since we aim to detect relatively
sparse features, these need to be representative of the scene, i.e. capture the the most distinctive
parts of the scene and avoid repetitive areas. These properties are naturally included as a by-
product of detecting the most salient features, and it serves as a secondary motivation for salient
feature detection for multi-modal registration. Finally, any 3D feature detector should be able
to operate on both untextured and textured 3D data, due to the availability of both types of
LiDAR scanners.
To this end, we propose novel feature detectors in both 2D and 3D that satisfy the above prop-
erties: they are salient, repeatable, sparse, representative of the scene, and, in 3D, may operate
on both untextured and textured data. We propose both a salient point detector due to their
widespread applicability, and a salient line detector due to their geometric significance; both of
which satisfy the aforementioned properties. Finally, we propose a globally optimal approach
to register the features between 2D and 3D: such an approach is naturally far more accurate than
existing heuristic approaches and is robust to the more challenging aspects of the problem.
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1.3 Contributions
In light of the overview of the proposed approach, we may now explicitly state the contributions
of the thesis. Firstly, we propose a salient point detector for both 2D and 3D data:
• A generalisation of an existing salient point detector by Kadir and Brady [74] is pro-
posed, allowing the detector to be applied in a more general, multi-modal manner.
• The generalisation is applied to both 2D images, where a novel, more robust alternative
is proposed; and to 3D data, where its general formulation allows it to operate based
jointly on both the texture and geometry of the scene.
Secondly, we propose a novel salient line detector for both 2D and 3D data:
• A salient line segment detector for images, which accounts for the surroundings of a line
segment and naturally avoids the repetitive parts of the scene, is proposed. To the best of
our knowledge, it is the first distribution-based approach to line segment detection.
• The salient line segment detector is extended to operate on 3D data, where its general
formulation allows it to detect line segments based on both the texture and geometry of
the scene.
Finally, we propose a globally optimal approach for the registration of these features:
• A globally optimal approach to 2D-3D registration from points and lines without corre-
spondences is proposed, achieved via a Branch-and-Bound (BnB) approach.
• Novel BnB search procedures are proposed to speed up the algorithm, taking advantage
of the special nested BnB structure proposed.
1.4 Structure of Thesis
The rest of this thesis is structured as follows. In Chapter 2, related work for the thesis is
presented. It covers related approaches to 2D-3D registration and, as a result, a more detailed
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explanation of the reasoning behind the approach taken here. Furthermore, it covers related
work to the contributions made in this thesis, and therefore describes related work in point and
line detection in both 2D and 3D, and related work in 2D-3D registration and global optimisa-
tion. In Chapter 3, we present work on salient point detection, where we firstly generalise the
salient point detector of Kadir and Brady [74]. Subsequently, we propose a number of salient
point detectors in both 2D and 3D that are based on the generalisation. In Chapter 4, we present
work on our proposed salient line segment detector. Its similarly general approach allows it to
be naturally extended to 3D data to operate based on both the geometry and texture of the
scene. In Chapter 5, we present a globally optimal approach to determine the 2D-3D registra-
tion parameters between these two sets of salient features, including novel search procedures
for the specific BnB approach taken. The approach is evaluated on several large-scale indoor
and outdoor datasets captured in the context of various test shoots carried out in collaboration
with the film industry. Finally, in Chapter 6 we present our conclusions and ideas for future
work.
1.5 List of Publications
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Journals:
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Chapter 2
Related Work
2.1 Introduction
Many pipelines in Computer Vision use feature detection as a first step - point feature detection
is of great importance; and both edge and line detection are of use in differing circumstances.
In this chapter we first review these necessary building blocks for our proposed registration
pipeline, and then discuss a range of approaches to the 2D-3D registration problem that are
often for slightly different applications and under different assumptions than those in this thesis.
Subsequently we focus on literature that is relevant to the registration approach using these
features taken in this thesis; namely 2D-3D registration from a set of features, and global
optimisation in registration.
To this end, we firstly discuss literature that is relevant to the first two major contributions
made in this thesis. In Section 2.2 existing approaches to 2D and 3D point feature detection
are reviewed, while in Section 2.3 existing approaches to 2D and 3D edge and line detec-
tion are reviewed. Secondly, we review existing approaches to 2D-3D registration (including
more generally, multi-modal registration) in Section 2.4. These approaches typically have
differing assumptions than those made in this thesis, e.g. that a good initial alignment is pro-
vided. We subsequently review literature for the final contribution made in this thesis: 2D-3D
correspondence-free registration in Section 2.5 and globally optimal approaches to registration
in Section 2.6. Finally, conclusions, and a review of thesis contributions in light of the literature
review, are given in Section 2.7.
9
10 Chapter 2. Related Work
2.2 Point Detection
Many registration pipelines rely on point feature detectors as the first stage. They are a very
general type of feature that may be detected across a wide variety of scenes. Furthermore,
a point admits a simple definition that makes the registration process meaningful and well-
defined: it is unclear how to determine registration parameters from a set of regions, for exam-
ple.
There has been a great deal of research in point feature detection; both in 2D [150, 93] and in
3D [60, 149]. Here we aim to give an overview of point feature detection in each modality,
describing and comparing the mechanisms involved.
2.2.1 2D Point Feature Detection
2D point feature detection is a relatively mature field: a thorough overview of fifty years of
research (up to 2007) in 2D feature detection is given by Tuytelaars and Mikolajczyk [150];
with a more recent, but less in-depth, survey given by Li et al. [93]. In both [150] and [93],
the authors categorise feature detectors by the type of feature being detected (corner, blob,
or region). However, we are more interested in the mechanism behind the feature detectors
rather than the type of feature detected, and we categorise detectors accordingly. In keeping
with the section on 3D point feature detection (Section 2.2.2), this section is split into fixed
scale and scale-invariant feature detection. However, within each section we further categorise
approaches as derivative-based and intensity-based. Quantitative analyses of a number of 2D
point feature detectors have been given by [112, 113, 1], which will be discussed after the
detectors have been introduced.
Fixed Scale Point Detectors
Firstly, we discuss fixed-scale point detectors that are derivative-based. The early Harris corner
detector [61] is a prime example, based on the second moment matrix (made up of the partial
derivatives of the image in a neighbourhood of the point p):
M(p) =
∑
q:||q−p||<t
w(q)
 Ix(q)2 Ix(q)Iy(q)
Ix(q)Iy(q) Iy(q)
2
 (2.1)
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where Ix(q) and Iy(q) are the image derivatives, and w(q) denotes the weight of the point q,
typically constructed such that points closer to p contribute more than those further away. M
is derived by shifting the image patch around p by (tx, ty) and computing the Sum of Squared
Differences (SSD) between it and the original patch: M is the coefficient to the first-order
Taylor expansion to this sum. When both eigenvalues of M are large it implies both partial
derivatives are large within a neighbourhood of p and a corner is present; a ‘corner measure’ is
constructed accordingly. Originally, the corner measure is based on the determinant and trace
of M so as to avoid computing a square root; Shi and Tomasi [139] instead propose to use the
magnitude of the smallest eigenvalue.
Alternatively, the Hessian matrix may be used [16] as the basis for a feature detector:
H(p) =
∑
q:||q−p||<t
w(q)
 Ixx(q) Ixy(q)
Ixy(q) Iyy(q)
 (2.2)
The Hessian may be used to detect ‘blob’ structures, where a point is of relatively high or low
intensity compared to its immediate surroundings. The eigenvectors and eigenvalues describe
the size and shape of the blob, with the determinant of the Hessian typically used as a response
value. In the case of both the Harris and Hessian detectors, they may be made affine-invariant
by constructing the matrix from image derivatives over an elliptical region [110].
A secondary category of point feature detectors are those that are intensity-based. These de-
tectors typically operate over a neighbouring set of pixels, but disregard the derivative of the
image. As such, they are often more robust to noise (particularly salt-and-pepper noise) than
derivative-based feature detectors, and can potentially operate much faster. An early intensity-
based approach is the SUSAN detector [141]; it defines a Univalue Segment Assimilating
Nucleus (USAN) as a set of neighbouring pixels that have a similar intensity value to a centre
pixel. Corners are subsequently defined where the number of pixels in the USAN is small.
The intensity-based approaches have led to some of the fastest feature detectors, for example
the FAST [129] corner detector is based on SUSAN, comparing the intensity of a pixel to its
neighbouring 16 pixels. It learns a decision tree for the optimal order in which to test the
intensity of the centre pixel to its neighbours, resulting in a feature detector that is an order
magnitude faster than Harris or SIFT, with little loss in performance. Mair et al. modify the
FAST detector and propose the AGAST detector [99], where a more efficient binary decision
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tree is learnt.
Scale-Invariant Feature Detection
The derivative-based Harris and Hessian detectors may be made scale-invariant by constructing
the matrices (second moment matrix or Hessian) over ellipses of varying size while convolving
with a Gaussian kernel [110]. The convolution is in terms of both the gradient estimation which
may be taken over regions of varying size σs (denoted Ix(q, σs) and Iy(q, σs) respectively),
and the weighting w(q) = e
−||q−p||2
2σ2
I , for varying σs and σI , where the Hessian at this scale is
denoted H(p, σI). It is assumed that σs and σI are in constant proportion to each other. It is
observed that detecting keypoints based on the magnitude of the scale-normalised Laplacian of
Gaussians (LoG) at scale σI , defined as:
LoG(p, σI) = σ
2
I |Tr(H(p, σI))| (2.3)
where Tr denotes the trace, produces the highest percentage of correct scales [110].
The popular SIFT detector [97] detects keypoints by the magnitude of the Difference of Gaus-
sians (DoG), defined as DoG(p, σI) = |I(p, kσI) − I(p, σI)|, where kσI and σI are neigh-
bouring scales. DoG is approximately equal to the scale-normalised LoG by the heat equation,
hence this approach allows for LoG estimation without the need for derivatives to be computed.
However, the LoG response is large for edge-like structures, so SIFT subsequently culls edge
responses using the ratio of eigenvalues of the Hessian. The SURF detector [12], which is
designed as a faster implementation of SIFT, discards the DoG step altogether and proposes an
efficient detector that seeks keypoints where the determinant of the Hessian is large.
The traditional scale-space approach, where the image is convolved with a Gaussian kernel,
has its limitations since it blurs both noise and fine detail (e.g. edges). This was first observed
by Perona and Malik [121] who propose to modify the linear scale-space to detect edges as
solutions to a non-linear partial differential equation (PDE). Alcantarilla et al. [4] use this idea
for feature detection, and propose an efficient scheme to construct the scale-space from the
nonlinear PDE. It is shown to be more repeatable under a range of image transformations than
both SIFT and SURF, with a similar computational efficiency to SIFT. Recently, Salti et al.
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[133] proposed a novel approach to keypoint detection where the wave equation is used as the
PDE; the approach particularly highlights symmetries at different scales.
Scale-invariance for intensity-based approaches is typically not addressed in the same manner
as the derivative-based approaches, where scale-space axioms have been agreed upon before
constructing the detector. Certain intensity-based approaches such as region detectors are scale-
invariant by definition since they adaptively construct a region until a certain intensity-based
criterion is met. For example, the MSER detector [106] detects regions where pixel intensities
inside the region are either higher or lower than those on its boundary. The EBR and IBR
detectors of [151] are similar; the IBR detector starting with a local extremum of intensity,
studying an intensity function along a ray from the local extremum, and stopping where the
function reaches an extremum. Region detectors are better suited for planar scenes and perform
relatively poorly on 3D objects across a change in viewpoint [113, 1].
A subset of intensity-based approaches are the typically scale-invariant histogram-based fea-
ture detectors that detect feature points via histogram construction. The Kadir-Brady saliency
detector [74] is an early example of this; it constructs a histogram of pixel intensities in a neigh-
bourhood of a point, salient points are detected where the probability distribution (normalised
histogram of pixel intensities) has a high entropy at a particular scale. It will be discussed in
greater detail in the next chapter, where it forms the basis of the proposed 2D-3D point feature
detector.
Using the histogram-based approach, a keypoint may be detected based on the idea of self-
similarity, (or lack of it) to its neighbours. Maver [108] looks for similar histograms of pixel
intensities in radial and tangential regions so as to detect keypoints that exhibit different types
of symmetry. Conversely, Lee and Chen [89] look for a point whose histogram is significantly
dissimilar from its immediate neighbours. Tombari and di Stefano [146] use a similar idea, but
where histogram comparison is only performed on the k-nearest neighbours and a computa-
tionally efficient implementation is proposed. The notion of self-similarity is very useful for
multi-modal registration, since scenes may often exhibit a similar structure between modali-
ties but lack similar finer features. Tombari and di Stefano [146] show their approach to be of
potential use for cross-spectral image registration, and Schechtman and Irani [138] construct
a self-similarity descriptor for cross-spectral imagery and sketch-based retrieval. Histogram-
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based approaches typically compute the histogram over varying sized regions, often weighting
points closer to the centre than those at the edge of the region [89, 137], and defining the opti-
mum scale by the highest response value over all scales.
The first major quantitative survey on feature detectors was given by Mikolajczyk et al. [112]
that compares the affine and scale-invariant Harris and Hessian detectors, EBR, IBR, MSER,
and the Kadir-Brady saliency detector. MSER and Hessian are shown to perform the best;
Kadir-Brady is the worst performing, however Shao et al. [137] propose a number of improve-
ments that increase its performance. A criticism of the quantitative evaluation of Mikolajczyk
et al. [112] is that it is performed on planar scenes under a known homography, rather than
3D objects across a change in viewpoint. To address this, Moreels and Perona [113] perform
a quantitative analysis on 3D objects where features are required to be observed in 3 views,
and Aanæs et al. [1] obtain a surface reconstruction of 3D objects so as to determine the
performance of feature detectors across a change in viewpoint. In [113] similar detectors are
compared as in [112] with similar conclusions, except that MSER now performs relatively
poorly. In [1] the authors conclude the scale-space detectors are the best, however the fixed-
scale Harris corner detector performs surprisingly well (except across large changes in scale).
With the exception of the Kadir-Brady saliency detector, histogram-based approaches have not
been included in quantitative evaluations.
2.2.2 3D Feature Detection
Approaches to point feature detection in 3D vary depending upon the type of data being used.
For volumetric 3D data (composed of voxels) many 2D feature detectors may be naturally
extended, e.g. 3D SIFT [53]. Indeed, a performance evaluation of volumetric 3D feature
detectors [163] show extensions of familiar 2D feature detectors (Harris, Hessian, MSER, etc);
where MSER performs particularly well, similarly to 2D [112]. However, other representations
of 3D data (point cloud or mesh) create difficulties since points are non-uniformly sampled,
points may or may not be textured, and a scale-space may not be so naturally constructed.
Point cloud and mesh representations are however the subject of this thesis and as such feature
detection for these representations will be reviewed here.
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A comprehensive overview of 3D feature detectors is given by Guo et al. [60], and a perfor-
mance evaluation is given by Tombari et al. [149] for a range of feature detectors on mesh
data. In both cases, feature detectors are classified into two groups according to whether they
are scale-invariant or not (this reflects the non-triviality of scale-invariance in 3D). In keeping
with these classifications and the previous section, we divide this section into fixed-scale and
scale-invariant approaches.
Fixed-Scale Approaches
Similarly to 2D feature detection, the Harris corner detector has been naturally extended to
operate on 3D data [140]. For each point, a best fit tangent plane is first determined. Each
neighbouring point is projected onto the plane (with local coordinates (x, y)) and assigned an
‘intensity’ value for each point as its distance to the plane (denoted I(x, y)). The 2D Harris
corner detector may be applied to this set of intensity values, where the intensity derivatives
are determined by fitting a least-square quadratic surface, resulting in the 3D Harris corner
detector.
Second derivative-based approaches in 3D typically manifest themselves through curvature-
based approaches, while avoiding any mention of a Hessian matrix. For example, Chen and
Bhanu [31] propose LSP, which locally estimates a quadratic surface around each vertex and
uses this to obtain the principal curvatures. They then assign a Shape Index (SI) to each vertex
based on the maximum and minimum principal curvatures. Points are detected based upon
whether its SI is significantly bigger or smaller than the mean of a neighbourhood of SIs.
Alternative approaches may not be derivative-based at all, taking advantage of the unordered
point cloud representation of the data. For example, Zhong [168] proposes Intrinsic Shape
Signatures (ISS), based on the eigenvalue decomposition of the 3×3 covariance matrix around
point p:
S(p) =
 ∑
q:||q−p||<t
w(q)
−1 ∑
q:||q−p||<t
w(q)(q− p)(q− p)T (2.4)
Note that, unlike in the 2D case, a normalisation term is included at the beginning of Equation
2.4: this is generally omitted for 2D feature detectors, where given the ordered nature of the
data, the normalisation term is the same for all points (except at the image boundaries). Zhong
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[168] subsequently culls points whose ratio between successive eigenvalues are similar, then
ranks feature points in proportion to the smallest eigenvalue. Mian et al. [109] propose an
approach known as KPQ, based on the covariance matrix with a similar culling procedure.
They then give each point a ’keypoint quality’ measure based on the curvature of the point and
sort the keypoints according to their quality value. Finally, starting with the keypoint with the
highest quality, the algorithm iteratively removes all keypoints within its radius.
A novel approach is taken by Sun et al. [144] who propose the Heat Kernel Signature (HKS)
for a mesh, based on the heat equation. For a fixed scale σ at point p, they determine kσ(p,p),
representing the amount of heat transferred from p to itself within time σ. This is large for the
extrema of the model since there is less area for heat diffusion to take place, and as such the
HKS generally captures the long protrusions of the surface. However, it has very high memory
requirements (16Gb RAM for 100K vertices [149]).
Similarly to 2D, machine learning approaches have been proposed to address the 3D point fea-
ture detection problem, for example by Salti et al. [134]. In particular, they train the approach
for a specific descriptor; hence, they do not focus on the repeatability of a feature, but instead
its distinctiveness (how well it may be matched using a descriptor). They use a Random Forest
classifier for fast keypoint detection, and scale-invariant feature detection is left as future work.
Scale-Invariant Approaches
Scale-space approaches to 3D feature detection have been proposed in a number of ways.
Castellani et al. [28] propose to detect Salient Points (SP) by using the Difference of Gaus-
sians (DoG) on the set of unordered 3D points, determining a point’s saliency by how far it
moves along its normal under the DoG operator. Unnikrishnan and Hebert [152] construct a
scale-space using the Laplace-Beltrami operator (the equivalent of the Laplacian operator in
Euclidean space, but defined on a manifold); known as LBSS. The operator has the effect of
moving a point along its normal as a function of its mean curvature and the scale. They then
detect scale-space extrema of a function of the Laplace-Beltrami operator applied to a point,
constructed such that the scale of a point is its radius of curvature.
The above type of approaches have been criticised since they obtain a scale-space representa-
tion by altering the geometry of the model. Alternatively, a scale-space may be constructing
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by convolving other attributes of the 3D data. For example, Novatnack and Nishino [115] ‘un-
wrap’ the surface of a 3D model to an image and create a scale-space of the surface normals
on the image. Denoting the derivative of the normal to p in the x or y direction respectively at
scale σs as Nx(p, σs) and Ny(p, σs), they construct the Gramian matrix as:
G(p, σS) =
∑
q:||q−p||<t
w(q)
 Nx(q, σs) ·Nx(q, σs) Nx(q, σs) ·Ny(q, σs)
Nx(q, σs) ·Ny(q, σs) Ny(q, σs) ·Ny(q, σs)
 (2.5)
where w(q) is the Gaussian weighting of point q. They subsequently detect corner points
based on the maximum eigenvalue of G(q, σs) and the second derivatives of the normal map.
A more general approach to constructing a scale-space is given by Zaharescu et al. [164],
known as MeshDoG. They detect keypoints in a generic way that is applicable to scalar func-
tions of 2D manifolds, e.g. mean curvature, or the intensity (if the data is textured); however,
it cannot detect keypoints based jointly on geometry and texture. Their approach is similar to
SIFT, computing a scalar function at each point, using a DoG operator on the scalar function
and rejecting keypoints for which the ratio of the eigenvalues of the Hessian are large.
An approach that is very similar to SIFT is the Viewpoint Invariant Patches approach of Wu et
al. [159], that is only applicable to textured 3D models. They propose to compute a local tan-
gent plane to each 3D point, onto which a neighbouring texture patch may be orthographically
projected and the 2D SIFT detector may be subsequently applied.
Alternative approaches to scale invariant feature detection in 3D do not perform any convolu-
tion at all. Mian et al. [109] present an automatic scale selection procedure to their approach
discussed in the previous section (known as KPQ-AS); they compute the covariance matrix
over varying sized spheres, determining the scale for which the ratio between the two largest
eigenvalues of the covariance matrix reaches a maximum. Alternatively, the 2D scale-invariant
Kadir-Brady saliency detector [74] has been proposed for 3D data by Fiolka et al. [51] who
take a histogram-based approach where the histogram is constructed from the distribution of
normals.
Tombari et al. [149] evaluate a number of fixed-scale and scale-invariant 3D point feature de-
tectors. For fixed-scale detectors, HKS and KPQ performed the best, depending on the dataset
used, with LSP performing the poorest. The change in performance for HKS across datasets is
suggested as due to the lack of strongly protruding surfaces in certain scenes - features that are
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typically robustly detected by HKS. Furthermore, HKS detects an unreasonably small quan-
tity of features per scene (an average of 10) - this is impractical for registration tasks. For
scale-invariant detectors, MeshDoG and KPQ-AS generally performs the best, but LBSS is ex-
tremely effective at determine the scale of feature points.
The majority of 2D and 3D point feature detectors are focused purely within their own modality.
There is evidence to suggest that histogram-based approaches in 2D are a promising avenue for
multi-modal feature detection due to their general formulation [146, 138]. In Chapter 3, we
propose to generalise the histogram-based Kadir-Brady saliency detector [74] and implement
a derivative-based 2D KB saliency detector, alongside a 3D KB detector that, unlike existing
approaches to 3D point detection, operates jointly on both the geometry and texture of the
scene.
2.3 Edge and Line Detection
In many registration scenarios, point features are difficult to use. For example, for untextured or
highly repetitive 3D data, there are often few discriminative point features present, and instead
one must rely on more geometrically significant features to guide the registration process. Line
features are a natural choice: their orientation is typically well localised, and as such their
registration is often as straightforward as using points (e.g. using the duality between points
and lines [64]).
In this section we review existing approaches to edge and line detection for images and 3D
data. Particularly in 2D, edge detection is a key preprocessing step for line detection. Edges
may be segmented into lines or circular or elliptic arcs [128], or the Hough Transform (HT)
[9] may be used to find straight line segments from the set of edges. Hence, in this section we
review both edge and line detection due to the close connection between the two feature types.
2.3.1 Edge Detection in Images
A survey of edge and contour detection is given by Papari and Petkov [118]. Contour detection
loosely refers to the idea of grouping edges into meaningful curves (contours) - we shall gener-
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ally avoid mentioning these, since edge detection is only of interest to this thesis due to the fact
that edges may be grouped into straight lines. Within [118] the authors categorise local edge
detectors based on whether they perform a differential or statistical analysis - this is similar to
the derivative-based and intensity-based classification approach mentioned in Section 2.2 for
2D point detectors. Since the survey of [118] there has been notable research towards learning
edge detection, which we briefly cover at the end of this subsection.
A number of derivative-based edge detectors have some similar mechanisms to point detectors.
For example, the Marr-Hildreth operator [101] is based on the Laplacian of Gaussians (LoG)
(Equation 2.3). They propose a scale-invariant detector that searches for zero-crossings of the
LoG1 to detect step-edges. However, it is poorly localised and can produce phantom edges
because it detects where the image derivative reaches both local maxima and minima. The
better-known Canny edge detector [27] is based on the first derivative of the image, where the
image is convolved with the derivative of a Gaussian (having the same effect as convolving the
image with a symmetric Gaussian, then taking the derivative) before the gradient magnitude
and orientation of each pixel is calculated. Only the pixels that have a gradient magnitude local
maximum perpendicular to the edge are retained (known as non-maxima suppression). At this
stage, it may initially be tempting to keep those edge pixels whose gradient magnitude is above
a threshold, however this would result in the detection of isolated edge pixels. Therefore,
hysteresis thresholding is used instead: two thresholds are used, and a pixel is detected as
an edge if its gradient magnitude is either above the high threshold, or if it is above the low
threshold and is next to one above the high threshold. For both the Marr-Hildreth operator [101]
and the Canny edge detector [27], edges can be detected across different scales by convolving
the image with a Gaussian kernel of varying σ. Furthermore, Canny [27] proposes a feature
synthesis approach to combine edges from different scales by detecting edges at a small scale
initially and adding edges at higher scales that are not detected by lower scales.
A problem with the traditional Gaussian scale-space approach to edge detection is that it blurs
the fine structure of the edges. To alleviate this, Perona and Malik [121] modify the scale-
space and propose anisotropic diffusion, that blurs the image but respects the edges in the
1It was stated previously that, when using the LoG for point detection, the LoG is of large magnitude for edge-
like structures and so the ratio of principle eigenvalues of the Hessian is required to distinguish points from edges.
Specifically, the LoG is of large magnitude either side of an edge, and 0 on the edge.
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scene. Alternatively, Liu and Feng [95] use an anisotropic Gaussian filter that only operates
perpendicularly to an edge. It is combined with a multi-pixel search to detect longer edges than
other approaches, culminating in the detection of short edge-line segments.
In contrast, there exist intensity-based approaches to edge detection. The SUSAN corner de-
tector [141] has a natural extension to detect edges by comparing the intensity of a pixel to its
neighbours, the edge response is a function of how few neighbouring pixels have a similar in-
tensity. It is very similar to the corner detector, the main difference is that a different threshold
is used on how few neighbouring pixels have a similar intensity. Alternatively, Holtzman-Gazit
et al. [67] determine salient edges by combining an edge preserving filter with a regional
saliency measure in a multi-scale manner. The edges detected are typically globally salient,
often encapsulating the salient object in the scene.
Other intensity-based approaches to edge detection are more specifically distribution-based;
comparing distributions from either side of the edge. For example, the Jensen-Shannon Diver-
gence (JSD) has been used as a measure between distributions for edge detection [96] via a
sliding window approach. For each pixel and each orientation, the JSD is evaluated between a
distribution from one side of the pixel and the other. However, the method is not scale-invariant,
with the sliding window being a fixed size throughout the algorithm. Further parameters have
not been discussed e.g. how to determine a probability distribution from a sliding window, and
the algorithm is only tested on one image.
The distribution-based approaches to edge detection may be naturally extended to colour im-
ages, as Ruzon and Tomasi [132] do. They use the Earth Mover’s Distance (EMD) between
distributions which formulates distance as a transportation problem; it represents the minimum
amount of work to ‘transport’ one distribution into the other. Their method obtains good qual-
itative results but is very time consuming (about 10 minutes per image) and furthermore is not
scale-invariant.
Machine learning methods have also been used for edge detection. Training data for edge
detection is often taken from the Berkeley Segmentation Dataset [102], containing 200 training
and 100 testing images with manually annotated ground truth contours. An early approach
was the Pb edge detector [103] which models the probability of a pixel being on a boundary
as dependent on a set of local features (brightness, colour, and texture) and formulates edge
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detection as a classification problem. Arbela´ez et al. [6] extend the Pb edge detector to operate
in a multi-scale manner and perform segmentation via clustering so as to obtain the contours
of the scene. Other approaches use lower-level features, e.g. Dolla´r and Zitnik [45] who use
image gradient magnitudes and orientations, and the state-of-the-art approach by Xie and Tu
[161] who use a Convolutional Neural Network (CNN) approach to detect edges at 0.4s per
image. However, it is unclear whether the training data is for edge detection in general or
for segmentation, and constructing a dataset for each new edge detection task is a daunting
prospect.
2.3.2 Line Detection
Most early methods of line detection relied upon the HT [9] to determine a set of straight lines
from a set of edges (typically extracted from the image by the Canny edge detector [27]). The
HT exhaustively searches the space of all possible infinitely long lines, using an accumulator to
count how many edge pixels are consistent with each line; lines with a suitably large number of
edge pixels lying on them are returned as the output of the algorithm. In its initial, naive form
there were many drawbacks, for example it only depended on the magnitude of the gradient and
not the orientation, and left a problem of how to accurately determine the endpoints of the lines.
However, many of these issues have been addressed, for example the Progressive Probabilistic
Hough Transform (PPHT) [107] greedily finds new lines as the accumulator is updated and
obtains their endpoints as the longest segment with gaps not exceeding a threshold. Illingworth
and Kittler [69] give a survey of the Hough Transform, covering aspects such as different
parametrisations, efficiency, and the detection of significant peaks in the accumulator, as well
as work addressing its limitations. As a result, its naive form is rarely used.
Regardless of the approach to line detection, early methods particularly suffered from the prob-
lem of setting meaningful thresholds. This was addressed by the Progressive Probabilistic
Hough Transform (PPHT) [107] by Matas et al. where it is achieved in a probabilistic manner:
the threshold is expressed in terms of the probability of the line occurring by chance. The
idea was extended by Desolneux et al. [43] who exhaustively search every line segment on the
image and define an a contrario model to control the number of false detections. The latter
part is a straightforward extension: if there are N possible line segments on an image and p
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is the probability of that line segment occurring by chance, then accepting the line if p < N
guarantees, on average,  false detections per image.
However, Grompone von Gioi et al. [154] note that this model, in its current form, is too
simple. Given an array of line segments, the model tends to interpret it as one long line,
leading to unsatisfactory results. This is not a fault of the a contrario model, but rather that it
is applied to each line individually. If instead it is applied to groups of lines at a time it will
segment a line into its components in the correct manner, known as ‘multi-segment analysis’.
However, this adds another layer of complexity, becoming O(N5) for an N x N image.
Grompone von Gioi et al. subsequently implemented a linear-time Line Segment Detector
(LSD) [155]. It is based on both the a contrario model and an earlier line detection algorithm
by Burns et al. [25]. In contrast to the majority of existing line detectors, it is based on the
orientation of the gradient of a pixel rather than its magnitude, and starts from small line seg-
ments and grows them. Furthermore, each segment has its own line support region, constructed
by grouping nearby pixels that have a similar gradient, thus detecting lines of variable width.
Given its region growing approach, it has a tendency to under-estimate the length of a line with
respect to the a contrario model (in contrast to the approach by Desolneux et al. [43] that
over-estimates the length of the line), however obtains visually pleasing and state-of-the-art
results.
The a contrario model has also been implemented in the EDLines detector by Akinlar and
Topal [3]. The approach performs similarly to LSD but up to ten times faster due to its very
fast edge detection algorithm that simultaneously detects edges and groups them into connected
chains of pixels. Less processing time is required for subsequent line detection, resulting in a
real-time line segment detector.
All line detection methods reviewed above are unable to detect lines based on their significance
or surroundings. In fact, none of them are scale-invariant, with many assuming a two-stage pro-
cess whereby edge pixels are initially extracted and then may be grouped into lines. Grompone
von Gioi et al. [155] suggest downsampling and blurring an image before detecting lines, so as
to give a multi-scale line detector; however this searches the whole image at different scales,
rather than automatically determining the optimal scale of each line individually. The small
scale of existing line detectors means they tend to return a large number of lines which do not
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capture the general structure of the scene.
2.3.3 3D Edge and Line Detection
Edges in 3D are more broadly defined than their 2D counterparts due to the variety of ways in
which a perceptually meaningful edge can be generated in 3D. Ohtake et al. [116] extend a 2D
definition of an edge, given as a set of pixels whose gradient magnitude has a local maximum
in the direction of the gradient, to 3D and arrive at a curvature-based definition of 3D edges.
Alternative approaches to 3D edge detection are also largely curvature-based [84]. However,
curvature estimation is a non-trivial problem since estimating the second derivatives required
is challenging where noise is present, and algorithms may be computationally expensive. Fur-
thermore, in contrast to 2D, there are very few approaches to line detection in 3D that use the
HT with edge detection as a precursor; [72] is a notable exception which focuses on the pa-
rameterisation of lines in 3D for use with the HT. Therefore, we shall avoid discussing existing
approaches to 3D edge detection since they are not so useful for line detection.
For 3D line detection, an early work is by Stamos and Allen [142] who detect planes in 3D and
determine lines as the intersection of these planes. Their approach is however dependent on a
number of parameters and is limited by the type of 3D line it can detect (i.e. it will not detect
lines based on texture or discontinuities in the data).
Instead of detecting lines directly on 3D data, some research is based on initially detecting lines
in 2D, then reprojecting them. Lin et al. [94] convert a 3D model into a set of shaded images
using a non-photorealistic rendering technique that provides a strong perception of edges. 2D
lines are detected on the shaded images using the LSD algorithm [155] and reprojected to 3D
where a line support region is constructed. Chen and Wang [32] detect lines in 3D point clouds
that have been reconstructed by Structure-from-Motion (SfM) by detecting and reprojecting
lines in the images used to generate the point cloud. Lu et al. [98] detect lines in a pair
of stereo images and reproject them into a 3D point set; the RANdom SAmple Consensus
(RANSAC) [52] is subsequently used to determine the 3D line segment. However, it is difficult
to apply these approaches to general 3D point clouds without manually creating a set of camera
locations with which to detect 2D lines from. Furthermore, all of these approaches detect lines
based on either the geometry or texture of the 3D model, but not both.
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Both geometric and textural lines may be detected by reprojection from an RGBD image.
Buch et al. [22] extend the edge detection method in stereo imagery presented in [124] by
approximating each edge by a line segment. However, the length of the line segment is a
parameter of the algorithm, meaning all detected line segments have the same length (in the
image space).
The majority of approaches to 3D line detection detect lines based on either the geometry or
texture of the scene, but not both. In Chapter 4, we present a radically different approach
to 2D and 3D line detection compared to the approaches reviewed in this section. Firstly, a
histogram-based approach to line segment detection is presented, enabling a representative set
of lines to be detected based on their surroundings. Secondly, the approach is extended to 3D
data where the histogram-based approach naturally allows for the detection of lines based on
both the geometry and texture of the scene.
2.4 2D-3D Registration
Here we review four general approaches to 2D-3D registration: Mutual Information (MI) align-
ment, silhouette matching, Machine Learning (ML), and feature-based registration. MI align-
ment is a correlation measure, based on the principle that, when the 3D model is projected onto
the image plane using the ground truth projection, the two sets of data should be optimally
correlated. It is the most general approach and has been used more widely for multi-modal
registration [123, 47, 104]. Silhouette matching refers to the idea that the boundary of the sil-
houette of a 3D model should align with edges detected in an image, and is a popular choice
where smaller 3D objects are sufficiently small to project entirely onto the image (not a valid
assumption in our case). ML methods have only been employed recently for the difficult 2D-3D
registration problem, they have had some success but it is unclear in general how to generate the
vast quantity of training data required. Feature-based registration is a popular choice in many
areas of computer vision; whereby a set of discriminative features are extracted from each set
of data, and the transformation is determined by optimally aligning the two feature sets under
the transformation. Since our approach falls into this category, we briefly give an overview
of feature-based registration in this section, before moving onto specific methods within the
pipeline later in this chapter.
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2.4.1 Mutual Information Alignment
MI alignment is a general approach to multi-modal registration, that has in particular proven
to be very popular for the registration of medical images [123]. MI is in itself a correlation
measure between two sets of data (images in this case), where one of which has undergone the
proposed transformation (e.g. one is the image of the 3D data under a proposed projection).
Where X and Y represent probability distributions, the MI measures the mutual dependence
between X and Y , computed as:
MI(X;Y ) = E
[
log
P (x, y)
P (x)P (y)
]
=
∑
x∈X
∑
y∈Y
P (x, y) log
P (x, y)
P (x)P (y)
(2.6)
When X and Y are independent variables, P (x, y) = P (x)P (y), and the MI is zero; con-
versely, the MI is maximised when P (x, y) = P (x) = P (y). In the context of registration,
typically the two probability distributions are constructed as a normalised histogram of pixel
intensities of each image, and the joint distribution is given as the distribution of joint pixel
intensities between the images, where one has undergone a given transformation. MI is robust
to distributions taken from very different imaging modalities since it measures the correlation
between the probability distributions of the images, rather than the correlation between the
images themselves.
MI alignment has enjoyed success within a range of multi-modal registration tasks in computer
vision, including the registration of medical images [123], cross-spectral stereo [47], and 2D-
3D registration [104, 37]. However, it is typically very computationally expensive to determine
the transformation that maximises the MI since it is highly non-linear and difficult to differen-
tiate; many approaches use the derivative-free Powell’s method or the Simplex method [123].
For cross-spectral stereo long run-times are reported [47] and for 2D-3D registration a good
initial estimate is assumed and local refinement is performed using MI.
Where MI has been used specifically for 2D-3D registration, both [104] and [37] determine
the pose and focal length of the camera that align the two sets of data, where a good initial
alignment is known. In both cases an image is registered to a laser scan, where in [104] it is
an aerial LiDAR scan but in [37] it is a laser scan of a small object. The construction of the
probability distributions is explored in both cases, with Mastin et al. [104] investigating the
height of the LiDAR data and the number of photons returned to the LiDAR scanner at a point
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as the basis for the distribution. Conversely, Corsini et al. [37] investigate the distribution of
surface normals and the amount of ambient occlusion of a 3D point to determine the probability
distribution from. In both cases the distributions may be combined, with better results typically
observed in this case.
MI based registration is a widely applicable approach to multi-modal registration. However,
it is prohibitively slow for 2D-3D registration, where MI is of better use to refine an existing
coarse solution, rather than to obtain an initial rough alignment.
2.4.2 Silhouette Matching
Silhouette matching refers to the idea that, under the optimal pose, the silhouette of the 3D
object should align with edges extracted in the image. Early methods focused on solving
the problem algebraically e.g. [85]. In such a scenario, the surface of the 3D model and the
connected edge segments in the image are modelled by polynomial patches. The transformation
that minimises the distance between the polynomials can then be found algebraically. However,
such an approach relies upon simple 3D models that can be well approximated by low degree
polynomials, and is not suitable for larger, more complicated models.
An approach for more general 3D models is given by Reinbacher et al. [125]. They obtain
silhouettes of the 3D model from a number of viewpoints and query the reference image to the
rendered silhouettes. A hierarchical search is performed so as to avoid searching all rendered
silhouettes. However, the problem is made easier by assuming the camera lies on a sphere
around the object, thus reducing the 6 Degrees Of Freedom (DOF) to 3: a full 6 DOF search
may be prohibitively expensive in this case.
Local, iterative approaches to silhouette matching have been proposed, e.g. by Rosenhahn et
al. [126], where a 2D contour is modelled as a level set (a function whose value is the distance
from a 2D point to the closest point on the contour). At each iteration, the 3D model is projected
and its silhouette obtained. The 3D silhouette and 2D contour are aligned by minimising the
distance between their level sets, and the pose updated from here. Rosenhahn et al. [127]
furthermore propose an approach to simultaneously determine the pose and segment the image,
similarly via gradient descent. The local approach is however more suited to pose tracking than
pose estimation.
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Regardless of the type of approach used in silhouette matching, all methods assume the 3D
model to be mostly projected onto the image plane. This is not a valid assumption in our case,
where images capture only a small subset of the 3D model due to the 360◦ nature of LiDAR
scanners, and silhouette boundaries are rarely projected onto the image.
2.4.3 Machine Learning
The use of ML methods to solve the 2D-3D registration problem is very limited in comparison
to the use of ML in other aspects of Computer Vision. This could be due to a) the difficulty of
constructing an end-to-end regression system for such a complicated task, with Kendall et al.
[78] recently noting that CNNs are only just beginning to be used for regression; or b) the lack
of training data available and the difficulty in manually constructing such a dataset. Despite
this, there have been some ML methods applied to the 2D-3D registration problem.
Aubry et al. [8] address the problem of aligning a painting to a 3D model. Rather than directly
learning the 2D-3D registration parameters, they render the 3D model and learn discriminative
visual features across the rendered views. Views are only rendered with camera poses occurring
at ground level and with a vertical orientation so as to produce a feasible quantity of views.
Matching features between the painting and 3D model is framed as a classification problem;
subsequently RANSAC is employed on the hypothesised feature matches to determine the
pose. Hence, the approach does not directly learn the registration parameters, rather learning
discriminative features that may be of use for the problem.
End-to-end ML approaches have only recently been proposed, e.g. a CNN by Su et al. [143].
For training, they render a number of 3D models from a large number of viewpoints (millions
of images are rendered in total). However, the approach is only for small objects and it unclear
how the training would scale to where the 3D model is of a larger scene. Instead, Kendall et
al. [78] use a CNN for 2D-3D registration of an outdoor scene, where the scene is obtained by
Structure-from-Motion (SfM). To train the model, they automatically generate training labels
from a video registered to the scene using SfM; and combine with transfer learning from recog-
nition to registration for increased efficiency and accuracy. They furthermore compute saliency
maps from the CNN, showing that the strongest responses are from higher level features.
The use of ML approaches is dependent upon the availability of training data. In this thesis the
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availability of such data is not assumed, and it is unclear whether rendering many images for
the task reflects the nature of the in-the-wild data, or if it is a scalable solution.
2.4.4 Feature-Based Registration
Feature-based registration is based on extracting a set of features from each set of data, and
determining the registration parameters from these sets of features. It is a three stage process:
i) detecting features in both sets of data, ii) describing each feature, and iii) putatively matching
features between the sets of data based on descriptor similarity, and subsequently determining
the transformation from the putative matches. It is a common general approach where the
two sets of data are from the same modality (e.g. 2D-2D fundamental matrix estimation, 3D-
3D registration), however has had limited success in multi-modal registration where feature
descriptors may be very different across a change in modality. In this subsection we first give
an overview of feature-based registration in a more general context, unrestricted to any specific
modality, before describing existing applications in 2D-3D registration.
Overview
The first stage of feature-based registration is feature detection. A feature may be broadly de-
fined as a connected subset of the original data, e.g. a circle on an image. In many applications,
a feature is a point with an associated scale and may naturally be represented by a circle (or
sphere, for 3D data); however the definition admits more general feature representations (e.g.
lines, or regions as detected by the MSER detector [106]). The main purpose of this first stage
is to obtain a set of features from each set of data that have a high repeatability; defined as the
proportion of features that are detected correctly across both sets of data. The more repeatable
features there are, the more easily features may be subsequently matched between the two sets
of data, thus making the whole registration process more tractable.
To detect features in a repeatable manner requires the detector to have a number of properties.
In particular, features must be detected in an invariant manner, where they may be detected
regardless of the potential transformations that may be applied to the data. For example, many
feature detectors are rotation- and scale-invariant since these are typical transformations that
occur in practical applications. They furthermore should detect features to a high accuracy
2.4. 2D-3D Registration 29
(e.g. to sub-pixel precision) so that the transformation may be more accurately calculated.
A more in-depth discussion of the desired qualities a feature detector should have is given by
Tuytelaars and Mikolajczyk [150]. A review of existing feature detectors was given in Sections
2.2 and 2.3.
The second stage of feature-based registration is feature description. Its purpose is to provide
an informative encoding of each feature in a succinct manner, typically represented as a vector.
Similar features should have similar descriptors; thus, the Euclidean norm between two rep-
resentations of the same feature should be small. In a similar manner to the feature detection
stage, descriptors should be invariant to a range of transformations (e.g. rotation and scale).
This may be achieved by computing the descriptor at a particular orientation of the feature that
has a rotationally-invariant property (e.g. its principal direction), and computing the descrip-
tor at the same scale determined in its detection. In addition to invariance, descriptors should
also be distinctive; whereby different features admit very different feature descriptors. There
is typically a trade-off between invariance and distinctiveness: as some information about the
feature is disregarded so as to achieve invariance, so the descriptor becomes less distinctive.
Since feature descriptors are not covered in detail later in this chapter, we briefly mention
existing approaches here. An early performance evaluation of existing 2D feature descriptors
is given by Mikolajczyk and Schmid [111], where they found SIFT [97] to perform the best.
SIFT’s descriptor is largely based on image gradients in a neighbourhood of the feature, and
is the concatenation of a number of histograms describing the magnitude and orientation of
the gradient of the image within neighbouring subregions of the feature. Since this descriptor
evaluation [111] there have been other proposed descriptors, for example SURF [12] that is
similar to SIFT but more efficient; and BRIEF [26] - a very efficient binary descriptor, allowing
comparisons to be made using the Hamming distance. A more recent evaluation of feature
descriptors is given by Khan et al. [79] where they compare a range of more recent feature
descriptors as well as SIFT and SURF. However, they find SIFT to perform the best across a
range of transformations and a range of datasets.
An evaluation of existing 3D feature descriptors is given by Guo et al. [59], where they show
FPFH [131] and SHOT [148] to be state-of-the-art descriptors. Both are based on the distri-
bution of normals in a neighbourhood of the feature (similarly to the derivative-based SIFT
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descriptor) with SHOT concatenating a set of local histograms constructed in the neighbour-
hood of the feature. FPFH is a two-stage process, initially constructing a histogram in a small
neighbourhood of the feature before re-weighting it using neighbouring histograms. These
state of the art feature descriptors all rely on a two-stage histogram construction mechanism to
increase their descriptiveness.
The final stage of feature-based registration is feature matching. The motivation is that, if
a feature from one set of data has a very similar descriptor to one in the other set of data,
they represent the same underlying entity, and should be matched to form a correspondence.
Where sufficiently many correspondences are determined, the transformation that aligns the
two sets of data may be estimated by minimising a suitable geometric error function formulated
from the correspondences. In reality, many correspondences are inconsistent with the true
transformation (termed outliers) and the transformation must be determined in a manner that
is robust to outliers.
Correspondences are typically hypothesised where the Euclidean distance between the descrip-
tors of the two keypoints is small. However, certain descriptors are more discriminative than
others, and Lowe [97] suggests instead computing the ratio of the distance to the closest neigh-
bour to the distance to the second-closest neighbour. This allows outlying correspondences to
be filtered out, since if a correspondence is an outlier there are typically a number of other
outlying correspondences within the same distance.
Once correspondences have been hypothesised, it is required to jointly determine the transfor-
mation and the outliers. This is a highly non-linear problem that is very difficult to optimise
globally, with the most popular approach being the sub-optimal hypothesise-and-test RANSAC
[52] algorithm. It repeatedly takes small sets of correspondences to hypothesise a transforma-
tion from (typically a very fast operation, since is assumed there are no outliers in the set,
and since the set is often sufficiently small that the transformation may be determined analyti-
cally). The hypothesised transformation is tested across all correspondences and the number of
correspondences that are consistent with the transformation (the inliers) is recorded. The trans-
formation with the most inliers is deemed the most likely transformation for the registration
problem. The small sets of putative matches involved means RANSAC is robust even when
there are a significant number of outliers present.
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The above detector-descriptor-matching pipeline has enjoyed widespread use for registration
tasks in computer vision. In certain cases however it may be difficult to use all three stages of
the pipeline, e.g. feature descriptors cannot be constructed for general multi-modal registra-
tion tasks, causing the subsequent matching process to be significantly more computationally
expensive.
2D-3D Feature-Based Registration
In certain cases in 2D-3D registration, it is possible to use the full detector-descriptor-matching
pipeline, as outlined above. It is typically trivial to detect features in each modality, yet there
are limited circumstances where the features descriptors may be meaningfully compared. It is
possible in certain cases, for example if the 3D data is a reconstruction from multiple images
(using Structure from Motion) then every reconstructed 3D point will have associated with it
a descriptor that was used during the reconstruction. 2D-3D registration using this type of 3D
data has been addressed by e.g. Li et al. [92]. Given the large size of the 3D reconstruction,
they propose a prioritised search mechanism to speed up feature matching, with fast run-times
reported.
The pipeline may also be used where a descriptor is tailored to the 2D-3D registration problem.
Such approaches are only applicable for certain types of 3D data since a new descriptor would
need to be constructed in each case. For example, Wang and Neumann [157] construct a
feature descriptor for 2D-3D registration of aerial images with untextured LiDAR data. They
detect line segments in each set of data, connecting them into distinctive features that may be
described and used within the feature-based pipeline to determine the registration parameters.
Alternatively, if the 3D data is textured then the full pipeline may be used. Wu et al. [160]
detect SIFT features in 2D and textured 3D data, where in 3D Viewpoint Invariant Patches
(VIP) are generated to compute SIFT features orthographically to the 3D data. They refine
feature matches by warping the 2D SIFT features such that they approximately match the same
form of the orthographic VIP SIFT features.
A recent feature-based 2D-3D registration pipeline has been proposed by Plotz and Roth [122]
that tackles the difficult problem where the 3D model is untextured. They use average shad-
ing gradients combined with a histogram of gradients descriptor that describe the average of
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how each patch of the 3D model looks across a range of lighting conditions. Harris corners
are extracted from 2D and 3D and their descriptors matched to hypothesise 2D-3D correspon-
dences, allowing the registration parameters to be recovered. However, it is unclear how it
would perform for very planar scenes where there are no discriminative geometric patterns.
The more general 2D-3D registration problem where it is difficult to hypothesise correspon-
dences between features based on the similarity of their descriptor renders the above pipeline
significantly more difficult to use. Existing approaches (e.g. [114]) focus on the matching stage
of the pipeline. Without the use of descriptors to guide the matching process, the registration
can typically be achieved for only small numbers of features. This has been used to motivate
the use of sparse, representative features used throughout this thesis.
2.5 2D-3D Correspondence-Free Registration
In this section we discuss approaches to 2D-3D registration, assuming a set of 2D and 3D
features have been extracted in each domain, and assuming putative correspondences have
not been established based on the similarity of descriptors. It is important to focus on the
correspondence-free aspect of the problem since it is often difficult to automatically establish
correspondences between 2D and 3D features. In the case of lines, there are many scenes
where it is difficult to establish correspondences based on appearance, for example in highly
repetitive man-made scenes or where low-width structures are present [66]. Furthermore, fea-
ture appearance can vary dramatically between 3D and its 2D projection due to the non-linear
nature of the transformation; a 3D feature may be projected from a large range of viewpoints
and perspective distortion may occur. More generally however, correspondences of any feature
type are particularly difficult to hypothesize when the 3D model is untextured, as is often the
case if it is obtained by a laser range scanner.
A traditional approach to the feature registration problem is the hypothesise-and-test RANSAC
algorithm [52]. RANSAC relies upon hypothesising small sets of 2D-3D correspondences
(of size 3 for the 6 parameter 2D-3D registration problem), determining the transformation
parameters from the small set of correspondences, and verifying the transformation against the
rest of the features. Assuming there are N 2D features and M 3D features, there are a total
of
(
NM
3
)
hypothetical sets of size 3 correspondences to choose from. Assuming there are only
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kN inlying feature correspondences (where k is the inlier ratio, k < 1), there are a total of(
kN
3
)
sets of size 3 of inlying correspondences. As a result, the probability, p, that a randomly
chosen set of correspondences of size 3 is composed purely of inliers is:
p =
(
kN
3
)(
NM
3
) ∼ O(( k
M
)3)
(2.7)
The number of sets of correspondences that need to be hypothesised before an inlying set is
found follows a geometric distribution, with mean 1/p. Hence, RANSAC will require an av-
erage 1/p iterations to find an inlying set of correspondences, from which the transformation
parameters determined should be consistent with kN inliers and be deemed the most likely
parameters for the registration problem. However, the hypothesis verification stage requires
projecting the 3D features onto an image plane (O(M)) and determining their nearest neigh-
bours from the 2D features (O(logN)). Hence, for 2D-3D feature registration where corre-
spondences are unknown, RANSAC has complexity O
(
M4 logN
k3
)
.
The above analysis is too simple - in reality, a set of 3 inlying correspondences may not lead
to the optimal transformation due to noise. This was observed by Chum et al. [36] who
propose an outer and an inner RANSAC loop, whereby whenever a new best solution is found
the inner RANSAC locally searches from the smaller, inlying set of correspondences. It was
more formally addressed by Imre and Hilton [70] who minimise the total number of iterations
within each stage of such a two-stage RANSAC approach. Alternative extensions have been
proposed to improve the speed of RANSAC e.g. WALDSAC [105] that evaluates the potential
correspondences of a transformation in an optimal order. However, no RANSAC variant is able
to reduce the very high complexity for this particular problem.
The high complexity of RANSAC for this problem has led to more recent approaches e.g. [39,
114] that search over the transformation space rather than potential correspondences leading
to lower complexity of O(N3). We now comment on more specific existing approaches in the
cases of point features and line features respectively. We are not aware of any that explicitly
use points and lines within the same framework.
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2.5.1 Points
One of the best, early approaches to 2D-3D registration using points where correspondences
are unknown is the SoftPosit algorithm [39]. It locally searches the transformation space while
simultaneously determining the correspondences between 2D and 3D points. At each itera-
tion, multiple, weighted correspondences are hypothesised based on the pose and points’ near-
est neighbours under the pose; and subsequently the pose is determined from the multiple,
weighted correspondences. An annealing parameter is used within the weighting that ensures
the algorithm converges towards hypothesising one-to-one correspondences as it progresses.
Moreno-Noguer et al. [114] have proposed a solution known as BlindPnP, by modelling an
initial set of poses by a Gaussian Mixture Model and using each component to initialise a
Kalman filter. Potential 2D and 3D points are considered in turn by the model to update the
mean and covariance; eventually the algorithm determines a solution with high confidence. It
performs comparably to SoftPosit in a similar amount of time except in large amounts of clutter,
where SoftPosit is outperformed by BlindPnP.
An interesting solution has been proposed by Enqvist et al. [49] who compute pairwise con-
straints between pairs of potential correspondences. By creating a graph of all possible pairs
of correspondences, the optimal solution is found by determining the largest set of pairwise
consistent correspondences, formulated as a vertex cover problem. However, results were only
given when correspondences were hypothesised and the problem was inlier set maximisation;
it is unclear how it would perform if no correspondences could be known between the 2D and
3D points.
Other proposed solutions are a lot more restrictive, e.g. both [169, 100] solve the problem
where no outliers are present. Zhou and Zhang [169] use this to obtain global information e.g.
that the mean of the 3D points should project onto the mean of the 2D points, and Marques et
al. [100] view the problem as a correspondence permutation problem, which they solve by a
convex relaxation procedure. The assumption however is unreasonable in our case, where an
algorithm that is robust to high outlier rates is required.
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2.5.2 Lines
An early solution to 2D-3D registration from correspondence-free lines is proposed by Bev-
eridge and Riseman [17] who use a local search procedure to iteratively arrive at local optima.
They investigate how easy the problem is; evaluating expected run-time as a function of the
number of lines and amount of clutter. Bhat and Heikkila¨ [18] systematically sample and rank
the space of potential poses however it is computationally inefficient for large numbers of lines.
Alternatively, the SoftPosit algorithm has been extended to use lines [40]. At each iteration, the
algorithm finds the nearest point of each 2D line for the endpoint of each 3D line. This point
assignment enables it to adapt to the original SoftPosit algorithm for points.
Some approaches to registration using lines can make restrictive assumptions. It is not uncom-
mon to assume a Manhattan World where all lines are orthogonal, which may be used to speed
up the algorithm e.g. by restricting the search space [38]. Alternatively, detected lines may be
viewed as edges on a graph, leading to a graph matching approach [34]. However the graph
structure is typically not preserved under a projective transformation, and the approach is more
suited to other tasks e.g. aerial image registration.
All existing approaches to 2D-3D correspondence-free registration are heuristic, with no guar-
antee of optimality. In contrast, in Chapter 5 we present a globally optimal solution to the
problem, achieved via a branch-and-bound approach. By solving the problem in a globally
optimal manner, our approach is demonstrably more robust to high rates of outliers compared
to state-of-the-art. Furthermore, the approach naturally allows for both points and lines to be
used within the same framework, in contrast to the approaches reviewed above.
2.6 Globally Optimal Registration
Global optimisation for feature-based registration has been an attractive topic of interest in re-
cent years [62] due to their robustness and the theoretical guarantees they bring. In this section
we describe a number of approaches to global optimisation, and focus particularly on Branch-
and-Bound (BnB) techniques (Section 2.6.2) since this is a widely applicable framework that
is used in our approach for 2D-3D registration.
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2.6.1 Polynomial Methods
Many geometry problems in computer vision may be written as solving a polynomial equation.
For example, the problem of determining the pose of a camera from three 2D-3D point corre-
spondences can be written as the solution to a quartic polynomial [83], while from three lines
it is an eighth degree polynomial [44]. The former case may be solved in closed form, while
the latter is solved using root finding methods.
Slightly more complicated problems, such as determining the pose of a camera from n 2D-
3D point correspondences [82], or determining the pose and focal length of a camera from
4 point correspondences [23] may be written as solving a system of multivariate polynomial
equations. Such a system may be solved optimally in a non-trivial manner using e.g. Gro¨bner
basis techniques from algebraic geometry [23]. The Gro¨bner basis method converts the set of
multivariate polynomial equations into another set that has the same solution but a much sim-
pler structure so they can be solved easily. However, they are potentially numerically unstable,
and scale poorly with respect to the number and size of the polynomial equations [24].
Polynomial methods have had some success in computer vision for simpler registration tasks
e.g. in minimal solvers [83, 44, 23] that are a subroutine for more complex problems e.g. reg-
istration using RANSAC. However, it appears unlikely that they would be of direct use where
outliers are present, or where correspondences are not established, due to the high complexity
of polynomials such a problem may produce.
2.6.2 Branch-and-Bound Methods
For more complicated problems, alternative algorithms have been proposed. A popular choice
is the Branch-and-Bound (BnB) approach, that recursively subdivides the search space, bound-
ing the objective function in each subdivision,
Many BnB approaches in registration rely on linear programming (LP) techniques to compute
bounds, e.g. [117], whereby bounds may be computed as solutions to a LP. In a naive form
they may only be applied to linear transformations, so to be more widely applicable nonlin-
ear constraints are relaxed into linear convex and concave envelopes to compute upper and
lower bounds respectively (e.g. [117, 167]). The optima of each envelope are determined as
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the bounds for the region of space: as the size of the region decreases the difference between
the optima decreases and so the algorithm converges. LP relaxation techniques have been de-
veloped for complex and highly non-linear problems e.g. [14], where it is used for inlier set
maximisation where correspondences are unknown. With respect to the 2D-3D registration
problem, Jurie [73] approximates perspective pose by orthographic pose (a linear transforma-
tion) to create a problem that may be solved by similar techniques without the need for convex
or concave envelopes. However, its use of the Gaussian error model results in an approach that
is not robust to outliers.
Alternative BnB approaches compute bounds that are geometrically meaningful. The earliest
approaches are due to Breuel [20] who focuses mainly on 2D-2D registration problems with
up to 4 degrees of freedom. He derives geometrically meaningful bounds that describe the
maximum distance a feature can move by under a bounded set of transformations. He also
proposes the use of matchlists: potential correspondences are kept when searching new parts
of the transformation space so as to speed up nearest neighbour searches.
The geometrically meaningful approach to computing bounds has been used for more complex
problems, e.g. two-view translation estimation [54] and relative orientation estimation [50].
Geometric bounds have been non-trivially derived for the group of 3D rotations by Hartley and
Kahl [63] by considering rotations in their minimal axis-angle representation. This has allowed
for globally optimal relative pose estimation [63], and 3D-3D registration [162]. In the latter
case an outer BnB algorithm searches over the rotation space while an inner BnB searches for
the translation.
Recent BnB approaches have focused on creating efficient search mechanisms. For example,
Parra Bustos et al. [119] propose an efficient bounding mechanism for 3D rotations, based on
the insight that a rotation leaves the magnitude of a point unchanged. Alternatively, a novel, ef-
ficient approach was proposed by Chin et al. [33]. Unlike the majority of other approaches that
search over the transformation space, this explicitly searches over potential correspondences.
Initially it hypothesises all correspondences, then runs a tree search to determine which corre-
spondences are invalid. An A* algorithm is used to significantly speed up the search. While
very good run-times are reported, it has not been tested for large numbers of outliers - this may
be significantly more challenging, since the search tree becomes exponentially larger with the
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number of outliers.
Our approach in Chapter 5 is the first globally optimal approach to 2D-3D registration using
points and lines without correspondences. We use a similar search mechanism to the globally
optimal 3D-3D registration algorithm Go-ICP [162], whereby an outer BnB searches over the
rotation space, and an inner BnB searches over the camera centre. In contrast, our problem
firstly requires the derivation of new bounds for the 2D-3D problem. Secondly, we propose
novel deterministic and probabilistic implementations that allow for the speed-up of nested
branch-and-bound algorithms. Thirdly we propose a more general solution, extending the
framework to use points and lines, allowing for broader scene applicability.
2.7 Conclusions
In this chapter we have reviewed the relevant work for the thesis. Initially, point feature de-
tection in 2D and 3D was reviewed, along with line detection in each modality; due to their
fundamental importance in registration tasks. Secondly, existing approaches to 2D-3D reg-
istration were described that motivated the use of a feature-based approach for our problem.
Subsequently, existing approaches to correspondence-free 2D-3D geometry estimation were
reviewed. Existing approaches typically scale poorly with the number of features: as a result,
we aim to detect relatively sparse features. Finally, global optimisation in geometry estimation
was reviewed, focusing particularly on Branch-and-Bound approaches.
In light of the above review, we are now able to place the contributions of this thesis in context.
In Chapter 3, we present a general framework for point feature detection inspired by the
histogram-based Kadir-Brady detector [74], and apply it to both 2D and 3D data. In contrast to
existing point feature detectors, it naturally detects 3D features based on both the geometry and
the texture of the scene and allows for points to be detected meaningfully across each modality.
Furthermore, its ability to detect sparse sets of non-repetitive features is of key importance for
the later computationally expensive registration phase.
In Chapter 4, we present a novel salient line segment detector. In contrast to existing line
detectors, our histogram-based approach is based upon the distribution of pixels either side of
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the line, allowing it to naturally detect lines in non-repetitive areas and obtain a representative
set of lines for the scene. It is extended to 3D data where it detects lines based on both the
geometry and texture of the scene. Similarly to Chapter 3, we detect sparse, non-repetitive
lines with the later computationally expensive registration phase in mind.
In Chapter 5, we present a globally optimal approach to 2D-3D registration from points and
lines where correspondences are unknown. By construction, it is more robust than existing
heuristic approaches, and this is particularly well demonstrated for high rates of outliers. We
propose formulations that allow for the speed-up of nested BnB algorithms while preserving
optimality properties of the solution. We evaluate by comparing the proposed salient features
with state-of-the-art features, and comparing the proposed BnB approach with existing 2D-3D
geometry estimation approaches.
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Chapter 3
Salient Point Detection
3.1 Introduction
Any feature-based registration pipeline requires, as a first stage, a feature detector that is able
to detect a significant proportion of repeatable features across both representations of the data.
In doing so, the subsequent feature matching process becomes far more tractable; conversely,
a low repeatability rate may result in a very slow feature matching process, or it may fail all
together.
In this thesis, we are particularly interested in multi-modal feature detectors, and as such, we
propose a generalisable point feature detector that may be broadly and meaningfully applicable
across modalities, where we specifically focus on 2D and 3D. The Kadir-Brady (KB) saliency
detector [74] for greyscale images is used as a starting point for this research. Its ability to
detect sparse sets of non-repetitive features is furthermore of key importance for the later com-
putationally expensive registration phase.
Existing point feature detection methods are typically centred around images, with applications
across a range of subfields (registration, reconstruction, image retrieval, etc). Recent advances
in 3D data acquisition (e.g. Microsoft Kinect) has resulted in a significant interest in 3D feature
detection[149, 60]. However, it is clear that the majority of 2D and 3D feature detectors are
constructed in very separate ways. The more popular 2D feature detectors are based on the
derivative of the image, and provide a principled approach to scale selection using scale-space
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theory [110, 97]. Yet, very few may be extended to operate on 3D data, with many 3D feature
detectors based on surface curvature [149]. Furthermore, the traditional scale-space approach
typically cannot be applied to 3D data without altering the geometry. The differences between
2D and 3D feature detectors are further exacerbated by the range of existing 3D data types
(point cloud, volumetric, mesh, textured / untextured), leading to different 3D feature detectors
for each case [149, 163, 60].
As such, it is very difficult to use existing point feature detectors jointly across 2D and 3D due
to the incomparable nature of their constructions. Applications such as registration, that would
typically rely on point feature detectors, instead use other techniques in the 2D-3D case (e.g.
learning a bag of features across multiple viewpoints [147], or Mutual Information alignment
[104]). These approaches are not as general as their feature-based counterparts; often making
restrictive assumptions about the scene, or requiring a good initial alignment.
To address this issue, here we propose a more general approach to point feature detection, based
on the KB saliency detector [74]. Its histogram-based approach does not exclusively depend
upon data-type specific quantities such as derivatives or curvatures. Instead, it defines a salient
point as having a high information content (as measured by the entropy of its histogram) at
a particular scale. This histogram-based approach allows it to be formulated across different
modalities in a more meaningful manner than other feature detectors due to the vast array of
ways in which histograms may be constructed.
Based upon the KB saliency detector, and inspired by the success of the 2D Harris corner
detector [61, 1] we propose a novel extension to the 2D KB saliency detector. Whereas the
original KB saliency detector constructs a histogram of pixel intensities in a circular region,
we propose a derivative based approach whereby the histogram is constructed based on the
distribution of eigenvalues of the second moment matrix. This allows our approach to detect
salient points with respect to the derivative of the image, where it may operate in a more general
manner than a typical corner detector and avoid repetitive parts of the scene.
By using the generalisable histogram-based approach of the KB saliency detector, the above
approach may be naturally extended to 3D data by constructing a histogram based on the 3D
second moment matrix [140]. Furthermore, the histogram-based approach allows for the detec-
tion of salient points based on both the geometry and texture of the scene by constructing a 2D
3.1. Introduction 43
histogram based on the texture of the 3D surface, and combining the 2D and 3D histograms.
This allows it to operate in a meaningful manner regardless of whether or not the 3D data is
textured, and is able to combine the best of both sets of features for textured data.
To briefly review similar work to ours; the KB saliency detector has already been proposed for
3D data by Fiolka et al. [51], who construct a histogram based on the distribution of normals.
By contrast, here we propose a derivative-based 2D KB saliency detector, alongside a 3D KB
detector that operates jointly on the geometry and texture of the scene. Furthermore we propose
a framework for generalisable salient point detection, and as such provide a 2D-3D evaluation
on a range of synthetic and real data. An earlier version of this work was published in [21]
based on the mean curvature, however this was a purely geometry based KB saliency detector.
The contributions of this chapter are three-fold. Firstly, a generalisation to the KB saliency
detector is formulated, demonstrating its broad applicability to operate wherever histograms
may be meaningfully constructed within a metric space. Secondly, in light of this generali-
sation, we propose a 2D derivative-based KB saliency detector based on the second moment
matrix. Thirdly, the derivative-based KB saliency detector is naturally extended to 3D, where
it may operate on both textured and untextured 3D data. It is, to the best of our knowledge,
the first 3D feature detector to operate based on both the geometry and texture of the scene
simultaneously. The proposed detectors are evaluated in a 2D-3D manner where it is shown to
be more repeatable than existing detectors (Harris 2D and 3D [61, 140], and SIFT 2D and 3D
[97, 164]).
This chapter is structured as follows. In Section 3.2 a description of the KB saliency detector
is given, along with proposed extensions and modifications [75, 137, 136]. In Section 3.3 we
propose a generalisation of the KB saliency detector. The generalisation is subsequently imple-
mented for a 2D derivative-based KB saliency detector 3.4, and a 3D KB saliency detector 3.5
that may operate on textured or untextured 3D data. In Section 3.6 results will be given, involv-
ing qualitative and quantitative results in both 2D and 3D; finally, conclusions are presented in
Section 3.7.
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3.2 The Kadir-Brady Saliency Detector
Here an outline of the Kadir-Brady (KB) saliency detector [74] and its extensions and various
implementations [75, 137, 136] are given.
The KB saliency detector [74] is originally based on the principle that the parts on an image
that are highly complex are salient. Scale-invariance is achieved by measuring the complexity
across a range of scales and only selecting points whose complexity is peaked with respect
to their scale. To further localise its scale, it is required that the point is statistically dissim-
ilar across its neighbouring scales, known as inter-scale saliency. The saliency of a point is
therefore the product of two terms: its complexity and its inter-scale saliency. Finally, salient
points are clustered into salient regions so as to be more robust to noise. These three stages of
the KB saliency detector (complexity estimation, inter-scale saliency, and clustering) are now
described in more detail:
Stage I: Complexity Estimation. The complexity of a given point (p) at a particular scale
(σs) is determined by its entropy. Entropy is, however, defined for a Probability Mass Function
(PMF) P taking one of K values (i.e. P = {p1, ..., pK}, pi ≥ 0 ∀i,
∑K
i=1 pi = 1), and is
defined as:
H(P ) = −
K∑
i=1
pi ln pi (3.1)
Informally, the entropy of a PMF gives a measure of how ‘spread out’ it is: it is maximised for
the uniform distribution and minimised when the PMF is 1 for one bin and zero for all other
bins. We take 0 ln 0 = 0 (since limx→0 x lnx = 0).
To meaningfully apply the concept of entropy to a point p at scale σs, a histogram of pixel in-
tensities is first constructed from all pixels within a distance σs fromp; denoted {v1,σs , ..., vK,σs}.
The histogram is normalised to obtain a (frequentist) PMF, denoted {vˆ1,σs , ..., vˆK,σs}, i.e.∑K
i=1 vˆi,σs = 1. Then the entropy of point p at scale σs is defined as the entropy of the
frequentist PMF:
H(p, σs) = −
K∑
i=1
vˆi,σs log (vˆi,σs) (3.2)
Stage II: Inter-Scale Saliency. Similarly to other feature detectors, only features whose re-
sponse value is peaked in scale-space are sought-after; i.e. only features whose entropy is
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Figure 3.1: An example of four distributions of pixel intensities from the image. The distri-
butions on the left have a relatively large entropy and change significantly over scale. The
distributions on the right lie in an approximately uniform part of the image, having low entropy
and not changing over scale, hence will not be deemed salient by the approach. Image taken
from [112].
peaked in scale-space are kept. Furthermore, it is necessary for the feature to be statistically
dissimilar across scale. Based on this, the PMF is compared to the PMFs of the neighbour-
ing scales, and the saliency is weighted by how dissimilar the PMFs are. Thus the weighting
function is constructed as:
W (p, σs) =
σ2s
σ2s − σ2s−1
K∑
i=1
∣∣vˆi,σs − vˆi,σs−1∣∣ (3.3)
The coefficient σ
2
s
σ2s−σ2s−1
is used so as to be scale-invariant.
From these two stages, a set of keypoints - those whose entropy is peaked in scale-space - are
obtained. They have a saliency value of H(p, σs) × W (p, σs). An example of histograms
obtained for the first two stages is given in Figure 3.1, where the advantages of determining
salient points as those with a high entropy and dissimilarity across scale are demonstrated.
Stage III: Salient Regions. From the previous stage a great number of salient points are
returned by the detector (typically hundreds of thousands); far too many to be of use in any
practical application. Hence, a simple clustering algorithm is proposed. In the original paper
[74] a rather complicated clustering algorithm, dependent upon two user-defined parameters,
is proposed. However, code provided on the author’s webpage shows either this approach may
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be used or an alternative greedy clustering algorithm, which iteratively takes the point with the
highest saliency value and removes all other points within its scale, continuing in this fashion
until no points are left. We have found the greedy clustering algorithm to be better in practice,
as well as more general since it is parameter free.
A deficiency in the above approach is that it is not affine-invariant: histograms are computed in
a circular region around a point, rather than the full range of potential elliptical regions. This
was addressed in [75] where a full, time-consuming search over all ellipses in the image is
implemented. Alternatively, in [136], the authors propose to first detect affine-covariant salient
regions using the original KB saliency detector, then adapt these to make them affine-invariant.
In [137] Shao et al. provide a number of improvements to the algorithm that significantly
increase its robustness. They do not change any fundamental aspect of the approach, instead
computing desired quantities in a more accurate and principled manner. Specifically,
i) The weighting W (p, σs) is more accurately computed, reflecting the ratios of the number of
pixels at each scale. Let there beNs pixels within σs from p. Then the weighting is determined
as:
W (p, σs) =
Ns
Ns −Ns−1
K∑
i=1
∣∣vˆi,σs − vˆi,σs−1∣∣+ Ns+1Ns+1 −Ns
K∑
i=1
∣∣vˆi,σs+1 − vˆi,σs∣∣ (3.4)
ii) The histogram is sampled differently so as to weight pixels towards the centre of the circle
more than those towards the edge. A Gaussian weighting is initially suggested; instead a
computationally inexpensive alternative is proposed where a pixel is weighted twice as much
if it is within σs−1 and three times as much if within σs−2.
iii) Partial volume estimation: some pixels are only partly within the circle. In this case, they
contribute to the histogram in proportion to how much of the pixel is inside the circle.
iv) Parzen windowing: the histogram is convolved with a Gaussian to obtain a smoother PMF.
Bilinear interpolation is suggested as a computationally inexpensive alternative.
The proposed modifications of Shao et al. [137] result in some improvement to the performance
of the KB detector, as evaluated on the dataset of Mikolajczyk et al. [112]. Hence, Shao
et al. demonstrate the potential of the approach as a repeatable feature detector, but do not
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demonstrate its broad applicability. In the next section, we generalise the KB detector and
show how it may be broadly applied across different modalities.
3.3 The Generalised Kadir-Brady Saliency Detector
The original KB saliency detector was limited in its construction and as such was only applica-
ble to images. In this section we propose a much more general formulation that allows it to be
applicable in a multi-modal manner. Subsequently, we propose a derivative-based reformula-
tion in the 2D domain, and a 3D formulation that naturally accounts for both the geometry and
texture of the scene.
To generalise the KB saliency detector, we observe that much of its construction is based on a
very general concept: points whose entropy is peaked across scale are regarded as salient. To
illustrate how widely this concept may be applied, we shall formulate the KB saliency detector
in a more general manner for points lying in a metric space.
To this end, letM be a set and d : M×M → R+ be a metric, i.e. let (M, d) be a metric
space. Define a ball of radius σ centred at p ∈M as
Bσ(p) := {x ∈M : d(p,x) ≤ σ} (3.5)
representing the set of elements of M within σ of p. Finally, assume a mapping F may be
constructed from each element ofM to anK-dimensional positive vector, i.e. F :M→ R+K .
Constructing F as a specifically vector-valued function will allow for broader applicability
where multiple attributes of the data are taken into account (e.g. geometry and texture).
From the above constructions the key components of the KB detector may be defined, allowing
for generalised KB saliency detection in (M, d). The probability mass function for an element
p ∈ M at scale σs is determined by computing a weighted sum over mappings (F) from all
points in ball Bσs(p) and normalising: explicitly, the PMF is {vˆ1,σs , ..., vˆK,σs}, where
vˆi,σs =
∑
q∈Bσs (p)w(q,p)Fi(q)∑K
j=1
∑
q∈Bσs (p)w(q,p)Fj(q)
(3.6)
where the weighting w(q,p) is constructed to favour points closer to p. The same approach to
weighting as Shao et al. [137] is taken; a Gaussian is deemed too expensive, so the following
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is proposed:
w(q,p) =

3 q ∈ Bσs−2(p)
2 q ∈ Bσs−1(p) \Bσs−2(p)
1 q ∈ Bσs(p) \Bσs−1(p)
(3.7)
where σs−2 and σs−1 denote the lower two scales. With the construction of the PMF (Equation
3.6), the entropy of a point p ∈ M at scale σs is well defined, and is the same as Equation
(3.2):
H(p, σs) = −
K∑
i=1
vˆi,σs log (vˆi,σs) (3.8)
Subsequently the inter-scale saliency, W (p, σs), is defined as in Equation (3.4). Finally, the
saliency of a point p ∈ M at scale σs is defined as the product of H(p, σs) and W (p, σs).
Salient points are subsequently clustered by iteratively taking the point with the highest saliency
value (pH ) and removing all other points within Bσs(pH).
As an example, for the 2D KB saliency detector, the metric space is (R2, L2), representing the
image plane under the Euclidean norm. A ball Bσs(p) is simply a circle of radius σs centred at
p. The mapping F takes the intensity of a pixel and maps it to the index of the histogram bin
(i.e. if the intensity of pixel p is I(p) then F(p) = (0, ...0, 1, 0, ..., 0), with a 1 in the I(p)th
element of the vector). However, the more general construction where F is a multi-valued
function allows for pixels to contribute to multiple bins. This not only extends the KB saliency
detector to other modalities but provides additional advantages, e.g. for bilinear interpolation,
or where points have multiple attributes (such as where 3D points contain information regarding
geometry and texture).
Based on the above formulation, the generalised KB saliency detector may be applied to a
range of multi-modal data. In the next two subsections, we construct a derivative-based 2D KB
saliency detector, as well as a 3D KB saliency detector that naturally operates on both the ge-
ometry and texture of the scene. In both cases, the approaches are elegantly incorporated within
the generalised KB saliency framework by simply defining the metric space and constructing
the mapping F.
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3.4 Derivative-Based 2D Kadir-Brady Saliency Detector
The original 2D KB saliency detector was constructed based on the distribution of pixel inten-
sities in a neighbourhood of a point. Whilst this gives some indication of some of the more
complex, salient parts of the image, it fails to detect the geometrically salient aspects. In partic-
ular, it rarely detects corners, for which the neighbouring complexity of pixel intensities varies
little with scale. As a result, the original 2D KB saliency detector fails to detect repeatable
features between 2D and 3D (see the results in Section 3.6.5); focusing more on the texture of
the scene rather than the geometry.
In light of this limitation for the original KB saliency detector and based on the preceding
generalisation, in this section we propose a derivative-based KB saliency detector. Specifically,
the histogram mapping F is modified to be a function of the derivative of the image at any
given pixel. This allows for high-derivative points within a low-derivative neighbourhood (e.g.
corners) to be deemed salient; an important outcome in low-textured scenes. However, it is
more general than a typical corner detector, determining salient points wherever a change in
image derivative with respect to scale occurs, and avoiding noisy or repetitive parts of the scene.
The derivative-based KB saliency detector is formulated as follows: the metric space is (R2, L2),
the same as the original KB saliency detector. The mapping F is a function of the derivative of
the image (specifically, the second moment matrix). Denote the intensity of a pixel p as I(p)
and its derivatives in the x and y directions as I(p)x and I(p)y respectively. For a fixed scale
σ, construct the second moment matrix [61] centred at p as:
M(p) =
 ∑
q∈Bσ(p)
w(q,p)
−1 ∑
q∈Bσ(p)
w(q,p)
 I(q)x2 I(q)xI(q)y
I(q)xI(q)y I(q)y
2
 (3.9)
where w(q,p) is a Gaussian weighting function designed to favour points closer to p, e.g.
w(q,p) = e
−||q−p||2
2σ2 . In constructing the matrix, we cap the derivatives at 50 pixels to give
a more perceptually meaningful approach that favours all large changes in image derivative to
the same extent. This has a similar assumption to using information-theoretic measures for
salient feature detection, where pixels are binned based on their intensity and comparisons are
made between bins - the distance between bins is the same regardless of their underlying pixel
intensities. Here we efficiently implement a distance measure which represents this underlying
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principle.
For constructing the derivative-based KB saliency detector, we are interested in the eigenvalues
λ1 and λ2 of M(p) that describe the derivative of the image. In qualitative terms, when λ1 and
λ2 are both large, p is a corner; when λ1  λ2, p is an edge; and otherwise p has little
change in derivative in any direction. To construct the histogram mapping F, the eigenvalues
of M(p) of all pixels on the image are normalised and discretised to lie in a r × r histogram.
Subsequently, F maps the eigenvalues of M(p) to the bins of the r × r histogram (hence, the
codomain of F is R+r2). Bilinear interpolation is performed, meaning at most four elements
of F will be non-zero.
An example of histograms constructed using the proposed derivative-based 2D KB saliency
detector is given in Figure 3.2, and a heatmap of the relative magnitudes of the eigenvalues of
M(p) alongside the output of the proposed detector is given in Figure 3.3. It can be seen that
the approach detects salient points where the histogram of eigenvalues changes with respect
to scale. This allows it to detect a range of derivative-based structures within the scene while
naturally avoiding the repetitive areas.
Figure 3.2: An example of four distributions of second moment matrix eigenvalues from the
image. The distributions on the left have a relatively large entropy and change significantly
with scale, and are likely to have a high saliency value. Conversely, the distributions on the
right, while having a relatively large entropy, do not change significantly over scale, and are
likely to have a lower saliency value.
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a) b)
c)
Figure 3.3: Example output of the proposed derivative-based KB saliency detector. a): Input
image. b): A heatmap indicating the magnitude of the eigenvalues of M(p). The intensity of
green represents the relative magnitude of the first eigenvalue, with red representing the relative
magnitude of the second eigenvalue. c): Salient points detected based on a histogram of the
eigenvalues. The size of the circle represents its scale.
3.5 The 3D Kadir-Brady Saliency Detector
For 3D KB saliency detection, we shall define the metric space and histogram construction from
Section 3.3. Such a general formulation allows for a large range of potential implementations;
of note is its applicability to both textureless and textured 3D data within the same framework.
More concretely, we may use a histogram mapping F that describes both the geometry and the
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texture of 3D data, rendering it equally applicable regardless of whether the 3D data is textured.
In this section, we describe the histogram construction based purely on geometry (3.5.1), on
texture (3.5.2, and on both (3.5.3). An example of histograms constructed using each approach
is shown in Figure 3.5.
Regardless of histogram construction, the metric space used here is simply (R3, L2), i.e. con-
sider all points to lie in 3D space under the Euclidean norm. If the 3D data were a mesh the
geodesic distance may be used instead, however this is slower to compute and not as widely
applicable.
3.5.1 Geometry-Based 3D KB Saliency Detector
Initially, we describe the approach taken based purely on the geometry of the 3D data. Simi-
larly to the derivative-based 2D KB saliency detector, a derivative-based approach is taken that
describes the tangent to the surface in a neighbourhood of a point. To do so, we project the
local surface of the 3D data to an image and apply the same techniques as performed previ-
ously (construction of the second moment matrix); a similar approach has been taken for the
construction of the 3D Harris corner detector [140]. The image is taken to be a tangent plane
to the 3D data, and the ‘intensity’ value of the image represents the distance of the 3D data to
the plane.
This is more formally constructed as follows: for a point p ∈ R3, first determine a least-
square tangent plane at p. Construct an orthonormal frame for the tangent plane as {t1, t2,
n}, where n is the normal to the plane. Then, for a fixed scale σ, consider the neighbouring
set of points {q ∈ Bσ(p)}. Project each point onto the plane, yielding local (u, v) coordinates
((q−p) · t1, (q−p) · t2) and define its ‘intensity’ value I(q) as the directional distance from
q to the plane, computed as (q − p) · n. The second moment matrix may thus be constructed
in the same way as Section 3.4 as:
N(p) =
 ∑
q∈Bσ(p)
w(q,p)
−1 ∑
q∈Bσ(p)
w(q,p)
 I(q)u2 I(q)uI(q)v
I(q)uI(q)v I(q)v
2
 (3.10)
where, similarly to Section 3.4, w(q,p) = e
−||q−p||2
2σ2 . The eigenvalues of N(p) are subse-
quently used in the histogram mapping F, in the same manner as performed previously. How-
ever, the derivatives I(q)u and I(q)v required in Equation 3.10 may not be estimated as easily
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as for the 2D detector, where the intensity values of a pixel’s immediate neighbours may be
used to determine the derivative. Instead, we compute a Gaussian weighted average from a set
of neighbouring points, similarly to Zaharescu et al. [164].
To compute the derivatives I(q)u and I(q)v from a non-uniformly sampled set of 2D points
{r ∈ Bσ(q)} each with intensity I(r); firstly, denote the derivative for the 2D point q as
g := (I(q)u, I(q)v). Then note that, for a point r lying sufficiently close to q, the following
relationship holds by definition of the derivative:
gT (q− r) ≈ I(q)− I(r) (3.11)
We may use Equation 3.11 to determine g by solving the weighted least-squares equation:
arg min
g
∑
r∈Bσ(q)
w(r,q)
(
I(q)− I(r)− gT (q− r))2 (3.12)
where w(r,q) is a Gaussian of small variance, e.g. w(r,q) = e
−||r−q||2
2(σ2 )
2
so that the local
derivative estimates of I(q) are computed over a tighter region than that from which N(p) is
constructed. Equation 3.12 is solved by ‘stacking’ each weighted equality in (3.11) to form an
over-determined system of the form Ag = b, from which the least-squares solution to (3.12)
is given by g = (ATA)−1ATb.
Subsequently, computing the gradient (I(q)u, I(q)v) for every neighbouring point projected
onto the tangent plane allows for the matrix N(p) to be constructed and its eigenvalues to
be computed. To construct the mapping F, the eigenvalues of N(p) of all points in the data
are normalised and discretised to lie in a r × r histogram, where bilinear interpolation is per-
formed. An example of the proposed geometry-based KB saliency detector is shown in Figure
3.4 alongside a heatmap of the eigenvalues of N(p). The approach detects a range of geometri-
cally significant structures in a scale-invariant manner, while avoiding the more repetitive areas
of the model.
3.5.2 Texture-Based 3D KB Saliency Detector
To obtain the mapping F for the texture-based 3D KB saliency detector, we adopt essentially
the same approach as the geometry-based 3D KB saliency detector in the previous section. The
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Figure 3.4: Example output of the proposed derivative-based KB saliency detector. Left: Input
3D data. Middle: A heatmap indicating the magnitude of the eigenvalues of N(p). The in-
tensity of green represents the relative magnitude of the first eigenvalue, with red representing
the relative magnitude of the second eigenvalue. Right: Salient points detected based on a
histogram of the eigenvalues. The size of the sphere represents its scale.
local surface of the 3D data is projected onto a tangent plane, and the second-moment matrix
(Equation 3.10) may be constructed again. However, rather than use the directed distance
between q and the tangent plane as the intensity value of a projected point I(q), the greyscale
value of the point q is used instead. Where the 3D data is coloured, the greyscale value is
computed via the equation I = 0.299R+ 0.587G+ 0.114B. The intensity differences (I(r)−
I(q)) in Equation 3.12 are capped between -50 and 50 pixels, similarly to the 2D approach in
Section 3.4, so as to give a more perceptually meaningful distance. The eigenvalues of N(p)
(where I(q) represents the intensity of point q) are subsequently normalised to lie in a r × r
histogram.
Note that the original KB detector may also be applied to textured 3D data to detect salient
points based on the distribution of point intensities in a 3D neighbourhood. In this case, the
mappingF is exactly the same as in the original 2D KB implementation: taking the intensity of
a point to its histogram bin while applying bilinear interpolation. Both approaches are evaluated
in Section 3.6.5.
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Figure 3.5: An example of the histogram distributions from 3D data when considering geom-
etry, texture, and both. The point on the right has a large distribution of eigenvalues based on
texture but not based on geometry, whereas the point on the left has a relatively larger distribu-
tion of eigenvalues based on geometry. In both cases, the resulting joint histogram (based on
geometry and texture) is relatively sparse.
3.5.3 Geometry and Texture Based 3D KB Saliency Detector
Our framework naturally allows for the extension to detect salient points based on both the ge-
ometry and texture. For a point p, N(p) may be constructed twice; once where I(q) represents
the distance from q to the tangent plane at p, and once where I(q) represents the intensity of
point q. Subsequently, F maps the eigenvalues of both matrices jointly into a r4 histogram;
bilinear interpolation is again performed in this 4D histogram.
An example of histograms constructed based on geometry, texture, and both, is shown in Fig-
ure 3.5. The histograms based on both are the joint histogram of the geometry and the texture
histograms. They are relatively large and, in general, sparse; exhibiting a very high entropy
only when caused by both the geometry and texture. The sparse nature of the histograms can
be potentially problematic because it takes many entries into the histogram to obtain an accu-
rate estimation of the entropy; conversely where there are only a few entries in the histogram
the observed entropy will be relatively low. This could be solved by setting r lower for the ge-
ometry and texture based 3D KB saliency detector than where just the geometry or texture are
considered separately, however this leaves an extra parameter to be set for this particular case.
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It is unclear at this stage how to solve this problem and we leave it for future work. However,
this approach is able to detect salient points based on either the geometry and texture, since in
either case a relatively high entropy is observed at a particular scale.
3.6 Experimental Evaluation
In this section we evaluate the performance of our proposed generalised salient point detector
(referred as KBD, since it is largely derivative-based) against other approaches, with both 2D
and 3D data. Qualitative and quantitative results are given, where the final aim is to detect
highly repeatable, sparse features between 2D and 3D, that may be of use in the subsequent
registration stage. For comparison against KBD, there exist a large number of feature detectors
in both 2D and 3D [150, 60], however we focus specifically on comparing against feature
detectors that may be meaningfully constructed in both 2D and 3D. We shall first introduce the
detectors in each modality before describing how they are evaluated: firstly between 2D and
2D, and secondly between 2D and 3D.
In 2D, we consider five detectors. Firstly, the traditional Harris corner detector [110]. However,
it is observed that, for small numbers of features, Harris does not detect a suitable spread of
features, with many corners detected in the same area (see Figures 3.9 and 3.10). Therefore, we
secondly evaluate the Good Features to Track algorithm (GFT) [139] to obtain a better, more
representative set of corners. Thirdly, we evaluate against the state-of-the-art SIFT detector
[97]. The final two detectors evaluated are KBD, and the original KB detector [137] (referred
to as KBO) so as to experimentally justify the construction of the proposed KBD detector
formulated in Section 3.4.
In 3D, there are optional detectors available to compare against depending upon if the texture
of the data is used. For untextured 3D data, we consider three detectors: Harris [140], SIFT,
and the proposed derivative-based geometric KB detector (Section 3.5.1), referred to as KB-G.
In 3D, Harris is not scale-invariant and performs non-maxima suppression, therefore typically
detects a better spread of corners in 3D than its 2D counterpart; hence there is no need for a
3D Good Features to Track detector. For untextured 3D data, SIFT detects keypoints based
upon the mean curvature, and will be referred to as SIFT-G. Both Harris and SIFT-G are im-
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plemented in Point Cloud Library1.
For textured 3D data, there are additional detectors that may be evaluated against. SIFT may
detect features on textured data based on the intensity (referred to as SIFT-T). Alternatively, the
KB approaches may be used to detect features based purely on the texture, with the original KB
detector referred as KBO-T and the derivative-based KB detector for textured 3D data referred
to as KBD-T. Only the KB approaches allow for both the texture and geometry to be combined
(Section 3.5.3), referred to as KBO-B and KBD-B.
From the above 2D feature detectors (Harris, GFT, SIFT, KBO, and KBD) we firstly evaluate
their repeatability in a 2D-2D scenario (Section 3.6.4). Subsequently, alongside the 3D feature
detectors (Harris, SIFT-G, KB-G, SIFT-T, KBO-T, KBD-T, KBO-B, and KBD-B) we evaluate
their repeatability between 2D and 3D. For untextured 3D data there are five 2D-3D point
combinations: Harris-Harris, GFT-Harris, SIFT-SIFT-G, KBO-KB-G, and KBD-KB-G. For
textured data there are a further five 2D-3D combinations: SIFT-SIFT-T, KBO-KBO-T, KBD-
KBD-T; and where both geometry and texture are considered by KB: KBO-KBO-B and KBD-
KBD-B. Thus, where the 3D data is textured, a total of ten 2D-3D feature detector combinations
will be evaluated, to compare the effects of considering the geometry, texture, or both, of the
textured 3D data.
The repeatability is evaluated in the same manner regardless of the type of 3D detector used
(i.e. whether it detects points based on the geometry, texture, or both). It may initially seem
unfair to evaluate them in the same way since a 3D detector that is based on either geometry
or texture has a very high chance of missing certain features that are detected in the 2D image.
However, we evaluate all feature detectors in the same manner because it is a fair reflection of
the how the feature detectors would perform for the task of 2D-3D registration.
Throughout this section the feature detectors will be evaluated for only small numbers of points.
This is due to their potential use in subsequent 2D-3D registration; the high computational
complexity of the registration problem means a large number of features cannot be used, hence
it is irrelevant to evaluate a point detector’s performance for its usual number of features.
The structure of this section is as follows. In Section 3.6.1 implementation details are given of
our approaches and the parameters used across all approaches. The synthetic and real datasets
1http://pointclouds.org/
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used are described in Section 3.6.2 and the evaluation measure (repeatability) is defined in
Section 3.6.3. 2D results are given in Section 3.6.4 and 3D results (alongside 2D-3D results)
are given in Section 3.6.5.
3.6.1 Implementation Details
For the proposed KBD detectors two parameters are user-defined: the number of bins for the
mapping F (r and r), and the number and range of scales (σs). For the number of bins we use
r = 4; and the number of scales is 12 in all cases. For the range of scales in 2D we take σ1 = 3
with σs = sσ1 (i.e. σ2 = 2σ1, etc.). In 3D, the scale is defined in proportion to the size of the
model: first, denote the length of the diagonal of the bounding box of the model as L. Then,
for the synthetic data, σ1 = 0.004L whereas σ1 = 0.003L for real data (since features are
relatively smaller for the more complex real data). Subsequent scales are defined by σs = sσ1,
the same as the mesh saliency approach by Lee et al. [88]. For the construction of matrices
M(p) and N(p) in Equations 3.9 and 3.10, the size of the ball Bσ(p) is taken to be σ = σ1.
For a fair comparison, the other approaches (SIFT, GFT, Harris, and KBO) are altered, where
possible, to align with these user-defined parameters. Therefore, for KBO the number and
range of scales used is the same as for KBD; with the number of bins used in the 1D histogram
of KBO set to 16. For SIFT in 2D the parameters provided by [153] are used and by [112] for
Harris; and the parameter for GFT is defined such that no two corners are within 16 pixels of
each other. In 3D, the fixed scale of Harris is set to σ1, and for SIFT-G and SIFT-T 12 scales
are used, with the smallest set to σ1.
3.6.2 Datasets
Three datasets are used: a 2D-2D dataset from [112] (shown in Figure 3.6); a synthetic 2D-3D
dataset (shown in Figure 3.7); and a real 2D-3D dataset (shown in Figure 3.8).
The 2D dataset is taken from Mikolajczyk et al. [112]. It is a set of six groups of six images,
with the known homography between each image in a group provided. Each group of images
has undergone a certain transformation (blurring, scale, JPEG compression, lighting, and view-
point (twice)), from small to large transformations. The first and last images in each group are
shown in Figure 3.6.
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Figure 3.6: Examples in the 2D-2D dataset from six groups of image transformations. For each
group, there are six images in the dataset ranging from small to large transformations, with the
first and last images in each group shown here.
Figure 3.7: Top: The 3D models used in the synthetic 2D-3D dataset. Bottom: An example
image from each synthetic model used in the dataset. From left to right: armadillo, buddha,
bunny, dragon, dino, temple.
For synthetic data, we use six untextured 3D models. The first four models in Figure 3.7 are
from the Stanford 3D Scanning Repository2. For each of these four models, 50 images were
rendered using POV-Ray using a random rotation matrix [7] and translation such that the model
2http://graphics.stanford.edu/data/3Dscanrep/
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Figure 3.8: Top: The 3D models used in the real 2D-3D dataset. Bottom: An example image
from each model used in the real dataset. From left to right: cathedral, courtyard, reception,
room, studio.
is centred in the image, using a point light source at the same location as the camera. The latter
two models are the 3D reconstruction provided by Guillemaut and Hilton [58] of the dinosaur
and temple from Middlebury’s multi-view reconstruction dataset [135]. In this case, 50 images
with their known projection matrix from the model are provided as part of the dataset, so there
is no need for rendering using POV-Ray.
For real data (Figure 3.8), we use five textured 3D models, obtained by a colour LiDAR scanner.
All have been obtained from [80] with the exception of room, which is from [81]. The number
of points and the dimensions of the 3D models is tabulated below:
Table 3.1: 3D Models Information.
cathedral courtyard reception room studio
Number of Vertices 522018 672342 772536 524873 348592
Bounding box diameter (m) 67.2 27.9 17.6 5.34 7.80
For each model, a set of between 7 and 11 images have been taken of the scene and manually
aligned. This has been achieved by picking pairs of image and scene points, and using the
approach by Penate-Sanchez et al. [120] to determine the pose and focal length of the camera.
An example image of each model is shown at the bottom of Figure 3.8. Note that for certain
models this does not encapsulate much of the scene (e.g. courtyard), making 2D-3D point
detection more difficult.
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3.6.3 Evaluation Measure
The performance of a point detector (either in 2D-2D, or in 2D-3D) is measured by its relative
repeatability. To define this, we shall first define the repeatability between two sets of points
(2D-2D or 2D-3D) as follows: first apply the known transformation (homography, or projec-
tion matrix) to one set of points, discarding any that do not lie within the image boundary of
the other set of points. For 2D-3D evaluation, occlusions may be handled in the case of the
synthetic 2D-3D dataset, the 3D mesh is known and hence occluded points may be discarded;
however often real data is in the form of a point cloud and this is not possible. From one set
of 2D points {pi ∈ R2}Ni=1 and the other set of transformed points {qi ∈ R2}Mi=1 (transformed
under a homography, or a projection matrix), and given an inlier threshold t, define an inlier
as a point pair (p,q) for which i) the nearest neighbour to p from the set {qi}Mi=1 is q and
vice-versa; and ii) ||p − q|| < t. The repeatability is subsequently defined as the number of
inliers divided by min(N,M).
It has been observed in the literature (e.g. [65, 149]) that the repeatability measure is biased
towards detectors that produce a lot of features, and a measure that is invariant to the number
of points detected is proposed. Therefore, we compute the relative repeatability: for each set
of points, order them in decreasing value of their response value. Then, the repeatability may
be determined from the top-k points, and a graph may be plotted of repeatability against the
k most responsive features in each set. Furthermore, this is a more useful measure for the
purposes of sparse 2D-3D registration, where large numbers of features will not be of use due
to the computational complexity of such a registration problem.
3.6.4 2D Point Detection
Qualitative results for the set of five 2D point detectors are shown in Figures 3.9 and 3.10, for
a selection of images across the three datasets used. It is immediately noticeable, by the size
and shape of the features, that Harris is affine- and scale-invariant; SIFT, KBO and KBD are
scale-invariant, and GFT is neither, being a very parameter-dependent approach. SIFT, and
in particular Harris, evidently have a tendency to detect the same feature at multiple scales
and very similar locations: this motivated the use of GFT to obtain a better spread of features
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(Section 3.6). KBO and KBD naturally detect a better spread of points than Harris and SIFT,
while retaining a parameter-free approach to scale selection.
As a qualitative comparison between the KB approaches; KBD detects more corners than KBO
(e.g. on the cathedral) while still detecting blob-like structures (e.g. windows in the third from
top image) due to the necessary change in derivative present in such features. In contrast, KBO
does not detect as wide a range of point feature types as KBD and often detects many edges
(e.g. the cathedral). While edges may be regarded as salient, a point on an edge is poorly
localised along the edge and is not useful for registration purposes.
Quantitative results for 2D point feature detectors are given in Figure 3.11 for the 2D-2D
dataset (Figure 3.6). The top-100 features are detected in each image, and an inlier thresh-
old of 3 pixels is used. It is observed that no feature detector performs the best across all
transformations. Harris performs particularly well for scale and JPEG compression changes,
but very poorly across a change in viewpoint. GFT and KBD perform similarly well across
the groups of images. Importantly, KBD outperforms KBO across a range of transformations,
justifying our proposed reformulation of the 2D KB detector.
3.6.5 3D Point Detection
Qualitative Results
Qualitative results for the 3D feature detectors are shown in Figure 3.12 for synthetic data and
Figure 3.13 for real data.
For the untextured synthetic data, only Harris, SIFT-G, and KB-G may be used. In Figure 3.12,
the scale-covariant Harris detector successfully detects a number of small-scale corners but
often in repetitive places (e.g. the leg of the armadillo). KB-G is more robust than SIFT-G,
detecting a wider range of points, e.g. on the armadillo and dino. By contrast, SIFT-G has a
tendency to detect smaller, less meaningful features, e.g on the bunny. As a comparison be-
tween features detected in 3D and the qualitative 2D results (Figures 3.9 and 3.10), 3D Harris
correlates quite well with 2D GFT, however it is clear the scale-covariance of GFT is an issue
on the dragon. SIFT and SIFT-G often do not detect geometrically meaningful entities, with
some 2D SIFT features detected off the model. KBO and KBD have some qualitative correla-
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Figure 3.9: Qualitative 2D results. The top-150 features are shown in each case. The left-
most image is from the synthetic 2D-3D dataset, second to fourth from the 2D-2D dataset
[112], with the right-most from the real 2D-3D dataset. Many images were cropped from their
original dataset for ease of presentation in this figure.
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Figure 3.10: Qualitative 2D results. The top-150 features are shown in each case. The left-
most image is from the synthetic 2D-3D dataset, while the rest are from the real 2D-3D dataset.
Many images were cropped from their original dataset for ease of presentation in this figure.
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Figure 3.11: Quantitative 2D-2D results across a range of image transformations. The relative
repeatability is measured for the top-100 point features in each case. An inlier threshold of 3
pixels is used. Example images from this dataset are shown in Figure 3.6.
tion with KB-G, but KBO often detects edges and avoids corner-like structures (particularly so
on the dino).
Qualitative results for real data are given in Figure 3.13, where points are detected based on
geometry (Harris, SIFT-G, KB-G), texture (SIFT-T, KBO-T and KBD-T), or both (KBO-B and
KBD-B). For the geometry-based approaches a: Harris is limited by its scale-covariance, and
KB-G is generally more robust than SIFT-G. For texture-based detectors, few qualitative dis-
tinctions can be made between SIFT-T and KBD-T, however KBD-T detects more textural
corner-like structures than SIFT-T (the same as in 2D in Figures 3.9 and 3.10). Similarly to
the 2D results, KBO-T detects more edge-like structures - particularly on the pavement on the
cathedral. Interestingly, texture-based feature detectors often detect geometrically-significant
features (e.g. corners on the cathedral, and the table-leg in the room) due to a natural change in
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Model Harris SIFT-G KB-G
Figure 3.12: Qualitative 3D results for all models from the synthetic dataset. The top-200
points are shown in each case. The size of the sphere indicates the scale of the point.
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Figure 3.13: Qualitative 3D results for cathedral and room from the synthetic dataset. The
top-400 points are shown in each case. The size of the sphere indicates the scale of the point.
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colour on the model surface, or the lighting conditions. Finally, both KBO-B and KBD-B detect
points based on both the geometry (corners of the cathedral) and texture (carpet and picture in
room).
Quantitative Results
Quantitative results for the synthetic dataset are presented first. For each model-image pair, the
relative repeatability is computed using the top-k 2D points and the top-2k 3D points (since it is
expected half the 3D points will be occluded by the model), for k varying between 20 and 100.
It is computed for inlier thresholds (t) of 3 and 6 pixels and averaged across all images of the
model. Results are given in Figure (3.14), where, given the 3D data is untextured, a comparison
is made between Harris-Harris, SIFT-SIFT-G, GFT-Harris, KBO-KB-G, and KBD-KB-G.
It is observed that, in general, GFT-Harris and KBD-KB-G perform the best; between them
having the highest repeatability across all six models. Both have repeatabilities of at least 30%
for (relatively) large numbers of points; sufficiently high for subsequent 2D-3D registration.
Harris-Harris, SIFT-SIFT-G and KBO-KB-G perform similarly poorly, rarely obtaining a re-
peatability of above 20%. It is perhaps surprising that KBO-KB-G performs so poorly here
in comparison to the results of KBO on the 2D-2D evaluation (Figure 3.11) - the derivative-
based KB formulation is evidently more indicative of geometry rather than texture based on
these results. Comparing between 3 pixels and 6 pixels as the inlier threshold; GFT-Harris
performs slightly better than KBD-KB-G for the smaller threshold, the reverse is true of the
larger threshold. However, the increase in inlier threshold from 3 to 6 typically results in a
repeatability increase by a factor of around 2, regardless of detector or dataset.
Next, quantitative results for the real dataset are presented. For each model-image pair, the
relative repeatability is computed using the top-k 2D points and the top-2k 3D points, with the
exception of the larger courtyard and reception datasets where the top-4k 3D points are used,
since here it is expected the majority of the 3D points will not be projected onto the image.
k is varied up from 20 to 200. Similarly to the synthetic dataset, the relative repeatability is
computed for inlier thresholds of 3 and 6 pixels.
Results are presented in Figure 3.15, where a comparison is made between all ten approaches
(as described at the beginning of Section 3.6). Between the different models, the best results
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Figure 3.14: Results on the untextured synthetic dataset. Each graph shows the relative repeata-
bility of the detectors for each dataset, for k = 20, 40, 60, 80, 100. The graphs are ordered such
that a graph of inlier threshold 3 pixels is shown above that of inlier threshold 6 pixels.
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Figure 3.15: Results on the real dataset. The first and third rows show the relative repeatability
of the detectors for an inlier threshold of 3 pixels, and the second and fourth rows show the
relative repeatability for an inlier threshold of 6 pixels. k varies between 20 and 200. The
graphs are ordered such that a graph of inlier threshold 3 pixels is shown above that of inlier
threshold 6 pixels.
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are obtained on reception and room, with repeatability rates of over 30% in some cases. How-
ever, the other three models only obtain repeatability rates of between 15% and 25%. Between
the different point detectors, KBD-KBD-T and KBD-KBD-B generally perform the best across
all models. GFT-Harris performs similarly well except on the more textured models room and
studio. KBO-KBO-T occasionally performs well but KBO-KBO-B does not, further demon-
strating that KBO does not detect geometrically significant features in 2D. Similarly to the
synthetic dataset, SIFT-SIFT-G and Harris-Harris do not perform well in general.
As a comparison between the methods proposed here (KBD-KB-G, KBD-KB-T, and KBD-
KB-B), KBD-KB-G generally does not perform as well except on the cathedral model. It is
perhaps surprising that KBD-KB-T consistently performs well, particularly on courtyard and
reception where there is little discriminating texture; however as observed in the qualitative
results, geometric features are often accompanied by a change in texture. Furthermore, the
scale selection process within the KB detector allows it to naturally avoid repetitive parts of
a scene. KBD-B consistently performs well regardless of the scene, outperforming the other
approaches on the cathedral and studio.
3.7 Conclusions
In this chapter we have presented a general approach to multi-modal salient point feature de-
tection, based on the information-theoretic Kadir-Brady saliency detector [74]. The histogram-
based framework developed allows for a unified approach to feature detection in 2D, and both
textured and untextured 3D data. A derivative-based approach to histogram construction was
taken based on the success of derivative-based feature detectors, and because image derivatives
are more indicative of the underlying geometry of the scene. The results show the proposed
approach to be more repeatable than existing feature detectors that have 2D and 3D implemen-
tations (Harris and SIFT). Furthermore, its ability to naturally operate on textured or untextured
3D data allow the approach to detect features based on both attributes simultaneously, increas-
ing its robustness and widening its applicability. Although the focus in this chapter was on 2D
and 3D, it can in principle be applied to other domains due to its generalisable formulation.
There is scope for improvement in our method; in particular, the qualitative results show our
approach to occasionally detect edges as salient. While there may be some salient properties
72 Chapter 3. Salient Point Detection
regarding the edges, a point on an edge is not well localised along the edge and may not be
as useful for geometry estimation. This could be addressed in a similar manner to Tombari
and di Stefano [146] where histograms are compared between neighbouring points, rather than
between neighbouring scales. Alternatively, one may consider other attributes to construct
a histogram from, other than the first derivatives of the image. However, while the second
derivatives of the image have had considerable success in feature detection via SIFT [97], the
blob-like features they detect are generally more indicative of texture rather than geometry.
In the next chapter we build upon our work on salient feature detection and propose an information-
theoretic framework for line detection, a feature that implicitly conveys more information about
the geometry of the scene than points. A generally applicable, histogram-based approach is
taken, resulting in a line detector that naturally avoids repetitive parts of the scene and, in 3D,
may delineate changes in both geometry and texture. By jointly detecting both points and lines
a more complete scene description is obtained, and the subsequent registration process is made
more robust due to the complementarity of these features.
Chapter 4
Salient Line Segment Detection
4.1 Introduction
In this chapter we propose a novel, information-theoretic salient line segment detector. It has
been inspired by the information-theoretic approach to salient point detection described in the
previous chapter, where the entropy of a circular histogram surrounding a point is directly re-
lated to its saliency value. By contrast, here we consider rectangular histograms taken from
either side of a line segment, and use an information-theoretic measure that describes the
dissimilarity between them. Similarly to the salient point detector proposed in the previous
chapter, this histogram-based approach is highly generalisable, and we propose an extension
for 3D salient line segment detection that detects lines jointly delineating changes in surface
orientation or texture.
Line segments are an important low-level feature in their own right, particularly where man-
made structures are present. In many situations they may be used in a similar manner to points,
e.g. pose estimation [5], stereo matching [13], or structure from motion [11]. This may often
be helped by using the duality between lines and points, resulting in similar registration ap-
proaches for the two types of feature [64]. Further, there are tasks especially suited to lines,
e.g. vanishing point estimation for camera calibration [15], image resizing [30], or structural
graph matching [34].
The existing methods for line detection either first use a derivative-based edge detector and de-
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tect lines from the edges (e.g. LSD [3] or via the Hough Transform [9]), or they directly group
pixels in the image into line segments based on the magnitude and direction of their derivative
[155, 25]. However, these are all based on the derivative of the image and do not take the
surroundings of the line into account; thus they detect a large number of lines, particularly in
repetitive scenes. This limitation is illustrated in Figure 4.1: state of the art line detection de-
tects all lines regardless of their significance, whereas, ideally, the non-repetitive lines denoting
the geometrically-significant edges would be preferentially detected.
To address this, we propose to detect only the salient line segments, an area that to the best of
our knowledge has not been directly addressed in the literature, with the exception of work that
addresses the case of detection of salient lines from a set of points [91] - however, this requires
a set of points to be detected by a first stage and hence is not a full approach to salient line
detection. Instead, saliency detection commonly refers to the computation of a saliency map
(e.g. [71]), with some work addressing salient edge detection [67] and salient point detection
[74]. In detecting only the salient line segments, we propose an approach that is fundamentally
different from existing methods for line segment detection in that it is not derivative-based:
instead, it seeks informational contrast between regions and thereby favours non-repetitive
edges. The information is expressed in terms of distributions of pixel intensities taken from
rectangles of a variable width, meaning our approach operates over a larger scale than other
detectors and so naturally avoids repetitive parts of a scene.
We measure the contrast between the two distributions on either side of the line using the
information-theoretic Jensen-Shannon Divergence (JSD). This measure has been used else-
where for edge detection [96], unlabeled point-set registration [156], and DNA segmentation
[56]. It has many interpretations, e.g. it may be expressed in terms of other information-
theoretic quantities such as entropy, the Kullback-Liebler Divergence and Mutual Information,
having further interpretations in both statistical physics and mathematical statistics [56].
Our measure of line saliency may further be used as a saliency filter on existing line detectors.
This allows it to cull the non-salient line segments computed by other detectors and localise
the position of salient lines under our saliency measure. It furthermore increases the speed
of salient line detection by orders of magnitude over the naive approach of determining the
saliency measure of every possible line segment on the image.
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Figure 4.1: Left: Input image. Centre: LSD algorithm, [155], returning 1026 lines. Right: Our
proposed approach, returning 75 lines, indicative of the broad structure of the scene. Image by
Gila Brand, http://commons.wikimedia.org/wiki/File:Washington DC windows.jpg. Licensed
under CC BY 2.5. Grayscale of original.
We finally extend our approach to detect salient lines in 3D data. Line detection in 3D is
a potentially very computationally expensive procedure due to its higher dimensionality in
comparison to line detection in 2D. This would be further compounded in our saliency-based
approach since we compute informational contrast between regions either side of a line; these
regions are not as well defined in 3D, adding a potential further parameter to optimise for each
line. Therefore, we project the 3D data to 2D where salient lines are detected, before repro-
jecting them to back 3D (a similar idea to existing non-salient 3D line detectors [94, 32]). In
comparison to [94, 32] however, we propose to extend our approach to depth imagery, whereby
lines that jointly delineate changes in surface orientation or texture are detected. For 3D salient
line segment detection, the 3D data is rendered from where the LiDAR scans were taken via a
cubic projection. Salient line segments are detected in the depth images and reprojected, thus
allowing for 3D salient line segment detection based on both the geometry and texture of the
scene.
The contributions of this chapter are as follows: firstly, a distribution-based salient line seg-
ment detector is formulated and implemented. Secondly, the notion of saliency-based filtering
is applied to existing line detectors for efficient salient line detection. Thirdly, an extension to
depth imagery is implemented, allowing for the detection of salient lines in 3D structures. An
evaluation shows that our approaches significantly outperform the others in terms of repeatabil-
ity (2D-2D and 2D-3D) and homography estimation. It demonstrates they are representative of
the underlying aspects of the scene, and hence are of great use for the sparse 2D-3D registration
problem addressed in this thesis.
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The structure of the chapter is as follows: in Section 4.2 the methodology is described for
both salient line detection and saliency filtering, with the extension to depth imagery (and
subsequently 3D by reprojection) described in Section 4.3. In Section 4.4 a range of qualitative
and quantitative results are given, and in Section 4.5 our conclusions and ideas for future work
are presented.
4.2 Methodology
The methodology can be broadly split into two stages. The first stage searches all possible lines
on the image, calculating the saliency value (Sval) of each line, and accepting it according to a
certain set of conditions. To do so requires the estimation of the Jensen-Shannon Divergence
(JSD) between two sets of data, as outlined in Section 4.2.1. Section 4.2.2 details the first
stage: how the JSD relates to the saliency value of a line and how to compute a putative set
of lines from this. In the second stage the most representative set of lines is determined from
this putative set, as outlined in Section 4.2.3. This is achieved using affinity propagation [55],
a fast clustering algorithm that works particularly well for larger numbers of clusters. Hence
the resulting algorithm returns a representative set of lines for the scene. A flowchart of the
algorithm, along with intermediate results from each section, are show in Figure 4.2.
The above algorithm has a high complexity (for an N x N image it has O(N5) complexity)
because it performs an exhaustive search over all lines at all scales in an image. Therefore
in Section 4.2.4, we propose an alternative approach: a saliency filter on top of existing line
detectors that filters out non-salient lines. This allows it to detect only the salient lines within
seconds: orders of magnitude faster than the approach outlined in the previous paragraph.
4.2.1 Estimating the Jensen-Shannon Divergence
LetP andQ be discrete probability distributions, taking one ofK values (i.e. P = {p1, ..., pK}, pi ≥
0 ∀i,∑Ki=1 pi = 1). Recall the entropy of a probability distribution is defined as:
H(P ) = −
K∑
i=1
pi ln pi (4.1)
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(a) (b) (c) (d)
Input 
Image
Determine 
putative set of 
line segments
Cluster using
a nity 
propogation 
Determine line 
segments above
saliency threshold
Figure 4.2: Top: Pipeline of the algorithm. Bottom: an illustration of the ef-
fects of the different steps of the algorithm. (a): Input image (b): All line seg-
ments above Sthresh (6,480,144 segments returned). (c): Putative set of line segments
(above Sthresh subject to the three further principles) (603 segments returned). (d):
All line segments after affinity propagation (52 segments returned). Image by Russ
Hamer, http://commons.wikimedia.org/wiki/File:Melton Mowbray St Marys SE aspect.JPG.
Licensed under CC BY-SA 3.0. Grayscale of original.
The JSD between two probability distributions P and Q is subsequently defined as:
JSD(P,Q) = H
(P +Q
2
)
− H(P ) +H(Q)
2
(4.2)
Our motivation for using the JSD is due to its relationship with entropy, the measure used for
salient point detection in the previous chapter. We therefore see the JSD as a natural measure to
use here so as to create a unified information-theoretic framework to salient feature detection.
Additionally, its performance is comparable to other commonly used dissimilarity measures
across a range of tasks [130] whilst being very quick to compute.
The JSD is closely related to other information-theoretic quantities such as the Mutual Infor-
mation (MI) or the Kullback-Liebler Divergence (KLD) [56] and shares similar properties and
interpretations. Indeed, for discrete random variables M and Z the MI is defined as:
MI(M,Z) =
∑
m∈M
∑
z∈Z
Pr(m, z) ln
(
Pr(m, z)
Pr(m)Pr(z)
)
(4.3)
where Pr(m, z) denotes the joint probability of the event (M = m,Z = z) and Pr(m),
Pr(z) are the marginal probabilities of the events (M = m) and (Z = z) respectively. Then,
if M is the random variable associated with the distribution P+Q2 and Z is a binary indicator
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variable denoting which of P or Q a sample of M was generated from, one sees that, by a little
algebraic manipulation [56], JSD(P,Q) = MI(M,Z).
The MI has an information theoretic interpretation: it represents the average number of ex-
tra nats (bits taken to base e) that need to be transmitted to encode the product distribution
Pr(M,Z) from a code using only the marginal distributions. Subsequently, the relationship
between the JSD and MI shows that JSD(P,Q) is bounded between 0 (when P and Q are
the same) and ln 2 (when P and Q are completely different). Grosse et al. [56] give further
statistical interpretations of JSD(P,Q) and Endres and Schindelin [48] show it is the square
of the metric.
In reality, one is never able to exactly know the distributions P and Q, and instead it must
be estimated from samples of data. Assume there are N samples of data from both P and
Q with counts represented by n = {n1, ..., nK} and m = {m1, ...,mK} respectively, hence∑K
i=1 ni =
∑K
i=1mi = N . Then JSD(P,Q) may be estimated by calculating the observed
JSD, denoted JSDobs. It is calculated based on the observed data n and m and uses a fre-
quentist approach: JSDobs(n,m) := JSD
(
n
N ,
m
N
)
. However, this is only an estimate, and it
suffers from two important limitations.
Firstly, there is a systematic bias in this naive approach (see [56]), with JSDobs expected to be
higher than the JSD of the true, underlying distribution of pixel intensities (JSDtrue). This
is particularly evident when P and Q are uniform distributions: JSDtrue is zero but measure-
ments n and m will most likely cause JSDobs to be non-zero. The bias is particularly large
when N is small, and tends to zero as the sample size becomes arbitrarily large. Furthermore,
when N is small, there is a high probability that a given value of JSDobs could have occurred
by chance, and this needs to be reflected in any estimate of JSDtrue.
The above problems did not significantly manifest themselves in the previous chapter, where
points that have a high entropy at a particular scale were deemed salient. This is because the
bias of the observed entropy is in the other direction from JSD estimation, i.e. the observed
entropy is always lower than the true entropy. As a result, for small sample sizes, the observed
entropy is in general very small (e.g. it is 0 for a sample size of N = 1) meaning points at
a small scale are less likely to be deemed salient. Hence, by naively computing the observed
entropy as in the previous chapter, that approach was less likely to find very small salient
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features but did not significantly compromise the overall performance of the approach. If bias
correction were applied to salient point detection it would be more likely to detect smaller
salient features than the existing approach, and it was confirmed by initial experimentation that
applying bias correction to salient point detection did not significantly affect the performance.
The two limitations are however very important when estimating JSDtrue: failure to take
them into account would result in enormous quantities of very small line segments being
deemed salient. We aim to solve both of these problems by computing a Bayesian estimate
of JSDtrue. This directly avoids the problem of systematic bias, and naturally accounts for
smaller sample sizes N by assuming and integrating over a symmetric Dirichlet prior. The
Dirichlet prior defines a prior probability for distributions P (respectively Q) by a parameter
α as P(p1, ..., pK ;α) ∝
∏K
i=1 p
α−1
i . It is a general prior since it is parameterised by α: α = 1
corresponds to a uniform prior, α = 0.5 to Jeffrey’s prior, etc. Informally, the magnitude of
α corresponds to the size of the prior, with larger values of α representing a large prior belief
that P (resp. Q) is evenly distributed. With this prior, the Bayesian estimate for JSDtrue is
defined as follows:
JSDest(n,m) := E(JSD(P,Q)|n,m, α) (4.4)
=
∫
X∈Ω
∫
Y ∈Ω
JSD(X,Y )P(X|n, α)P(Y |m, α)dXdY (4.5)
where the integral is taken over the space of all probability distributions Ω (Ω = {ω1, ..., ωK},
ωi ≥ 0 ∀i,
∑K
i=1 ωi = 1).
We employ the results of Hutter [68] who calculates a Bayesian estimate of the MI between two
random variables M and Z given a finite set of samples, and then modify his solution for the
JSD. The result for the MI is as follows: firstly, denote s′m,z as the number of samples taking
the joint value (m, z) and let sm,z = s′m,z +α. Denote marginal sums sm,+ =
∑
z∈Z sm,z and
s+,z =
∑
m∈M sm,z and let s++ =
∑
z∈Z
∑
m∈M sm,z . Then Hutter computes the Bayesian
estimate as:
E(I(M,Z)) =
1
s++
∑
m∈M
∑
z∈Z
sm,z[ψ(sm,z + 1)−ψ(sm,+ + 1)−ψ(s+,z + 1) +ψ(s++ + 1)]
(4.6)
where ψ is the digamma function defined as ψ(x) = Γ
′(x)
Γ(x) . As previously stated, JSD(P,Q)
may be reformulated in terms of I(M,Z), where M represents the mixture distribution P+Q2
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Figure 4.3: Illustrations of the effect of taking into account the bias correction formulated in
Section 4.2.1. Left: Input image. Middle: Result of line detection where no bias correction is
used (JSD computed as JSDobs(n,m)). Right: Result of line detection using bias correction
(JSD computed via Equation 4.7).
and Z is a binary indicator variable denoting which of P or Q a sample of M was gener-
ated from. Using these substitutions, Hutter’s result may be re-written to compute a Bayesian
estimate of JSD(P,Q) given a finite set of samples (n,m) as follows:
JSDest(n,m) =
z(n) + z(m)− z(n+m+α)
2(N + αK)
+ ψ(2(N + αK) + 1)− ψ(N + αK + 1)
(4.7)
where we define z(x) :=
∑K
i=1(xi+α)ψ(xi+α+1) andα is aK−vector of all α’s. Note that
Equation (4.7) applies directly to the data n and m and hence may be computed with similar
efficiency to the naive JSDobs computation. Hence, small sample problems and systematic
bias may be naturally avoided as easily as directly computing the observed JSD.
An illustration of line detection with and without the bias correction is given in Figure 4.3.
While the two cases look quite similar, there are slightly more very short line segments in
the case where no bias correction is used. In the next section the line saliency measure is
constructed, which seeks lines that have a high JSD between regions taken from either side of
the line, but low beyond the endpoints of the line. This, in part, mitigates the bias correction
problem because regions beyond the endpoints of the line are small and so their JSD estimates
are also biased, leading to a degree of cancelling-out. However, our bias correction formulation
is a principled approach to estimating the JSD computed over regions of varying size, allowing
for a more meaningful interpretation of saliency values regardless of line length.
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Figure 4.4: Illustrations of the terminology used. The left part of the figure shows the ter-
minology used when not considering JSDest beyond the endpoints of the line; the right part
illustrates all definitions and regions concerned in the calculation of Sal(l, s).
4.2.2 Computing a Putative Set of Lines
The saliency of a line segment can be related to the previous section in the following way.
Suppose a line segment L has start and end points at (x1, y1) and (x2, y2) with length ||L||.
Let T be a rectangle adjoining L lying on one side of L and B a rectangle on the other side.
We define the scale, s, of the line to be the width of each rectangle, where s is allowed to
vary, taking any value up to ||L|| (See the left of Figure 4.4 for an illustration). Subsequently,
n represents a histogram of pixel intensities from T and respectively m from B. Denote the
estimated JSD between the two regions as J(L, s) := JSDest(n,m), calculated according to
the previous section. The left of Figure 4.5 shows two typical lines, their rectangles and their
histograms. Particularly evident in this image is how similar distributions either side of a line
in a repetitive structure (e.g. brickwork) are, and hence how these are naturally avoided by our
approach.
A significant problem with simply using the estimated JSD of regions taken from either side
of the line as a saliency measure is its poor localisation. For example, let L be a line whose
JSD(L, s) value is particularly high. Then any line L′ ⊂ L also has a high estimated JSD
value, making it very difficult to determine the endpoints of L.
We observe however that beyond the endpoints of a line JSDest should be very low (since, by
definition, there is no line there). Thus, let LL and LR denote line segments taken from beyond
left and right endpoints ofL, with adjoining rectangles TL,BL, TR andBR respectively (see the
right of Figure 4.4). Motivated by the desire to keep J(L, s) high and J(LL, s) and J(LR, s)
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Figure 4.5: Examples of pixel intensity distributions used in determining the saliency value of
a line segment. Left: A comparison of distributions taken from either side of a repetitive line
and from a salient line - note the similarity of distributions for the repetitive (non-salient) line.
Right: A salient line segment with its endpoints localised - the distributions beyond the end of
the segment are similar, but very different either side of the segment.
low, we use the following measure of line saliency:
Sal(l, s) = J(L, s)− β(J(LL, s) + J(LR, s)) (4.8)
where β is empirically determined to be 0.25. The right of Figure 4.5 shows an example of a
localised line segment, where the distributions either side of the line beyond its endpoints are
similar, but are very dissimilar either side of the segment itself.
Note that there are alternative formulations that meet the desired criteria, for example where
the union of the left and right regions are used (i.e. Sal(l, s) = J(L, s) − βJ(LL ∪ LR, s)
where the JSD is estimated between the regions TL ∪ TR and BL ∪ BR). In the alternative
formulation the JSD would be estimated from a larger amount of data leading to a more reliable
estimate, however it could lead to undesired effects for particular configurations (If TL and BR
are both the same colour, but TR and BL are both the same colour which is different from TL
and BR, for example). While such a configuration is unlikely in reality, we shall use the line
saliency measure given in Equation 4.8 as a more principled approach with respect to potential
pixel distributions that may occur.
A formulation of line saliency has now been defined, allowing for the detection of salient
lines under this saliency measure. In a similar manner to [43], our measure of line saliency is
evaluated on all lines of the image by first evaluating it on all horizontal lines of the image with
pixel level precision (i.e. the start and end points of the line are integer valued with the same
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y-coordinates). The process is repeated on r evenly spaced rotations of the image. However,
computing all lines on an image whose saliency value is higher than a given threshold does
not, on its own, give meaningful results. Figure 4.2 (b) demonstrates this: over 6 million
segments are returned across multiple scales - far too many to be of practical value. Three
further principles are employed in order to decide whether to accept a given line segment:
-Local Maxima: The line has to be more salient than its immediate neighbours. The neighbours
are in five dimensions corresponding to the scale s and the coordinates of the two endpoints of
line L.
-Maximally Salient: Maximal saliency is defined as in [43]: a line segment is maximally salient
if it does not contain a strictly more salient segment and it is not contained in a more salient
segment.
-Scale Selection: Many feature detectors (e.g. [97, 74]) search for features that have a high
response value at a particular scale. However, we observe for our case that lines that are salient
across a range of scales are more desirable. Consider a line segment along a jagged edge (e.g.
Figure 4.4). It may have a high saliency value Sal(l, s), particularly so if s is large, however
for small s the line is not salient due to the jagged nature of the line. Kadir and Brady [74] note
this is an appropriate approach to scale selection for edges since there is no associated scale in
their tangential direction. Hence, we introduce a lower threshold Jmin and only accept lines of
scale s if J(L, t) > Jmin ∀t ∈ [smin, s], where smin is the minimum scale evaluated.
Thus, the algorithm proceeds by finding all lines (L, s) on an image with Sal(L, s) > Sthresh
and satisfy the three criteria given above.
4.2.3 Determining a Representative set of Lines
From the algorithm in the previous section many overlapping line segments remain (See Fig-
ure 4.2 (c)). We wish to cluster them and determine the most representative set of lines. For
this, we employ the affinity propagation algorithm [55] for two main reasons: Firstly, it does
not require the number of clusters to be specified beforehand. Secondly, it has been shown to
be particularly effective for situations where many clusters (> 50) are required - classical ap-
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proaches such as k-means or Expectation-Maximisation (EM) clustering require an unfeasibly
large number of restarts to obtain similar results [55].
For a given set of N lines L, affinity propagation finds a subsetR ⊂ L that is representative of
L. Each line L ∈ L is mapped to its representative line by f , i.e. f(L) ∈ R. Let d be a given
distance measure between two line segments. Then the objective of affinity propagation is to
find the mapping f that minimises the following:
N∑
i=1
d(Li, f(Li)) s.t. f(Li) = Li ∀Li ∈ R (4.9)
from which R may be immediately deduced. However, Equation (4.9) may trivially be solved
by setting f equal to the identity map and R = L, since then each of the summands is equal
to zero. To avoid this situation, let d(Li, Li) = c ∀i, where c is a parameter of the algo-
rithm. Equation (4.9) is efficiently approximated by the max-sum algorithm (see [55] for more
details).
It remains to define a distance measure d between two line segments Li and Lj . d needs to
address the subsetting issue correctly: if Li is close to a subset of Lj , d should be small to
reflect the large likelihood of Li occurring if Lj does. Conversely, if Lj is close to a subset of
Li, d should be large. Constructing a distance measure that satisfies this asymmetric condition
allows the affinity propagation stage to favour a single longer line segment over a set of smaller
segments since the longer line segment is more likely to be in the representative set R, with
its neighbouring smaller line segments mapping to it (in Equation 4.9). Furthermore, this is a
desired outcome for salient line detection, since it will allow for a globally representative set
of lines to be obtained from an image.
To achieve this, we construct d using a variant of the parameter-free distance measure presented
in [76]. Denote the endpoints of Li as x1 and x2 and denote the closest points on the line
segment Lj to these points as y1 and y2 respectively. Then define the distance from Lj to Li
as:
d(Li, Lj) =
∫ 1
t=0
||(x1 + t(x2 − x1))− (y1 + t(y2 − y1))||2 (4.10)
= (x1 − y1) · (x2 − y2) +
1
3
||x2 − x1 + y1 − y2||2 (4.11)
Equation (4.11) is thus the integral of the squared distances between corresponding points on
the two lines defined by (x1, x2) and (y1, y2). To explain the properties of Equation (4.11),
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Figure 4.6: Example of different line configurations. Using the line distance measure defined
in Equation 4.11; in a) d(A,B) = d(B,A) and is relatively large; in b) d(A,B) is small and
d(B,A) is large; in c) d(A,B) is large and d(B,A) is relatively small.
examples of different line configurations are given in Figure 4.6. It can be seen that Equation
(4.11) satisfies the desired properties in cases a) and b), however it is not perfect in the case of c)
where d(B,A) is relatively small despite the lines being perpendicular. This could be addressed
by constructing a weighted sum between line orientation and line distance as a distance measure
(as in [40]) however this leaves a free parameter to be set, and may not be invariant to the
lengths of the lines (the orientation term could dominate the weighted sum for short lines, and
the line distance term could dominate for long lines). Alternative distance measures exist, for
example, Bay et al. [13] use a sum of point-line distances (i.e. d(Li, Lj) = ||x1−y1||2 + ||x2−
y2||2) which is similar to ours and has the same problems - it does not describe the distance
between the line segments given in Figure 4.6 c) in the ideal manner. Finally, the distances of
the foot of the normals between the lines could be used, however this would be large in the
configuration given in Figure 4.6 a), since the midpoints of the lines nearly overlap and the
distance along the normals from the midpoints would be small.
Since we are unable to find a perfect line distance measure, we use Equation (4.11) however
we should be aware of its limitation in Figure 4.6 c).
4.2.4 Saliency Filtering
The algorithm outlined in the previous sections exhaustively searches across all lines in an
image and widths of rectangle: for an N x N image it has O(N5) complexity. Thus, an al-
ternative approach is proposed which consists of using existing line segments determined by
a fast line segment detector (e.g. [107, 155]) and returning only those that are salient under
our definition of line saliency. We furthermore localise the position of detected line segments
under our formulation of saliency. Thus, our saliency filtering algorithm can be summarised as
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follows:
Inputs: Set L of line segments, parameters Sthresh, Jmin, smin.
Outputs: Set L′ of line segments.
Set L′ = {}.
For each line segment Li ∈ L:
1. Determine s ∈ {1, ..., ||Li||} that maximises Sal(Li, s).
2. If Sal(Li, s) > Sthresh ∧ ((J(Li, t) > Jmin) ∀t ∈ [smin, s]), then:
(a) Localise the location and width of Li via steepest ascent.
(b) Add Li to L′.
The steepest ascent approach ensures all detected lines are local maxima - a sufficient condition
to locate salient lines since it may be assumed the initial line segment detector, used before
saliency filtering, has already detected line segments (albeit some of which are not salient).
Within the steepest ascent approach, five parameters of the line are altered to test for an increase
in Sal(Li, s). There are two for each endpoint of the line, which are altered parallel to and
perpendicular to the direction of the line segment; the other parameter is s. Each parameter
is altered separately and the approach proceeds iteratively until a more salient position can no
longer be found.
4.3 Depth Imagery Extension
The line detection algorithm described in the preceding section is not derivative-based; instead
seeking contrast in pixel intensity distributions between regions from either side of a line seg-
ment. It results in a highly generalisable approach that may be applied to any situation where
contrast between distributions can be found. Here, we implement an algorithm for line detec-
tion in textured depth images, seeking lines that jointly delineate changes in surface orientation
or texture in the same natural framework. Alternatively, if there is no texture associated with
the depth imagery (as is the case for many 3D scanners), the proposed approach may detect
lines that simply delineate changes in surface orientation.
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Figure 4.7: Different representations of LiDAR data. Left: The 3D point cloud acquired from
the LiDAR scan; Middle: A rendered spherical image taken from the location of the LiDAR
scanner; Right: A rendered cubic image taken from the location of the LiDAR scanner.
Within the scope of this thesis, we are interested in detecting lines in a 3D structure that has
been generated by multiple LiDAR scans. The left of Figure 4.7 shows an example of a 3D
structure obtained by a LiDAR scanner. It is clear that multiple LiDAR scanners are required to
recover the structure of the scene since only points that are visible by the scanner are obtained.
It is initially tempting to detect lines directly from the LiDAR data itself. Since this is a spher-
ical scanner, data is implicitly stored in a spherical image, similarly to the rendering in the
middle of Figure 4.7. However, it is evident that lines are not straight in spherical images,
causing great implementation issues for our approach. Instead, the data is reprojected into a
cubic image (right of Figure 4.7) for each LiDAR scanner, with the centre of each cube at the
same location as each LiDAR scanner. There is still some distortion of the lines at the edges of
the cube, and to be robust to this, the cubic projection is modified slightly so each face has a
field of view of 105◦, providing some overlap between faces.
The implementation for LiDAR scans proceeds as follows: for each LiDAR scanner and for
each face on its cubic projection, lines are detected based on both the projected texture and
surface orientation. Any line that goes off the edge of the face is extended onto its neighbouring
face. Subsequently, these lines are reprojected back to the 3D structure, using the approach
proposed by Buch et al. [22]. Finally, 3D line segments are combined from multiple LiDAR
scans using a similar affinity propagation approach as outlined in Section 4.2.3.
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4.3.1 Line Detection in Textured Depth Imagery
For each face of the cube the algorithm proceeds in the same way as in Sections 4.2.1 to 4.2.3
except for the representation of the distributions m and n. Since our aim is to detect lines
that jointly delineate changes in texture or surface orientation (or just surface orientation, if
there is no texture data available), they need to represent both the direction of the normals and
optionally the intensity of the projected depth image. The normals are estimated from the depth
data by a least squares plane-fitting approach from a small neighbourhood about each point.
In constructing m and n, bi and bn bins are used to represent the intensity and direction of
the normals respectively, with an extra bin when there is no data present, resulting in bibn + 1
dimensional histograms. The bi intensity bins are the same as in the 2D implementation, while
the normals are binned uniformly across the surface of the sphere. The latter is a challenging
problem for general bn, so it is restricted to determining which vertex of a given Platonic solid
it is closest to. We use the regular icosahedron (bn = 12), however bn = 8 and bn = 20 also
gave good initial results. In the case where there is no intensity data present, lines are detected
based purely on the direction of the normals, resulting in a bn + 1 dimensional histogram.
From these constructions, lines are detected in the same way as for the 2D implementation.
However, if a resulting line may be extended by a small amount such that it is partly off the
image, it is considered as being part of two faces. In this case, its endpoint is extended along
the neighbouring face and its saliency value is computed here in pixel intervals. The new
(cubic) position of the line is deemed to be where this attains its maximum value. Note that the
area either side of the line is still well-defined in this case (as the union of areas on each face)
meaning its saliency and its reprojection (in the next section) operate in the same manner.
4.3.2 Line Reprojection
Line reprojection is required in order to convert lines detected in the previous subsection into
3D line segments. This is not as trivial as simply reprojecting the endpoints back since it may
cause large errors when the endpoints are slightly misaligned and fall on different planes, or fail
completely when there is no depth data available at one point. Therefore, we use the approach
proposed by Buch et al. [22] which, for completeness, is briefly outlined here. They propose to
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Texture Discontinuity
Orientation Discontinuity
Depth Discontinuity
Figure 4.8: Illustration of the different types of lines from a textured depth image: The top line
is caused by a change in texture on the surface of the wall; the middle line by a discontinuity
in the orientation of the surface normals; the bottom by a depth discontinuity.
reproject lines according to the type of line it is - whether the line is caused solely by a change
in image intensity, a change in orientation of the normals, or a change in depth. Figure 4.8
shows these three cases. Each case relies on locally approximating two planes (P1, P2) from
rectangular regions either side of the line, or a plane Pall from a rectangular region surrounding
the line, each by a RANSAC approach to plane estimation. The back-projected plane of the 2D
line needs to be considered here, which will be denoted by PL.
If the distance between the centroids of the points in P1 and P2 is large, it is likely the line
is caused by a depth discontinuity - in this case, the reprojected line is the intersection of PL
and the closest plane to the camera between P1 and P2. If the angle between the normals of
P1 and P2 is larger than a given threshold, then the line is due to an orientation discontinuity.
Here, PL is intersected with both P1 and P2 and the mean is selected as the reprojected line.
Alternatively if the angle is sufficiently small the line is due to a change in image intensities -
the reprojected line is thus the intersection of PL and Pall.
4.3.3 Line Clustering in 3D
In this stage, reprojected lines from multiple LiDAR scans are combined and clustered. This
may be done using affinity propagation as previously defined - note that the distance between
line segments (Equation (4.11)) is well-defined in any dimension. However, from multiple Li-
DAR scans, some reprojected lines are more accurately located than others (due to the relative
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positions between the lines and the scanners). Hence, the distance d(Li, Lj) (Equation (4.11))
is redefined as d˜(Li, Lj) =
d(Li,Lj)
A(Lj)
, where A(Lj) denotes the accuracy of line Lj , in order to
favour more accurate line segments.
To compute the accuracy, first define the vector from the camera centre to the midpoint of Lj
as v. Let n denote the normal to the plane that Lj is on (If Lj lies on the intersection of two
planes, compute the accuracy with respect to each plane and take the average). Denote the
angle between v and n as θ and denote the field of view per pixel as φ. Then the 3D distance
subtended by one pixel is given by:
dP =
||v|| sin(φ)
cos(θ + φ)
(4.12)
Subsequently the accuracy is defined asA = 1
dP
2 , measuring how many (square) pixels subtend
a square metre from the image.
4.4 Experimental Evaluation
In this section we evaluate the performance of our proposed approaches against other line de-
tectors. We compare against the Progressive Probabilistic Hough Transform (PPHT) [107] - a
classical method for line detection, and the state-of-the-art LSD algorithm [155] by Grompone
von Gioi et al. Three variants of our approach are used: the full saliency detector Sal; a pure
filtering approach applied to LSD lines referred to as LSDF; and a filtering approach with sub-
sequent localisation using our saliency measure, referred to as LSDF-Loc. We start by giving
implementation details of our approaches in subsection 4.4.1 and describe the evaluation mea-
sures used (relative repeatability and registration accuracy) in subsection 4.4.2. Subsequently
results are presented, in subsection 4.4.3 for 2D line detection and in subsection 4.4.4 for 3D
line detection.
4.4.1 Implementation Details
It was stated in the methodology section that the algorithm Sal goes through each possible line
segment (L, s), determining its saliency value and accepting if it is above a given threshold and
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satisfies a number of other conditions. Affinity propagation is subsequently used to determine
the most representative set of lines.
In the first instance, all line segments are considered by evaluating the saliency measure across
all horizontal lines, then repeating this process r times on evenly spaced rotations of the image,
where we take r = 45. To do so requires JSDest(n,m) to be determined from a set of pixels.
Here the pixel intensities are bilinearly interpolated into 16 bins. The line segments beyond
the end of the line (LL and LR) are of a fixed length of 6 pixels. We use Sthresh = 0.3,
Jmin = 0.15 and smin = 2. In the affinity propagation stage, we have found the parameter
d(Li, Li) = 700 to be effective.
Since it is a particularly slow algorithm (O(N5) for an N x N image) the image is initially
downsampled to a width of 200 pixels, and detected lines are subsequently refined using the
algorithm outlined in Section 4.2.4 at its true size (in a coarse-to-fine approach).
4.4.2 Evaluation Measures
In this subsection the terms relative repeatability and registration accuracy are defined. They
are both measures that are defined between sets of line segments detected on a pair of datasets
under a known transformation.
Relative Repeatability
The relative repeatability is defined in the same way as the previous chapter (Section 3.6.3).
It requires the known transformation (homography in the case of 2D-2D, or projection matrix
in the case of 2D-3D) to be applied to one of the sets of lines, and a distance measure to be
defined between two 2D lines. We use two different distance measures depending upon if
the transformation is 2D-2D or 2D-3D, due to the potential presence of occlusion in 2D-3D.
Denote the endpoints of line L1 as p1,p2 and line L2 as q1,q2. In the 2D-2D case under a
known homography, no occlusion is present, and ideally the endpoints of the two lines should
be the same. Therefore, in the homography case, the distance between two lines is the distance
between their endpoints:
dH(L1, L2) = min{||p1 − q1||+ ||p2 − q2||, ||p1 − q2||+ ||p2 − q1||} (4.13)
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However, the above distance measure is unfair when comparing between a 2D line and a pro-
jected 3D line since the endpoints of the projected 3D line may be occluded. Therefore, we use
a distance measure that assumes the projected 3D line is finitely long but the 2D line is infinitely
long. Define the distance between a point p and a line segment L as the Euclidean distance
between p and the closest point on the finite line segment L, and denote this dPL(p, L). Then,
the distance between a 2D line segment L1 with endpoints p1, p2 and a projected 3D line
segment L2 is:
dP (L1, L2) = dPL(p1, L2) + dPL(p2, L2) (4.14)
The above distance measure is suitable since, provided L1 is a subset of L2, dP (L1, L2) is very
small, and the distance measure gradually increases when L1 grows apart from L2.
With the above distance measures, the relative repeatability may now be defined, in the same
way as in the previous chapter (Section 3.6.3). Briefly, the repeatability is computed by apply-
ing the known transformation to one set of lines. A correspondence is defined as a line pair
(L1, L2) for which i) d(L1, L2) < t for a given inlier threshold t; and ii) the nearest neighbour
to L1 from the second set is L2 and the nearest neighbour to L2 from the first set is L1. The
repeatability is then defined as the number of correspondences divided by the minimum of the
number of lines in each set. The relative repeatability is defined as the repeatability where only
the top-k line segments are considered. For the three approaches proposed here, lines may be
ordered in decreased value of saliency. For LSD, the lines are ordered in decreasing order of
another response value - the probability of detection in random noise. For PPHT the lines are
simply ordered by length.
Registration Accuracy
We determine the registration accuracy only in the 2D-2D case by automatically computing
the homography between two images using detected line segments. The registration accuracy
gives an indication of the similarity between the computed homography and the ground truth
homography. Again, we perform this in a way that is invariant to the number of lines detected,
plotting the proportion of homographies recovered within a threshold against the most respon-
sive k lines. To compute a homography, we implement the MSLD [158] descriptor for line
segments, allowing us to determine putative correspondences between line segments in dif-
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ferent images by the similarity of their descriptor. The homography is subsequently recovered
using the Direct Linear Transform (DLT) with small sets of corresponding endpoints, and using
RANSAC to determine the homography with the largest number of inliers.
The homography could have instead been calculated using line correspondences, where a line
is defined to be infinitely long and information about its endpoints is discarded [165]. However,
we observed the results were poorer for this approach than point-based homography estimation
with line endpoints - this could be for two reasons. Firstly, infinitely long lines discard valuable
information and are redundant in cases where a continuous line is segmented in many places (as
is often the case in urban scenes). Secondly, we have good reason to assume the endpoints of
the lines are matched up reasonably accurately since the MSLD descriptor has already matched
line segments - this would not be the case if the endpoints were not sufficiently aligned.
To determine the registration accuracy we aim to give a measure of how accurate the recovered
homography is against the ground truth homography. To do so, one might decompose the
homography into rotation and translation parameters and compare their errors, however this
can only be done if the intrinsic parameters are known (which they are not). We therefore
resort to other measures. Our measure of goodness-of-homography-estimation is as follows:
take a pixel on the first image and apply the known homography and estimated homography to
it and find the squared distance between these two projected points. Take the average of this
over all pixels in the image. Then, do the same, but in the other direction (i.e. with the inverse
homography), and square root the final result (to give an RMS error). Thus our measure is an
approximation to the following:
d(G,H) =
√
1
XY
∫ Y
y=0
∫ X
x=0
||H(x, y)− G(x, y)||2 + ||H−1(x, y)− G−1(x, y)||2dxdy
(4.15)
where G and H are homography transformations and X and Y are the number of rows and
columns respectively in the pair of images. We are unable to find a closed form solution to
Equation 4.15 (note that H(x, y), G(x, y) are non-linear since computations are done via pro-
jective space), hence we resort to the approximation outlined in the above paragraph. Explicitly,
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our approximation, dA(G,H) is computed as:
dA(G,H) =
√√√√ 1
XY
Y∑
y=0
X∑
x=0
||H(x, y)− G(x, y)||2 + ||H−1(x, y)− G−1(x, y)||2dxdy
(4.16)
Finally, so as to be robust to outlying homography estimates, we determine the proportion of
homography estimates such that (d(G,H) < t) where t is equal to 5, 10, 15, and 20 pixels.
4.4.3 2D Line Detection Results
In this section, both qualitative and quantitative results are presented across a range of imagery,
with qualitative results presented first. Subsequently, for a quantitative evaluation, the perfor-
mance of the line detectors is tested on a set of images of building facades from [29], their
robustness to Gaussian noise from the same set of images, and their robustness to a range of
image transformations from the dataset presented in [166]. Finally the performance of exist-
ing line detectors at different scales is tested. The repeatability and registration accuracy is
determined between pairs of images under their known homography (which has been calcu-
lated manually for the building facade dataset [29], but is known from the dataset presented in
[166]).
Qualitative results
Qualitative results for 2D line detection are shown1 in Figure 4.9. It is noticeable that Sal
naturally avoids repetitive areas in the brick facades for the top two images, and detects the
geometric structure of the scene in the third image. In the fourth and fifth images, Sal further
avoids repetitive areas in the scene, while LSDF and LSDF-Loc avoid them to a lesser extent.
The sixth and seventh images show the effects of compression and occlusion on line detection
respectively [166], where it can be seen that Sal detects the broad underlying structure of the
scene. This implies our approach has potential applications for compression tasks, further
demonstrated by quantitative results in Section 4.4.3. The bottom two images are of building
facades from the experiments presented in Section 4.4.3.
1Second image by Colin Smith, http://commons.wikimedia.org/wiki/File:Georgian House, Farnham -
geograph.org.uk - 1622126.jpg. Third image by Tony Atkin, http://commons.wikimedia.org/wiki/File:Buckland Monachorum Church -
geograph.org.uk - 803201.jpg. Both images licensed under CC BY-SA 2.0 and are grayscales of original.
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Figure 4.9: Qualitative results of line detection on a range of images. From left to right: Input
image, PPHT, LSD, Sal, LSDF, LSDF-Loc. Fourth and fifth images are from [10, 2]; sixth and
seventh from [166]; eighth and ninth from [29].
96 Chapter 4. Salient Line Segment Detection
smin=2, before
clustering
smin=2, after
clustering
smin=4, before
clustering
smin=4, after
clustering
Figure 4.10: The results of Sal where the image is not initially downsampled. Results are given
for different values of smin (controlling the minimum width of a line) and before and after
affinity propagation, to show the effects of the clustering stage.
Across the range of images, PPHT detects many erroneous lines, largely due to the fact that it
does not take into account the direction of the gradient of pixels in its lines. LSD detects all
line segments on the image based purely on the local image derivative, whereas Sal tends to
detect the structurally important lines. LSDF and LSDF-Loc avoid some of the repetitive areas
and cull many non-salient lines detected by LSD.
An important observation from Figure 4.9 is that LSDF and LSDF-Loc detect larger quantities
of line segments than Sal, despite them both using the same measure of line saliency. This is,
in part, due to the fact that Sal is performed on a downsampled version of the image, and the
location of the lines is refined at the full scale version of the image (as specified in Section
4.4.1). However, another factor is the affinity propagation stage of Sal, which clusters groups
of neighbouring lines into their representative line segment. In Figure 4.10, we give results of
Sal on the full-scale version of an image, showing results before and after the affinity propaga-
tion stage, and with different values of smin (the parameter that controls the minimum width
of a line). The results with smin = 2 indicate that, by not downsampling the image, many
more lines are detected however this is somewhat mitigated in the subsequent clustering stage.
The results with smin = 4 indicate that, by adjusting the minimum width of the line, similar
results can be achieved when initial downsampling is used (compare to the result in Figure 4.9).
Furthermore, a scale-variant evaluation is also given (see Figure 4.16), describing quantitative
results of LSD at higher scales.
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Quantitative Evaluation on Building Facades
In this section, the performance of the line detectors is tested on a set of 12 image pairs of
building facades taken from the dataset presented in [29], see the top of Figure 4.11 for ex-
amples of the dataset and Figure 4.9 for some qualitative results. The average number of line
segments detected per image for this dataset is as follows: PPHT - 634.9, LSD - 1738.7, Sal -
274.3, LSDF and LSDF-Loc - 1137.6; with the average execution times: PPHT - 0.167s, LSD
- 0.182s, Sal - 325.96s, LSDF - 6.05s and LSDF-Loc - 14.02s. The detection of a large number
of lines is potentially problematic in a registration context since it can lead to fragmentation of
prominent lines; the detection of many similar, repetitive lines that are difficult to match; or a
significantly slower registration process if correspondences between lines also need to be also
be established. Therefore, qualitative results for the top-50 lines are shown in Figure 4.12 to
take account of the number of lines per detector. Here it can be seen that, while PPHT and
LSD detect the longer lines, there is more repetition in their detections: Sal on the other hand
provides a more complete description given the same number of lines.
The quantitative results are shown in Figure 4.11. The left-most graph simply shows repeata-
bility against threshold, without taking into account the number of features produced by each
detector. LSD performs the best, with LSDF and LSDF-Loc performing similarly for smaller
thresholds, but slightly worse for larger thresholds. The repeatability results for various thresh-
olds are shown on the middle row of Figure 4.11, where it can be seen that LSDF-Loc performs
the best, with LSDF close behind. For k < 100, Sal performs better than LSD. The bottom row
shows results for registration accuracy, where similar conclusions can be drawn: regardless
of the threshold used, all three of our proposed methods (LSDF, LSDF-Loc and Sal) perform
better than other methods, while PPHT consistently performs poorly.
Robustness to Noise
Here the performance of the line detectors in the presence of Gaussian noise is tested. The
same dataset of building facades as used in the previous section are used here, with varying
levels of Gaussian noise added to each image. The top section of Figure 4.13 shows qualitative
results of line detection in increasing noise. With the exception of PPHT, all methods detect
fewer lines in more noisy images.
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Figure 4.11: Quantitative results of line detection on building facades. Top: Example im-
ages from the dataset. Bottom: Left: Repeatability vs threshold; Top: Repeatability vs top k
lines selected for varying thresholds; Bottom: Registration accuracy vs top k lines selected for
varying thresholds.
Again, the repeatability and registration accuracy are measured for increasing levels of noise.
In the first case, the repeatability of the top k lines of the line detectors is measured for a
threshold t of 10 and 200, and where k is equal to 50 and 100 (thus producing four graphs), see
the top four graphs in Figure 4.13. For smaller levels of noise, LSDF-Loc performs best, with
Sal performing better for higher levels: Sal records very little drop in performance in increasing
noise.
In the second case, the proportion of homography estimates less than a threshold t are measured
in increasing noise. Again, four graphs are produced, by varying t and k in the same manner.
It is observed in the bottom four graphs of Figure 4.13 that Sal and LSDF-Loc outperform
the other methods, with Sal performing better when only the top 50 lines are used rather than
100. This shows the strength of salient line segment detection - its ability to detect segments
indicative of the underlying geometry of the scene, unaffected by local perturbations of the
image.
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Input Image PPHT LSD Sal LSDF LSDF-Loc
Figure 4.12: The top 50 lines according to each line detector.
Robustness to Image Transformations
In this section, the performance of the line detectors is tested across a range of image trans-
formations, according to the dataset by Zhang and Koch [166]. They include eight groups of
transformations with six images in each group, with a known underlying homography between
images for each group. Three of the groups are taken from [112]. Two example images from
each group are shown at in Figure 4.14 with the results shown in Figure 4.15. Qualitative re-
sults for a compressed image and an occluded image from the dataset are shown in Figure 4.9 -
it is observed that Sal more easily detects the salient line segments than other approaches, and
explains its strong quantitative results (Figure 4.14).
We solely test the repeatability for the top-50 and top-100 lines here; for an inlier threshold
of t = 10 pixels. It is observed that our approaches consistently outperform PPHT and LSD.
The only exceptions are in low texture and with scale changes, where they obtain a similar
performance. Particularly for low texture this is not surprising - our approach is beneficial due
to its ability to naturally avoid textured areas, clearly giving no benefit for low textured scenes.
Sal performs particularly well for both compression and blurring - transformations that remove
fine details but preserve the broad structure of the scene; consistent with the idea that it detects
the salient aspects of the image. Again, LSDF-Loc often outperforms LSDF, however it will
never perform as well as Sal for some transformations (e.g. compression) where the initial set
of lines obtained by LSD are poor. Furthermore, the results demonstrated here are, overall,
better than those given in the previous section, where Sal obtained a similar performance to
LSD with the top-100 lines selected.
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Figure 4.13: Top: Qualitative results. From left to right: Input image, PPHT, LSD, Sal, LSDF,
LSDF-Loc. From top to bottom: zero noise, noise (s.d. 20), noise (s.d. 40). Bottom: Quan-
titative results of line detection in noise. Top row: Repeatability against noise; Bottom row:
Homography estimation within t against noise. Results are plotted for (t = 10, k = 50),
(t = 10, k = 100), (t = 20, k = 50), and (t = 20, k = 100). N.B. Where fewer than 100
lines are detected, the repeatability is calculated as the number of correspondences divided by
the minimum of the number of detections from each image.
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a) Illumination b) Rotation
c) Compression d) Blurring
e) Occlusion f) Low-texture
g) Viewpoint h) Scale
Figure 4.14: Examples in the image dataset for eight groups of image transformations. For
each group, there are six images in the dataset ranging from small to large transformations,
with the first and last images in each group shown here.
Scale Variant Evaluation
In this section we compare the existing state-of-the-art line detector, LSD, at different scales and
compare to our proposed approach Sal. To do so, an image is downscaled by a given percentage
and the LSD algorithm is run on the downscaled image. Results are shown in Figure 4.16,
where LSD is tested on downscaled images of 25%, 50%, 75%, and 100% (i.e. full resolution).
The quantitative results are performed on the building facade dataset presented in [29]: exactly
the same quantitative evaluation is performed as in Section 4.4.3. The qualitative results show
that, at the higher scales, LSD detects fewer lines in repetitive structures (particularly evident
in the first image of Figure 4.16). This is to be expected, as downscaling typically results in
an image without fine detail. It is further demonstrated on the quantitative results where LSD
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Figure 4.15: Results for each group of image transformations. The repeatability is measured,
taking the top 50 and 100 lines in each case. Example images from this dataset are shown in
Figure 4.14
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Figure 4.16: Top: Qualitative results for LSD at different scales, compared to Sal. Bot-
tom: Quantitative results from the dataset presented in [29], showing repeatability vs threshold
(Left); Repeatability vs top k lines selected for varying thresholds (Top); Registration accuracy
vs top k lines selected for varying thresholds (Bottom).
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Figure 4.17: Left: Texture rendering, Right: Geometry rendering (the colour represents the
direction of the normal at that point).
at 75% and 50% perform slightly better than LSD at 100% (but Sal still performs significantly
better). However, LSD is scale-variant, and it is difficult to know a priori the optimal scale.
The results suggest that a downscaling to 25% is too high a scale to be of use, yet LSD at
50% still detects some fine-detail structures (e.g. the windows of the church). Our approach,
Sal, is scale-invariant, allowing it to naturally avoid repetitive structures while detecting lines
of variable widths. Furthermore its generalisable formulation, dependent on image statistics
rather than image gradient, allow it to be naturally extended to depth imagery.
4.4.4 3D Line Detection Results
In this section we evaluate our method for line detection for LiDAR data as described in Section
4.3, and compare it against existing methods. Whilst the approach described in Section 4.3
describes line detection by reprojecting the LiDAR data as an RGBD image, it can be just as
easily implemented by reprojecting lines using just the RGB or just the depth data separately.
We shall refer to results from these three cases as both, texture, and geometry respectively.
For comparison, note that any other 2D line detector, as compared against in the previous
section, may be used to detect lines on each face of a cubic image when just the RGB or
depth component is considered. Figure 4.17 gives an example of such images: the geometry
of the scene is rendered in such a way that the colour represents the direction of the surface
normal. Hence, for a single LiDAR scan, we may consider only one of the components and
detect 2D lines using any other approach on each face of its cubic image and backproject to
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3D. These approaches shall be referred to with the suffix -G or -T if the geometry (depth)
component, or texture (RGB) component is used respectively, e.g. LSD-T, PPHT-G, etc. Note
that the other approaches are unable to detect lines based on both the geometry and texture of
the scene. Furthermore, using other approaches, lines should not be combined from multiple
LiDAR scans using affinity propagation; this is designed to find a representative set of clusters,
rather than to cull a small number of repeated segments from multiple views. Hence, for a fair
comparison, we compare reprojected line segments taken from one component of just a single
LiDAR scan.
With respect to parameters used in our approaches; all are the same as for the 2D saliency
detector, with the exception of the prior α and the parameter d(LiLi) used in the affinity prop-
agation stage. In the first case α is decreased to 0.25 because the distributions are split into
many more bins and α = 1 is noticed to favour uniform distributions too strongly for such a
large number of bins. For the second case, d(Li, Li) is in proportion to the size of the model:
0.002 times the diameter of the bounding box of the model is used for this.
In keeping with the previous chapter, there are five textured 3D models used, obtained by
a colour LiDAR scanner, as shown in Figure 3.8. In the case of the Studio model that is
obtained from only one LiDAR scan, the final 3D affinity propagation step is avoided since a
representative set of clusters have already been found from the single LiDAR scan. Within the
dataset, a set of between 7 and 11 images have been taken of the each model and manually
aligned to the model - these are used for presenting quantitative 2D-3D repeatability results for
the different line detectors.
Qualitative Evaluation
Qualitative results are first presented for our approach (Sal) for lines detected from geometry,
texture, and both; as shown in Figure 4.18. A number of observations can be made here.
Firstly, there is always a circle detected on the ground beneath each LiDAR scan - this is
unavoidable since the scanner does not have complete spherical vision, and the same happens
when lines from other line detectors are reprojected to 3D (see Figure 4.19). Secondly there
is, for the most part, a reasonably high overlap between lines from texture and lines from
geometry - typically due to depth discontinuities in the data. This may be observed particularly
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on the windows of the Courtyard dataset where there is no data present on one side of the
line, hence deemed salient by both the texture and geometry approaches. However, there are
some important differences, e.g. the edges of room and courtyard are crisply detected by the
geometry approach and avoided by texture. When considering both, both geometric and textural
lines are detected within the same framework (particularly evident in room).
Next, qualitative results are shown for each line detector, based on geometry and texture, as
shown in Figure 4.19. Results are shown only for courtyard and room, and they are all backpro-
jected line segments from a single LiDAR scanner. It can be observed that, similarly to results
in 2D (Figure 4.9), Sal naturally avoids repetitive parts of the scene where others do not, par-
ticularly for the brickwork near the LiDAR scanner in the courtyard dataset. The reprojection
to 3D further demonstrates the ability of our approach to detect lines that are representative of
the underlying aspects of the scene. This results in an often greater similarity between texture
and geometry for Sal than there is for other methods, further demonstrating its applicability for
2D-3D data.
Quantitative Evaluation
In this section, we aim to give a similar evaluation to the 2D-3D point detection on coloured
LiDAR data given in the previous chapter, but for extracted 2D-3D line segments. To pro-
vide a fair comparison against existing 2D line detectors, whose 3D extensions operate solely
from a single LiDAR scan and do not distinguish between texture and geometry in the same
framework, we provide results that constrain our approach. Therefore, we compute the relative
repeatability between the top-k 2D line features and top-2k 3D line features, where the 3D line
features have been detected from the LiDAR scanner nearest the camera centre of the 2D line
features. The distance between a 2D line and projected 3D line has been defined in Equation
4.14 and an inlier threshold of 20 pixels is used.
Results are provided for all three of our proposed approaches (Sal-T, Sal-G, and Sal-B), where
the latter uses more information than is available to the other line detectors being tested against.
These results are shown in the first two columns of Figure 4.20. It may be observed that, in
general, better results are obtained from texture rather than geometry, similarly to 2D-3D point
detection. Sal-B and Sal-T generally perform the best, with Sal-B taking into account more
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Model Sal-G Sal-T Sal-B
Figure 4.18: Lines detected by Sal in each LiDAR dataset when considering just the geometry
component (Sal-G), just the texture component (Sal-T), and both components (Sal-B) respec-
tively. From top to bottom: cathedral, courtyard, reception, room, studio.
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PPHT
LSD
Sal
LSDF
LSDF-Loc
Geometry Texture Geometry Texture
Figure 4.19: Lines detected by each 2D line detector using just the geometry or texture compo-
nent in a cubic image of a single LiDAR scan, backprojected to 3D. Results are shown for the
courtyard and room models.
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information than the other approaches. Sal generally performs better than LSD, with LSDF
and LSDF-Loc occasionally showing signs of improvement over LSD. Filtering only provides
a small improvement here in comparison to the 2D-2D results (e.g. Figure 4.15) - this may be
due to a lack of texture in some of the models, e.g. the room (see Figure 4.19). Furthermore,
applying filtering to the geometry is less likely to be of use than when it is applied to texture
because locally repetitive areas of geometry tend to be less frequent than locally repetitive areas
of texture.
Finally, results are presented where we combine information from all LiDAR scanners in the
proposed framework, shown in the right column of Figure 4.20. In this case, the relative re-
peatability between the top-k 2D line features and top-2k 3D line features is computed, with
the exception of the larger courtyard and reception datasets where the top-4k 3D line features
are used. The repeatability results are around 25%, sufficient for registration, with the excep-
tion of the studio model. The poor performance of the studio is likely due to the vast amount
of lines detected on the floor of the studio (see Fig. 4.18). Upon investigation it was found that
the orientation of the normals on the floor of the Studio regularly fell into two different bins,
despite the floor being flat. These quantisation artefacts could be alleviated by interpolating
between bins; this was not done as it would have been more expensive. Sal-B and Sal-T have
similarly high performance, except for large numbers of lines where the best results are ob-
tained by Sal-B. Judging by the qualitative results in Figure 4.18, the majority of lines detected
based on texture are also detected based on geometry, hence the similar quantitative results
between Sal-B and Sal-T.
4.5 Conclusions
In this chapter we have presented a novel, distribution-based approach to line detection. Whereas
other line detectors simply detect lines based on the image gradient, our approach explicitly
takes into account the surroundings of a line, resulting in a line segment detector that naturally
avoids repetitive areas and returns lines that are representative of the structure of the scene.
Furthermore, its highly generalisable formulation makes it readily applicable to other modal-
ities, as demonstrated by an extension to depth imagery and hence 3D data, where lines that
jointly delineate changes in surface orientation or texture are detected. For fast salient line
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Figure 4.20: Repeatability results for line detectors between 2D and 3D. On the left are results
where only the texture component of the 3D data is considered; in the middle where the geom-
etry component is considered. However, Sal-B, which considers both components, is shown in
each case for comparison. In the first and second columns, the 3D lines are detected from only
one LiDAR scan - the one that is closest to the camera centre of the 2D image. On the right are
results for all Sal algorithms, where the 3D lines have been combined from all LiDAR scans.
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segment detection, a filtering approach is proposed, often yielding similar results or better to
the full saliency approach. The results indicate our approaches achieve superior repeatability
across a range of transformations compared to other line detectors and the 2D-3D results indi-
cate they naturally detect lines representative of the structure of the underlying scene. Not only
is it of potential use in registration contexts as evaluated here, but also for compression related
tasks as demonstrated by its high repeatability under this transformation.
There are potential areas for further improvements - in particular, the good results obtained
by filtering methods (LSDF and LSDF-Loc) indicate that an approach that combines local and
regional information about a line has potential benefits. Such a local and regional approach
would have similarities with approaches to the more general problem of saliency detection in
images. However since our approach is, to the best of our knowledge, the first distribution-
based approach to line detection, we consider such a two-tier system beyond the scope of this
research.
In the next chapter, we use the salient features extracted so far (points and lines) to determine
the registration parameters between 2D and 3D. The salient points and salient lines have a
number of useful similarities - they are both distribution based, and may naturally be applied to
textured and untextured data. Geometrically however they are complimentary features and as
such may potentially lead to more robust registration results when used together due to a wider
scene applicability.
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Chapter 5
Globally Optimal 2D-3D Registration
from Points and Lines Without
Correspondences
5.1 Introduction
In this chapter we use the sparse, salient features extracted in the previous chapters to optimally
determine the registration parameters between the 2D and 3D data. The registration parameters
represent the pose of the camera, and align the 2D image with the projection of the 3D data
using the camera pose. It is a six parameter problem, split into three parameters for the location
of the camera, and three for its rotation (represented by a 3D rotation matrix).
Broadly speaking, the registration parameters determined will be those that are consistent with
the largest number of 2D-3D feature correspondences. Hence, this is often referred to as the
feature matching problem that forms the final stage of the feature-based registration pipeline.
Typically, the feature matching problem is guided by comparing feature descriptors and only
selecting potential matches based on the similarity of the descriptors. Subsequently, the reg-
istration parameters are determined as those that are consistent with the largest number of
correspondences from this putative set of feature matches.
However, in our case, there is no feature description stage with which to construct a putative
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set of feature correspondences, and therefore all feature correspondences are considered. This
creates a particularly difficult problem, especially with the high rates of outliers often encoun-
tered in practice. In this chapter we present a globally optimal approach to solve the problem:
the solution found will be within  of the global optimum, for any user-defined .
Existing approaches to camera pose determination from 2D and 3D features without correspon-
dences are typically computationally expensive. The traditional hypothesise-and-test RANSAC
approach has a very high complexity (O(N4 logN ) for N features) since searching over the
feature correspondence space becomes prohibitively expensive when correspondences are un-
known. State-of-the-art approaches e.g. [39, 114] search over the transformation space and
scale cubically with the number of features, but are not robust to the high rates of outliers
required for the problem at hand. The high complexity has been used to motivate the use of
sparse, salient features for registration throughout this thesis. However, existing approaches
only search for local maxima and hence i) require a good initialisation and ii) are sub-optimal,
particularly for higher rates of outliers.
In this chapter we propose the first globally optimal solution to this problem, achieved via a
Branch-and-Bound (BnB) strategy. It recursively searches the transformation space, bounding
the objective function at each stage and discarding parts of the transformation space for which it
is impossible for the solution to lie in. Eventually, the remaining transformation space is tightly
bounded and it may be concluded that transformations in the remaining space must be within
 of the globally optimal solution. Furthermore, it is straightforward to extend the approach to
the case where points, lines, or a mixture of each are present (unlike RANSAC that requires a
dedicated minimal solver in each case).
Within the proposed BnB algorithm a nested BnB structure is used (similarly to Yang et al.
[162]), whereby an outer BnB searches over the rotation component, with an inner BnB search-
ing for the camera centre at each stage. It is in general faster than searching the full 6D pa-
rameter space directly since large parts of the rotation space may be unconditionally discarded,
and since evaluating each bound is faster as features are only rotated once for the outer BnB.
We extend upon this idea by proposing two extensions to the nested BnB structure.
In the first instance, a deterministic annealing procedure is implemented that gradually in-
creases the accuracy of the search as the algorithm progresses. As such, early regions of rota-
5.2. Problem Formulation 115
tion space may be more quickly evaluated, and the algorithm can focus its search at the later
stages where it is nearing convergence. Secondly, we propose a probabilistic variant, whereby
the inner BnB of less promising areas of rotation space is evaluated to a lower accuracy com-
pared to more promising areas of rotation space. Both approaches result in a significant speed-
up to the algorithm as demonstrated across a range of experiments on synthetic and real data.
The chapter makes the following contributions. Firstly, we propose the first globally optimal
solution to this problem, achieved via a Branch-and-Bound strategy. Its formulation readily
allows for both point and line features to be used, allowing it to be applicable to a broader range
of scenes. Secondly, we propose novel formulations that allow for the speed-up of nested BnB
algorithms while preserving optimality properties of the solution. The approach is evaluated
against state-of-the-art where significant improvements are demonstrated: our approach is more
accurate and significantly more robust to high rates of outliers compared to existing approaches.
The structure of this chapter is as follows: in Section 5.2 the scope of the problem is formally
defined and in Section 5.3 the Branch-and-Bound approach is detailed. In Section 5.4 results
are presented on both synthetic and real data, and in Section 5.5 conclusions are presented.
5.2 Problem Formulation
Initially we give the problem definition for 2D and 3D features in general, before moving onto
the specifics for points and / or lines.
Let there be N 2D features {Λi}Ni=1 and M 3D features {Ψj}Mj=1, and denote the distance
between a 3D and 2D feature as d(Ψj ,Λi). The objective is to determine the pose of the
camera that optimally aligns the sets of features. The pose is an element of 3D motion space
SE(3) = SO(3)×R3, composed of a 3D rotation and 3D translation. Hence, where no outliers
are present, the objective is to find the rotation R ∈ SO(3) and camera centre C ∈ R3 that
minimise:
N∑
i=1
min
j∈{1...M}
d(R(Ψj −C),Λi) (5.1)
To make (5.1) robust to outliers, we use trimming: instead of minimising the sum over all 2D
features it is minimised over the smallest k values, where k represents the expected number of
inliers. Without loss of generality, assume the terms of the sum in (5.1) have been re-ordered
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in ascending order, yielding the trimmed objective: finding R ∈ SO(3) and C ∈ R3 that
minimise:
k∑
i=1
∗
min
j∈{1...M}
d(R(Ψj −C),Λi) (5.2)
where ∗ denotes the sum rearranged in ascending order (note this depends upon R and C).
To apply (5.2) for points (denoted Λ(P )i and Ψ
(P )
j ) or lines (denoted Λ
(L)
i and Ψ
(L)
j ) simply
requires the distance measure to be defined.
In the case of points, denote each 2D point by Xi and each 3D point by Yj . It is initially tempt-
ing to use the Euclidean reprojection error as the most principled distance measure. However,
such a distance measure may still not be perfect where there are potential errors in the location
of both the 2D and 3D features, and it makes bound computation difficult (and hence more time
consuming) due to how it changes non-linearly with respect to the pose of the camera. Instead,
we use a more geometrically meaningful distance measure. For convenience, assume the 2D
point has been reprojected onto the unit sphere i.e. Xi ∈ R3, ||Xi|| = 1. Then we define the
distance between a 2D point and 3D point as:
d(Ψ
(P )
j ,Λ
(P )
i ) = ∠(Yj , Xi) = arccos
(
Yj ·Xi
||Yj ||
)
(5.3)
In the case of lines, a suitable distance measure is less obvious. Approaches to pose estimation
from line correspondences (e.g. [5]) often decouple the problem into the determination of the
rotation by using the direction of the 3D line, then determine the camera centre by using an
arbitrary point on a line. Inspired by this approach, our line distance measure is a weighted sum
of two terms, where the first term is dependent solely on the rotation of the 3D line, and the
second term is the distance of a point on the 2D line to the 3D line. With such a construction,
the distance will be quite large when the rotation is incorrect regardless of the camera centre
- this is of use within the subsequent nested BnB approach, where it can potentially allow for
unpromising areas of rotation space to be discarded more quickly.
Our line distance measure is as follows: for each 3D line, denote its normalised direction
vector as dj . For each 2D line, denote its midpoint as Pi, and backproject the line, denoting
the normal to this plane as ni (see Figure 5.1 for an illustration of these terms). In the ideal,
noiseless case, dj will lie on the backprojected plane and Pi will lie on the projection of line
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O
Image Plane
Figure 5.1: An illustration of the terminology used in defining a distance measure for lines.
Λ
(L)
i denotes a 2D line, Pi its midpoint and ni the normal to its backprojected plane. Ψ
(L)
j
denotes a 3D line and dj its normalised direction vector.
Ψ
(L)
j . Hence, a suitable distance between the lines is defined as:
d(Ψ
(L)
j ,Λ
(L)
i ) = λ
∣∣∣pi
2
− ∠(dj ,ni)
∣∣∣+ ∠(Ψ(L)j , Pi) (5.4)
where λ defines the relative weighting between the two terms. ∠(Ψ(L)j , Pi) denotes the angle
between Pi and the nearest point of the projected (finite) line segment Ψ
(L)
j ; this point on Ψ
(L)
j
is either between the endpoints of Ψ(L)j or is one of its endpoints, whichever is closest. This
is low for lines that overlap slightly with endpoints that are not well aligned (to account for
occlusion), but is higher when the lines are significantly further away. By using this we are
implicitly considering 2D lines as infinitely long but 3D lines as finitely long. This assumption
has been made elsewhere e.g. [77] due to the poor reliability of determining the endpoints of a
2D line.
In the case where both points and lines are present, we compute a weighted sum of the two
objective functions. Assuming there are M1 3D points and M2 3D lines, the objective function
becomes:
µ
k1∑
i=1
∗
min
j∈{1...M1}
d(R(Ψ
(P )
j −C),Λ(P )i ) +
k2∑
i=1
∗
min
j∈{1...M2}
d(R(Ψ
(L)
j −C),Λ(L)i ) (5.5)
where k1 and k2 represent the expected numbers of inlying points and lines respectively. For
the relative weighting term we take µ = 2. This is on the principle that the line distance (5.4)
is composed of two equally weighted terms (after setting λ correctly). The second of these is
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an angular distance which is comparable to the point distance (5.3); hence, the line distance
should be approximately twice that of the point distance.
5.3 Branch-and-Bound
Branch-and-Bound (BnB) is a very general framework for global optimisation. Assume the
objective is to minimise some function f over an N -dimensional bounded space Ω ⊂ RN .
Assume further that for any subset ω ⊆ Ω (hereafter, known as a branch) a lower bound and
an upper bound may be determined for the minimal value of f in this branch, and that these
bounds converge as the size of the branch tends to zero. For example, the upper bound could
simply be the value of the function at the midpoint of the branch, and the lower bound could be
the upper bound minus some expression for how much the function can deviate in an interval
of that size.
These assumptions allow for the determination of a solution to f whose value is within  of the
globally optimal solution, for any user-specified  > 0. It relies upon recursively subdividing
the space, calculating upper and lower bounds for each branch. Initially the input to the algo-
rithm is simply the branch Ω, and, at any stage in the algorithm, there is a set of branches that
are subsets of Ω, each with a lower and upper bound to the minimum value f can take in that
branch. At each stage of the algorithm the following two steps are performed:
1) Determine the distance between the lowest lower bound and lowest upper bound of the
bounds in the set of branches. If this distance is less than  the algorithm terminates, outputting
the lowest upper bound and its branch.
2) Otherwise, consider the branch that has the lowest lower bound and subdivide it further,
computing upper and lower bounds for each sub-branch.
The algorithm will converge because, eventually, the size of the branches considered will be
sufficiently small that the distance between the upper bound and lower bound of a newly di-
vided branch will be less than . When this occurs, the outputted value is within  of the
globally optimal solution because the entirety of Ω has been (recursively) searched and so it is
known that any better solution is no more than  better than the one returned.
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For the 2D-3D registration problem, optimisation takes place over the space SE(3). This space
is unbounded, so it is assumed the camera centre is known to lie within a bounded set ΩC -
typically a reasonable assumption when ΩC encapsulates a suitably large space.
This section is structured as follows: in 5.3.1, we give geometrically meaningful bounds that
describe how much the features can be transformed by within a given neighbourhood and in
5.3.2 how these are used to bound the objective function. Then we describe the nested BnB
structure in 5.3.3 and our novel deterministic and probabilistic BnB strategies in 5.3.4. Finally,
local refinement techniques are detailed in 5.3.5.
5.3.1 Geometric Bounds
Bounds are considered separately for the rotation component and camera centre component.
Firstly, the rotation bound is computed. Rotations are considered in the axis-angle representa-
tion: a rotation is represented by a vector r ∈ R3 whose direction specifies the axis of rotation
and whose magnitude specifies the angle (hence, ||r|| ≤ pi). The rotation matrix that r repre-
sents may be computed via Rodrigues’ rotation formula:
R = I+ sin(||r||)[ˆr]× + (1− cos(||r||))[ˆr]2× (5.6)
where rˆ = r/||r||. The notation [v]× for vector v ∈ R3 denotes the skew-symmetric matrix
representation of v, defined as:
[v]× :=

0 −v3 v2
v3 0 −v1
−v2 v1 0
 (5.7)
Note that [v]×x = v × x for any vector x ∈ R3.
The following result is due to [63]:
Lemma 1: Let R0, R be rotation matrices and r0, r their corresponding axis-angle representa-
tions. Then, for any point X ∈ R3:
||r0 − r|| ≤ δR =⇒ ∠(R0X,RX) ≤ R (5.8)
where
R = δR (5.9)
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In the context of BnB, if one considers a branch as a cube of rotations in their axis-angle
representation where the centre of the branch is r0 and the cube has side-length δR, then by the
above result, for any rotation (R) within the cube and for any point X, ∠(R0X,RX) ≤
√
3R
2 .
Next, bounds on the camera centre are derived.
Lemma 2: Let C0, C ∈ R3. For any point X ∈ R3, let θ = ∠(X−C0,X−C). Then:
||C0 −C|| ≤ δC =⇒ θ ≤ X−C0C (5.10)
where
X−C0C =
 pi δC ≥ ||X−C0||asin( δC||X−C0||) otherwise (5.11)
X
Y
Z
X
Y
Z
δ
δθ θ
Figure 5.2: Left: When δC ≥ ||X −C0||, the maximum angle is pi by placing X −C behind
(or on) the origin. Right: Otherwise, the maximum angle obtained is when X−C is at a right
angle to C−C0.
Lemma 2 can be intuitively understood by referring to Figure 5.2. More formally:
Proof: Note that it is sufficient to show that
max
C:||C0−C||≤δC
θ ≤ X−C0C (5.12)
to prove Lemma 2. We split this into two cases, based on whether or not δC ≥ ||X−C0||.
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i) If δC ≥ ||X−C0||, let C = C0 + δC
(
X−C0
||X−C0||
)
. Then:
θ = ∠
(
X−C0,
(
1− δC||X−C0||
)
(X−C0)
)
(5.13)
In this case we obtain θ = pi, since the two vectors in the above expression are in the opposite
direction to one another. This corresponds to the left diagram in Figure 5.2.
ii) Now assume δC < ||X − C0||. Consider the triangle with sides of length ||X − C0||,
||X−C||, and ||C−C0|| (e.g. the triangle in the right diagram in Figure 5.2). By the cosine
rule one obtains
||X−C||2 < 2||X−C0||||X−C|| cos(θ) (5.14)
hence cos(θ) ≥ 0, i.e. θ ∈ [−pi2 , pi2 ]. Since sin(θ) is a strictly increasing function in this
interval, obtaining an upper bound on sin(θ) will yield an upper bound on θ. By the sine rule:
sin(θ) =
||C0 −C||
||X−C0|| sin(∠(C0 −C,X−C)) (5.15)
Without loss of generality X and C0 may be assumed to be constant (since we are finding C
that solves Equation 5.12), hence the expression is maximised when ∠(C0−C,X−C) = pi2 .
Then sin(θ) ≤ δC||X−C0|| , and the result follows. 
A Uniformly Continuous Bound
The function governing the bounds on the camera centre (5.11) is not uniformly continuous:
the relationship between C and δC is dependent on X. This causes real difficulties for the
algorithm: if precision C is desired and a point X is arbitrarily close to C0, an arbitrarily
small branch (δC) is required. Hence the algorithm will not converge in finite time.
To alleviate this we modify the objective function slightly so as to be uniformly continuous:
when computing (5.2) we only take into account 3D features whose distance from the camera
centre is larger than a specified threshold (γ). For a suitably small threshold this is sensible in
practice: in general very few features will be located immediately in front of the camera.
In doing so, Equation (5.11) may be rewritten with γ substituted in place of ||X − C0||.
This now creates a uniformly continuous function since the relationship between δC and C
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is independent of X. More explicitly, if a precision of C ∈ (0, pi) is desired, one may set
δC = γ sin C to guarantee a minimum branch size, hence guaranteeing the convergence of
the algorithm. Note however that when the bound is explicitly calculated there is no need to
substitute γ in place of ||X−C0|| as this simply guarantees how large a computed bound may
be; smaller bounds will be obtained without this substitution.
By combining the above lemmas, the following result is obtained:
Theorem 1: Let R0, R be rotation matrices and r0, r their corresponding axis-angle represen-
tations. Further, let C0, C ∈ R3. Then, for any point X ∈ R3:
||r0 − r|| ≤ δR ∧ ||C0 −C|| ≤ δC =⇒ ∠(R0(X−C0),R(X−C)) ≤ R + C (5.16)
where R = δR and C = asin
(
δC
γ
)
. The proof follows by combining Lemmas 1 and 2 with
the triangle inequality:
∠(R0(X−C0),R(X−C)) ≤∠(R0(X−C0),R(X−C0))
+ ∠(R(X−C0),R(X−C))
≤R + ∠(X−C0,X−C)
≤R + C
(5.17)

5.3.2 Function Bounds
In this subsection, the bounds in 5.3.1 are related to the objective functions described in Section
5.2. Assume we are minimising the trimmed objective (5.2) with the angular distance measure
for point features (5.3). It is required to determine upper and lower bounds for (5.2) when
the pose space SE(3) is bounded. At each stage in the BnB algorithm, the pose space will be
divided up into cubes, where we consider jointly a rotation cube centred at r0 of side-length
δR and a camera centre cube centred at C0 of side-length δC .
To compute the upper bound for (5.2) using points (5.3) the objective function is simply eval-
uated at (R0,C0). To compute the lower bound the expression is derived by evaluating the
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function at (R0,C0) and subtracting the maximum amount by which the function may deviate
within that branch. Denote z() =
√
3
2 (R + C) and hence, the lower bound is obtained as:
k∑
i=1
∗
min
j∈{1...M}
max {0,∠(R0(Yj −C0), Xi)− z()} (5.18)
The lower bound for lines (5.4) is derived in a similar way; the angles for each of the two terms
in (5.4) are bounded in the same manner (by
√
3
2 (R + C)). Hence, the lower bound for (5.2)
using lines (5.4) is obtained as:
k∑
i=1
∗
min
j∈{1...M}
max
{
0, λ||pi
2
− (∠(R0dj ,ni)− z()) ||
}
+max
{
0,∠(R0(Ψ(L)j −C0), Pi)− z()
}
(5.19)
5.3.3 Nested Branch-and-Bound
In a similar manner to [162], we use a nested BnB structure for efficiency: an outer BnB
searches over the rotation space SO(3) and, for each rotation branch, the upper and lower
bounds are solved by an inner BnB algorithm for the camera centre. In doing so, all features
may be rotated at the beginning of an inner BnB, leaving only their translation component
(−RC) to be added at each stage; this is more efficient than directly implementing a full 6D
search. We shall now describe the computation of bounds in the inner BnB algorithm.
Firstly, the case for determining the upper bound of a rotation cube is considered. To do so, the
rotation is considered at the centre of the cube (r0) and the aim is to determine the minimum
value of Equation (5.2) where r is fixed to r0 and C is allowed to vary. The upper bound used
in the inner algorithm is simply the value of the function at that point, i.e. computed using
(5.18) with z() = 0, with the lower bound computed using z() =
√
3
2 C . There is an early
bail-out condition: if the inner lower bound is greater than the outer upper bound then the inner
BnB may terminate. This allows for speed-up of the algorithm if the outer upper bound is small
(i.e. the algorithm is faster the closer it is to the optimal solution).
Secondly the lower bound of a rotation cube is considered. The same computation is performed
as for the upper bound, but takes into account the maximum amount the objective function can
deviate within the rotation branch. Hence, the upper bound used in the inner algorithm in this
case is computed using (5.18) with z() =
√
3
2 R; the lower bound with z() =
√
3
2 (R + C).
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At this point we should point out some minor differences between our nested BnB implemen-
tation and that of Yang et al. [162]. In [162] the authors compute the inner BnB to the same
accuracy as the outer BnB and return the (inner) upper bound as the bound for that rotation
branch. However, if the lower bound of a rotation branch is being considered, clearly the inner
lower bound will be desired rather than the inner upper bound. Subsequently, for the outer BnB
to be calculated to an accuracy of  the inner BnBs will need to be computed to accuracy /2;
this will ensure the difference between the outer upper and lower bounds is less than , hence
guaranteeing the convergence of the algorithm.
The nested BnB structure is summarised in the pseudocode given in Algorithm 1. Note that
it also includes local refinement if a new best solution is found - details of this are given in
subsection 5.3.5.
5.3.4 Deterministic and Probabilistic Nested Branch-and-Bound
In Section 5.3.3 a nested BnB was proposed, where the outer BnB is computed to an accuracy
of  by computing the inner BnBs to an accuracy of I = /2. However, it is not necessary to
always compute the accuracy of an inner BnB to /2 and there is a trade-off here: calculating
the inner BnBs to a high degree of accuracy (low I ) will result in tighter upper and lower
bounds meaning the outer BnB will converge in fewer iterations, however each inner BnB will
take more iterations.
In this section, we shall present two variants of the algorithm that take advantage of the above
insight by computing the inner BnBs to different degrees of accuracy (I ). The first variant
retains the global optimality of the approach by ensuring the outer BnB converges to within
, while the second variant guarantees that if the algorithm converges, it does so to the global
optimum. However, in practice we have found the second variant to converge just as well as
the other globally optimal approaches.
For proposed variants of the algorithm, the accuracy of the inner BnBs (I ) is a function of ,
the current outer upper and lower bounds (UO and LO), and the current inner upper and lower
bounds (UI and LI ) at that stage of the algorithm. For the first proposed variant the accuracy
is computed in a deterministic way; I is large at the beginning of the algorithm and gradually
decreases as it progresses. For the second variant, I is computed probabilistically whereby
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branches that look promising are evaluated to a higher degree of accuracy (lower I ) than those
that do not.
Algorithm 1: Nested structure of Branch-and-Bound.
Data: Set of 2D features {Ψi}Ni=1 and 3D features {Λj}Mj=1, initial rotation and camera centre
cubes (rinit,Cinit), desired accuracy .
Result: Output rotation rres and camera centre Cres whose objective function value (5.2) is
less than  from the global optimum.
Set UB =∞, LB = 0, rres = rinit, Cres = Cinit.
Create a priority queue of rotation cubes, ordered by the lowest bound, consisting of the initial
rotation cube.
while (UB − LB > 2 ) do
Obtain rotation cube from the front of the queue, and sub-divide into 8 sub-cubes.
foreach sub-cube rs do
Determine the upper bound of rs (rUBs ): Run an inner BnB, with the upper bound
initialised to UB and whose upper bound is computed using (5.18) with z() = 0,
and lower bound using z() =
√
3
2 C .
Determine the lower bound of rs (rLBs ): Run an inner BnB, with the upper bound
initialised to UB and whose upper bound is computed with z() =
√
3
2 R, and lower
bound using z() =
√
3
2 (R + C).
if rUBs < UB then
Set UB = rUBs
Run local refinement (see Section 5.3.5) and update UB if this finds a better
solution.
end
if rLBs > LB then
Set LB = rLBs .
end
end
end
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Deterministic BnB
The deterministic BnB that we propose initially computes inner BnBs to a large I , and gradu-
ally decreases it to /2 as the algorithm progresses. Hence, it terminates to the same accuracy
as the original algorithm, despite computing many previous branches to a worse accuracy.
At any stage in the algorithm the outer upper bound (UO) and outer lower bound (LO) are
known. Then we deterministically take I = UO−LO2 as the accuracy to use for the inner BnB.
This is for two reasons: firstly, it guarantees the difference between UO and LO to decrease
as better parts of the search space are explored, i.e. the algorithm will continue to converge.
Secondly, it naturally leads to a final accuracy of /2, guaranteeing the same accuracy as the
original algorithm. To begin with, I is set to an arbitrarily large number, hence UO is quickly
set to a reasonable value after the first inner BnB.
Probabilistic BnB
We furthermore propose a probabilistic BnB formulation that, informally, calculates an inner
BnB to a high degree of accuracy if it looks promising (e.g. it will lead to a new best solution)
and a low degree of accuracy otherwise. More formally, we shall determine the trade-off be-
tween the amount of time taken evaluating an inner BnB and the expected benefit of taking that
amount of time.
We shall assume for simplicity that there are two outcomes of interest for evaluating an inner
BnB. When using the inner BnB to determine an upper bound the outcome of interest is whether
or not it leads to a new global upper bound - if it does, this will speed up the algorithm (since
there is an early bail-out condition, see Section 5.3.3) or the algorithm may potentially converge
(i.e. terminate). When using the inner BnB to determine a lower bound the outcome of interest
is whether the lower bound is high enough such that the branch may be discarded as this will
further narrow the search space.
The probabilities for the outcomes of interest vary depending on the accuracy I that is de-
sired. Denote the probability that the outcome of interest occurs as p(I) and the time taken to
evaluate the inner BnB to an accuracy of I as t(I). If the outcome of interest occurs, assume
the rest of the BnB algorithm takes time t1 and time t2 otherwise (hence t1 < t2 is assumed).
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Hence, the expected amount of time taken is:
T = (t(I) + t1)p(I) + (t(I) + t2)(1− p(I)) (5.20)
To determine I that minimises the expected amount of time taken we set the derivative of
(5.20) to zero to give:
(t1 − t2)p′(I) + t′(I) = 0 (5.21)
We shall assume that t(I) ∝ 1/I because all bounds derived are first order bounds that scale
linearly with respect to the branch size. Hence, equation (5.21) may be re-written to give
1
2I
∝ p′(I). Integrating both sides gives the relationship
I =
a
p(I) + b
(5.22)
for constants a and b. To guarantee the convergence of the algorithm, we constrain the maxi-
mum value of I to be UO−LO2 . Furthermore, we set a minimum value of I as /2 for all inner
BnBs so that the algorithm does not spend too much time in an inner BnB.
These conditions may be substituted into equation 5.22 such that, when p(I) = 1, I takes its
minimum value of /2; and similarly when p(I) = 0, I takes its maximum value of UO−LO2 .
These allow for the constants a and b to be determined, yielding the relationship:
I =
(UO − LO)
2((UO − LO − )p(I) + ) (5.23)
Computation of p(I): If the inner BnB is being used to determine the outer upper bound (UB),
we are interested in the probability that the inner BnB will find a new outer UB, i.e. p(I) is
the probability that the inner UB is found to be less than UO when evaluated to accuracy I .
Conversely, if the inner BnB is being used to determine the outer lower bound (LB), we are
interested in the probability that the inner BnB will lead to this branch being discarded, i.e.
p(I) is the probability that the inner LB is found to be greater than UO −  when evaluated to
accuracy I .
In either case, the estimate is determined by firstly considering the optimal value of the ob-
jective function in the inner BnB, denoted g. At this stage, all that can be said is that g lies
between LI and UI . However, we have observed it to have a tendency to lie significantly closer
to UI than LI , i.e. LI is a very pessimistic lower bound.
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The reason for this is that the lower bound computation in equations 5.18 or 5.19 are computed
as the sum of minima, but it is very unlikely that the summands simultaneously obtain their
minimum at the same point in space. It is however true that any one of the summands obtains
its minimum value within the branch, reducing the inner UB by an approximate value r where
r = UI−LIk , since the difference between the inner UB and inner LB is split between the k
summands. The other k− 1 summands are very unlikely to also obtain their minimum value at
this point in the branch, and we assume each summand to reduce the inner UB by a uniformly
distributed amount from the interval [−r, r] at this point in the branch.
As a result, we assume the expected value of g to be UI − r, and its variance is that of sum of
k−1 uniformly distributed variables from the interval [−r, r]. Using the central limit theorem,
we approximate the distribution of g as:
g ∼ N
(
UI − r, k − 1
3
r2
)
(5.24)
To use the distribution of g to estimate p(I) where the inner BnB is being used to determine
the outer UB, we use the approximation:
p(I) = P
(
g < UO − I
k
)
(5.25)
Equation 5.25 may be computed using the error function. To determine I requires solv-
ing 5.23 and 5.25 simultaneously - we use an iterative approach to this with initial condi-
tion p(I) = 0.5. Where the inner BnB is being used to determine the outer LB, we take
p(I) = P
(
g > UO − − (k−1)Ik
)
and proceed in a similar manner.
5.3.5 Local Refinement
Similarly to other BnB approaches (e.g. [162]) we locally optimise the solution whenever a
promising part of the search space is found. If the output of the local optimisation results in a
new best solution (according to Equation (5.2)), the upper bound is updated with the new solu-
tion. In our case, we use two refinement algorithms: one with a large basin of convergence that
does not assume correspondences between features are known, and a more precise refinement
requiring known correspondences. The first refinement is called whenever a solution is within
50% of the current best solution and a local refinement has not been called in a neighbourhood
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of this point. The second refinement is called whenever a new best solution is found (similarly
to [162]) and uses the correspondences given by the trimmed nearest neighbours.
For the first local refinement algorithm with a large basin of convergence we use SoftPosit
in the case of either points, lines, or both [39] [40]. In the case where both points and lines
are used, we modify the existing SoftPosit algorithm; specifically, the assignment matrix is
adjusted to account for both points and lines such that it is impossible to assign any weighting
to a point-line correspondence. For the second algorithm we use EPnP [90] for points and the
approach by Kumar and Hanson [87] for lines. For both points and lines we use the approach
by Dornaika and Garcia [46] that is based on the Posit algorithm [42].
It should be noted that none of these algorithms directly minimise the objective function used
here (Equation (5.2)) and if local refinement does not result in a better function value the
algorithm will not update its best solution. Furthermore, it is not necessary to perform local
refinement since the approach will still eventually find the optimal solution without it. Despite
this, these refinement techniques allow the BnB algorithm to more efficiently find and discard
local optima and concentrate on finding the global optimum.
5.4 Experimental Evaluation
We compare between the three proposed approaches: BnB, BnB-D for the deterministic BnB,
and BnB-P for the probabilistic BnB. They are furthermore compared to existing methods
for 2D-3D feature matching without correspondences. Specifically, we compare against the
traditional RANSAC [52] algorithm, SoftPosit [39], and the state-of-the-art BlindPnP [114]
approaches.
The structure of this section is as follows. In subsection 5.4.1 we give implementation details
for all approaches evaluated in this section, and in subsection 5.4.2 the evaluation measures
(accuracy and speed) are described. Subsequently results are presented, in subsection 5.4.3 for
synthetic data and in subsection 5.4.4 for real data, where we use the real features extracted
from the previous two chapters.
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5.4.1 Implementation Details
BnB / BnB-D / BnB-P: Few parameters need to be set for our globally optimal approaches, and
we use the same parameters for all experiments with the exception of k (the expected number
of inliers). For the synthetic data, k is set to the exact number of inliers (unless otherwise
stated); for real data it is fixed to 25% of the total number of 2D features. In Equation 5.4 we
use λ = 0.3, and, for the uniformly continuous bound, we take γ = 0.1. We set  = 0.0025k
for where only point features are used, and  = 0.006k for when line features, or both point
and line features, are used (with the exception of in Figure 5.3, where  is a free parameter).
RANSAC: The RANSAC algorithm [52] relies upon hypothesising transformations from min-
imal subsets and determining how many inliers there are with respect to the hypothesised trans-
formation. In our case there is no inlier threshold as trimming is used, therefore the transforma-
tion that minimises Equation 5.2 is taken. Since minimal samples of inlying features typically
do not produce optimal transformations in the presence of noise, we use the LO-RANSAC
algorithm [36]. Alternative, more efficient variants of RANSAC are inapplicable in our case.
For example, PROSAC [35] relies upon the similarity of feature descriptors to obtain a better
evaluation order, however we assume no feature descriptors are used. Alternatively, WALD-
SAC [105] evaluates the potential correspondences of a transformation in an optimal order -
this is difficult to apply in our case where a trimmed objective function is used. To determine
the transformation from minimal samples we use the approach by Kneip et al. [83] in the case
of points, and the approach by Dhome et al. [44] in the case of lines. We do not test against
RANSAC in the case where both points and lines are present.
SoftPosit: The SoftPosit algorithm has been implemented for points [39] and lines [40]. We
extend in to the case where both points and lines are present by adjusting the assignment matrix
used, such that it is impossible to assign any weighting to a point-line correspondence. It is run
from a number of random starting points in SE(3) covering the same space the proposed BnB
algorithms search from.
BlindPnP: The BlindPnP algorithm [114] has only been proposed for points. Furthermore, it is
observed that BlindPnP relies upon the ability to use pose priors on where the possible camera
pose may be - represented by a Gaussian Mixture Model (GMM) of typically 20 components.
In their experiments the pose is constrained such that the camera lies on a torus around the 3D
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scene. However, it is often unrealistic to assume such prior knowledge can be obtained, and
it is difficult to alter their approach to work with a significantly larger number of priors over
a greater space of SE(3). Therefore, for a fair comparison, our approach was altered to use
these pose priors for some of the synthetic experiments.
5.4.2 Evaluation Measures
Throughout the experiments we aim to measure the accuracy of the available algorithms, and
the speed of the approaches, where possible.
Accuracy: The accuracy is defined as the proportion of experiments from which an inlying
solution is produced by an algorithm. A solution is deemed an inlier if the distance between
the ground truth and estimated rotation, and ground truth and estimated camera centre, are both
less than a given threshold.
For the rotation, the angle between the ground truth and estimated rotations is required to be
less than 0.1 radians to be deemed an inlier. The angle between two rotations Ra and Rb is
computed by constructing Rc = RTaRb, and computing the angle of rotation of Rc in its axis-
angle form [63].
For the camera centre, the relative error between the two camera centres (expressed as ||Ctrue−
C||/||C||) is required to be less than a threshold of 0.1 to be deemed an inlier, the same as in
[114]. However, we note that the relative error between camera centres is coordinate system
dependent, therefore we also use the absolute error between the camera centres (||Ctrue−C||).
It will be made clear which error on the camera centres is used in each case.
Speed: It is, in general, very difficult to compare the speed of the algorithms, unless all exper-
iments are performed on the same machine. Therefore, timings are only reported for certain
experiments that were all on the same machine. However, we aim to meaningfully compare
the speed of the three proposed approaches (BnB, BnB-D, and BnB-P) where local refinement
is used (Section 5.3.5). This is done by measuring the total number of inner BnB iterations,
giving a good idea about the amount of time taken since each inner BnB iteration takes the
same time regardless of the approach taken. The number of iterations for the BnB algorithms
have high variance, hence we report the three quartiles, and give the proportion of experiments
that converged within an iteration limit (denoted TI ).
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5.4.3 Synthetic Data
In this subsection, we compare against existing approaches for synthetically generated data.
However, to fairly compare against different approaches requires certain assumptions be placed
on the data for each approach. For example, BlindPnP places a prior on the camera pose;
assuming it to lie on a torus around and facing the 3D scene, represented by a GMM of 20
components. However, RANSAC searches all potential correspondences regardless of pose
priors, hence, to give a fair comparison against RANSAC there should be very little prior
placed on the camera pose. Therefore, this section is split into two subsections; the first where
pose priors are used, and the second where significantly fewer assumptions are placed on the
camera pose.
Pose Priors
Throughout this subsection the accuracy and speed of the approaches are tested where pose
priors are assumed. For a fair comparison with [114], the pose priors are generated in the same
way as in [114]; and the relative error between camera centres will be used in this section to
determine whether a solution is an inlier. Our algorithms are modified to use pose priors in the
following way: the input to our algorithm is a set of branches corresponding to each pose prior.
Hence, each pose prior is defined by an initial rotation branch (centred at the prior) with each
branch initiating its own camera centre branch (centred at the prior).
Due to the potentially large running times, the proposed approaches are terminated after TI =
7.5×106 inner BnB iterations if they had not already converged by then. For a fair comparison,
RANSAC is also terminated after TI iterations. SoftPosit and BlindPnP are run 20 times; from
the centre of each of the GMM components.
We generate the 2D and 3D features in a similar manner to [114]: firstly, we randomly generate
a set of 3D features (points or lines) and randomly choose a camera position in SE(3) from
the torus. A proportion of these 3D features are deemed inliers and are projected onto the
image. Noise is added to their position (the endpoints in the case of lines) of variance 2 pixels.
A number of outlying 2D features are then randomly generated on the image such that the
number of 2D and 3D features is equal (none of the algorithms require the two feature sets to
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be of equal size - we simply test in this way for simplicity).
In this subsection, three sets of experiments are performed. The first is without local refinement
(Section 5.3.5), and is to test the proposed deterministic and probabilistic BnB algorithms in
isolation without being affected by the other aspects of the algorithm. Secondly, experiments
are performed with local refinement, across a range of feature quantities and proportion of
inliers. Finally, we present results of varying the expected number of inlier features (k) from
their ground truth, since this cannot be assumed to be known in practice.
Without Local Refinement: Initially we test the three proposed approaches (BnB, BnB-D, and
BnB-P) without local refinement. In this case, we test for a feature size of 50 (either points,
lines, or 25 of each) for 40% inliers, for varying levels of accuracy (). 30 trials were performed
in each case. The results are shown in Figure 5.3.
Due to the high variance of timings obtained, the quartiles of the number of iterations are
shown, along with the proportion of trials to converge within the iteration limit. Based on the
median number of iterations, BnB-P performs the fastest, however its iteration count has higher
variance than BnB-D. Both proposed approaches (BnB-D and BnB-P) use fewer iterations than
the original BnB. All methods perform similarly well in terms of the quantity of inlying solu-
tions obtained. As could be expected; all algorithms converge faster where a lower accuracy
(higher ) is desired, often to the detriment of the quality of the solution.
With Local Refinement: Next we test with local refinement (Section 5.3.5), against all other
algorithms. The feature sizes range from 40 to 90, with inlier rates at 60%, 40%, and 20%.
30 trials were performed in each case. Timings are not shown here since it would require all
experiments to be performed on the same machine, which would be prohibitively expensive.
Results are shown in Figure 5.4.
From these graphs it is seen that our approaches are consistently more accurate than the state-
of-the-art. Interestingly, our approach sometimes does not get the right solution with 20%
inliers, despite being globally optimal. It is in fact observed that, in some cases, it obtains a
solution whose function value (by Equation 5.2) is lower than the function value of the ground
truth solution, despite being an outlying solution! This is indicative of the intrinsic difficulty
of the problem, and the capacity of noise to redefine the global minimum.
Also of note is the observation that RANSAC performs better than the state-of-the-art ap-
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Figure 5.3: Number of iterations (left column), proportion of trials that converged within the
iteration limit (middle column) and proportion of inlying solutions (right column) for BnB,
BnB-D, and BnB-P across different levels of desired accuracy, for a feature size of 50. No local
refinement is used here. Each experiment was terminated after TI = 7.5 × 106 inner BnB
iterations if it had not already converged by then.
proaches SoftPosit and BlindPnP. This is largely due to the fact that it is run for a very large
number of iterations - the same number that the BnB approaches are run for - in order to
compare it against BnB. However, in doing so it performs a much larger search than SoftPosit
and BlindPnP, both of which search locally from one of the 20 pose priors and are orders
of magnitude faster than RANSAC. Furthermore, RANSAC has a much higher complexity
(O(N4 log(N)) than SoftPosit and BlindPnP (O(N3)).
Varying Expected Inlier Ratio: A potential point of concern is that the expected number of
inliers, k, cannot be known beforehand. We therefore run experiments to test how the proposed
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Figure 5.4: Proportion of inlying solutions for all algorithms tested. From top to bottom: using
points, using lines, using both. From left to right: 60% inliers, 40% inliers, 20% inliers.
algorithms cope when k is varied away from the true inlier ratio. In Figure 5.5 we show results
for a feature size of 90, for 40% inliers, for varying expected inlier ratio (15% - 50%). 20 trials
were performed in each case.
From these graphs it appears that varying the expected inlier ratio has little effect on the ac-
curacy of the results, with the vast majority of trials converging on the correct answer for the
expected inlier ratio anywhere between 25% and 50% (compared to the true ratio of 40%). It is
only when the expected inlier ratio is very small (15% - 20%) that the algorithms fail, and this
is mostly in the case of point features. However, the number of iterations the approaches take
can vary drastically with respect to the expected inlier ratio. In particular, when the expected
inlier ratio is higher than the true ratio, the number of iterations significantly increases. This
could be due to the fact that, when the expected inlier ratio is at or less than the true ratio, the
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Figure 5.5: Number of iterations (left column), proportion of trials that converged within the
iteration limit (middle column) and proportion of inlying solutions (right column) for BnB,
BnB-D, and BnB-P across different assumed inlier ratios, for a feature size of 90. Each experi-
ment was terminated after TI = 7.5× 106 inner BnB iterations if it had not already converged
by then.
ground truth pose estimate is sufficiently small to warrant the algorithm to terminate (i.e. the
ground truth pose estimate has objective function value (Equation 5.2) less than ). Thus, the
algorithm may only have to find a solution with function value less than , without explicitly
verifying it. This is not always the case, particularly where only line features are used and the
number of iterations increases more gradually with the expected inlier ratio, however it is a
contributing factor.
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No Pose Priors
For a fair comparison against RANSAC that searches over the correspondences (and therefore
searches over a large volume of SE(3)), we test our approaches over a much larger prior
volume. Specifically, the data is generated by first constructing a random camera pose from the
space ΩP := SO(3) × [−0.25, 0.25]3. The inlying 3D features are generated such that they
project onto the camera and lie in [−1.5, 1.5]3 \ [−0.75, 0.75]3. The outlying 3D features are
uniformly generated in [−1.5, 1.5]3 and the outlying 2D features are uniformly generated on
the image plane.
In this case, we do not test against BlindPnP since we are unable to adjust their approach to
operate over a significantly larger prior search space. We also do not test against SoftPosit: it is
observed that SoftPosit performs very poorly when the 3D features are so close to the camera
centre since it relies upon approximating perspective projection by an orthographic projection.
For this reason, SoftPosit is also not used as a subroutine for the BnB approaches in this section.
Experiments are performed for larger numbers of features (150−350) for 40% and 60% inliers.
Each trial is terminated after 1000 seconds if it has not already converged by then. Therefore,
all experiments were performed on the same machine, and as such, only 10 trials were recorded
in each case. Due to the high variance of timings, the median, and lower and upper quartiles
of the time taken are recorded, along with the proportion of trials to converge within the time
limit, as shown in Figure 5.6. The proportion of inlying solutions is also shown on the right of
Figure 5.6, where an inlying solution is defined such that the angle between the hypothesised
rotation and ground truth rotation is less than 0.1 and the absolute error between the two camera
centres is less than 0.05. The absolute error is used here due to the camera centres lying in a
neighbourhood of the origin (where the relative error is not meaningful).
Based on these results it can be seen that our approaches perform favourably to RANSAC,
particularly in the case of lines. RANSAC performs better using points than for lines; this may
be due to the different minimal solvers used in each case. The proposed approaches BnB-D and
BnB-P result in a significant speed-up over the original BnB, particularly when both points and
lines are used.
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Figure 5.6: Number of iterations (left column), proportion of trials that converged within the
iteration limit (middle column) and proportion of inlying solutions (right column) for RANSAC,
BnB, BnB-D, and BnB-P across different feature sizes for inlier ratios of 40% (rows 1, 3, and
5) and 60% (rows 2, 4, and 6), where no pose priors are used. Results are given for points (top
two rows), lines (middle two rows), and both points and lines (bottom two rows). Each trial
was terminated after 1000 seconds if it had not already converged by then. All experiments
were performed on the same machine.
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5.4.4 Real Data
In this section, we evaluate the performance of the registration algorithms on real data. Specif-
ically, we are interested in using the real dataset (as shown in Figure 3.8) that comprises five
models with between 7 and 11 images with known projection matrices per model. The features
that are used here are those extracted by our proposed methods and those from state-of-the-art
feature detectors. For features extracted by our methods we use KBD and KBD-B for 2D and
3D points and Sal for lines. These features shall simply be referred to as Sal-P for points,
Sal-L for lines, and Sal-PL where a mixture of the two are present. The state-of-the-art feature
detectors used here are GFT and Harris for 2D and 3D points and LSD for lines; referred to as
GL-P, GL-L, and GL-PL. The top-120 features are used in 2D and the top-240 used from 3D;
except where both points and lines are used where we take the top-80 points and top-80 lines
in 2D, alongside the top-160 points and top-160 lines in 3D.
The BnB methods proposed here require priors to be placed on the camera pose. This should
not be seen as a significant barrier to the method; indeed, Moreno-Noguer et al. [114] assume
the camera to lie on a torus around the object, and Svarm et al. [145] assume the 3D ground
plane is known, and the orientation of the image with respect to the ground plane. In our
case, we assume the camera centre to lie in a cube of diameter 1.5m in the case of the indoor
models (reception, room, and studio), and a cube of diameter 5m for the outdoor cathedral and
courtyard models. We place no assumption on the rotation parameters. Each trial is run for a
maximum of TI = 5 × 106 iterations for RANSAC, BnB, BnB-D, and BnB-P. SoftPosit is run
for a maximum of 1000 iterations from random starting locations in the prior so as to take a
similar amount of time to the other tested methods.
Firstly qualitative results are presented. Figures 5.7 and 5.8 show estimated poses obtained
from all five approaches, using the six types of features. The globally optimal approaches
all perform better than the sub-optimal RANSAC and SoftPosit, particularly in the case of lines.
Furthermore, Sal-L is more robust in comparison to GL-L due to the tendency of GL-L to detect
multiple lines in a similar location, whereas the Sal-L features are more representative of the
scene. The problem is mitigated for GL-PL where the complementarity of the two feature types
results in a more robust objective function.
Secondly, quantitative results are presented, where we firstly measure the proportion of inlying
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Figure 5.7: Qualitative result for solutions returned using all methods on an image, from the
reception model. The top half is using the GL-P, GL-L, and GL-PL features, with the bottom
half using the Sal-P, Sal-L, and Sal-PL features proposed in this thesis. Blue features are 2D,
green are 3D.
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Figure 5.8: Qualitative result for solutions returned using all methods on an image, from the
room model. The top half is using the GL-P, GL-L, and GL-PL features, with the bottom half
using the Sal-P, Sal-L, and Sal-PL features proposed in this thesis. Blue features are 2D, green
are 3D.
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solutions returned. For this we use a threshold of 0.1 radians for the angle between the rota-
tions, and a threshold of 0.1m for the absolute distance between the camera centres. For fair
comparison between models, the threshold on the camera centre inlier distance is a function
of the prior size of the camera centre. For the prior camera centre to have volume d, we take
threshold t such that 43pit
3 = 0.025d, i.e. there is only a 2.5% chance of obtaining the correct
camera centre by chance. For the outdoor cathedral and courtyard with prior camera centre
over a volume 125m3 the inlier threshold is about 0.91m, whereas for the indoor reception,
room, and studio it is 0.27m. Figure 5.9 shows the proportion of inlying solutions returned
for the sets of 2D-3D features for each model. Note that we compare against the different
registration approaches outlined in this chapter, and the different feature types.
GL-P GL-L GL-PL Sal-P Sal-L Sal-PL Average
SoftPosit 0 0 0 0 0 0 0
RANSAC 0 0 - 0 28.6 - 7.15
BnB 14.3 28.6 28.6 14.3 0 14.3 16.7
BnB-D 14.3 14.3 28.6 0 0 42.9 16.7
BnB-P 0 14.3 28.6 0 0 42.9 14.3
Average 5.72 11.4 21.4 2.86 7.15 25 -
(a) Prop. inlying solutions (%), cathedral
GL-P GL-L GL-PL Sal-P Sal-L Sal-PL Average
0 0 0 0 0 0 0
0 0 - 0 25 - 6.25
0 12.5 0 0 50 0 10.4
0 0 0 0 50 0 8.33
0 0 0 0 50 0 8.33
0 2.5 0 0 35 0 -
(b) Prop. inlying solutions (%), courtyard
GL-P GL-L GL-PL Sal-P Sal-L Sal-PL Average
SoftPosit 0 0 0 0 0 0 0
RANSAC 0 0 - 9.09 0 - 2.27
BnB 0 0 18.2 0 18.2 18.2 9.08
BnB-D 0 0 9.09 0 36.4 27.3 12.1
BnB-P 0 0 27.3 9.09 9.09 27.3 12.1
Average 0 0 13.6 3.64 12.7 18.2 -
(c) Prop. inlying solutions (%), reception
GL-P GL-L GL-PL Sal-P Sal-L Sal-PL Average
0 0 0 0 0 0 0
0 14.3 - 0 42.9 - 14.3
14.3 100 57.1 0 71.4 28.6 45.2
28.6 100 100 0 100 71.4 66.6
14.3 71.4 100 0 85.7 42.9 52.3
11.4 57.2 64.3 0 60 35.6 -
(d) Prop. inlying solutions (%), room
GL-P GL-L GL-PL Sal-P Sal-L Sal-PL Average
SoftPosit 0 0 0 0 0 0 0
RANSAC 0 0 - 0 0 - 0
BnB 0 0 0 0 0 0 0
BnB-D 0 0 42.9 0 0 0 7.15
BnB-P 0 0 28.6 0 0 0 4.76
Average 0 0 17.9 0 0 0 -
(e) Prop. inlying solutions (%), studio
Figure 5.9: Proportion of inlying solutions returned per 3D model, and per feature type.
It is observed that the proposed globally optimal approaches perform significantly better than
SoftPosit and RANSAC. In particular, SoftPosit never gets the correct solution - this is in part due
to the high rates of outliers, and partly due to SoftPosit performing poorly whenever 3D features
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are close to the camera. BnB-D and BnB-P generally perform better than BnB since they are
able to search the transformation space more quickly and are more likely to find the correct
solution within the iteration limit. Lines are significantly more robust than points, with some
improvement when considering both types of features in the GL-PL case. The room model
sees the highest proportion of inliers, where all images were registered correctly using certain
approaches. Conversely, our approaches largely fail on the studio model, in particular we do
not detect salient features well on this model. This was found to be due to the discretisation
of the orientation of normals on the floor of the studio, leading to a large number of erroneous
lines detected in this part of the scene (See Figures 3.15 and 4.20, and the discussion at the
end of Section 4.4.4). As a result, their repeatability is very low, making the registration using
these features very difficult.
In contrast to the previous quantitative results in this chapter, we also measure the quantity
of inlying solutions when varying the inlier threshold. In doing so, we jointly measure the
accuracy of the proposed approaches and the accuracy of the detected features. The rotation
and camera centre inlier thresholds are both varied, where the camera centre threshold is based
on the ratio of the inlier volume to the total volume of the camera centre prior (where the ratio
was 0.025 for results presented in Figure 5.9). The results are given in Figure 5.10 where
results are given per feature type, and averaged across all datasets.
Similar conclusions may be made as from the tables in Figure 5.9: the proposed globally op-
timal approaches significantly outperform the sub-optimal RANSAC and SoftPosit; and lines
are much more robust than points. Sal-L features are registered more accurately than GL-L -
this may be due to GL-L detecting repetitive lines in a similar location and causing ambiguity
in determining a correspondence, while Sal-L detects a more representative set. On the whole
however, GL-PL appears to perform the best, despite features that have lower 2D-3D repeata-
bility. Due to the fact that GL-P outperforms Sal-P we are led to believe this may be due to
the proposed salient points being less suited to registration than corners. Following this line of
reasoning, we note that in Section 3.7 it was observed that the proposed salient points had a
tendency to detect a number of points along an edge as salient. Whilst this did not significantly
affect the repeatability results, it is likely to have an effect on their suitability for registration,
because such a configuration is likely to create a one-dimensional ambiguity when determin-
ing feature correspondences. This suggests that care must be taken when evaluating a feature
144 Chapter 5. Globally Optimal 2D-3D Registration from Points and Lines Without
Correspondences
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
60
Rotation, Sal-PL
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
Camera Centre, Sal-PL
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
5
10
15
20
25
Rotation, GL-P
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
5
10
15
Camera Centre, GL-P
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
Rotation, GL-L
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
5
10
15
20
25
30
35
Camera Centre, GL-L
SoftPosit
RANSAC
BnB
BnB-D
BnB-P
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
60
Rotation, GL-PL
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
Camera Centre, GL-PL
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
5
10
15
20
Rotation, Sal-P
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
2
4
6
8
10
Camera Centre, Sal-P
Dist. between rotations
0 0.1 0.2 0.3 0.4P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
60
Rotation, Sal-L
(Inlier Volume) / (Total Volume)
0 0.05 0.1P
ro
p
o
rt
io
n
 w
it
h
in
 t
h
re
s
h
o
ld
 (
%
)
0
10
20
30
40
50
Camera Centre, Sal-L
Figure 5.10: Proportion of inlying solutions obtained when varying the inlier threshold. There
are two graphs for each feature, for the rotation inlier threshold and camera centre inlier thresh-
old.
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detector for the purposes of registration. Whilst this has been addressed by measuring the dis-
tinctiveness of a feature [112] - its ability to be matched using a feature descriptor - it is not
addressed so readily for featureless multi-modal registration.
5.5 Conclusions
In this chapter we have presented the first globally optimal approach to 2D-3D registration
where feature correspondences are unknown. It has been presented in a general framework
rendering it applicable to both points and lines. Furthermore, a novel deterministic annealing
and a probabilistic formulation of nested BnB algorithms have been proposed, allowing for
greater efficiency with no significant loss of optimality. It has resulted in an algorithm that
is significantly better than state-of-the-art, both in terms of accuracy and robustness to high
outlier rates. This has been demonstrated on a range of synthetic and challenging real data,
where significant improvements can be seen.
There is scope for improvement in our method; in particular, there are different ways to apply
a BnB algorithm to the problem. Bazin et al. [14] solve geometry estimation problems using
BnB by relaxing non-linear constraints into linear convex and concave envelopes from which
upper and lower bounds may be computed by linear programming techniques. Chin et al. [33]
explicitly search over feature correspondences; initially hypothesising all correspondences and
running a tree search to determine which are invalid. It is unclear at this stage which class of
globally optimal method is preferable. However, we have presented the first globally optimal
approach to the 2D-3D registration problem that is significantly better than the state-of-the-art
for the specific problem.
In the next chapter, we present our overarching conclusions for the thesis, encapsulating both
the feature detection and registration stages. We furthermore present potential future work
for the different stages, including extending the framework to different feature types, and
descriptor-based 2D-3D registration.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis we have addressed the 2D-3D registration problem. The feature-based approach
taken resulted in the use of sparse, salient features due to the intrinsic and underlying properties
of salient features, and the computational complexity of using a larger number of features. To
this end, we firstly researched salient point and line detection in both 2D and 3D. In each case,
the proposed salient feature detector a) was meaningfully applied between both 2D and 3D,
and b) naturally took into account both the geometry and texture of 3D data. These properties
resulted in generalised approaches to salient feature detection, and hence principled feature
detectors for 2D-3D registration. Finally, we proposed a novel, globally optimal registration
algorithm to determine the 2D-3D registration parameters using these features. We now expand
upon each of these contributions.
The salient point detector in Chapter 3 and the salient line detector in Chapter 4 have some
similarities. Both are histogram-based, enabling their generality and their applicability to 3D
data, both untextured and textured. The generality of the approaches allows them to be applied
to many modalities of data in a consistent manner and hence allows for meaningful multi-modal
feature detection, in contrast to many modality-specific feature detectors. The saliency value of
each feature detector is measured in an information-theoretic manner: for point features based
on entropy, while for line features based on the JSD - measuring the difference in entropy
between each region and the union of the two regions. Each feature detector was evaluated
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across both 2D-2D and 2D-3D, where the relative repeatability was used so as to measure the
performance of the detectors. Both proposed feature detectors demonstrated an increase in
repeatability compared to state-of-the-art, with their ability to detect 3D features based on both
the texture and geometry allowing for greater robustness across a range of scenes.
The salient point detector explored the use of different histograms for construction of the
saliency measure, with a derivative-based approach demonstrating the most favourable results.
This may be due to image derivatives being more indicative of the underlying geometry of the
scene than the texture of the image. The results showed the proposed approach to be more
repeatable than state-of-the-art point feature detectors that have 2D and 3D implementations
(Harris and SIFT).
The salient line detector, in contrast to the salient point detector, used histograms of pixel
intensities so as to detect lines delineating a change in texture. It led to a natural extension
of the approach to depth imagery due to the histogram-based formulation, and subsequently
to 3D data by backprojection from a depth image. Due to the high complexity of evaluating
the saliency measure of all lines on the image, we proposed to also use the approach as a
saliency filter on top of existing line detectors. Qualitative results indicate it detects lines that
are representative of the scene, while quantitative results show it achieves superior repeatability
across a range of 2D-2D transformations, and for 2D-3D line detection.
In Chapter 5 we proposed the first globally optimal approach to 2D-3D registration using these
features. In a similar manner to the 3D-3D Go-ICP algorithm by Yang et al. [162] a BnB
approach was taken, using a nested structure to search for the rotation and camera centre pa-
rameters successively. In contrast to their approach, our approach is able to handle both points
and lines, and new bounds were derived for the 2D-3D registration problem. We also showed
the BnB approach could not naively be applied to 2D-3D registration due to continuity proper-
ties when a 3D feature is in a neighbourhood of the camera centre and proposed a modification
to solve the problem. Furthermore, we proposed novel mechanisms to speed up the nested BnB
procedure, both deterministic and probabilistic, so as to evaluate unpromising regions of search
space more quickly and focus on searching the promising parts of the space.
Chapter 5 also gave us the opportunity to evaluate the full proposed pipeline of the thesis. It
was observed that the salient features often led to higher rates of 2D-3D registration than the
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state-of-the-art features, due to their higher repeatability. Furthermore, the BnB approaches
are significantly more robust to high rates of outliers than existing approaches, while further-
more scaling relatively well with the number of features and not requiring a large number of
parameters to be set, unlike existing approaches to 2D-3D registration.
6.2 Future Work
In this section we firstly comment on future work specific to the two themes explored in this
thesis (feature detection and globally optimal registration), and finish with future work for the
2D-3D registration pipeline as a whole.
The feature detectors presented in this thesis are highly generalisable, and as such it would be
interesting to investigate their use for different multi-modal registration problems. Examples
include cross-spectral or medical imagery registration, where many existing approaches rely
on Mutual Information alignment, which is often slow and requires a good initialisation. Alter-
natively, the detection of other salient features could be investigated, such as edges (in 2D and
3D) and 3D planes. While there has been much research to detect such features in the literature
they often act locally, and disregard any of their salient aspects. However, determining the reg-
istration parameters using such features is a non-trivial problem in comparison to registration
using points or lines.
There is scope for future work in global optimisation for the 2D-3D registration problem. There
has been much research recently in global optimisation for a range of registration problems,
but they often take drastically different approaches: for example, the BnB using geometrically
meaningful bounds presented here, the construction of convex and concave envelopes to com-
pute bounds e.g. [117], or approaches that search over the correspondences e.g. [33]. At this
stage, it appears almost trivial to adopt a globally optimal approach to a new geometry esti-
mation problem; however it is unclear which type of global optimisation approach leads to the
most efficient implementation. While we made our BnB approach faster via deterministic and
probabilistic nested BnB procedures, there are many other paths to be investigated.
Now we comment on future work for the proposed 2D-3D registration pipeline, which could be
enhanced in a number of ways. A natural extension would be the use of feature descriptors to
150 Chapter 6. Conclusions and Future Work
guide the registration process. For textureless 3D data there are some potential feature attributes
to guide the matching process, for example the work of Kuang and A˚stro¨m [86] who consider
the direction of a point feature. However, this is insufficient to act solely as a feature descriptor,
but is a slightly different, richer type of feature.
With increasingly many LiDAR scans recording the texture of the scene, it seems natural to
use a 3D feature descriptor based on the texture, and match this with a descriptor on the image.
This seemingly straightforward task may turn out to be non-trivial due to large changes in both
lighting conditions and perspective distortion, tasks that many image descriptors are not robust
to. However, the use of descriptors would fit in perfectly with the proposed pipeline, being
applicable to salient features detected and being of use in the global optimisation approach via
a slight change in objective function.
Another potential avenue of research is to determine both the pose of the camera and the focal
length. This is an increasingly important task as it can often be assumed, especially in digital
cameras, that the principal point is in the centre of the image and there is zero skew, leaving
only the focal length as the unknown intrinsic parameter. This could be combined in the BnB
framework with derivation of suitable bounds, however the running time may become infeasi-
ble with an extra parameter in the search space. Alternatively, vanishing points could be used to
determine camera intrinsics, as e.g. Guillemaut et al. [57] do. Such an approach assumes that
3D lines have a tendency to lie parallel to one another, or whose directions form an orthogonal
basis. This is not always the case but is often a reasonable assumption in man-made scenes
[15].
We finally comment on ML methods, particularly CNNs, since they have seen a rapid increase
in use across a range of fields that have traditionally used model-based approaches. Recently,
Su et al. [143] learnt 2D-3D registration parameters by rendering a number of 3D models from
millions of viewpoints, and Kendall et al. [78] used a CNN for 2D-3D registration of an outdoor
scene using training data captured from registering videos to SfM 3D data. However, the
availability of training data currently remains an issue and it remains unclear how the approach
would fare with large-scale rendered 3D data.
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