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MIXED FINITE ELEMENT METHODS FOR LINEAR ELASTICITY
WITH WEAKLY IMPOSED SYMMETRY
DOUGLAS N. ARNOLD, RICHARD S. FALK, AND RAGNAR WINTHER
Abstract. In this paper, we construct new finite element methods for the approximation
of the equations of linear elasticity in three space dimensions that produce direct approxima-
tions to both stresses and displacements. The methods are based on a modified form of the
Hellinger–Reissner variational principle that only weakly imposes the symmetry condition
on the stresses. Although this approach has been previously used by a number of authors,
a key new ingredient here is a constructive derivation of the elasticity complex starting
from the de Rham complex. By mimicking this construction in the discrete case, we derive
new mixed finite elements for elasticity in a systematic manner from known discretizations
of the de Rham complex. These elements appear to be simpler than the ones previously
derived. For example, we construct stable discretizations which use only piecewise linear
elements to approximate the stress field and piecewise constant functions to approximate
the displacement field.
1. Introduction
The equations of linear elasticity can be written as a system of equations of the form
(1.1) Aσ = ǫ u, div σ = f in Ω.
Here the unknowns σ and u denote the stress and displacement fields engendered by a body
force f acting on a linearly elastic body which occupies a region Ω ⊂ R3. Then σ takes values
in the space S := R3×3sym of symmetric matrices and u takes values in V := R
3. The differential
operator ǫ is the symmetric part of the gradient, the div operator is applied row-wise to a
matrix, and the compliance tensor A = A(x) : S→ S is a bounded and symmetric, uniformly
positive definite operator reflecting the properties of the body. If the body is clamped on the
boundary ∂Ω of Ω, then the proper boundary condition for the system (1.1) is u = 0 on ∂Ω.
For simplicity, this boundary condition will be assumed here. The issues that arise when
other boundary conditions are assumed (e.g., the case of pure traction boundary conditions
σn = g) are discussed in [9].
The pair (σ, u) can alternatively be characterized as the unique critical point of the
Hellinger–Reissner functional
(1.2) J (τ, v) =
∫
Ω
(1
2
Aτ : τ + div τ · v − f · v
)
dx.
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The critical point is sought among all τ ∈ H(div,Ω; S), the space of square-integrable sym-
metric matrix fields with square-integrable divergence, and all v ∈ L2(Ω;V), the space of
square-integrable vector fields. Equivalently, (σ, u) ∈ H(div,Ω; S) × L2(Ω;V) is the unique
solution to the following weak formulation of the system (1.1):
(1.3)
∫
Ω
(Aσ : τ + div τ · u) dx = 0, τ ∈ H(div,Ω; S),∫
Ω
div σ · v dx =
∫
Ω
f · v dx, v ∈ L2(Ω;V).
A mixed finite element method determines an approximate stress field σh and an approx-
imate displacement field uh as the critical point of J over Σh × Vh where Σh ⊂ H(div,Ω; S)
and Vh ⊂ L
2(Ω;V) are suitable piecewise polynomial subspaces. Equivalently, the pair
(σh, uh) ∈ Σh × Vh is determined by the weak formulation (1.3), with the test space re-
stricted to Σh×Vh. As is well known, the subspaces Σh and Vh cannot be chosen arbitrarily.
To ensure that a unique critical point exists and that it provides a good approximation of
the true solution, they must satisfy the stability conditions from Brezzi’s theory of mixed
methods [12, 13].
Despite four decades of effort, no stable simple mixed finite element spaces for elasticity
have been constructed. For the corresponding problem in two space dimensions, stable finite
elements were presented in [10]. For the lowest order element, the space Σh is composed
of piecewise cubic functions, with 24 degrees of freedom per triangle, while the space Vh
consists of piecewise linear functions. Another approach which has been discussed in the
two dimensional case is the use of composite elements, in which Vh consists of piecewise
polynomials with respect to one triangulation of the domain, while Σh consists of piecewise
polynomials with respect to a different, more refined, triangulation [5, 21, 23, 31]. In three
dimensions, a partial analogue of the element in [10] has been proposed and shown to be
stable in [1]. This element uses piecewise quartic stresses with 162 degrees of freedom per
tetrahedron, and piecewise linear displacements.
Because of the lack of suitable mixed elasticity elements, several authors have resorted to
the use of Lagrangian functionals which are modifications of the Hellinger–Reissner functional
given above [2, 4, 6, 27, 28, 29, 30], in which the symmetry of the stress tensor is enforced
only weakly or abandoned altogether. In order to discuss these methods, we consider the
compliance tensor A(x) as a symmetric and positive definite operator mapping M into M,
where M is the space of 3 × 3 matrices. In the isotropic case, for example, the mapping
σ 7→ Aσ has the form
Aσ =
1
2µ
(
σ −
λ
2µ+ 3λ
tr(σ)I
)
,
where λ(x), µ(x) are positive scalar coefficients, the Lame´ coefficients. A modification of
the variational principle discussed above is obtained if we consider the extended Hellinger–
Reissner functional
(1.4) Je(τ, v, q) = J (τ, v) +
∫
Ω
τ : q dx
over the space H(div,Ω;M) × L2(Ω;V) × L2(Ω;K), where K denotes the space of skew
symmetric matrices. We note that the symmetry condition for the space of matrix fields is
now enforced through the introduction of the Lagrange multiplier, q. A critical point (σ, u, p)
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of the functional Je is characterized as the unique solution of the system
(1.5)
∫
Ω
(Aσ : τ + div τ · u+ τ : p) dx = 0, τ ∈ H(div,Ω;M),∫
Ω
div σ · v dx =
∫
Ω
f · v dx, v ∈ L2(Ω;V),∫
Ω
σ : q dx = 0, q ∈ L2(Ω;K).
Clearly, if (σ, u, p) is a solution of this system, then σ is symmetric, i.e., σ ∈ H(div,Ω; S), and
therefore the pair (σ, u) ∈ H(div,Ω; S)×L2(Ω;V) solves the corresponding system (1.3). On
the other hand, if (u, p) solves (1.3), then u ∈ H1(Ω;V) and, if we set p to the skew-symmetric
part of gradu, then (σ, u, p) solves (1.5). In this respect, the two systems (1.3) and (1.5) are
equivalent. However, the extended system (1.5) leads to new possibilities for discretization.
Assume that we choose finite element spaces Σh × Vh × Qh ⊂ H(div,Ω;M) × L
2(Ω;V) ×
L2(Ω;K) and consider a discrete system corresponding to (1.5). If (σh, uh, ph) ∈ Σh×Vh×Qh
is a discrete solution, then σh will not necessary inherit the symmetry property of σ. Instead,
σh will satisfy the weak symmetry condition∫
Ω
σh : q dx = 0, for all q ∈ Qh.
Therefore, these solutions will in general not correspond to solutions of the discrete system
obtained from (1.3).
Discretizations based on the system (1.5) will be referred to as mixed finite element meth-
ods with weakly imposed symmetry. Such discretizations were already introduced by Fraejis
de Veubeke in [21] and further developed in [4]. In particular, the so–called PEERS element
proposed in [4] for the corresponding problem in two space dimensions used a combination of
piecewise linear functions and cubic bubble functions, with respect to a triangulation of the
domain, to approximate the stress σ, piecewise constants to approximate the displacements,
and continuous piecewise linear functions to approximate the Lagrange multiplier p. Prior
to the PEERS paper, Amara and Thomas [2] developed methods with weakly imposed sym-
metry using a dual hybrid approach. The lowest order method they discussed approximates
the stresses with quadratic polynomials plus bubble functions and the multiplier by discon-
tinuous constant or linear polynomials. The displacements are approximated on boundary
edges by linear functions. Generalizations of the idea of weakly imposed symmetry to other
triangular elements, rectangular elements, and three space dimensions were developed in
[28], [29], [30] and [24]. In [29], a family of elements is developed in both two and three
dimensions. The lowest order element in the family uses quadratics plus the curls of quar-
tic bubble functions in two dimensions or quintic bubble functions in three dimensions to
approximate the stresses, discontinuous linears to approximate the displacements, and dis-
continuous quadratics to approximate the multiplier. In addition, a lower order method is
introduced that approximates the stress by piecewise linear functions augmented by the curls
of cubic bubble functions plus a cubic bubble times the gradient of local rigid motions. The
multiplier is approximated by discontinuous piecewise linear functions and the displacement
by local rigid motions. Morley [24] extends PEERS to a family of triangular elements, to
rectangular elements, and to three dimensions. In addition, the multiplier is approximated
by nonconforming rather than continuous piecewise polynomials.
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There is a close connection between mixed finite elements for linear elasticity and dis-
cretization of an associated differential complex, the elasticity complex, which will be in-
troduced in § 3 below. In fact, the importance of this complex was already recognized in
[10], where mixed methods for elasticity in two space dimensions were discussed. The new
ingredient here is that we utilize a constructive derivation of the elasticity complex starting
from the de Rham complex. This construction is described in Eastwood [18] and is based
on the the Bernstein–Gelfand–Gelfand resolution, cf. [11] and also [14]. By mimicking the
construction in the discrete case, we are able to derive new mixed finite elements for elas-
ticity in a systematic manner from known discretizations of the de Rham complex. As a
result, we can construct new elements both in two and three space dimensions which are
significantly simpler than those derived previously. For example, we will construct stable
discretizations of the system (1.5) which only use piecewise linear and piecewise constant
functions, as illustrated in the figure below. For simplicity, the entire discussion of the
present paper will be given in the three dimensional case. A detailed discussion in two space
dimensions can be found in [8]. Besides the methods discussed here, we note that by slightly
generalizing the approach of this paper, one can also analyze some of the previously known
methods mentioned above that are also based on the weak symmetry formulation (see [19]
for details).
Figure 1. Elements for the stress, displacement, and multiplier in the lowest
order case in two dimensions and three dimensions.
An alternative approach to construct finite element methods for linear elasticity is to
consider a pure displacement formulation. Since the coefficient A in (1.1) is invertible, the
stress σ can be eliminated using the first equation in (1.1), the stress–strain relation. This
leads to the second order equation
(1.6) divA−1 ǫ u = f in Ω
for the displacement u. A weak solution of this equation can be characterized as the global
minimizer of the energy functional
E(u) =
∫
Ω
(1
2
A−1 ǫ u : ǫ u+ f · u
)
dx
over the Sobolev space H10 (Ω;V). Here H
1
0 (Ω;V) denotes the space of all square integrable
vector fields on Ω, with square integrable derivatives, and which vanish on the boundary ∂Ω.
A finite element approach based on this formulation, where we seek a minimum over a finite
element subspace of H10 (Ω;V) is standard and discussed in textbooks, (e.g., [16]). However,
for more general models, arising, for example, in viscoelasticity and plasticity (cf. [15]),
the stress–strain relation is not local and an elimination of the stress σ is impossible. For
such models, a pure displacement model is excluded, and a mixed approach seems to be
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an obvious alternative. The construction of stable mixed elements for linear elasticity is an
important step in the construction of mixed methods for these more complicated models.
Another advantage of the mixed approach is that we automatically obtain schemes which
are uniformly stable in the incompressible limit, i.e., as the Lame´ parameter λ tends to
infinity. Since this behavior of mixed methods is well known, we will not focus further on
this property here. A more detailed discussion in this direction can, for example, be found
in [5].
An outline of the paper is as follows. In § 2, we describe the notation to be used, state
our main result, and provide some preliminary discussion on the relation between stability
of mixed finite element methods and discrete exact complexes. In § 3, we present two
complexes related to the two mixed formulations of elasticity given by (1.3) and (1.5). In
§ 4, we introduce the framework of differential forms and show how the elasticity complex
can be derived from the de Rham complex. In § 5, we derive discrete analogues of the
elasticity complex beginning from discrete analogues of the de Rham complex and identify
the required properties of the discrete spaces necessary for this construction. This procedure
is our basic design principle. In § 6, we apply the construction of the preceding section to
specific discrete analogues of the de Rham complex to obtain a family of discrete elasticity
complexes. In § 7 we use this family to construct stable finite element schemes for the
approximation of the mixed formulation of the equations of elasticity with weakly imposed
symmetry. Finally, in § 8, we show how a slightly more complicated procedure leads to a
simplified elasticity element.
2. Notation, statement of main results, and preliminaries
We begin with some basic notation and hypotheses. We continue to denote by V = R3
the space of 3-vectors, by M the space of 3× 3 real matrices, and by S and K the subspaces
of symmetric and skew symmetric matrices, respectively. The operators sym : M → S and
skw : M → K denote the symmetric and skew symmetric parts, respectively. Note that
an element of the space K can be identified with its axial vector in V given by the map
vec : K→ V:
vec

 0 −v3 v2v3 0 −v1
−v2 v1 0

 =

v1v2
v3

 ,
i.e., vec−1(v)w = v × w for any vectors v and w.
We assume that Ω is a domain in R3 with boundary ∂Ω. We shall use the standard function
spaces, like the Lebesgue space L2(Ω) and the Sobolev space Hs(Ω). For vector-valued
functions, we include the range space in the notation following a semicolon, so L2(Ω;X)
denotes the space of square integrable functions mapping Ω into a normed vector space X.
The space H(div,Ω;V) denotes the subspace of (vector-valued) functions in L2(Ω;V) whose
divergence belongs to L2(Ω). Similarly, H(div,Ω;M) denotes the subspace of (matrix-valued)
functions in L2(Ω;M) whose divergence (by rows) belongs to L2(Ω;V).
Assuming that X is an inner product space, then L2(Ω;X) has a natural norm and inner
product, which will be denoted by ‖ · ‖ and ( · , · ), respectively. For a Sobolev space
Hs(Ω;X), we denote the norm by ‖ · ‖s and for H(div,Ω;X), the norm is denoted by
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‖v‖div := (‖v‖
2 + ‖ div v‖2)1/2. The space Pk(Ω) denotes the space of polynomial functions
on Ω of total degree ≤ k. Usually we abbreviate this to just Pk.
In this paper we shall consider mixed finite element approximations derived from (1.5).
These schemes take the form:
Find (σh, uh, ph) ∈ Σh × Vh ×Qh such that
(2.1)
∫
Ω
(Aσh : τ + div τ · uh + τ : ph) dx = 0, τ ∈ Σh,∫
Ω
div σh · v dx =
∫
Ω
f · v dx, v ∈ Vh,∫
Ω
σh : q dx = 0, q ∈ Qh,
where now Σh ⊂ H(div,Ω;M), Vh ⊂ L
2(Ω;V) and Qh ∈ L
2(Ω;K).
Following the general theory of mixed finite element methods, cf. [12, 13], the stability of
the saddle–point system (2.1) is ensured by the following conditions:
(A1) ‖τ‖2div ≤ c1(Aτ, τ) whenever τ ∈ Σh satisfies (div τ, v) = 0 ∀v ∈ Vh, and (τ, q) =
0 ∀q ∈ Qh,
(A2) for all nonzero (v, q) ∈ Vh × Qh, there exists nonzero τ ∈ Σh with (div τ, v) +
(τ, q) ≥ c2‖τ‖div(‖v‖+ ‖q‖),
where c1 and c2 are positive constants independent of h.
The main result of this paper, given in Theorem 7.1, is to construct a new family of stable
finite element spaces Σh, Vh, Qh that satisfy the stability conditions (A1) and (A2). We shall
show that for r ≥ 0, the choices of the Ne´de´lec second family of H(div) elements of degree
r + 1 for Σh, cf. [26], and of discontinuous piecewise polynomials of degree r for Vh and Qh
provide a stable finite element approximation. In contrast to the previous work described in
the introduction, no stabilizing bubble functions are needed; nor is interelement continuity
imposed on the multiplier. In § 8 we also discuss a somewhat simpler lowest order element
(r = 0) in which the local stress space is a strict subspace of the full space of linear matrix
fields.
Our approach to the construction of stable mixed elements for elasticity is motivated by
the success in developing stable mixed elements for steady heat conduction (i.e., the Poisson
problem) based on discretizations of the de Rham complex. We recall (see, e.g., [7]) that
there is a close connection between the construction of such elements and discretizations of
the de Rham complex
(2.2) R →֒C∞(Ω)
grad
−−→ C∞(Ω;V)
curl
−−→ C∞(Ω;V)
div
−−→ C∞(Ω) −→ 0.
More specifically, a key to the construction and analysis of stable mixed elements is a com-
muting diagram of the form
(2.3)
R →֒C∞(Ω)
grad
−−→ C∞(Ω;V)
curl
−−→ C∞(Ω;V)
div
−−→ C∞(Ω) −→ 0yΠ1h yΠch yΠdh yΠ0h
R →֒ Wh
grad
−−→ Uh
curl
−−→ Vh
div
−−→ Qh −→ 0.
Here, the spaces Vh ⊂ H(div) and Qh ⊂ L
2 are the finite element spaces used to discretize
the flux and temperature fields, respectively. The spaces Uh ⊂ H(curl) and Wh ⊂ H
1
are additional finite element spaces, which can be found for all well-known stable element
choices. The bottom row of the diagram is a discrete de Rham complex, which is exact when
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the de Rham complex is (i.e., when the domain is contractible). The vertical operators are
projections determined by the natural degrees of freedom of the finite element spaces. As
pointed out in [7], there are many such discretizations of the de Rham complex.
A diagram analogous to (2.3), but with the de Rham complex replaced by the elasticity
complex defined just below, will be crucial to our construction of stable mixed elements
for elasticity. Discretization of the elasticity complex also gives insight into the difficulties
of constructing finite element approximations of the mixed formulation of elasticity with
strongly imposed symmetry, cf. [8].
3. The elasticity complex
We now proceed to a description of two elasticity complexes, corresponding to strongly or
weakly imposed symmetry of the stress tensor. In the case of strongly imposed symmetry,
relevant to the mixed elasticity system (1.3), the characterization of the divergence-free
symmetric matrix fields will be needed. In order to give such a characterization, define
curl : C∞(Ω;M) → C∞(Ω;M) to be the differential operator defined by taking curl of each
row of the matrix. Then define a second order differential operator J : C∞(Ω; S)→ C∞(Ω; S)
by
(3.1) Jτ = curl(curl τ)T , τ ∈ C∞(Ω; S).
It is easy to check that div ◦J = 0 and that J ◦ ǫ = 0. In other words,
(3.2) T →֒C∞(V)
ǫ
−→ C∞(S)
J
−→ C∞(S)
div
−−→ C∞(V) −→ 0,
is a complex. Here the dependence of the domain Ω is suppressed, i.e., C∞(S) = C∞(Ω; S),
and T = T(Ω) denotes the six dimensional space of infinitesimal rigid motions on Ω, i.e.,
functions of the form x 7→ a + Bx with a ∈ V and B ∈ K. In fact, when Ω is contractible,
then (3.2) is an exact sequence, a fact which will follow from the discussion below. The
complex (3.2) will be referred to as the elasticity complex.
A natural approach to the construction of stable mixed finite elements for elasticity would
be to extend the complex (3.2) to a complete commuting diagram of the form (2.3), where
(3.2) is the top row and the bottom row is a discrete analogue. However, due to the pointwise
symmetry requirement on the discrete stresses, this construction requires piecewise polyno-
mials of high order. For the corresponding problem in two space dimensions, such a complex
was proposed in [10] with a piecewise cubic stress space, cf. also [8]. An analogous complex
was derived in the three dimensional case in [3]. It uses a piecewise quartic space, with 162
degrees of freedom on each tetrahedron for the stresses.
We consider the formulation based on weakly imposed symmetry of the stress tensor, i.e.,
the mixed system (1.5). Then the relevant complex is, instead of (3.2),
(3.3) T′ →֒C∞(V×K)
(grad,−I)
−−−−−→ C∞(M)
J
−→ C∞(M)
(div,skw)T
−−−−−−→ C∞(V×K) −→ 0.
Here,
T
′ = { (v, grad v) | v ∈ T },
and J : C∞(Ω;M)→ C∞(Ω;M) denotes the extension of the operator defined on C∞(Ω; S)
by (3.1) such that J ≡ 0 on C∞(Ω;K). We remark that J may be written
(3.4) Jτ = curl Ξ−1 curl τ,
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where Ξ : M→M is the algebraic operator
(3.5) Ξµ = µT − tr(µ)δ, Ξ−1µ = µT −
1
2
tr(µ)δ,
with δ the identity matrix. Indeed, if τ is symmetric, then curl τ is trace free, and therefore
the definition (3.4) reduces to (3.1) on C∞(Ω; S). On the other hand, if τ is skew with axial
vector u, then curl τ = −Ξgradu, and so curl Ξ−1 curl τ = 0.
Observe that there is a close connection between (3.2) and (3.3). In fact, (3.2) can be
derived from (3.3) by performing a projection step. To see this, consider the diagram
(3.6)
T′ →֒C∞(V×K)
(grad,−I)
−−−−−→ C∞(M)
J
−→ C∞(M)
(div,skw)T
−−−−−−→ C∞(V×K) −→ 0yπ0 yπ1 yπ2 yπ3
T →֒ C∞(V)
ǫ
−→ C∞(S)
J
−→ C∞(S)
div
−−→ C∞(V) −→ 0,
where the projection operators πk are defined by
π0(u, q) = u, π1(σ) = π2(σ) = sym(σ), π3(u, q) = u− div q.
We may identify C∞(V) with a subspace of C∞(V×K), namely,
{(u, q) : u ∈ C∞(V), q = skw(gradu)}.
Under this identification, T ⊂ C∞(V) corresponds to T′ ⊂ C∞(V × K). We identify the
C∞(V) on the right with a different subspace of C∞(V×K), namely,
{(u, q) : u ∈ C∞(V), q = 0}.
With these identifications, the bottom row is a subcomplex of the top row, and the operators
πk are all projections. Furthermore, the diagram commutes. It follows easily that the
exactness of the upper row implies exactness of the bottom row.
In the next section, we shall discuss these complexes further. In particular, we show the
elasticity complex with weakly imposed symmetry, i.e., (3.3), follows from the de Rham
complex (2.2). Hence, as a consequence of the discussion above, both (3.2) and (3.3) will
follow from (2.2).
4. From the de Rham to the elasticity complex
The main purpose of this section is to demonstrate the connection between the de Rham
complex (2.2) and the elasticity complex (3.3). In particular, we show that whenever (2.2) is
exact, (3.3) is exact. This section serves as an introduction to a corresponding construction
of a discrete elasticity complex, to be given in the next section. In the following section, the
discrete complex will be used to construct stable finite elements for the system (1.5).
The de Rham complex (2.2) is most clearly stated in terms of differential forms. Here we
briefly recall the definitions and properties we will need. We use a completely coordinate-free
approach. For a slightly more expanded discussion and the expressions in coordinates see,
e.g., [7, § 4]. We let Λk denote the space of smooth differential k-forms on Ω, i.e. Λk =
Λk(Ω) = C∞(Ω;AltkV), where AltkV denotes the vector space of alternating k-linear maps
on V. If ω ∈ Λk we let ωx ∈ Alt
k
V denote ω evaluated at x, i.e., we use subscripts to indicate
the spatial dependence.
MIXED METHODS FOR ELASTICITY WITH WEAKLY IMPOSED SYMMETRY 9
Using the inner product on AltkV inherited from the inner product on V (see equation
(4.1) of [7, § 4]), we may also define the Hilbert space L2Λk(Ω) = L2(Ω;AltkV) of square
integrable differential forms with norm denoted by ‖ · ‖, and also the mth order Sobolev
space HmΛk(Ω) = Hm(Ω;AltkV), consisting of square integrable k-forms for which the norm
‖ω‖m :=
(∑
|α|≤m
‖∂αω‖2
)1/2
is finite (where the sum is over multi-indices of degree at most m).
Thus, 0-forms are scalar functions and 1-forms are covector fields. We will not emphasize
the distinction between vectors and covectors, since, given the inner product in V, we may
identify a 1-form ω with the vector field v for which ω(p) = v ·p, p ∈ V. In the 3-dimensional
case, we can identify a 2-form ω with a vector field v and a 3-form µ with a scalar field c by
ω(p, q) = v · p× q, µ(p, q, r) = c(p× q · r), p, q, r ∈ V.
The exterior derivative d = dk : Λ
k → Λk+1 is defined by
(4.1) dωx(v1, . . . , vk+1) =
k+1∑
j=1
(−1)j+1∂vjωx(v1, . . . , vˆj, . . . , vk+1), ω ∈ Λ
k, v1, . . . , vk+1 ∈ V,
where the hat is used to indicate a suppressed argument and ∂v denotes the directional
derivative in the direction of the vector v. It is useful to define
HΛk = {ω ∈ L2(Ω;AltkV) | dω ∈ L2(Ω;Altk+1V) },
with norm given by ‖ω‖2HΛ = ‖ω‖
2 + ‖dω‖2. Using the identifications given above, the dk
correspond to grad, curl, and div for k = 0, 1, 2, respectively, and the HΛk correspond to
H1, H(curl), H(div), and, for k = 3, L2.
The de Rham complex (2.2) can then be written
(4.2) R →֒Λ0
d
−→ Λ1
d
−→ Λ2
d
−→ Λ3 −→ 0.
It is a complex since d ◦ d = 0.
A differential k-form ω on Ω may be restricted to a differential k-form on any submanifold
M ⊂ Ω¯: at each point of M the restriction of ω is an alternating linear form on tangent
vectors. Moreover if dimM = k, the integral
∫
M
ω is defined.
If X is a vector space, then Λk(X) = Λk(Ω;X) refers to the k-forms with values in X,
i.e., Λk(X) = C∞(Ω;Altk(V;X)), where Altk(V;X) are alternating k-linear forms on V with
values in X. Given an inner product on X, we obtain an inner product on Λk(X). Obviously
the corresponding complex
(4.3) X →֒Λ0(X)
d
−→ Λ1(X)
d
−→ Λ2(X)
d
−→ Λ3(X) −→ 0,
is exact whenever the de Rham complex is.
We now construct the elasticity complex as a subcomplex of a complex isomorphic to the
de Rham complex with values in the six-dimensional vector space W := K × V. First, for
any x ∈ R3 we define Kx : V → K by Kxv = 2 skw(xv
T ). We then define an operator
K : Λk(Ω;V)→ Λk(Ω;K) by
(4.4) (Kω)x(v1, . . . , vk) = Kx[ωx(v1, . . . , vk)].
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Next, we define an isomorphism Φ : Λk(W)→ Λk(W) by
Φ(ω, µ) = (ω +Kµ, µ),
with inverse given by
Φ−1(ω, µ) = (ω −Kµ, µ).
Next, define the operatorA : Λk(W)→ Λk+1(W) byA = ΦdΦ−1. Inserting the isomorphisms
Φ in the W-valued de Rham sequence, we obtain a complex
(4.5) Φ(W) →֒Λ0(W)
A
−→ Λ1(W)
A
−→ Λ2(W)
A
−→ Λ3(W) −→ 0,
which is exact whenever the de Rham complex is.
The operator A has a simple form. Using the definition of Φ, we obtain for (ω, µ) ∈ Λk(W),
A(ω, µ) = Φ ◦ d(ω −Kµ, µ) = Φ(dω − dKµ, dµ) = (dω − Sµ, dµ),
where S = Sk : Λ
k(V)→ Λk+1(K), k = 0, 1, 2, is given by S = dK−Kd. Using the definition
(4.1) of the exterior derivative, the definition (4.4) of K, and the Leibniz rule
(4.6) d(ω ∧ µ) = dω ∧ µ+ (−1)kω ∧ dµ, ω ∈ Λk, µ ∈ Λℓ,
we obtain
(4.7) (Sω)(v1, . . . , vk+1) =
k+1∑
j=1
(−1)j+1Kvj [ω(v1, . . . , vˆj, . . . vk+1)], ω ∈ Λ
k(Ω;V).
Note that the operator S is purely algebraic, and independent of x.
Since d2 = 0 we have
dS = d2K − dKd = −(dK −Kd)d
or
(4.8) dS = −Sd.
Noting that
(S1µ)(v1, v2) = Kv1 [µ(v2)]−Kv2 [µ(v1)] = 2 skw[v1µ(v2)
T − v2µ(v1)
T ],
µ ∈ Λ1(Ω;V), v1, v2 ∈ V,
we find, using the identity
(4.9) a× b = −2 vec skw abT ,
that S1 is invertible with
(S−11 ω)(v1)× v2 · v3 =
1
2
[vec
(
ω(v2, v3)
)
· v1 − vec
(
ω(v1, v2)
)
· v3 + vec
(
ω(v1, v3)
)
· v2],
ω ∈ Λ2(Ω;K), v1, v2, v3 ∈ V.
We now define the desired subcomplex. Define
Γ1 = { (ω, µ) ∈ Λ1(Ω;W) | dω = S1µ }, Γ
2 = { (ω, µ) ∈ Λ2(Ω;W) |ω = 0 },
with projections π1 : Λ1(Ω;W)→ Γ1 and π2 : Λ2(Ω;W)→ Γ2 given by
π1(ω, µ) = (ω, S−11 dω), π
2(ω, µ) = (0, µ+ dS−11 ω).
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Using (4.8), it is straightforward to check that A maps Λ0(W) into Γ1 and Γ1 into Γ2, and
that the diagram
(4.10)
Φ(W) →֒Λ0(W)
A
−→ Λ1(W)
A
−→ Λ2(W)
A
−→ Λ3(W) −→ 0yid yπ1 yπ2 yid
Φ(W) →֒Λ0(W)
A
−→ Γ1
A
−→ Γ2
A
−→ Λ3(W) −→ 0
commutes, and therefore the subcomplex in the bottom row is exact when the de Rham
complex is. This subcomplex is, essentially, the elasticity complex. Indeed, by identifying
elements (ω, µ) ∈ Γ1 with ω ∈ Λ1(K), and elements (0, µ) ∈ Γ2 with µ ∈ Λ2(V), the
subcomplex becomes
(4.11) Φ(W) →֒Λ0(K× V)
(d0,−S0)
−−−−−→ Λ1(K)
d1◦S
−1
1
◦d1
−−−−−−→ Λ2(V)
(−S2,d2)T
−−−−−−→ Λ3(K× V) −→ 0.
This complex may be identified with (3.3). As an initial step of this identification we observe
that the algebraic operator Ξ : C∞(M) → C∞(M) appearing in (3.3) via (3.4) and the
operator S1 : Λ
1(V)→ Λ2(K) are connected by the identity
(4.12) Ξ = Υ−12 S1Υ1,
where Υ1 : C
∞(M) → Λ1(V) and Υ2 : C
∞(M) → Λ2(K) are given by Υ1F (v) = Fv and
Υ2F (v1, v2) = vec
−1 F (v1 × v2) for F ∈ C
∞(M). In fact, using (4.9), we have for any
v1, v2 ∈ V
S1Υ1F (v1, v2) = 2 skw[v1(Fv2)
T − v2(Fv1)
T ]
= vec−1(v2 × Fv1 − v1 × Fv2).
On the other hand,
Υ2ΞF (v1, v2) = vec
−1[ΞF (v1 × v2)],
and hence (4.12) follows from the algebraic identity
ΞF (v1 × v2) = v2 × Fv1 − v1 × Fv2,
which holds for any F ∈M.
We may further identify the four spaces of fields in (3.3) with the corresponding spaces of
forms in (4.11) in a natural way:
• (u, p) ∈ C∞(V×K) ∼ (vec−1 u, vec p) ∈ Λ0(K× V).
• F ∈ C∞(M) ∼ ω ∈ Λ1(K) given by ω(v) = vec−1(Fv).
• F ∈ C∞(M) ∼ µ ∈ Λ2(V) given by µ(v1, v2) = F (v1 × v2).
• (u, p) ∈ C∞(V × K) ∼ (ω, µ) ∈ Λ3(K × V) given by ω(v1, v2, v3) = p(v1 × v2 · v3),
µ(v1, v2, v3) = u(v1 × v2 · v3).
Under these identifications the we find that
• d0 : Λ
0(K)→ Λ1(K) corresponds to the row-wise gradient C∞(V)→ C∞(M).
• S0 : Λ
0(V)→ Λ1(K) corresponds to the inclusion of C∞(K)→ C∞(M).
• d1 ◦ S
−1
1 ◦ d1 : Λ
1(K)→ Λ2(V) corresponds to J = curl Ξ−1 curl : C∞(M)→ C∞(M).
• d2 : Λ
2(V)→ Λ3(V) corresponds to the row-wise divergence C∞(M)→ C∞(V).
• S2 : Λ
2(V)→ Λ3(K) corresponds to the operator −2 skw : C∞(M)→ C∞(K).
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Thus, modulo these identifications and the (unimportant) constant factor in the last identi-
fication, (3.3) and (4.11) are identical. Hence we have established the following result.
Theorem 4.1. When the de Rham complex (2.2) is exact, (i.e., the domain is contractible),
then so is the elasticity complex (3.3).
To end this section, we return to the operator S : Λk(V) → Λk+1(K) defined by S =
dK−Kd. Let K ′ : Λk(K)→ Λk(V) be the adjoint of K (with respect to the Euclidean inner
product on V and the Frobenius inner product on K), which is given by (K ′ω)x(v1, . . . , vk) =
−2ωx(v1, . . . , vk)x. Define S
′ : Λk(K)→ Λk+1(V) by S ′ = dK ′ −K ′d. Recall that the wedge
product ∧ : Λk × Λl → Λk+l is given by
(ω ∧ µ)(v1, . . . , vk+l) =
∑
(sign σ)ω(vσ1 , . . . , vσk)µ(vσk+1, . . . , vσk+l), ω ∈ Λ
k, µ ∈ Λl, vi ∈ V,
where the sum is over the set of all permutations of {1, . . . , k+ l}, for which σ1 < σ2 < · · · <
σk and σk+1 < σj+2 < · · · < σk+l. This extends as well to differential forms with values in an
inner product space, using the inner product to multiply the terms inside the summation.
Using the Leibniz rule (4.6), we have
(4.13) (Sω) ∧ µ = (−1)kω ∧ S ′µ, ω ∈ Λk(V), µ ∈ Λl(K).
We thus have
dKω ∧ µ = (−1)k+1Kω ∧ dµ+ d(Kω ∧ µ) = (−1)k+1ω ∧K ′dµ+ d(ω ∧K ′µ),
and
Kdω ∧ µ = dω ∧K ′µ = (−1)k+1ω ∧ dK ′µ+ d(ω ∧K ′µ),
Subtracting these two expressions gives (4.13).
For later reference, we note that, analogously to (4.7), we have
(4.14) (S ′ω)(v1, . . . , vk+1) = −2
k+1∑
j=1
(−1)j+1ω(v1, . . . , vˆj, . . . vk+1)vj , ω ∈ Λ
k(Ω;K).
5. The discrete construction
In this section we derive a discrete version of the elasticity sequence by adapting the
construction of the previous section. To carry out the construction, we will use two dis-
cretizations of the de Rham sequence. For k = 0, 1, 2, 3, let Λkh denote a finite-dimensional
space ofHΛk for which dΛkh ⊂ Λ
k+1
h , and for which there exist projections Πh = Π
k
h : Λ
k → Λkh
which make the following diagram commute:
(5.1)
R →֒ Λ0
d
−→ Λ1
d
−→ Λ2
d
−→ Λ3 −→ 0yΠh yΠh yΠh yΠh
R →֒Λ0h
d
−→ Λ1h
d
−→ Λ2h
d
−→ Λ3h −→ 0
This is simply the diagram (2.3) written in the language of differential forms. We do not
make a specific choice of the discretization yet, but, as recalled in § 2, there exist many
such discrete de Rham complexes based on piecewise polynomials. In fact, as explained in
[7], for each polynomial degree r ≥ 0 we may choose Λ3h to be the space of all piecewise
polynomial 3-forms with respect to some simplicial decomposition of Ω, and construct four
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such diagrams. We make the assumption that P1(Ω) ⊂ Λ
0
h, which is true in all the cases
mentioned.
Let Λ˜kh be a second set of finite dimensional spaces with corresponding projection operators
Π˜h enjoying the same properties, giving us a second discretization of the de Rham sequence.
Supposing a compatibility condition between these two discretizations, which we describe
below, we shall construct a discrete elasticity complex.
We start with the complex
(5.2) K× V →֒Λ0h(K)× Λ˜
0
h(V)
d
−→ · · ·
d
−→ Λ3h(K)× Λ˜
3
h(V) −→ 0
where Λkh(K) denotes the K-valued analogue of Λ
k
h and similarly for Λ˜
k
h(V). For brevity, we
henceforth write Λkh(W) for Λ
k
h(K) × Λ˜
k
h(V). As a discrete analogue of the operator K, we
define Kh : Λ˜
k
h(V) → Λ
k
h(K) by Kh = ΠhK where Πh is the interpolation operator onto
Λkh(K).
Next define Sh = Sk,h : Λ˜
k
h(V) → Λ
k+1
h (K) by Sh = dKh −Khd, for k = 0, 1, 2. Observe
that the discrete version of (4.8),
(5.3) dSh = −Shd,
follows exactly as in the continuous case. From the commutative diagram (5.1), we see that
Sh = dΠhK −ΠhKd = Πh(dK −Kd) = ΠhS.
Continuing to mimic the continuous case, we define the automorphism Φh on Λ
k
h(W) by
Φh(ω, µ) = (ω +Khµ, µ),
and the operator Ah : Λ
k
h(W)→ Λ
k+1
h (W) by Ah = ΦhdΦ
−1
h , which leads to
Ah(ω, µ) = (dω − Shµ, dµ).
Thanks to the assumption that P1 ⊂ Λ
0
h, we have Φh(W) = Φ(W). Hence, inserting the
isomorphisms Φh into (5.2), we obtain
(5.4) Φ(W) →֒Λ0h(W)
Ah−−→ Λ1h(W)
Ah−−→ Λ2h(W)
Ah−−→ Λ3h(W) −→ 0.
In analogy to the continuous case, we define
Γ1h = { (ω, µ) ∈ Λ
1
h(W) | dω = S1,hµ }, Γ
2
h = { (ω, µ) ∈ Λ
2
h(W) |ω = 0 }.
As in the continuous case, we can identify Γ2h with Λ˜
2
h(V), but, unlike in the continuous case,
we cannot identify Γ1h with Λ
1
h(K), since we do not require that S1,h be invertible (it is not
in the applications). Hence, in order to derive the analogue of the diagram (4.10) we require
a surjectivity assumption:
(5.5) The operator S1,h maps Λ˜
1
h(V) onto Λ
2
h(K).
Under this assumption, the operator Sh = S1,h has a right inverse S
†
h mapping Λ
2
h(K) into
Λ1h(V). This allows us to define discrete counterparts of the projection operators π
1 and π2
by
π1h(ω, µ) = (ω, µ− S
†
hShµ+ S
†
hdω), π
2
h(ω, µ) = (0, µ+ dS
†
hω),
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and obtain the discrete analogue of (4.10):
(5.6)
Φ(W) →֒Λ0h(W)
Ah−−→ Λ1h(W)
Ah−−→ Λ2h(W)
Ah−−→ Λ3h(W) −→ 0yid yπ1h yπ2h yid
Φ(W) →֒Λ0h(W)
Ah−−→ Γ1h
Ah−−→ Γ2h
Ah−−→ Λ3h(W) −→ 0
It is straightforward to check that this diagram commutes. For example, if (ω, µ) ∈ Λ0h(W),
then
π1hAh(ω, µ) = π
1
h(dω − Shµ, dµ) = (dω − Shµ, dµ− S
†
hShdµ+ S
†
hd[dω − Shµ])
= (dω − Shµ, dµ− S
†
h[Shdµ+ dShµ]) = Ah(ω, µ),
where the last equality follows from (5.3). Thus the bottom row of (5.6) is a subcomplex of
the top row, and the vertical maps are commuting projections. In particular, when the top
row is exact, so is the bottom. Thus we have established the following result.
Theorem 5.1. For k = 0, . . . , 3, let Λkh be a finite dimensional subspace of HΛ
k for which
dΛkh ⊂ Λ
k+1
h and for which there exist projections Πh = Π
k
h : Λ
k → Λkh that make the diagram
(5.1) commute. Let Λ˜kh be a second set of finite dimensional spaces with corresponding pro-
jection operators Π˜kh with the same properties. If S1,h := dΠ
1
hK − Π
2
hKd maps Λ˜
1
h(V) onto
Λ2h(K), and the bottom row of (5.1) is exact for both sequences Λ
k
h and Λ˜
k
h, then the discrete
elasticity sequence given by the bottom row of (5.6) is also exact.
The exactness of the bottom row of (5.6) suggests that the following choice of finite element
spaces will lead to a stable discretization of (2.1):
Σh ∼ Λ˜
2
h(V), Vh ∼ Λ˜
3
h(V), Qh ∼ Λ
3
h(K).
In the next section we will make specific choices for the discrete de Rham complexes, and
then verify the stability in the following section.
For use in the next section, we state the following result, giving a sufficient condition for
the key requirement that S1,h be surjective.
Proposition 5.2. If the diagram
(5.7)
Λ1(V)
S1−→ Λ2(K)
Π˜1
h
y Π2hy
Λ˜1h(V)
S1,h
−−→ Λ2h(K)
commutes, then S1,h is surjective.
6. A family of discrete elasticity complexes
In this section, we present a family of examples of the general discrete construction pre-
sented in the previous section, by choosing specific discrete de Rham complexes. These
furnish a family of discrete elasticity complexes, indexed by an integer degree r ≥ 0. In the
next section we use these complexes to derive finite elements for elasticity. In the lowest
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order case, the method will require only piecewise linear functions to approximate stresses
and piecewise constants to approximate the displacements and multipliers.
We begin by recalling the two principal families of piecewise polynomial spaces of differ-
ential forms, following the presentation in [7]. We henceforth assume that the domain Ω is
a contractible polyhedron. Let Th be a triangulation of Ω. Let Th be a triangulation of Ω by
tetrahedra, and set
PrΛ
k(Th) = {ω ∈ HΛ
k(Ω) | ω|T ∈ PrΛ
k(T ) ∀T ∈ Th },
P+r Λ
k(Th) = {ω ∈ HΛ
k(Ω) | ω|T ∈ P
+
r Λ
k(T ) ∀T ∈ Th }.
Here P+r Λ
k(T ) := PrΛ
k(T ) + κPrΛ
k+1(T ) where κ : Λk+1(T ) → Λk(T ) is the Koszul differ-
ential defined by
(κω)x(v
1, · · · , vk) = ωx(x, v
1, · · · , vk).
The spaces P+r Λ
0(Th) = Pr+1Λ
0(Th) correspond to the usual degree r+1 Lagrange piecewise
polynomial subspaces of H1, and the spaces P+r Λ
3(Th) = PrΛ
3(Th) correspond to the usual
degree r subspace of discontinuous piecewise polynomials in L2(Ω). For k = 1 and 2,
the spaces P+r Λ
k(Th) correspond to the discretizations of H(curl) and H(div), respectively,
presented by Ne´de´lec in [25], and the spaces PrΛ
k(Th) are the ones presented by Ne´de´lec in
[26]. An element ω ∈ PrΛ
k(Th) is uniquely determined by the following quantities:
(6.1)
∫
f
ω ∧ ζ, ζ ∈ P+r−d−1+kΛ
d−k(f), f ∈ ∆d(Th), k ≤ d ≤ 3.
Here ∆d(Th) is the set of vertices, edges, faces, or tetrahedra in the mesh Th, for d = 0, 1, 2, 3,
respectively, and for r < 0, we interpret P+r Λ
k(T ) = PrΛ
k(T ) = 0. Note that for ω ∈ Λk,
ω naturally restricts on the face f to an element of Λk(f). Therefore, for ζ ∈ Λd−k(f), the
wedge product ω ∧ ζ belongs to Λd(f) and hence the integral of ω ∧ ζ on the d-dimensional
face f of T is a well-defined and natural quantity. Using the quantities in (6.1), we obtain a
projection operator from Λk to PrΛ
k(Th).
Similarly, an element ω ∈ P+r Λ
k(Th) is uniquely determined by
(6.2)
∫
f
ω ∧ ζ, ζ ∈ Pr−d+kΛ
d−k(f), f ∈ ∆d(Th), k ≤ d ≤ 3,
and so these quantities determine a projection.
If X is a vector space, we use the notation PrΛ
k(Th;X) and P
+
r Λ
k(Th;X) to denote the
corresponding spaces of piecewise polynomial differential forms with values in X. Further-
more, if X is an inner product space, the corresponding degrees of freedom are given by (6.1)
and (6.2), but where the test spaces are replaced by the corresponding X valued spaces.
To carry out the construction described in the previous section we need to choose the two
sets of spaces Λkh and Λ˜
k
h for k = 0, 1, 2, 3. We fix r ≥ 0 and set Λ
k
h = P
+
r Λ
k(Th), k = 0, 1, 2, 3,
and Λ˜0h = Pr+2Λ
0(Th), Λ˜
1
h = P
+
r+1Λ
1(Th), Λ˜
2
h = Pr+1Λ
2(Th), and Λ˜
3
h = PrΛ
3
h. As explained in
[7], both these choices give a discrete de Rham sequence with commuting projections, i.e., a
diagram like (5.1) makes sense and is commutative.
We establish the key surjectivity assumption for our choice of spaces, by verifying the
commutativity of (5.7).
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Lemma 6.1. Let Λ˜1h(V) = P
+
r+1Λ
1(Th;V) and Λ
2
h(K) = P
+
r Λ
2(Th;K) with projections Π˜
1
h,
Π2h defined via the corresponding vector valued moments of the form (6.1) and (6.2). If
S1,h = Π
2
hS1 then
(6.3) S1,hΠ˜
1
h = Π
2
hS1,
and so S1,h is surjective.
Proof. We must show that (Π2hS1 − S1,hΠ˜
1
h)σ = 0 for σ ∈ Λ
1(V). Defining ω = (I − Π˜1h)σ,
the required condition becomes Π2hS1ω = 0. Since Π˜
1
hω = 0, we have
(6.4)
∫
f
ω ∧ ζ = 0, ζ ∈ Pr+2−dΛ
d−1(f ;V), f ∈ ∆d(Th), 2 ≤ d ≤ 3,
(in fact (6.4) holds for d = 1 as well, but this is not used here). We must show that (6.4)
implies
(6.5)
∫
f
S1ω ∧ µ = 0, µ ∈ Pr+2−dΛ
d−2(f ;K), f ∈ ∆d(Th), 2 ≤ d ≤ 3.
From (4.13), we have S1ω ∧ µ = −ω ∧ ζ , where ζ = S
′
d−2µ ∈ Pr+2−dΛ
d−1(f ;V) for µ ∈
Pr+2−dΛ
d−2(f ;K), as is evident from (4.14). Hence (6.5) follows from (6.4). 
7. Stable mixed finite elements for elasticity
Based on the discrete elasticity complexes just constructed, we obtain mixed finite element
spaces for the formulation (2.1) of the elasticity equations by choosing Σh, Vh, and Qh as
the spaces of matrix and vector fields corresponding to appropriate spaces of forms in the
K- and V-valued de Rham sequences used in the construction. Specifically, these are
(7.1) Σh ∼ Pr+1Λ
2(Th;V), Vh ∼ PrΛ
3(Th;V), Qh ∼ PrΛ
3(Th;K).
In other terminology, Σh may be thought of as the product of three copies of the Ne´de´lec
H(div) space of the second kind of degree r + 1, and Vh and Qh are spaces of all piecewise
polynomials of degree at most r with values in K and V, respectively, with no imposed
interelement continuity. In this section, we establish stability and convergence for this finite
element method.
The stability of the method requires the two conditions (A1) and (A2) stated in § 2.
The first condition is obvious since, by construction, div Σh ⊂ Vh, i.e., dPr+1Λ
2(Th;V) ⊂
PrΛ
3(Th;V). The condition (A2) is more subtle. We will prove a stronger version, namely
(A2′) for all nonzero (v, q) ∈ Vh × Qh, there exists nonzero τ ∈ Σh with div τ = v,
2ΠQh skw τ = q and
‖τ‖div ≤ c(‖v‖+ ‖q‖),
where ΠQh is the L
2 projection into Qh and c is a constant.
Recalling that Γ2h = 0 × Pr+1Λ
2(Th;V) and Ah(0, σ) = (−S2,hσ, dσ), and that the operator
S2 corresponds on the matrix level to −2 skw, we restate condition (A2
′) in the language of
differential forms.
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Theorem 7.1. Given (ω, µ) ∈ PrΛ
3(Th;K) × PrΛ
3(Th;V), there exists σ ∈ Pr+1Λ
2(Th;V)
such that Ah(0, σ) = (ω, µ) and
(7.2) ‖σ‖HΛ ≤ c(‖ω‖+ ‖µ‖),
where the constant c is independent of ω, µ and h.
Before proceeding to the proof, we need to establish some bounds on projection operators.
We do this for the corresponding scalar-valued spaces. The extensions to vector-valued
spaces are straightforward. First we claim that
(7.3) ‖Π˜2hη‖ ≤ c‖η‖1 ∀η ∈ H
1Λ2, ‖Π3hω‖ ≤ c‖ω‖0 ∀ω ∈ H
1Λ3.
Here the constant may depend on the shape regularity of the mesh, but not on the meshsize.
The second bound is obvious (with c = 1), since Π3h is just the L
2 projection. The first
bound follows by a standard scaling argument. Namely, let Tˆ denote the reference simplex.
For any βˆ ∈ Pr+1Λ
2(Tˆ ), we have
(7.4) ‖βˆ‖0,Tˆ ≤ c(
∑
fˆ
∑
µˆ
|
∫
fˆ
βˆ ∧ µˆ|+
∑
ζˆ
|
∫
Tˆ
βˆ ∧ ζˆ|),
where fˆ ranges over the faces of Tˆ , µˆ over a basis for P+r Λ
0(fˆ), and ζˆ over a basis for
P+r−1Λ
1(Tˆ ). This is true because the integrals on the right hand side of (7.4) form a set of
degrees of freedom for βˆ ∈ Pr+1Λ
2(Tˆ ) (see (6.1)), and so we may use the equivalence of all
norms on this finite dimensional space. We apply this result with βˆ = Πˆ2hηˆ, where Πˆ
2
h is the
projection defined to preserve the integrals on the right hand side of (7.4). It follows that
‖Πˆ2hηˆ‖0,Tˆ ≤ c(
∑
fˆ
∑
µˆ
|
∫
fˆ
ηˆ ∧ µˆ|+
∑
ζˆ
|
∫
Tˆ
ηˆ ∧ ζˆ |) ≤ c‖ηˆ‖1,Tˆ ,
where we have used a standard trace inequality in the last step. Next, if T is an arbitrary
simplex and η ∈ H1Λ2(T ), we map the reference simplex Tˆ onto T by an affine map xˆ 7→
Bxˆ+ b, and define ηˆ ∈ H1Λ2(Tˆ ) by
ηˆxˆ(vˆ1, vˆ2) = ηx(Bvˆ1, Bvˆ2),
for any x = Bxˆ+ b ∈ T and any vectors vˆ1, vˆ2. It is easy to check that
̂˜Π2hη = Πˆ2hηˆ, and that
‖Π˜2hη‖0,T ≤ c‖Πˆ
2
hηˆ‖0,Tˆ ≤ c‖ηˆ‖1,Tˆ ≤ c(‖η‖0,T + h|η|1,T ) ≤ c‖η‖1,T .
Squaring and adding this over all the simplices in the mesh Th gives the first bound in (7.3).
We also need a bound on the projection of a form inH1Λ1 into Λ˜1h = P
+
r+1Λ
1(Th). However,
the projection operator Π˜1h is not bounded on H
1, because its definition involves integrals
over edges. A similar problem has arisen before (see, e.g., [10]), and we use the same remedy.
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Namely we start by defining an operator Π˜10h : H
1Λ1 → P+r+1Λ
1(Th) by the conditions∫
T
Π˜10hω ∧ ζ =
∫
T
ω ∧ ζ, ζ ∈ Pr−1Λ
2(T ), T ∈ Th,(7.5) ∫
f
Π˜10hω ∧ ζ =
∫
f
ω ∧ ζ, ζ ∈ PrΛ
1(f), f ∈ ∆2(Th),(7.6) ∫
e
Π˜10hω ∧ ζ = 0, ζ ∈ Pr+1Λ
0(e), e ∈ ∆1(Th).(7.7)
Note that, in contrast to Π˜1h, in the definition of Π˜
1
0h, we have set the troublesome edge
degrees of freedom to zero. Let Πˆ10 : H
1Λ1(Tˆ ) → P+r+1Λ
1(Tˆ ) be defined analogously on the
reference element.
Now for ρˆ ∈ H1Λ1(Tˆ ), dˆΠˆ10ρˆ ∈ Pr+1Λ
2(Tˆ ), so
‖dˆΠˆ10ρˆ‖0,Tˆ ≤ c(
∑
fˆ
∑
µˆ
|
∫
fˆ
dˆΠˆ10ρˆ ∧ µˆ|+
∑
ζˆ
|
∫
Tˆ
dˆΠˆ10ρˆ ∧ ζˆ|),
where again fˆ ranges over the faces of Tˆ , µ over a basis of P+r Λ
0(fˆ), and ζ over a basis of
P+r−1Λ
1(Tˆ ). But ∫
fˆ
dˆΠˆ10ρˆ ∧ µˆ =
∫
fˆ
Πˆ10ρˆ ∧ dˆµˆ =
∫
fˆ
ρˆ ∧ dˆµˆ,
where we have used Stokes theorem and the fact that the vanishing of the edge quantities
in the definition of Πˆ10 to obtain the first equality, and the face degrees of freedom entering
the definition of Πˆ10 to obtain the second. Similarly,∫
Tˆ
dˆΠˆ10ρˆ ∧ ζˆ =
∫
Tˆ
Πˆ10ρˆ ∧ dˆζˆ +
∫
∂Tˆ
Πˆ10ρˆ ∧ ζˆ =
∫
Tˆ
ρˆ ∧ dˆζˆ +
∫
∂Tˆ
ρˆ ∧ ζˆ =
∫
Tˆ
dˆρˆ ∧ ζˆ .
It follows that
‖dˆΠ10ρˆ‖0,Tˆ ≤ c‖ρˆ‖1,Tˆ , ρ ∈ H
1Λ1(Tˆ ).
When we scale this result to an arbitrary simplex and add over the mesh, we obtain
‖dΠ10hρ‖ ≤ c(h
−1‖ρ‖+ ‖ρ‖1), ρ ∈ H
1Λ1(Ω).
To remove the problematic h−1 in the last estimate, we introduce the Clement interpolant
Rh mapping H
1Λ1 into continuous piecewise linear 1-forms (still following [10]). Then
‖ρ− Rhρ‖+ h‖ρ−Rhρ‖1 ≤ ch‖ρ‖1, ρ ∈ H
1Λ1.
Defining Π¯1h : H
1Λ1 → P+r+1Λ
1
h by
(7.8) Π¯1h = Π˜
1
0h(I − Rh) +Rh,
we obtain
‖dΠ¯1hρ‖ ≤ ‖dΠ˜
1
0h(I−Rh)ρ‖+‖dRhρ‖ ≤ c(h
−1‖(I−Rh)ρ‖+‖(I−Rh)ρ‖1+‖dRhρ‖) ≤ c‖ρ‖1.
Thus we have shown that
(7.9) ‖dΠ¯1hρ‖ ≤ c‖ρ‖1, ρ ∈ H
1Λ1.
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Having modified Π˜1h to obtain the bounded operator Π¯
1
h, we now verify that the key
property (6.3) in Lemma 6.1 carries over to
(7.10) S1,hΠ¯
1
h = Π
2
hS1,
where we now use the vector-valued forms of the projection operators. It follows easily from
(7.8), (7.5), and (7.6) that (6.4) holds with ω = (I − Π¯1h)σ, so that the proof of (7.10) is the
same as for (6.3).
We can now give the proof of Theorem 7.1.
Proof of Theorem 7.1. Given µ ∈ PrΛ
3(Th;V) there exists η ∈ H
1Λ2(V) such that dη =
µ with the bound ‖η‖1 ≤ c‖µ‖ (since d maps H
1Λ2 onto L2Λ3). Similarly, given ω ∈
PrΛ
3(Th;K) there exists τ ∈ H
1Λ2(K) with dτ = ω + S2,hΠ˜
2
hη with the bound ‖τ‖1 ≤
c‖ω + S2,hΠ˜
2
hη‖. Let ρ = S
−1
1 τ (recall that S1 is an isomorphism) and set
σ = dΠ¯1hρ+ Π˜
2
hη.
We will now show that Ah(0, σ) = (ω, µ). From the definition of σ, we have
−S2,hσ = −S2,hdΠ¯
1
hρ− S2,hΠ˜
2
hη.
Then, using (5.3), (7.10), and the commutativity dΠh = Πhd, we see
S2,hdΠ¯
1
hρ = −dS1,hΠ¯
1
hρ = −dΠ
2
hS1ρ
= −dΠ2hτ = −Π
3
hdτ = −Π
3
h(ω + S2,hΠ˜
2
hη) = −ω − S2,hΠ˜
2
hη.
Combining, we get −S2,hσ = ω as desired. Further, from the commutativity dΠ˜h = Π˜hd and
the definition of η, we get
dσ = dΠ˜2hη = Π˜
3
hdη = Π˜
3
hµ = µ,
and so we have established that Ah(0, σ) = (µ, ω).
It remains to prove the bound (7.2). Using (7.3), we have
‖S2,hΠ˜
2
hη‖ = ‖Π
3
hS2Π˜
2
hη‖ ≤ c‖S2Π˜
2
hη‖ ≤ c‖Π˜
2
hη‖ ≤ c‖η‖1 ≤ c‖µ‖.
Thus ‖ρ‖1 ≤ c‖τ‖1 ≤ c(‖ω‖+‖µ‖). Using (7.9), we then get ‖dΠ¯
1
hρ‖ ≤ c‖ρ‖1 ≤ c(‖ω‖+‖µ‖),
and, using (7.3), that ‖Π˜2hη‖ ≤ c‖η‖1 ≤ c‖µ‖. Therefore ‖σ‖ ≤ c(‖ω‖ + ‖µ‖), while
‖dσ‖ = ‖µ‖, and thus we have the desired bound (7.2). 
We have thus verified the stability conditions (A1) and (A2), and so may apply the stan-
dard theory of mixed methods (cf. [12], [13], [17], [20]) and standard results about approxi-
mation by finite element spaces to obtain convergence and error estimates.
Theorem 7.2. Suppose (σ, u, p) is the solution of the elasticity system (1.5) and (σh, uh, ph)
is the solution of discrete system (2.1), where the finite element spaces Σh, Vh, and Qh are
given by (7.1) for some integer r ≥ 0. Then there is a constant C, independent of h, such
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that
‖σ − σh‖div + ‖u− uh‖+ ‖p− ph‖ ≤ C inf
τh∈Σh,vh∈Vh,qh∈Qh
(‖σ − τh‖div + ‖u− vh‖+ ‖p− qh‖),
‖σ − σh‖+ ‖p− ph‖+ ‖uh − Π˜
n
hu‖ ≤ C(‖σ − Π˜
n−1
h σ‖+ ‖p−Π
n
hp‖),
‖u− uh‖ ≤ C(‖σ − Π˜
n−1
h σ‖+ ‖p−Π
n
hp‖+ ‖u− Π˜
n
hu‖),
‖d(σ − σh)‖ = ‖dσ − Π˜
ndσ‖.
If u and σ are sufficiently smooth, then
‖σ − σh‖+ ‖u− uh‖+ ‖p− ph‖ ≤ Ch
r+1‖u‖r+2, ‖ div(σ − σh)‖ ≤ Ch
r+1‖ div σ‖r+1.
Remark. Note that the errors ‖σ − σh‖ and ‖uh − Π˜
n
hu‖ depend on the approximation of
both σ and p. For the choices made here, the approximation of p is one order less than the
approximation of σ, and thus we do not obtain improved estimates, as one does in the case
of the approximation of Poisson’s equation, where the extra variable p does not enter.
8. A simplified element
Recall that the lowest order element in the stable family described above, for a discretiza-
tion based on (1.5), is of the form
Σh ∼ P1Λ
2(Th;V), Vh ∼ P0Λ
3(Th;V), Qh ∼ P0Λ
3(Th;K).
The purpose of this section is to present a stable element which is slightly simpler than this
one. More precisely, the spaces Vh and Qh are unchanged, but Σh will be simplified from full
linears to matrix fields whose tangential–normal components on each two dimensional face
of a tetrahedron are only a reduced space of linears.
We will still adopt the notation of differential forms. By examining the proof of Theo-
rem 7.1, we realize that we do not use the complete sequence (5.2) for the given spaces. We
only use the sequences
(8.1)
P+0 Λ
2(Th;K)
d
−→ P0Λ
3(Th;K) −→ 0,
P+1 Λ
1(Th;V)
d
−→ P1Λ
2(Th;V)
d
−→ P0Λ
3(Th;V) −→ 0.
The purpose here is to show that it is possible to choose subspaces of some of the spaces in
(8.1) such that the desired properties still hold. More precisely, compared to (8.1), the spaces
P+1 Λ
1(Th;V) and P1Λ
2(Th;V) are simplified, while the three others remain unchanged. If
we denote by P+1,−Λ
1(Th;V) and P1,−Λ
2(Th;V) the simplifications of the spaces P
+
1 Λ
1(Th;V)
and P1Λ
2(Th;V), respectively, then the properties we need are that:
(8.2) P+1,−Λ
1(Th;V)
d
−→ P1,−Λ
2(Th;V)
d
−→ P0Λ
3(Th;V) −→ 0
is a complex and that the surjectivity assumption (5.5) holds, i.e., Sh = S1,h maps the space
P+1,−Λ
1(Th;V) onto P
+
0 Λ
2(Th;K). Note that if P
+
0 Λ
2(Th;V) ⊂ P1,−Λ
2(Th;V), then d maps
P1,−Λ
2(Th;V) onto P0Λ
3(Th;V).
We first show how P+1,−Λ
1(Th;V) can be constructed as a subspace of P
+
1 Λ
1(Th;V). Since
the construction is done locally on each tetrahedron, we will show how to construct a space
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P+1,−Λ
1(T ;V) as a subspace of P+1 Λ
1(T ;V). We begin by recalling that the face degrees of
freedom of P+1 Λ
1(T ;V) have the form∫
f
ω ∧ µ, µ ∈ P0Λ
1(f,V).
We then observe that this six dimensional space can be decomposed into
P0Λ
1(f ;V) = P0Λ
1(f ;Tf) + P0Λ
1(f ;Nf),
i.e. into forms with values in the tangent space to f , Tf or the normal space Nf . This is a
4 + 2 dimensional decomposition. Furthermore,
P0Λ
1(f ;Tf) = P0Λ
1
sym(f ;Tf) + P0Λ
1
skw(f ;Tf),
where µ ∈ P0Λ
1(f ;Tf) is in P0Λ
1
sym(f ;Tf) if and only if µ(s) · t = µ(t) · s for orthonormal
tangent vectors s and t. Finally, we obtain a 3 + 3 dimensional decomposition
P0Λ
1(f ;V) = P0Λ
1
sym(f ;Tf) + P0Λ
1
skw(f ;V),
where
P0Λ
1
skw(f ;V) = P0Λ
1
skw(f ;Tf) + P0Λ
1(f ;Nf).
In more explicit terms, if µ ∈ P0Λ
1(F ;V) has the form
µ(q) = (a1t + a2s+ a3n)q · t+ (a4t+ a5s+ a6n)q · s,
where t and s are orthonormal tangent vectors on f , n is the unit normal to f , and q
is a tangent vector on f , then we can write µ = µ1 + µ2, with µ1 ∈ P0Λ
1
sym(f ;V) and
µ2 ∈ P0Λ
1
skw(f ;V), where
µ1(q) =
(
a1t +
a2 + a4
2
s
)
q · t+
(
a2 + a4
2
t+ a5s
)
q · s,
µ2(q) =
(
a2 − a4
2
s + a3n
)
q · t +
(
a4 − a2
2
t+ a6n
)
q · s.
The reason for this particular decomposition of the degrees of freedom is that if we examine
the proof of Lemma 6.1, where equation (6.3) is established, we see that the only degrees of
freedom that are used for an element ω ∈ P+1 Λ
1(T ;V) are the subset of the face degrees of
freedom given by: ∫
f
ω ∧ (S ′0ν), ν ∈ P0Λ
0(f ;K).
However, for ν ∈ P0Λ
0(f ;K), µ = S ′0ν is given by µ(q) = νq. Since the general element
ν ∈ P0Λ
0(K) can be written in the form b1(ts
T − stT ) + b2(nt
T − tnT ) + b3(ns
T − snT ),
νq = (−b1s + b2n)q · t + (b1t + b3n)q · s for q a tangent vector, and thus µ ∈ P0Λ
1
skw(f ;V).
Hence, we have split the degrees of freedom into three on each face that we need to retain
for the proof of Lemma 6.1 and three on each face that are not needed. The reduced space
P+1,−Λ
1(T ;V) that we now construct has two properties. The first is that it still contains the
space P1Λ
1(T ;V) and the second is that the unused face degrees of freedom are eliminated
(by setting them equal to zero). We can achieve these conditions by first writing an element
ω ∈ P+1 Λ
1(T ;V) as ω = Πhω+(I−Πh)ω, where Πh denotes the usual projection operator into
22 DOUGLAS N. ARNOLD, RICHARD S. FALK, AND RAGNAR WINTHER
P1Λ
1(T ;V) defined by the edge degrees of freedom. Then the elements in (I−Πh)P
+
1 Λ
1(T ;V)
will satisfy ∫
e
ω ∧ µ = 0, µ ∈ P1Λ
0(e;V), e ∈ ∆1(T ),
i.e., their traces on the edges will be zero. Thus, they are completely defined by the face
degrees of freedom ∫
f
ω ∧ µ, µ ∈ P0Λ
1(f ;V), f ∈ ∆2(T ).
Since this is the case, we henceforth denote (I − Πh)P
+
1 Λ
1(T ;V) by P+1,fΛ
1(T ;V).
We then define our reduced space
P+1,−Λ
1(T ;V) = P1Λ
1(T ;V) + P+1,f,−Λ
1(T ;V),
where P+1,f,−Λ
1(T ;V) denotes the set of forms ω ∈ P+1,fΛ
1(T ;V) satisfying∫
f
ω ∧ µ = 0, µ ∈ P0Λ
1
sym(f ;V),
i.e., we have set the unused degrees of freedom to be zero.
Then
P+1,−Λ
1
h(Th;V) = {ω ∈ P
+
1 Λ
1(Th;V) : ω|T ∈ P
+
1,−Λ
1(T ;V), ∀T ∈ Th}.
The degrees of freedom for this space are then given by
(8.3)
∫
e
ω ∧ µ, µ ∈ P1Λ
0(e;V), e ∈ ∆1(T ),
∫
f
ω ∧ µ, µ ∈ P0Λ
1
skw(f ;V), f ∈ ∆2(T ).
It is clear from this definition that the space P+1,−Λ
1(T ;V) will have 48 degrees of freedom
(36 edge degrees of freedom and 12 face degrees of freedom). The unisolvency of this space
follows immediately from the unisolvency of the spaces P1Λ
1(T ;V) and P+1,f,−Λ
1(T ;V).
The motivation for this choice of the space P+1,−Λ
1
h(Th;V) is that it easily leads to a
definition of the space P1,−Λ
2(Th;V) that satisfies the property that (8.2) is a complex. We
begin by defining
P1,−Λ
2(T ;V) = P+0 Λ
2(T ;V) + dP+1,f,−Λ
1(T ;V).
It is easy to see that this space will have 24 face degrees of freedom. Note this is a reduction
of the space P1Λ
2(T ;V), since
P1Λ
2(T ;V) = P+0 Λ
2(T ;V) + dP+1,fΛ
1(T ;V).
We then define
P1,−Λ
2(Th;V) = {ω ∈ P1Λ
2(Th;V) : ω|T ∈ P1,−Λ
2(T ;V), ∀T ∈ Th}.
It is clear that P+0 Λ
2(Th;V) ⊂ P1,−Λ
2(Th;V). The fact that the complex (8.2) is exact now
follows directly from the fact that the complex
(8.4) P1Λ
1(T ;V)
d
−→ P+0 Λ
2(T ;V)
d
−→ P0Λ
3(T ;V) −→ 0
is exact and the definition
P1,−Λ
1(T ;V) = P+0 Λ
1(T ;V) + P+1,f,−Λ
1(T ;V).
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We will define appropriate degrees of freedom for the space P1,−Λ
2(T ;V) by using a subset
of the 36 degrees of freedom for P1Λ
2(T ;V), i.e., of
∫
f
ω ∧ µ, µ ∈ P1Λ
0(f ;V). In particular,
we take as degrees of freedom for P1,−Λ
2(T ;V),∫
f
ω ∧ µ, µ ∈ P1,skwΛ
0(f ;V), ∀f ∈ ∆2(T ),
where P1,skwΛ
0(f ;V) denotes the set of µ ∈ P1Λ
0(f ;V) that satisfy dµ ∈ P0Λ
1
skw(f ;V). It
is easy to check that such µ will have the form
(8.5) µ = µ0 + α1(x · t)n + α2(x · s)n+ α3[(x · t)s− (x · s)t],
where µ0 ∈ P0Λ
0(f ;V).
Since P1,skwΛ
0(f ;V) is a 6-dimensional space on each face, the above quantities specify
24 degrees of freedom for the space P1,−Λ
2(T ;V). To see that these are a unisolvent set
of degrees of freedom for P1,−Λ
2(T ;V), we let ω = ω0 + dω1, where ω0 ∈ P
+
0 Λ
2(T ;V) and
ω1 ∈ P1,f,−Λ
1(T ;V) and set all degrees of freedom equal to zero. Then for µ ∈ P0Λ
0(f ;V),
since ∫
f
(ω0 + dω1) ∧ µ =
∫
f
ω0 ∧ µ,
we see that ω0 = 0 by the unisolvency of the standard degrees of freedom for P
+
0 Λ
2(T ;V).
In addition, for all µ ∈ P1,skwΛ
0(f ;V) and ω0 = 0,∫
f
ω ∧ µ =
∫
f
dω1 ∧ µ =
∫
f
ω1 ∧ dµ.
Since dµ ∈ P0Λ
1
skw(f ;V), ω1 = 0 by the unisolvency of the degrees of freedom of the space
P1,f,−Λ
1(T ;V).
Using an argument completely parallel to that used previously, it is straightforward to
show that the simplified spaces also satisfy assumption (5.5), i.e., that Sh is onto.
To translate the degrees of freedom of the space P1,−Λ
2(T ;V) to more standard finite
element degrees of freedom, we use the identification of an element ω ∈ Λ2(T ;V) with a
matrix F given by ω(v1, v2) = F (v1 × v2). Then ω(t, s) = Fn and
∫
f
ω ∧ µ =
∫
f
µTFn df .
Since µ ∈ P1,skwΛ
0(f ;V) and hence is of the form (8.5), we get on each face the six degrees
of freedom∫
f
Fn df,
∫
f
(x · t)nTFn df,
∫
f
(x · s)nTFn df,
∫
f
[(x · t)sT − (x · s)tT ]Fn df.
Finally, we note that the analogue of Theorem (7.2) holds with r = 0 for the simplified
spaces.
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