In this paper, several soft computing approaches were employed for rainfall prediction. Two aspects 8 were considered to improve the accuracy of rainfall prediction: (1) carrying out a data-preprocessing procedure, 9 and (2) adopting a modular modeling method. The proposed preprocessing techniques included moving 10 average (MA) and singular spectrum analysis (SSA). The modular models were composed of local support 11 vectors regression (SVR) models or/and local artificial neural networks (ANN) models. In the process of 12 rainfall forecasting, the ANN was first used to choose data-preprocessing method from MA and SSA. Modular 13 models involved preprocessing the training data into three crisp subsets (low, medium and high levels) 14 according to the magnitudes of the training data, and finally two SVRs were performed in the medium and 15 high-level subsets whereas ANN or SVR was involved in training and predicting the low-level subset. For daily 16 rainfall record, the low-level subset tended to be modeled by the ANN because it was overwhelming in the 17 training data, which is based on the fact that the ANN is very efficient in training large-size samples due to its 18 parallel information processing configuration. Four rainfall time series consisting of two monthly rainfalls and 19 two daily rainfalls from different regions were utilized to evaluate modular models at 1-day, 2-day, and 3-day 
Introduction

30
An accurate and timely rainfall forecast is crucial for reservoir operation and 31 flooding prevention because it can provide an extension of lead-time of the flow forecast, 32 larger than the response time of the watershed, in particular for small and medium-sized 33 mountainous basins.
34
Rainfall prediction is a very complex problem. Simulating the response using 35 conventional approaches in modelling rainfall time series is far from a trivial task since the 36 hydrologic processes are complex and involve various inherently complex predictors such as 37 geomorphologic and climatic factors, which are still not well understood. As such, the 38 artificial neural network algorithm becomes an attractive inductive approach in rainfall 39 prediction owing to their highly nonlinearity, flexibility and data-driven learning in building 40 models without any prior knowledge about catchment behavior and flow processes. They are 41 purely based on the information retrieved from the hydro-meteorological data and act as 42 black box.
43
Many studies have been conducted for the quantitative precipitation forecast (QPF) 44 using diverse techniques including numerical weather prediction (NWP) models and remote 45 sensing observations (Davolio et al., 2008; Diomede et al. 2008; Ganguly and Bras, 2003;  This is the Pre-Published Version. current rainfall data, the majority of subsets after data split belong to a small-size sample 35 except for the low-intensity daily rainfall. Therefore, three local SVRs (hereafter referred as 36 to MSVR) were employed for monthly rainfall data whereas two local SVRs and one ANN
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37
(hereafter referred to as ANN-SVR) were adopted for daily rainfall data. For daily rainfall 38 record, the low-intensity subset was modeled by the ANN because it was overwhelming in 39 the training data. For the comparison purpose, the global ANN and the persistence model 40 were used as benchmarks. To ensure generalization of this study, four cases consisting of 41 two monthly rainfall series and two daily rainfall series from India and China, were explored. is by a trial and error procedure to minimize the ANN prediction error.
Methodology
13
(2) Singular spectrum analysis (SSA)
14
The SSA is able to decompose the daily rainfall series into several additive 
36
( 1) 1 observations, given by
. The modified version was adopted in this study.
13
(2) Artificial neural networks
14
The feed-forward multilayer perceptron (MLP) among many ANN paradigms is by layer. The model architecture is described by the equation: 
where the input vector t X in the input space is mapped to a high dimensional feature space 
5
When introducing Vapnik's  -insensitivity error or loss function, the loss function
on the underlying function can be defined as
where y represents observed value. The nonlinear SVR problem can be expressed as the 
where i X represents t X for simplicity, the term of 
By using a "kernel" function
to yield inner products in feature 21 space, the computation in input space can be performed. In the present study, Gaussian radial 22 basis function (RBF) was adopted in the form of
. Once 
PI 1-(y -y ) (y -y )
  
, and the averaged rainfall series is referred to as Wuxi).
21
The all Indian average monthly rainfall was estimated from area-weighted part of which can be deleted to improve the mapping between the ANN inputs and output. 
17
The last plot in Fig. 3 denotes the average CCF, which was generated by averaging over all
18
five CCFs at the same lag. Zhongxian, 7-day observations for Wuxi, and 3-day observations for Zhenwan because the
33
PACF values decayed within the confidence band around at these lags (Fig. 4) . The ensuing 34 task was to optimize the size of the hidden layer with identified model inputs and one output.
35
The optimal size h of the hidden layer was found by systematically increasing the number of 36 hidden neurons from 1 to 10. The identified ANN architectures were: 12-5-1 for India, 13-6-37 1 for Zhongxian, 7-6-1 for Wuxi and 3-4-1 for Zhenwan.
38
In the process of forecasting, the training data was rescaled to [-1, 1] due to the use of runs. In addition, the same ANN was applied to multi-step lead-time forecasting in which a 42 static method (directly having the multi-step-ahead prediction as output) was adopted.
Implementation of models
The window length K in MA can be determined by trial and error with various K 3 from 1 to 10. The targeted value of K was associated with the optimal ANN performance in 4 terms of RMSE. Table 1 shows the values of K at one-, two-, and three-day-ahead 5 predictions for all studied cases.
6
(2) ANN-SSA
7
Following the methodological procedure in Section 2.3, the filter of RCs for one-day-8 ahead prediction was described below using the Wuxi rainfall data.
9
 First, the average CCF at lag 1 can be found 0.13 (Fig. 3) .
10
 Then, RCs 5 was sorted in a descending order according to the CCF value at lag 1 11 of each RC plot in Fig 3. The new order was RC1, RC2, RC3, RC4, and RC5, 12 which was the same as the original order.
13
 A five-time trial and error was finally used to select the p ( m  ). It was found that 14 the ANN had the minimum RMSE when p was 3 (i.e. the preserved RCs were RC1,
15
RC2 and RC3). Table 1 .
(3) Modular models
22
The MA was more effective than the SSA when they were in conjunction with the 23 ANN (see Tables 2 and 3 below) . Therefore, modular models were only coupled with the 24 MA in the current rainfall prediction. Moreover, the identified parameter K in MA by the
25
ANN was also applied to modular models. 
Results and discussion
27
Results
28
The overall performances of each model in terms of RMSE, CE, and PI are presented 29 in Table 2 for two monthly rainfall series and the best among all models for each rainfall series. noting that the modular model generated some negative estimates at low-intensity rainfall 5 points although it well pursued most of observed rainfall data. As far as ANN-MA is 6 concerned, the prediction accuracy was substantially improved. However, the model 7 underestimated quite a number of moderate peak rainfalls although low-intensity rainfalls 8 were mostly well simulated. 
Discussion
10
The poor performances of ANN (Tables 2 and 3) imply that the ANN fed by the 11 original data is less viable for the rainfall forecasting, in particular using daily rainfall data.
12
Actually, the ANN mainly captured the zero or low-intensity rainfall patterns (dry periods)
13
in daily rainfall series because the type of pattern was dominant when using the original 14 rainfall data to construct model input/output pairs. The MA and the SSA filter on the raw 15 rainfall records substantially eliminated those patterns. Therefore, the trained ANN coupled
16
with the MA or SSA was able to pay more attention to medium or high-intensity rainfall 17 patterns, which improve the ANN generalization.
18
It may be noted that, the ANN performed better using the India data than using the
19
Zhongxian data although both of them were monthly rainfall series (Table 2 ). This implies 
38
The ANN forecasts with these procedures are presented in Table 4 . Compared with the
39
Resc_raw, it can be seen that using the root of n-th degree as data transformation was of the ANN performance although the transformed rainfall series was closer to a normal 5 distribution. On the contrary, the moving average truly improved the ANN performance but 6 the transformed rainfall series was still far from a normal distribution. Seemingly, the 7 requirement of a normal distribution on studied data is not necessary.
8
The combination of SSA and MA was also investigated by using the moving average 9 over the filtered rainfall series. Table 6 demonstrates one-day lead prediction for four case In summary, the optimal data-preprocessing for the ANN was the MA and the 13 standardization in the present study. The former was for the purpose of smoothing the raw 14 rainfall whereas the latter was needed by the transfer function in the ANN. 
Conclusions
16
The purpose of this study was to investigate the effect of modular models coupled 17 with data-preprocessing techniques in improving the accuracy of rainfall forecasting. The Zhenwan, from India and China, were used as testing cases.
22
With the help of the MA, modular models showed the best performance when 23 compared with the ANN-MA and two baseline models, the persistence model and the ANN.
24
Reasonable rainfall estimates were also obtained from the ANN-MA model. The model,
25
however, underestimated quite a number of moderate peak rainfalls although low-intensity 26 rainfalls were mostly well simulated. The ANN model, directly fed by the original data,
27
seemed unsuitable for the current rainfall series except for India. As far as the daily rainfall 28 data were concerned, the ANN mainly captured the zero or low-intensity rainfall patterns
29
(dry periods) in daily rainfall series because the type of pattern was dominant when using the 30 original rainfall data to construct model input/output pairs. The MA or the SSA filter on the 31 raw rainfall records substantially eliminated those patterns. Therefore, the trained ANN with 32 the help of MA or SSA was able to pay more attention to medium or high-intensity rainfall 33 patterns, which improve the ANN generalization.
34
In addition, the effect of other data-preprocessing techniques including data-35 transformation and standardization on the ANN performance was also examined. It was 36 found that the standardization method was able to substitute for the rescaling method from 37 the perspective of the transfer function in the ANN. However, the data-transformation 38 method to meet an approximately normal distribution seemed to be unnecessary for the ANN. 
