The purpose of this article is to determine the influence of various methods of selection of diagnostic features on the sensitivity of classification. Three options of feature selection are presented: a parametric feature selection method with a sum (option I), a median of the correlation coefficients matrix column elements (option II) and the method of a reversed matrix (option III). Efficiency of the groupings was verified by the indicators of homogeneity, heterogeneity and the correctness of grouping. In the assessment of group efficiency the approach with the Weber median was used. The undertaken problem was illustrated with a research into the tourist attractiveness of voivodships in Poland in 2011.
Introduction
At the very beginning each multi-dimensional comparative analysis it is necessary to define the objects of the comparison and a set of features which widely characterize the properties of these objects, i.e. the diagnostic features. The results of such research greatly depend on the correctness of such selection, regardless of the methods and techniques used during the further phase of the research 1 . The criteria for selection of the features can be divided into two groups: metaphorical and formally-statistical 2 . In the former approach, such elements are taken into the set of diagnostic features that are regarded as the most important characteristics of the compared objects in the light of the researcher's knowledge of the analysed phenomena.
In the second approach the feature selection is made in the way of processing and analysing statistical information by means of adequate formal procedures 3 . The best is a two-phase feature selection procedure where both approaches are used simultaneously. The first step is to create an initial feature list on the basis of the researcher's own working hypothesis (as a result of their knowledge of the research subject and the widely understood theory of economy) and their collaboration with representatives of proper scientific fields (experts) 4 . In the second phase the list is being reduced through formal methods with regards to the statistical properties of the primary features.
The purpose of this article is to determine the influence of various methods of selecting diagnostic features on the classification efficiency. Three options of feature selection are presented: the parametrical feature selection method with a sum (option I), a median of the correlation coefficients matrix column elements (option II) and the method of a reversed matrix (option III). The linear assignment of voivodships and defining typological groups of objects was conducted by means of a method based on the Weber median vector. The efficiency of the groupings was verified with the indicators of homogeneity, heterogeneity and focus points correctness, where the role of the gravity centers was played by the Weber median.
The undertaken problem was illustrated by a research on tourist attractiveness of voivodships in Poland in 2011.
Research materials and methods
Initially, 26 diagnostic features were proposed for the research, characterizing the tourist attractiveness, which consists of: environmental values, the level of tourist development, transport accessibility and the level of environmental pollution 5 . The National Statistical Office's data, which were made available at the Local Data Bank, were used in the research (www.stat.
gov.pl). For the analysis, the following set of diagnostic features was used:
X 2 -the share of legally protected land in the whole area (in %), After defining and gathering data concerning the initial set of features, proper verification actions are usually performed against two most important criteria 6 :
1. Variability-the features should be diverse, i.e. effectively discriminating the objects.
To assess the variability, a diversity coefficient, calculated from the formula, is used: 
where r jk -the Person linear correlation coefficient of the j th and k th feature.
One of the most commonly used in practice discrimination methods of features based on a correlation coefficients matrix is a parametric method, as proposed by Z. Hellwig 7 . However, this method has two essential drawbacks 8 :
-it is sensitive to values, that stand out, which means, that a high correlation coefficient can be, to a large degree, a result of its correlations with just one feature,
-it only accounts for direct links of a feature to other features, while it does not include indirect links.
To increase the immunity of this method results to values that stand out, the sum of the R matrix first column (row) elements can be replaced with their median in the first step. The second 
where:
with the formula: This way the following groups of objects are created:
The last stage of the taxonomic analysis is to check the quality of objects grouping.
The methods of grouping lead to such a classification of objects into groups, where the objects belonging to the same group are most similar to each other (as high homogeneity of object groups as possible), and the objects belonging to different groups should be as different as possible (heterogeneous). To assess the quality of classification the measures of homogeneity and heterogeneity of groups are used, involving the concept of a group gravity centre and the distance from it. In this work an approach was taken, where the center of gravity of a group was replaced with a Weber median of its elements. In the homogeneity assessment of the formed groups the following measure was used 11 :
), ( max
-median of P k group objects distances from its Weber's median vector, ) ,..., , (
p -number of focus points obtained at a certain level of group formation.
In the heterogeneity assessment the following measure was used: In the assessment of group formation correctness a complex measure was used, in the following form:
Research results
In the first step, where the features were chosen for a taxonomic study a discrimination criterion was set, expressed with a variability coefficient. Those following features, for which the variability coefficient did not exceed 10%, were excluded from the research: X 6 , X 7 , X 11 , X 12 ,
In the next step a reduction of potential diagnostic features was made, according to three options. The first two options involved the Hellwig parametric method: with a sum (option I) and median of correlation coefficients matrix column elements (option II), the third option concerns the reverse matrix method. Hereby the following sets of diagnostic features were distinguished: A classification of voivodships was made using the obtained sets of diagnostic features by determining for this purpose the positioning taxonomic measures based on Weber's median.
The results are presented in Table 1 . As Table 1 shows, the alignments of voivodships using the aforementioned options of feature selection are not uniform and in some cases they vary significantly. To determine if the tested objects are aligned in a compatible way Spearman ranks correlation coefficients were calculated ( The taxonomic development measures replace the description of studied objects containing many features with one aggregate value. Aside the object alignment, it also allows dividing them into groups of a similar development level. Using the three median method, the set of voivodships was divided into four groups, containing objects similar in the scope of studied criterion -the tourist attractiveness (Table 3) . The obtained groups varied from each other in terms of voivodships belonging to them, regardless the fact, that the contents of some of the classes were partially the same. Generally, the difference between two different classifications of the same object did not exceed one focus point, but sometimes bigger variations occured. For example, according to the first and second option, the Podlaskie Voivodship belonged to the focus point I, while the third option classified it into Group III. To determine the efficiency of the obtained groups, they underwent verification by determining the homogeneity, heterogeneity and correctness indicators (Table 4) . While analyzing the results concerning the sensitivity of grouping, it can be concluded that as far as homogeneity of groups is concerned, the best result was obtained for option I.
Nevertheless, the classification based on the set of features received from the reverse matrix method (option III) yielded much better results in the scope of heterogeneity and correctness of grouping.
In the classification conducted according to the third option, the following voivodships are members of the best, first group: Lubuskie, Wielkopolskie, Zachodniopomorskie and Pomorskie. Summarizing, it can be concluded that application of taxonomic development measures based on different diagnostic features selection methods provides non-identical results in the ranking and grouping of objects in question.
Notes

