Abstract. A complete characterization of banded block circulant matrices with banded inverse is derived by factorizations similar to those used for orthogonal matrices of this kind. The nonorthogonal part of these matrices is shown to be related to block companion type matrices which are nilpotent. It also follows from this characterization, that the width of the band of the inverse is bounded in terms of the size of the blocks. Matrices of this type appear in the description of the action of perfect reconstruction lter banks as well as biorthogonal higher multiplicity wavelet transforms.
1. Introduction. We study real valued banded block circulant matrices, i. e. This type of matrices appears in the engineering literature, when an action of a perfect reconstruction lter bank is being studied, as well as in descriptions of biorthogonal higher multiplicity wavelet transforms. The block sequences then comprise of time reversed impulse responses of lters forming the bank or coe cients of re nement equations, respectively. The requirement of bandedness corresponds to both the analysis and synthesis lters being FIR ( nite impulse response); in the case of wavelets this is necessary if bases consisting of functions with compact support are to be developed ( 1] , 4], 5]).
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In the special case of orthogonal banded block circulant matrices several possible complete characterizations are known ( 2] , 3], 4], 5]). They are usually based on factorizations of corresponding block sequences into products of short factors. This makes it possible to construct such matrices in an easy way and even to include additional constraints.
A necessary and su cient condition for the existence of banded inverse of a banded block circulant matrix was described already by Vetterli ( 4] , 5]). Unfortunately, it is not well suited for the construction of such matrices; they are usually built similarly as the orthogonal ones, as special products of some simple enough factors. However, orthogonality is a really strong property and, when it is abandoned, the range of all possible solutions explodes in such a way that it can not be simply covered by products of basic building blocks of the type used in the orthogonal case, generalized in a straightforward way.
In this paper we give an alternative complete characterization of banded block circulant matrices with banded inverse. It enables us to describe a new kind of factors which can be derived from nilpotent matrices. It also follows from this characterization, that, for the given width of the band of a block circulant matrix, the width of the band of the inverse, if nite, is bounded from above and bellow. The bounds depend also on the size m of the blocks.
2. Preliminaries. We use R(A) and N(A) to denote the range and null space of matrix A. Other calligraphic letters will be reserved for the following concept.
The pair of block sequences satisfying (1) can be combined into a biorthogonal pair where, however, the leading and trailing blocks in either of the block sequences may be zero and therefore their actual length can be smaller than r blocks. Note the importance of the mutual position in the block circulant matrices; for example,
have sequences of the same actual length (2 and 3) but impose di erent conditions on the nonzero blocks to be biorthogonal, because of the way the blocks of the two sequences overlap. We need to describe exactly the extent of zero blocks and we do it in the following way.
Definition 2.1. We say that A is a (l; p; k; q)-biorthogonal pair (or a biorthogonal pair of type (l; p; k; q)) if A j = 0 whenever 0 j < l or j l + p, A l 6 = 0, A l+p?1 6 = 0 and Ã j = 0 whenever 0 j < k or j k + q, Ã k 6 = 0,Ã k+q?1 6 = 0. February 28, 1994 3 This means that l (k, resp.) leading zero blocks in the rst (second, resp.) block sequence are followed by p (q, resp.) possibly nonzero blocks (the rst and the last of these blocks do not vanish) and the tailing blocks are also zero. We may assume that at least one of A r?1 andÃ r?1 is not zero, i. e. the total length is r = max(l + p; k + q).
Note that if both the block sequences in a biorthogonal pair start with zero blocks and we discard the same number of these blocks in both sequences we obtain again a biorthogonal pair. We identify such pairs and assume that in the description of the type k or l equals zero, even though the corresponding block circulant matrices are di erent. This di erence, however, can be considered negligible from the point of view of applications as these matrices di er only by a circulation of columns by a multiple of m and therefore, when a vector is multiplied by them, the outputs di er only by a circulation of elements.
A special type of banded block circulant matrix with banded inverse is a banded orthogonal block circulant matrix. In this case the block sequences in such a biorthogonal pair coincide (A =Ã) and thus it is always of type (0; p; 0; p), for some p. We call such a pair orthogonal.
The de nition of the block circulant matrix C N (A), generated by the p-element Applying this theorem we can list several simple operations which preserve the biorthogonality. Corollary 3 . Group structure of the set of biorthogonal pairs. The product of banded block circulant matrices is again block circulant and banded. This enables us to de ne the product of block sequences as the block sequence extracted from the product of corresponding (large enough) block circulant matrices. We can express this equivalently in terms of block sequences. Proof. The statement can be proved by a straightforward calculation using the de nition of the product and the shifted orthogonality conditions. However, one can also verify it easily using the fact that the product of block sequences is derived from the multiplication of block circulant matrices:
The previous lemma enables us to extend De nition 3.1 and to introduce the product of biorthogonal pairs Proof. Again, the statement can be proved by using the corresponding block circulant matrices.
As we already mentioned, there is an important special case|orthogonal pairs. It ts into the group concept quite naturally. Lemma 3.4 . Orthogonal pairs form a subgroup of the group of biorthogonal pairs.
Proof. The proof is trivial|the product, inverse and transpose of orthogonal matrices are orthogonal.
Factorizations of orthogonal pairs (wavelet matrices, paraunitary lter banks) into products of short factors were proposed in 2], 3], 4], 5], etc. The product of block sequences as de ned by De nition 3.1 corresponds to the 0-shift product ( 3] ) and is closely related (the normalization is removed) to the Pollen product ( 2] ). For these products there exist factorizations using the basic building blocks of length 2, the linear factors. February 28, 1994 6 Theorem 3.5. A = fA 0 A 1 : : : A p?1 g is the block sequence of an orthogonal pair if and only if there exist an orthogonal matrix H and symmetric projectors P i , i = 1; : : : ; p ? 1, (i. e., P i P i = P i , P T i = P i ) such that A = fH g 2 fP 1 I ? P 1 g2 fP 2 I ? P 2 g2 2 f P p?1 I ? P p?1 g:
Proof. First, A de ned by (7) is the block sequence of an orthogonal pair since all the factors are.
So as to show that such a factorization always exists, it is enough to prove that for arbitrary p > 1, the block sequence A can be written as the product of some block sequence C comprising of p ? 1 blocks and some linear factor fP p?1 I ? P p?1 g, where P p?1 is a symmetric projector. As both A and fP p?1 I ? P p?1 g are the block sequences of orthogonal pairs, so is C and the statement of the theorem then follows by recursion.
Let us choose an arbitrary symmetric projector P p?1 such that P p?1 A T 0 = A T 0 ; P p?1 A T p?1 = 0: Such a projector always exists because A satis es the shifted orthogonality conditions, particularly, A 0 A T p?1 = 0; we can choose, for example, P p?1 = UU T , where U is such a matrix that its columns form an orthonormal basis for the range of A T 0 . The actual length of C = A2 f I ? P p?1 P p?1 g is then at most p?1 blocks, because C 0 = A 0 (I ?P p?1 ) = 0 and C p = A p?1 P p?1 = 0. On the other hand, C can not be shorter since A = C2 f P p?1 I ? P p?1 g has length p.
In fact, the concept of orthogonal linear factors can be easily generalized to the biorthogonal case|the orthogonal matrix is replaced by just a nonsingular one, the symmetric projector by a general one. By a slight modi cation of the proof we can obtain a similar form with the normalizing (0; 1; 0; 1)-factor on the right hand side.
The biorthogonal linear factors can be used to construct general biorthogonal pairs|a product of r ? 1 such factors is, generally, a biorthogonal pair of total length r. Unfortunately, the analogy with orthogonal pairs ends here. One can nd biorthogonal pairs of total length r that can not be decomposed into a product of r ? 1 linear factors. To show that, it is enough to nd a biorthogonal pair A such that A2F is at least as long as A for any biorthogonal linear factor F . A su cient condition is given by the following lemma. then the total length of C = A2F is at least r for any biorthogonal linear factor F = ( P I ? P P T I ? P T ) (P being a projector).
Proof. For any projector P, I ? P is a projector onto N(P) which has just trivial intersection with R(P). Thus Let us express the projector P in the form P = UV T , where U and V are some m n matrices, n being the rank of P. Note that P 2 = P implies V T U = I. 4. Orthogonal factorizations and atoms. In this section we derive a factorization of any biorthogonal pair into an orthogonal one and a biorthogonal pair in a special form. This allows us to concentrate on the nonorthogonality of any biorthogonal pair. There are, essentially, two special forms to choose from|with either maximal or minimal overlap. Neither of them is necessarily unique, however, the maximal overlap factor may have, for p 6 = q, a variety of types depending on where the overlapping section occurs. We thus prefer the minimal overlap form; it appears to lead to clearer understanding of the properties of biorthogonal pairs, too. Conditions (10) mean that we \have moved" the upper block sequence to the left, the lower one to the right, or their mutual position has remained essentially the same, but the upper sequence has been shortened. We can repeat the process until we nish (after a nite number of steps) with a biorthogonal pair of the type (0; p; p ? 1; q) for some p p,. To prove this formally, let us point out that in all three cases in (10) From the shifted orthogonality conditions it follows that in every (p; q)-atom A p?1Ã T p?1 = I so that these overlapping blocks must be nonsingular matrices. Therefore every atom can be factorized into a product of a normalized atom and a (0; 1; 0; 1)-biorthogonal pair, in either order (see (5) and (6) Note that if an atom is orthogonal, then it has necessarily type (0; 1; 0; 1). Thus the atom really represents the nonorthogonality of the pair and the factorization above can be viewed as the decomposition of the biorthogonal pair into its orthogonal and nonorthogonal part. 5 . Atoms of nonorthogonality. We now turn our attention to the analysis of biorthogonal atoms. Unless speci ed, we will deal with normalized atoms only. We start with a special case. The shifted orthogonality conditions require that X n , n = 1; 2; : : :, are given by the following di erence equation:
X n = ?(A p?2 X n?1 + A p?3 X n?2 + + A 0 X n?p+1 ); X n = 0 for all n q, X q 6 = 0, for some q), and A is thus of type (p; q), if and only if the matrix G is nilpotent with index p + q ? 2 (i. e., G p+q?2 = 0 6 = G p+q?3 ).
Proof. Suppose that Xñ = 0 for allñ q. Thenthe following holds for all n p + q ? 2. First, 0 = Y n = G n E 1 :
Next, for j = 1; : : : ; p ? 2, G n+1 E j = G n GE j = G n (E j+1 ? E 1 A p?j?1 ) = G n E j+1
and therefore
G n E j+1 = G n+1 E j = = G n+j E 1 = 0:
Thus G n E j = 0 for j = 1; : : : ; p ? 1, in other words, G n = 0. On the other hand, let G~n = 0 for allñ p + q ? 2, G p+q?3 6 = 0. Then, for all n q,
Furthermore, X q?1 6 = 0, because otherwise the rst part of the proof would imply that G p+q?3 = 0. Let us now return to the rst part of the proof and suppose that Xñ = 0 for all n q, but X q?1 6 = 0. Then, as we have shown, G n = 0 for all n p + q ? 2. If also G p+q?3 = 0, it would follow from the second part of the proof that X q?1 = 0 and hence G p+q?3 6 = 0.
The maximal index of nilpotent G is its size (p?1)m. However, it is not clear if it can be reached due to the special structure of G. Nevertheless, we have a bound on q in terms of p and multiplicity m. is a monomial in . We see that we have derived here (by di erent means) Vetterli's condition for atoms.
February 28, 1994 13 6. Mapping the atoms of nonorthogonality. Biorthogonal atoms | biorthogonal pairs with minimal overlap | are of two types: (0; p; p ? 1; q) or (q ? 1; p; 0; q)
. Each of them forms a group under the product 2, denote them G L and G R , resp. However, a product A2B, A 2 G L , B 2 G R is not generally an atom.
In the previous section we have characterized the group G L by means of a certain block companion matrix being nilpotent. The other group can be characterized similarly. We also know, by applying a factorization of the kind discussed in x4, that atoms of either type can be expressed as a product of an atom of the other type and an orthogonal pair. Furthermore, atoms from G L can be obtained from atoms from G R (and vice versa) by the operation (4) in Corollary 2.3.
Let us discuss the possibilities and limitations of constructing all biorthogonal atoms from some elementary building blocks. The best, because the simplest, candidates are the (2; 2)-atoms. A product of r ? 1 atoms of type (2; 2) has generally type (r; r). However, we will demonstrate by an example that some of the extreme blocks can vanish and the actual type can be (p; q) where p 6 = q. Unfortunately, it turns out that (2; 2)-atoms do not su ce, at least in the following sense: There are (p; q)-atoms (even with p = q) which can not be factorized into a product of r ?1 = max(p; q) ?1 atoms of type (2; 2). We give the necessary and su cient conditions for the existence of a (2; 2) atomic factor decreasing the type of a given atom of a type larger than (2; 2) (in fact, Lemma 6.1 solves the problem in a slightly more general setting). We also present a (3; 3)-atom for which these conditions do not hold. Thus it appears that at least (2; q)-atoms are needed for building up general biorthogonal atoms. However, the questions of factorizing into products of larger number of factors, or using larger building blocks like (2; q) or (q; 2)-atoms, which are also quite easy to construct, remain open. XV T UX = 0 (13) have a common solution X. Alternatively, B will have type (0; p ? 1; k ? 1; q) ((0; p; k; q ? 1), resp.) if and only if the two equations (11) and (13) ((12) and (13), resp.) have a common solution.
Proof. The factor F must have the form given by Lemma 5.1 with q = 2 and some R. For B 0 = A 0 R andB q+k+1 = ?Ã q+k?1 R T to vanish it is necessary and su cient that R = UXV T , some X, where U and V are de ned in the Lemma. Equations (11), (12) and (13) are obviously equivalent to B 1 = 0,B q+k = 0 and R 2 = 0, respectively, from which the required types follow.
Note that if A is nonde cient, in the sense that rank A 0 + rankÃ q+k?1 = m, February 28, 1994 14 then V T U = 0, (13) holds trivially and (11) This is a contradiction, because = ? 1 2 6 = 0 and thus A, due to Lemma 6.1, can not be a product of two atoms of type (2; 2).
We also promised an example of a (p; q)-atom, p 6 = q, which is a product of (2; 2)-atoms. Let p = 2 and q = 3. The two factors must be given by index 2 nilpotent matrices R 1 and R 2 such that R 1 R 2 = 0 but R 2 R 1 6 = 0 (it is easy to check that then (R 1 +R 2 ) 3 = 0 as required for the resulting (2; 3)-atom). Obviously, multiplicity m must be at least 3 and an easy example is R 1 = e 1 (e 2 + e 3 ) T ; R 2 = (e 2 ? e 3 )e T 1 :
The product of such factors is 7. Concluding remarks. We have explored the possibility of building up banded block circulant matrices, with banded inverses, from elementary building blocks, both orthogonal and nonorthogonal. We have given a characterization of all such matrices as a product of orthogonal ones and nonorthogonal ones of a special type.
In the application to discrete wavelet transforms, discrete moments of all but one of the rows of the matrix, obtained by augmenting the blocks of one of the block sequences, are of importance. Similarly as for the orthogonal case, the vanishing of these moments is related to the properties of one row of the matrix obtained from the other block sequence. Consequently, there arises the problem of constructing the biorthogonal pairs from some of their rows. It turns out that a generalization of the recursive algorithm, presented in 2], 3], for the orthogonal case, can be studied using the factorizations presented in this paper.
