We derive the amino acid assignment to one codon representation (typical 64-dimensional irreducible representation) of the basic classical Lie superalgebra osp(5|2) from biochemical arguments. We motivate the approach of mathematical symmetries to the classification of the building constituents of the biosphere by analogy of its success in particle physics and chemistry. The model enables to calculate polarity and molecular volume of amino acids to a good approximation.
I. INTRODUCTION AND MOTIVATION
Mathematical symmetries play an important role in most models for explaining the organization and structure of dead matter which are scientifically accepted today. Here we would like to give a few examples only:
 The SU(3) -flavor model of Gell-Mann and Ne'eman [1] describes the multiplets of particles in high energy physics:
From this model the classification of hadrons has been derived. As an example consider the SU(3) hadron-octet representations with highest weight (1, 1) . This representation comprises the neutron and proton among other particles ( ,0
;   ;  0 ) and as well the classification of the light mesons in the SU(3) meson-octet.
All other particles built from the three quarks: up, down and strange and their anti-particles find their places in some other representation of SU (3) . It should also be mentioned that this symmetry is not an exact property of the Hamiltonian operator since the strange quark exhibits a much greater mass than the up and down quark. IN THE GENETIC CODE BY GROUP THEORY most prominent examples of such GUTs in lower dimension are the SU(5) model of Georgi and Glashow [2] and the SO(10) model of Georgi and Fritzsch and Minkowski [3] . Both symmetries described above are internal symmetries of the Hamiltonian operator, which describes the interactions of the particles. They have no connection to the symmetries of 4-dimensional space-time.
 The classification of chemical elements in the periodic table, which has its justification by the atom model of Bohr is related to the representation theory of a symmetry group, i.e. to the representations of SO (4) .
This symmetry has an outer part which is the SO(3) symmetry of spatial rotations. The other part is related to the Runge-Lenz vector and cannot be attributed to a visible symmetry nor can it be attributed to internal degrees of freedom of the Hamiltonian as those described in the first two examples. Therefore this symmetry is called a hidden symmetry.
It should be notified that as in the case of flavor symmetry a symmetry does not need to be reflected in a perfect manner. There might be some symmetry breaking in some few terms of the Hamiltonian operator (often in connection with a small multiplicative factor) which implies, that the symmetry is realized only approximately in the physical system. The symmetry breaking term might be switched on and off like an additional homogeneous magnetic field, which accounts for the Zeeman effect in the hydrogen atom and in a way lifts the degeneracy of the energy levels.
These three examples shall be sufficient in motivating the search for mathematical symmetries in the genetic code. It might give a feeling for the strength of symmetry principles in nature. It is difficult to conceive a physical world where such principles are not at hand. For the biosphere the discovery of such symmetries in its building blocks will have a revolutionary impact. Further information can be found in [4] .
II. BREAKING OF SYMMETRY AND THE STRUCTURE OF THE GENETIC CODE
The universal genetic code has been described in terms of an irreducible 64-dimensional representation (codon representation) of a basic classical Lie superalgebra. This model reproduces a branching process with the correct multiplet structure of the genetic table and serves as a model for the evolution of the genetic code in the early history of life.
The synthesis of proteins involves a process of decoding, where the genetic information stored in the DNA and carried by the mRNA (messenger RNA) is translated into amino acids through the use of tRNA (transfer RNA). Therefore the genetic code can be considered as a language which uses four different letters: A(denine), C(ytosine), G(uanine) and T(hymine) in DNA which is replaced by U(racil) in all types of RNA. From these letters three-letter words are formed: the codons. In this way one has 64 words to construct sentences called genes.
Each codon can be translated into one of twenty amino acids or a termination signal. This leads to a degeneracy of the code in the sense that different codons represent the same amino acid, that is, different words have the same meaning. Indeed, the codons which code for the same amino acids form multiplets as follows:
The multiplet structure has resisted all explanations taken from first principles of biology, chemistry or physics. Therefore, an algebraic approach has been developed in order to find the underlying dynamical symmetry for the genetic code.
The basic concepts of algebraic models are the following [5] . a) Collective properties of the system as energy levels or transition rates between different states are described by operators, which are constructed in the universal enveloping algebra of the spectrum generating algebra (SGA). In the first algebraic model for the genetic code introduced by Hornos and Hornos [6, 7, 8] polarities of amino acids have been fitted with a few parameters.
b) The possible states of the system are associated to the vectors of an irreducible representation of the SGA. The Hamiltonian of the system is constructed as a linear combination of the Casimir operators of the SGA and its subalgebras. In order to guarantee that these Casimir operators can be diagonalized simultaneously the respective subalgebras must be taken from chains of subalgebras:
If the Casimir operators are taken from one single chain the system is said to exhibit a dynamical symmetry. It has to be emphasized that a general Hamiltonian not necessarily describes energy levels of the system. It might even have some undetermined signification, if it only reflects the degeneracy of the system.
The standard Hamiltonian of a dynamical symmetry may be modified by terms, which are of higher order in the Casimir elements of the last subalgebras (of the above mentioned chain) in order to achieve a fine tuning of the model. This has shown to be an essential feature for all models, which describe the degeneracy of the genetic code in terms of simple Lie groups and basic classical Lie Superalgebras and leads to the hypothesis which has been called freezing or frozen accident. It claims that the genetic code, evolving from simpler forms with lesser amino acids and therefore with a higher degeneracy to its present form could not complete the last branching step completely, i.e. for all the multiplets of the penultimate state: When a certain level of complexity had been achieved any further diversification had become lethal and therefore impossible.
The above-mentioned ideas have been investigated systematically within the context of typical codon representations of basic classical Lie superalgebras by Forger and Sachse [9, 10] . The earlier work of Bashford et al. [11] based on the fundamental representation of A(5|0) does reproduce the structure of the so called family boxes i.e. the phenomenon that the first two nucleic bases of a codon determine the type of the amino acid up to an ambiguity rather than describing the multiplet structure of the genetic code exactly. Therefore it does not fit into the context of dynamical symmetries.
Admitting the possibility of freezing during the last step of the procedure, three schemes that do reproduce the degeneracy of the standard code have been found, all based on the codonrepresentation with highest weight (5/2,0,1) of the ortho-symplectic algebra osp(5|2) and differing only in the detailed form of the symmetry breaking pattern during the last step. The first three branching steps are given by the following chain of subalgebras:
The most natural scheme continues this process by a partial breaking of the second sl(2) into o(2) which respects the rules of freezing.
It allows a simple choice of Hamiltonian, in the sense used in [6] and explained in more detail in [4] , namely the following IN THE GENETIC CODE BY GROUP THEORY (1) where the coefficients I , , i and 12 are free parameters and the other operators are the above mentioned Casimir operators. The symmetry perturbation i.e. the phenomenon described as freezing, stems from the last term of the Hamiltonian.
III. AMINO ACID ASSIGNMENT
The principal remaining task is to perform the distribution of amino acids (aas) to the sub-representations occurring in each of the branching schemes mentioned above. It turns out that the first branching scheme not only exhibits the most simple Hamiltonian or freezing operator but also matches biological predictions to a large extent. Consequently, we want to restrict ourselves to explain the assignment of amino acids for this branching scheme (see tables 4+5). It has been taken from table 6 of Forger and Sachse [10] .
Any branching scheme determines the distribution of amino acids up to a permutation of multiplets of equal dimension, which are 4 x 6 x 120 x 9! .
This number cannot be reduced without further input. This input may come from the biochemical knowledge about the amino acids. In several papers it has been tried to mimic the evolution of the genetic code by the branching scheme. Even though this idea is attractive, since it would give a very intuitive meaning for the process of symmetry breaking, this is certainly not the only possible interpretation of the symmetry breaking. The subdivision of amino acids into different representations of subalgebras by the branching mechanism explained above could as well be derived from biochemical research on amino acids and not from the historical evolution of the genetic code which today is still under investigation. This is the approach we want to describe here.
We compare the grouping of amino acids given by our branching scheme with three different methods of grouping amino acids from purely biological and phenomenological facts.
1.) First the grouping of the physicochemical properties of amino acids should be taken into account. These properties have been described by Robert B. Russell and coworkers [12] and can be represented in a Venn diagram:
Picture 1: Venn diagram for amino acid properties, according to Russell [12] IN THE GENETIC CODE BY GROUP THEORY
The boundaries shown in this diagram are qualitative and not rigid. The properties of an amino acid depend not only on its chemical structure but may change with the environment in which it resides. Therefore some aas exhibit contradicting properties as hydrophobicity and polarity in the same diagram. Some other authors [13] do not accept that an amino acid at the same time would be hydrophobic and polar, considering only the dominant property. Those authors do not cite threonine and lysine as well as all charged amino acids within the hydrophobic group and cysteine not within the polar group [14] . Tryptophan which is the last amino acid with an ambiguity with respect to polarity and hydrophobicity, we rather consider in the hydrophobic subset, since it prefers to be buried in protein cores [12] .
2.) Several research projects have reported groupings of amino acids by the mechanism which drives phylogenesis: genetic mutation or substitution rates of amino acids in coding genes of related species.
Substitution rates of aas are empirical data taken from the alignment of homologous gene sequences of proteins. (Gene sequences which share a common ancestor gene are called homologous.) Empirically determined substitution probabilities are a very important input in the calculation of phylogenetic relationships and trees [15, 16, 17] . To each choice of homologous gene samples individual substitution probabilities for each pair of amino acids are calculated. This gives rise to a matrix of substitution probabilities of dimension 20 x 20, which can be made symmetrical by multiplying the substitution probabilities with the frequencies of amino acid appearances in the sample. The symmetrization reflects the reversibility of the substitution process, when the sample has come to a stationary state of amino acid frequencies. From the notion of the symmetrized substitution rate matrix it is possible to perform the alignment of other related but not necessarily homologous genetic sequences. (It is certainly true, that there is some circular argument in this logic, which has to be carefully taken into account.) The probability of amino acid-substitution during protein evolution reflects the similarity of pairs of amino acids. This similarity is encoded therefore in the substitution rate matrices. It is however important to note, that there are various properties of amino acids -as given in picture 1 -and they may have different significance depending on the environment in which an amino acid resides. In some places a protein might be quite indifferent with respect to hydrophobicity in others this might be the preponderant factor for the choice of a suitable substituent. Therefore certain substitution rate matrices have proven to outperform others in the search for the correct alignments when working in special biological tissues and protein environments.
An algebraic method to determine groups from symmetrical substitution rate matrices has been discussed by Kosiol et al. [18] : The matrix has real eigenvalues which are smaller or equal to one. Calculating the corresponding eigenspaces Kosiol and colleagues have found so called Almost Invariant Sets of amino acids, which have the property of being conserved in most amino acid-replacements. They form almost invariant subspaces in the dynamics of protein evolution. The list of possible groupings for each number of possible subsets claimed by Kosiol is given in table 1 for two examples of substitution matrices: the PAM (point accepted mutations) and the WAG matrix. IN THE GENETIC CODE BY GROUP THEORY Table 1a ): Result of the AIS algorithm for the PAM matrix, according to C.Kosiol [18] Table 1b): Result of the AIS algorithm for the WAG matrix, according to C.Kosiol [18] Obviously the groupings differ for the two substitution matrices. Only very few preferences they have in common, for instance the subsets {C,V}; {D,E}; {F,Y}; {M,L}; {S,T}; in order to quote the groups which appear most frequently in both schemes -under the measure #(PAM) * #(WAG). However this is not at all surprising and one explanation for the low consensus of predictions for invariant sets of amino acids has been given above: It depends on the sample of homologous genes which has led to the substitution matrix and certainly as well on the method with which the substitution rates have been derived from these probabilities. We have started a similar investigation on the Blosum matrix [16] . Even though Blosum62 is not derived from a purely evolutionary (Markov-) process, the success of this matrix in protein sequence alignments The 19 best groupings according to the PAM matrix IN THE GENETIC CODE BY GROUP THEORY makes it interesting to study almost invariant sets predicted by the same method. Therefore we made use of the program furnished by the Goldman group [19] , in order to calculate the almost invariant sets as listed in table 2 on a symmetric version of the Blosum matrix. The invariant sets in this table repeat much lesser in different lines than in the two examples above. The only common feature, which we see in all of the three schemes, is the early separation of W, P and Y and perhaps a certain tendency of the ILMV -family to build an invariant set. The list of equivalent methods for sequence comparison for amino acids is fairly long. An attempt to extract the common insight from eighteen of the most prominent alignment models has been made by May [20] . The author draws even a dendrogram to find a classification for these approaches. This however cannot alleviate the contradictions of groupings for amino acids derived from the different models. The context in which the substitutions matrices have been found in each model is not included in the resulting data but some additional information which is a given fact a priori. Is it possible to avoid such a priori boundary conditions which conceal universal features in the classification of amino acids? Such an approach has been made in the search for conserved substitution groups.
3.) Substitution groups
Substitution groups have been investigated by Wu and Brutlag [21] in an attempt to find universal patterns of amino acid substitutions. This is only possible when the context in which a substitution takes place is the relevant information itself. Indeed the strongest information given by this inquiry are conserved substitutions groups, i.e. subsets of amino acids which, when they build a vicinity in a protein, show some solidarity: all other amino acids pay a high separation score when they want to substitute into this alliance.
(This does not mean, that different alliances of the same partner might not be allowed.) A conserved substitution group represents an invariant pattern in protein sequences and at the same time forms its proper context group. The method to find such substitution groups defers significantly from the methods to determine almost invariant sets described above: For each possible context (i.e. set of amino acids, in which each amino acid appears only once), the probability of substituting with one of twenty aas is its key IN THE GENETIC CODE BY GROUP THEORY ingredient. This implies a much bigger substitution matrix than in the former case. Instead of having the dimension 20 x 20, its size is 2 20 x 20. Only the first 20 rows of this matrix form the kind of substitution matrix as in the search for almost invariant sets. Since the authors were interested in finding universal features, it was obvious that they had to use quite general databases of homologous proteins which do not select special environments. Furthermore they compared their inquiries on two databases which are gathered from quite different arguments: Blocks [16] and HSSP [22] . Whereas Blocks contains short and highly conserved regions of protein families, HSSP concentrates on longish protein sequences with the special purpose to take into account not only the 1-dimensional structure of a protein sequence derived from RNA but also its 3-dimensional folding. As result the authors give a classification of all empirically conserved amino acid substitution groups across both databases: Table 3 : Classification of all empirically conserved amino acid substitution groups. The substitution groups are linked by subsumption relationships. Cysteine, glycine and proline do not belong to any universal substitution group, according to Wu and Brutlag [21] This classification scheme reflects many features, which are in good agreement with the physic-chemical properties of amino acids:
 hydrophobicity in the group FILMVY and its subgroups,  aromatic side chains in the group FWY and HY,  aliphatic behavior in the group ILV,  polarity in the group EKQR and its derivates.
The only group which does not show any other common property except from size of the side chain is the substitution group formed by AST. Yet the high degree of congruence with the grouping in the Venn diagram remains remarkable.
Finally we have gathered sufficient material to justify our new classification scheme for the genetic code! Picture 2 shows the weight diagram of the codon representation with highest weight (5/2,0,1) of osp(5|2). The weight vectors connected with green lines have multiplicity 2, those connected with red lines have multiplicity 3. Table 4 and 5 recalls the symmetry which reproduces the multiplet structure of the genetic code found in the previous work of M.Forger and S.Sachse. For the strategy of this investigation and the application of branching rules we refer to the cited articles [9, 10] . Here we would like to emphasize, that the search among simple Lie Superalgebras and its codon representations for the possibility of explaining the structure of the genetic code has been complete. There are no other explanation patterns for the genetic code, which can be derived from this class of symmetries. In a recent publication F. Antoneli et al. [23] have
shown, that the branching pattern derived for osp (5|2) together with the pattern based on sp(6) IN THE GENETIC CODE BY GROUP THEORY investigated in the original work by Hornos  Hornos [6] are suitable for certain algebraic rules to find the codon assignment. The branching scheme given in tables 4 and 5 provides the following information:
In the first row we state the chain of semi-simple Lie algebras and subalgebras which generates the correct multiplet structure for the codon representation upon its branching rules. The last subalgebras are of type o(2)  sl(2) for the first and then for the second direct summand, indicated by its generator Branching describes the splitting of irreducible representation of a Lie (super-)algebra into irreducible representations of a semi-simple subalgebra. The structure of the genetic code results after five branching steps. As mentioned before the last branching step is not performed by all multiplets: the sextets and the triplets of the penultimate step remain unbroken. This phenomenon finds an analogue in evolutionary theories of the genetic code proposed by biologists, who have denoted it as freezing. Further details can be found in [4] . We only would like to mention that it is an additional feature of our branching scheme that breaking the sextets and triplets in the last step would fit the multiplet structure perfectly into the family boxes of the well-known genetic table.
The first column of each branching step gives the highest weight of the resulting irreducible representation followed by its dimension in the second column. [10] IN THE GENETIC CODE BY GROUP THEORY [10] Finally we assign the amino acids of the genetic code into table 5, such that we obtain the best agreement with the groupings described in chapters III.1. -III. 3 . This has been done by a systematical processregarding physico-chemical properties as the driving force for a reliable grouping. At first we subdivide the amino acids into its hydrophobic and its polar subgroups. We take out from the hydrophobic group all amino acids which exhibit aromatic side chains. Among those we separate tryptophan since it shows the littlest susceptibility to invariant sets as shown in tables 1-2. It is put into one subrepresentation with the stop signal, which of course has no amino acid property but plays the role of the zero element in the group. It shows very low clustering in invariant sets as well and has been disregarded in the analysis of Kosiol even on the level of codons. The next amino acid unlikely to show up in invariant sets of tables 1, 2 and 3 is proline and thus gains as well a place in an early separating representation. Next we join pairs of doublets which have some structural similarity as there are the pairs of the glutamine and of the asparagine family. Additionally we have two amino acids which incorporate a sulfur atom: cysteine and methionine. Therefore we put them into some subrepresentation as well. Continuing this process we form amino acid families (AAF) indicated by xF in table 6. Putting amino acid families with the same physico-IN THE GENETIC CODE BY GROUP THEORY chemical properties into the biggest non occupied subrepresentations completes the process of amino acid assignment. There remain only very few ambiguities as for instance the interchange of serine and arginine or the interchange of the asparagine and the glutamine family. Table 6 : Assignment of aas to the codon representation of osp(5 | 2) a : aromatic side chain, : hydrophobic,  : polar, S : sulfur,  : charged. Table 6 shows the final assignment of amino acids which we have found. The first row again gives the sequence of subalgebras during the last branching steps. The physico-chemical properties of the amino acids are indicated by the symbols explained in the legend of the table. In the final multiplet of each amino IN THE GENETIC CODE BY GROUP THEORY acid we indicate its molecular mass showing that we find some interesting mass multiplets as well. Molecular mass is of course only an approximate symmetry as in the case of the flavor symmetry. It is remarkable that we obtain a classification scheme were the property of hydrophobicity can be derived from the adherence of an amino acid to one of two representations only (i.e. the (1) -(1,1) representation of sp(2)  so(5) and (2 -1 -0) of sl(2)  sl(2)  sl(2) ).
In the same way polarity is derived for the remaining amino acids. The existence of aromatic side chains dominates two subrepresentations and other properties like the size of amino acids as well restricts to certain representations. In this way amino acid families from representations of semi-simple subalgebras in the chain of symmetry breaking take over the task of physico-chemical main groups. It is instructive to visualize the amino acid families which exist in the second branching step which produces 10 subspaces in the weight diagram. This has been done in picture 3 for the hydrophobic (1) -(1,1) representation of sp(2)  so(5) and in picture 4 for the remaining amino acid families.
IV. POLARITY AND MOLECULAR VOLUME FROM HIGHEST WEIGHTS
So far our inquiry of a mathematical symmetry in the genetic code has lead to qualitative results only. For concluding our work we want to test our findings against hard numerical facts: We try to find expressions for special operators in the universal envelope of the Lie superalgbera osp(5|2) which may be interpreted as physical or chemical properties of the encoded amino acids. In a similar way the Hamiltonian of a dynamical system describes its energy levels. In order to bear the correct symmetry these operators have to be invariant against actions of the generators of the Lie superalgebra: Therefore they have to be built from Casimir operators of osp(5|2) and the chain of subalgebras which has been considered in this paper. Since any algebraic expression formed with Casimir operators is admissible, it is still a formidable task to find the correct expression for the different properties of amino acids. To reduce this enormous number of possibilities we admit only expressions which are polynomial up to third order in the Casimir operators. From all these expressions we then choose those, which by a minimum of free parameters allow to interpolate a property of the amino acids with a mathematical fitting algorithm. At first we have to decide which properties we would like to match. Already in the initializing paper on this type of models Hornos and Hornos suggested to examine the properties which have been inquired in Granthams work: polarity and molecular volume. Those have the biggest influence on the usage of amino acids in bio molecules. A comment seems in order: It is certainly questionable whether this technique can produce significant insight into the mechanism of a complex system. Should the system not be described by examining the fundamental interactions of its elementary particles? However our approach does not adopt an atomistic but rather a holistic approach: After giving the right expression for certain physico-chemical properties we might find the interactions which justify the construction of the operator. If not we still give a useful technique to calculate the properties from a few labels (heigest weight labels) belonging to an irreducible representation.
In the chain of subalgebras of osp(5|2) only so ( (5) we cite the results from the work of Wybourne [24] and Kemmer et al. [25] . Instead of using highest weights or Dynkin labels, the eigenvalues of the Casimir invariants can be expressed in a Gelfan'd Zetlin basis, which indicates the number of boxes of the corresponding Young tableau representation. The Young tableaux for the occurring representations of so(5) have been given by Forger and Sachse [10] (p.5432). For instance for the representation with highest weight (0,1) the Young tableau has the labels Table 7 : Representations of so(5) occurring in the branching scheme of the codon representation of osp(5|2).
In general the correspondence between Dynkin labels and Young tableau labels for so( 2n+1) -algebras is:
where f j = m j + m j+1 + … + m n-1 + ½ m n , f n = ½ m n , and j  { 1, … , n} . In our case we have n = 2.
The eigenvalues of the Casimir invariants of so(5) have been given by Wybourne [24] in terms of f 1 = k and f 2 = l: Table 8 summarizes the values of the Casimir Invariants calculated from the weight vectors given in the branching scheme of table 4 and 5.
For interpolating polarity and molecular volume we use the best-fit algorithm of Mathematica [26] . We checked several polynomial functions up to 3rd order in the Casimir invariants of table 8. Here we just state the functions which admitted the best fit for polarity and molar volume. Polarity has been fitted by the function:
A CLASSIFICATION SCHEME ; .
In a similar way we find for the molecular volume the function:
with the parameters: ; ; ;
With these formulas and parameters we find for the interpolation of polarity and molecular volume the results given in table 9.
For both interpolations the mean deviation indicates a reasonable approximation between calculated and experimental values. Such deviations from theoretical results show up for the models described in the first chapter frequently (e.g. energy levels of atoms of high atomic weight, Okubo mass formula, etc...).
Modifying the structure of the interpolating functions the approximation can certainly be improved. Here we have presented the most simple functions, only.
Comparing polarity with the property of amino acid families as introduced in table 6, the question arises, why histidine is located in a hydrophobic aa-family. We like to recall that histidine is rather used in protein functional sites due to its ability of binding a proton, which makes it suitable for catalytic processes. In this respect its positive charge doesn't imply that it is hydrophilic. A comparable argument can be found for threonine, which could be considered as being rather hydrophobic than the opposite as in our classification. It should be however recalled, that among "similar" small amino acids threonine rather substitutes with serine which is polar than with alanine which is rather hydrophobic. Evidently our classification underlines this tendency, since the calculated polarity of histidine is smaller than its experimental polarity and for threonine the calculated polarity is slightly higher. Regarding molecular volume we would like to add, that Grantham takes for proline a much lower than its formal value, since the carbon atom is attached to the back bone. This also agrees with our theoretical value.
V. CONCLUSION AND OUTLOOK
In this article a natural classification scheme for the amino acids of the genetic code has been derived from mathematical symmetries which had been found elsewhere. The classification is natural, as it shows very good agreement with biophysical properties of the amino acids and fits as well into universal features taken from protein evolution and alignment analysis. Therefore our classification scheme is a candidate for explaining the structure of the genetic language. This classification may help to make predictions on protein structure and synthesis. Attaching the right labels (i.e. sets of highest weights or quantum numbers) to amino acids is supposed to make protein research more accessible to numeric methods. For instance we suggest to determine score matrices for protein alignments in phylogenetic studies from these labels which would reduce significantly the degrees of freedom of such an inquiry (i.e. from the dimension of the score matrix -190 -to the number of the highest weights used to describe the codon representation.) IN THE GENETIC CODE BY GROUP THEORY 
