Abstract. The three-body problem with all the classical integrals fixed and all the symmetries removed is called the reduced three-body problem. We use the methods of symplectic scaling and reduction to show that the reduced planar or spatial three-body problem with one small mass is to the first approximation the product of the restricted three-body problem and a harmonic oscillator. This allows us to prove that many of the known results for the restricted problem have generalizations for the reduced three-body problem.
Introduction
There is a vast literature on the restricted three-body problem. Among other things, there are investigations of the equilibriums points and their stability, investigations of the existence, stability and bifurcation of periodic orbits, and investigations of collisions and ejection orbits. The restricted problem is said to be a limit of the three-body problem as one of the masses tends to zero, and so to each result for the restricted problem there should be a corresponding result for the full three-body problem. Indeed, there are many such results for the three-body problem, but usually the proofs for the three-body problem are similar to, but independent of, the proofs for the restricted problem. The goal of this paper is to set up a framework whereby results established in the restricted problem carry over to the three-body problem with little or no effort. Some of the results given below are new and some are not, but we think the method of proof is different.
By the restricted problem we shall mean the circular, planar or spatial, restricted three-body problem, and by the full problem we shall mean the planar or spatial three-body problem. The restricted problem is a Hamiltonian system of differential equations which describes the motion of an infinitesimal particle (the satellite) moving under the gravitational influence of two particles of finite mass (the primaries) which are moving on a circular orbit of the Kepler problem.
Since the motion of the primaries is given, the restricted problem has two degrees of freedom for the planar problem and three degrees of freedom for the spatial problem. However, the full problem has six degrees of freedom in the planar case and nine degrees of freedom in the spatial case. Thus, at first the restricted problem seems too small to reflect the full complexity of the full problem; but when the symmetries of the full problem are taken into account the dimension gap narrows considerably.
The Hamiltonian of the full problem is invariant under Euclidean motions, i.e. translations and rotations, which begets the integrals of linear and angular momentum. Translations and rotations give rise to ignorable coordinates. Holding the integrals fixed and dropping the ignorable coordinates reduces the full problem from six to three degrees of freedom in the planar case and from nine to four degrees of freedom in the spatial case. Thus the full problem on the reduced space is only one degree of freedom larger than the restricted problem in either the planar or the spatial case. We shall call the full three-body problem on the reduced space the reduced three-body problem or simply the reduced problem.
The question addressed in this paper is the relation between the reduced problem with one small mass and the restricted three-body problem. The goal is to illustrate a set of methods and results that assure that much of what is known about the restricted problem can be carried over to the reduced problem. We will not attempt to delineate every such result, since this would be too tedious. Once a few examples have been seen the general pattern can be gleaned.
In Section 2 we use the methods of symplectic scaling and reduction to show that the reduced planar or spatial three-body problem with one small mass is to the first approximation the product of the restricted three-body problem and a harmonic oscillator. From this it follows easily in Section 3 that a nondegenerate periodic solution of the restricted problem can be continued into the reduced problem. We show in Section 6 that a periodic solution of general elliptic type (with a twist) can be continued into the reduced three-body problem, and so there are three-dimensional invariant KAM tori in the reduced three-body problem near the Lagrange triangular point. We illustrate in Sections 4 and 5 how many bifurcation results can be continued into the reduced problem. For example, the HamiltonianHopf bifurcation occurs in the reduced three-body problem.
Scaling and reduction
In this section we make a series of symplectic changes of variables in the threebody problem which show how to look at the restricted problem as the limit of the reduced problem with one small mass. To the first approximation the reduced problem with one small mass is separable, i.e. the Hamiltonian of the reduced problem to the first approximation is the sum of the Hamiltonian of the restricted problem and the Hamiltonian of a harmonic oscillator. This result was established in [18, 20] for the planar problem, so we shall consider only the spatial case here.
The three-body problem in three-dimensional space has nine degrees of freedom. By placing the center of mass at the origin and setting linear momentum equal to 0 0 0
In these coordinates u 0 is the center of mass, v 0 is total linear momentum, and total angular momentum is
See Meyer and Hall [20] for details.
The set where u 0 = v 0 = 0 is invariant, and setting these two coordinates to zero effects the first reduction. Setting u 0 = v 0 = 0 reduces the problem by three degrees of freedom.
We consider angular momentum to be nonzero. One way to reduce the problem by two more degrees is to hold the vector A fixed and eliminate the rotational symmetry about the A axis. Another way to reduce the problem is to note that A z , the z-component of angular momentum, and A = A , the magnitude of angular momentum, are integrals in involution. Two independent integrals in involution can be used to reduce a system by two degrees of freedom, see [34] . In either case we pass to the reduced space as defined in Meyer [19] or Marsden and Weinstein [13] .
Assume that one of the particles has small mass by setting m 2 = ε 2 , where ε is to be considered as a small parameter. Also set m 0 = µ, m 1 = 1 − µ and ν = µ(1 − µ), so that
The Hamiltonian becomes
where
K is the Hamiltonian of the Kepler problem in rotating coordinates. We can simplify K by making the scaling
T -it corresponds to a circular orbit of the Kepler problem. Expand K in a Taylor series about this point, ignore the constant term, and make the scaling
, where
Now scaleH by the above and
The totality is a symplectic scaling with multiplier ε −2 , and so the Hamiltonian of the three-body problem becomes H R + K 0 + O(ε), where K 0 is given in (4) and H R is the Hamiltonian of the restricted problem, i.e.
To obtain the expansions above, recall that u 1 = (1, 0, 0) + O(ε).
We have already reduced the problem by using the transitional invariance and the conservation of linear momentum, so now we will complete the reduction by using the rotational invariance and the conservation of angular momentum.
Recall that angular momentum in the original coordinates is A = u 1 ×v 1 +u 2 ×v 2 and in the scaled coordinates it becomes
and so holding angular momentum fixed by setting A = a×b imposes the constraint
Now let us do the reduction when ε = 0, so that the Hamiltonian is H = H R +K 0 and holding angular momentum fixed is equivalent to q 3 = p 3 = p 2 + q 1 = 0. Notice that the angular momentum constraint is only on the q, p variables. Make the symplectic change of variables
so that
Notice that holding angular momentum fixed in these coordinates is equivalent to r 1 = r 3 = R 3 = 0, that R 1 is an ignorable coordinate, and that r 1 is an integral. Thus passing to the reduced space reduces K 0 to
Thus when ε = 0 the Hamiltonian of the reduced three-body problem becomes
which is the sum of the Hamiltonian of the restricted three-body problem and a harmonic oscillator. Here in (11) and henceforth we have dropped the subscript 2. The equations and integrals all depend smoothly on ε, and so for small ε the Hamiltonian becomes
We can also introduce action-angle variables (I, ι) by
The reduced three-body problem in two or three dimensions with one small mass is approximately the product of the restricted problem and a harmonic oscillator.
Continuation of periodic solutions
A periodic solution of a conservative Hamiltonian system always has the characteristic multiplier +1 with algebraic multiplicity at least 2. If the periodic solution has the characteristic multiplier +1 with algebraic multiplicity exactly equal to 2, then the periodic solution is called non-degenerate or sometimes elementary. A non-degenerate periodic solution lies in a smooth cylinder of periodic solutions which are parameterized by the Hamiltonian. Moreover, if the Hamiltonian depends smoothly on parameters, then the periodic solution persists for small variations of the parameters. See Meyer and Hall [20] , pages 133-36 and 155-56, for complete details.
Theorem. A nondegenerate periodic solution of the planar or spatial restricted three-body problem whose period is not a multiple of 2π can be continued into the reduced three-body problem.
More precisely:
Theorem. Let η = φ(t), ξ = ψ(t) be a periodic solution with period T of the restricted problem whose Hamiltonian is (5). Let its multipliers be
2 in the spatial case. Assume that T = n2π for all n ∈ Z, and β = +1 in the planar case or β 1 = +1 and β 2 = +1 in the spatial case. Then the reduced three-body problem, the system with Hamiltonian (12) , has a periodic solution of the form
Proof. When ε = 0 the reduced problem with Hamiltonian (12) has the periodic solution η = φ(t), ξ = ψ(t), r = 0, R = 0 with period T . Its multipliers are +1, +1, β, β −1 , e iT , e −iT in the planar case or +1, +1, β 1 , β
2 , e iT , e −iT in the spatial case. By the assumption T = n2π it follows that e ±iT = +1, and so this periodic solution is non-degenerate. The classical continuation theorem can be applied to show that this solution can be continued smoothly into the problem with ε small and non-zero. See [5] , page 142, or [20] , pages 154-56.
The planar version of this theorem is due to Hadjidemetriou [11] . There are similar theorems about non-degenerate symmetric periodic solutions -see [18] .
There are three classes of non-degenerate periodic solutions of the planar restricted problem that are obtained by continuation of the circular orbits of the Kepler problem using a small parameter. The small parameter might be µ, the mass ratio parameter, giving the periodic solutions of the first kind of Poincaré [32, 27] , a small distance giving Hill's lunar orbits [4, 7, 32] , or a large distance giving the comet orbits [17, 24] . All these papers cited except [17] use a symmetry argument, and so do not calculate the multipliers. However, in Meyer and Hall [20] a unified treatment of all three cases is given, and the multipliers are computed and found to be nondegenerate. Thus, there are three corresponding families of periodic solutions of the reduced problem. The corresponding results with independent proofs for the reduced problem are found in [14, 18, 23, 24, 26, 31] .
One of the most interesting families of nondegenerate periodic solution of the spatial restricted problem can be found in Belbruno [3] . He regularized double collisions when µ = 0, and showed that some spatial collision orbits are nondegenerate periodic solutions in the regularized coordinates. Thus, they can be continued into the spatial restricted problem as nondegenerate periodic solutions for µ = 0. Now these same orbits can be continued into the reduced three-body problem.
Continuation of bifurcating periodic solutions
Many families of periodic solutions of the restricted problem have been studied, and numerous bifurcations have been observed. Most of these bifurcations are 'generic one parameter bifurcations' as defined in [15] (see also [20] , Chapter VIII). Other bifurcations seem to be generic in either the class of symmetric solutions or generic two-parameter bifurcations. We claim that these bifurcations can be carried over to the reduced three-body problem, mutatis mutandis. Since there are a multitude of different bifurcations and they are all generalize in a similar manner, we shall illustrate only one simple case -the 3-bifurcation of [15] , called the phantom kiss in [1] .
Let p(t, h) be a smooth family of non-degenerate periodic solutions of the restricted problem parameterized by H R , i.e. H R (p(t, h)) = h, with period τ (h). When h = h 0 let the periodic solution be p 0 (t) with period τ 0 , so p 0 (t) = p(t, h 0 ) and τ 0 = τ (h 0 ). We will say that the τ 0 -periodic solution p 0 (t) of the restricted problem is a 3-bifurcation orbit if the cross section map (ψ, Ψ) −→ (ψ , Ψ ) in the surface H R = h for this periodic orbit can be put into the normal form
and k = 1, 2, and α and β are non-zero constants. In the above ψ, Ψ are normalized action-angle coordinates in the cross section intersect H R = h, and T is the first return time for the cross section. The periodic solution, p(t, h), corresponds to the point Ψ = 0. The multipliers of the periodic solution p 0 (t) are +1, +1, e +2kπi/3 , e −2kπi/3 (cube roots of unity) so the periodic solution is a nondegenerate elliptic periodic solution. Thus, this family of periodic solutions can be continued into the reduced problem, provided τ 0 is not a multiple of 2π, by the result of the last subsection.
The above assumptions imply that the periodic solution p(t, h) of the restricted problem undergoes a bifurcation. In particular, there is a one parameter family p 3 (t, h) of hyperbolic periodic solution of period 3τ 0 + · · · whose limit is p 0 (t) as h −→ h 0 . See [16, 20] for complete details.
Theorem. Let p 0 (t) be a 3-bifurcation orbit of the restricted problem that is not in resonance with the harmonic oscillator, i.e. assume that 3τ 0 = 2nπ, for n ∈ Z.
Let p(t, h, ε) be theτ (h, ε)-periodic solution which is the continuation into the reduced problem of the periodic solution p(t, h)
Then there is a smooth functionh 0 (ε) withh 
Proof. Since the Hamiltonian of the reduced problem is H
2 )+O(ε), we can compute the cross section map for this periodic solution in the reduced problem for ε = 0. Use ψ, Ψ, r, R as coordinates in this cross section, and let
Since the periodic solution of the restricted problem is non-degenerate, it can be continued into the reduced problem, and so we may transfer the fixed point to the origin, i.e. Ψ = r = R = 0 is fixed.
Since α = 0, we can solve ψ (0, 0, 0, 0, η, ε) = 2πk/3 for η as a function of ε to getη(ε) = h −h 0 (ε). This defines the functionh 0 .
Compute the third iterate of the period map to be
Since 3τ = 2kπ, the matrix B 3 − E is nonsingular, where E is the 2 × 2 identity matrix. Thus we can solve the equations r 3 − r = 0, R 3 − R = 0 and substitute the solutions into the equations for ψ 3 − ψ = 0, Ψ 3 − Ψ = 0. The origin is always a fixed point; so, Ψ is a common factor in the formula for Ψ = ∓αη/β. Compute the Jacobian along these solutions to be
and so the multipliers are 1 ± 3α 2 η 2 , and the periodic points are all hyperbolicelliptic.
There are many other types of generic bifurcations, e.g. Hamiltonian saddlenode bifurcation, period doubling, k-bifurcations with k > 3, etc., as listed in [15, 20] . If such a bifurcation occurs in the restricted problem and the period of the basic periodic orbit is not a multiple of 2π, then a similar bifurcation takes place in the reduced problem also. The proofs will be essentially the same as the proof given above.
The bifurcations at L 4
The restricted problem has five equilibrium points, of which three lie on the line joining the masses (the Eulerian equilibria) and two at the vertices of the two equilateral triangles whose base is the segment joining the primaries (the Lagrange equilibria) -see [20] . These later two equilibria are usually denoted by L 4 , L 5 .
By the symmetry of the problem it is enough to consider just L 4 . For 0 < µ ≤ µ 1 = 27µ(1 − µ)/4 the linearized equations at L 4 have pure imaginary eigenvalues ±iω 1 , ±iω 2 . These pure imaginary eigenvalues give rise to two families of periodic solutions emanating fron the equilibria for most values of µ, 0 < µ < µ 1 . These families are known as the Lyapunov families.
As an application of the previous result, consider the Lyapunov families of periodic solutions emanating from L 4 in the restricted problem. Except as noted below, these two families have continuations into the reduced problem as Lyapunov families emanating from L 4 .
There are a multitude of interesting bifurcations that occur at the Lagrange equilateral triangular equilibria, L 4 , in the restricted problem as the mass ratio parameter µ is varied. We shall look at just a few of these interesting bifurcations to illustrate how many of the results that have been established in the restricted three-body problem can be carried over to the reduced three-body problem. Here we shall consider only the planar problem, since there is a wealth of literature on the planar restricted problem. Again we hope that the reader will realize that similar results too numerous to expound will follow in a similar manner for both the planar and spatial problems.
Linear analysis at L 4 .
Recall [20] that the characteristic polynomial of the linearized equations at the equilibrium point L 4 in the restricted problem is
For µ > µ 1 the eigenvalues are complex, two with positive real part and two with negative real part; for µ < µ 1 the eigenvalues are ±iω 1 = ±iω 1 (µ), ±iω 2 = ±iω 2 (µ), where ω Let µ r denote the mass ratio at which ω 1 /ω 2 = r. These mass ratios are given as a function of r by
where both signs are admissible since 0 < µ < 1. µ r is called a critical mass ratio of order k if r = k is a positive integer and a resonance mass ratio of order (p, q) if r = p/q, p > q > 1. The frequencies are
1/2 at µ p/q . The reduced problem has a relative equilibrium at the Lagrange triangular configuration -recall the Hamiltonian of the reduced problem is (12) in rotating coordinates. From (12) the characteristic polynomial of the linearized equations at the Lagrange relative equilibrium is
But (λ 2 + 1) is always a factor of the characteristic polynomial of a relative equilibrium on the reduced space, and so ±i are always characteristic exponents of the relative equilibrium, see [14] . Thus we can write
These polynomials are polynomials in λ 2 , and so c and p R are quadratics in λ 2 . The discriminant is
By definition ∆(µ 1 , 0) = 0, and also ∂∆(µ 1 , 0)/∂µ = 54µ 1 − 27 = 0. Thus by the implicit function theorem there is a smooth functionμ 1 (ε) = µ 1 + O(ε) such that ∆(μ 1 (ε), ε) = 0 for small ε. Along the curve C 1 = {(μ 1 (ε), ε) : ε small} in the µ, ε-parameter plane the linearized equations of the reduced problem at the Lagrange relative equilibrium has one pair of pure imaginary eigenvalues with multiplicity two. That is, along this curve the eigenvalues are ±i, ±ω(ε)i, ±ω(ε)i, whereω(ε) = √ 2i/2 + O(ε). For µ <μ 1 (ε) and small ε the relative equilibrium has eigenvalues of the form ±i, ±ω 1 
The frequencies have ratio r,ω 1 /ω 2 = r, if and only if p F (λ, µ, ε) and p F (rλ, µ, ε) have a common root, that is, if and only if
By definition S r (µ r , 0) = 0, and Mathematica computes 
Since 1 2 <ω 1 < 1 for small ε, the periodT 1 is never an integral multiple ofT 0 = 2π. But T 2 = kT 0 when ε = 0, and
Again, we apply the implicit function theorem to find functionsμ *
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First of all there is always the family with the shortest period,T 0 = 2π, emanating from the relative equilibrium for µ <μ 1 (ε), ε small. But this family is always at a relative equilibrium on the reduced space [14, 32] . Next, sinceω 1 (µ, ε) is not a multiple of 2π for µ <μ 1 (ε) for ε small, there is always a family emanating from the relative equilibrium whose limit period at the relative equilibrium isT 1 (µ, ε). This family is the continuation of the short period family in the restricted problem.
Finally, there is a family whose limit period at the relative equilibrium isT 2 (µ, ε)
∈ Z, for ε small. This is the continuation (where it exists) of the long period family in the restricted problem. It would be interesting to see a numerical investigation of the evolution of this last family as the parameters are varied-provided the investigation is carried out with the same care as found in the classic studies [9, 25] .
Hamiltonian Hopf bifurcation at L 4 .
One of the most interesting bifurcations occurs in the restricted problem at the equilibrium point L 4 as the mass ratio parameter passes through the Routh critical mass ratio µ 1 . The linearized equations at L 4 have two pairs of pure imaginary eigenvalues, ±ω 1 i, ±ω 2 i for 0 < µ < µ 1 , eigenvalues ±i √ 2/2 of multiplicity two for µ = µ 1 , and eigenvalues ±α ± βi, α = 0, β = 0, for µ 1 < µ ≤ 1/2. For µ < µ 1 and µ near µ 1 , Lyapunov's Center Theorem establishes the existence of two families of periodic solutions emanating from the equilibrium point L 4 , and for µ 1 < µ ≤ 1/2, the stable manifold theorem asserts that there are no periodic solutions near L 4 . What happens to these periodic solutions as µ passes through µ 1 ?
Buchanan [6] proved, up to a small computation, that there are still two families of periodic solutions emanating from the libration point L 4 even when µ = µ 1 . This is particularly interesting, because the linearized equations have only one family. The small computation of a coefficient of a higher order term was completed by Deprit and Henrard [9] , thus showing that Buchanan's theorem did indeed apply to the restricted problem. Palmore [25] investigated the question numerically and was led to the conjecture that the two families detach as a unit from the libration point and recede as µ increases from µ 1 . Finally, Meyer and Schmidt [22] established the general theorem which has become known as the Hamiltonian Hopf Bifurcation Theorem, and then established Palmore's conjecture using the calculation of Deprit and Henrard [9] . Unfortunately, a spurious factor of √ 2 occurred in the application of Deprit's calculation, but the result holds. Also see [20] , pages 218-24. Subsequently, this theorem has been reproved by several authors by essentially the same method -see for example [10] for a complete contemporary treatment of this and related problems.
First we must set up the general theorem along the lines found in [20, 22] . We will drop the explicit ε dependence until it is necessary to display it, but we will indicate those variables which will depend on ε with a tilde. The normal form for a quadratic Hamiltonian (linear Hamiltonian system) with eigenvalues ±ωi with multiplicity two, which is non-simple, and ±i with multiplicity one, is
where δ = ±1, which gives rise to the linear system of equationsż = A 0 z, where
Consider a smooth quadratic perturbation of Q 0 , i.e., a quadratic Hamiltonian of the form Q(ν) = Q 0 + νQ 1 + · · · , where ν is the perturbation parameter. By Sokol skii [33] (also see the discussion in [20] , Chapter IV) there are four quantities that are important in the theory of normal forms for this problem, namely
The higher order terms in Q(ν) are in normal form if they are functions of Γ 1 , Γ 3 and I only. Assume that Q(ν) is normalized through terms in ν, so that
In the case under consideration herec = 0, since ±i is always an exponent of a relative equilibrium. The characteristic polynomial of the linear system defined by
which has roots
So the coefficient "ã" controls the way the eigenvalues move in the imaginary direction, and the coefficient "b" controls the way the eigenvalues split off the imaginary axis. The assumption thatb = 0 means that the eigenvalues move off the imaginary axis whenbδν < 0. Now consider a nonlinear Hamiltonian system depending on the parameter ν which has Q(ν) as its quadratic part and when ν = 0 has been put in Sokol skii's normal form through the fourth order terms (see the discussion in Chapter VII of [20] ), i.e., consider
where here the ellipsis stands for terms which are at least second order in ν or fifth order in the rectangular variables.
The slight generalization of the main bifurcation in [22] is as follows -also see [20, 10] . (15) One can compute the multipliers approximately to show that in Case A the periodic solutions are elliptic. In Case B, the periodic solutions are initially elliptic as they emanate from the origin, but go through extremal bifurcations to become hyperbolic-elliptic.
Theorem. Consider a Hamiltonian of the form
To apply this theorem to the reduced problem let ν = µ −μ 1 (ε), so for fixed small ε the Lagrange relative equilibrium of the reduced problem has exponents ±i with multiplicity one and ±iω(ε) with multiplicity two, whereω = √ 2/2 + O(ε). So for fixed small ε the Hamiltonian of the reduced problem at the Lagrange relative equilibrium can be put into Sokol skii's normal form (15) . When ε = 0 the important coefficients have been calculated in the restricted problem, namelỹ a(0) = −3 √ 2 √ 69/16,b(0) = −3 √ 69/8 (see [29] ), andd 2 (0) = 59/108 (see [30] ). So for small ε,b(ε) andd 2 (ε) are non-zero and have the same sign. Thus:
Theorem. For small ε the reduced problem undergoes the bifurcation given in Case A of the above theorem at the Lagrange relative equilibrium as µ passes through µ 1 (ε).
Bridges and natural centers.
There are many different bifurcations from the two Lyapunov families of periodic solutions which emanate from L 4 as the parameter µ is varied. In particular, very interesting bifurcations occur as the parameter µ passes through the values µ p/q , where p/q is a rational number.
The careful numerical work of Deprit, Henrard and Palmore [9, 25] found families of periodic solutions, called bridges, connecting the two Lyapunov families at L 4 . In general, a bridge consisted of two families of periodic solutions, of which one is elliptic and the other hyperbolic. As the parameter µ is varied, a particular bridge would collapse into the equilibrium
Using the computations of the normal form at L 4 by Deprit and Deprit-Bartholomé [8] , Meyer and Palmore [21] were able to establish the existence of these bridges using a variation of Birkhoff's fixed point theorem. As with most fixed point arguments, there were no uniqueness or continuity conclusions. Finally, Schmidt [28] proved a series of theorems for general Hamiltonian systems which explain almost all the local bifurcations observed in the restricted problem in [9, 25] . These theorems have been reproved many times; see [10] for additional references.
Using the same line of argument, one can show that for small ε the reduced problem has bridges and natural centers which are continuations of the bridges and natural centers found in the restricted problem. There are surely many more bifurcations in the spatial restricted problem, due to the third Lyapunov family in the third direction, but that analysis remains to be done.
Continuation of KAM tori
There are several examples where the classical KAM theorems have been applied to the restricted problem, but we know of only one case where our method applies at present. That one case is in the planar problem, so we will only consider the planar problem now. Because the planar restricted problem has two degrees of freedom, one obtains not only the existence of invariant tori, but some stability information also. For the three degree of freedom reduced problem the existence of the invariant tori will not imply any stability information.
We will say that a nondegenerate τ -periodic solution p(t) of the restricted problem with H R (p(t)) = h 0 is of general elliptic type if the cross section map for this periodic orbit is of the form
where the constants α, β, γ, δ satisfy αδ − βγ = 0, τ is not a multiple of 2π, and ω is irrational. In the above h = H R − h 0 , Ψ, ψ are action-angle coordinates in the cross section in the level set H R = h 0 + h, and T is the first return time for the cross section. The periodic solution, p, corresponds to the point Ψ = 0 when h = 0.
Since the periodic solution is nondegenerate (τω = 2πk, k ∈ Z) and τ is not a multiple of 2π, the periodic solution can be continued into the reduced problem for small ε by the results of Section 3. As we shall see, additional assumptions are needed to apply one of the standard KAM theorems to the continuation of this periodic solution.
Theorem. Letp(t, h, ε) be the continuation into the reduced problem of the general elliptic periodic solution p(t) of the restricted problem. For ε small and h near h 0 the periodic solutionp(t, h, ε) is the limit of invariant three-dimensional tori (KAM tori).
Proof. Since the Hamiltonian of the reduced problem is H = H R + I + O(ε), we can compute the cross section map for the periodic solutionp(t, h, 0) (the continuation periodic solution for ε = 0). Use Ψ, I, ψ, ι as coordinates in this cross section. Setting H = h 0 is the same as setting H R = h 0 + h and I = −h. The section map becomes
The assumption αδ − βγ = 0 assures that the standard KAM theorems apply. So the section map admits invariant two-dimensional tori which limits onto the fixed point which means that the full problem admits invariant three-dimensional tori. Of course this no longer implies that the periodic solution is orbitally stable.
Using the normal form calculation of Deprit and Deprit-Bartholomé [8] , Meyer and Palmore [21] computed the cross section map to the Lyapunov periodic solutions and showed that there was a "twist". Let µ n denote the mass ratio at which ω 1 /ω 2 = n and µ n ≤ 1/2, where n is a positive integer. The explicit formula for µ n is given in (14) , but for now note that µ n+1 < µ n . Provided 0 < µ < µ 1 , µ = µ 2 , µ 3 , µ 4 4 there are other terms in the normal form that appear at the same level of truncation -see [20] .
In the classic paper by Deprit and Deprit-Bartholomé [8] the constants of the normal form were found to be A = ω . The numerator has obviously only one positive real root, which is found by numerical methods to be σ ≈ 0.398543. The value of σ at µ 1 is σ = .25, so that the numerator is nonzero for 0 < µ < µ 1 . (The referee pointed out that we did not need numerics. Let N (σ) be the nontrivial factor of the numerator. Then N (0) < 0, N (0) < 0, N > 0, N (1/4) < 0 prove that N has no zeros in (0, 1/4). Thanks.) The denominator is zero for µ 1 and µ 2 , but these values are excluded since the normalization does not hold. Thus αδ − βγ is defined and nonzero for 0 < µ < µ 1 , µ = µ 2 , µ 3 , µ 4 , and the theorem follows.
