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Abstract
Different models of the Cayley algebras and of their Lie algebras of derivations are given,
based on some distinguished subalgebras of the later ones.
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1. Introduction
Cayley, or octonion, algebras play an important role in several areas of mathemat-
ics, and hence they constitute a well-known class of algebras. Several constructions
of these algebras have been proposed throughout the years.
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The split Cayley algebra C can be realized as Zorn’s vector matrix algebras
([24] or [23, Chapter 2]), and this naturally gives a Z3-gradation on C (see [9] for the
different gradations on the octonions) and a corresponding Z3-gradation on the split
Lie algebra of type G2: DerC = V ⊕ sl(V )⊕ V ∗ ([14, Chapter IV] or [13, p. 169]).
On the other hand, the Cayley–Dickson doubling process (which goes back again
to [24]) allows one to construct, up to isomorphism, any Cayley algebra as a Z2-
graded algebra in which the even part is a quaternion subalgebra.
More recently, Dixmier [7] has given a model of the split Cayley algebra over a
field of characteristic 0 based on classical “transvections” and an associated model of
the split Lie algebra of typeG2. This model has been used in [6] to define a “quantum
octonion algebra” (see a different such definition based on D4 in [4]). The analogous
construction for the real division octonion algebra appears in [19, Chapter 6]. Unlike
the two previous constructions in the paragraphs above, this one does not arise from
a gradation of the octonions.
The underlying common feature of all these models is the existence of a “nice”
(simple or semisimple) subalgebra S of the Lie algebra of derivations DerC of a
Cayley algebra C such that C decomposes as a direct sum of trivial and irreduc-
ible modules for S. Also, L = DerC decomposes as DerC = S ⊕M for a suitable
module M for S under the adjoint action ([S,M] ⊆ M). These are the decompo-
sitions that appear in the so-called “reductive homogeneous spaces” in Differential
Geometry (see [18] or [16, Chapter X.2]).
It turns out that Zorn’s vector matrix algebra gives a decomposition of the split
Cayley algebra as a direct sumC = F ⊕ F ⊕ V ⊕ V ∗ of two one dimensional trivial
modules, the natural three dimensional module V for sl(3) ∼= sl(V ) and its contra-
gredient module V ∗. Besides, sl(3) is embedded in DerC in a natural way. In the real
compact case, the Lie algebra su(3) plays the role of sl(3) and hence this model is
very useful in studying the six dimensional sphere S6, which appears as the reductive
homogeneous space G2/SU(3) (see [5,10,12]).
In a similar vein, the Cayley–Dickson doubling process and the associated Z2-
gradation in DerC are related to the symmetric space G2/SO(4), while Dixmier’s
model is related to the isotropy irreducible homogeneous space G2/SO(3) [22].
The purpose of this paper is to provide some other models of the Cayley algebras
and their Lie algebras of derivations which seem to be new. They are obtained by
looking at different “nice” subalgebras of the Lie algebra of type G2. The authors
were led to these models while studying some noteworthy reductive homogeneous
spaces which are quotients of the compact real Lie group G2, which include the
Stieffel manifold St7,2 = G2/SU(2) or the Grassman manifold G˜r7,2 = G2/U(2).
The next section will be devoted to give a model of the split Cayley algebra C
over a field of characteristic /= 2, based on a subalgebra isomorphic to sl(2)⊕ sl(2)
contained in DerC. The associated model of DerC will be given in Section 3. A re-
lated model of the real division octonion algebra was given in [19, p. 9] and this will
be extended to cover arbitrary Cayley algebras over fields of characteristic /= 2, 3 in
Section 4.
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The fifth section will give a detailed account of the nonsplit version of the Zorn’s
vector matrix algebra and the related models of the Lie algebras of type G2 in arbi-
trary characteristics. These will be models based on a subalgebra of type A2. Finally,
this will be used to give in the last section a different model based on a three di-
mensional simple subalgebra, different from Dixmier’s one (the corresponding real
reductive homogeneous space is not isotropy irreducible).
2. sl(2)⊕ sl(2)-models of the octonions
Given a two dimensional vector space W over a field k of characteristic /= 2,
endowed with a nonzero skew-symmetric bilinear form ψ : W ×W → k, the Lie
algebra sl(W) of trace zero endomorphisms coincides with the Lie algebra of skew-
symmetric transformations relative to ψ : sp(W,ψ) or just sp(ψ). Moreover, the
matrix algebra Endk(W) decomposes as Endk(W) = k1 ⊕ sp(ψ) and for any α,
β ∈ sp(ψ), its product in Endk(W) decomposes as
αβ = 12 tr(αβ)1 + 12 [α, β].
The maps ψw1,w2 given by ψw1,w2(w) = ψ(w1, w)w2 + ψ(w2, w)w1, for w1, w2,
w ∈ W , span sp(ψ), while the maps ψw2w1 given by ψw2w1 (w) = ψ(w2, w)w1 span
Endk(W).
Theorem 2.1. Let k be a field of characteristic /= 2, let V and W be two dimen-
sional vector spaces over k endowed with nonzero skew-symmetric bilinear maps
ϕ : V × V → k and ψ : W ×W → k. Then the vector space
C = Endk(W)⊕ (V ⊗k W)
with multiplication given by:
• Endk(W) is an associative subalgebra of C,
• α(v ⊗ w) = v ⊗ α(w) = (v ⊗ w)α, where α → α is the adjoint involution rela-
tive to ψ, ∀α ∈ sp(ψ), ∀v ∈ V, ∀w ∈ W,
• (v1 ⊗ w1)(v2 ⊗ w2) = ϕ(v1, v2)ψw1w2 , ∀v1, v2 ∈ V, ∀w1, w2 ∈ W,
is the split Cayley algebra over k. Moreover, sp(ϕ)⊕ sp(ψ) embeds into DerC by
means of  : sp(ϕ)⊕ sp(ψ)→ DerC given, for any µ ∈ sp(ϕ) and any α ∈ sp(ψ),
by
(µ) : 1 → 0, β → 0, v ⊗ w → µ(v)⊗ w,
(α) : 1 → 0, β → [α, β], v ⊗ w → v ⊗ α(w)
for any β ∈ sp(ψ), v ∈ V and w ∈ W.
Proof. Let  : (V , ϕ)→ (W,ψ) be a linear isomorphism such that ψ((v1),
(v2)) = ϕ(v1, v2) for anyv1, v2 ∈ V . ThenV ⊗k W can be identified with Endk(W)
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by means of v ⊗ w → ψw(v). The adjoint involution relative to ψ is then given by
v ⊗ w = −−1(w)⊗(v). With these identifications, C = Endk(W)⊕ Endk(W)
with multiplication given by
(α1, β1)(α2, β2) = (α1α2 + β2β1, β2α1 + β1α2)
because
ψ
w2
(v2)
ψ
w1
(v1)
= −ψ(v2)w2 ψw1(v1) = −ψ((v2),(v1))ψw1w2 = ϕ(v1, v2)ψw1w2 ,
and this is just the construction of the split Cayley algebra by means of the
Cayley–Dickson doubling process starting from the split quaternion algebra
Endk(W)  Mat2(k) (see [23, Chapter 2]). The last part is straightforward. 
Remarks. (1) A direct computation using the fact that ∑cyclic ψ(a1, a2)a3 = 0 in
(W,ψ) yields ψw1w2 = 12 (ψ(w1, w2)1 + ψw1,w2).(2) Let n denote the norm of the split Cayley algebra C above, and let b be the
symmetric bilinear form determined by b(x, x) = 2n(x) for any x. Then, since x2 −
t (x)x + n(x)1 = 0 for any x ∈ C (where t (x) = b(x, 1)), xy + yx = −b(x, y)1
for any x, y ∈ C0 = {x ∈ C : t (x) = 0}. Therefore,
b(v1 ⊗ w1, v2 ⊗ w2)= −((v1 ⊗ w1)(v2 ⊗ w2)+ (v2 ⊗ w2)(v1 ⊗ w1))
= −ϕ(v1, v2)ψ(w1, w2)
for any v1, v2 ∈ V and w1, w2 ∈ W .
The model above can be expressed in terms of transvections. Here the notation in
[7] will be used.
Recall that if Vn denotes the linear space over k of the homogeneous polynomials
in the variables x and y of degree n, Vn is a module for the Lie algebra sl(2) in a
natural way, once sl(2) is identified with
span
〈
x
∂
∂x
− y ∂
∂y
, x
∂
∂y
, y
∂
∂x
〉
⊆ Der k[x, y].
Denote by ρn this representation: ρn : sl(2)→ Endk(Vn). If the characteristic of k
is 0, Vn is the irreducible sl(2)-module of dimension n+ 1.
For f ∈ Vn and g ∈ Vm, the transvector (f, g)q is defined by
(f, g)q =
{
0 if q > min(n,m),
(n−q)!
n!
(m−q)!
m!
∑q
i=0
(
(−1)i(q
i
) ∂qf
∂xq−i ∂yi
∂qg
∂xi ∂yq−i
)
,
so that (f, g)q ∈ Vn+m−2q . It follows that:
(f, g)0 = fg,
(f, g)1 = 1
nm
(
∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
)
,
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(f, g)2 = 1
n(n− 1)m(m− 1)
(
∂2f
∂x2
∂2g
∂y2
− 2 ∂
2f
∂x ∂y
∂2g
∂x ∂y
+ ∂
2f
∂y2
∂2g
∂x2
)
,
(f, g)q = (−1)q(g, f )q,
ρn+m−2q(α)(f, g)q = (ρn(α)f, g)q + (f, ρm(α)g)q ∀α ∈ sl(2),
that is, ( , )q : Vn ⊗k Vm → Vn+m−2q is a homomorphism of sl(2)-modules.
For any f ∈ V2, consider the transvection:
T m1,f : Vm→Vm
g →(f, g)1 = 12m
(
∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
)
= 1
2m
ρm
(
∂f
∂x
∂
∂y
− ∂f
∂y
∂
∂x
)
(g).
All the assertions above make sense and are valid if the characteristic of k is a
prime p, provided that p > max(n,m).
Frequent use will be done of the Gordan identitiesf g hm n p
α1 α2 α3

(see [7, p. 111]):
∑
i0
(
n−α1−α3
i
)(
α2
i
)(
m+n−2α3−i+1
i
) ((f, g)α3+i , h)α1+α2−i
= (−1)α1
∑
i0
(
p−α1−α2
i
)(
α3
i
)(
m+p−2α2−i+1
i
) ((f, h)α2+i , g)α1+α3−i .
Using Gordan identityg h f2 1 2
0 1 1

one gets:
(f, (g, h)1)1 = − 12 ((f, g)2, h)0 + ((f, g)1, h)1,
that is,
T 11,f T
1
1,g = − 12 (f, g)2id + T 11,(f,g)1 (2.1)
for any f, g ∈ V2, so that
[T 11,f , T 11,g] = 2T 11,(f,g)1 . (2.2)
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Now, Gordan identityf g h2 1 1
0 1 1

implies, for any f ∈ V2, and g, h ∈ V1:
((f, g)1, h)1 = ((f, h)1, g)1,
so that
T 11,f ∈ sp(V1, ( , )1) = sl(V1) (2.3)
for any f ∈ V2. Actually, Gordan identityf g h1 1 1
0 1 0

yields
(fg, h)1 + 12 (f, g)1h = (f, h)1g (2.4)
for any f, g, h ∈ V1. Interchanging f and g in (2.4) and summing up (or just devel-
oping (fg, h)1), we obtain:
2T 11,fg = (f,−)1g + (g,−)1f (2.5)
for any f, g ∈ V1. From (2.2), (2.3) and [7, Lemma 4.2] it follows:
Lemma 2.2. The map ρV : V2 → sl(V1) = sp(V1, ( , )1), f → 12T 11,f , is an iso-
morphism of sl(2)-modules and of Lie algebras, with Lie product ( , )1 in V2.
Let us denote by Wn the degree n homogeneous polynomials in the new vari-
ables X, Y . Its elements will be denoted by F,G,H, . . . in contrast to Vn, where
f, g, h, . . . will be used. Assuming k is a field of characteristic /= 2, take V = V1 and
ϕ = ( , )1 : V1 × V1 → V0 = k, and also W = W1 and ψ = ( , )1 : W1 ×W1 →
W0 = k. Also, identify W2 with sl(W1) = sp(ψ) by means of ρW in Lemma 2.2.
Then, thanks to (2.1) and (2.5), Theorem 2.1 may be rewritten as:
Corollary 2.3. Let k be a field of characteristic /= 2. The vector space
C = (W0 ⊕W2)⊕ (V1 ⊗k W1) (2.6)
with multiplication · given by:
• W0 = k1, and 1 is the identity element of C,
• F1 · F2 = − 18 (F1, F2)2 + 12 (F1, F2)1 for any F1, F2 ∈ W2,
• F · (g ⊗G) = − 12g ⊗ (F,G)1 = −(g ⊗G) · F for any F ∈ W2, g ∈ V1 and
G ∈ W1,
• (g1 ⊗G1) · (g2 ⊗G2) = 12 (g1, g2)1((G1,G2)11 + 4G1G2) for any g1, g2 ∈ V1
and G1,G2 ∈ W1
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is the split Cayley algebra over k. Its normN is determined byW0, W2 and V1 ⊗k W1
being orthogonal and by
N(1) = 1,
N(F ) = 18 (F, F )2 for any F ∈ W2 (since F · F = − 18 (F, F )2),
B(g1 ⊗G1, g2 ⊗G2) = −(g1, g2)1(G1,G2)1
for any g1, g2 ∈ V1 and G1,G2 ∈ W1.
Besides, C0 = W0 ⊕W2 is a subalgebra of C isomorphic to Endk(W1) and sl(V1)⊕
sl(W1) embeds in DerC by means of  : sl(V1)⊕ sl(W1)→ DerC given, for any
µ ∈ sl(V1) and any α ∈ sl(W1), by:
(µ) : W0 ⊕W2 → 0, g ⊗G → µ(g)⊗G,
(α) : W0 → 0, F → ρ2(α)(F ), g ⊗G → g ⊗ ρ1(α)(G)
for any F ∈ W2, g ∈ V1 and G ∈ W1.
3. sl(2)⊕ sl(2)-model of G2
Keeping in mind the last model of the split Cayley algebra as
C = (W0 ⊕W2)⊕ (V1 ⊗k W1),
but assuming now that chark /= 2, 3, for any f ∈ V1 and F ∈ W3, consider the linear
map
δf⊗F : C−→C
1 → 0
G ∈ W2 → 12f ⊗ (F,G)2 ∈ V1 ⊗k W1,
h⊗H ∈ V1 ⊗k W1 → 2(f, h)1(F,H)1 ∈ W2.
Notice that C is Z2-graded with C 0¯ = W0 ⊕W2 and C1¯ = V1 ⊗k W1, that the image
of  in Corollary 2.3 consists of even maps (preserving the gradation) while δf⊗F
is an odd map. This Z2-gradation induces the corresponding gradation DerC =
(DerC)0¯ ⊕ (DerC)1¯ by considering even and odd derivations. With f and F as
above:
Lemma 3.1. δf⊗F ∈ (DerC)1¯.
Proof. For any G,H ∈ W2,
δf⊗F (G ·H) = 12δf⊗F ((G,H)1) = 14f ⊗ (F, (G,H)1)2,
while
δf⊗F (G) ·H +G · δf⊗F (H)= 12 (f ⊗ (F,G)2) ·H + 12G · (f ⊗ (F,H)2)
= 14f ⊗ ((H, (F,G)2)1 − (G, (F,H)2)1).
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From the Gordan identityF G H3 2 2
0 2 1

we obtain
((F,G)1, H)2 + 23 ((F,G)2, H)1 = ((F,H)2,G)1,
and fromG F H2 3 2
1 1 1
 : ((G, F )1, H)2 + 13 ((G, F )2, H)1 = −((G,H)1, F )2.
Adding both equations:
((F,G)2, H)1 = ((F,H)2,G)1 − (F, (G,H)1)2
or
(F, (G,H)1)2 = (H, (F,G)2)1 − (G, (F,H)2)1,
and therefore,
δf⊗F (G ·H) = δf⊗F (G) ·H +G · δf⊗F (H).
Now, for any g ∈ V1, G ∈ W1 and H ∈ W2,
δf⊗F ((g ⊗G) ·H)= 12δf⊗F (g ⊗ (H,G)1)
= (f, g)1(F, (H,G)1)1,
while
δf⊗F (g ⊗G) ·H + (g ⊗G) · δf⊗F (H)
= 2(f, g)1(F,G)1 ·H + 12 (g ⊗G) · (f ⊗ (F,H)2)
= − 14 (f, g)1((F,G)1, H)2 + (f, g)1((F,G)1, H)1
+ 14 (g, f )1(G, (F,H)2)1 + (g, f )1G(F,H)2
= − 14 (f, g)1(((F,G)1, H)2 + (G, (F,H)2)1)
+ (f, g)1(((F,G)1, H)1 −G(F,H)2).
But the Gordan identityF G H3 1 2
0 2 1

shows that ((F,G)1, H)2 = ((F,H)2,G)1 = −(G, (F,H)2)1, so the first sum-
mand above is 0.
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Also, the Gordan identityF G H3 1 2
0 1 1

implies ((F,G)1, H)1 = ((F,H)1,G)1 + 13 (F,H)2G, andH F G2 3 1
0 1 1

yields ((H, F )1,G)1 + 23 (H, F )2G = ((H,G)1, F )1. From these two identities it
follows that
(F, (H,G)1)1 = ((F,G)1, H)1 −G(F,H)2,
thus giving
δf⊗F ((g ⊗G) ·H) = δf⊗F (g ⊗G) ·H + (g ⊗G) · δf⊗F (H).
One proceeds in the same way with the product H · (g ⊗G).
Finally, for any g, h ∈ V1 and G,H ∈ W1,
δf⊗F ((g ⊗G) · (h⊗H)) = (g, h)1f ⊗ (F,GH)2, (3.1)
while
δf⊗F (g ⊗G) · (h⊗H)+ (g ⊗G) · δf⊗F (h⊗H)
= 2(f, g)1(F,G)1 · (h⊗H)+ 2(f, h)1(g ⊗G) · (F,H)1 (3.2)
= −(f, g)1h⊗ ((F,G)1, H)1 + (f, h)1g ⊗ ((F,H)1,G)1.
To check the equality of (3.1) and (3.2) notice first that if g = h, one has to check
that ((F,G)1, H)1 = ((F,H)1,G)1, which is the Gordan identityF G H3 1 1
0 1 1
 .
Thus we can assume, by linearity, that f, g, h belong to a fixed basis of V1 and, with-
out loss of generality, that f = g = x and h = y, so that (x, y)1 = 1, (x, x)1 = 0
and it has to be checked that
(F,GH)2 = ((F,H)1,G)1,
which is exactly the Gordan identityH F G1 3 1
1 0 1
 . 
Therefore, by dimension count, (DerC)0¯ = (sl(V1)⊕ sl(W1)) and (DerC)1¯ =
δV1⊗kW3 .
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Now, for any µ ∈ sl(V1) = sp(V1, (, )1) and for any f, g ∈ V1, F ∈ W3 and G ∈
W1:
[(µ), δf⊗F ](g ⊗G)= (µ)(2(f, g)1(F,G)1)− δf⊗F (µ(g)⊗G)
= −2(f, µ(g))1(F,G)1 = 2(µ(f ), g)1(F,G)1
= δµ(f )⊗F (g ⊗G).
Hence, since V1 ⊗k W1 generates C, it follows that
[(µ), δf⊗F ] = δµ(f )⊗F . (3.3)
Also, for any α ∈ sl(W1) and f, g, F,G as above:
[(α), δf⊗F ](g ⊗G)= (α)(2(f, g)1(F,G)1)− δf⊗F (g ⊗ ρ1(α)(G))
= 2(f, g)1ρ2(α)((F,G)1)− 2(f, g)1(F, ρ1(α)(G))1
= 2(f, g)1((ρ3(α)(F ),G)1 + (F, ρ1(α)(G))1
− (F, ρ1(α)(G))1)
= 2(f, g)1(ρ3(α)(F ),G)1
= δf⊗ρ3(α)(F )(g ⊗G),
so that
[(α), δf⊗F ] = δf⊗ρ3(α)(F ). (3.4)
Now, for any f1, f2 ∈ V1, F1, F2 ∈ W3, g ∈ V1 and G ∈ W1:
[δf1⊗F1 , δf2⊗F2](g ⊗G)= 2(δf1⊗F1((f2, g)1(F2,G)1)
− δf2⊗F2((f1, g)1(F1,G)1))
= (f2, g)1f1 ⊗ (F1, (F2,G)1)2
− (f1, g)1f2 ⊗ (F2, (F1,G)1)2.
Because of (2.4), (f1, g)1f2 = (f1f2, g)1 + (1/2)(f1, f2)1g, and permuting f1 and
f2, also (f2, g)1f1 = (f1f2, g)1 − 12 (f1, f2)1g. Hence:
[δf1⊗F1 , δf2⊗F2](g ⊗G)= (f1f2, g)1 ⊗ ((F1, (F2,G)1)2 − (F2, (F1,G)1)2)
− 12 (f1, f2)1g ⊗ ((F1, (F2,G)1)2
+ (F2, (F1,G)1)2).
But fromF1 G F23 1 1
0 2 1

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we obtain:
((F1,G)1, F2)2 = ((F1, F2)2,G)1 + 12 (F1, F2)3G,
so
(F2, (F1,G)1)2 = ((F1, F2)2,G)1 + 12 (F1, F2)3G.
Permuting F1 and F2 and then subtracting and adding, it follows that:{
(F1, (F2,G)1)2 − (F2, (F1,G)1)2 = −(F1, F2)3G,
(F1, (F2,G)1)2 + (F2, (F1,G)1)2 = 2((F1, F2)2,G)1.
Therefore:
[δf1⊗F1 , δf2⊗F2 ](g ⊗G)
= −((f1f2, g)1 ⊗ (F1, F2)3G+ (f1, f2)1g ⊗ ((F1, F2)2,G)1)
= −((F1, F2)3(T 11,f1f2)+ (f1, f2)1(T 11,(F1,F2)2))(g ⊗G),
that is,
[δf1⊗F1 , δf2⊗F2 ] = −((F1, F2)3(T 11,f1f2)+ (f1, f2)1(T 11,(F1,F2)2)) (3.5)
= −2((F1, F2)3(ρV (f1f2))+ (f1, f2)1(ρW ((F1, F2)2))),
where ρV (and ρW ) are defined in Lemma 2.2.
Identify V2 with sl(V1) through ρV and W2 with sl(W1) through ρW . Notice that
for any F ∈ W2,
T m1,F =
1
2m
ρm
(
∂F
∂X
∂
∂Y
− ∂F
∂Y
∂
∂X
)
,
so
ρW(F ) = 12T
1
1,F =
1
4
ρ1
(
∂F
∂X
∂
∂Y
− ∂F
∂Y
∂
∂X
)
∈ sl(W1)
and
ρ3(ρW (F )) = 14ρ3
(
∂F
∂X
∂
∂Y
− ∂F
∂Y
∂
∂X
)
= 3
2
T 31,F . (3.6)
Thus, we may identifyV2 with(sl(V1)) through ◦ ρV ,W2 with(sl(W1)) through
 ◦ ρW and δV1⊗kW3 with V1 ⊗k W3 to obtain from (3.3)–(3.6):
Theorem 3.2. Let k be a field of characteristic /= 2, 3. Then the split Lie algebra of
type G2 is the Lie algebra
L = (V2 ⊕W2)⊕ (V1 ⊗k W3)
with multiplication [ , ] equal to ( , )1 on V2 and W2, [V2,W2] = 0 and for any
f ∈ V2, F ∈ W2, g, h ∈ V1 and G,H ∈ W3:
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• [f, g ⊗G] = 12 (f, g)1 ⊗G,
• [F, g ⊗G] = 32g ⊗ (F,G)1,• [g ⊗G,h⊗H ] = −2(G,H)3gh− 2(g, h)1(G,H)2.
Remarks. (1) The model of G2 given in [15] appears now as the Z-gradation
L = L−2 ⊕ L−1 ⊕ L0 ⊕ L1 ⊕ L2
of theL in Theorem 3.2, whereL0 = kxy ⊕W2 ⊆ V2 ⊕W2,L1 = x ⊗W3 ⊆ V1 ⊗k
W3, L2 = kx2 ⊆ V2 and L−1 = y ⊗W3, L−2 = ky2, which are the eigenspaces for
the adjoint action of xy ∈ V2. This allows to write the associated triple product on
L1  W3 in terms of transvectors.
(2) An interesting Z-gradation of L can be given by assigning a weight 6 to x, −6
to y, 1 to X and −1 to Y . Since {x2, xy, y2} is a basis of V2, {X2, XY, Y 2} of W2,
{x, y} of V1 and {X3, X2Y,XY 2, Y 3} of W3, a degree is then assigned to any basic
element (for instance, the degree of x ⊗XY 2 is 6 + 1 − 2 = 5). Then L decomposes
accordingly as
L =L−12 ⊕ L−9 ⊕ L−7 ⊕ L−5 ⊕ L−3 ⊕ L−2 ⊕ L0 ⊕ L2
⊕L3 ⊕ L5 ⊕ L7 ⊕ L9 ⊕ L12,
with dimL0 = 2 (L0 = span〈xy,XY 〉), dimLi = 1 if i /= 0 and Li /= 0, and where
[Li, Lj ] = Li+j for i + j /= 0. In characteristic 0, this is the eigenspace decom-
position relative to the element h in a split Cartan subalgebra for which α(h) = 2,
β(h) = 3, where α and β are the short and long roots in a basis of the root system.
4. so(4)-models of the octonions
This section is devoted to extending and putting in a coordinate free context the
“so(4)-basis” for the octonions that appear in [19, (1.40) and (3.4)].
Let k be a field of characteristic /= 2 and let (V , q) be a four dimensional vector
space over k, endowed with a nondegenerate quadratic form q. Let bq be the nonde-
generate symmetric bilinear form given by bq(v, v) = q(v) for any v ∈ V . Then, if
so(V , q) denotes the corresponding orthogonal Lie algebra,
 : V ∧ V →so(V , q) (4.1)
v ∧ w →σv,w = bq(w,−)v − bq(v,−)w,
is an isomorphism of so(V , q)-modules.
Lemma 4.1. Let (V , q) be a four dimensional vector space over a field k of char-
acteristic /= 2, endowed with a nondegenerate quadratic form q with trivial discri-
minant. Then:
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(1) There is an homogeneous polynomial map of degree 2, p : so(V , q)→ k such
that det(σ ) = p(σ)2 holds strictly in so(V , q) (that is, it holds even after scalar
extensions). This map is unique up to multiplication by −1.
(2) The linear map ∗ : so(V , q)→ so(V , q) given by tr(στ ∗) = −2(p(σ + τ)−
p(σ)− p(τ)) for any σ, τ ∈ so(V , q) belongs to the centroid of the Lie algebra
so(V , q) (that is, it commutes with the adjoint action of so(V , q)), has order 2
(σ ∗∗ = σ for any σ ∈ so(V , q)) and ∗ /= ±id.
(3) The eigenspace decomposition so(V , q) = {σ ∈ so(V , q) : σ ∗ = σ } ⊕ {σ ∈
so(V , q) : σ ∗ = −σ } is the decomposition of the Lie algebra so(V , q) in the
direct sum of its simple ideals.
Proof. Let B = {e1, e2, e3, e4} be a basis of V and let B = (bq(ei, ej )) be the co-
ordinate matrix of bq in B. By hypothesis, detB = α2 for some 0 /= α ∈ k.
Given any σ ∈ so(V , q), denote by σB = (σij ) its coordinate matrix inB, so that
σBB = (xij ) is a skew-symmetric matrix, and hence:
det(σBB) = Pf(σBB)2,
where
Pf(xij ) = x12x34 − x13x24 + x14x23 = 18
∑
ν∈S4
(−1)νxν(1)ν(2)xν(3)ν(4)
is the Pfaffian of the skew-symmetric matrix (xij ). (Here (−1)ν denotes the signature
of the permutation ν.) Therefore it is enough to take
p(σ) = 1
α
Pf(σBB).
For (2) and (3) we can extend scalars and assume that k is algebraically closed.
Thus an orthonormal basis C = {f1, f2, f3, f4} can be chosen such that
p(σ) = σ12σ34 − σ13σ24 + σ14σ23,
where σC = (σij ) is the coordinate matrix of σ in C. One checks immediately that:
tr(στ ∗) = −2
∑
1i<j4
σij τ
∗
ij ,
so that, to get identically tr(στ ∗) = −2(p(σ + τ)− p(σ)− p(τ)) = −2(σ12τ34 +
σ34τ12 − σ13τ24 − σ24τ13 + σ14τ23 + σ23τ14), the only possibility is given by
τ ∗C =

0 τ34 −τ24 τ23
−τ34 0 τ14 −τ13
τ24 −τ14 0 τ12
−τ23 τ13 −τ12 0
 ,
so that ∗ has order 2 and ∗ /= ±id. The fact that ∗ is in the centroid of so(V , q)
follows from the so(V , q)-invariance of the trace form and of p. Hence (2) follows.
Now (3) is a direct consequence of (2). 
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Theorem 4.2. Let k be a field of characteristic /= 2 and let (V , q) be a four di-
mensional vector space over k with a nondegenerate quadratic form q with trivial
discriminant. Let ∗ be the element in the centroid of so(V , q) defined in Lemma 4.1,
and let 0 /= µ ∈ k be arbitrary. Then the vector space
C = C(V, q, µ) = F1 ⊕ {σ ∈ so(V , q) : σ ∗ = σ } ⊕ V,
with multiplication given by
• 1 is the identity element,
• σ1σ2 = 14 tr(σ1σ2)1 + 12 [σ1, σ2] for any σ1, σ2 ∈ so(V , q) with σ ∗1 = σ1,
σ ∗2 = σ2,• σv = −σ(v) = −vσ for any v ∈ V and σ ∈ so(V , q) with σ ∗ = σ,
• vw = µ(bq(v,w)1 − (σv,w + σ ∗v,w)) for any v,w ∈ V
is a Cayley algebra over k and any Cayley algebra over k is isomorphic to one of
these.
Moreover, the linear map
so(V , q)−→DerC(V, q, µ),
σ → σ˜ :

1 → 0,
τ → [σ, τ ] ∀τ ∈ so(V , q) with τ ∗ = τ,
v → σ(v) ∀v ∈ V
is a one-to-one Lie algebra homomorphism.
Proof. Since the discriminant is trivial, q is a scalar multiple of a Pfister form, and
hence there is a quaternion algebra Q with norm n such that (V , q) is isometric to
(Q, λn) for some 0 /= λ ∈ k. Thus so(V , q) is isomorphic to so(Q, λn) = so(Q, n).
Let x → x¯ be the standard involution of Q, and let Q0 = {x ∈ Q : x¯ = −x}. Then
Q0 is a three dimensional simple Lie algebra under the bracket [x, y] = xy − yx
and the map
Q0 ⊕Q0→so(Q,n),
(x, y) →Lx − Ry
is a Lie algebra isomorphism (where Lx : z → xz and Ry : z → zy are the left and
right multiplications in Q). Therefore so(Q, n) is the direct sum of the two simple
ideals LQ0 and RQ0 . We may assume that ∗ (defined on so(Q, n) through its isomor-
phism with so(V , q)) is the identity onRQ0 and minus the identity onLQ0 ; otherwise
substitute Q by its opposite algebra.
Changing µ by µλ we identify (V , q) = (Q, n). The Theorem will be proven
by giving an explicit isomorphism between C(Q, n,µ) and the Cayley algebra
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(Q,µ) = Q⊕Qu obtained by the Cayley–Dickson doubling process. Recall that
Q is a subalgebra of (Q,µ) = Q⊕Qu and besides:{
x(yu) = (yx)u, (yu)x = (yx¯)u,
(xu)(yu) = µy¯x
for any x, y ∈ Q.
Consider the linear isomorphism:
 : C(Q, n,µ)→ (Q,µ) = Q⊕Qu
1 →1
Rx →−x
y →yu.
For any x, y ∈ Q0, xy = −bn(x, y)1 + 12 [x, y] (as usual, bn is the symmetric bi-
linear form such that bn(x, x) = n(x) for any x) and n(x) = bn(x, x) = −x21, but
(−Rx)2 = R2x = Rx2 = −n(x)1, so tr(R2x) = −4n(x) and tr(RxRy) = −4bn(x, y).
Also, for any x, y ∈Q, y¯x = 12 (y¯x− x¯y)+ 12 (y¯x + x¯y) = bn(x, y)1+ 12 (y¯x − x¯y).
Moreover, for any x, y, z ∈ Q, one has
σx,y(z)= bn(y, z)x − bn(x, z)y
= 12 ((zy¯ + yz¯)x − y(z¯x + x¯z))
= 12 (z(y¯x)− (yx¯)z)
= 12 (z(y¯x − 12 (y¯x + x¯y))− (yx¯ − 12 (yx¯ + xy¯))z)
= 14 (Lxy¯−yx¯ − Rx¯y−y¯x)(z),
with xy¯ − yx¯, x¯y − y¯x ∈ Q0. Therefore, σx,y + σ ∗x,y = − 12Rx¯y−y¯x = 12Ry¯x−x¯y .
With all this, it is straightforward to check that  is an isomorphism.
The last assertion of the Theorem follows from the fact that the linear maps:
so(V , q)× so(V , q)→ k, (σ1, σ2) → tr(σ1σ2),
so(V , q)× so(V , q)→ so(V , q), (σ1, σ2) → [σ1, σ2],
so(V , q)× V → V, (σ, v) → σ(v),
V × V → k, (v,w) → bq(v,w),
V × V → so(V , q), (v,w) → σv,w + σ ∗v,w,
are all so(V , q)-invariant. 
Remark. The Cayley algebra C = C(V, q, µ) does not determine, up to isomor-
phism, the pair (V , q) (nor the scalar µ). To see this, notice that the split real Cayley
algebra contains both real quaternion algebras: Mat2(R) and the division algebra H,
so it can be built out of any of the two real four dimensional Pfister forms.
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It is interesting to compute the so(V , q)-invariant linear map ϕ : 2V → 2V
given by ϕ = −1 ◦ ∗ ◦ (recall (4.1) that (v ∧ w) = σv,w). To do this, first no-
tice that for any v,w, v′, w′ ∈ V
tr(σv,wσv′,w′)= tr(bq(w′,−)σv,w(v′)− bq(v′,−)σv,w(w′))
= bq(σv,w(v′), w′)− bq(σv,w(w′), v′)
= −2Bq(v ∧ w, v′ ∧ w′),
where
Bq(v ∧ w, v′ ∧ w′) =
∣∣∣∣bq(v, v′) bq(v,w′)bq(w, v′) bq(w,w′)
∣∣∣∣
is the natural nondegenerate symmetric so(V , q)-invariant bilinear form on2V . On
the other hand, let B = {e1, e2, e3, e4} be a basis of V and let eB = e1 ∧ e2 ∧ e3 ∧
e4 ∈ 4V . Consider the nondegenerate symmetric so(V , q)-invariant bilinear form
DB : 2V × 2V → k such that for any v,w, v′, w′ ∈ V ,
v ∧ w ∧ v′ ∧ w′ = DB(v ∧ w, v′ ∧ w′)eB.
Proposition 4.3. Let (V , q) be a four dimensional vector space over a field k of
characteristic /= 2, endowed with a nondegenerate quadratic form q with trivial
discriminant. Let B = {e1, e2, e3, e4} be a basis of V and let ϕ = −1 ◦ ∗ ◦ as
above. Then:
Bq(x, ϕ(y)) = αDB(x, y)
for any x, y ∈ 2V, where α ∈ k satisfies that det(bq(ei, ej )) = α2.
Note that the ambiguity in the sign of α is due to the same ambiguity in the
Pfaffian map p.
Proof. We can extend scalars and assume that k is algebraically closed. Then choose
as before an orthonormal basis C = {f1, f2, f3, f4} such that for any σ ∈ so(V , q),
p(σ) = σ12σ34 − σ13σ24 + σ14σ23, where σC = (σij ) is the coordinate basis of σ in
C. Under these conditions, eB = αeC, with α2 = det(bq(ei, ej )) and DC = αDB.
Also, for any τ ∈ so(V , q),
τ = 1
2
4∑
i=1
στ(fi ),fi = 
(
1
2
4∑
i=1
τ(fi) ∧ fi
)
.
Now,
αDB(
−1(τ ),−1(τ ))eC = DC(−1(τ ),−1(τ ))eC
= DC
(
1
2
4∑
i=1
τ(fi) ∧ fi, 12
4∑
i=1
τ(fi) ∧ fi
)
eC
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= 1
4
∑
i,j
τ (fi) ∧ fi ∧ τ(fj ) ∧ fj
= 1
4
∑
i,j,k,l
τkiτlj fk ∧ fi ∧ fl ∧ fj
= 1
4
∑
ν∈S4
(−1)ντν(1)ν(2)τν(3)ν(4)
 eC
= 2p(τ)eC = −12 tr(ττ
∗)eC
= Bq(−1(τ ),−1(τ ∗))eC. 
5. su(3)-models
Let k be a ground field of arbitrary characteristic and let K be a two dimensional
composition algebra over k with standard involution µ → µ¯. Let W be a free left K-
module of rank 3 endowed with a hermitian nondegenerate form σ : W ×W → K
(σ(u, v) = σ(v, u), σ(µu+ νv,w) = µσ(u,w)+ νσ(v,w) for any µ, ν ∈ K and
u, v,w ∈ W ), and assume that σ has trivial hermitian discriminant, that is, there is a
K-trilinear alternating form τ : W ×W ×W → K satisfying
τ(v1, v2, v3)τ (v1, v2, v3) = det(σ (vi, vj ))
for any v1, v2, v3 ∈ W . Define a k-bilinear product
W ×W→W,
(u, v) →u ∗ v
by σ(x, u ∗ v) = τ(x, u, v) for any x, u, v ∈ W . Then, for any µ ∈ K and u, v,w ∈
W : 
µ(u ∗ v) = (µ¯u) ∗ v = u ∗ (µ¯v),
u ∗ v = −v ∗ u,
σ (u, v ∗ w) = σ(w, u ∗ v),
(u ∗ v) ∗ w = σ(u,w)v − σ(v,w)u.
(5.1)
Remark. If W is viewed as row vectors over K , then σ(u, v) = usv¯t for some
regular hermitian matrix s = s¯t. Then
τ(v1, v2, v3) = λ det
v1v2
v3
 with det s = λλ¯,
and the equation σ(x, u ∗ v) = τ(x, u, v) for any x, u, v ∈ W yields
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u ∗ v = u× v(λ¯s−1),
where u× v denotes the classical vector cross product in W = K3.
Consider now the vector space over K given by
Cay(W, σ) = K ⊕W,
with multiplication given by
(µ+ u)(ν + v) = (µν − σ(u, v))+ (µv + ν¯u+ u ∗ v)
for any µ, ν ∈ K and u, v ∈ W , is a Cayley algebra with norm given by
n(µ+ u) = µµ¯+ σ(u, u).
Conversely, any Cayley algebra is obtained in this way (see [11], where the as-
sumption on the characteristic being /= 2 is used only to deal with the “colour alge-
bras”, so it can be ignored, or [17, Exercise VIII.6]).
Take λ ∈ K\ k with λ+ λ¯ = 1 and let α = λλ¯ (∈ k), so that λ2 − λ+ α = 0.
Notice that 4α − 1 /= 0, since X2 −X + α is separable. Then, for any u, v ∈ W :
n(u, v)= n(u+ v)− n(u)− n(v) = σ(u, v)+ σ(u, v)
n(λu, v)= σ(λu, v)+ σ(λu, v) = λσ(u, v)+ λ¯(n(u, v)− σ(u, v))
= (λ− λ¯)σ (u, v)+ λ¯n(u, v)
and, therefore,
σ(u, v) = 1
λ− λ¯ (n(λu, v)− λ¯n(u, v)). (5.2)
From the arguments in [11] (and in [1] in low characteristics), the Lie algebra of
derivations of C = Cay(W, σ) decomposes as
DerC = su(W, σ)⊕DK,W = su(W, σ)⊕Dλ,W , (5.3)
where
su(W, σ) = {ϕ ∈ EndK(W) : σ(ϕ(u), v)+ σ(u, ϕ(v)) = 0
∀u, v ∈ V and trKϕ = 0}
acts trivially on K and where for any x, y ∈ C, Dx,y = [Lx,Ly] + [Lx,Ry] + [Rx,
Ry] (see [20, III.8]). In particular su(W, σ) = {d ∈ DerC : d(K) = 0}.
Lemma 5.1. For any u, v,w ∈ W :
(i) Dλ,u(λ) = (4α − 1)u,
(ii) Dλ,u(v) = (λ− λ¯)(u ∗ v − n(u, v)),
(iii) Du,v(λ) = (λ− λ¯)(u ∗ v),
(iv) Du,v(w) = (σ (u ∗ v,w)− σ(w, u ∗ v))+ ((σ (u, v)− σ(v, u))w
− (σ (v,w)+ 3σ(w, v))u+ (σ (u,w)+ 3σ(w, u))v).
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Proof. This is checked by simple computations. Since Dx,y(z) = [[x, y], z] +
3(x, z, y) (where (a, b, c) = (ab)c − a(bc) denotes the associator) and since C is
alternative,
Dλ,u(λ) = [[λ, u], λ] = [(λ− λ¯)u, λ] = −(λ− λ¯)2u = (4α − 1)u.
Now, Dλ,u(v) = [[λ, u], v] + 3(λ, v, u), but
[[λ, u], v] = [(λ− λ¯)u, v]
= ((λ− λ¯)u) ∗ v − σ((λ− λ¯)u, v)− v ∗ ((λ− λ¯)u)
+ σ(v, (λ− λ¯)u)
= −2(λ− λ¯)(u ∗ v)+ (λ¯− λ)(σ (u, v)+ σ(v, u)),
(λ, v, u)= (λv)u− λ(vu)
= (λv) ∗ u− σ(λv, u)− λ(v ∗ u)+ λσ(v, u)
= (λ− λ¯)(u ∗ v).
Hence,
Dλ,u(v)= −2(λ− λ¯)(u ∗ v)− (λ− λ¯)n(u, v)+ 3(λ− λ¯)(u ∗ v)
= (λ− λ¯)(u ∗ v − n(u, v)).
In a similar vein,
Du,v(λ)= [[u, v], λ] + 3(u, λ, v)
= 2[u ∗ v, λ] + 3((uλ) ∗ v − u ∗ (λv)− σ(uλ, v)+ σ(u, λv))
= 2(λ¯− λ)u ∗ v + 3(λ− λ¯)u ∗ v
= (λ− λ¯)u ∗ v,
because of (5.1), and Du,v(w) = [[u, v], w] + 3(u,w, v), where
[[u, v], w] = [2u ∗ v,w] − [σ(u, v)− σ(v, u),w]
= 4(u ∗ v) ∗ w − 2(σ (u ∗ v,w)− σ(w, u ∗ v))
− 2(σ (u, v)− σ(v, u))w
= 4(σ (u,w)v − σ(v,w)u)− 2(σ (u ∗ v,w)− σ(w, u ∗ v))
− 2(σ (u, v)− σ(v, u))w,
(u,w, v)= (u ∗ w − σ(u,w))v − u(w ∗ v − σ(w, v))
= (u ∗ w) ∗ v − σ(u ∗ w, v)− σ(u,w)v
− u ∗ (w ∗ v)+ σ(u,w ∗ v)+ σ(v,w)u
= (σ (u ∗ v,w)− σ(w, u ∗ v))+ (σ (v,w)− σ(w, v))u
+ (σ (w, u)− σ(u,w))v + (σ (u, v)− σ(v, u))w,
because of (5.1) too, and (iv) follows. 
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The unitary Lie algebra u(W, σ) is the span of the maps σa,b where σa,b(u) =
σ(u, a)b − σ(u, b)a for any a, b, u ∈ W ; which satisfy:{[σa,b, σc,d ] = σσa,b(c),d + σc,σa,b(d),
trKσa,b = σ(b, a)− σ(a, b),
and, if the characteristic of k is /= 3, su(W, σ) = span〈σa,b − 13 trK(σa,b)1 : a,
b ∈ W 〉.
For arbitrary k:
Lemma 5.2. For any u, v ∈ W :
(i) [Dλ,u,Dλ,v] = (4α− 1)Du,v +Dλ,(λ−λ¯)(u∗v) = ((4α− 1)Du,v −Dλ,(λ−λ¯)(u∗v))+ 2Dλ,(λ−λ¯)(u∗v).
(ii) (4α − 1)Du,v −Dλ,(λ−λ¯)(u∗v) annihilates K and its restriction to W is
(4α − 1)(3σu,v − trK(σu,v)1).
Proof
[Dλ,u,Dλ,v] = DDλ,u(λ),v +Dλ,Dλ,u(v)
= (4α − 1)Du,v +Dλ,(λ−λ¯)(u∗v−n(u,v)) (Lemma 5.1)
= (4α − 1)Du,v +Dλ,(λ−λ¯)(u∗v),
since Dλ,(λ−λ¯) = Dλ,2λ−1 = 0, thus obtaining (i).
Now, by Lemma 5.1:
((4α − 1)Du,v −Dλ,(λ−λ¯)(u∗v))(λ)
= (4α − 1)(λ− λ¯)(u ∗ v)− (4α − 1)(λ− λ¯)(u ∗ v) = 0,
while for any w ∈ W ,
((4α − 1)Du,v −Dλ,(λ−λ¯)(u∗v))(w)
= (4α − 1)((σ (u, v)− σ(v, u))w − (σ (v,w)+ 3σ(w, v))u
+ (σ (u,w)+ 3σ(w, u))v + (σ (u ∗ v,w)− σ(w, u ∗ v)))
− (λ− λ¯)(((λ− λ¯)(u ∗ v)) ∗ w − n((λ− λ¯)(u ∗ v),w)).
But ((λ− λ¯)(u ∗ v)) ∗ w = −(λ− λ¯)((u ∗ v) ∗ w), −(λ− λ¯)2 = 4α − 1 and
n((λ− λ¯)(u ∗ v),w)= σ((λ− λ¯)(u ∗ v),w)+ σ(w, (λ− λ¯)(u ∗ v))
= (λ− λ¯)(σ (u ∗ v,w)− σ(w, u ∗ v)).
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Hence,
((4α − 1)Du,v −Dλ,(λ−λ¯)(u∗v))(w)
= (4α − 1)((σ (u, v)− σ(v, u))w − (σ (v,w)+ 3σ(w, v))u
+ (σ (u,w)+ 3σ(w, u))v + (σ (u ∗ v,w)− σ(w, u ∗ v)))
− (4α − 1)(σ (u,w)v − σ(v,w)u+ σ(u ∗ v,w)− σ(w, u ∗ v))
= (4α − 1)((σ (u, v)− σ(v, u))w + 3(σ (w, u)v − σ(w, v)u))
= (4α − 1)(3σu,v − trK(σu,v)1)(w). 
For any u ∈ W , consider δu = Dλ, 1
λ−λ¯ u
. Then, by Lemma 5.2, for any u, v ∈ W :
[δu, δv] = (4α − 1)
(
3σ 1
λ−λ¯ u,
1
λ−λ¯ v
− trK
(
σ 1
λ−λ¯ u,
1
λ−λ¯ v
)
1
)
+ 2D
λ,(λ−λ¯)
((
1
λ−λ¯ u
)
∗
(
1
λ−λ¯ v
)).
But σµu,µv = µµ¯σu,v and (λ− λ¯)(λ¯− λ) = 4α − 1. Also,
(λ− λ¯)
((
1
λ− λ¯u
)
∗
(
1
λ− λ¯ v
))
= (λ− λ¯) 1
(λ¯− λ)2 (u ∗ v) =
1
λ− λ¯ (u ∗ v),
so for any u, v ∈ W :
[δu, δv] = (3σu,v − trK(σu,v)1)+ 2δu∗v. (5.4)
Combining (5.3) and (5.4), the following model for the Lie algebras of type G2
appears:
Theorem 5.3. LetK be a two dimensional composition algebra over a field k and let
W be a free left K-module of rank 3 endowed with a hermitian nondegenerate form
σ with trivial hermitian discriminant. Then the vector space L = su(W, σ)⊕W,
with anticommutative multiplication given by
• the Lie bracket in su(W, σ),
• [ϕ, u] = ϕ(u) for any ϕ ∈ su(W, σ) and u ∈ W,
• [u, v] = (3σu,v − trK(σu,v)1)+ 2u ∗ v for any u, v ∈ W,
is a Lie algebra isomorphic to Der(Cay(W, σ)).
Remarks. (1) It is clear that if the characteristic of k is 3, then k(λ− λ¯)1 ⊕W
(where k(λ− λ¯)1 constitutes the center of su(W, σ)) is the only ideal of L (see [1]).
(2) If K is “split”: K = ke1 ⊕ ke2 for orthogonal idempotents e1 and e2, then λ
can be taken to be λ = e1, so α = 0 and λ− λ¯ = 1/(λ− λ¯) = e1 − e2. Then W =
e1W ⊕ e2W and for any u, v ∈ W
σ(e1u, e1v) = e1e2σ(u, v) = 0 = σ(e2u, e2v),
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so σ induces a nondegenerate bilinear map 〈 , 〉 : e1W × e2W → k by means of
〈e1u, e2v〉e1 = σ(e1u, e2v).LetV = e1W , then 〈 , 〉 identifiese2W withV ∗.As in [11],
dual bases {v1, v2, v3} of V = e1W and {v∗1 , v∗2 , v∗3} of V ∗ = e2W can be taken with
vi ∗ vj = @ijkv∗k , v∗i ∗ v∗j = @ijkvk,
where@ijk is antisymmetric with@123 = 1. Therefore, τ(x1, x2, x3)= det(x1, x2, x3)e1
for any x1, x2, x3 ∈ V , where det is the determinant relative to the basis {v1, v2, v3}.
The linear map su(W, σ)→ sl(V ) : σ → σ |V is an isomorphism of Lie algebras
and the action of su(W, σ) on V ∗ = e2W corresponds to the contragredient action
of sl(V ) on V ∗ (ϕ · v∗ = −v∗ ◦ ϕ).
Moreover, for any x, y ∈ V , σ(−, x)y = σ(−, e1x)y = σ(−, x)e2y = 0, so
σV,V = 0 = σV ∗,V ∗ . Also, for any v ∈ V and v∗ ∈ V ∗,
σv,v∗ |V = −σ(−, v∗)v = −〈−, v∗〉v.
Thus, with C = Cay(W, σ) as before,
DerC = {d ∈ DerC : d(K) = 0} ⊕W
 sl(V )⊕ δV ⊕ δV ∗
 V ∗ ⊕ sl(V )⊕ V,
where we identify V with δV by means of v → δv = De1,(e1−e2)v = De1,v , but we
identify V ∗ with δV ∗ by means of v∗ → −De1,(e1−e2)v∗ = De1,v∗ . The Lie multipli-
cation in DerC translates into V ∗ ⊕ sl(V )⊕ V as:
• the usual Lie bracket on sl(V ),
• [ϕ, v] = ϕ(v) and [ϕ, v∗] = ϕ · v∗ for any ϕ ∈ sl(V ), v ∈ V and v∗ ∈ V ∗,
• [v∗, v] = 3〈−, v∗〉v − 〈v, v∗〉id for any v ∈ V and v∗ ∈ V ∗,
• [v,w] = 2v ∗ w, [v∗, w∗] = 2v∗ ∗ w∗ for any v,w ∈ V and v∗, w∗ ∈ V ∗.
This is the model of the split G2 mentioned in Section 1.
6. so(3)-models
Let us continue with the notations of the last section, where K is a two dimen-
sional composition algebra over k and (W, σ) is a free left K-module of rank 3 with
a hermitian nondegenerate form with trivial discriminant.
Assume in this final section that char k /= 2. Then with ξ = λ− 12 , K = k1 + kξ
with 0 /= ξ2 = µ ∈ k. Notice that now λ− λ¯ = ξ − ξ¯ = 2ξ .
Take a, b ∈ W such that σ(a, a) /= 0 /= σ(b, b) and σ(a, b) = 0. ThenQ = k1 +
ka + kb + ka ∗ b (a ∗ b = ab) is a quaternion subalgebra of C = Cay(W, σ) and
C = Q⊕ ξQ (conversely, given a quaternion subalgebra Q of a Cayley algebra C,
there is a u ∈ C with 0 /= u2 ∈ k and such that C = Q⊕ uQ is a Cayley–Dickson
doubling of Q; then we can take K = k1 + ku and W = K⊥).
P. Benito et al. / Linear Algebra and its Applications 371 (2003) 333–359 355
ThenQ0 = {x ∈ Q : t (x) = 0} = ka + kb + ka ∗ b andW = KQ0  K ⊗k Q0
(as K-modules); {a, b, a ∗ b} is an orthogonal K-basis of W for σ and σ(u, v) ∈ k
for any u, v ∈ Q0. Hence, for any u, v ∈ Q0:
n(u, v) = σ(u, v)+ σ(u, v) = 2σ(u, v),
and σ is the unique K-hermitian form on W =KQ0 such that σ(u, v)= 12n(u, v)
for any u, v ∈ Q0. Actually, by (5.2) and since ξ = λ− 12 , for any u, v ∈ W
σ(u, v) = 1
2ξ
(n(ξu, v)+ ξn(u, v)).
Now, as K-algebras EndK(W)  K ⊗k Endk(Q0). Consider the following k-sub-
spaces of Endk(Q0):
so(Q0, n)= {ϕ ∈ Endk(Q0) : n(ϕ(x), y)+ n(x, ϕ(y)) = 0 ∀x, y ∈ Q0},
sym(Q0, n)= {ϕ ∈ Endk(Q0) : n(ϕ(x), y) = n(x, ϕ(y)) ∀x, y ∈ Q0},
sym0(Q0, n)= {ϕ ∈ sym(Q0, n) : tr(ϕ) = 0}.
Then so(Q0, n) is a Lie algebra isomorphic to Q0 (with the Lie bracket) by means
of Q0 → so(Q0, n), x → ad x. For any x, y, z ∈ Q0:
[[x, y], z] = 2(n(x, z)y − n(y, z)x), (6.1)
since n(x, y) = xy¯ + yx¯ = −(xy + yx) ∈ k. Hence the Killing form of the Lie
algebra Q0 is given by:
κ(y, z) = tr(ad y ad z) = −4n(y, z). (6.2)
In a similar vein, writing ϕ • ψ = ϕψ + ψϕ,
ad x • ad y = 2(n(x,−)y + n(y,−)x − 2n(x, y)id), (6.3)
so, for ϕ♦ψ = ϕψ + ψϕ − 23 tr(ϕψ)id, we have
ad x ♦ ad y = 2(n(x,−)y + n(y,−)x − 23n(x, y)id). (6.4)
In particular, sym0(Q0, n) = span〈ad x ♦ ad y : x, y ∈ Q0〉.
Also, for any x, y, z ∈ Q0:
ad x • (n(y,−)z+ n(z,−)y − 23n(y, z)id)
= n(y,−)[x, z] − n([x, z],−)y + n(z,−)[x, y] − n([x, y],−)z
− 43n(y, z)ad x
= 12 ad([y, [x, z]] + [z, [x, y]] − 83n(y, z)x)
= −ad(n(y, x)z+ n(z, x)y − 23n(y, z)x),
where we have used (6.1). Hence, for any x ∈ Q0 and ϕ ∈ sym0(Q0, n),
ad x • ϕ = −ad(ϕ(x)). (6.5)
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Through the linear isomorphism EndK(W)  K ⊗k Endk(Q0) we have:
su(W, σ)  (1 ⊗ so(Q0, n))⊕ (ξ ⊗ sym0(Q0, n)), (6.6)
and this gives a Z2-gradation of su(W, σ). Also,
W  K ⊗k Q0 = (1 ⊗Q0)⊕ (ξ ⊗Q0). (6.7)
For any x, y, z ∈ Q0, σ1⊗x,1⊗y = σ(−, 1 ⊗ x)1 ⊗ y − σ(−, 1 ⊗ y)1 ⊗ x, and since
σ(1 ⊗ x, 1 ⊗ y) = 12n(x, y), equation (6.1) yields:
3σ1⊗x,1⊗y = 1 ⊗ 34 ad[x, y] (∈ 1 ⊗ so(Q0, n)). (6.8)
Also,
σ1⊗x,ξ⊗y(1 ⊗ z)= σ(z, x)ξy − σ(z, ξy)x
= ξ
2
(n(z, x)y + n(y, z)x),
and hence, by (6.4),
3σ1⊗x,ξ⊗y − trK(σ1⊗x,ξ⊗y)id (6.9)
= 34ξ ⊗ (ad x ♦ ad y) (∈ ξ ⊗ sym0(Q0, n)).
Finally, σξ⊗x,ξ⊗y = ξ ξ¯σ1⊗x,1⊗y = −µσ1⊗x,1⊗y , so
3σξ⊗x,ξ⊗y = 1 ⊗ −3µ4 ad[x, y] (∈ 1 ⊗ so(Q0, n)). (6.10)
Besides, because of (5.1), on W  1 ⊗Q0 ⊕ ξ ⊗Q0:
(1 ⊗ x) ∗ (1 ⊗ y)= 1 ⊗ (xy + 12n(x, y)) = 12 ⊗ [x, y],
(1 ⊗ x) ∗ (ξ ⊗ y)= (ξ ⊗ x) ∗ (1 ⊗ y)
= −ξ((1 ⊗ x) ∗ (1 ⊗ y)) = −ξ
2
⊗ [x, y], (6.11)
(ξ ⊗ x) ∗ (ξ ⊗ y)= (−ξ)2((1 ⊗ x) ∗ (1 ⊗ y))
= µ
2
⊗ [x, y].
Let S be the Lie algebra Q0 and let κ be its Killing form. Notice that any three di-
mensional simple Lie algebra is, up to isomorphism, of this form. Hence S can
be identified with ad S = so(S, κ) = so(Q0, n) and sym0(Q0, n) with sym0(S, κ).
With this identification su(W, σ)  (1 ⊗ so(S, κ))⊕ (ξ ⊗ sym0(S, κ)) and then
L = Der(Cay(W, σ)) is a direct sum of three copies of so(S, κ) (namely, 1 ⊗
so(S, κ) ⊆ su(W, σ) and 1 ⊗Q0 and ξ ⊗Q0 contained in W ) plus a copy of
sym0(S, κ) (which is an irreducible module for S if chark /= 2, 3).
Define the linear spaces A = k1 ⊕ ka1 ⊕ ka2 and B = kb and identify 1 ⊗Q0
with so(S, κ)⊗ a1 and ξ ⊗Q0 with so(S, κ)⊗ a2. This gives a linear isomor-
phism:
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so(S, κ)⊗k A⊕ sym0(S, κ)⊗k B −→ L = su(W, σ)⊕W
γ0 ⊗ 1 + γ1 ⊗ a1 + γ2 ⊗ a2 + ϕ ⊗ b → (1 ⊗ γ0 + ξ ⊗ ϕ)+ (1 ⊗ x1 + ξ ⊗ x2),
where x1, x2 ∈ Q0 are such that ad xi = γi ∈ so(Q0, n), i = 1, 2.
Through this linear isomorphism, the multiplication on the right given in Theorem
5.3 becomes, thanks to equations (6.1)–(11), the following multiplication on the left:
(i) [γ ⊗ c, δ ⊗ d] = [γ, δ] ⊗ cd + 〈c, d〉γ♦δ ⊗ b for any γ, δ ∈ so(S, κ) and c,
d ∈ A, where cd is the commutative product on A in which 1 is the unital
element, a21 = 34 + a1 (by (6.8) and (6.11)), a22 = −(3µ/4)+ µa1 (by (6.10)
and (6.11)) and a1a2 = −a2 by (6.11). Besides, as before, γ♦δ = γ δ + δγ −
2
3 tr(γ δ)id and 〈 , 〉 : A× A→ k is the skew-symmetric bilinear form
determined by 〈1, A〉 = 0 and 〈a1, a2〉 = 34 (because of (6.9)).(ii) [γ ⊗ c, ϕ ⊗ b] = (γ • ϕ)⊗ l(c)+ t (c)[γ, ϕ] ⊗ b for any ϕ ∈ sym0(S, κ), γ ∈
so(S, κ) and c ∈ A, where l : A→ A is the linear map such that l(1) = 0,
l(a1) = a2 and l(a2) = µa1 (because of (6.5)) and t : A→ k is the linear map
with t (1) = 1, t (a1) = t (a2) = 0.
(iii) [ϕ ⊗ b,ψ ⊗ b] = µ[ϕ,ψ] ⊗ 1 for any ϕ,ψ ∈ sym0(S, κ).
If we denote by L(S,µ) the Lie algebra thus constructed, Theorem 5.3 implies:
Theorem 6.1. Over a field k of characteristic /= 2, the Lie algebras L(S,µ) with S
a three dimensional simple Lie algebra and 0 /= µ ∈ k exhaust, up to isomorphism,
the Lie algebras DerC for arbitrary Cayley algebras C.
Therefore, over fields of char /= 2, 3, the Lie algebras L(S,µ) exhaust the central
simple Lie algebras of type G2.
Remarks. (1) Again, the Lie algebra L(S,µ) does not determine S nor µ, since the
same Cayley algebra may contain non-isomorphic quaternions algebras Q.
(2) No attempt has been made to construct an “‘so(3)-model” of the octonions,
since this is given essentially by the Cayley–Dickson doubling process.
(3) In [2; 21, Chapter 7], the Lie algebras L, over a ground field of characteristic
0, containing a three dimensional simple subalgebra S such that L, as an S-module,
is a direct sum of copies of the trivial one dimensional module, the adjoint module
and the five dimensional module sym0(S, κ) as above, are studied; although main-
ly for S split. According to it, the algebra A = A⊕ B (A and B as above) with
multiplication given by (see [21, p. 121]):
(a + αb)(a′ + βb) = (aa′ + βl(a)− αl(a′)+ αβµ)+ (〈a, a′〉
+βt(a)− αt(a′))b,
for any a, a′ ∈ A and α, β ∈ k, is a simple structurable algebra (see [2]) with invo-
lution a + αb = a − αb.
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The arguments are valid in characteristic /= 2, 3. A look at the possibilities forA
in [2, Theorem 11] shows that this structurable algebra correspond to cases (e) and
(f). Had we started with the split case in which su(W, σ)  sl(V ) and C(W, σ) 
su(W, σ)⊕W  V ∗ ⊕ sl(V )⊕ V = V ∗ ⊕ (so(V )⊕ sym0(V ))⊕ V , case (e) in [2,
Theorem 11] appears very naturally.
Over the complex numbers, the semisimple subalgebras of DerC (C a Cayley
algebra) were determined by Dynkin [8]. The list of such subalgebras is exhausted,
up to conjugation, by the subalgebras sl(2)⊕ sl(2) and each of its two simple ideals,
so(3), su(3)  sl(3), together with the three dimensional simple subalgebra in [7].
More generally, the nonabelian reductive subalgebras (see [14, Exercise III.20]) in
DerC are determined in [3].
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