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1. INTRODUCTION 
In an earlier paper [l] we presented a set of axioms concerning the concept 
of wave equation for a dynamical system G with finitely many degrees of 
freedom, and it was shown there that the familiar equations (Schrodinger’s 
for the Newtonian case, and the “Klein-Gordon” equation for the Einsteinean 
case) are the unique equations satisfying those axioms when interpreted for 
systems of these two types. The axioms also apply to more general systems. 
The selection of a wave equation for a system 6 is of course only one of the 
steps that must be taken in order to construct the wave-mechanical counter- 
part G’ to the system 6. One has also to replace the finite dimensional phase 
space CD, for each observer w by an infinite-dimensional counterpart @k 
and show, for each pair w1 , w, of observers, how their quantum-mechanical 
phase spaces @:, and @:, are to be dynamically related by the wave equation. 
To do this in the greatest generality is the purpose of the present paper. 
These quantum-mechanical phase spaces @: are, as one would expect, 
related to Hilbert spaces of square-integrable functions on the configuration 
space QU . We must specify, among other things, the volume element in Q,,, 
in terms of which this square-integrability is to be formulated. 
These, and other specifications for the construction of the quantum- 
mechanical counterpart 6’ of the system 6, are given below. They are given 
in such a way that when there is an isomorphism between two systems 6, 
and 6,) then there is immediately induced an isomorphism between the 
quantum systems S; and 6;. 
This isomorphism-induction can be regarded as the origin of the repre- 
sentation in the quantum system 6’ of the symmetry group of the original 
system 6. In order to explain this we have had to make precise the concept 
of observer. 
A list of the headings of the sections of this paper is as follows: (2) General 
* The preparation of this paper was sponsored in part by N.&F. Grant GP-3594. 
339 
340 ARENS 
features of Dynamical Systems. (3) The Dynamical Relation between 
Observers. (4) Dynamical Vector Fields in Space-Time. (5) Dynamical 
Equivalence. (6) Sectional States and Their Histories. (7) Dynamical Mea- 
sures. (8) Exact Sectional States. (9) The Conjugate System and the Anti- 
system. (10) The Formal Quantum Mechanization of Absolute Dynamical 
Systems. (11) The Correspondence Principle. 
We would like to acknowledge stimulating conversations with Professors 
R. Blattner and V. S. Varadarajan. 
2. GENERAL FEATURES OF DYNAMICAL SYSTEMS 
The topological and analytic problems arising in classical dynamics are 
usually, and probably best, abstracted by postulating a space in which there is 
defined an action of the group of real numbers, idealizing the passage of 
time in some phase space. The special role of this one-parameter group is 
ultimately justified by the Newtonian idea of absolute time. 
However, even with absolute time there are classical systems for which 
this picture is inadequate. Consider a bead constrained to move on a smooth 
wire hoop of radius varying with time. It would be unnatural to insist that there 
is here a single configuration space for all time, and thus a single phase space. 
Such a system, and more generally any in which there is no preferred clock, 
is more naturally conceived as involving (among other things to be mentioned 
below) a coZlection {Oo} of sets (or spaces) to be called phase spaces. The 
indices w can suggestively be called observers. The characteristic determinism 
of dynamics finds its mathematical expression in requiring that for any two 
observers wr , ws there is a 1 : 1 correspondence (the u’ynamorphism) 
8; : @,,-> Qua 
of one phase space onto the other, subject to the rules 
(2.1) 
and 
if I.01 = t.02 then Pa WI is the identity map. (2.3) 
The idea that each observer has a clock can (and probably should) be 
included in the concept. We choose to do it as follows. Given an observer w 
(or equivalently, a phase space @,) there is a neighborhood N, of zero in the 
group of real numbers R such that for 7 in N, there is another observer w, 
and a mapping 
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such that 
and e,” is the identity. (2.5) 
The concrete model of this is that W, is the observer just like w except that 
his clock is always T hours behind that of o. 
The totality {aw , S;‘, cW7 : o, w’ E Q, T E N, C R) shall be called a dyna- 
mical category. 
Let w be an observer, and 9) a point of his phase space @, . Let T be a 
sufficiently small real number. Then @, is defined, and we are presented 
with two points (or states) of #UT , namely, ~~~(9)) and S>(q). They will not 
generally be the same. This reflects the fact that, depending on initial con- 
ditions (i.e., v), states do change with time. 
Suppose again w is an observer, and suppose w, is defined for all time T. 
Then 
(E;,)-l 0 8: (2.6) 
represents a mapping (for each T) of Q. onto itself. We thus arrive at an 
example of the special type of system mentioned at the outset, by “identify- 
ing” all the phase spaces Go, through the medium of the e. 
On the other hand, it is always possible to identify all of the phase spaces 
by the use of the 1 : 1 “dynamical” relations 2.1. In this way one obtains a 
single space @ whose elements might well be called dynamical histories, since 
each such element is a maximal collection of dynamically related states. (In 
classical mechanics they correspond to dynamical trajectories and therefore 
to world lines.) Instead of a single action of time (as with (2.6) in @J we 
now get a collection of local actions of R in 0, one for each w. 
Something like the formation of this single Qi underlies (or at any rate can 
be hypothesized to explain) group representations in mechanics. 
Suppose that T is a 1 : 1 mapping of the union u @, of all the phase spaces, 
onto itself with these properties 
(2.7) the image of each phase space is a phase space 
(2.8) T commutes with the dynamical relation. 
Such a T shall be called a dynamical equivalence. (Perhaps this word is too 
strong because no compatibility with the E,* has been required.) These 
dynamical equivalences form a group, G. Because of (2.7) and (2.8), we can 
obtain a well-defined ?’ in @, and thus a representation (or action) of G in @. 
For the case of a free particle in R 3, the Galilean transformations (or 
Lorentz transformations, depending on the dynamics) always give rise to such 
equivalences. Moreover, the various actions of time corresponding to Galilean 
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(or Lorentz) observers are representations of certain one-parameter sub- 
groups. However, we don’t agree that this group representation subsumes the 
action of time as a matter of general principle, because a system more com- 
plicated than that of a free particle as above may have no equivalences, and 
yet plenty of actions of time. 
The following sections of this paper are mainly devoted to disclosing these 
general features (observers, phase spaces, etc.l) for the case of absolute 
dynamical systems, and their wave-mechanical counterparts. 
3. THE DYNAMICAL RELATION BETWEEN OBSERVERS 
Heuristically, an observer is a scheme for resolving each point (“incident” 
or “event”) of space-time M into a temporal component (essentially a real 
number) and a spatial component. With reference to a given observer, certain 
curves in M represent particles at rest, namely those for which only the 
temporal component changes. 
In order to agree with intuition or perhaps more properly to insure those 
properties usually tacitly ascribed to observers, something has to be included 
in the definition to ensure that “he” can take cognizance of all world lines. 
It is of no concern to us whether he does this with light rays, by leisurely 
travel and conversation with witnesses, or any other manner of chronical 
research. 
We finally come to adopt the following definition: 
(3.1) An observer is a 1 : 1 mapping 
(t,p):M+R xQ 
from a part of space time into a product space R x Q where R is the reals, 
and Q is an m-dimensional manifold (the dimension of M is m + 1) such 
that for some positive 8; 
(3.2) if 1 T 1 < 6 and C! is any world line, then there is exactly one point 
P on /for which t(P) is T; and 
r We do not discuss observables. However, since we have used the word ‘observer’ 
the reader might expect a word on ‘observables.’ An observable is a function defined 
on some QU, but in some cases (quantum mechanics) only very special functions are 
admitted, namely the mean-evaluation of certain linear operators. Thus an observable 
gives rise to a function on @. This function does not determine the original observable, 
but rather a collection of observables (f,) constituting an “integral” or so-called 
“constant of the motion.” 
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(3.3) if G is properly2 parametrized, then the t component of its tangent 
is positive. 
The function t shall be called the time function of the observer. The 
function 4 shall be called the space function. The manifold Q shall be called 
the configuration space for the observer in question. The configuration space Q 
is in 1 : 1 correspondence with the set {t = O> on which t = 0, for if two 
incidents (or “events”) P, and P, are distinct, but t is zero for them both, 
then 4 must distinguish between them. One can thus identify Q with the 
submanifold {t = O}. Mathematically, this is an unimportant matter. 
Conceptually, it is economically attractive. However, the main argument is 
that the presentation of our ideas is thereby simplified. We therefore espressl> 
require that 
(3.31) Q is that submanifold of M on zuhich t = 0. 
It therefore follows that an observer consists of a submanifold Q of space 
time ICI, together with a function t which vanishes on Q, and another function 
4 which assigns to each point P near Q a point q(P) on Q, while for P on Q, 
q(P) is P itself. 
The space Q of vectors in the configuration space is the phase space of the 
given observer. 
The reader should reflect on the possibility that two different observers 
might have the same t and hence (in view (3.31)) the same Q (but this could 
happen even if (3.31) were not adopted). These distinct observers would 
then necessarily have different space functions, that is these observers would 
have different ways of projecting incidents P into the same Q. 
Nevertheless, we will whenever it is safe to do so, refer to an observer by 
using the name of his configuration space, say Q. 
Let Q be an observer. Let P be a point of Q. Then P is (see (3.31)) also 
a point of M. Let 6 be a vector in M whose base point (“initial point”) is P. 
If .$ were also tangent to Q we would say that .$ is a vector in Q. We will 
define a construction which assigns to each such 5 a vector to in Q having 
the same base point as 6. We will call it 
(3.4) the dynamical projection into the phase space of Q. 
To obtain to from [ we resolve 5 into its t-component and into its q-com- 
ponent to . This is possible since an observer provides a product-structure for 
a neighborhood of the base point P in M. 
It is readily seen that there are infinitely many & which project onto a 
* See [2, (6.14)] or [l, p. 1371. The clock function is called w in the former and g 
in the latter. The set called ‘G’ in the former is the part of the set called ‘t’ in the latter 
on whichg = 1. 
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given element 7 of the phase space of Q (i.e., vector in Q). However, there is 
only one 6 with to = 77 when it is required that [ be aproper unit vector, i.e., 
member of + (see 3.3). This operation, namely the passage from 71 to the unit 
proper f such that to = v shall be called 
(3.5) the dynamical injection of the phase space of Q. 
These definitions make it easy to present the proof of the following. 
(3.6) THEOREM. Let Q be an observer. Then there is a natural 1 : 1 corre- 
spondence between the observer’s phase space Q and the class of all world lines. 
Indeed, let 4 be a world line. Presumably / hits Q in exactly one point P. 
Let 5 be the unit, proper tangent to I at P. Then to is the member of Q 
which we will associate with /. 
An immediate consequence of (3.6) is the following. 
(3.7) COROLLARY. Let Q1 and Q2 be two observers. Then there is a natural 
1 : 1 correspondence 
Ql-) Qs (3.71) 
between thei> phase spaces. 
(3.8) DEFINITION. This correspondence shall be called the dynamical 
relation between phase spaces.s 
The elements of Q are also called stateti for the observer Q. Hence this 
dynamical relation may also be called the dynamical relation between the 
states for different observers. This dynamical relation is a familiar thing in 
the following special case. Suppose t is a global time function and r is real 
and positive, such that t - 7 is also a global time function. Denote {t = 0} 
by Q0 and {t = T} by Q, . Then the correspondence 
Qo- QI w 
which (3.71) provides in this case is simply the natural change of the various 
states for t = 0, into the states for t = 7, dictated by the dynamical laws of 
the system (since these define the world lines). 
The next proposition (3.91) plays no part in the development; but .it 
might illuminate the special behavior of Newtonian systems in regard to the 
dynamical relation, by showing that for such systems, the dynamical relations 
are due merely to the passage of time. 
*Some readers may appreciate that the phase spaces together with the dynamical 
relations form a category. 
4 More precisely, pure states. 
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Let us define the rank of a system {M, g, L, 1) as the rank of the matrix 
of the coefficients of the symmetric quadratic form g, supposing this latter 
rank to be constant. Then Newtonian systems [l, p. 1431 certainly have 
rank 1, whereas Einsteinean systems have rank equal to the dimension of M. 
Suppose t, and t, are two time functions defined on all of M. Let Q1 = {t, = O> 
and Qz = {tz = O}. 
(3.91) If the system is of rank 1, then there is a T such that Q2 = {tI = 7). 
Thus for systems of rank 1, practically all cases of dynamical relations (3.71) 
are of the familiar form 3.9. 
4. DYNAMICAL VECTOR FIELDS IN SPACE-TIME 
We pose the following problem. Let X be a vector field in M. Let Q1 and Q2 
be two observers. An application of (3.4) to the various vectors of X at the 
various points of Q1 yields vectors in Qr and these vectors can be assembled 
to form a vector field Xo, in Q1 . In the same way, X gives rise also to a vector 
field Xc+ . When are these vector fields dynamically related, i.e., related 
via (3.71) ? 
To refresh the memory, we explain this problem essentially by repeating 
the proof of (3.7). Each vector 4 of the vector field Xo, determines a world 
line I wia (3.6). This world line determines a vector .$’ in Qz , via (3.6) again. 
What property of X will insure that 5’ is an element of the vector field Xo, ? 
We pose this problem because the use of such vector fields facilitates the 
study of pairs of vector fields, one in Q1 and the other in Q2, which are 
dynamically related. A little thought about this purpose shows that it is 
reasonable to require, or assume, that the vector field X is a proper unit vector 
field (see (3.3) and [l, p. 1451). 
We will call a unit proper vector field X which has the property that 
Xo, and Xoa are dynamically related, 
(4.1) a dynamical vector field. 
Because of the global character of dynamical vector fields, there are, for 
the usual systems, where M = R”, rather few of them, in the sense that they 
can be classified by a finite number of parameters. However, one can drop 
down to a subsystem whose space-time is a small open set in the original M, 
and construct many dynamical vector fields for the subsystem. These should 
be called local dynamical vector fields for the original system. 
4.2 PROPOSITION. A unit proper vector field whose integral curves are all 
world lines, is a dynamical vector $eld. 
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This is perfectly obvious. The converse which we shall next prove, there- 
fore yields a characterization of (4.1). 
4.3 THEOREM. A unit proper vector field is a dynamical vector field if and 
only ;f all its integral curves are world lines. 
To prove this, we must prove the converse of (4.2). It is clear that one 
could not deduce anything from (4.1) if there were no observers. Accordingly, 
we now assume that 
(4.31) Given a point P in space-time, there is at least one observer with a 
time function t for which this incident P takes place at t = 0. 
If it were desirable to avoid this assumption, one could simply regard (4.3) 
as a definition replacing (4.1), this new definition being motivated by the con- 
tent of (4.2). In any case, we proceed now to remark that the definition of an 
observer Q with time-function t and space-function q is such that one can 
at once define a one-parameter family of (temporally) near-by observers QI , 
with time-function t, , space function q7 where q,(P) = q(P), but 
tJP) = t(P) - T (compare (3.9)). 
Let us take a vector 5 belonging to X, the base point P of which belongs 
to the configuration space Q. Let 4 be tangent to the world line / at P, and 
let 5’ be the unit proper tangent to e where it hits Q7 . By (3.8), [o and 6; 
are dynamically related. Considering (4.1) we decide that E’ belongs to thg 
vector field X. Thus /is an integral curve of X, and this proves (4.3). 
Now we conjure up the panoply of analytical mechanics to investigate the 
analytical consequences of (4.3). To do this we note that if a coordinate 
system (xi,..., x”) is chosen in the configuration space Q of an observer, and 
we adjoin his time function t then (xl,..., xrn, t) is a coordinate system in a 
region of space-time M. 
The Lagrangian L can be expressed in terms of the 2m + 2 functions 
1 x ,..., xm, t, k1 )...) P, t [I, p. 1371. Therefore we can form p, ,..., p, , p, 
where 
aL aL 
Pi = w and PO =at 
(One could have denoted ‘t’ by ‘x0’). We consider the set (x1 ,..., xm, t, p, ,..., 
pm , p,) of 2m + 2 functions on the (2m + 2)-dimensional manifold l.It 
might be thought that they could be used as a coordinate system there, but 
this is far from true. 
(4.4) THEOREM. There is a function H of 2m + 1 variables such that 
p, = - fqxl,..., x”, p, )..., p, , t>. 
All that has to be proved is that if [ is a direction in t for which dxl,..., 
h”, dp, ,..., dpm > and dt are all 0, then dp, is 0 for 5. This vector should not 
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be regarded as an element of 1, i.e., a vector in M. To put it crudely, it has 
2m + 2 components. The proof of (4.4) rests upon the way in which the 
P 0 ,***, p, enter into the definition of the dynamical trajectories, and the 
assumptions we have made to render the dynamical directions unique [l, 
pp. 138-1391. The action y [l, p. 1371 is p,dt j-p1 dxl ~+ ... + p, dx”l. 
Thusdy=dp,Adt+dp,Adxl+*... Now we select a dynamical direction 
vector 7 in t for which dg = 0, and dt = + 1. Since dynamical directions 
are by definition singular directions for dy we have (dy; 8, n:, = 0. Now 
::dy; t, 7) = @&, A dt; E, 7) + (4, A dxl; E, 71) + .-- 
= dPo(O 4’dd + 445) dzh(4 + . . . 
48 dt(d I I dx’(5) Wd 
Here the values of a, b, c,... evidently need not concern us. It appears there- 
fore that dp([) = 0. This proves (4.4). A more thorough analysis would 
show that H is as differentiable as L is. 
This function H is the Hamiltonian expression for the observer Q and the 
coordinate system (x1 ,..., xm) m Q. Its form obviously depends on the coor- 
dinates. If we insert x1 ,..., pm , t into it, we get H(S)..., t), the Hamiltonian 
for the observer Q. This is nothing but - p, . Hence its values depend only 
on where, in t, it is being evaluated, regardless of the coordinates xi,..., xm. 
However, it still is not generally independent of the observer, in the way that 
the Lagrangian is. 
We introduce the partial derivatives of H: 
Hfk)(xl,..., P, p, 3.m-9 P, , t) = & H(x’, . . . . x”; P, ,..., P,,, , t) 
and 
a 
H~x~,..., xm, P, ,..., P, , t) = a,lclc H(xl,..., xm; P, ,..., pm , t). 
A generalization of Hamilton’s canonical equations holds. 
(4.5) PROPOSITION. For every dynamical direction, there holds 
dpl, = - H(,,(x, P, t) dt 








PROOF. y = - Hdt +pldxl + ... . 
dy = (- H(k) dxk - Hfk’ dp,) A dt + dp, A dxk, 
where we omit indicating the intended summation over k from 1 to m. Again 
we want those r] such that {dy; I, q) = 0 for all f. It is easy (for those who 
know that technique [3, 41) to conclude that 7 must have the properties 
(4.51) and (4.52). Property (4.53), it will be recalled [l, (2.28)], is just an added 
ingredient of the definition of dynamical directions. 
This proposition is of a local character. It does not really require that t 
should be the time function for an observer. All we really need is that the 
coordinate system (t, xi,..., xm) should be a local observer, which is to say 
(4.54) t is positive for every proper unit vector. 
In terms to be defined immediately, we formulate the objective of this 
section. 
(4.6) THEOREM. Let X be a dynamical vectorfield. Let (t, q) be any observer. 
Denote his conjiguration space by Q. Then 
(4.61) X is locally M-exact 
17 and only if 
(4.62) X, is locally Q-exact. 
M-exactness is defined in [I, p. 1451. For a unit vector field X it amounts 
to the following: Form the action 
(4.63) 
and replace the f, Al,..., *m therein by the components X0, x1,..., Xm of 
X. This gives a differential form in M denoted by y IX. If y ]X is exact, i.e., if 
yjK=dS (4.64) 
for some function S defined on M, then X is M-exact. If (4.64) holds only 
in some neighborhood of each point, then X shall be called locally M-exact. 
Q-exactness shall now be defined, for a vector field Y in Q (note that Xo 
is a vector field in Q). Note that in general there will appear in 4.63 not only a t 
(particularly in dt) but also t. Now the set + (see (3.3)) of the unit proper 
vectors in M has an equation of the form 
t = C(t, xl, . . . , xm, 21, .. . , S) 
(cf. 2, just above (6.26); and again, just below (6.56)). 
(4.65) 
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(4.66) PROPOSITION. If we replace t’ in y (4.63) by the right side of (4.65) 
and then set t = 0, we obtain a linear differential form yQ in Q. 
This defines yQ . It has no dt term because we set the t there equal to 0 also. 
It contains only x1 ,..., xm and Al ,..., km and thus it is a linear differential form 
in Q. Now we can form yQ IT as before, and we define Y to be Q-exact if 
YQ 17 = dZ (4.67) 
for some function .Z defined on Q. Locally Q-exact is defined in the analogous 
way. 
One half of (4.6), namely (4.61) =z= (4.62) is an immediate consequence of 
these definitions. In fact, if (4.64) holds, then (4.67) holds with ,Z = S 1 l=. , 
and Y=xQ. 
For the other half, we need a lemma based on Hamilton’s Eqs. (4.51). 
(4.7) LEMMA. Let X be a unit proper vectorfild in M. Let (t, xl,..., xm) be a 
coordinate system in M such that (4.54) hola?. Write the action (4.63) in the 
folm (see (4.4)) 
y =p,dt +p,dxl + .*a +p,dxm. 
Define Pr to be the result of replacing the gk in pi by the corresponding components 
Xk of X. Dejne Pij as Pi - Pj . Then 




z Pji = f [Ai’Pw - AjkP,i - Hik’ & Pjil . 
k-1 
(4.72) 
Here Hck) stands for the result of replacing the p’s in the left side of 4.41 
by the P’s; and the A’s are some functions whose exact form (as provided 
in the proof of (4.7)) is not involved in the application.5 
We first prove (4.71). Let P be a point of M in the domain of our coordinate 
system. There is an integral curve of X going through P. Select P, on this 
integral curve such that 
At 3 t(PJ - t(P) = E. 
61n the application we will want to show merely that all the Pi, are 0, i.e., that X 
is locally M-exact. 
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Since our integral curve is a world line, we conclude from (4.5) that 
Ax” = H(k)< + . . . 
and 
APi = - HC+ + .a., 
where the dots stand for terms of higher order. On the other hand 
Combining these three equations and making E = 0 yields 
(4.73) 
Now we observe that P, = - H. Hence 
apll _ ap, 
axd - - HCij - Htk’ -. 
Upon adding this equation to (4.73) and simplifying, we obtain (4.71). 
We will state in passing that (4.73) actually characterizes those proper unit 
vector fields whose integral curves are world lines. 
To obtain (4.72) we begin by calculating (a/at) Pip. and write all derivatives 
as if a/at had been applied first. We get rid of these aP,&t by using (4.71). 
This eventually produces a relation (4.72). 
To finish the proof of (4.6) we have to show that (4.62) implies (4.61). Let 
us assume that (4.62) holds. We shall first show that X is locally exact in the 
region {- S < t < S}. Observe that the Pii are 0 on Q. The system (4.72) 
can be satisfied by Pij = 0, which satisfies the same initial conditions. Hence 
Pii are 0 (i,j > 0). From (4.71) we see that even P,,j is 0, hence X is locally 
exact in the region {- S < t < S}. 
Now let P be any point of M. We want to show that (in a suitable coordinate 
system) the Pij are 0 there, too. There is an integral curve of X which goes 
through P, and also through a point Pa of Q. We can find a coordinate system 
valid in a neighborhood of that integral curve from P,, to P. Now the Pij are 0 
in a neighborhood of P,, , as we have just shown. The preceeding argument 
construed as applying to this new coordinate system, shows that the Pii are 
0 at P. 
(4.8) COROLLARY. Let X be a dynamical vector field as in (4.6). Then 
(4.81) X is M-exact 
;f and only ;f 
(4.82) X0 U Q-exact. 
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As before, (4.81) j (4.82) is obvious. If, on the other hand, (4.82) holds 
then, by (4.61), X is locally M-exact. Since the function S satisfying (4.64) 
can be obtained, in any given coordinate system, by integrating y Ix along 
the integral curves of X, using as initial values the values of Z on Q, we obtain 
a single-valued S on M such that (4.64) holds, and this establishes (4.81). 
4.9 THEOREM. Let Q1 and Q2 be two observers. Suppose X is a dynamical 
vector field such that XQ1 is Q,-exact. Then XQ, is Q,-exact. 
A function S satisyfing (4.64) shall be called 
(4.91) a potential for X. 
A function Z defined on Q such that (4.67) holds shall be called 
(4.92) a potential on Q 
and more specifically. 
(4.93) a potential for X0 , 
5. DYNAMICAL EQUIVALENCE 
Let {Ml, g, , L, , f,> and {M, , g, , L, , I,} be two absolute dynamical 
systems [ 1, (2.1)]. Let E be a 1 : 1 (and of course differentiable) mapping 
of Ml onto M, whose inverse is also differentiable: 
E:M,++>M,. (5-l) 
Suppose also that E transforms each world line in Ml into one in M, (and 
therefore transforms each world line in M, into one in Mr). Then we will 
call E a dynumical equivalence. This terminology is reasonable since the 
primary business of mechanics is to calculate the world lines of a system. 
An important special case is where the systems Ml and Mz are the same 
system. Consider a Einsteinean system of a free particle, {M, g, L, r>, that 
is, one for which M is R* with Cartesian coordinates (t, x, y, a), 
g = t2 - $2 - jJz - ta, L=&, 
and 1 is the 8-dimensional region defined by i > 0, g > 0. 
Lorentz transformations E will obviously be dynamical equivalences, 
but there will be other dynamical equivalences which are not Lorentx trans- 
formations. 
In the case of a Newtonian free particle, the Galilean transformations [13] 
are dynamical equivalences, but again, the former group does not exhaust 
the latter. 
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How can we account for the fact that these groups which obviously occupy 
the attention of theoretical physicists in the two disciplines (Einsteinean 
and Newtonian mechanics, respectively) do not comprise the totality of 
dynamical equivalences ? Evidently physicists are interested in preserving 
more than the world lines, and it shall be our task to formulate additional 
requirements, of a nature which can be formulated for absolute dynamical 
systems, and which in the case of a free particle (in flat space) lead to the 
celebrated groups. 
We begin by noting that (5.1) sets up a 1 : 1 correspondence between the 
vectors in Ml and the vectors in M, , i.e., we have 
dE:M,*,M,. 
Let us require that this correspondence preserves the behavior of clocks. 
This breaks up into two parts: one governing the speed of clocks, 
g, 0 dE = g,; (5.11) 
and another governing the sense, 
d-W,) = tz - (5.12) 
In the free Einsteinean case, (5.11) and (5.12) define the proper ortho- 
chronous Lorentz group. However, in the free Newtonian case they do not 
yet single out the Galilean group, so we add a third condition: 
(5.13) there exists a function hE such that L, o dE = L, + & 
Any mapping E satisfying (5.1), (5.11), (5.12), (5.13) shall be called a 
gauge transformation with gauge &. 
We will see soon enough that the gauge transformations form a “category,” 
which is to say that if E and F are gauge transformations, and 
E:M,wM,, F:M,++,M, (5.14) 
then their composite (in the right order) 
FoE:M,t,M, (5.15) 
is also a gauge transformation. However, we should first point out something, 
which in view of the preceeding discussion should come as no surprise. 
(5.2) PROPOSITION. A gauge transformation is a dynamical equivalence. 
The following way of thinking makes it easy to prove (5.2). Since E esta- 
blishes 1 : 1 correspondences between Ml , M, , between g, , gs , and between 
ti , ta all that is essentially going on is that L( = L, , say) is being replaced by 
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L + A. The question is, does that change the class of world lines ? Let the 
old action be denoted by y (compare (4.63)). Now 
;\=*o?i!+ . .. +*-2& 
so the new action y’ has the form (using the summation convention) 
r 
= $ dxk + -$ dxk 
= y + $ dxk = y + dh. 
Hence dy’ = dy. Thus y’ and y have the same singular directions. Hence 
(compare Section 4) they give rise to the same dynamical directions and 
ultimately to the same world lines. 
Let us illustrate just the situation imagined in this proof of (5.2). Consider 
the Einsteinean system described above, namely 
The third function here is the Lagrangian. Does not the Langrangian 
L, = (f2 - k2 - j2 - 9112 - t (5.21) 
describe equally well the free particle ? It does, and this is a case of gauge 
equivalence, with E the identity map of M onto itself, but AE = - t. 
The Lagrangian (5.21) is not Lorentz invariant, but what is wrong with 
that? It has several useful properties. For example, it is much better suited 
for comparison with the Newtonian free particle. It is rather an accident, if 
not a virtue, that for an Einsteinean free particle, an invariant Lagrangian 
can be found, whereas for a Newtonian free particle, no (Galilean, naturally) 
invariant Lagrangian exists. This fact should not delude one into thinking 
that Einsteinean systems are more susceptible to group-theoretic classifica- 
tion. This would only be true if the possibility of A, # 0 were willfully 
ignored. 
(5.3) THEOREM. The gauge transformatims form a subcategory of the 
dynamical equivalences. In greater detail, if (5.14) are two gauge transforma- 
tions with gauges hE and hF , then (5.15) is also a gauge transformation, and 
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PROOF. We are given that L, o dE = L, + Ax and L, o dF = L, + &. 
Hence 
Now the chain rule says that d(F o E) = dF o dE and also that 
& o dE = (hr o E)‘. Thus 
L, o d(F o E) = L, + (& + hF o E)‘, 
which establishes our assertion. 
Let {M g, L, t> b e an absolute dynamical system, and let G(M, g, L, t} 
be the class of gauge transformations of this system onto itself. (5.3) shows 
that it is a group. 
It is very instructive to see that such a gauge transformation of a system 
onto itself changes one observer into another. Indeed, let (t, 4) be an observer 
(see (3.1)-(3.31)). Now E maps the configuration space Q onto a submanifold 
E(Q). This submanifold is the czznfiguration space of the following observer. 
The new time function is t o E which vanishes on E(Q) as F, should 
because t vanishes on Q. The new space function is E o q o E, whicp 
projects -ai neighborhood of E(Q) onto Q as it should. The pair (t o E, 
E o q o E) satisfies (3.1). It satisfies (3.2) because E is a dynamical equival- 
ence, andiit satisfies (3.3) b ecause of (5.12). The reason for the extra ‘E’ in 
E o q o E is to preserve the useful property (3.31). We shall refer to this 
new observer as the gauge-transformed observer E(Q). 
(5.4) THEOREM. A gauge transformation E defines a 1 : 1 mapping between 
the phase space of Q and that of E(Q), 
dE:Qtt>EQ. (5.41) 
Moreover, let Q1 and Qa be two observers. Let 6 in the follow&g stand fm the 
dynamical correspondence. Then the mapping diagram 
8 I I 8 
Qs ---% EQz 
is commutative, that is dE o 8 and 6 o dE define the same mapping of Q1 
onto EQa . 
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PROOF. Whenever one has E : Q c+> EQ, one has (5.41) which is simply 
the induced correspondence between vectors. Next, (5.42) is commutative 
because 6 is defined in terms of world lines, and E sends world lines into 
world lines (5.3). 
One need hardly mention that the dynamical relation say between Q and 
EQ is not the same as the gauge correspondence. For example, we could have 
EQ = Q (a purely “spacelike” motion) and yet E need not be the identity. 
It is the “quotient” of these two mappings that maps, say Q into Q, in an 
interesting way. 
(5.5) THEOREM. Let Q be an observer and Q that observer’s phase space. 
For each E in the group G(M, g, L, r} consider the gauge correspondence (5.42) 
dE : Q c-t) E(Q) (5.51) 
as well as the dynamical correspondence (3.71) 
E(Q) -) Q. (5.52) 
Let the composite of (5.61) and (5.62) which maps Q onto Q be denoted by 
w&‘. Then WQ defkes an action of G{M, g, L, r} in Q, which is to say 
4L = wFQ o wEQ. (5.53) 
PROOF. Let the inverse of uQ be denoted by u. Then u can be analyzed as 
follows. Take a vector [ in Q, find the c_qrresponding world line e, (3.6), get 
the corresponding vector in Q, using E. Thists u(f). It is not hard to see 
that u(t) is also the vector corresponding to E(e,). Thus u can be described 
as follows. Let T be the mapping from Q to the world lines, given in 
(3.6). Then u =? 02 o T. Thus wEQ = T o E 09. From this, (5.53) 
is evident as well as the fact that this action is equivalent to the action of the 
same group on the class of world lines. 
Now we turn to the study of the effect of a gauge transformation on 
dynamical vector fields. 
Suppose E : M1 -+> M, is a gauge transformation. Then dE applied to 
any vector 5 in MI gives rise to a vector dE(t) in M, . If 5 is a unit proper 
vector, then, by (5.11) and (5.12), so is dE(e). Now let X, be a dynamical 
vector field in MI . Then dE(X,), the collection of vectors formed in M2 
by the images of the vectors in X, , is a unit proper vector field, X, . The 
question arises, is it dynamical? 
(5.6) THEOREM. Suppose (5.1) is a gauge transformation. Let XI be a 
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dynamical vector field in MI with potential S, . Then X2 is a dynamical vector 
jield in M, with potential 
S,=S,o2+ho2 (5.61) 
PROOF. As in the proof of (5.2), let us identify MI and M, via E. We thus 
think of E as the identity. 
Denote X1 by X. Then Xa is dE(X) = X because now dE is also the iden- 
tity. Let X have the old potential S (the given S,). This means that y IX = dS 
(see (4.64)). The new potential S’ is defined by y’ IX = dS’. As we remarked 
before, y’ = y + dh. Hence 
dS’ = y’ Ix = (y + dx) Ix = y 13 + o!A = dS + dh = d(S + A). 
We thus conclude that S + h is a potential for X. 
To disencumber ourselves from the assumption tha!iMi = M2, we remark 
merely that S + h is defined on MI , but (S + h) o E is defined on M, . 
We assure the reader that a more careful proof is possible. 
We will now define for each element E of the gauge group G{M, g, L, 1) 
a linear operator W, acting in the space of all functions. This operator 
requires choosing for each E a particular gauge function Ax. We do this 
by supposing that M is connected and choosing a point P,, in M, and requiring 
hE to vanish there. In the connected case, any two gauge functions for the 
same E have a difference which is constant. Hence such a “normalization” 
does make hE unique, and depend only on E. We define, for any complex 
function rp defined on M, 
WE(q) = (e’$) 0 2 (5.7) 
(5.71) PROPOSITION. Suppose M is connected. Then W, is linear. If E and 
F belong to G{M, g, L, I> then W FoE = c(E, F) W, o W, where c(E, F) 
is a complex number of absolute value I. 
PROOF. W, is obviously linear. In connection with the next assertion, 
we must not fail to observe that (5.3) d oes not imply that (5.3 1) will hold when 
a single gauge function is assigned to each gauge transformation. Hence we 
can assert only that hFOE = hF o E + hE + c. Consequently 
w,.,(~) = (eiAFoEq) 0 (F 0 E)-’ = (ei(A~oE+AE+C)~) o 2 o $ 
= [e %+ic(e%p) 0 $1 0 3 = e”“[e%yq-E(v)] o 2 
= c(E, F) WF( W.(P)). 
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This situation is conventionally described by saying that we have a “pro- 
jective representation” [I 1, 121 of the group. The question naturally 
arises whether we could have “normalized” the gauge functions in some 
better way, so as to obtain a group representation of the familiar sort: 
W,., = WF o W,. The problem is evidently equivalent to the problem of 
selecting gauge functions in such a way that (5.31) becomes true for the 
particular functions chosen, with E, F varying over G{M, g, L, r}. We will 
show now it is not always possible to make such a selection. 
We consider the system of the Newtonian free particle with one degree 
of freedom. Here M is R2, g = t”, L = ff2/2 1 i 1 (see (7.23) below), and t 
is where i > 0. Here x and t are the Cartesian coordinates in R2. Let E be a 
gauge transformation. By (5.6), E sends dynamical vector fields into dynam- 
ical vector fields. Now in this case, dynamical vector fields are of the sort 
that have t component equal to 1, x component constant. It follows that E 
is linear. Calculations reveal that there must be real a, b, c, and u where 
c := + 1 and t o E = t - a, x G E = cx - ut - b (“Galilean” transforma- 
tion). It follows rather easily that L o dE = L + A, where A, = M/2 - cux. 
(This shows that each Galilean transformation is a gauge transformation.) 
Let F be another gauge transformation whose parameters are A, B, C, and Ly:.;. 
Then the parameters for F o E can be calculated to be a + A, B - a U + bC, 
CU $- U. We limit ourselves to the case c = C = + 1. Thus 
and 
x t(u + q2 F=E = 2 - (u + U) x, XF = y - ux, 
A, 0 E = @ - ‘) u2 - u(x - ut - a). 
2 
We must now try to find a function f such that 
t(u + qz -(u+ U)x+f(a+A,b+B-uU,u+ U) 
tu2 z- 
2 
--u:+f(u,b,u)+(‘-;~u2 - U(x - ut - b) + f (A, B, U), 
identically in the eight variables, including t and x. We set t = x = 0 and 
since it is only a matter of the constant terms the problem is 
f (a + A, b + B - aU, u + U) = f (a, b, u) - 7 + bu +f (A, B, U). 
Let A = a and U = u, and we should have 
f(2u, b + B -au, 2~) =f(u, b, u) +f(a, B, u) -F + bu. 
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Interchanging b and B yields bu = Bu. Hence no such f can be found, and we 
have therefore to be content with a projective representation of the gauge 
group in this case. 
One can avoid projective representations altogether by representing a 
related group, of which the gauge group is a quotient group with a factor 
group isomorphic to a complex numbers of absolute value 1. The group we 
have in mind is the group of all pairs (eiA, E) where E belongs to G{M, g, L, I> 
and h is a gauge function for E. If c is not an integral multiple of 27r, then 
(e*(“+C), E) is a different group element from the one written first. The multi- 
plication of such pairs is defined as follows: 
(eiAa, E,) (eiA, E1) = (eiCA@l+‘l’, E, o EJ, 
which is a pair of the sort specified because of (5.3). We will call this the super 
gauge group of the system and denote it by G*{M, g, L, 1). For (eiA, E) in the 
super gauge group we can define a linear operator V$A,~) by (compare 
(5.7)) 
W$*A\.Ej(cp) = (eiAq) 0 2. 
(5.73) PROPOSITION. W* is a representation of G*(M, g, L, t>. If M is 
connected6 then W&a,E,(~) is always some constant multiple of W,(g)). 
This is obvious. There is a homomorphism of G*{M, g, L, I} onto 
G(M, g, L, t} in which (efA, E) is mapped on E. For this reason, G*{M, g, L, t} 
also acts in M, and all the things said about the gauge group extend in a 
natural way to this action. 
An immediate consequence of (5.61) is as follows. 
(5.8) PROPOSITION. If S is a potential for the exact vector jieId X, and 
(egA, E) belongs to G*{M,g, L, t>, then there is apotential S’for dE(X) such that 
W~~h,Ej(e*S) = e iS’ . 
From this we conclude the following 
(5.9) THEOREM. Let q~ be a wave function of the system {M,g,L, t}. Let 
(e’“, E) belong to the super gauge group G*{M,g, L, t}. Then W&A,~,(~J) is 
also a wave function. The w?ve functions are an invariant linear subspace under 
this representation of the super gauge group. 
Wave functions for a system are defined [I, (6.1 l)] in terms the dynamical 
6 We define WE only when M is connected. 
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connection [l, (3.2)] and the potentials of exact unit proper vector fields, 
i.e., the functions occurring in (5.6) and (5.8). The problem of proving (5.9) 
consists mainly in seeing what happens to the wave equation as the Lagrangian 
is changed from L to L + h (X = hz). The dynamical divergence does not 
change because it depends only on g, 7 and the world lines. Exactness of 
vector fields does not change, as (5.6) shows. We see that the potential of 
a given unit proper vector field changes form S to S + h. Looking at [ 1, (6.1 l)] 
we can say the following. 
The new wave functions $ are those functions which at a given P of 111 
satisfy all those linear second-order differential equations which are satisfied 
at P by the functions ei(s+A) where S is the potential of a unit proper vector 
field whose divergence is 0 at P. 
The old wave functions p are defined in the same way, except that one 
replaces the h by 0. 
Let W, be the new wave operator. Define W by W(#) = W,(eiA+). Then 
W(eis) = 0 at P f or all S as above. It follows that W is the old wave operator. 
Hence W(v) = 0 for the given v. This means that W,(e”$) = 0 or that ei$ 
is a wave function in the new sense. 
The possibility of giving this simple proof of such an inclusive theorem 
as (5.8) can be attributed to the great effort expended in [l] in defining wave 
equations, etc., in terms of M, g, L, and t alone. 
The last step in this development would be the further reduction of this 
representation to the normalized wave functions. However, before considering 
this step we will return to the nonundular mechanics, to bring the story there 
up to a point analogous to (5.9). One might think that (5.8) is the analogue 
of (5.9) but it is not, for this reason. The functions in the former are intrinsi- 
cally incapable of being reasonably localized (indeed they seem to correspond 
to the “unnormalizable wave functions”). 
6. SECTIONAL STATES AND THEIR HISTORIES 
The states for a given observer were defined at the end of Section 3, as 
vectors in that observer’s configuration space Q, or equivalently, as points 
of his phase space Q. A random state for that observer is therefore defined 
as a probability measure in Q, according to the accepted meaning of ‘random.’ 
The dynamical relation (3.71) between the phase spaces of two observers 
is a 1 : I correspondence between their pure states, but it extends at once to a 
1 : 1 correspondence between their random states as well. 
It is not reasonable to limit the discussion to random states which have a 
continuous density, i.e., can be expressed in the form 
p(xl ,..., x”‘, k1 ,..., P) dx’ -a- ~5” dkl --- dk”‘, (6.01) 
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because there is a very important class of random states which do not have 
this property. These are the sectional states, namely the random states which 
are supported by sections in the bundle Q. 
For greater clarity we reformulate the definition. 
Choose a coordinate system 
(t, xl,..., X*) 
in A4 adapted to the observer, i.e., such that the t is his time function and such 
that the space function for the observer depends only on xl,..., xm. 
Then (x1 ,..., xm; ~9 ,..., P) forms a coordinate system in Q [cf. [l, p. 1781, 
the observer’s phase space. A numerical function f defined on an observer’s 
phase space is an 
(6.02) observable for that observer. 
An observable f can therefore be expressed in terms of these coordinates 
f = F(xl,..., xm; .i+ ,...) P). 
Suppose first we are dealing with a state that has a density, as given by 
(6.01). Then the mean value (or expected value) off in this state is given by 
s 
F(xl,..., P) p(xl ,..., P) dxl --a d&m, 
Q 
(6.03) 
provided the integral exists. 
Now we give a formula analogous to (6.03) which shall give the mean 
value off in a sectional state. Associated with the sectional state (jointly with 
the coordinate system) there are m functions 
Yl,..., Ym (6-W 
defined on Q, and a density function p (non-negative) defined on Q (not Q!) 
such that 
p dxl . . . dxm (6.06) 
defines a probability measure on Q. Then the mean value off in the sectional 
state so defined is given by 
I F(xl ,..., Xm; Y1 ,..., Y”) p dxl a-- dx”. 0 (6.07) 
In order for (6.07) to give a value depending only on f it is necessary 
and sufficient that the 6.04 vary from one coordinate system to another in the 
way characteristic of a vector field Y in Q, and (of course) for the p in (6.06) 
to get multiplied by the appropriate jacobian. 
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A sectional state has a simple visualization. Imagine a gas, of total weight 1, 
swirling about in Q and let its distribution, as well as its velocities, be frozen 
at t = 0. This is a sectional state. The mean value off for that state is given 
by the weighted average of the value off for the molecules. This picture is 
slightly defective as there are no molecules, the gas density is given by a 
%‘” function p and the velocities are given by a 2F vector field Y. 
Oddly enough, when described in this way, it almost seems as if there 
could be no more general random state than such a gas. This illusion is 
dispelled when one understands that if one took several gases whose total 
weight was 1, but which swirl about independently one would have a perfectly 
acceptable random state, but it would not be sectional. It might be called 
‘polysectional.’ In a sense, every random state can be approximated by 
polysectional states, but in no standard way. 
Recognizing that the F(...) in (6.07) depends only on f and the vector 
field Y we rewrite it as f (Y) (strictly speaking, it is f o Y) so (6.07) reads 
I f(Y) p dxl a-- dx”. Q (6.08) 
To further suppress letters referring to coordinates, we rewrite this as 
(6-l) 
where ] is the integral (or integrator) 
J=jQ...pdxl...&m. (6.11) 
It is such a pair (J, Y) that actually defines a sectional state. So we have for 
the mean value off in the sectional state (J, Y): 
J%.,(f) = JCf Go- (6.2) 
Now suppose we have two observers, say Q and &. Let (1, Y) be a sectional 
state for Q. There certainly is a random state for & which corresponds 
dynamically (3.71) to the given (1, Y). I s i sectional? It need not be, for it t 
might very well happen that world lines corresponding under (3.6) to dif- 
ferent vectors in Y, meet at one point of Q. 
However, given (J, Y), one can certainly find a neighborhood of Q such 
that if Q is that close to Q, then the dynamical correspondent in 8, to (J, Y) 
is also sectional. 
(6.3) THEOREM. Let (J, Y) be a sectional state for Q, with vector field Y 
and integral J. Then there is a neighborhood MQ of Q on which there is defined 
a dynamical vector field X such that for any observer s in MQ (in partinrlar, 
for Q) the state (J, Y)G for & w EC 1s h ’ h . d ynamically related to (J, Y) is also 
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sectional, with a vectorJield X,- . Moreover, there is defned in n/r, an m-form p, 
in coordinates 9, 9 ,... , P, 
/‘3 = ~(2” dzl A *..~dz” -Zldz”Adz2A.“dzm 
+Z2dzohdz1~dz3h...Adzm - ... 
fZ”‘dz”h..*AdP1) (6.31) 
with these properties 
zo,..., Z” are the (S,..., P) components of X, (6.32) 
dj3 =O; (6.33) 
and 
(6.34) if the coordinates are chosen so that & is where Zo = 0 (and (4.54) 
holds), then J; has the form 
J&-S) = j, --- uzodzl a.. dz”. (6.35) 
Without reference to coordinates, (6.35) says precisely that 
J6 is the restriction of p to &. (6.36) 
PROOF. We begin by using (3.6) to give us a family of world lines in 
I : 1 correspondence with the vectors of the field Y. We pick M, so small 
that no two of these lines intersect in M, . We let X be the unit, proper 
field of tangents to these world lines. 
We now use J to define a measure on the set 9 of the world lines just 
mentioned. Let 9 be a set of these world lines, and let them intersect Q in a 
set 9’o (presumed measurable). We define the measure m(9) to be the 
J-measure of Sp, , which is (see (6.11)) 
J((yb) = s,, p dxl a*. dx”. 
Now we define /3. Since it is to be an m-form, we may proceed by saying 
what the value’ <J3; c) of /3 for a little oriented m-cell c in MO is. We define 
(8; c) to be the measure m(9) of that class 9’ of world lines which pierce c, 
’ We explain the notion of the value of an m-form for an m-cell spanned by vectors 
A 1 ,..-, A, in an m + 1 dimensional space. Say B has the form 
A0 dz’ ... dz” - A1dzo ... dz” + . . . 
as m (6.31). Let Ato ,..., A,” be the components of Ai(i = l,..., m). Define A& as A’. 
Then <u; c> is the determinant of the A&j = O,..., m). The point of this definition 
is that one can define the integral of /3 over a curved surface by approximating that 
surface by cells spanned by vectors in this way, adding up the values, and taking the 
limit. See [4], and also (6.64), below. 
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changing the sign if they pierce it in the wrong sense. This definition of /3 
is essentially the requirement that (6.36) should hold. We have thus still 
to show that (6.31) holds. To see this, we note that X is a singular vector 
field for /3, which is to say that (8; c) is 0 if the cell c contains a vector of the 
field X, for then the world lines will not pierce c. The only way this can be 
true is for (6.31) to be true. Since we have already defined X and /l, this 
defines u. The function u depends on the coordinate system. Thus (6.35) 
holds. Equation (6.33) is equivalent to the equation of “continuity” 




It follows from Stoke’s theorem: JR dp = j,, p which holds in any m + 1 
dimensional region. The right-hand side, being the total measure of the 
world lines piercing the boundary in the positive direction minus those 
piercing it in the negative direction, is 0 because what enters R must leave. 
Thus JR d/? = 0 for all R, so (6.33) holds. 
This completes the proof of (6.3). 
The differential form fi shall be called the proM&ty current. Hence 
(6.4) any sectional state (1, Y) h as a probability current. The probability 
current is the same for all the sectional states dynamically related to (1, Y). 
One can go further and say 
(6.5) the probability current embodies the entire dynamical history of sectional 
states generated by (J, Y). 
By this we mean just that if ,9 is known, then all the sectional states (in Mo) 
dynamically related to (1, Y) (as well as (J, Y) itself) can be recovered. The 
reason is that p defines X, because of the property that (fl; C) is 0 if X lies 
in c. This, as we remarked, gives the form (6.31) to p, so that the components 
of X, apart from a factor of proportionality, can be found. This information 
identifies X because X is known to be a unit, proper vector field. Finally, the 
]; is determined by the 8, by (6.36). 
The pure-state analogue of (6.5) would be that the dynamical history 
generated by an element of any phase space is a world line. 
The coefficient u entering into the construction of j3 (6.3 1) is not indepen- 
dent of the coordinate system. We need to know just how it does depend 
on the coordinates. 
(6.6) PROPOSITION. A given probability current defines a volume element 
in M. Specifically, 
udzOhdzlh...~d.z”’ (6.61) 
is independent of the coordinate system. 
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PROOF. Let us define the determinant of a square matrix of noncommuting 
entries according to the usual scheme, except that in the expansion, the order 
of the factors must agree with the order of the rows from which they come, 
so that 
A B I I CD =AD-BBC 
and not AD - CB, necessarily. In this notation, 
(6.62) 
In another coordinate system x0,..., xm we have 
/32&l; 1:; TJ. (6.3) 
Now Xi = zjaxi/ayp’ (summation convention), and similarly dxi = dzjaxilaS. 
For this reason, the determinant in (6.63) (call it Dz) is related to D, as 
follows: 
this being the jacobian of the coordinate change. Thus, calling this jacobian 
ax/&z, we see that 
Hence (J = 5 ax/ax, from which the invariance of (6.61) follows. Of course, 
this volume element still depends on /3. 
Incidentally, the value of an m-form, such as #I in (6.44), for m vectors 
A 1 ,..., A, is 
zo . . . Z” 
AI0 ... Aim 
u . . . (6.64) 
A,0 . . . A,m 
(6.7) PROPOSITION. The volume element (6.61), together with the vector 
$eld X also embodies the entire history of sectional states generated by (J, Y). 
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Now, if we had some volume element or (m + 1)-form in M, 
6 =rd.z?hdzl,t...hdzm, (6.8) 
which could be defined independently of any observer or any particular 
sectional state, that is, depending only on {&I, g, L, t}, then we could form 
the scalar function U/T, independent of the coordinates. Thus there would be 
a function defined in space time M, which together with the vector field X 
embodies the entire dynamical history of sectional states generated by the 
given sectional state. We will see in the next section that there usually is in 
space-time such a measure as (6.8). 
7. DYNAMICAL MEASURES 
Our purpose here is to show that usually there exists in the space time M 
of a system {M, g, L, I} a volume element (or (m + I)-form, since that is 
the dimension of M : dim M = m + 1) which is invariant under gauge 
transformations. This latter invariance follows from the way in which we 
define this volume element in terms of M, g, L, and t alone. 
One reason for wanting such a volume element was just given (6.8). 
The definition of this volume element is based on the concept of dynamical 
divergences. First we say a word about the more general concept of divergence. 
A divergence ‘div’ on a manifold M is a rule which assigns (linearly) to 
each vector field X on M a scalar (function) on M subject to the condition 
div(fX) =fdivX + Xf, 
where Xf is just the f-component of X. (In coordinates, 
(7.1) 
Here we take n = dim M.) It follows from this that for each coordinate 
system there are functions 6, ,..., 8, such that 
divX = s + ... + !$ + X18, + . . . + XQ,. (7.11) 
Now suppose we select a volume element 
p=r&h”‘AdXn or TG?X~***G!X~ 
in M. Then we can define a divergence in Ml by the formula 
(7.2) 




When this is expanded in the form (7.11) we obtain the Si . Hence one 
can show the following: 
(7.22) PROPOSITION. If the divergence (7.11) is dekable from a volume 
element, then in each coordinate system, 
aSi asj 
ad==' 
Moreover, ;f a divergence is based on a volume element (7.2) with r > 0, then 
the only other volume elements on which the same divergence can be based are 
those which are constant multiples of the original volume element. 
Guided by this proposition one can easily construct examples of divergences 
which are not derived from a volume element. It is therefore very interesting 
that the dynamical divergence is (usually) derived from a volume element. 
We now turn to the dynamical divergence, which is defined in terms of 
{M, g, L, t] for vector fields in M. It has been calculated explicitly only for 
some extremely inclusive but still special cases, and for one of these, namely 
the Newtonian case (g = i”) in which [cf. 1, (4.3)] 
the result has been incorrectly stated [l, (4.811 in a manner which is correct 
only when i3Xo/at is 0 (in the applications of [l, (4.8)] in [I] this condition 
is met). We therefore state the correct version, which the perfectly valid 
proof given in [I, p. 1491 does establish.* 
(7.3) THEOREM. For a system with such a g and L as abwe, where the 
symmetric form in m variables 
aolaPkfl 
is non-degenerate, the dynamical divergence of a vector field with components 
x0, Xl,..., Xm is obtained by adding aXo/at to the Riemanni~n divergence of the 
vector field with x1 ,..., xm components X1 ,..., Xm. 
This, together with the result [1, (4.7)] for the Einsteinean case, is all 
we know explicitly about dynamical divergence. 
s Further corrections for [l] are the following. Erase the parentheses and change i 
toi in (3.11) and (3.13). Put a dot on the x in (3.44). Put two dots on the t just after 
(3.53). The second A in (3.54) should have its index changed to p. Finally, and most 
serious, is that the a,(A) in (5.2) should be defined as 
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In the Einsteinean case (including of course the possibility of curved space- 
time) the dynamical divergence is identical with the Riemannian divergence 
[cf. 7, p. 32, Example l] which is based on the volume element 
( n 11/z dx0 dxl *** axm, (7.4) 
where a is the determinant of the Einsteinean metric g. 
For the Newtonian case, we have only to compare (7.3) above with [7, lot. 
cit.] and we find that the dynamical divergence can also be derived from a 
volume element such as (7.4), but this time a is the determinant of the 
quadratic form of the kinetic energy. 
As a matter of fact, the examination of these two cases establishes for them 
(at least) a unifying rule for the volume element on which the divergence 
can be based. Form the gauge invariant expression 
X/g2 + diL’ - g = k’, (7.5) 
where the ’ indicates the replacing of each f by - 2. Then the dynamical 
volume element has the form (7.4) where a is the determinant of the Hessian 
matrix8 
2 
(naK j o*i &i i,j ’ (7.51) 
We will in general designate as a dynamical volume element for a system 
{M, g, L, I} any volume element on which the dynamical divergence for that 
system can be based. In view of the preceeding cases we may confine our 
attention to those cases in which 
(7.6) {M, g, L, I> has a unique dynamical volume element. 
It is very important to show also the following. 
(7.7) THEOREM. In the conjiguration space Q of each observer there is a 
distinguished volume element 
mQ = T* dxl a** dx”. (7.71) 
PROOF. In the special cases studied this is perfectly clear because Q is a 
Riemannian submanifold, and hence the Riemannian volume element, 
analogous to (7.4) but in a space of m-dimensions rather than m + 1, exists. 
*In case the entries of (7.51) do not depend only on x0,..., x”’ we obtain by this 
method nevertheless an (m + 1)-form in M, inducing a volume element on each 
vector field X. Perhaps the dynamical divergence of X can still be described as in (7.21), 
where the T itself contains X. 
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However, it is an important matter of principle that we can prove (7.7) solely 
from (7.6). We choose a coordinate system (t, xl,..., P) adapted to Q which 
is to say such that Q is where t = 0. Then the volume element for M takes 
the form 
We set t = 0 in this r, and that gives us the 7. to be used in (7.71). 
We will call this volume element the 
(7.8) dynamical measure for the observer Q. 
As before, it is unique up to a positive constant factor. It is important to 
realize that this is not the celebrated Liouville measure. The Liouville measure 
is a 2m-dimensional volume element in Q. 
8. EXACT SECTIONAL STATES 
We will explain the use of the phrase “embody a dynamical history” as we 
used it at the end of Section 6. Let s, X,... be a set of fields (e.g., 
scalar, vector,...) defined on a region M,, of M. Suppose there is a rule 
whereby each observer, whose configuration space Q lies in MO , can calculate 
out of the values of s, X,... on Q, a random state. Suppose that whenever 
two observers Q and & do this, then those random states are dynamically 
related. Then we will say that s, X,... embody a dynamical history. As an 
application of this phrase we offer the following. 
(8.1) PROPOSITION. Let X be a dynamical vector field dejned in a region 
of space time M. Let s be a non-negative function also defined there, and such 
that in each coordinate system 
& @TX”) + - * - + & (STXrn) = 0, (8.11) 
where X0 **a Xm and 7 are the components of X and the dynamical volume 
element, respectively, in that coordinate system. Suppose that for some observer Q 
and coordinate system adapted10 to Q, the measure 
sXamo (8.12) 
is a probability measure. Then s, X embody a dynamical history. 
lo That is, having the properties specified just above (6.02). Condition (8.11) can 
be put into invariant form. See (8.61). 
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The truth of this becomes evident when we give the rule. A probability 
measure for an observer Q is defined as above in (8.12), and a vector field 
Y in Q is defined as Xo . These two combine to give the (sectional) state in 
question. 
We are interested in finding ways to embody dynamical histories by 
scalar fields, indeed if possible by a single complex scalar field, that is to say 
complex function. From the point of view of classical mechanics, this entire 
“embodying” business is more confusing than illuminating, although it 
certainly makes sense. We pursue it here to provide a rational basis for 
formulation the correspondence between the dynamics of (M, g, L, t} and 
its quantum dynamics. It is a fact, of course, that quantum dynamical histories 
are embodied by wave functions. Therefore it is reasonable to expect that 
wave functions are the analogues of dynamical histories which can be embo- 
died by two real scalar fields. 
Now there are dynamical histories which can be embodied by two real 
functions. These are the histories of (8.1) when X is exact. The potential S 
of X together with the s g:ves the two functions. In this kind of embodyment 
the rule for getting the random state for the observer Q results in a sectional 
state (J, Y) where Y is Q-exact (see (4.67)). Such states will be called exact 
sectional states. 
(8.2) THEOREM. Let (J, Y) be an exact sectional state for Q, where Y has 
the potential 2 on Q. Then the (J; , Y;) dynamically related to it, as in (6.3), 
are also exact. The vector jield X (see (4.3)) is M, exact, w&h a potential 
satisfying the Hamilton- Jacobi equation, and taking the value 2 on Q. 
PROOF. We apply (4.8) to the system (Ma , g, L, t} and conclude that X 
is exact. We remarked earlier (above (4.7)) that S It+, would be the potential 
2 for X, . The potential S satisfies the Hamilton- Jacobi equation [l, (4.2)]. 
(This establishes (8.2).) 
(8.3) PROPOSITION. Let S and s be real functions defined in a region of M 
where S is a solution to the Hamilton- Jacobi differential equation. Let X be the 
unit proper vector field of which S is (therefore) a potential. Let S and s be 
related according to (8.1 I). Then s, S embody a dynamical history. 
These two real functions s and S can of course, be combined into a single 
complex function in many ways. For example, one could form sedS. Actually, 
there is one choice which seems best to illuminate the correspondence 
between the quantum dynamics and the ordinary (nonundular) dynamics of a 
system, and that is to form 
I$ = Z/yeiSfh. (8.31) 
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(The h here is just a parameter chosen at will.) We will call this a complex 
dynamical history. It is easy to see that if I/J is such a complex dynamical 
history and c is a complex nonzero number, then c$ is also a complex dynam- 
ical history which embodies the same dynamical history as 4. 
The following is a convenient way of recovering, for a given observer Q, 
the sectional state (Jo , Yo) which a given complex dynamical history IJ 
assigns to Q. Recall that an observer has a time function t. Compute the vector 
field X associated with 4, and let X0 be the t component of X. Now form 
(8.4) 
In words, this means form I~?%,LI and set t = 0. 
(8.41) The position probability density relative to the dynamical measure 
m. , for the state in Q is a constant positive multiple of 1 & 12. 
The proof of this lies in noting that 1 I,& Ip is sX” restricted to Q, so that 
1 & I2 is, in coordinates X”o dxl **a dxm (see (7.7)). According to (6.3), this 
is the measure for Jo . The reason one must allow a positive constant factor 
of normalization is the dynamical measure is not quite unique. If a specific 
one is chosen, no normalization is needed. 
(8.42) The vector field Y0 is the vector field on Q whose potential is h 
times the argument of & . 
This follows form (8.2). 
It should be noted that 
(8.43) the mapping I,!J ---f #o is 1 : 1. 
For, as we have seen, (Jo , Yo) can be computed from &, and hence the 
S and s can be recovered by (8.3). 
These complex dynamical histories 4 are not generally defined on all 
of M, for the reason mentioned earlier, namely that the complete dynamical 
history generated by an exact sectional state will generally contain some states 
which are random but not sectional. 
However, if there are any exact dynamical vector fields then there will 
exist complex dynamical histories defined on all of M. In any case, let us 
denote by m this class of functions on M. 
For a given observer Q, let m, denote the class of all #o , with 1F, in ‘%L 
Neither m nor mo is a linear space (although closed under multiplication 
by nonzero complex constants). However, mm, lies in L2(mo), by (8.41). 
(8.5) PROPOSITION. Let Q1 and Q2 be two observers. Then there is a 1 : 1 
correspondence 
6’ : %RQl tt> ‘YJt,, 
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such that S’(q) = cS(v) for non-zero complex numbers c, and such that after 
eventual adjustment of normalization of dynamical measure mQ, (or mQ,) in 
terms of the &(mQ)-norms 
II S’(cD) II = II 9J II - 
However, the inner product is not generally preserved. The map 6’ is compatible 
with the dynamical relation (3.37) in the sense that the state corresponding to 
S’(v) is the dynamical relative of that corresponding to CP, under (3.37). 
PROOF. The existence of this map follows from (8.43), and the other 
statements (except the one about inner products) now follow from our 
earlier remarks following (8.4). Th e one about inner products is supported 
by an example: the case of a Newtonian free particle in a space of one dimen- 
sion. We leave it to the reader to make himself a couple of complex histories, 
by solving the two equations prescribed by (8.3). It is practically impossible 
to avoid stumbling immediately on a pair suitable to support our assertion. 
With a view of obtaining a representation of the gauge group, as in (5.5), 
we ask, is there a mapping from ‘mQ to ‘flnE(o) which is compatible with the 
gauge correspondence dE (5.51) in the same way that S’ in (8.5) is compatible 
with (5.52) ? When one has a mapping E : Q + E(Q) there is a natural way 
of mapping functions v on the secoyd space (E(Q)) onto functions on the 
first, according to the rule v -+ F o E. However, this turns out to be unsatis- 
factory here because it does not provide the desired compatibility. The 
answer to our question is suggested by the following, which is, as a matter 
of fact, an analog of (5.9). 
(8.6) PROPOSITION. Suppose M is connected. Let 1c, be a complex dynamical 
history. Let E be a gauge transformation. Then WE(#) is also a complex dynami- 
cal history. The exact sectional state IV,($) defines for an observer EQ is the 
image under (5.51) of the state II, defines for Q. 
PROOF. This is based on four things. First, (5.7). Next we note that E 
preserves the volume element in M. Then we ask whether (8.11) is preserved. 
It helps to write (8.11) in a coordinate-free way. Let p = r d-9 *** Am be the 
volume element in M. For any vector field X, define p . X as the m-form 
which, for -4, ,..., A,, has the value (p; X, A, ,..., A,). In this notation, 
the probability current is sp . X, and (8.11) says that 
d(sp . X) = 0. (8.61) 
Denote s o 2 by f, denote dE(X) by X, and denote the image of p under E 
by C;. It follws that d(f, . X) = 0. Since p is a constant multiple of p, we have 
d(+ * x) = 0, which is to say, (8.11) is true for W,(4). The final sentence 
of 8.6 is a consequence of the fact already used that dE(X) is the vector field 
associated with WE(#). 
(8.7) THEOREM. Let Q be an observer, and E a gauge transfmnation of the 
system {M, g, L, 7). Consider the mapping 7JEQmlwhich sends each function CJI 
defined on Q to the function UEQ(v) = (ei”“q) o E deJined on E(Q). Then(after 
a possible adjustment of mE(Q)) uEQ is a unitmy mp of &(mQ) mto L2(mE(Q)). 
UEQ se&s mQ onto mE(Q) and in a manner compatible with the gauge correspond- 
ence between the phase spaces of Q and of E(Q). 
PROOF. The mapping UEQ certainly has the unitarity asserted. We now 
assert that 
UE*(#Q) =(WJ&))E(Q) - (8.71) 
Letting h = 1 for simplicity, this assertion amounts to 
(eiAE#Q) 0 %! = ((eiAE#) 0 $)E(Q) . (8.72) 
We must look at (8.4) again, and note the (X”)lia. Such a factor occurs on 
each side of (8.72), but with reference to two observers, Q and E(Q), so that 
(8.72) reduces to 
-'1/a il 
(x0 0 E) (e “> IQ 0 -d = @f2 /E(Q) [(ei%) 0 3 IE(Q) , (8.73) 
where 20 itithe t 02 component of the vector field whose potential is 
(S + hk) o E, where S-,is the potcytial of X. By (5.6),-t2 is dE(X). 
Thus 3s = dE(X) (t o E) = (2$) o E (chain rule) = X0 o E. Moreover, 
f lo o E is the same as (f o E) Ix(o) . Thus (8.73), and consequently (8.7) 
itself, is proved. 
These results (8.6) and (8.7) could also be reformulated for the super 
gauge group. For (8.6) one need only replace W by W* and one can drop 
the connectedness. W* actually defines an action in the space of complex 
dynamical histories. Restricted to the obviously invariant subset 92, it also 
defines an action (compare (5.8)).J1 n order to reformulate (8.7) one replaces 
U,” (p)) by Uc8,E)(v) = (e”$) o E. Th ese operations are of interest because 
they lead to an action of the super gauge group in the space mQ . 
In order to prepare for this construction we have first to note the following. 
(8.8) PROPOSITION. Let (efA, E) and (eip, F) belong to G*{M, g, L, t}. Then 
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This is true because the formalism is the same as in (5.9). 
Now let U$ E) be (S/)-l o qe$ E) where 6’ is the dynamical map of (8.5). 
(8.9) THEOREM. UQ defines an action in mQ , which is to say 
The truth of this becomes apparent when one recognizes that the definition 
of UQ simply transfers the action of W* in %R to nQ . 
We end this section by asking a question suggested by (8.3). 
Suppose s and S are functions on M and do not satisfy any conditions 
except perhaps that s is non-negative. What do they “embody”? We can 
restrict S to an observer Q obtaining a function S IQ and then we can 
construct a vector fields Yo whose potential is S j Q . We can form the measure 
(XOs) 1 QmQ , and if the total measure of Q is finite, we can normalize and obtain 
an integral jQ . Then (JQ , Yo) form an exact sectional state for Q, but the 
totality of all these sectional states will not be a dynamical history in general. 
One might call it a virtual history. This idea is important for correspondence 
principles. The s and S might embody a history according to some other 
dynamics (say, quantum dynamics) and then it would be interesting to see 
how close the (JQ , Yo) come to giving a history for {M, g, L, T}. 
9. THE CONJUGATE SYSTEM AND THE ANTI-SYSTEM 
Let us consider two systems as we did at the outset of Section 5. Suppose 
we have not only a mapping E (see (5.1)) but also a mapping 
E:M,wM, 
such that the analogues of (5.11) and (5.12) hold, viz.) 
(9.1) 
g, Q E = gl (9.11) 
WI) = ta - (9.12) 
To these conditions we add a third which dE certainly satisfies so that it 
didn’t have to be made explicit in Section 5, namely, 
(9.13) E maps the space of vectors at P linearly onto the space of vectors at 
E(P). 
To this one would want to add another condition, along the lines of (5.13), 
to insure that E be a dynamical equivalence. Such a condition we have not 
been able to find. However, we shall explore one specific situation, where the 
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first system is {M, g, L, I} and the second one has the same M and g as the 
first. 
The E shall be the identity I of IM into itself, but the E shall not be dl (the 
identity mapping of M onto itself) but - dI. The notation actually defines 
what we mean since dI is a linear mapping: - dI sends a vector .$ in M into 
- 5, which has the same base point as .$ has. 
We can make another system {M, g, L’, t’} out of this where 
L’=Lo(-dI) and t’ = - dI(t). (9.2) 
This logically adequate definition also requires a few words of explanation. 
The map - dI sends each vector [ in M into - 4, a vector with the same 
base point as 5. Thus L’(t) = L(- 6). F or a coordinate function x, we have 
x o (- dI) = x because (X o (- dl)) (I) = x( - 5) which is ~(5) because 
they have the same base point (compare [2,(5.22) and (5.23)]). On the other 
hand, (2 o (- d1)) (6) = z?(- .$) = - ~(5) since - dI obviously reverses 
components. Hence & o (- dl) is - 3. In any case where L is given in terms 
of coordinates, it is easy to compute L’ by merely changing the sign of each 
2 (that includes t!). 
For example, for the Newtonian Lagrangian as given earlier in this paper 
((7.23), note the absolute valueii) 
(9.21) L’ is obtained ~JJ changing the sign of the A’s and of V, and for the 
Einsteinean case [l, p. 142, line 31 
(9.22) L’ is obtained by changing the sign of the covector potential. 
Now as to t’. It should be noted that the set on which g is positive, in M, 
has exactly two components. When a system is being defined, one of these 
components has to be speciiied. Setting up a system, one selects one of them. 
The one selected for our system {M, g, L, I} is obviously t! Now 7’ is the 
other component. This follows from the definition in (9.2), and the fact that g 
is a homogeneous quadratic form. One should carefully avoid confusing 7 
and t’ with the two regions {g > 0} and (g < 01. The last named region is 
often empty. 
(9.3) LEMMA. The mapping - dI transforms dynamical trajectories for 
{M, g, L, t} into dynamical trajectories far {M, g, L’, t’}, and so these systems 
are dynamically equivalent under I. 
PROOF. What we will prove is that - dl transforms the dynamical direc- 
tion field for the first system, which lies in t, into the dynamical direction 
I1 In our earlier papers we did not include the absolute value sign in the Newtonian 
case. Our present arrangement prevents the kinetic energy term from being negative. 
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field for the second system. This latter direction field lies in t’. Since vectors 
related by - d1 have the same base point (or projection into lkf [l, below 
(2.13)]), therefore the two sets of dynamical trajectories will project down onto 
the identical set of world lines. Thus the proof of (9.3) shall be completed. 
Therefore, let /be a vector in M tangent to a dynamical trajectory at a point 6 
in T. It follows that j satisfies the differential equations [l, (2.23), (2.24), 
CWI 
+ dxkLj, = 0 
dxkLjk I5 =: 0 (9.32) 
which is to say that they hold when dxi and dki are evaluated for J. Now, the 
image under - dI of .$ is - 4, and it lies in t. The image of J is d( - dl) (J). 
What is its xi component? It is 
dxi[d(- dl) (J)] = d(- dl) (J) (xi) = J[xi o (- dI)] = /(xi), 
so that its xi component is the same as that for J. How about the tii compo- 
nent ? 
ds$[d(- dZ) (J)] = J[3ii o (- dI)] = J(- k) = - J(S) = - dS(J). 
Hence the ffi components get reversed. Consider the partial derivatives Lj , 
Lj, , and ag/aRi in the system (9.31)-(9.33). Here Lj (etc.) stand for aLL!EW. 
It is not hard to deduce from the fact that ffj 3 (- dZ) = - %j that 
L@) = - L;(- 5) but Ljk(5) z LJk(- E), (9.34) 
the sign reversal depending on the order of the derivative. A similar result 
holds for g, except that g = g’ since g is a quadratic form. A similar result 
holds also for derivatives of the form aL/W. Making use of all these relations, 
we can rewrite the system (9.31)-(9.33) in terms of L’. We give the result 




- -) 1 as et + djikLik 1 = 0, -5 
where dxk and dztk are to be replaced by the components of J, as before. 
In view of what we said about the relation between the components of / 
and those of d( - dl) (J) we can rewrite the system again in the form 




where dxk and d&k now are to be replaced by the components of the image 
d(- dI) (J) of J. But this system (of which (9.35) is only a third) with the 
attached specification simply characterizes d( - dI) (J) as a dynamical 
direction at - 5 = - dI(f), just as the original (9.31)-(9.33) characterized J
as a dynamical direction at 5. 
The dynamical direction fields define the dynamical trajectories. Since the 
field for L in t maps onto the field for L’ in t’, we have now shown what we 
set out to prove. 
The mapping - dI transforms vector fields into vector fields, sending X 
into - X. It has some of the properties of a gauge equivalence. We will now 
eveal these. 
(9.36) THEOREM. Suppose X is an dynamical vector field for {M, g, L, t}. 
Then - X is dynamical for {M, g, L’, t’}. Suppose moreover X is exact with 
potential S. Then - X ti exact with potential - S. 
PROOF. - X is dynamical because its integral curves are integral curves 
of X, hence world lines for L, t. Hence, by 9.3, they are world lines for L’, t’. 
Now suppose X has the potential S. This means that (the sum) 
dxk & o X = dS. 
The thing to prove is that 
dxk$o[-Xx]= -dS. 
This is indeed true by (9.34). 
(9.4) THEOREM. Let z,b e a complex dynamical history, OY a wave function, 
for UC g,L t). Then $ is a complex dynamical history or wave function, 
respectively, for {M, g, L’, t’}. 
PROOF. From (9.36) we learn that S goes into - S. The associated current 
remains the same except for sign since the world lines are preserved, although 
the sense is reversed. Hence the u in (6.31) is still the proper coefficient for the 
new current. Hence s = u/r is unchanged. Thus 4 is the transformed com- 
plex dynamical history. In this new history, very crudely speaking, each life 
has the same incidents, but they will seem to the particle to be experienced 
in the reverse order (7’). 
The statement about wave functions follows from that about complex 
dynamical histories, and the fact that the dynamical connection [l, (3.21)] is 
merely reversed. Hence div X = 0 if and only if div’ (- X) = 0. See [l, 
W)l. 
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We return now to the problem of “setting up” an absolute dynamical 
system for solving some given physical problem. The space time manifold 
M is usually suggested quite clearly by the context. The g is usually obvious, 
being determined in practice by whether one wishes to use Newtonian 
absolute time (g = P) or Einsteinean proper time (g = 1 gij dxi dxj, the 
sum being over all space time coordinates). When this choice has been made, 
the Lagrangian is usually taken from some textbook of Newtonian mechanics, 
and if need by, altered in some way to be Einsteinean, the alteration being 
made so that when the “speed of light” approaches infinity, it (e.g. (5.21)) 
approaches the Newtonian form. As a matter of practice, a gauge transforma- 
tion is also performed to make the Lagrangian Lorentz invariant (see the 
discussion of (5.21)). 
We are thus reduced to choosing between the systems 
WY g, L, t I and {M, g, -L t’>, (9.5) 
where t and 1’ are the two distinct connected pieces of the set where g > 0. 
Let us call each system in (9.5) the anti-system of the other. 
Is a system dynamically equivalent to its anti-system ? It will soon appear 
that in general it is not. What is clear is the following. 
(9.6) T HEOREM. The antisystem of a system {M, g, L, T> is dynamically 
equivalent to the system {M, g, L’, t]. 
For L’, see (9.2) (9.21), (9.22). The truth of (9.6) is an immediate conse- 
quence of (9.3) which shows that {M, g, L, 7’) is equivalent to {M, g, L’, t”} 
and of course t” is t (see (9.2)). 
The systems (M, g, L’, t} and (M, g, L, I} will be called conjugates of each 
other. In the familiar examples (9.21), (9.22) it is apparent that 
(9.7) if the sign of the external force is reversed, the system is transformed 
into the conjugate system. 
In particular, if it is presumed that the external forces are of purely 
electromagnetic origin, then 
(9.71) sf the sign of the electric charge of the moving particle is reversed, 
the system is transformed into its conjugate. 
One can make (9.7) true in general simply by defining properly the “exter- 
nal part” of the Lagrangian. The Lagrangian can evidently decomposed 
uniquely as L = Lt+) + Lt-, where L(l) = Lc+) and L(L) = -Lt-, , 
because Lc+) = $(L +L’), Lc, = $(L --L’) is both necessary and suf- 
ficient. If we call Lt+) the internal part of the Lagrangian, and Lt-, the 
external part, then obviously, changing the sign of the external part changes a 
system into its conjugate. 
In the familiar cases, 
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(9.72) the dynamical volume element, as well as the dynamical measures 
.for the various observers are the same for a system, its antisystem, and its conjugate 
system, and all gauge transforms. 
This is because the dynamical volume element depends only on L(+) 
and g (73, and these are moreover gauge invariant. Gauge transformations 
were after all invented in order to pass from one form of the external Lagran- 
gian to a dynamically equivalent one. 
In terms of antisystem and conjugate systems, the content of (9.4) and 
(9.6) can be expressed as follows. 
(9.8) THEOREM. The anti-system and the conjugate system are equivalent 
under the identity map of M, and the map - dI of M. This map changes a 
complex dynamical history, or a wave function, I/ for the antisystem into the 
function 1,6 of the respective kind for the conjugate system. 
It is not true that the conjugate of a wave function for the system is a wave 
function for the conjugate system, in general. Concerning the wave equations, 
we can be quite specific about the familiar systems. 
(9.9) THEOREM. For a Newtonian system, the wave equation is not the same 
as the wave equation for the antisystem. For an Einsteinean system, the wave 
equation is the same for the system and the antisystem. 
PROOF. Since it is all a matter of sign changes and complex conjugates, 
simple examples will suffice. Consider the Newtonian system 
The wave equation is 
(9.91) 
For the conjugate system, it is 
From this we obtain the wave equation for the antisystem, by taking complex 
conjugates, 
(9.92) 
This is obviously never the same as (9.91). 
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Now consider the Einsteinean system, 
{R”, i2 - 9, d$-=? - Vi - -42, {i > 1)). 
The wave equation (“Klein-Gordon”, see [I]) is 
( f~+k’)2-(+&+~)2-1=0. : (9.93) 
For the conjugate system, 
( +V)“-(~&+l=o. 
Hence for the antisystem, 
which is the same as (9.93). 
10. THE FORMAL QUANTUM MECHANIZATION OF 
ABSOLUTE DYNAMICAL SYSTEMS 
The prescription offered below does not work for every absolute dynamical 
system. In particular, some do not even have a wave equation [l, p. 1591. 
However, all steps can be carried out for the familiar systems. 
A preliminary step is to make the space time M simply connected. This is 
discussed in [8]. The next step is the discovery of the wave equation [I]. 
Now we define observers. These shall be the same as for the nonundular 
system (Section 3). Next we must define their phase spaces. These, it will 
turn out, usually involve two Hilbert spaces (cf. [9]) and not merely one as 
one might have expected. 
The reason for this is that the wave equation might be also the wave 
equation for the antisystem (9.9) and we must equip the observer Q with 
means to separate out the contributions from these two sources. To do this, 
we choose any coordinate system adapted to the observer, as in (7.7). We 
find a differential operator T in M such that whenever X is an exact unit 
proper dynamical vector field with potential S, then 
(10.1) T(eiS) = X”eis whenever the dynamical divergence of X vanishes. 
This operator T depends on the observer. 
Now we select a dynamical measure mQ for Q.,We define a positive dejnite 
bounded invertible linear operator R in L,(mQ) such that whenever # satisfies 
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the wave equation in a neighborhood of Q, and for which the restrictions to Q, 
# lo and T(T#) lo , both lie in L,(mo), we have 
R4”(# IQ) = T(T#) IQ - (10.2) 
One cannot simply define R as T1/* because T is not an operator in L2(mQ). 
Consider a wave function I$ defined on M, for which I/J IQ and T# IQ lie 
in L2(mQ). (We reject the system if this can be true for one observer and false 
for another!) We now define the two functions 
w = 3 (W f R-lT#). (10.3) 
We call cp+ the quasi-probability amplitude for matter, provided by z,h fm the 
observer Q. We call v- the quasi-probability amplitude for anti-matter pro- 
vided by # for the observer Q. 
An observable for Q would be a self-adjoint operator B in&(mQ). The inner 
products (Bv+; v+) and (Bv-; v-) are interpreted as the expected value of B 
in the state provided by # for the observer Q for the matter and anti-matter, 
respectively. Thus / v+ I2 and 1 v- I* are position densities. 
We will run through the procedure in the two familiar cases, beginning 
with the Newtonian case. Hereg = t” so that X’J = 1 for a unit proper vector 
field whence the operator T in (10.1) is the unit operator 1. The operator R 
in (10.2) is also 1. Thus 
v-t =#I0 md qJ- = 0. (10.4) 
Thus there never is any antimatter in the Newtonian case. 
We now turn to the Einsteinean case. The discussion here is greatly 
facilitated by the introduction of coordinates of the following kind. Choose 
coordinates xl,... xm in Q. For a point P not in Q (but sufficiently close to Q) 
let 9(P) be the f the length of that geodesic through P which is orthogonal 
(in the sense of g) to Q. The + sign is used when P is on the positive side of Q. 
It is not hard to see that in such coordinates, 
g = if* - a,*@, (10.5) 
where t = x0, and the sum on Greek indices is from 1 to m. (The coefficients 
aaa do not depend on xi,..., xm alone.) In general, the relation between an 
exact unit vector field X and its potential S is given by [l, (4.41)] 
Xf = g’i(&S/M + Ai). In the present coordinate system this says that 
X0 = &S/at + A, . It follows that now the operator T defined by (10.1) is 
T=+A,. (10.51) 
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In this coordinate system, the wave equation [l, (6.3)] takes the form 
T2$ = [ 1 + 2s (+ a; $- A,) (+ a, + A, j] Z/l. 
Here the prime on the partial differentiation sign indicates covariant dif- 
ferentiation. No such covariant modification in the second application of T 
in (10.6) is needed because of the special form of g in this coordinate system. 
Formally at least (and we do not discuss the matter beyond this observation) 
the operator B in the brackets in (10.6) is self-adjoint, and moreover B 2 1. 
We set t = 0 in B and let R = B114. We can therefore compute v+ for any (CI. 
If I,!J is a solution to the “positive energy” equation [7, p. 56 (lo)] then v- 
is 0. However, the F+ is in this case certainly not # but rather a variant such 
that / F+ I2 (when normalizable) is the position probability density. 
According to our genera1 view of dynamics, we should verify that the 
knowledge of v+ and CJJ- for a given observer determines the # (and thus the 
P]+ and v- for any other observer). In the Newtonian case it is clear since the 
wave equation is such that if cp+ is known, then # ) t=O = v+ makes J,IJ unique. 
In the Einsteinean case, knowing CJJ+ and v- gives us R($ 1 t=O) and R-l(T# 1 t=L.) 
from which I/J and T+ can be found for t = 0. These data are enough to 
determine 9. Thus we are entitled to regard all possible pairs (v+ , v-) (with 
certain identifications) as the phase space of the observer. 
In the conventional abstractions of quantum mechanics, this phase space 
is taken to be a single Hilbert space (with identifications) and the dynamical 
correspondence is unitary. What replaces this unitarity in this extension? 
We can prove the following suggestive theorem. 
(10.7) THEOREM. If dynamical measures for the various observers are 
suitably normalized, then 
II v+ II2 - II ‘p- II2 
is the same for all observers. 
PROOF. Analogously to the single operator T defined above, one can 
define a dynamical gradient operator, such that V(eiS) = iXeis whenever S 
is a potential for X. The t component of Vt,4 is iT#. In the Newtonian case, 
the remaining components have the form (6 = l,..., m) 
and in the Einsteinean case all of them actually have the same form 
(.j = o,..., m) 
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Except for a complex conjugate (arising from the fact that the Newtonian 
Lagrangian approximates the negative of the Einsteinean Lagrangian) these 
are very similar in form. In any case, we assemble the vector field 
In each case this is the current discussed in the standard texts (for example 
[lo]). As is well known, the divergence is 0. The divergence in question is 
the dynamical divergence, so there is no question about this being independent 
of the coordinates. We could if we wanted turn this vector field into an 
m-form, since we have an invariant volume element; but by using the current 
vector field above, we can refer to the standard proofs of its divergence-free 
nature. It follows therefore, when 4 vanishes suitably at infinity, that the 
surface integral over Q is independent of Q. Its value for our particular 
observer is 
integrated with respect to trio . Using inner product notation, this is 
An elementary calculation shows that this is the same as 
This proves (10.7). 
CT+; P)+) - (%i v-J* 
We are therefore led to conclude that for the Einsteinean case the phase 
space for any observer is the direct sum 2’ @Y? of two infinite-dimensional 
Hilbert spaces, subject to the following identification: each element (v, r/) 
is to be identified with all other pairs (~9, ~9’) where ! c ! = 1. The dynamical 
correspondence between phase spaces preserves 11 v iI2 - /I v’ (12. We must 
admit, however, that we have not proved that if 1,4 is a wave function such that 
9 IQ and TI) IQ lie in L,(Q) =&’ f or one observer Q, then this will be true 
for all observers. 
In the Newtonian case, the $ is always 0; and the accepted view is that v 
and cp, should be identified when ( c ( # 0 (and v # 0). We could however 
take the position that 1) v 11s represents the total mass; but that since it is the 
same for all observers, it might as well be taken as 1. 
11. THE CORRESPONDENCE PRINCIPLE 
The quantum-mechanical counterpart of a classical system has the same 
observers as the classical system has, but the phase spaces are different. Using 
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the notation of Section 2, let the quantum phase space for a given observer 
be denoted by aoh where the superscript h is the value of the real parameter 
usually inserted in the well-known way into the formalism (so that although 
it has been taken as 1 in Section 10, it can be easily restored). 
For the purpose of the correspondence principle, the nonundular phase 
space a0 will be taken as the class of exact sectional states for the observer W, 
as discussed in (8.2) (where the observer is referred to by the name of his 
configuration space, 8). One notes that @, is too small to contain all random 
states and in fact does not even contain any points of the true classical phase 
space Q. 
An exact sectional state, or element of this @, , is characterized jointly by a 
measure on Q which has a positive density p relative to the dynamical measure 
mo and by a potential Z (see (8.2)). Th ese two items can be put together to 
form an element Nh(p, z) according to the formula (compare (8.31)) 
Nh(p, Z) = 6 eiPlh. (11.1) 
In the Newtonian case (to which we must therefore confine our remarks), 
L,(mo) is (essentially) the quantum mechanical phase space Qwh, so that 
Nh : Op, + cDuh, (11.2) 
mapping, in fact, onto a dense subset. 
The correspondence principle relates the action of time upon ~JI with its 
action on N,(v). We introduce the abbreviation uh’ for the mapping (2.6) 
for the quantum case (and in the Newtonian case this is governed by 
Schrodinger’s equation). We use iY for the action of time in CD, . With the 
present meaning of @, , this is governed by (2.6). 
We have two ways of getting from the upper left hand corner to the upper 
right hand corner in 
Beginning with p, I= we obtain two results: 
WPV 3 and N;l(WWd~, -W. 
The correspondence principle says that the limit of the second, as h -+ 0, 
is the$rst. 
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This statement presupposes that some criterion of convergence in @, has 
been chosen. We omit here that phase of the discussion. In any case, we 
consider only the following simple system, namely, (7.23) with configuration 
space being the real line, 
where x, t are the Cartesian coordinates of space-time R2. 
Consider the following system of equations 
ar 
at= - (r(S’ - A))’ 
as -=- 
at 
(S’ - A)2 _ v + h2(2r”r - r’r’) 
2 49 ’ 
r(x, 0) = P(X), S(x, 0) = 2(x). 
If this system is solved for h = 0, then r(x, T), S(x, T) are U*(p, 21). This 
assertion is what (8.3) says in the present simple case. 
If this system is solved for h # 0, then y = &@)l* is a solution of 
Schrodinger’s equation ([I, (6.211 except that in the present paper we have 
changed the sign of A). In fact, if you add h/2ri times the first equation to 
the second equation, and multiply the result by v, you will obtain 
Schriidinger’s equation. 
The correspondence principle is therefore reduced to a proposition about 
continuous dependence of solutions of differential equations containing a 
parameter, on that parameter. One has now to decide on a measure of con- 
vergence in @, , and then make such hypothesis about A, p, and .Z to ensure 
this type of convergence, as h + 0. In the absence of any convenient reference, 
we leave all this to the reader. 
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