Fingerprinting-based positioning, one of the promising indoor positioning solutions, has been broadly explored owing to the pervasiveness of sensor-rich mobile devices, the prosperity of opportunistically measurable location-relevant signals and the progress of data-driven algorithms. One critical challenge is to control and improve the quality of the reference fingerprint map (RFM), whichis built at the offline stage and applied for online positioning. The key concept concerning the quality control of the RFM is updating the RFM according to the newly measured data. Though varies methods have been proposed for adapting the RFM, they approach the problem by introducing extra-positioning schemes (e.g. PDR or UGV) and directly adjust the RFM without distinguishing whether critical changes have occurred. This paper aims at proposing an extra-positioning-free solution by making full use of the redundancy of measurable features. Loosely inspired by random sampling consensus (RANSAC), arbitrarily sampled subset of features from the online measurement are used for generating multi-resamples, which are used for estimating the intermediate locations. In the way of resampling, it can mitigate the impact of thechanged features on positioning and enables to retrieve accurate location estimation. The users location is robustly computed by identifying the candidate locations from these intermediate ones using modified Jaccard index (MJI) and the feature-wise change belief is calculated according to the world model of the RFM and the estimated variability of features. In order to validate our proposed approach, two levels of experimental analysis have been carried out. On the simulated dataset, the average change detection accuracy is about 90%. Meanwhile, the improvement of positioning accuracy within 2 m is about 20% by dropping out the features that are detected as changed when performing positioning comparing to that of using all measured features for location estimation. On the long-term collected dataset, the average change detection accuracy is about 85%.
Introduction
Emerging from about two decades ago, indoor object/pedestrian tracking systems have been attracting the attention from both academia and industry. Especially in the community of academia, the researchers have endeavored for designing the indoor positioning system which is capable of yielding accurate localization services with low cost. Tens of different signal sources, such as ultrasound (e.g. Active Bat (Addlesee 1 et al., 2001) , Dolphin (Minami et al., 2004) , or Cricket (Kolodziej and Hjelm, 2006) ), infrared (Active Badge (Want et al., 1992) , ), RF signals (e.g. RFID Hightower et al. (2000) ; Xu et al. (2017) , UWB (Alarifi et al., 2016) , WLAN (Padmanabhan et al., 2000; Youssef and Agrawala, 2008; , BLE (Zhuang et al., 2016) , FM (Cong et al., 2018) , cellular networks (Schloemann et al., 2016) ), machine visions (Guan et al., 2016) , magnetic field (He and Shin, 2018) , inertial sensors (Elloumi et al., 2016) and visible light (Vadeny et al., 2016) have been explored and exploited to infer the position based on range, angular or feature-based positioning approaches (Mautz, 2012) . These investigated systems can role as the replacement/supplement of GNSS when navigating in indoor environments. Though they can provide positioning services at varies accuracy, range and cost, the promising indoor positioning solution for pedestrians must require low cost (e.g. the infrastructure or deployment burden), fairly good accuracy, and large range (or good scalability). Recent research trend reveals one type of favorable indoor positioning system, which is feature-based (i.e. fingerprinting-based) indoor positioning system (FIPS) owing to the popularity of mobile devices with abundant built-in and off-the-shelf sensors (e.g. IMUs or WiFi/BLE module), the development of data processing and interpretation (e.g. crowd sourcing and machine learning), and the availability of opportunistically measurable location-relevant signals ; Pei et al. (2016) .
The challenges of establishing such an FIPS also originate in the prevalence of varies sensed data from heterogeneous devices and from diverse opportunistic signals. An FIPS consists of two phases: offline referencing phase and online positioning phase. At the referencing phase, the core work is to construct the world model for representing the relationship between the measurable features and the corresponding locations. It is used as the reference fingerprint map (RFM) (a more general terminology than radio map) for online positioning, which matches the current measured features to the RFM for inferring users' position. The labor cost of RFM collection, the computation cost of positioning and the availability of positioning approaches are no longer the main bottlenecks which restrict the applications of FIPSs benefiting from the crowdsourcing way of collecting the RFM, the power of computational resource on mobile devices and the comprehensiveness of data-driven algorithms ; Pei et al. (2016) . One critical challenge is to improve the quality of the RFM, including i) fusing the RFM contributed by multi-users/devices (Pei et al., 2016) , and ii) keeping the RFM up-to-date (Peng et al., 2018) , in order to guarantee the positioning performance in the long-term.
In this paper, we focus on maintaining the RFM and divide the RFM maintenance task into two parts: i) detecting the changes occurred in the online measured features comparing to an available RFM; and ii) incrementally adapting the RFM according to the detected changes and update criteria. Our way of treating the RFM maintenance differs from the previous publications (see Section 2, TABLE 1). Most of them have purely addressed the latter, i.e. adapting the RFM via some regression or interpolation approaches (e.g. Kriging or Gaussian process regression (GPR)) using repetitively newly collected or crowd-sourced data without taking how the newly measured features differ from those of in the available RFM into account. In this way, the quality of the updated RFM cannot be ensured. In addition, most of their proposals depend on the extra indoor positioning technique for collecting the data used for updating the RFM. From this perspective, we recognize the dilemma that i) introducing extra hardware for positioning is contradict to the low-cost characteristic of FIPSs; and ii) existing of other indoor localization techniques makes the FIPS looking redundant though one tendency in the development of indoor positioning systems is to combine several positioning technologies in order to provide sufficient localization performance. Therefore, we explore the solution for achieving the RFM maintenance without the supervision of extra position information. I.e. we aim at proposing an unsupervised, more precisely a self-supervised approach.
Our extra-positioning-free solution includes two assumptions: i) the opportunistically measurable features are redundant; and ii) the critical changes have occurred to the minority part of all measurable features. The former assumption means that more than one combination of the features can achieve accurate positioning. The latter ensures that the estimated position is moderately good in case that the features have been partially changed. It is the base for detecting the changes by comparing the measured features to what represented by the world model of the RFM. This idea is similar to what is defined as novelty detection (Pimentel et al., 2014) , which is for recognizing that the difference between the real-time measured data and the data during training. Our proposal targets for feature-wisely detecting the changes and for recovering positioning performance. We thus can provide accurate positioning to the user when changes have been occurred and extract the change status of each feature, which can be used for cumulatively and tactically updating the RFM.
Our proposal is loosely inspired by random sampling consensus (RANSAC) (Choi et al., 1997) . It starts with constructing sampled measurements by arbitrarily sampling a subset of the features from the online measured ones. These estimated intermediate locations are obtained by matching these sampled observations to the RFM. Owing to the assumptions. we expect that the resample consisting of the subset of unchanged features can be located close to the ground truth of the user (though unknown) via a suitable fingerprint matching approach. We then use the similarity metric, modified Jaccard index (MJI), for identifying the most probable candidate locations which are closest to the ground truth. In this way we thus can achieve good positioning accuracy. Meanwhile, the change belief of each feature is approximated by modeling the variability of features and by comparing to the online measurements with the expected one that is retrieved from the world model of the RFM at the estimated location. These detected change status of features can be used for accumulatively and tactically updating the RFM and for refining the online positioning. On the simulated dataset, we can detect different simulated changes and the average value of area under the receiver operating characteristic (ROC) curve (AUC) is about 0.9, i.e. the achievable change detection accuracy is about 90%. Meanwhile, the positioning accuracy can be improved by dropping out features that are detected as change when performing the fingerprint matching with the RFM. The improvement of positioning accuracy within 2 m and 4 m are up about 20% and 10% comparing to that of matching the full measurement to the RFM. Regarding the long-term dataset (Mendoza-Silva et al., 2018a), we use it for validating the generalization capability of our approach. Though there are no apparent dependences between the change detection performance and spatial and temporal variations on the long-term dataset, we have found out that our approach is capable of detecting the changes over time and the average AUC value is about 85%.
The remaining of the paper is organized as follows: Section 2 describes the related progress of the development of FIPSs, especially focusing on RFM maintenance. The fundamentals and detailed analysis of the proposed feature-wise change detection and robust positioning are presented in Section 3 and Section 4, respectively. The configuration of experimental analysis and results are given in Section 5.
2 Related work
In this section, we describe the progress of FIPSs, including positioning technologies and approaches, RFM creation/generation, and RFM maintenance. Regarding the first two topics, we refer the readers to several reviews and publications, which have comprehensively discussed them. Mautz has talked about indoor positioning technologies in (Mautz, 2012) and more recent discussions about them can be found in Brena et al., 2017) . In (Retscher and Joksch, 2016; Torres-Sospedra et al., 2015; Minaev et al., 2017) the authors have given a comprehensive comparison of different feature-based indoor positioning algorithms using varies similarity/dissimilarity metrics. A relative complete review of the methods for RFM creation/generation can be found in e.g. Zhou and Wieser, 2019) . We exclusively focus on the current advancement of RFM maintenance in this section.
We start the review of the RFM maintenance work with clarifying the terminology. The most publications regarding this topic were published in past four years but several keywords are used: maintenance, adaptation, update, and renovation. The first three words are more frequently used than renovation and have been utilized exchangeable in the publications.
Taniuchi and Maekawa proposed a method for automatically update the RFM based on pedestrian dead reckoning (PDR) using the IMUs' data from the mobile devices (Taniuchi and Maekawa, 2015) . In their proposal, it contains the change detection step for determining when the feature value have been critically changes in a sequence of measurements using Bayesian information criterion (BIC). Tang et al. introduced a fast fingerprint collection platform using unmanned ground vehicles (UGVs) with LiDAR and other sensors with simultaneous localization and mapping (SLAM) (Tang et al., 2015) . Both of them have not considered the maintenance scheme and replace the available RFM with the newly measured one. In (He et al., 2017) the authors have come up with a system for detecting the altered signals based on affinity propagation clustering (APC) algorithm and for updating the altered features with new values using GPR. The Log-distance path loss model (LDPLM) was employed for estimating the parameters of the Gaussian process when applying GPR.
In 2018, varies RFM update schemes have been introduced. In (Jung and Han, 2018), it has described a method based on the evolutionary algorithm for updating the available RFM using the crowd-sourced data which has no ground truth. The updating process relies on LDPLM and the parameters of the RF propagation model are estimated using the unlabeled data and their positions which are obtained using the available RFM. Sun et al. has proposed the RFM update using crowd-sourced data but the updating process is realized Voronoi-wisely using neural network-based regression (Sun et al., 2018) . In (Mendoza-Silva et al., 2018b) and (Montoliu et al., 2018) , the authors have approached the RFM update task from other aspects. They focus on minimizing the workload of re-collecting the data for the update by optimally selecting the locations where the data collection should be performed using the evolutionary algorithm and on mitigating the influence of missing features based on imputation schemes. Kernelized support vector regression (SVR) has been applied for adapting the newly measured features to the available RFM. The work extended from (Tang et al., 2015) , Peng et al. has applied Kriging approach for updating the RFM by interpolating over the UGV measured data (Peng et al., 2018) . All above works have not discussed the detecting the changes that might have occurred. They directly update the RFM using a selected regression approach using the newly collected data.
One obvious tendency of RFM update is the utilization of the PDR (Wu et al., 2018; Yang et al., 2018; Tao and Zhao, 2018; Zou et al., 2017) . Based on the measurements gained together with PDR, different approaches (e.g. partial least square regression (PLSR) (Wu et al., 2018) , GPR with extended Kalman filter (EKF) , fireworks algorithm (Tao and Zhao, 2018) , or polynomial surface fitting mean (PSFM) method (Zou et al., 2017) ) have been used for adapting the RFM.
To sum-up, our extra-positioning-free solution for achieving robust positioning and feature-wise change detecting approaches the RFM update problem in a different perspective comparing to previous work. In this way, we can reduce the mutual dependence between varies sensing and positioning techniques and accomplish the RFM task in the self-supervised way.
Fundamental statement
We first describe the usage of notations in this paper then briefly discuss the proposed robust positioning and change detection pipeline.
Notation
• A normal letter (e.g. a or M) denotes a scalar.
• A blackboard bold letter (e.g. g or O) denotes a set.
• Bold lowercase (e.g. l) denotes a vector.
• A calligraphic letter (e.g. f or F ) denotes a functional mapping.
• The superscript of a symbol is used for identifying different meaning a symbol.
• The subscript of a symbol denotes the indexing variable.
An overview of the proposal
Herein we formulate the symbols from the perspective of the measured features. Each measured feature is uniquely identifiable and has a measured value, e.g. an access point (AP) can be identified by the media access control (MAC) and has a received signal strength (RSS). It is thus formulated as a pair of attribute a and value v, i.e. (a, v). 
where A is the complete set of the identifiers of all available features and N u
The positioning process consists of inferring the estimated user locationl u
as a function of the fingerprint and the RFM, where f is a suitable mapping algorithm from fingerprint to location, i.e. f : O u i →l u i . The RFM F represents the relationship between the location l and the fingerprint O, i.e. F : l → O|l ∈ G throughout the RoI G. In reality, a discrete RFM F := {(l j ,Õ j )|l j ∈ G, j ∈ {1, 2, · · · , |F|}} (whereÕ j = F (l j )) is collected at different locations within the RoI G. . These temporally estimated locationsL res are treated as alternatives for refining the position estimation. We then retrieve the candidate locations from these alternatives by comparing the expected observations inferred from the world model of the RFM and the one measured by the user. The retrieving scheme is designed in a way such that it takes the ones closest to the ground truth (though unknown during online positioning phase) as the candidates and they are used for computingl u i . Oncel u i is estimated, the change status of the measurable features are flagged through the change belief approximation. Our scheme consists of four steps ( Fig.1) : resampling, fingerprint matching, candidate identifying and change approximating and they are discussed in the following sections. For the resampling and fingerprint matching, we provide further remarks on them for clarifying our contributions and the differences comparing to the typical way of carrying out these two steps. Regarding the candidate position identification and change belief approximation, we formally formulate them out mathematically for mitigating the background gap and for backing our arguments.
Resampling trick
Comparing to the resampling tricks used in indoor positioning for assessing the positioning uncertainty and for comparing positioning algorithms (Figuera et al., 2009) , among which the sampling is carried out measurement-wise over the RFM, our resampling trick is carried in the feature space of the online measurement instead of performing resampling measurement-wisely over the RFM. The reason why we carry out the resampling in the feature space is two-fold: i) it makes full use of the redundancy of opportunistically observable location-relevant signals; and ii) it forms examples consisting of merely or predominantly the stable features of the online measurement. This supports that using the subset of the measured features can reach the sufficient position accuracy in case that the sampled observation consists of the stable features. In addition, using a subset of the measured features contributes to the dispersiveness (i.e. variance) of the estimated positions. To a certain level of variance it is benefit for achieving the robust positioning. Because the variance makes the positioning process possible to locate close to the ground truth location (though unknown at the online positioning phase). The dispersiveness of the locations estimated using these resamples are influenced by the sampling ratio α res (see examples in Fig.3 ). We present the quantitative metric for describing the dispersiveness and present our way of identifying the proper sampling ratio in the next subsection.
Fingerprint matching in the subspace
Fingerprint matching is the key to estimating the position, which can be accomplished by varies machine learning algorithms (e.g. kNN, SVR, decision trees and random forest, neural networks) (Padmanabhan et al., 2000; Zhou and Gu, 2017; . We consider the fingerprint matching from the perspective of how to handle the case that the variant number of measurable features are sampled in the resampling step. We regard this problem in two cases: i) vector-based or ii) non-vector-based fingerprint matching.
The former case, the widely used one, requires to handle the variant measurable features problem specifically. Because machine learning algorithms used for positioning take vectorized features (i.e. the measured features are represented as a vector) as input. In (He et al., , 2017 , He et al. applied similar random sampling scheme in the feature space for detecting alterations, however, they carried out the fingerprint matching by filling in a missing value indicator to those unsampled features. This way can solve the varying dimension problem after sampling, but it introduces the extra bias to the dissimilarity measure and reduces the informativeness and discriminativeness of the features (Murphy, 2012; Battaglia et al., 2018) . Our vector-based fingerprint matching for dealing with unsampled features is to omit those features from the RFM. I.e., we drop out the corresponding unsampled features from the RFM. This dropout idea, broadly used in training over-parameterized model (e.g. deep neural networks) (Gal and Ghahramani, 2016) , is motivated by the essential idea of change detection because those unsampled features are assumed as the features in which changes have occurred. Therefore, we should not take them into account when matching the fingerprint with the RFM.
For the latter case of non-vector-based fingerprint matching, it has been firstly discussed in (Zhou and Wieser, 2018) and is named compound dissimilarity measure (CDM), which requires no specific treatment for dealing with the varying number of measurable features. We take CDM as a variant to the typical feature-based positioning method (e.g. kNN). In Fig.2 , we compare the positioning performance of kNN and kNN with CDMwhen a subset of measurable features is missing. Though both of them are negatively affected by the missing features, the degrading of positioning performance of kNN with CDM is much less than that of kNN. This missing feature situation is equivalent of sampling a subset of features in the previous step. In order to avoid over-complicating the experimental analysis, we select kNN with CDM as the representative positioning approach.
The output of the fingerprint matching is the estimated location of the given positioning approach, i.e.l res j = f (O res j ), j ∈ {1, 2, · · · , N res }. The distribution of N res estimated locations of a given measurement O u i varies w.r.t. the different sampling ratio α res as shown in Fig.3 . In order to find an optimal range of the sampling ratio, we propose two metrics for quantifying and balancing the dispersiveness and the bias of the estimated locations. cations. It is calculated by the eigen-decomposition of the empirical variancecovariance matrix of those estimated locations.
• Bias: defined as the minimum value among the error distances between these estimated locations and the ground truth location.
(a) 5% (b) 35% (c) 65% Figure 3 : An example of the dispersiveness of the locations estimated by kNN with CDM using the sampled observations. The sampling ratio is 5%, 35% and 65%, respectively. The tiny blue dots denote the reference points of the interpolated RFM. The black hexagon denotes the ground truth location. The red squares denote the estimated locations.
The intuition of introducing the above two metrics is motivated by the definiteness of the fingerprinting-based positioning and the variability of the discriminativeness of the sampled observation. As increasing percentage of features is sampled for positioning, the estimated locations assemble together. I.e. the dispersiveness reduces as the increasing of the sampling ratio. However, the bias depends on the discriminativeness of the sampled features. In case that too few relevant features or too many bad features (i.e. the ones that have been changed) are sampled, it likely yields large bias. We thus suppose that the curve of bias w.r.t. the sampling ratio is close to the U-shape. By performing the experimental analysis, we could discover a suitable range of the sampling ratio that balances the dispersiveness and bias (see Section 5.2).
Candidate position identification
The goal of this step is to retrieve the locations that closest to the ground truth (though unknown) from those N res locations estimated using the sampled observations. We thus can recover good positioning accuracy in case that partial of the measured features has changed. The first trial is to count the number features whose residual δ i j is smaller than a given threshold λ res by comparing the user's measurement O u i with the expected measurementÕ res j (whereÕ res j := F (l res j )) at locationl res j . δ i j is represented as vector containing |O u i | values and is calculated:
Herein we assume that the world model of the RFM is continuously and smoothly representable. I.e., the expect values of all measurable features contained in O u i at the estimated locations can be obtained. From the computing procedure, we can qualitatively identify three main sources of the residuals: value changes of the measured features, deviations caused by the difference between the estimated locations and the ground truth, and the modeling error of the RFM. We assume that the value changes of the feature dominate among the residuals.
The indicating value S res : |O u i | → is then defined as the number of features whose residuals are no larger than the given threshold λ res :
where I (·) yields 1 if the condition is satisfied otherwise yields 0. Among N res sampled observations of O u i , the one achieves the maximum indicating value is identified as the candidate positionl u i . Fig.4 gives the example of impact of threshold value λ res on regaining the candidate location. From this initial result, we find out that the candidate position identification is highly sensitive to the threshold though the retrieved candidate locations are quit close to each other in the given example. In this situation, it is difficult to find a threshold that is suitable for different observations with varies changes and sampling ratio. One extra information that unused in the thresholding way of identifying the candidate location is similarity/dissimilarity measure between O u i andÕ res j . Because the location is estimated using a subset of the measured features, the similarity between two full measurements, i.e. O u i andÕ res j , should be high if the estimated location is closed to the ground truth location. We thus use a threshold-free way for candidate position identification according the value of modified Jaccard index (MJI) (Zhou and Wieser, 2019) . It is capable of measuring the similarity according to measurability of the features. The MJI value S MJI : O×O → : res j ) as S MJI i j . We compute the MJI value of each pair of them and select the candidate position corresponding to the one whose MJI is high. Motivated by the distribution of the estimated locations as shown in Fig.3 and Fig.4 , we adaptively select the number of candidate position according to the ranking of MJI values w.r.t. samples (see Fig.5 ) because there might have multi-candidates which locate close to the ground truth location. This adaptively number k MJI is determined by bounding the decrement of the MJI:
where λ MJI is the decremental factor that controls the selected number of candidate positions. It should be close to one, i.e. only the ones whose MJIvalue are very close the maximum value are chosen as candidates. Among these k MJI selected candidate positions, we estimate the user's locationl u i by weighting them according to their MJI values. 
Change belief approximation
Once the users' positionl u i is estimated, we flag whether one measured feature has changed according to the absolute residuals between the expected measurementÕ u i := F (l u i ) atl u i and the one measured by the user. We assume that the variability of the feature value is known or can be estimated (see Fig.11 ), i.e. given a measured value v of the feature a, the standard deviation (STD) σ of it equals to g (v). We use a normal distribution centered at a the measured/expected feature value and with the estimated STD for approximating the distribution of the feature value (see Fig.6 ). Though a more sophisticated assumption of the distribution might be more suitable, especially when using the RSS as the feature (e.g. Rayleigh distribution), it is difficult to decide which kind of distribution when few measurement is available. For k th feature a ik ∈ A i (where A i = A u i ∪Ã u i ) , its corresponding measured value a u ik and the expected oneã u ik are Gaussian distributed:
In case that we have multi-observations at one location, z-test is applicable for identifying the change status (Scott, 2015) . However, we are focusing on one observationbased change detection, we compute the intersection points v 1 , v 2 between two approximated distributions by solving the quadratic equation. The change beliefĉ u ik of k th feature is computed:
These detected statuses of feature can be employed in two ways: i) cumulated in the background for RFM update, and ii) actively used online. The former is for achieving the RFM update based on the collected feature change information from mutli-users/devices over a period. Features frequently reported as changed over the period would be updated with newly measured values according to the world model of the RFM or perform a on-site data collection covering the part of RoI where the changed features has been measured. It thus can reduce the time and labor cost of keeping the RFM up-to-date because the update of the RFM is only carried out for the specific region and features. The latter helps to carry out the fingerprinting matching more specifically, i.e. only using those unchanged features or removing the changed features for positioning during the later positioning process. Regarding the RFM update procedure, it is an inverse process of positioning, i.e. estimating the measurements at a given location with the combination of newly measured ones. Approaches used for RFM update have been widely studied, specifically e.g. Kriging (Peng et al., 2018; Jan et al., 2015) , SVR (Montoliu et al., 2018; Mendoza-Silva et al., 2018b) , GPR (Atia et al., 2013; Zou et al., 2017; He et al., 2017; Tao and Zhao, 2018) , PLSR (Wu et al., 2018) or neural network-based regression (Sun et al., 2018) . In this paper, we focus on the change detection for controlling the quality of the adapted RFM and accelerating the RFM update process.
Summary of the parameters
We summarize its parameters of each step included in our proposed approach for achieving joint robust positioning and feature-wise change detection as follows:
• Resampling trick: the number of samples N res , and the sampling ratio α res ;
• Fingerprint matching: the nested of parameters of feature-based positioning methods (e.g. nearest neighbors of kNN or probability functions of MAP), and nested parameters of the world model of the RFM;
• Candidate position identification: the decremental factor λ MJI for adaptively determining the number of candidate positions.
We experimentally and empirically determine the value of parameters for the analysis. The work for searching the optimal values (e.g. using grid search (Murphy, 2012) , or Bayesian optimization (Snoek et al., 2012) ) of the parameters is left for future.
Experimental results and discussion
In this section, we first describe the settings of the experiments including the algorithms for modeling the RFM and for estimating the position, the datasets for validation, and metrics for evaluating the performance. Primary results regarding the influences of the sampling ratio on distribution the estimated locations are discussed in the following subsection. We then present the results of change detection and positioning on the simulated dataset. In the last subsection, we validate the generalization performance of our proposed approach using the long-term collected dataset Mendoza-Silva et al. As shown in the flowchart of the proposed approach (Fig.1) , our proposal relies on the feature-based positioning method and the world model of the RFM. We employ kernel smoothing (KS) as the continuous representation of the RFM, and kNN and its variant for feature-based positioning without weakening the generosity. For further details about the world models of RFM and feature-based positioning can be found e.g. in Zhou and Wieser, 2019) and (Xia et al., 2017) , respectively.
• KS is applied as the function for mapping a given location l to the measurement O, which is formulated as a kernelized regression problem. It can filter out the noise in the raw measurements and smoothing them ( Fig.7a and Fig.7d ). However, a trade-off has to be found for balancing the discontinuity and smoothness of the spatial distribution of the values of features Bong and Kim (2012) . Because the discontinuity is part of the inherent characteristics of the RFM, which is contributed from the indoor environments. The length scale λ LS of the spatial kernel is used for harmonizing these two aspects. In addition, we use the variant version of KS for reducing the computational complexity by introducing a parameter named querying radius r KS := λ KS · λ LS (λ KS > 1 is the scale factor). A brief introduction to KS and its variant are given in Appendix A and Appendix B. We have analyzed the impact of KS querying radius on the KS quality and the computational complexity in the appendix. Herein we fixed the length scale λ LS = 1.0 and the scale factor λ KS = 5 for the experimental analysis.
• We use kNN and its variant for feature-based positioning. The variant is for adaptively handling the varying measurability of features by using a non-vectorbased dissimilarity measure: compound dissimilarity measure (CDM) Zhou and Wieser (2018) . CDM can be used to measure the dissimilarity between two measurements without priorly knowing the total number of measurable features within the RoI, i.e. it does not have to format all the measurement into vectors or a matrix. We focus on analyzing the results of kNN with CDM. Two relevant parameters: i) the number of nearest neighbor k and ii) regularization factor λ CDM of CDM, are taken into account. In Zhou and Wieser (2018) , the detailed analysis of CDM and its applications to feature-based positioning are given. Following from Zhou and Wieser (2018) , we set the parameters, i.e. k and λ CDM of kNN with CDM to 3 and 3.0, respectively.
Raw datasets
Two datasets are used for experimental analysis in this paper ( (2019) and RSS from all opportunistically measurable WLAN APs were recorded as the features. However, HIL-R2 was collected three and half months later than HIL-R1. Because these two datasets were collected independently, the APs were neither registered in the same sequence nor merged. The summarized characteristics of the raw datasets are given in TABLE 2.
Preprocessing of the raw measurements
We perform the preprocessing to the raw measurements for i) denoising and interpolating the RFM; and ii) generating/simulating the dataset without changes. Both of them are achieved by KS. The former is applied to the training samples of both datasets 3 . As shown in Fig.7 , KS is capable of filtering out the noise from the raw measurements. We generate the RFM by interpolating a discrete grid size of 0.5-by-0.5 m 2 over the RoI based in the raw measurements. The latter is only applied to dataset HIL-R1, which is used for generating the validation dataset for change detection evaluation. In order to generate it, we need a dataset which does not contain any changes. It is difficult to ensure this in reality when performing the data collection. The compromise that we made is smoothing the validation data using KS according to the training data. In this way, we at least ensure that the pattern of the smoothed validation data is the same as the training data. We thus can assume that no changes has occurred in the smoothed validation dataset.
Generation of the data for performance evaluation
Using the smoothed validation dataset from HIL-R1, we generate the data used for evaluating the performance of change detection. In order to cover varying types of possible changes might happen to the measurements, we simulate the changes covering three ranges: i) the percentage of the measurable APs is set to be missed and is from 0 to 50% in the interval of 10%; ii) the percentage of the values of the measurable APs is shifted and is from 0% to 50% in the interval of 10%; and iii) the shift value of the randomly selected visible APs is in the range of -15 dBm to -5 dBm and 5 dBm to 15 dBm in the interval of 5 dBm. But we ensure that the sum of missing ratio and shift ratio is no larger than 50%, i.e. the changed features are not dominated. We denote each combination of the simulated changes as a tuple containing three values (e.g. (20%, 10%, -10 dBm)) for denoting the missing ratio, shift ratio, and shift value, respectively. Given a combination of the simulated changes, we arbitrarily introduce the corresponding changes to each sample stored in smoothed validated data of HIL-R1.
The usage of dataset HIL-R2
Dataset HIL-R2 was collected in the same RoI as HIL-R1, and it can be used as the new RFM for feature-based positioning. We use it for two purposes:
• Positioning performance evaluation: we estimate the locations of HIL-R2 and compare the performance with our proposed robust positioning scheme.
• Change detection evaluation: Though the changes that occurred in the HIL-R2 are unknown, but we expect that the positioning performance can be improved by using only the features detected as unchanged.
The metrics for performance evaluation
In order to evaluate the performance of the proposal, we use two types metrics, which are widely applied in positioning and change detection (i.e. classification), respectively:
• Positioning performance: Empirical cumulative distribution function (ECDF) w.r.t. error distances between the estimated locations and the ground truth is employed herein. In order to mitigate the influence of the change belief threshold on detecting the changes, we use the area under the receiver operating characteristic (ROC) curve (AUC in short) for representing the achievable performance of change detection (Murphy, 2012) . The ROC curve is obtained by computing each pair of TPR and TNR w.r.t. varying values of the change belief threshold in the range of ∈ [0, 1]. The curve is plotted in the way of TNR versus TPR (see Fig.12a ).
The implementation
All related algorithms are implemented in Python. Specifically, we implement joint robust positioning and feature-wise change detection based on scikit-learn, a Python package for machine learningPedregosa et al. (2011) . The computational complexity evaluation (i.e. the processing time) is obtained using the time package 4 on a Windows 64-bit PC with the configuration of 32G RAM and Xeon CPU (12 cores, 3.5GHz).
The influence of sampling trick on dispersiveness and bias
Two parameters, sampling ratio α res and number of resamples N res , are introduced into the sampling step. We fix the value of N res to 200 and focus on carrying out a throughout analysis of the influence of α res on the dispersiveness and bias. For each example in the validation dataset, we sample 200 resamples in which each of them consists of a subset of arbitrarily selected measured features. The sampling ratio is from 5% to 95% in the interval of 5%. In order to ensure that the sampled observation can be treated as a reasonable one, we sample at least three measured features if the given percentage of them is less than three. We compute the dispersiveness and bias as defined in Section 4.2 based on 200 locations estimated using the resamples. In Fig.8 shows the mean of the normalized dispersiveness and bias w.r.t. the sampling ratio. As the increasing of the sampling ratio, the dispersiveness reduces monotonically but the bias is obvious in the U-shape. We thus can find a proper range of sampling ratio such that it achieves small bias but keeps relative high dispersiveness. It means that there would be locations which are close to the ground truth location owing to the low bias and the chance to locate close to the ground truth is high because of the relative high dispersiveness. Intuitively, it is not reasonable that the value of dispersiveness is too high because it requires the higher number of resamples to ensure that at least one of the estimated position located closed enough to the ground truth. We also analyze the range of sampling ratio, which defined as similar to bandwidth, an established terminology in the signal processing field. The 3 dB bandwidth of the sampling ratio regarding the bias is defined as the sampling ratio interval [α L , α R ] at which the bias is higher than √ 2-times of the minimum bias (Oppenheim et al., 1996) . The sampling ratio that achieves the minimum bias is denoted as α M . According to the initial results, we find out that the values of α R are not informative because they are saturated to the maximum sampling ratio 95%. We thus focus on finding the lower bound of α L and the upper bound of α M , which are suitable for different types of simulated changes. We present the value of α L w.r.t. varies of simulated changes in Fig.9 (the 1st row) . Regarding different changes, the value of α L is from 25% to 55%. Combing with Fig.8 , the normalized dispersiveness is also relative high (close to 0.5) in the same range. As for α M , we can summarize from Fig.9 (the 2nd row) that its upper bound is up-to 75%. We choose three representative values of the sampling ratio, 45%, 55% and 65% from this range for the analysis in the following sections and leave the work for finding the optimal value of the sampling ratio and the number samples for future.
5.3
The performance of joint positioning and change detection 5.3.1 Recovering the positioning performance Fig.10 shows the ECDF w.r.t. the error distance for the simulated changes. The estimated location is computed by a weighted average of the candidate positions which are selected by ranking the values of MJI. We can conclude from the results that i) our proposed approach can recover and improve the positioning accuracy for against the changes. Comparing to kNN with CDM, the improvement of the positioning accuracy within 2 m and 4 m are up-to 17% and 11% , respectively; ii) the proposed method is not sensitive to the sampling ratio. The positioning performances of different values of sampling ratio are better than that of two baseline approaches (kNN and kNN with CDM). The variations of the positioning accuracy of different sampling ratio are small; and iii) the potential improvement of the proposed approach is high if a scheme can ideally retrieve the closest one as the estimated location from the selected candidate positions (blue curves in Fig.10) .
Identifying feature-wise changes
Before describing the change detection, we shortly present the way of empirically estimating the variability in case of using RSS as the feature value. In (Sen et al., 2013) , Sent et al. have argued that the variability of the RSS is positively correlated to the signal strength. Inspired by their primary result, we have carried an independent collection of RSS at varying locations throughout the RoI. The mobile device is statically put on a table at the height about 1 m and around 100 samples are collected at each location. The aim of performing this collection is to find the model between the deviation of the RSS and the measured value. We thus first analyze the distribution of the STD (Fig.11a ) and it shows that the values of STD are mostly lower than 2.0 dBm and distribute in a long tail pattern. This pattern of the distribution helps us to interpret the linearly fitted model for estimating te STD of a given measured value (Fig.11b ). The estimated model is slightly inclined and yields a slightly larger STD when giving a high value of RSS that of giving a lower RSS value. We use this fitted model as the empirical variability model of the feature value and construct the approximated Gaussian distribution used for change detection. Fig.12a illustrates the ROC curves for various values of the sampling ratio for all validation samples that contain the simulated changes (50%, 0, -15 dBm). It indicates is computed by assuming that the one closest to the ground truth among MJI-selected candidate positions is selected as the estimated location.
(a) Distribution of STD (b) Least square (LS) fitted model Figure 11 : The empirical estimated of the variability of the RSS that their change detection performances are comparable when the sampling ratio is set to 55% and 65%, respectively. In Fig.12b , it illustrates the TPR and FPR (i.e. 1 -TNR) curve w.r.t. different change belief threshold. The TPR remains high when increasing the change belief threshold but the reduction of FPR is slow. I.e. it has the higher chance that falsely identifying a stable feature as changed than that of incorrectly classifying a changed feature as stable if the change belief threshold is set close to 0.5. This tendency does not harm too much to the accumulative scheme of updating the RFM because the change status of the features is collected over a period and is reported by multi-users/devices. But it might have the negative impact on the online positioning phase in case of dropping out the features that detected as changed when carrying out fingerprint matching. One hypothesis for explaining this trend is that the change belief approximation assumption does not hold. It suggests that the variability of the RSS is underestimated. In addition, the tendency suggests that the change belief threshold should be set more close to 1 than to 0.5. We present the results for distinguishing different combinations of simulated changes in Fig.13 . On average, the AUC value is close to 0.9, i.e. the achievable change detection accuracy is about 90%. We can conclude from the results that: i) concerning the missing ratio or shift ratio, the AUC value reduces as the increasing of the miss- ing or shift ratio. The larger amount of changes occurred in the measurable features makes it more challenging to identify. This is related to the degrading of positioning performance when an increasing amount of changes has occurred (see Fig.2 ). In case that the deteriorating of the positioning performance is too much, the contribution of the deviation of feature values from the positioning error dominates among the residuals; ii) the value shift of the features has a higher impact on the change detection than that of missing features. The reduction of AUC value when increasing the shift ratio is larger than that of increasing the missing ratio. This is because of two factors: one is the dissimilarity measure. CDM is robust to missing features but ignores to alleviate the influence of value changes of the features. Another is that the missing features are easier to detect because those missed features would never be sampled and it is highly likely to yield large residual when comparing to the supposed values that retrieved from the RFM; iii) the mixed changes of missing features and the value shift have an inconsistent influence on the change detection. For a given missing ratio of features, the AUC value slightly improves as increasing the shift ratio; iv) referring to the impact of the shift ratio on the change detection, reducing the feature value makes the change more difficult to be detected than that of increasing the feature value. One explanation is that the reduction of the feature value has the possibility that makes the feature from measurable to be missed. I.e. it increases the missing ratio when reducing the feature value. However, the pattern of the impact of feature value shift is not coherent. The reduction of 10 dBm of the feature value has a higher impact than that of reducing the feature value about 15 dBm. Our hypothesis is that a smaller reduction of feature value is more difficult to detect because it results in a small value of RSS (but not missing) which mitigates the discriminativeness of corresponding features; and v) the sampling ratio has limited impact on the change detection, though the performance is slightly improved as the sampling ratio increase from 45% to 65%.
After identifying which subset of features has changed, we drop them out when performing the position estimation. Fig.14 compares the ECDF w.r.t. to the positioning error between the baselines and the one obtained without taking the changed features into account. The positioning accuracy within 2 m and 4 m are up-to 62% and 75%, which improves about 20% and over 10% comparing to that of kNN with CDM, respectively.
In addition, we also extend the experimental analysis to dataset HIL-R2. We set the values of parameters the same as used for dataset HIL-R1. For the generalization test, the sampling ratio is arbitrarily set to 45%. Fig.15 depicts the positioning performance using the ECDF w.r.t. the error distance. Without any fine-tuning of the parameters for HIL-R2, we can slightly improve the positioning performance. The positioning accuracy within 4 m increases by around 4%. We would expect that the positioning performance can be improved if the parameters were tuned for this dataset.
Generalization to long-term dataset
Mendoza-Silva has contributed a long-term collected WiFi fingerprinting dataset and it is a benchmark database for studying robust indoor positioning (Mendoza-Silva et al., 2018a) . We use this dataset for validating the generalization capability of our proposal. We first describe the analysis of the baseline positioning performance and the change status labeling, respectively. We then evaluate the change detection performance by comparing the detected feature status to that of labeled by location-wisely analyzing the variability of the feature values.
About the UJI long-term dataset
We briefly describe the dataset. More details can be found in (Mendoza-Silva et al., 2018a) . This dataset is collected in a library over a period of 15 months. Each round of the data collection, a surveyor uses the mobile device to measure the RSS from the measurable APs and collect 6/12 consecutive samples at each location facing to a given direction statically. In order to evaluate the generalization performance, we use the dataset in the following way:
• RoI: we evaluate the approach using the dataset that covers the 3rd floor without mitigating generosity;
• RFM: we use the data collected during the first month for finding the variability of the feature values and for building the world model of the RFM using KS.
Regarding the variability, we carry out the analysis as described in Section 5.3.2 and estimate the variability model used for change belief approximation. Using the raw measured data, we generate the interpolated (0.5-by-0.5 m 2 grid) and smoothed RFM by applying KS (λ LS = 2, λ KS = 2) (see Fig.16a and Fig.16b );
• Missing indicator value: In the original dataset, the missed features are indicated using 100. We replace it with -110 dBm when performing positioning (see Fig.16c ).
• The settings of parameters: For the values of other parameters, we fixed them the same as used in the previous subsection.
Labeling the change status
Though we do not the ground truth of the status of the features we can approximately label the status by making full use of consecutively measured examples in the short time (e.g. within one minute) at each location. We analyze the short time variability of the features using the available measurements at each location during the time block around one minute. At a fixed location, the consecutively collected values v i of feature a of time block i is used to estimated the meanμ i and deviationσ i . In order to alleviate 21 the impact of the noise in the raw measurement (see Fig.17a and Fig.17b ), we estimated them using:μ
where MAD(·) is an operator for computing the median absolute deviation (MAD). We label the change status of each feature at two levels:
• Within-time block: Any feature value deviates more than three times for the estimated standard deviation in a given time block is labeled as changed.
• Inter-time block: Any feature value between time block i and j at the fixed location for a given feature that satisfies:
is labeled as changed.
The inter-time block status of the feature is computed by comparing to the first one (see Fig.17e and Fig.17f ). Those labeled statuses are used as the ground truth for evaluating the change detection approach.
Change detection result
We apply our proposed feature-wise change detection and robust positioning approach to the long-term data and obtain a sequence of detected status of each feature locationwisely. Fig.17g and Fig.17h show two examples of the estimated change belief at the fixed location. The variability of the RSS values of AP 1 suggests that directly adapting the RFM with newly measured data without priorly determination is not benefit for keeping it up-to-date. Because the variations of the RSS are big contributed from varies sources (e.g. device heterogeneity or collecting orientation) which are not essential motivations for updating the RFM. Our estimation of the feature status is close to those labeled status by computing the AUC values. For AP 1 and AP 2, the AUC is 0.88 and 0.92, respectively. In addition, we found out that the estimated change belief is robust to the non-essential variations of the feature values: i) in case that AP 1 is labeled as changed from time block 5 to 7 because the under-estimation of the variations, our approach is not strongly affected by them; and ii) our approach is capable of recognizing the changes in case that AP 8 is mislabeled as stable from time block 15 to 16 due the over-estimation of the variation. Furthermore, we illustrate the change detection performance at different locations for all features using AUC values in Fig.18 . From the results, we can conclude that: i) the change detection performance varies over space and there is no clear dependence between the AUC value and location; and ii) the change detection performance varies over time. There is no obvious pattern of the temporal dependence though the average AUC at time block 23 is much higher than that of other five time blocks. According to (Mendoza-Silva et al., 2018a) , there is an upgrade of WLAN around time block 21, which causes large changes of features. Though the long-term collected dataset is not ideal for validating the proposed method because the pattern of the changes is unknown and is not abundant (mostly from missing to measurable or vice versa), it demonstrates the change distinguish capability of our approach.
This paper concentrates on improving the quality of the reference fingerprint map (RFM) for feature-based positioning by using random sampling consensus (RANSAC)like approach to jointly detect the feature-wise changes and estimate the position. The detected status of the features can be exploited for accumulatively and tactically update the RFM, e.g. only adapting the part of RFM where accumulatively reported changes have occurred. The proposed method is self-supervised, i.e. it does not require extra positioning system for providing the (approximate) ground truth location. Our extra-positioning-free solution is achieved by making full use of the redundancy of the opportunistically measurable location-relevant signal. Arbitrarily sampled features from the online measurement are used for estimating intermediate locations.
The candidate locations that are closest to the ground truth one (though unknown at online positioning stage) are identified by using a threshold-free indicator value, modified Jaccard index (MJI) via comparing the online measurement to that of the expected measurement at the intermediate locations which is retrieved from the world model of the RFM. In this way, a robust estimation of user's location can be calculated using these candidate locations and the feature-wise change status is able to be approximated using the estimated variability of features and the world model of the RFM. In order to validate our proposal, we have carried out two experimental analysis on i) simulated changes and ii) long-term collected dataset (Mendoza-Silva et al., 2018a). On the simulated dataset, we can identify different simulated changes and the average value of the area under the receiver operating characteristic (ROC) curve (AUC) is about 0.9, i.e. the achievable change detection accuracy is about 90%. Meanwhile, the positioning accuracy can be enhanced by dropping out features that are detected as change when performing the fingerprint matching with the RFM. The improvement of positioning accuracy within 2 m and 4 m are up about 20% and 10% comparing to that of matching the full measurement to the RFM. Regarding the long-term dataset, we use it for validating the generalization capability of our approach. Though there are no apparent dependences between the change detection performance and spatial and temporal variations on the long-term dataset, we have found out that our approach can detect the changes over time and the average AUC value is about 85%. For future work, we would like to apply our approach to monitoring and detecting the feature changes in the real fingerprinting-based indoor positioning system (FIPS) and use those cumulated detected change information for updating the RFM. A The world model of RFM -kernel smoothing (KS) and its variant Herein we apply KS, i.e. kernel regression as the representation of the world model F . Firstly we briefly describe the KS and then introduce a variant version of it for reducing the computational complexity.
A.1 Fundamentals of KS
KS can be formulated as an optimization problem in reproducing kernel Hilbert space (RKHS) H K :
where d is a dissimilarity metric, i.e. d : O × O → and σ 2 is the regularization parameter. The solution of the above problem (treated as the world model of the RFM) is:
where I |F| is the identity matrix of size |F|, o ∈ |F| (o i = O i , i ∈ {1, 2, · · · , |F|}) and z l ∈ |F| is a column vector:
where K (·, ·) is the kernel function. G is Gram-matrix of a given kernel K (·, ·). More details about KS can be found, e.g. in Berlinet and Thomas-Agnan (2011).
A.2 The computational complexity of KS
In this paper, the world model F is used for pre-processing the collected raw measurements, for estimating the observation at the feature-based positioning estimated location within a query radius and for long-term updating of the RFM. In the middle case, it might need to be executed online (i.e. real time or on a low-power and computational-resource mobile device). It is thus important that KS can be executed in a low computational complexity. As the solution shown in (9) 
A.3 Variant of KS
In order to reduce the computational complexity of KS, especially for the online application, we apply a variant to KS for making its computational complexity to a fix and adaptable level. Instead of using all measurements stored in the RFM for solving the KS problem, only a subset of the RFM in the closeness of a given location is used, a queried RFM F KS,u i (r KS ) is extracted using only the reference points located in the given radius r KS and is defined as r KS := λ KS · λ LS . The scale factor λ KS ∈ + and λ LS is the length scale of the kernel.
As shown in the two figures in the first column of Fig.7 , the raw measurements of the signals from WLAN APs are very noisy. We applied KS as a pre-processing for filtering out the noisy of the raw measurements as shown in the next two columns of the plots in the figure. The output from KS is much less noisy comparing to the raw measurements. However, a over-smoothed RFM is not realistic because the spatial distribution of the features strongly correlated with the indoor environments (e.g. the structure of the building or the furniture), especially in case of using radio frequency signals such as WLAN as the fingerprints. Because the propagation of the radio frequency is highly influenced by the obstacles that the signals penetrate through. As suggested in Bong and Kim (2012) , a trade-off has to be found for balancing the discontinuity and smoothness of the spatial distribution of the value of the feature. Herein in the algorithm of KS, a parameter λ LS of Matérn kernel in (12) is used for balancing this. We have tried different values of λ LS and qualitatively evaluate the balance between the discontinuity and smoothness of the spatial distribution. We came out with fixing λ LS = 1 for HIL-R1 and HIL-R2. In addition, comparing to the raw measurements collected at two different times (row-wise comparison in Fig.7) , the measurability of an AP does not change apparently. However, the value changes of the measurement are obvious and various within the RoI. The values of the feature measured in HIL-R2 are about 5 to 10 dB higher than that of HIL-R1.
As aforementioned in Section 5.1, we use the variant version KS for reducing the computational complexity. We evaluate the impact of the querying radius r KS on the computational complexity w.r.t. the processing time and storage space, as well as the interpolation performance (defined as mean absolute error (MAE) of the residuals) by calculating the residual between the estimated values using queried RFM and the ones using the whole one. As shown in Fig.19 , the MAE of the interpolation value using KS decreases by about 400 times as the value of k KS increases from 0.5 m to 8 m. Meanwhile, the processing time and storage cost increase by about 1000 times. In order to balance the value of residual and the computational complexity, we find out that the residual has no apparent reduction and the overall residual is low (Fig.20) when r KS is larger than 5m. At the querying radius value for KS, the process time is around tens of milliseconds.
B Formulation of Matérn kernel
Matérn kernel K M v (d) is formulated as 5 Rasmussen and Williams (2005) :
where Γ() is the Gamma function, B ν () is the modified Bessel function of the second kind. σ , λ LS and ν are non-negative parameters. In case of ν → ∞, Matérn kernel converges to the squared exponential kernel. Herein we set ν = 3/2 (a default value suggested in Pedregosa et al. (2011) ), (11) results in:
The key parameter for the application of spatial interpolation is λ LS , which determines the contributions of each reference measurement at different distance of a given location to the interpolated value. We fixed λ LS = 1 in the experimental analysis for HIL-R1 and HIL-R2. Figure 13 : The median value of AUC of the simulated changes. For each row, it presents the results of setting the sampling ratio to 45%, 55% and 65%, respectively. 33 Figure 14 : The comparison of ECDF when dropping out the features that are detected as changed in case that the simulated changes is (50%, 0, -15 dBm). The change belief threshold is set to 0.95. 
