In this work we investigate into energy complexity, a Boolean function measure related to circuit complexity. Given a circuit C over the standard basis {∨ 2 , ∧ 2 , ¬}, the energy complexity of C, denoted by EC(C), is the maximum number of its activated inner gates over all inputs. The energy complexity of a Boolean function f , denoted by EC(f ), is the minimum of EC(C) over all circuits C computing f . This concept has attracted lots of attention in literature. Recently, Denish, Otiv,
Introduction

Background and Main Problem
Given gate basis B and a circuit C over B, the energy complexity of C, defined as EC B (C), is the maximum number of activated gates (except input gates) in C over all possible inputs. Spontaneously, the energy complexity of a Boolean function f : {0, 1} n → {0, 1} over gate basis B is defined as EC B (f ) := min C EC B (C), where C is a circuit over B computing f .
When B is composed of threshold gates, this model simulates the neuron activity [14, 16] , as the transmission of a 'spike' in neural network is similar with an activated threshold gate in the circuit.
Despite motivated by neurobiology in modern world, tracing back into history, this concept is not brand-new. Let EC B (n) be the maximum energy complexity among all Boolean function on n variables over basis B, i.e., the maximum EC B (f ) among all possible f : {0, 1} n → {0, 1}. Vaintsvaig [11] proved that asymptotically, if B is finite, the lower and upper bounds of EC B (n) are n and 2 n /n respectively. Then this result was further refined by the outstanding work from 1. Does the inequality D(f ) ≤ poly(EC(f )) always hold?
2. Give a non-trivial lower bound of the energy complexity for OR function.
Our Results
Throughout this paper, we use completely different method to achieve better bounds from both sides, which explores a polynomial relationship between energy complexity and decision tree complexity and answers the 2 open problems asked by Denish et al.. Furthermore, we also construct an explicit circuit computing OR function to match this lower bound.
First, we show the upper and lower bounds of energy complexity by decision tree complexity. Note that there are many other Boolean function measures which has polynomial relationship with decision tree complexity. According to the results listed in [8] , we can easily derive the following corollary. Note that these lower bounds are incomparable with each other, since for any non-degenerated Boolean function f : {0, 1} n → {0, 1}, we have Ω(log 2 n) ≤ D(f ) ≤ O(n) and this result is essentially tight from both sides.
Finally, in order to show the tightness of lower bounds, we examine the energy complexity of two specific function classes: OR functions and EXTENDED ADDRESS functions (see the definition in Section 2). Proposition 6. For any positive integer n, EC(OR n ) = Θ( √ n).
Proposition 7. For any positive integer n and an arbitrary Boolean function g : {0, 1} n → {0, 1}, EC(EADDR n,g ) = Θ(n).
Note that D(OR n ) = n and the number of variables in EADDR n,g is n + 2 n , which shows that the lower bounds in Theorem 2 and 5 are tight.
Related works
Besides the standard basis of {∨ 2 , ∧ 2 , ¬}, there are other works considering about the energy complexity over bases of threshold gates [14] [15] [16] and unate gates [17] .
In particular, since there exists similarity between human brain and energy complexity over threshold gate basis, a natural question readily comes up: can Boolean functions be computed with rather few activated gates over threshold gate basis? In order to answer this question, or more precisely, to give lower and upper bounds, plenty of studies were motivated [1, 6, 7, 12, 14] .
In addition, there are researches concerning the relationship between energy complexity and the largest fan-in gates [13] . As for application, it is interesting to consider how to balance the error tolerance and the total energy of the circuit [2, 3] .
Preliminaries
In the following context, we denote (0, . . . , 0 i−1 , 1, 0, . . . , 0 n−i ) as e i ∈ {0, 1} n , {1, 2, . . . , n} as [n], and the cardinality of set S as |S| or #S.
Boolean Function
A Boolean function f is a function mapping {0, 1} n to {0, 1}, where n is a positive integer. We say a Boolean function f : {0, 1} n → {0, 1} depends on m variables if there exists S ⊆ [n], |S| = m and for any i ∈ S, there exists x ∈ {0, 1} n such that f (x) = f (x ⊕ e i ); and when f depends on all n variables, we say f is non-degenerated.
In section 2.3, we give the definition of decision tree complexity, a Boolean function measure mainly discussed in this paper. As to other Boolean function measures such as block sensitivity, certificate, and degree, see [4] for definition.
Next we define a new Boolean function class called EXTENDED ADDRESS function, which is an extension of the well-known ADDRESS function. Definition 8. Given an integer n, the address function ADDR n : {0, 1} n+2 n → {0, 1} is defined as ADDR n (x 1 , .., x n , y 0 , . . . , y 2 n −1 ) = y x 1 x 2 ...xn .
Definition 9. Given an integer n and an arbitrary Boolean function g : {0, 1} n → {0, 1}, we define the extended address function EADDR n,g : {0, 1} n+2 n → {0, 1} as EADDR n,g (x 1 , .., x n , y 0 , . . . , y 2 n −1 ) = y x 1 x 2 ...xn , g(x 1 , . . . , x n ) = 1 y x 1 x 2 ...xn , g(x 1 , . . . , x n ) = 0.
Boolean Circuit
A Boolean circuit C over the basis B is a directed acyclic graph which has an output gate, input gates with in-degree 0 representing variables, and other gates among circuit basis B.
For convenience, we have several definitions related with circuit gates. For two gates u, v in a Boolean circuit, we say • u is an inner gate if and only if u is not an input gate.
• u is activated under input x if and only if u outputs 1 when the input of the circuit is x.
• u is deactivated under input x if and only if u outputs 0 when the input of the circuit is x.
• u is an incoming gate of v if and only if u is an input of v.
• u covers v if and only if there exists a directed path in circuit from v to u.
The circuit basis we mainly discuss is the standard basis B = {∨ 2 , ∧ 2 , ¬}, which means ∨-gate has fan-in 2, ∧-gate has fan-in 2 and ¬-gate has fan-in 1. The fan-out of all kinds of gates is unlimited. Particularly, a circuit over standard basis is called monotone if it does not contain any ¬-gate. For convenience, from now on, Boolean circuits and energy complexity are over standard basis if not specified.
In addition, if the input size of circuit C is n and C computes g : {0, 1} n → {0, 1}, which depends on m variables, we say C depends on m input gates.
Next we give energy complexity a mathematical definition. Without loss of generality, the two substructures on the left side of figure 1 are forbidden in the circuit as we discuss, since we can replace them by the substructures on the right side of figure 1 and the energy complexity will not be larger. So we can assume that any ¬-gate in the circuit has a non-¬ incoming gate and any two ¬-gates do not share incoming gate. 
Decision Tree Complexity
Following from [4] , a (deterministic) decision tree is a rooted ordered binary tree, where each internal node is label with a variable x i and each leaf is labeled with value 0 or 1. Given an input x, the tree is evaluated as follows. First, we start at the root. Then continue the process until we stop:
• if we reach a leaf v, then stop;
• otherwise query x i , which is the labelled variable on current node,
if x i = 0, then move to its left child,
if x i = 1, then move to its right child.
The output of the evaluation is the value on v. A decision tree is said to compute f , if for any input x, the output after evaluation is f (x). The complexity of a decision tree T , denoted by D(T ), is its depth, i.e., the number of queries made on the worst-case input. Then the decision tree complexity of a Boolean function f , denoted by D(f ), is the minimum D(T ) among all decision trees T computing f .
Upper Bounds of Energy Complexity
In this section, we will show upper bounds of energy complexity with respect to decision tree complexity, which improves the result in [5] .
Theorem 11 (Theorem 4 restated). For any Boolean function f :
where vbs(v) indicates the label on node v, i.e., vbs(v) = x i means v is labelled with x i and vbs(v) = 0 (or 1) means v is a leaf with value 0 (or 1).
Based on T , a circuit C can be constructed such that EC(C) ≤ n + 2(D(f ) − 1). First define all gates in C. The input gates are g x 1 , . . . , g xn . The ¬-gates are g ¬ x 1 , . . . , g ¬ xn and the ∧-gates areg ∧ v , v ∈ S. Furthermore, C contains a unique ∨-gate g ∨ as output gate with fan-in size #{v ∈ S | vbs(v) = 1}. Actually, g ∨ is a sub-circuit formed by #{v ∈ S | vbs(v) = 1} − 1 ∨-gates. These gates are connected in following way: Figure 2 as an example, where Figure 2 : Decision tree T and circuit C
The construction of C implies several facts:
as input and the other receives g ¬ vbs(F (u)) , which means they can not output 1 simultaneously.
These facts imply there are at most D(f ) − 1 activated ∧-gate under any input. Furthermore, at most one gate in {g ∧ v | vbs(v) = 1} is activated. It is easy to construct a circuit computing OR m for g ∨ , whose energy complexity is no more than ⌈log m⌉ when promised that the input bits include at most one 1. Thus, the contribution from g ∨ is no more than
Also, the ¬-gates in C contribute at most n to the whole energy complexity under any input. Thus, EC(C) ≤ n + 2(D(f ) − 1).
To justify that circuit C actually computes f , it suffices to show g ∧ v outputs 1 if and only if v is queried in T during the evaluation process under some input. The proof goes as follows:
• First, for v left and v right , the claim holds immediately.
• Then assume that for any node whose depth is less than k in T , the claim holds. Consider
any v ∈ T of depth k. Without loss of generality, assume v is the left child of F (v); then
is activated and x i = 0. By induction, F (v) is queried in T and the chosen branch after querying is left, which is exactly v.
If it is the former case, then by induction F (v) is not queried; thus v will not as well. Otherwise if g ∧ F (v) is activated and x i = 1, then F (v) is queried and the chosen branch should be right; thus v, which is the left child, will not be queried.
Thus by induction on the depth of nodes in T , the claim holds for all g ∧ v , which completes the proof of Theorem 11. 
Proof. Suppose T is a decision tree of f with depth D(f ). Then by Theorem 11, there is a circuit with energy complexity n + 2(D(f ) − 1) constructed directly from T , where n comes from the ¬-gates of all variables. In order to reduce the number of ¬-gates, we introduce D(f ) additional variables y 1 , y 2 , . . . , y D(f ) in each level of T as a record log of the evaluation process on the tree, where y i = 0 means in the i-th level of T , it chooses the left branch, and y i = 1 means to choose the right branch. For example, in Figure 3 these additional variables are computed by y 1 = x 1 , y 2 =ȳ 1 x 2 + y 1 x 3 , y 3 =ȳ 1ȳ2 x 4 +ȳ 1 y 2 x 5 + y 1ȳ2 x 6 + y 1 y 2 x 7 , etc. Given the value of all y i 's, the output of f can be determined by reconstruct the evaluation path in T ; thus f can be viewed as a function on y i 's. Therefore, define
Then given any input x, after determine all y i 's ,y D(f )+1 = f (x). x 4ȳ1 y 2
x 5 y 1ȳ2 Figure 4 : Sub-circuit representing second level of the decision tree compose y k+1 , an OR 2 k gadget is required in the k-th level sub-circuit, which induces a k-level of ∨-gates. After computing y k+1 , we also need two additional levels of gates to computeȳ k+1 and k+1 i=1 z i , z i ∈ {y i ,ȳ i }. In order to compute y D(f )+1 , an OR 2 D(f ) gadget is required, which brings a D(f )-level sub-circuit of ∨-gates. Thus summing up all sub-circuits, the circuit depth is
. For any fixed k, 1 ≤ k ≤ D(f ), only one of all 2 k cases in k i=1 z i , z i ∈ {y i ,ȳ i } is true, thus each level of the circuit provides at most one activated gate. Then the whole energy complexity is 1 2 D(f ) 2 + O(D(f )).
Lower Bounds of Energy Complexity
In this section we will give two theorems on lower bounds of energy complexity. The first one relates decision tree complexity to energy complexity by an intricately constructed decision tree with respect to a given circuit. The second one provides a lower bound depending on the number of variables. In the meantime, we will offer cases where these bounds are tight.
Lemma 13. If C is a monotone circuit depending on m input gates, then EC(C) ≥ m − 1.
Proof. Assume the total number of input gates in C is n. Since C depends on m input gates, the output gate of C must cover these gates. Also, the fan-in of ∨ 2 , ∧ 2 , ¬ is at most 2, thus there are at least m − 1 inner gates in C. Since C is monotone, when fed with 1 n , all inner gates will be activated; therefore EC(C) ≥ EC(C, 1 n ) ≥ m − 1.
The next lemma is Proposition 2.2 in [5] . For completeness, we give a short proof here.
Lemma 14.
If C is a circuit with k ¬-gates, then EC(C) ≥ k.
Proof. It suffices to show that when inputted 0 n , every ¬-gate contributes uniquely at least one to energy complexity. Denote ¬ i the i-th ¬-gate in the following argument.
• The incoming gate of ¬ i is input gate. Thus ¬ i is activated immediately.
• The incoming gate of ¬ i is inner gate. Thus either ¬ i or its incoming gate is activated.
Since the circuit is free of substructures in left part of Figure 1 , EC(C) ≥ EC(C, 0 n ) ≥ k.
With these preparations, now we can give the main result in this section. 
Notice that the set collection S 1 , S 2 , . . . , S m+1 is a division of all variables.
Consider the query algorithm by the order
. This algorithm induces a decision tree T ′ with depth n immediately. (See also the middle part of Figure 5 .)
Since T ′ may be redundant, the simplification process goes as follows: From the root to leaves, check each node whether its left sub-tree and right sub-tree are identical. If so, this node must be inconsequential when queried upon. Thus delete this node and its right sub-tree, and connect its parent to its left child. (See also the right side of Figure 5 .) After this process, the new decision tree T satisfies:
• In any path from the root to a leaf, if x i,j is queried before x i ′ ,j ′ , i is not greater than i ′ .
• Any sub-tree of T is non-degenerated, i.e., all queried variables are sensitive in the sub-tree.
• The depth of T is no smaller than D(f ) since T is a decision tree of f .
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x 21 · · · · · · Figure 5 : Circuit C, its induced decision tree T ′ , and the simplified decision tree T Let the longest path in T be P and S P be the set of variables on P; thus |S P | ≥ D(f ). Then choose an inputx which matches the value of variables on path P.
Suppose |S 1 ∩ S P | ≥ Ω( D(f )), then the sub-circuit under ¬ 1 is a monotone circuit depending on at least |S 1 ∩S P | input gates. Thus the energy complexity in this sub-circuit is Ω( D(f )) by Lemma 13, which is a contradiction. Therefore |S 1 ∩ S P | = o( D(f )). Then set variables in S 1 to the same value inx. Thus the restricted circuit has fewer ¬-gates and computes a restricted f function whose decision tree is a sub-tree of T with depth at least |S P | − o( D(f )). Now consider |S 2 ∩ S P | in the restricted circuit and the same analysis follows. Continue this restriction process until the value of all ¬-gates are determined.
By then, the depth of the decision tree is still at least |S P |−m×o( D(f )) ≥ D(f )−o(D(f )). Thus the remaining monotone circuit depends on at least D(f )−o(D(f )) input gates. By Lemma 13, the energy complexity is at least D(f ) − o(D(f )) = Ω( D(f )), which is a contradiction.
The tightness of this lower bound is shown in EC(OR n ) = Θ( √ n) in Lemma 18 as D(OR n ) = n.
For symmetric function it is easy to get the following corollary. Proof. Assume C is an arbitrary circuit computing f . It suffices to show EC(C) ≥ 1 2 log 2 n. Since f is non-degenerated, the output gate must cover all input gates. Since the fan-in of ∧ 2 , ∨ 2 , ¬ gate is no more than 2, a k-depth circuit can cover at most 2 k input gates. Thus removing all gates, of which the shortest path to output gate is less than log n in C, some input gate x i will be disconnected with the output gate.
Choose an inputx satisfying f (x) = 0, f (x ⊕ e i ) = 1. Note that when inputtedx, the output of C is different from that when inputtedx⊕ e i . Therefore, there exists a path P from input gate x i to output gate underx, such that the value of any gate on P changes after flipping x i . Let ℓ be the length of path P, then ℓ ≥ log n. Also, when inputtedx andx ⊕ e i , the total number of activated inner gates in P is ℓ. It follows immediately EC(C) ≥ max EC(C,x), EC(C,x ⊕ e i )
The tightness of this lower bound is shown by EC(EADDR n,g ) = Θ(n) in Lemma 20 as EADDR n,g : {0, 1} n+2 n → {0, 1} is non-degenerated.
Tight Bounds of Energy Complexity on Specific Functions
In this section, we discuss two specific function classes, namely, EXTENDED ADDRESS function and OR n function, on both of which we obtain tight bound of energy complexity. More precisely, OR n function shows that the lower bound in Theorem 15 is tight, and EXTENDED ADDRESS function corresponds with the lower bound in Theorem 17.
OR n Function
In this subsection we discuss the energy complexity of the OR n function and finish the proof of tightness part in Theorem 15. Given an integer n, OR n : {0, 1} n → {0, 1} is defined as
Lemma 18 (Proposition 6 restated). For any positive integer n, EC(OR n ) = Θ( √ n).
Proof. The lower bound follows by Corollary 16 immediately. In order to prove EC(OR n ) = O( √ n), a circuit is constructed as follows (see also Figure 6 ):
1. Divide all n variables into √ n blocks, each block contains √ n variables. For variables in the first block, use √ n − 1 ∨-gates to connect them as an OR √ n function and mark the output gate of the sub-circuit as g 1 .
2. Add a ¬-gate h 1 linked from g 1 ; and for each variable in the second block, feed it into a ∧-gate together with h 1 . Then use √ n − 1 ∨-gates to connect these √ n ∧-gates and mark the output gate of the sub-circuit as g ′ 2 .
3. Add a ∨-gate which has incoming gates g 1 and g ′ 2 ; and insert a ¬-gate h 2 linked from g 2 . For each variable in the second block, connect it with h 2 by a ∧-gate. Then use √ n − 1 ∨-gates to connect these √ n ∧-gates.
4.
Repeat this process until all blocks are constructed. Then g √ n shall be the output gate of the whole circuit.
The main idea of the construction is to view each block as a switch so that if it has an activated gate then it can "switch of" all blocks behind it with low cost.
Consider a specific input x. If x = 0 n , then the activated gates are h i 's, whose number is √ n. Otherwise if x = 0 n , then at least one bit is 1. Suppose all variables in the first k − 1 blocks are 0 and in the k-th block there exists a value-1 input bit. Then in the first k − 1 blocks, only ¬-gates h 1 , . . . , h k−1 are activated. And in the k-th OR √ n sub-circuit, at most √ n − 1 gates are activated. Thus g i , i ≥ k is activated, indicating h i , i ≥ k is deactivated. Therefore, all variables in blocks after k-th block are "switched off". To sum up, all the activated gates are among g i 's, g ′ i 's, h i 's, and k-th OR √ n gadget. So the energy complexity is Θ( √ n).
Remark. [5] showed that EC(AND n ) = Θ(n), so it is rather intriguing that the energy complexity of AND n and OR n are different while they are basically same under other Boolean function measures such as decision tree complexity, sensitivity, block sensitivity, etc.
OR √ n g 1
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x n Figure 6 : OR n circuit
Extended Address Function
In this subsection, we discuss the EXTENDED ADDRESS function, which is defined in Definition 9, thus complete the proof of Theorem 17. Note that although ADDRESS function in itself verifies Theorem 17, the low-energy circuit for ADDR actually gives rise to tight bounds of the more generalized EADDR n,g function.
Lemma 19. For any positive integer n, EC(EADDR n,g ) = Θ(n).
Proof. The lower bound can be deduced from Theorem 17. It suffices to prove the upper bound by construction. Let T be the natural decision tree of ADDR n , where all the nodes in the i-th (i ≤ n) level of T are labelled with x i , and y j 's are queried in (n + 1)-th level. Thus, T is a full binary tree with depth n + 1.
Now consider the circuit C constructed in Theorem 11 based on T . Note that the output of g ¬ y i are not received by any gate as input. Thus these redundant gates can be safely removed; and the remaining circuit C ′ still computes ADDR n . Therefore,
Lemma 20 (Proposition 7 restated). For any positive integer n and an arbitrary Boolean function g : {0, 1} n → {0, 1}, EC(EADDR n,g ) = Θ(n).
Proof. Apply the construction in Lemma 19, and prepare two copies of the circuit computing ADDR n and denote them as C 0 and C 1 . Then modify them into a new circuit C ′ for EADDR n,g as follows:
1. For any x ∈ {0, 1} n ,
• if g(x) = 0, change the input gate of y x in C 1 into constant input gate 0;
• if g(x) = 1, change the input gate of y x in C 0 into constant input gate 1.
2. For any i ∈ [n], merge the input gate of x i in C 0 , C 1 together as the new input gate of x i .
3. Add a ¬-gate g linked from the output gate of C 0 .
4. Add a ∨-gate h as the new output gate, which takes g and the output gate of C 1 as input.
Thus C ′ has exactly n + 2 n input gates. To show C ′ actually computes EADDR n,g , it suffices to consider an arbitrary x ∈ {0, 1} n . If g(x) = 0, sub-circuit C 1 outputs y x which becomes 0 after modification, and C 0 still outputs y x ; thus after g and h, C ′ givesȳ x correctly. Similar argument holds when g(x) = 1.
It is also easy to verify that EC(C ′ ) is bounded by EC(C 0 ) and EC(C 1 ), more precisely, EC(EADDR n,g ) ≤ EC(C ′ ) ≤ max
x EC(C 0 , x) + EC(C 1 , x) + 2
≤ EC(C 0 ) + EC(C 1 ) + 2 = O(n), which completes the proof combining Theorem 17.
Conclusion and Open Problems
Throughout this paper, we build polynomial relationship between energy complexity and other well-known measures of Boolean function. In addition, we show the tightness of lower bounds by examining OR functions and EADDR functions. Despite all the effort, some fascinating problems still remain open.
1. Given two Boolean functions f and g : {0, 1} n → {0, 1}, we say f and g are isomorphic if there exists a subset S ⊆ [n] such that ∀ x ∈ {0, 1} n , f (x) = g(x i∈S e i ). Moreover, we denote that f and g are co-isomorphic if there exists a subset S ⊆ [n] such that ∀ x ∈ {0, 1} n , f (x) = 1 − g(x i∈S e i ). Two isomorphic/co-isomorphic Boolean functions have same complexity for most of the Boolean function measures including decision tree complexity, certificate, sensitivity, degree, etc. However, this is not true for energy complexity. For example, AND n and OR n are co-isomorphic, but there is a quadratic separation between their energy complexity: EC(AND n ) = Θ(n) and EC(OR n ) = Θ( √ n). So what is the largest gap between two co-isomorphic Boolean functions? 2. Is the upper bound EC(f ) = O(D(f ) 2 ) tight? We believe this bounds can not be improved.
One candidate is the following class of Boolean functions H n : a function h ∈ H n has a non-degenerated n-depth decision tree with 2 n − 1 differently labelled internal nodes, i.e., h is a Boolean function depending on 2 n − 1 variables. Each leaf may be assigned to be 0 or 1 arbitrarily. (See also Figure 7 ) Using the similar trick in Lemma 20, we can show ∀h, g ∈ H n , EC(h) ≤ 2 EC(g) + 2; Therefore, we conjecture ∀h ∈ H n , EC(h) = Θ(n 2 ). The reason why we consider H n is that for any Boolean function f with D(f ) ≤ n, there exists an h ∈ H n such that any circuit C computing h can be modified into C ′ , which in turn computes f with EC(C ′ ) ≤ EC(C), by rewiring input gates.
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