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Summary
Since the disclosure of the sub-prime problem two years ago, crisis has spread
out from mortgage sector to global financial markets and real economies. Many
countries have entered downturn cycles due to the unprecedented global financial
crisis. Under such stressed market conditions, reasonable portfolio risk measure-
ment models become more relevant than ever before in bank industry.
Currently the most commonly accepted portfolio risk measurement model is the
one factor Gaussian copula model, which is a static single period model. However,
during the on-going financial crisis, we have witnessed the evolution of the market
environment, such as sharply increased asset return correlations, default rates and
more volatile markets of all asset classes; we have also realized the more significant
impacts of systemic risks which have features of dynamic persistence and autocor-
relations. All these features and observations obviously cannot be captured by the
static single period model. In this study, we generalize a benchmark static single
period model to a dynamic multi-period model, which not only can capture the
market evolution by allowing for flexible term structures of all market parameters
xii
but also can capture the autocorrelation and dynamic persistence of the systemic
risk factors.
With this dynamic multi-period model, we analyze portfolio risk from two sep-
arate but closely related angles: the point of view from credit portfolio holders and
the point of view from Collateralized Debt Obligations (CDO) tranche investors
with references to the same portfolio. As a portfolio holder, we focus on the risk
measures value at risk (VaR), average VaR (AVaR) and the statistics of the portfo-
lio value distribution such as mean and standard deviation (STD); while as a CDO
tranche investor, our concerns are the tranche hitting probability and expected
tranche loss. Within the dynamic multi-period framework, we comparatively an-
alyze these risk measures under normal market conditions and stressed market
conditions; we conduct parameter analysis not only to single period related param-
eters but also multi-period related parameters; we then move to scenario analysis
where all parameters are adjustable to illustrate the flexibility and capability of
the dynamic multi-period model.
To our knowledge this is one of the most comprehensive studies which explores
portfolio risks not only on credit portfolio level but also on CDO tranche level. With
the generalized dynamic multi-period model, stress testing and scenario analysis
can be done to an inhomogeneous underlying pool and CDO tranches on top of it,
which should be able to shed some light under current gloomy market sentiments.
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Chapter 1
Introduction
In recent two years, global economy has been experiencing an unprecedented cri-
sis. With the deepening of the crisis, we have witnessed failures and bankruptcies
of hundreds of home mortgage lenders, collapse of the whole banking system and
death struggles of many big corporations like General Motor and Chrysler. Ex-
cept for China and several other emerging markets, global economy has entered
into recession with record high unemployment rates and negative Gross Domestic
Product (GDP) growth.
All governments have spared no efforts on intervention, at first by injecting
capitals to financial system to increase market liquidity, and then proposing rescue
plan and stimulus package, which includes the buying of toxic CDO assets from
financial institutions waiting for bailout. Up to date, there is no sign on how long
the crisis will persist and when it will come to an end. Researchers, economists
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and market participants have been drawing pessimistic or optimistic conclusions
based on their own expectations and experiences.
1.1 Aims of the Study
We are especially interested in the area of risk measurement on credit portfolio
and portfolio referenced credit derivatives such as CDO. We have observed some
interesting phenomena in the on-going crisis, and show our concerns related to
portfolio risk measurement as follows:
First, global economy has entered a downturn cycle. In the recent two years, we
have witnessed the changed market environment with higher asset return cor-
relations, default rates, credit spreads, lower recovery rates and benchmark
lending rates etc. We have noticed the strengthened autocorrelation of the
systemic risk factor in the crisis, and are expecting a long period of gradual
global economy recovery. In addition, considering the longer life span of CDO
products with reference to portfolio risk, we believe that the commonly ac-
cepted portfolio risk measurement and credit derivative pricing model — the
static one factor Gaussian copula model with constant market environment
assumptions — is not acceptable any more.
Second, market participants have not yet agreed on how long the gloomy economy will
persist and when the market confidence will return. Stress testing and sce-
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nario analysis play a particularly important role in providing forward looking
assessments of risk, overcoming limitations of models and historical data, and
informing the setting of a bank’s risk tolerance. Under the unclear market
conditions, a dynamic multi-period model which allows for meaningful stress
testing and scenario analysis is urgently needed.
Hence the main aim of this study is to:
1) explore more reasonable dynamic multi-period model which can capture not
only the persistency of the systemic risk factors but also the market evolution
of all dynamics such as default rates, correlations etc.
2) analyze portfolio risk on both credit portfolio level and CDO tranche level
with the dynamic multi-period model, compare risk measures under normal
market conditions with those under stressed market conditions, and conduct
scenario analysis by assuming various future market movement paths.
1.2 Organization of the Thesis
The rest of the thesis is organized as follows. Chapter 2 is the literature review
part, in which we introduce the development of portfolio credit risk models and
researches hitherto done on CDO tranche pricing and risk analysis. In Chapter
3 we focus on the methodology by first reviewing the benchmark model which is
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a static single period two factor Gaussian Copula model. We then generalize it
to a dynamic multi-period model which allows for flexible term structures of de-
fault rates, correlations and all other related parameters with the evolution of time.
This dynamic model can capture the persistence nature of the systemic risk factor
which is one of the most obvious phenomena observed in the crisis. Results and
discussions are given in Chapters 4 and 5. First we present results at underlying
pool level in Chapter 4. Portfolio risk measures such as VaR and AVaR are gen-
erated through Monte Carlo simulation. Impact analysis on these risk measures
are conducted comparatively under both normal market conditions and stressed
market conditions, not only for single period related parameters but also for multi-
period related parameters. Scenario analysis is then performed under various future
market movement paths. We present simulation results on CDO tranche level in
Chapter 5. With the same dynamic multi-period model and reference portfolio,
we generate the CDO unique risk measures such as tranche hitting probability and
expected tranche loss, and conduct similar analysis in Chapter 4, which are param-
eter analysis under normal and stressed market sentiments and scenario analysis
where all parameters are adjustable to fit various market movement assumptions.
Chapter 6 is to conclude.
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Literature Review
2.1 Literature Review on Portfolio Risk Models
In the last three decades, studies on credit risk modeling have made great progress.
The first generation of credit risk models were mainly developed to deal with indi-
vidual credit defaults. There are two classes of such models: structural model and
reduced form model. The structural model was originally proposed by Black and
Scholes (1973) and Merton (1974). The reduced form model (or called intensity
based model) was developed by Jarrow and Turnbull (1995) and extended by Duffie
and Singleton (1999) among others. Most of the portfolio risk models are built on
the basis of these two classes of single name credit risk models. The development
can be divided into two phases.
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Phase 1: Portfolio Credit Risk Models
According to the new Basel II capital accords (2003), financial institutions must
control risks by using some quantitative risk measurement techniques and are en-
couraged to develop sound internal risk models. Considering the high volume of
credits in their trading books, and the innovation of portfolio referenced credit
derivatives such as CDO, quantifying and controlling portfolio credit risk have be-
come crucial for all financial institutions. Basically there are three broad categories
of commonly accepted portfolio credit risk models: Merton’s Asset Value Models,
Intensity Based Models and Macro Economic Approaches.
The most well known Merton based credit risk approach is JP Morgan’s Cred-
itMetrics (1997). The theocratical foundation of this model is the famous option
pricing model, in which the default correlations can be captured by the one factor
Gaussian Copula. It models the full forward distribution of a bond/loan portfolio
by simulating credit rating migrations at a given time horizon. In 1997, McKinsey
proposed its macroeconomic approach — CreditPortfolioView, which is a discrete
time multi-period model with reference to macro-economic variables such as un-
employment rate, the level of interest rates, growth rate in economy, government
expenses, foreign exchange rates, etc. Default probabilities, rating migration prob-
abilities and default correlations are then linked to the economy conditions through
these macro-economic variables. In October 1997, Credit Suisse Financial Products
(CSFP) released CreditRisk+ which is an actuarial science framework to derive the
loss distribution of a bond/loan portfolio. In CreditRisk+ the number of defaults
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is assumed to follow Poisson distribution.
These models are well developed with clever insights on portfolio credit risks,
and have been adopted by many smaller financial institutions who cannot establish
their own models. However, these models share some common drawbacks. For
example, they assume deterministic risk free rate, credit spreads and exposures at
default. These assumptions are acceptable under normal stable market conditions
but questionable under more volatile market sentiments. In addition, these models
only cover credit events but ignore market movements of credit spreads and interest
rates, etc. They segment the closely related credit risk and market risk and are
unable to capture complete risk profiles of financial products. This leads to more
reasonable portfolio risk models being proposed in the second phase.
Phase 2: Portfolio Integrate Risk Models
Some researchers tried to remedy the drawbacks of the models in Phase 1. Among
them, Kiesel, Perraudin and Taylor (2003) introduced stochastic rating specific
credit spreads into the CreditMetrics framework but kept the risk-free rate deter-
ministic. They found that the spread fluctuations were the major contribution to
the VaR values of high credit quality portfolios. Extending their work, Grundke
(2005) introduced stochastic risk-free rate, credit spreads and recovery rate into the
CreditMetrics framework. He linked the stochastic credit spreads, risk free rate,
recovery rates and rating transition to the firms’ asset return performance, and
then quantified these correlated risk factors in an integrated way for a large homo-
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geneous bond portfolio. He showed that if the stochastic nature of the risk factors
are neglected, underestimation of risks happened particularly for high credit qual-
ity portfolios with low asset return correlation assumption. However, his model is a
static single period model which cannot capture the evolution of market conditions.
There are some other newly developed integrate models. For example, Barn-
hill and Maxwell (2002) developed a model which included the stochastic nature
of interest rate and credit spreads, and a set of 24 equity market indices repre-
senting various economy sectors. With all these simulated risk factors, this model
could measure market risk and credit risks simultaneously but would overprice
non-investment grade bonds to some extent. On top of the intensity based model,
Kijima and Muromachi (2000) proposed a model which had correlated stochastic in-
terest rate and default intensity processes. It can capture different term structures
of default intensities for specific ratings and produce arbitrage-free bond prices but
cannot capture the rating migration information. Jobst and Zenios (2001) incor-
porated elements from both rating based models and stochastic intensity models
in their framework, and extended applications to portfolios consisting of interest
rate and credit risk sensitive products.
In general, the second generation of portfolio risk models have considered the
stochastic nature of risk factors like credit spreads, risk free rate, recovery rates etc.
For a portfolio of bond/loan, the credit risk (due to rating transition and defaults)
and market risk (due to fluctuations of interest rates and credit spreads) can be
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measured in an integrated way. However, with the evolution of market conditions
and the improving computation techniques, more and more reasonable models are
expected in future.
2.2 Literature Review on CDO Risk Models
As CDO is a relatively new and complicated structured product, in recent years
there are a lot of researches have been done on CDO pricing models, which can
be loosely classified into top-down models and bottom-up models. The top-down
models postulate the dynamics of the portfolio loss directly without reference to the
underlying portfolio constituents. This framework was first proposed by Giesecke
and Goldberg (2005), Schonbucher (2005) and Sidenius et al. (2005). There are
also some other researches which have been done within the same framework, such
as Arnsdorf and Halperin (2007), Brigo et al. (2006), Lopatin and Misirpashaev
(2007). The top-down framework can reduce the dimensionality of the problem,
make it possible to have a numerically tractable model while keep sufficient flex-
ibility for CDO market quotes calibration. However, it obscures the relationship
of the underlying portfolio members and requires special techniques to recover the
dynamics of individual intensities.
The bottom-up models build the portfolio loss on top of the default processes
of underlying names and the dependence structures among them. Copula models
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are predominantly used in the credit derivative markets. Particularly, the Gaussian
copula model introduced to the credit field by Li (2000) has become an industry
standard. However, the Gaussian copula model has been questioned due to its
incapability of fitting market quotes on CDO tranches. This leads to many other
studies either extending the famous Gaussian copula model or exploring other
copula models which are listed below.
Gaussian Copula Model and Its Extensions
In the famous Gaussian copula model, the latent variable Vi is determined by a




1− ρV̂i. All the la-
tent variables, the common factors and the specific factors are N(0, 1) distributed
random numbers. Individual default times are determined by the marginal default
probabilities, and the default dependence structure is captured by the correlation
parameter ρ. Interested readers may refer to Li (2000) and many others for de-
tailed information. This model is widely used in financial industry as a benchmark
tool for pricing and risk managing CDO tranches, however it cannot fit the market
quotes of all CDO tranches with one correlation parameter ρ. In order to cap-
ture the “correlation smiles”, Andersen and Sidenius (2005) and Schloegl (2005)
extended the one factor Gaussian copula model by introducing stochastic correla-
tion parameters in it. In their work, two states of correlation (high and low) are
assumed for each name which are determined by a Bernuolli random variable. As
a result, the extension can be seen as a mixture of Gaussian copulas covering all
possible combinations of correlation parameters.
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Student-t copula is a simple extension of the Gaussian copula. Due to its
features of fatter tails and higher tail dependence, it has been considered for credit
and risk issues by a number of authors, such as Andersen et al. (2003), Embrechts
et al. (2003), Frey and McNeil (2003), Demarta and McNeil (2005), Schlodgl and
O’kane (2005). In the Student-t copula model, all latent variables follow Student-t
distribution with degree of freedom ν. Double-t copula model is another simple
extension of the one factor Gaussian copula model which is proposed by Hull and
White (2004). In this model, both the common factor V and the specific factors V̂i
are independent random variables following Student-t distributions with different
degrees of freedom ν and ν̂. Since the student-t distribution is not stable under
convolution, the latent variables do not follow Student-t distributions any more,
that’s why it is called double-t copula. Due to extra parameters of degree of freedom
being introduced into these models, more reasonable tail dependence and better
fitting to market quotes of CDO tranche can be achieved when compared with the
one factor Gaussian copula model.
Clayton Copula and Marshall-Olkin Copula
Besides the Gaussian copula model and its extensions, there are other types of
copula models such as Clayton copula and Marshall Olkin copula. The former can
be found in Schonbucher and schubert (2001), Gregory and Laurent (2003), Madan
et al. (2004), Schloegl and O’Kane (2005) and Friend and Rogge (2005); the latter
has been discussed by Duffie and Singleton (1998), Wong (2000), Elouerkhaoui
(2003a,b), Giesecke (2003) and Lindskog and McNeil (2003). Since these copula
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models are less related to the models we present in the thesis, interested readers
may refer to the above mentioned articles for detailed information.
As a result of the current on-going financial crisis, the importance of stress
testing has been commonly recognized. We specifically search the literatures on
portfolio and CDO tranche stress testing. While the general literature on stress
testing is quit large, such as Kupiec (1998), Berkowitz (2000), Rosch and Scheule
(2007), and simons and Rolwes (2008), there are hardly any contributions in terms
of credit derivatives like CDOs and other portfolio referenced products. Fender et
al. (2008) presented a very limited stress analysis on risk profiles of CDO tranches,
and Dewyspelaere et al. (2004) is limited in the set of considered risk parameters
even without model details.
2.3 The Model We Are Interested In
From the literature review we find that most of the existing portfolio and CDO risk
measurement models build the default dependence structure through static copula.
As we know, usually the life span is longer than 30 years for ABS CDO and 5
years for CLO, the market conditions are expected to change during such a long
period of time by experiencing cycles of boom, recession and recovery. Hence the
static copula model become questionable by assuming constant market environment
parameters throughout the span of product life. New dynamic multi-period model
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for risk measurement of credit portfolio and CDO tranches are urgently needed
under the changing market conditions.
When developing new portfolio and CDO tranche risk measurement models, we
should bear in mind the following facts:
First, with the lessons learned in the on-going financial crisis, the structured credit
market tends to move forward to simpler products, although there are still
complex structured products in trading books and need some risk manage-
ments. This relaxes the incentives of proposing more sophisticated models
which are either still in their infancy or difficult to be calibrated in the ex-
tremely high correlation environment recently experienced.
Second, the one factor Gaussian copula model previously was the financial industry
standard, huge investments have been made and risk managed in systems
according to this model. Although this model has shortcomings like poor fit to
market quotes of CDO tranches, models which can rectify these shortcomings
but still within this framework are preferred.
Third, dynamic multi-period models which can capture the market evolutions and
autocorrelation of systemic risk factors are urgently needed especially under
the current volatile market condition.
In this study, based on the benchmark model in Grundeke (2005), which is a
two-factor Gaussian copula model, we develop a dynamic multi-period model which
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not only allows for flexible term structure of market parameters, but also captures
the features of autocorrelation and persistence of systemic risk factors. With this
new model we can measure risks for products with long life span; we can measure
risks more accurately under volatile market conditions; we can also conduct mean-
ingful scenario analysis and stress testing by assuming different market movement
paths in future. The new model will be discussed in the methodology chapter.
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Methodology
In this chapter, first of all we review the benchmark model — the static two-factor
Gaussian copula model developed in Grundke (2005), then generalize and improve
it to a more reasonable dynamic multi-period model. Both the benchmark model
and the new dynamic multi-period model are to be presented in the following
sections.
3.1 Benchmark Model Review
In Grundke (2005), credit risk (due to downgrading, defaults and uncertainty of re-
covery rates) and market risk (due to fluctuation of interest rate and credit spreads)
are modeled in an integrated way for a large homogeneous portfolio, which consists
of N exchangeable zero coupon bonds — with identical initial rating, face value
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(F ), maturity (T ) and pairwise correlation (ρv) among the firms’ asset returns —
issued by N different companies.
3.1.1 Risk of Downgrading and Defaults
Risk of downgrading and defaults comes from the uncertainty of the future rating
of bond n at the time horizon H . In the benchmark model, bond n’s forward rating
can be determined by firm n’s standardized asset return Xn.
Xn =
√
ρv − ρ2rvZ + ρrvZr +
√
1− ρvεn (ρ2rv ≤ ρv, n ∈ {1, ..., N}). (3.1)
where the common factor Z, the interest rate factor Zr, the firm specific factors
ε1, ..., εN are independent N(0, 1) distributed random variables; ρv is the identical
pairwise correlations among the N firms’ asset returns; and ρrv is the identical
correlation between asset returns and the interest rate. Hence, all the N firms’ asset
returns X follow multivariate normal distribution or called multivariate Gaussian
distribution, hereafter it is denoted as XG. The first two moments — mean and










1 ρv ... ρv
ρv 1 ... ρv
... ... ... ...
ρv ρv ... 1

.
With the assumption of normally distributed asset returns, future rating for bond
n can be determined by following the methodology of CreditMetrics. Assuming
bond n is with initial rating BB, at the end of Year 1, its rating can be any of the k
grades (k ∈ {1, ..., 8}) with 1 representing the best rating AAA and 8 representing
the worst rating default.
D o w n g r a d e t o B U p g r a d e t o B B B
F i r m r e m a i n s
B B r a t e d
F i r m d e f a u l t s
Z D e f Z C C C Z B Z B B Z B B B Z A Z A A
Figure 3.1: Rating Thresholds
As illustrated in Figure 3.1, we compare the N(0, 1) distributed random number
XGn with the rating thresholds (ZDef ,ZCCC, ...,ZAA) to see which interval X
G
n falls
into. The thresholds Z(1×7) are derived from one-year rating transition matrix
Q = (qik)8×8, which is yearly updated and published by rating agencies such as
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Moody’s and Standard and Poor’s. In this example only the fifth row in the rating
transition matrix Q is used as the initial rating of bond n is assumed to be BB.
The detailed derivation procedure is shown in Table 3.1, the thresholds for other
ratings can be similarly derived. With the simulated asset returns X and the
derived threshold matrix (Z)7×7, the future ratings and then downgrading and
default risk for all bonds can be determined accordingly.
Table 3.1: Determining the Rating Transition Thresholds for BB
Xn rating Prob. q5k threshold Z5k
Xn ≤ ZD Default Φ(ZD) ZD = Φ−1(q5D)
ZD ≤ Xn ≤ ZCCC CCC Φ(ZCCC)− Φ(ZD) ZCCC = Φ−1(q5CCC + q5D)
ZCCC ≤ Xn ≤ ZB B Φ(ZB)− Φ(ZCCC) ZB = Φ−1(q5B + q5CCC + q5D)
ZB ≤ Xn ≤ ZBB BB Φ(ZBB)− Φ(ZB) ZBB = Φ−1(
∑k=D
k=BB q5k)
ZBB ≤ Xn ≤ ZBBB BBB Φ(ZBBB)− Φ(ZBB) ZBBB = Φ−1(
∑k=D
k=BBB q5k)
ZBBB ≤ Xn ≤ ZA A Φ(ZA)− Φ(ZBBB) ZA = Φ−1(
∑k=D
k=A q5k)
ZA ≤ Xn ≤ ZAA AA Φ(ZAA)− Φ(ZA) ZAA = Φ−1(
∑k=D
k=AA q5k)
Xn ≥ ZAA AAA 1− Φ(ZAA) —
3.1.2 Risk of Interest Rate
In the benchmark model, the stochastic risk-free rate evolves as an Ornstein-
Uhlenbeck process proposed by Vasicek (1977):
dr(t) = k[θ − r(t)]dt+ σdW (t), r(0) = r0 (3.3)
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where r0, k, θ and σ are positive constants. The Vasicek model has a closed form
solution:




(1− e−2kt) Zr. (3.4)





(1− e−2kt), where Zr is defined as in Equation 3.1. The forward
interest rate fromH to T (denoted as FR(Zr, H, T ) hereafter) is needed to calculate
bond value at time horizon H . It can be derived as







Ret(∞)− (θ + (r(0)− θ)e−kH+√
σ2r
2k











denotes the return of default-free zero coupon bond
with infinite maturity, and λ is the market price of interest rate risk.
3.1.3 Risk of Credit Spreads
The rating specific credit spreads Sk(H, T ) (k ∈ {1, ..., 7}) are assumed to fol-
low multivariate N(µk, σ
2
k, RCS) distribution, where µk and σk are the means and
volatilities of the annualized credit spreads, RCS is the correlation matrix among
credit spreads of different credit ratings. In the benchmark model, the credit
spreads are determined jointly by the common factor Z, the interest rate factor Zr
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and the rating specific factor ηk. H is fixed at year 1.
Sk(H, T ) = µk + σk( ρzsZ + ρrsZr +
√
1− ρ2rs − ρ2zs ηk ), k = 1, ..., 7 (3.6)
where ηk are correlated N(0, 1) distributed random variables with correlation ma-
trix R˜CS. The correlated ηk can be generated as the product of ξk and the Cholesky













rs + (1− ρ2zs − ρ2rs)COV (ηi, ηj)⇒
COV (ηi, ηj) =
RCSij − (ρ2zs + ρ2rs)
1− ρ2zs − ρ2rs
⇒
R˜CSij =
RCSij − (ρ2zs + ρ2rs)
1− ρ2zs − ρ2rs
. (3.7)
3.1.4 Risk of Recovery Rate
If bond n defaults at time horizon H , the recovery rate (denoted as δn hereafter)




Mn = αnZ + βnZr + γnXn +
√
1− α2n − β2n − γ2n ςn
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where αn, γn and σn ∈ R+, µn and βn ∈ R and α2n + β2n + γ2n ≤ 1.
µn and σn can be calibrated by matching the first two moments of historical recovery
rates. With all these risk factors properly modeled, the bond value at time horizon
H with rating k can be calculated as:

V k(H, T ) = Fe−(FR(Zr ,H,T )+Sk(H,T ))(T−H) (k = 1, ..., 7) bond survives
V k(H, T ) = δnP (H, T ) (k = 8) bond defaults
where P (H, T ) is the value of a risk-free but otherwise identical zero coupon bond.
The portfolio value at time horizon H is the sum of N bond values.
Π = ΣNn=1V
k
n (H, T ), k ∈ {1, ..., 8}, n ∈ {1, ..., N}. (3.9)
Remarks on Benchmark Model:
After the review of the benchmark model, we summarize its strengths (S) and
weaknesses (W) as follows:
S1, it included the stochastic nature of rating transition, interest rate, credit
spreads and recovery rates.
S2, all the risk factors are correlated by linking to the common factor Z and the
interest rate factor Zr. Thus the correlation between market risk and credit
risk are captured automatically and the two types of risk can be evaluated in
an integrated way for credit portfolios.
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W1, however, it is a static single period model with constant parameter assump-
tions, which cannot capture the evolution of market dynamics. This is specif-
ically an unacceptable assumption for CDO repricing and risk measurement
due to the longer life span of CDO products.
W2, as a single period model, it cannot capture the persistency nature of systemic
factors which has been observed in the financial crisis.
W3, its recovery rate follows a log-normal distribution, which may not fall into
the range of [0,1].
W4, although Student-t distributed asset returns were studied and compared with
normally distributed asset returns, the key parameter (degree of freedom) was
given at the author’s discretion other than derived from real market data
through calibration.
When develop the new dynamic multi-period model, we retain the strengths
and rectify the weaknesses of the benchmark model accordingly.
3.2 The Dynamic Multi-period Model
The dynamic multi-period model is the generalization of the static single period
model, which is described below.
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3.2.1 Risk of Downgrading and Defaults
Recall that in the static single period benchmark model, the standardized asset
returns are given in Equation 3.1 where all parameters are kept at constant level
throughout the life span of the products.
Xn =
√
ρv − ρ2rvZ + ρrvZr +
√
1− ρvεn (ρ2rv ≤ ρv, n ∈ {1, ..., N}).
In contrast, in the new dynamic multi-period model, time-dependent feature of the
parameters is introduced into the standardized asset returns at time point t, thus




ρv(t)− ρrv(t)2 Z(t) + ρrv(t) Zr(t) +
√
1− ρv(t) εn(t) (3.10)
where ρrv(t)
2 ≤ ρv(t), n ∈ {1, ..., N}, t ∈ {0, ..., T}.
As we all know, global economy have a cyclical behavior and persistence phases.
In Equation 3.10, Z(t) and Zr(t) — the common factor (or the systematic risk
factor) and the risk free rate factor — represent the global economy status at
time t. To reflect the cyclical and autoregressive behavior of global economy, we
assume both common factor Z(t) and risk free rate factor Zr(t) to follow first order
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autoregressive process of AR(1):
Z(t) = α1Z(t− 1) + σ1W1(t)
Zr(t) = α2Zr(t− 1) + σ2W2(t)
(3.11)
where Z(0) and Zr(0) are the initial values of the common factor and risk free rate
processes, and Wi(t) are i.i.d. normal random variables. σi and αi (i ∈ {1, 2}) are
parameters which satisfy σ2i + α
2
i = 1 so that Z(t) and Zr(t) approach N(0, 1) as
t grows. The first two moments of the unconditional processes of Z(t) and Zr(t)
are E(Z) = 0, VAR(Z) = 1 and E(Zr) = 0, VAR(Zr) = 1 respectively. Given Z(0)












2 = 1− α2t2 respectively.
By substituting Z(t) and Zr(t) into Xn(t), we obtain:
Xn(t) =
√













From Equation 3.12 we can see clearly the exponentially decreasing influence of
common factor and risk free rate disturbances of earlier periods. Xn(t) are gen-
erated only for survived names for time period [t, t + 1). As time t grows, Xn(t)
approaches N(0, 1). This implies that downgrade risk and default risk can be mod-
eled in the same way as has been illustrated in Section 3.1.1. The rating transition
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matrix at time t reflects the credit evolution in the period [t, t+1), which is either
taken from rating agencies’ publications or compiled by practitioners to reflect their
own market views.
3.2.2 Risk of Interest Rate and Credit Spreads
Recall that in the static single period model, interest rate and credit spreads are
given in Equation 3.4 and Equation 3.6 respectively, in which all parameters are
fixed throughout the life span of products.





Sk(H, T ) = µk + σk( ρzsZ + ρrsZr +
√
1− ρ2zs − ρ2rs ηk ), k = 1, ..., 7.
In contrast, in the multi-period dynamic model all the parameters are adjustable
to fit the changing market conditions.




(1− e−2k(t)t) Zr(t) (3.13)
Sk(t, T ) = µk(t)+σk(t)( ρzs(t)Z(t)+ρrs(t)Zr(t)+
√
1− ρzs(t)2 − ρrs(t)2 ηk(t) ), k = 1, ..., 7
(3.14)
where Z(t) and Zr(t) satisfy Equation 3.11, i.e. Z(t) = α1Z(t− 1) + σ1W1(t) and
Zr(t) = α2Zr(t− 1) + σ2W2(t).
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3.2.3 Risk of Recovery Rate
As mentioned in Section 3.1.4, the recovery rate in benchmark model is assumed
to be a log-normally distributed random number which falls into the range (0,∞).
In contrast, in the new dynamic multi-period model, we borrow the similar idea
in Duellmann and Trapp (2004) and assume the following process for Yn(t) =
ln[(1− LGDn(t))/LGDn(t)]:






1− w1 − w2 εn(t)
)
(3.15)
where Yn(t) is only generated for defaulted names in time period [t, t+ 1). µ˜ and
σ˜ are linear transformation coefficients which can be determined by matching the
first two moments of model recovery rates to those of historical recovery data; w1
and w2 control the influences of the common factor Z(t) and interest rate factor
Zr(t) on recovery rate respectively; and εn(t) is a name specific standard normally
distributed random number. Without knowledge of Z(0) and Zr(0), the first two
moments are E(Yn(t)) = µ˜ and VAR(Yn(t)) = σ˜
2. Given Z(0) and Zr(0), the









2Zr(0) and VAR{Yn(t)|Z(0), Zr(0)} = σ˜2(1−w1α2t1 −w2α2t2 ).
The first two moments of the conditional process approach those of unconditional
process as t rises.
Finally, according to Equation 3.15 and the definition of Yn(t), the loss given
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δn(t) = 1− LGDn(t).
(3.16)
From Equation 3.16 we can see the recovery rate of defaulted name n depends on
the status of global economy, the interest rate level and the firm specific financial
condition at time point t, and it always falls into the range [0,1].
Remarks on The Dynamic Multi-period Model:
The dynamic multi-period model is the generalization of the static single period
model, and the persistency of common factors are controlled by α1 and α2. If we
take the autocorrelation parameters α1 and α2 as 0 and keep all other parameters
as constants, the multi-period model is just the same as the single period model,
which means the commonly accepted static single period Gaussian copula model
is one special case of the dynamic multi-period model.
Within the dynamic multi-period model, all parameters are time dependent so
that the evolution of market dynamics can be captured; the persistency of systemic
risk factors — the common factor Z(t) and the risk free rate factor Zr(t) — can also
be captured through the AR(1) processes; and the recovery rates are guaranteed
to fall into the range [0,1]; basically all shortcomings of the static single period
benchmark model are rectified.
However, as all parameters in the dynamic multi-period model are time-dependent
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and adjustable, this on one hand enable the flexibility of the dynamic multi-period
model, but on the other hand, parameter selection and calibration become more
challenging than that with the static single period model. So in Chapter 4 and 5,
before move to scenario analysis where all parameters are adjustable, parameter
sensitivity analysis will be specifically conducted under normal market condition
and stressed market condition for both single period related parameters and multi-
period related parameters.
3.3 With Student-t Distributed Asset Returns
In the benchmark model, although the author discussed the simulation results
generated with Student-t distributed asset returns, the key parameter — degree of
freedom — was given at his discretion. In this section, we calibrate the degree of
freedom with real market data and generalize to dynamic multi-period model in a
similar way.
3.3.1 Student-t Distribution
A Student-t distribution has fatter tails than normal distribution. According to Hu
(2005) and many others, the multivariate Student-t distributed random numbers
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where
(1) Z ∼ Nk(0, Ik),





), or equivalently, v/W ∼ χ2v; and
(3) A ∈ Rd×k and µ ∈ Rd are constant matrix and vector, and AA′ =
∑
.





















existed for v > 2.
(3.19)
Recall that the multi-normal asset returns XG have mean 0 and covariance matrix∑
. To be comparable, we have to match the first two moments of the asset return

















ρv − ρ2rvZ + ρrvZr +
√
1− ρvεn). (3.20)
These are the Student-t distributed asset returns within static single period model.
In a similar way, it can also be extended to a dynamic multi-period model by
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ρv(t)− ρrv(t)2Z(t) + ρrv(t)Zr(t) +
√
1− ρv(t)εn(t)).
3.3.2 Calibration of Degree of Freedom
Degree of freedom is the key parameter for Student-t distribution and Student-
t copula. Canonical Maximum Likelihood Method (CML) has been proposed to
calibrate the degree of freedom in Genest et al (1995), Bouye et al (2000) and
Mashal and Zeevi (2002). CML method relies on the concept of empirical marginal
transformation and does not require any prior assumption on the distribution form
of the margins. The transformation tends to approximate the unknown parametric







1{xnt≤ }, for n ∈ {1, ..., N}.
According to the Mashal and Zeevi method (2002), the degree of freedom calibra-
tion for Student t copula can be implemented in 3 steps:
Step 1, transform the initial stock prices data set X into a set of uniform variates





N) = [Fˆ1(X1t), Fˆ2(X2t), ..., FˆN(XNt)].
Step 2, estimate the correlation matrix for the Student-t copula via the rank correla-
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where CRi,j is the linear correlation coefficient of Xi and Xj.
Step 3, find the CML estimator νCML of the degree of freedom by maximizing the









CML, ν) where ν ∈ (2,∞).










pdf comparison between Normal and T




















Figure 3.2: Comparison of Normal Distribution with Student-t Distribution
With the above introduced CML method we can calibrate degree of freedom for
Student-t distribution. Basically for Student-t distribution, the smaller the degree
of freedom ν, the fatter the tails and the larger the kurtosis. With the increase of ν
to infinity, Student-t distribution converges to a standard normal distribution. In
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the upper block of Figure 3.2, the probability density function (pdf) are plotted for
normal distribution and student-t distribution with ν = 5, 10, 50, 100. To clearly
show the tail difference, we take log of the density function then compare them in
the lower block of Figure 3.2.
3.4 Summary
In this Chapter, first of all we reviewed the benchmark model in Grundke (2005),
analyzed its strengthes and weaknesses, and then improved and generalized it to a
dynamic multi-period model.
Within the dynamic multi-period model, evolution of market environment can
be captured as all parameters are time dependent and adjustable. The persistency
feature of systemic risk factors can be captured by multi-period related parameters
α1 and α2. And all other shortcomings in the static single period model are rectified
as well. However, as all the parameters are time dependent, parameter calibration
become more challenging than that within static single period model, hence special
efforts on parameter analysis and scenario analysis are needed.
We also presented the method on how to derive degree of freedom for Student-
t distribution with data calibration, and generalize it to dynamic multi-period
framework in a similar way.
This dynamic multi-period model will be applied to credit portfolio and CDO
Chapter 3: Methodology 33
tranche risk measurement. The simulation results will be discussed in Chapter 4
and Chapter 5 respectively.
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Chapter 4
Risk Analysis on Portfolio Level
The dynamic multi-period model can be used both for portfolio risk analysis and
CDO tranche repricing and risk management. However, the concerns of credit port-
folio holders and CDO tranche investors are quite different. As a portfolio holder,
the concerns should be on the calculation of the portfolio value, the quantification
of the risk and the allocation of economic capital accordingly, etc.
In this chapter, first we introduce the commonly accepted portfolio risk mea-
sures, then we conduct parameter analysis comparatively under normal market
conditions and stressed conditions, to investigate the various impacts of both single
period related parameters and multi-period related parameters. Finally we conduct
scenario analysis where all parameters are adjustable by assuming different future
market movement paths.
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4.1 Risk Measures and Portfolio Components
4.1.1 Portfolio VaR and AVaR
VaR is the commonly accepted risk measure in financial industry. Given some
confidence level α ∈ (0, 1), the VaR of the portfolio at the confidence level α is
given by the smallest number l such that the probability that the loss L exceeds l
is not larger than (1− α):
VaRα = inf{l ∈ ℜ : P (L > l) ≤ 1− α}.
A common complaint among academics is that VaR is not sub-additive (Kelvin
(2005)), which means the VaR of a combined portfolio can be larger than the sum
of the VaRs of its components, and the immediate consequence is that VaR might
discourage diversification.
Average VaR is an alternative to VaR, which is a coherent risk measure, and
more sensitive to the shape of the loss distribution. AVaR is also called Expected
shortfall (ES), Conditional Value at Risk (CVaR) and Expected Tail Loss (ETL).
It is the conditional expectation of Loss L exceeding the threshold l:
AVaRα = E(L|L > l).
In the bank industry, usually market VaR and credit VaR are calculated separately.
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To allocate economic capital, either the undiversified VaR (the sum of market VaR
and credit VaR) is used which leads to conservative estimates, or the dominant
VaR (the bigger of the two) is used which shows incomplete risk profile of the
product. Here the market VaR is computed based only on the fluctuation of risk
free rates and rating specific credit spreads, no rating transition or defaults have
occurred; the credit VaR is computed based on the uncertainty of rating transitions,
defaults and recoveries but with risk free rates and credit spreads assumed to be
constants. Integrated VaR, however, includes all these risk factors and uncertainties
simultaneously in the computation process. In this study, we analyze these portfolio
risk measures with different parameter sets and scenarios.
4.1.2 Portfolio Components
While in Grundke (2005) and many others, the studied portfolio is usually a hy-
pothetical homogeneous one consisting of exchangeable underlying names, in this
study the objective portfolio is a real inhomogeneous underlying pool of an ex-
isting CDO transaction which consists of 298 term loans with different ratings,
nominals, spreads and maturities. The basic portfolio statistics are shown in Table
4.1. Moody’s current rating distribution is specifically given in Table 4.2.
To investigate the impacts of the portfolio homogeneity, we construct a hypo-
thetical homogeneous portfolio which is an approximation of the real inhomoge-
neous portfolio. It consists of 298 term loans with identical rating (the weighted
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Table 4.1: Basic Portfolio Statistics
current pool balance: USD289.6mil
minimum loan balance (%): 0.0004%
maximum loan balance (%): 2.36%
weighted average coupon (WAC): 4.52%
minimum loan coupon (%): 2.49%
maximum loan coupon (%): 8.72%
weighted average life (WAL): 5.04 years
longest remaining term: 14.5 years
shortest remaining term: 3 years
Moody’s weighted average rating factor (WARF): 2726(B2)
Table 4.2: Moody’s Rating Distribution
Ba2: 0.82% Ba3: 12.35% B1: 17.15%
B2: 34.45% B3: 14.15% Caa1: 10.58%
Caa2: 3.68% Caa3: 0.69% Ca: 6.13%
average rating B2), coupon (the weighted average coupon 4.52%), maturity (the
weighted average remaining life 5 years) and nominal (the average nominal USD
0.97 million).
To focus on the impacts of the portfolio homogeneity only, We generate risk
measures at year 1 with the single period model for both the hypothetical ho-
mogeneous portfolio and the real inhomogeneous portfolio and then compare. As
expected, with the same parameter set, the standard deviations (STD) of the in-
homogeneous portfolio are higher than those of the homogeneous portfolio. When
only market risk is considered, we find homogeneous portfolio value distribution is
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closer to normal distribution than the inhomogeneous portfolio value distribution
with its skewness closer to 0 and kurtosis closer to 3. In contrast, when only credit
risk is considered, we find the homogeneous portfolio value distribution is with
higher peak and fatter tails than inhomogeneous portfolio value distribution. VaR
and AVaR numbers for homogeneous portfolio are smaller than those of inhomo-
geneous portfolio which are not shown here. In summary, the homogeneity of the
portfolio does impact the portfolio value distribution and the risk measures. Table
4.3 shows the first four moments for both inhomogeneous portfolio and homoge-
neous portfolio with the parameter set specified in Grundke (2005).
Table 4.3: First Four Moments Comparison
Mean STD Skewness Kurtosis
Inhomogeneous Portfolio
Market Risk 216.8 13.3 0.4 3.3
Credit Risk 211.3 14.9 -1.5 6.9
Integrated Risk 206.7 19.5 -0.6 4.1
Homogeneous Portfolio
Market Risk 231.5 11.2 0.2 3.1
Credit Risk 224.7 14.4 -2.0 8.9
Integrated Risk 219.5 18.3 -0.9 5.0
4.2 Single Period Related Parameter Analysis
As the multi-period model is a generalization of the single period model, and pa-
rameter calibration becomes more challenging because of the time-dependent of
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all parameters, in this section we start from the single period model which is the
special case of the multi-period model by assuming α1 and α2 to be zero.
The single period related parameters are identified as the correlation parame-
ters ρv(t), ρrv(t), the risk free rate parameters k(t), σr(t), and the credit spread
parameters µk(t), σk(t) etc. which jointly control the market condition in this pe-
riod. To emphasize their impacts and to be comparable with the benchmark model
results, we keep these parameters as constants throughout the product life and fix
the multi-period related parameters at α1 = α2 = 0, w1 = w2 = 0.35, while Z(0)
and Zr(0) can be any numbers as they have no impacts to asset returns any more.
Within this special case, the dynamic multi-period model is just the same as the
static single period model. We then compare the simulated risk measures at time
horizon of year 1 under two parameter sets — with one representing the normal
market environment and the other representing the stressed market environment.
4.2.1 Under Normal Market Conditions
We assume that the parameter set in Grundke (2005) represents the normal market
condition as the study was done in year 2004. All those parameters taken from
Grundke (2005) are listed in Table 4.4. The one year rating transition probability
matrix used in the simulation work is shown in Table 4.5, which is taken from the
published Moody’s special reports (2008).
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Table 4.4: Parameter Specification — Grundke (2005)
correlations
asset correlation ρv = 0.2 corr(asset, interest rate) ρrv = −0.05
Risk free rate parameters
k = 0.4 θ=0.06 r0=0.06 σr=0.01
market price of risk λ=0.5
Credit spread parameters
Correlation(Zr,S) ρrs = −0.1 correlation(Z, S) ρzs = −0.1
Mean of Sk(bp) µk=[35.6 41.0 58.2 86.0 189.6 331.2 1320]
Volatility of Sk(bp) σk=[14.3 14.8 21.5 30.6 74.0 117 480]
Correlation Matrix RCS(will be shown separately)
Recovery Rate Parameters
Mean µδ = 0.5 Volatility σδ = 0.26
RCS =

AAA AA A BBB BB B CCC
AAA 1 0.92 0.84 0.72 0.70 0.64 0.64
AA 0.92 1 0.86 0.70 0.75 0.61 0.64
A 0.84 0.86 1 0.89 0.81 0.67 0.61
BBB 0.72 0.70 0.89 1 0.77 0.69 0.67
BB 0.70 0.75 0.81 0.77 1 0.65 0.69
B 0.64 0.61 0.67 0.69 0.65 1 0.65
CCC 0.64 0.64 0.61 0.67 0.69 0.65 1

With the specified parameters we run Monte Carlo simulation to derive the
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Table 4.5: Average One-Year Letter Rating Migration Rates, 1920-2008
Aaa Aa A Baa Ba B Caa Default
Aaa 91.1 7.8 0.9 0.2 0.0 0.0 0.0 0.0
Aa 1.3 90.6 7.0 0.7 0.2 0.0 0.0 0.1
A 0.1 3.2 90.2 5.6 0.7 0.1 0.0 0.1
Baa 0.0 0.3 4.9 88.0 5.4 0.8 0.2 0.3
Ba 0.0 0.1 0.5 6.6 83.2 7.4 0.7 1.5
B 0.0 0.1 0.2 0.7 6.7 81.9 6.3 4.2
Caa 0.0 0.0 0.0 0.3 0.9 9.1 76.9 12.8
portfolio value distributions with market risk, credit risk and integrated risk re-
spectively. Figure 4.1 shows the different portfolio value distributions, from which
we can see clearly that market portfolio value distribution approaches normal dis-
tribution while credit portfolio value distribution is left skewed with high peak.
The integrated portfolio value distribution is more scattered than both market
portfolio value distribution and credit portfolio value distribution. This implies
that under normal market conditions, the real portfolio risk comes from not only
market risk factors but also credit risk factors, and the segmentation of market risk
and credit risk will definitely cause problems of risk measurement and economic
capital allocation, which is either underestimation or overestimation effect.
We then focus on the left tails of the portfolio value distributions with market
risk, credit risk and integrated risk. In Table 4.6, VaR and AVaR at confidence
levels of 95%, 99%, and 99.9% are compared, and two important findings are note-
worthy. First, VaR numbers are smaller than AVaR numbers at the same confidence
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Figure 4.1: Portfolio Value Distributions under Normal Market
levels, which is expected because by definition AVaR is the conditional expecta-
tion of portfolio loss when it exceeds the VaR number. Second, for this particular
portfolio with average rating of B2, credit VaRs (including AVaR) are higher than
those of market VaRs, and integrated VaRs are between the dominant VaR and the
undiversified VaRs. That means for this portfolio with poor credit quality, credit
risk coming from defaults and downgrades are the dominant risk, but the real risk
will be underestimated if only dominant risk is considered.
Underestimation and overestimation effects are analyzed in Table 4.7. From
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Table 4.6: Portfolio VaRs under Normal Market Conditions
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
Market Risk 20 28 35 25 31 38
Credit Risk 29 50 81 43 64 93
Integrated Risk 34 56 84 47 68 95
Undiversified Risk 49 78 117 67 95 131
the first row “Market/Integrated” we can see the underestimation effects become
more significant with the increase of the confidence levels when only market risk
is considered. From the second row we can observe the underestimation effects
but to a less significant extent and in a different way when only credit risk is
considered. The ratios of credit VaR vs integrated VaR are 85%, 91%, and 97%
for confidence levels of 95, 99, 99.9 respectively, which means the left tail of credit
portfolio value distribution is much closer to that of integrated portfolio value
distribution. This can be verified from Figure 4.1. In contrast, the third row
“Undiversified/Integrated” shows the overestimation effects of undiversified VaR
in the range [137% 145%].
Table 4.7: Underestimation and Overestimation under Normal Market
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
Market/Integrated 60% 50% 42% 53% 46% 40%
Credit/Integrated 85% 91% 97% 90% 95% 97%
Undiversified/Integrated 145% 141% 138% 143% 141% 137%
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4.2.2 Under Stressed Market Conditions
Due to the recent financial crisis, the market sentiments have changed significantly.
In this section, we calibrate parameters with real market data (15 October 2006 -
15 November 2008) downloaded from Reuters which can reflect the recent market
environment.
Correlation Parameters
asset correlation ρv = 0.3 corr(asset, interest rate) ρrv = 0.1
Asset return correlations among the 298 underlying names are hard to calibrate.
Following Grundke (2005), we assume identical asset return correlation ρv but with
a higher number of 0.3 instead of 0.2. To investigate the impacts of ρv, we fix all
other parameters and vary ρv. We find that with the increase of the asset corre-
lation ρv, the VaR and AVaR numbers for integrated portfolio value distribution
become bigger, which is consistent with what have reported in Grundke (2005).
The correlation among asset return and risk free rate ρrv is changed from −0.05 to
0.1. This is approximated by the correlation between S&P 500 (representing the
common factor Z) and 3-month T-bill rate (representing the risk free rate).
Risk Free Rate Parameters
k = 0.25 θ=0.0325 r0=0.0325 σr=0.0158
market price of risk λ=0.5
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Risk free rate parameters are calibrated with 3-month T-bill rates downloaded from
Reuters. We can see that the long term mean of the risk free rate become lower
but the volatility become higher. These changes are consistent with what we have
observed in the recent financial crisis.
5-year Credit Spread Parameters
correlation(Zr,S) ρrs = −0.8 correlation(Z, S) ρzs = −0.14
Mean of Sk(bp) µk=[69.7 147.4 174.4 239.8 537.6 989.5 3630]
Volatility of Sk(bp) σk=[41.3 94.2 105.5 126.9 268.8 445.3 1453]
5-year credit spread parameters are calibrated with US benchmark rates of rat-
ing AAA, AA, A, BBB, BB, B and US risk free benchmark rate. 5 year CCC
credit spread is derived from the internally circulated indicative CDS spread levels
in DBS bank. Compared with the parameters under normal market conditions,
both means and volatilities of the credit spreads increase significantly. The corre-
lation between risk free rate and credit spreads ρrs decrease to -0.8 from -0.1, and
the correlation between common factor and credit spreads ρzs decrease to -0.14
from -0.1. All these changes are consistent with what we have witnessed recently:
the up surge of credit spreads for all ratings, the interest rate cuts by central banks
and the poor performance of equities. The change of the correlation matrix among
the 7 credit rating spreads is less obvious hence are not shown here. According to
Moody’s (2008), recovery rate in recent years agrees with the long term average
recovery rate thus the mean and standard deviation are fixed at 50% and 26%
respectively. Rating transition matrix is taken from Mooy’s (2008).
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With the newly specified parameters representing the recent stressed market
environment, the portfolio value distributions at time horizon of year 1 with mar-
ket risk, credit risk and integrated risk are recalculated and shown in Figure 4.2,
which are quite different from what we have observed in Figure 4.1. Under normal
market conditions, the peaks of the portfolio value distributions follow the rule of
Credit > Integrated > Market, while under stressed market conditions, it follows
Credit > Market > Integrated. This implies that under stressed market condi-
tions, integrated portfolio value distribution is much scattered. In addition, the
tail of the integrated portfolio value distribution seems much fatter than that in
Figure 4.1.














Figure 4.2: Portfolio Value Distributions under Stressed Market Condition
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Table 4.8: Portfolio VaRs under Stressed Market Condition
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
with stressed parameter set
Market 39 51 62 46 56 66
Credit 35 63 98 52 79 110
Integrated 51 76 107 66 89 118
Undiversified 74 114 161 98 135 176
stressed parameter set vs normal parameter set
Market 192% 184% 177% 186% 180% 173%
Credit 121% 125% 121% 123% 123% 119%
Integrated 150% 136% 127% 140% 132% 124%
Undiversified 150% 146% 138% 146% 142% 135%
Table 4.9: Underestimation and Overestimation under Stressed Market Condition
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
Market/Integrated 77% 67% 58% 70% 63% 56%
Credit/Integrated 69% 83% 92% 79% 88% 93%
Undiversified/Integrated 145% 151% 150% 149% 151% 149%
In Table 4.8, we can see that VaR and AVaR numbers obtained with the stressed
market parameter set are significantly larger than those with the normal market
parameter set. The increase of market VaR and AVaR numbers are in the range
[73% 92%] due to the more volatile risk free rate and credit spreads. Compared
with market VaR numbers, the increase of credit VaR numbers are less significant
which is around 20%. The increase of integrated VaR numbers are in the range
[24% 50%].
Chapter 4: Risk Analysis on Portfolio Level 48
Table 4.9 shows that under stressed market conditions, neither the dominant
VaR (the bigger of market VaR and credit VaR) nor the undiversified VaRs (the
sum of market VaR and credit VaR) can be used as the real risk numbers because
they either overestimate or underestimate the real risks severely.
4.2.3 With Student-t Distributed Asset Returns
In Grundke (2005), student-t distributed asset returns were studied and simulation
results were compared with those of normal distributed asset returns. However,
the critical parameter degree of freedom ν was given at the author’s discretion. In
this part, we approximately calibrate the key parameter ν with regional indices of
Nikki 225 (Japan), S&P500 (US), FTSE 100 index (UK), Hang Seng Index (Hong
Kong), and CAC 40 Index (French). This should be a reasonable approximation
because the loan portfolio consists of 298 term loans from different regions and
industries.
With the method described in Section 3.3.2, the degree of freedom is calibrated
to be 9. The log likelihood values with different degree of freedoms are shown
in Figure 4.3. With the stressed parameter set specified in section 4.2.2 and the
calibrated degree of freedom, we then move to Student-t distributed asset return
distribution. However, as the degree of freedom is an approximated estimation, we
also investigate the impacts of different values of degree of freedom ν.
In Table 4.10, integrated VaR numbers at different confidence levels are com-
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Figure 4.3: Log Likelihood Function with Degree of Freedom
pared. The first block shows the integrated VaR numbers with normally distributed
asset return assumption; the other blocks show the integrated VaR numbers with
Student-t distributed asset return assumptions at degree of freedom 9, 15, 20 and
50. We can see that all integrated VaR numbers with Student-t distributed asset
return assumptions are bigger than those with normally distributed asset return
assumptions; with the increase of degree of freedom, the gaps between Student-t
distribution and normal distribution become smaller. These findings agree with
those reported in Grundke (2005). For this particular credit portfolio, the gaps
between normal distribution and Student-t distribution with DOF = 9 is below
2.3% which is insignificant. In addition, we conduct normality tests such as the
Jarque-Bera test, Kolmogorov-Smirnov test and Lilliefors test for the five regional
indices, and all test results show that the log return of the indices satisfy normal
distribution at confidence level of 95%. Hence hereafter all simulation works are
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done with normally distributed asset return assumptions.
Table 4.10: Integrated VaR with Student-t Distributed Asset Returns
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
With Normal Distributed Asset Returns
51.10 75.82 106.92 66.13 89.50 117.66
Student-t Distributed Asset Returns - DOF=9
52.14 77.53 107.96 67.56 91.17 118.37
Student-t Distributed Asset Returns - DOF=15
51.58 76.55 106.98 66.70 90.38 118.08
Student-t Distributed Asset Returns - DOF=20
51.26 76.25 106.72 66.27 89.77 117.93
Student-t Distributed Asset Returns - DOF=50
51.15 75.96 106.94 65.20 89.66 117.82
4.3 Multi-period Related Parameter Analysis
With the single period related parameters analyzed under the special case of the
multi-period model, we then fix them at the levels under stressed market condition
and conduct parameter analysis for the multi-period related parameters. 3 groups
of multi-period related parameters are identified: Z(0) and Zr(0) — which are
N(0, 1) distributed random numbers representing the initial market sentiments;
α1, α2, σ1 and σ2 — which specify the persistency of the systemic risk factor and
satisfy the equations α21 + σ
2




2 = 1; w1 and w2 — which specify the
dependence of recovery rate on the common factor and the risk free rate factor.
Since the portfolio weighted average life of the term loans is 5 years, we calculate
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the portfolio value distributions at the end of year 1, year 2, year 3, year 4 and
year 5 respectively. We roll over those term loans if their remaining terms are less
than 5 years. The simulation procedure is as follows:
Step 1, simulate asset returns Xn(1) at the end of year 1 based on the common factor
Z(1), the interest rate factor Zr(1) and all other parameters representing the
market environment in year 1. Note that Z(1) = α1Z(0) + σ1W (1) and
Zr(1) = α2Zr(0) + σ2W (1).
Step 2, compareXn(1) with rating transition thresholds to determine the loan ratings
at the end of year 1. Loan value is the product of Nominal and Recovery
Rate if default happens and will remain fixed till maturity; otherwise loan
value is calculated as a coupon bearing bond. Portfolio value at the end of
year 1 is the sum of the 298 loan values.
Step 3, simulate asset returns Xn(2) at the end of year 2 based on the common factor
Z(2), interest rate factor Zr(2) and all other parameters representing market
environment in year 2 only for survived names, which may different from those
of year 1. Note Z(2) = α1Z(1) + σ1W (2) and Zr(2) = α2Zr(1) + σ2W (2).
Step 4, compareXn(2) with rating transition thresholds to determine the loan ratings
at the end of year 2. Loan value is the product of Nominal and Recovery
Rate if default happens and will remain unchanged till maturity, here recovery
rate is dependent on the common factor Z(2) and risk free rate factor Zr(2).
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The loan value is calculated as a coupon bearing bond if the loan survives.
Portfolio value at the end of year 2 is the sum of the 298 loan values.
Step 5, repeat above steps for year 3, 4, and 5, then we can get the portfolio value
distributions at all points.
Step 6, repeat Step 1 to Step 5 for 100000 times, we get the portfolio value distri-
butions and the corresponding portfolio value distribution statistics such as
mean, standard deviation, skewness, kurtosis and the VaR numbers at spec-
ified confidence levels at each time point. The number of simulation path
is determined by the requirement of convergence accuracy and the needed
computing time.
4.3.1 Group 1: Z(0) and Zr(0)
To investigate the impacts of multi-period related parameters, we take α1 and α2 as
none zero numbers, here we assume the base case parameters to be α1 = α2 = 0.8,
w1 = w2 = 0.35 and Z(0) = Zr(0) = 0. As the underestimation and overestimation
effects have been discussed and Integrated VaR is recommended as the reasonable
risk measure for credit portfolio, hereafter only the Integrated VaR values and
portfolio value distribution with all risk factors are generated in the multi-period
framework.
As Z(0) and Zr(0) represent the initial status of common factor and risk free
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rate, first we fix Z(0) = Zr(0) = 0 which is the mean level of the factor distributions
and represents a normal initial market conditions. We then change them to Z(0) =
Zr(0) = −1.28 which is at the 10th quantile level of the factor distributions. The
first 2 moments of the portfolio value distribution are compared in Table 4.11.
First of all we investigate the impacts of time. As t grows, we find both the
portfolio mean and standard deviation increase. The increase of portfolio mean is
due to the decrease of the remaining term which leads to a higher discount factor,
while the increase of volatility is due to the more diffuse rating distributions at
later time points. Secondly we investigate the impacts of the initial values of the
common factor Z(0) and the risk free rate factor Zr(0). We find that at each
time point the portfolio value mean becomes smaller but the volatility becomes
bigger if Z(0) and Zr(0) are changed from 0 to −1.28. This can be explained that
Z(0) = Zr(0) = −1.28 represents a downturn cycle of the initial market condition
which will persist and impact adversely to the future market movements, thus more
defaults, rating downgrades and lower recovery rates are expected. Thirdly from
the last column of Table 4.11, we can see the differences of the percentage between
two adjacent time points become smaller which means the influence of Z(0) and
Zr(0) decreases as time grows.
We then focus on the left tails of the portfolio value distributions at all points.
Table 4.12 shows the VaR and AVaR numbers in percentage of portfolio mean. We
can see clearly the significant increase of VaR and AVaR numbers at all confidence
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Table 4.11: Impacts of Z(0) and Zr(0) — Mean and STD
Mean1 STD Mean/STD Mean2 STD Mean/STD Mean2/Mean1
t Z(0) = Zr(0) = 0 Z(0) = Zr(0) = −1.28
1 174.6 23.2 13.3% 126.8 24.5 19.3% 72.7%
2 186.5 28.1 15.1% 128.5 34.8 27.0% 68.9%
3 197.1 33.5 17.0% 131.8 42.8 32.5% 66.9%
4 206.8 38.9 18.8% 136.2 49.6 36.4% 65.8%
5 215.8 44.5 20.6% 140.7 55.3 39.3% 65.2%
levels when Z(0) and Zr(0) are changed from 0 to −1.28, particularly at the 5th
year end, we find VaR at 99.9% confidence level is 90.2% which means portfolio
loss can be as high as 90% of the portfolio mean.
Table 4.12: Impacts of Z(0) and Zr(0) — VaR and AVaR
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
t Z(0) = Zr(0) = 0 α1 = α2 = 0.8 w1 = w2 = 0.35
1 20.8% 29.3% 39.6% 26.1% 34.0% 44.2%
2 25.8% 38.6% 53.8% 33.7% 45.5% 59.0%
3 31.4% 48.0% 65.2% 41.4% 55.7% 70.1%
4 36.7% 55.1% 72.5% 47.9% 62.9% 77.0%
5 41.2% 60.8% 76.7% 53.0% 68.1% 80.9%
Z(0) = Zr(0) = −1.28 α1 = α2 = 0.8 w1 = w2 = 0.35
1 32.2% 45.8% 59.9% 40.5% 52.0% 64.9%
2 46.3% 63.4% 78.2% 56.6% 70.1% 82.8%
3 55.7% 73.0% 86.0% 66.1% 79.0% 88.8%
4 61.5% 78.0% 88.8% 71.5% 83.1% 91.1%
5 65.4% 80.7% 90.2% 74.9% 85.2% 92.1%
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4.3.2 Group 2: α1 and α2
α1 and α2 specify the autocorrelation of the common factor Z and the risk free
rate factor Zr. We find that the persistency of the common factors becomes more
significant under stressed market condition, so we we vary α1 = α2 from 0.8 (nor-
mal market condition) to 0.95 (stressed market condition) and then compare the
simulation results in Table 4.13.
From the last column we find out that the impacts of α1 and α2 on portfolio
mean are insignificant at all time points with the largest gap less than 5%. However,
we can see the impacts on volatility are significant from column 4 and 7 because
the volatilities decrease when α1 and α2 change from 0.8 to 0.95 and as time grows
the decrease become more obvious. This is explicit because α1 and α2 control the
autocorrelation of the common factor and the risk free rate factor, the higher the
α1 and α2 values the less volatile the asset returns and then the portfolio value
distribution.
Table 4.13: Impacts of α1 and α2 with Z(0) = Zr(0) = 0, w1 = w2 = 0.35
Mean1 STD Mean/STD Mean2 STD Mean/STD Mean2/Mean1
t α1 = α2 = 0.8 α1 = α2 = 0.95
1 174.56 23.19 13.3% 174.84 17.04 9.7% 100.2%
2 186.51 28.09 15.1% 188.50 18.27 9.7% 101.1%
3 197.12 33.45 17.0% 201.35 20.33 10.1% 102.1%
4 206.82 38.92 18.8% 213.56 23.80 11.1% 103.3%
5 215.75 44.45 20.6% 225.26 28.09 12.5% 104.4%
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Table 4.14: Impacts of α1 and α2 with Z(0) = Zr(0) = −1.28, w1 = w2 = 0.35
Mean1 STD Mean/STD Mean2 STD Mean/STD Mean2/Mean1
t α1 = α2 = 0.8 α1 = α2 = 0.95
1 126.83 24.54 19.3% 117.63 15.58 13.2% 92.7%
2 128.49 34.76 27.0% 109.87 21.46 19.5% 85.5%
3 131.83 42.79 32.5% 104.60 27.29 26.1% 79.3%
4 136.15 49.57 36.4% 101.34 32.54 32.1% 74.4%
5 140.74 55.32 39.3% 99.64 37.31 37.4% 70.8%
We also investigate the impacts of α under stressed initial market condition
with Z(0) = Zr(0) = −1.28 and show the simulation results in Table 4.14. We find
that under stressed initial market condition, the portfolio value means decrease but
volatilities increase at all confidence levels and all time points compared with those
under normal initial market condition. However, we find the impacts of α1 = α2 are
more significant under stressed initial market condition than under normal initial
market condition. This can be seen from the last column of Table 4.14 where the
ratio of portfolio mean with α1 = α2 = 0.95 vs those with α1 = α2 = 0.95 are in
the range [70.8% 92.7%]. We also find that with stressed initial market condition
and higher autocorrelation parameters α1 = α2 = 0.95, the portfolio means follow
a downward trend other than an upward trend. The possible reason is that with
the assumption of the worst initial market combined with a higher persistency
parameter, the poor economy is supposed to last for a long period of time and thus
more defaults and rating downgrades are expected.
We then focus on the impacts to the left tails of the portfolio value distributions.
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We find that the simulation results with Z(0) = Zr(0) = 0 follow almost the
similar trends with those of Z(0) = Zr(0) = −1.28 except that the VaR and AVaR
numbers are much smaller. So only the simulation results under stressed initial
market conditions are shown in Table 4.15. From the table we can see that the
Table 4.15: Impacts of α1 and α2 — VaR and AVaR
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
t α1 = α2 = 0.8 Z(0) = Zr(0) = −1.28
1 32.18% 45.79% 59.86% 40.45% 52.01% 64.89%
2 46.31% 63.37% 78.22% 56.64% 70.13% 82.82%
3 55.65% 73.01% 86.02% 66.11% 79.01% 88.80%
4 61.52% 77.97% 88.83% 71.54% 83.06% 91.10%
5 65.44% 80.74% 90.20% 74.85% 85.21% 92.11%
α1 = α2 = 0.95 Z(0) = Zr(0) = −1.28
1 21.21% 29.27% 38.98% 26.20% 33.51% 41.84%
2 31.81% 44.15% 56.67% 39.34% 49.82% 60.38%
3 42.09% 56.37% 69.01% 50.78% 62.27% 72.78%
4 50.41% 65.15% 76.48% 59.34% 70.43% 79.58%
5 56.75% 70.67% 80.56% 65.15% 75.18% 82.98%
when the autocorrelation parameters α1 and α2 are changed from 0.8 to 0.95, the
the VaR and AVaR in percentage of portfolio mean decreased at all confidence
levels and all time points. The main reason should be that the higher α values lead
to less diffuse common factors, asset returns and then the less volatile portfolio
value distributions.
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4.3.3 Group 3: w1 and w2
w1, w2 specify the dependence of recovery rates on the common factor Z(t) and the
risk free rate factor Zr(t). Recall that the first two moments for the conditional





2 Zr(0) and VAR{Yn(t)|Z(0), Zr(0)} = σ˜2(1 − w1α2t1 − w2α2t2 ), and the
recovery rate is δn(t) = 1− 11+eYn(t) .
By analyzing the conditional mean and the conditional variance formula of
Yn(t), we conjecture that under normal initial mareket condition (Z(0) = Zr(0) =
0), the change of persistency parameters α1 = α2 and the recovery rate de-
pendence parameters w1 = w2 has no influence on portfolio mean, but it has
impacts on the portfolio volatility — the higher the α1, α2, and w1 w2, the
higher the portfolio volatility. However, under stressed initial market condition
(Z(0) = Zr(0) = −1.28), the change of persistency parameters α1, α2 and the
recovery rate dependence parameters w1, w2 do impact the value of the portfo-
lio mean and volatility, but in a different way — with the increase of w1, w2 and
α1, α2, the recovery rate and the portfolio mean decrease but the portfolio volatility
increase.
The conjectures are verified by the simulation results. To avoid redundancy, we
only show the simulation results with Z(0) = Zr(0) = −1.28 and α1 = α2 = 0.8.
From the last column of Table 4.16, we can see the portfolio mean increase in the
range [10.5% 21.6%] when w1 and w2 are decreased from 0.35 to 0.05. From column
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4 and column 6, we find the portfolio volatilities increase at all time points.
Table 4.16: Impacts of w1 and w2 — Z(0) = Zr(0) = −1.28, α1 = α2 = 0.8
Mean1 STD Mean/STD Mean2 STD Mean/STD Mean2/Mean1
t w1 = w2 = 0.35 w1 = w2 = 0.05
1 126.8 24.5 19.3% 140.1 36.7 26.2% 110.5%
2 128.5 34.8 27.0% 149.4 47.1 31.5% 116.3%
3 131.8 42.8 32.5% 157.4 57.2 36.3% 119.4%
4 136.2 49.6 36.4% 164.6 67.3 40.9% 120.9%
5 140.7 55.3 39.3% 171.2 77.1 45.1% 121.6%
The trend of VaR and AVaR numbers are consistent with those of portfolio
standard deviation, hence the simulation results are not shown here.
4.4 Scenario Analysis
The multi-period model is workable under all possible scenarios by adjusting param-
eter sets including both single period related parameters and multi-period related
parameters. We have been clear about the impacts of various parameters through
the parameter analysis done in above sections, we now are able to move to scenario
analysis where all parameters are adjustable.
To illustrate the capability of the multi-period model, we propose two possible
scenarios based on current observations, the key parameters for scenario 1 and
scenario 2 are shown in Table 4.17. Scenario 1 is a relatively optimistic estimation
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Table 4.17: Key Parameters Used in Scenario 1 and 2
SCENARIO 1 t = 0 t = 1 t = 2 t = 3 t = 4 t = 5
Z(0) = Zr(0) -0.5
α1 = α2 0.8 0.8 0.6 0.6 0.6
w1 = w2 0.2 0.2 0.05 0.05 0.05
σr 0.0158 0.0158 0.01 0.01 0.01
ρv 0.3 0.3 0.2 0.2 0.2
ρrv 0.1 0.1 -0.05 -0.05 -0.05
ρrs -0.8 -0.8 -0.1 -0.1 -0.1
ρZs -0.14 -0.14 -0.1 -0.1 -0.1
µk* 80% 80% 50% 50% 50%
σk* 80% 80% 50% 50% 50%
SCENARIO 2 t = 0 t = 1 t = 2 t = 3 t = 4 t = 5
Z(0) = Zr(0) -1.28
α1 = α2 0.95 0.95 0.8 0.8 0.6
w1 = w2 0.35 0.35 0.2 0.2 0.05
σr 0.0158 0.0158 0.01 0.01 0.01
ρv 0.3 0.3 0.25 0.25 0.2
ρrv 0.1 0.1 -0.05 -0.05 -0.05
ρrs -0.8 -0.8 -0.4 -0.4 -0.1
ρZs -0.14 -0.14 -0.1 -0.1 -0.1
µk* 80% 80% 65% 65% 50%
σk* 80% 80% 65% 65% 50%
of the future global economy: initial values of the common factor and the risk
free rate factor are set at -0.5 — the 30th quantile level of factor distribution,
which means the worst time has passed and economy is on the way of recovery; the
global economy needs 2 years time to completely return to normal; so in the first
2 years α1 and α2 are set at a moderate level of 0.8 and then change to a lower
level of 0.6 in the last 3 years; the recovery rate dependence parameters w1 and w2
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decrease from 0.35 to 0.05; the correlation parameters, risk free rate parameters and
credit spread parameters are all adjusted accordingly. In contrast, scenario 2 is a
pessimistic estimation of the future global economy: initial values of Z(0) = Zr(0)
are set at -1.28 — the 10th quantile level of the factor distribution, which means
current market is almost the worst and will need a long time to recover. Here we
assume 4 years are needed for economy to return to normal. All key parameters are
adjusted accordingly for years 1-2, years 3-4 and year 5. We assume credit spread
parameters µk and σk have constant values for all credit ratings at each period,
with the constant values given in percentage in the stressed market environment
specified in section 4.2.2.
As has been analyzed in previous sections, different parameters have different
impacts on portfolio value distributions. In scenario analysis, all parameters are
adjusted to fit the assumed scenario, hence the portfolio value distributions are
finally determined by the interaction of all parameters. The simulated portfolio
means and standard deviations for scenario 1 and 2 are shown in Table 4.18.
Table 4.18: Simulation Results of Scenario 1 and 2 — Mean and STD
Mean1 STD Mean/STD Mean2 STD Mean/STD
t Scenario 1 Scenario 2
1 173.2 21.1 12.2% 131.1 16.0 12.2%
2 180.8 27.8 15.4% 119.6 22.7 18.9%
3 208.8 31.7 15.2% 131.8 29.6 22.4%
4 210.0 33.9 16.1% 130.2 33.3 25.6%
5 210.8 35.9 17.0% 133.9 35.8 26.7%
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For scenario 1, portfolio means in years 3-5 are much higher than those in years
1-2 as we assume the economy completely recovers in the last 3 years; portfolio
volatilities increase in an accelerating way in years 1-2 but slow down in years 3-5.
For scenario 2, portfolio means follow different patterns from those in scenario 1.
In the first 4 years of the recovery period, portfolio means in year 1 is higher than
that in year 2, and because economy is on the path of recovery, portfolio mean in
year 3 is higher than that in year 2. In summary, portfolio means in scenario 1 are
much higher than those in scenario 2, whereas portfolio volatilities in scenario 1
are much lower than those in scenario 2 at each time point.
We calculate VaR numbers in both scenarios 1 and 2, which are defined as
portfolio mean minus portfolio value at corresponding confidence levels then divided
by portfolio mean, as what we have done previously. However these VaR numbers
cannot clearly show us the difference between scenario 1 and 2. In stead, we give the
VaR numbers defined as initial portfolio value (USD 289.6 million) minus portfolio
value at corresponding confidence levels, which are the portfolio losses from initial
to date. The second set of VaR numbers are given in Table 4.19.
As expected, the portfolio losses in the relatively optimistic scenario (scenario 1)
are much lower than those in the pessimistic scenario (scenario 2) at all confidence
levels and all time points. In scenario 1, portfolio losses at all confidence levels
significantly decrease in year 3 compared to those in year 2, which verifies the
recovery of economy in the first 2 years. In scenario 2, basically portfolio losses
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at all confidence levels increase as t grows but the increasing pace slows down
gradually, which also shows the slower economy recovery in scenario 2 than that in
scenario 1.
Table 4.19: Simulation Results of Scenario 1 and 2 — VaR and AVaR
VaR95 VaR99 VaR99.9 AVaR95 AVaR99 AVaR99.9
t Scenario 1
1 150.9 166.6 185.3 160.7 175.1 192.2
2 157.7 182.4 210.5 172.8 194.6 218.8
3 138.4 167.8 200.8 156.7 183.0 211.8
4 141.6 172.0 203.3 160.3 186.6 214.2
5 144.7 174.7 205.9 163.1 189.0 216.6
Scenario 2
1 184.5 194.9 206.7 190.9 200.0 210.8
2 207.7 221.9 236.4 216.4 228.4 240.9
3 206.6 224.6 241.5 217.4 232.0 246.6
4 214.4 233.2 250.4 225.9 241.1 254.8
5 214.7 234.2 252.0 226.6 242.3 256.6
4.5 Summary
In this Chapter, we started from a portfolio holder’s view point and comprehen-
sively analyzed risks for a real inhomogeneous credit portfolio in a number of steps.
With the new dynamic multi-period model, we ran Monte Carlo simulation to
obtain the portfolio value distributions with different parameter sets. We conducted
parameter analysis first to single period related parameters and compared the risk
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measures with normal market environment parameters to those with stressed mar-
ket environment parameters. We then identify all multi-period related parameters
and analyze their impacts on portfolio risk measures at each time point. Finally we
move to scenario analysis where all parameters are adjustable at each time point
to fit the assumed scenarios. With the two assumed scenarios, we illustrated the
capability of the dynamic multi-period model to deal with possible scenarios by
changing parameters appropriately.
In the next Chapter, we’ll start from the CDO tranche investor’s view point to
study the portfolio risks on CDO tranche level.
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Chapter 5
Risk Analysis on CDO Tranche
CDO is a kind of complicated structured product with references to a collateral
pool consisting of hundreds of different credit names. CDO tranche performance
depends not only on the credit quality of the underlying pool, but also on the
specific transaction structures. The payoff for CDO tranche is non-linear as loss
from underlying pool may not necessarily incur loss to CDO tranche if it has enough
subordination. So as a CDO tranche investor, the main concerns should be on the
likelihood the invested tranche will be hit and the quantum of recovery etc.
In this chapter, following what we have done in Chapter 4, we first introduce the
studied CDO transaction structure and CDO unique risk measures, and analyze
the impacts on these risk measures of various parameters including single period
related parameters and multi-period related parameters. We then move to scenario
analysis where all parameters are adjusted to fit the assumed scenarios.
Chapter 5: Risk Analysis on CDO Tranche 66
5.1 CDO Structure and Risk Measures
5.1.1 CDO Structure
CDO had been the most popular credit derivatives before the current financial cri-
sis. Background information on CDO markets, mechanics, types and developments
etc. can be found in Goodman and Fabozzi (2002) and many others.
In this chapter, the studied CDO is a funded synthetic CDO with references to
the collateral pool described in section 4.1.2. The initial capital structure is shown
in Table 5.1.
Table 5.1: Initial Capital Structure
Tranche Moody’s S&P Notional Thickness Subordination Spread(bp)
Class A Aaa AAA 198 66% 34% 25
Class B Aa2 AA 16.5 5.5% 28.5% 40
Class C A2 A 18 6% 22.5% 65
Class D Baa3 BBB- 21.6 7.2% 15.3% 170
Class E - BB- 10.5 3.5% 11.8% 470
Class F - - 35.4 11.8% 980
300 100%
This CDO transaction was issued in March 2006. The initial capital structure
is originally backed by USD300 million of term loans through credit default swap.
The default loss of the reference portfolio is distributed to CDO tranches — Class
A, B, C, D, E and Class F in this example — according to their seniority levels.
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The first tranche Class F (also called the equity tranche) absorbs all credit loss
falling in range [0% 11.8%) of the total note notional; the second tranche Class E
absorbs all credit loss between [11.8% 15.3%] after the equity tranche is eaten up;
and the most senior tranche Class A absorbs credit loss from 34% to 100% after
all lower tranches are wiped out. In return, the junior tranche holders are paid at
higher premium for bearing higher risk of loss, in this example the Class F note
holder is paid at LIBOR plus 980bps while Class A note holder is only paid at
LIBOR plus 25bps. Thus all investors with various risk appetites can be satisfied
by investing on the preferred tranches.
As of today, the cumulative loss of the reference portfolio is up to USD10.4
million, which means the subordinated class F has been eroded and the current
outstanding tranche notional is USD25 million instead of the original notional
USD 35.4 million. Assume the invested tranche is Class C, from Table 5.1 we
see its original ratings A2 (Moody’s), A (S&P) and current Moody’s rating Ba1;
thickness (or tranche width) 6%; attachment point (or subordination level) 22.5%
and detachment point 28.5%. As it is a funded CDO transaction, the investor paid
tranche notional amount M (here M = 18 million USD for tranche C) to the note
issuer at closing date. In return, he receives quarterly coupon payments calculated
as the outstanding tranche notional time 3-month LIBOR plus spread 65bps, and
gets back whatever left from the invested amount at maturity.
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5.1.2 CDO Risk Measures
Recall in Chapter 4, we recommended integrated VaR/AVaR as reasonable risk
measures for credit portfolio because they cover both market risk factors and credit
risk factors. In contrast in this chapter, we focus on portfolio loss incurred from
default only as CDO is specifically designed to transfer default risk. Here we
introduce two CDO risk measures — tranche hitting probability and expected
tranche loss, with which we can explore the risk behaviors of CDO tranches with
the growth of time.
Tranche Hitting Probability (denoted as HPtr) is the probability that the port-
folio loss exceeds the attachment point, i.e. P(Li > a). This measure indicates the
cumulative risk of tranche losses up to ti.
Expected Tranche Loss (denoted as ELtr), i.e. E(TLi), measures the level of
cumulated tranche losses incurred up to ti.
With the given CDO structure, we illustrate how portfolio loss is calculated
and distributed to different tranches, and how the tranche hitting probability and
expected tranche loss are generated through Monte Carlo simulation. Considering
the intensive computation, we take 1 year as one time period and then calculate
risk measures for 5 consecutive time periods, which are (t0 t1], (t1 t2], (t2 t3], (t3 t4]
and (t4 t5] respectively. The simulation procedure within the multi-period model
is described as follows:
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Step 1, generate normally distributed asset return Xn(1) at year 1 with the formula
Xn(1) =
√
ρv(1)− ρrv(1)2Z(1) + ρrv(1)Zr(1) +
√
1− ρv(1)εn, where Z(1) =
α1Z(0)+σ1W1(1) and Zr(1) = α2Zr(0)+σ2W2(1), then compared it with the
corresponding default threshold which is determined by firm n’s probability
of default in year 1. Recovery rate is generated if firm n defaults and the loss
from firm n is the product of the loan notional and its LGD. Portfolio loss
at year 1 (denoted as L(1)) is the sum of default losses suffered in the period
(t0 t1].
Step 2, portfolio loss L(1) is distributed to tranches according to their seniority level.
For a tranche with attachment point a and detachment point d, the tranche
loss TL(1) is determined by TL(1) = (min{L(1), d} − a)+. If TL(1) > 0
which means the tranche is hit, we then increase the count variable C by 1.
Step 3, repeat above steps for P times (let’s say 100000 times), tranche hitting prob-
ability is then determined as the ratio of the path numbers where TL(1) > 0
and the total path number, i.e. P(Li > a) =
C
P
. Expected tranche loss
E(TL(1)) is then the average of the P rounds tranche losses at year 1.
Step 4, repeat Step 1-3 for year 2, 3, 4 and 5 to get the tranche hitting proba-
bilities and expected tranche losses for later time periods. Note that nor-
mally distributed asset returns X(ti) are only generated for names survived
at time ti−1, and the common factors satisfy the equations Z(ti) = α1Z(ti−1)+
σ1W1(ti) and Zr(ti) = α2Zr(ti−1) + σ2W2(ti).
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5.2 Single Period Related Parameter Analysis
To analyze the impacts of single period related parameters, we fix the multi-period
related parameters α1 = α2 = 0, w1 = w2 = 0.35 as in Section 4.2. The single
period related parameters for CDO risk measurement are identified as correlation
parameters ρv(t), ρrv(t), recovery rates, and rating specific probabilities of default
(PD). The base case parameters are taken from Grundke (2005) which have been
shown in Section 4.2.1. For ease of reference, we repeat the correlation and recovery
rate parameters here: ρv = 0.2, ρrv = −0.05, µδ = 0.5 and σδ = 0.26. Rating
specific 5-year cumulative PDs are taken from Moody’s (2008).
Table 5.2: 5-year Cumulative PD Taken from Moody’s (2008)
Rating Ba2 Ba3 B1 B2 B3 Caa1 Caa2 Caa3 Ca
# names 4 52 42 95 36 43 4 1 21
5-y PD 7.23% 16.21% 19.51% 23.23% 34.26% 42.39% 41.98% 55.96% 63.93%
5.2.1 Correlations: ρv and ρrv
With the specified parameters, we simulate tranche hitting probabilities and ex-
pected tranche losses for Class A [34% 100%], C [22.5% 28.5%] and E [11.8% 15.3%]
respectively. We then compare the impacts of the correlation parameters on the
3 tranches with different subordination levels, tranche widthes and ratings. The
simulated results with base case correlations ρv = 0.2 and ρrv = −0.05 are shown
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in Table 5.3.
As expected, we find that both tranche hitting probabilities and expected
tranche losses increase significantly as the tranche seniority level becomes lower.
At the end of year 1, the HPtr for Class A is 0.0035, and the corresponding HPtr
for Class C and E are 0.0228 and 0.14, which are 6.5 and 40 times of that for Class
A. We also find that as time grows, both HPtr and ELtr increase significantly for
all tranches due to the subordination melt-off — the HPtr for Class A, C, and E
at the end of year 5 are 37, 14 and 5 times of those at year 1.
Table 5.3: ρv = 0.2, ρrv = −0.05
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 0.0035 0.0211 0.0501 0.0882 0.1302
ELtr 0.0003 0.0023 0.0064 0.0126 0.0203
Class C
HPtr 0.0228 0.0873 0.1644 0.2428 0.3146
ELtr 0.0142 0.0622 0.1239 0.1905 0.2550
Class E
HPtr 0.1400 0.3200 0.4592 0.5646 0.6435
ELtr 0.1042 0.2587 0.3909 0.4960 0.5775
We then change the correlation parameters from ρv = 0.2, ρrv = −0.05 to
ρv = 0.4 and ρrv = 0.1, which correspond to the correlations under stressed market
conditions. The impacts of correlation changes are different on tranches at various
seniority levels. The ratios of HPtr (ELtr) with stressed correlations vs HPtr (ELtr)
with normal correlations are shown in Table 5.4.
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Table 5.4: ρv = 0.4, ρrv = 0.1 vs ρv = 0.2, ρrv = −0.05
.
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 6.15 2.89 2.12 1.72 1.49
ELtr 11.63 5.24 3.55 2.79 2.36
Class C
HPtr 2.56 1.57 1.29 1.16 1.08
ELtr 3.21 1.80 1.43 1.26 1.16
Class E
HPtr 1.20 0.98 0.92 0.90 0.90
ELtr 1.34 1.05 0.96 0.93 0.91
We find out that the impacts of correlation parameters are much more signifi-
cant for senior tranche than those for mezzanine and junior tranches. The possible
reason is that the higher correlation parameters mean either more underlying names
defaulting together or more underlying names surviving together, which leads to
higher tranche hitting probability and expected tranche loss to the senior notes and
lower risk measures to the junior notes. As time grows, the impacts of correlation
increase become less significant. This can be explained by the fact that the cumu-
lative PD increase with time and more defaults are expected to happen regardless
whatever the correlation parameters are.
5.2.2 Probability of Default: PD
To analyze the impacts of the underlying name’s PD, we take all other base case
parameters but increase the 5-year cumulative PD in Table 5.11 by 50%. The
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generated HPtr and ELtr for CDO tranches Class A, C and E are shown in Table
5.5. The CDO risk measures follow the same pattern as in Table 5.3 but with
higher values due to the 50% increase of cumulative PD.
Table 5.5: 1.5× PD
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 0.0152 0.0679 0.1373 0.2090 0.2751
ELtr 0.0015 0.0088 0.0211 0.0364 0.0531
Class C
HPtr 0.0730 0.2097 0.3349 0.4352 0.5139
ELtr 0.0511 0.1608 0.2719 0.3664 0.4431
Class E
HPtr 0.2967 0.5354 0.6726 0.7565 0.8099
ELtr 0.2361 0.4626 0.6058 0.6974 0.7581
The ratios of CDO risk measures with 1.5×PD vs those with 1×PD are shown
in Table 5.6. We find out that the PD increase leads to higher HPtr and ELtr for all
classes, but with more obvious impacts on senior class than on junior class. This
can be explained by the fact that junior tranche is easily to wiped out even before
the 50% PD increase, thus the ratios (post over pre of PD increase) are capped.
In contrast, this rarely happens to senior tranche due to its high subordination
level, so the impacts of 50% PD increase can be more significant. We also find out
that as time grows the impacts of 50% 5-year cumulative PD increase become less
significant. One possible reason is that the cumulative PD at ti is calculated by
assuming constant hazard rate λ (PDi = 1−exp(−λti)), but with this assumption
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the 1-year, 2-year, 3-year and 4-year cumulative PD increase are much more than
50% — which are 156%, 115%, 86%, 65% respectively.
Table 5.6: 1.5× PD vs 1× PD
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 4.3 3.2 2.7 2.4 2.1
ELtr 4.8 3.8 3.3 2.9 2.6
Class C
HPtr 3.2 2.4 2.0 1.8 1.6
ELtr 3.6 2.6 2.2 1.9 1.7
Class E
HPtr 2.1 1.7 1.5 1.3 1.3
ELtr 2.3 1.8 1.5 1.4 1.3
5.2.3 Recovery Rates: µδ
To analyze the impacts of recovery rates of underlying names, we use all other
base case parameters but decrease the mean of recovery rates from 0.5 to 0.2. The
generated HPtr and ELtr for CDO tranches Class A, C and E are shown in Table
5.7. We find out that the numbers follow the same pattern as in Table 5.3 but with
larger CDO risk measures due to decreased recovery rates.
The ratios of CDO risk measures with µδ = 0.2 vs those with µδ = 0.5 are shown
in Table 5.8. We find that the impacts of recovery rate decrease follow different
pattern from those of correlation increase and PD increase, i.e., its impacts on
CDO risk measures are almost to the same extents for all CDO tranches and at all
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Table 5.7: With Mean of Recovery Rate 0.2
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 0.0057 0.0373 0.0953 0.1670 0.2437
ELtr 0.0005 0.0041 0.0125 0.0253 0.0417
Class C
HPtr 0.0381 0.1475 0.2751 0.3949 0.5005
ELtr 0.0245 0.1071 0.2151 0.3237 0.4235
Class E
HPtr 0.2137 0.4614 0.6326 0.7458 0.8216
ELtr 0.1621 0.3868 0.5593 0.6820 0.7676
time points. This implies that the increase of LGD is proportionally transferred to
portfolio loss and then to tranche losses at all time points.
Table 5.8: µδ = 0.2 vs µδ = 0.5
t = 1 t = 2 t = 3 t = 4 t = 5
Class A
HPtr 1.6 1.8 1.9 1.9 1.9
ELtr 1.7 1.8 1.9 2.0 2.1
Class C
HPtr 1.7 1.7 1.7 1.6 1.6
ELtr 1.7 1.7 1.7 1.7 1.7
Class E
HPtr 1.5 1.4 1.4 1.3 1.3
ELtr 1.6 1.5 1.4 1.4 1.3
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5.3 Multi-period Related Parameter Analysis
As discussed in Chapter 4, there are 3 groups of multi-period related parameters:
Z(0) and Zr(0) represent the initial market sentiments; α1 and α2 specify the
persistency of the systemic risk factor; w1 and w2 specify the dependence of recovery
rate on the common factor and the risk free rate factor. To emphasize the impacts
of these multi-period related parameters, we fix all other single period related
parameters at the base case level. The multi-period related parameters are assumed
to be α1 = α2 = 0.8, Z(0) = Zr(0) = 0 and w1 = w2 = 0.35.
5.3.1 Group 1: α1 and α2
As has discussed, if we take α1 and α2 as 0 and fix all other single period related
parameters throughout all time peroids, this special case of the dynamic multi-
period model is just the same as the static single period model. To investigate
the impacts of α values, first we compare the CDO risk measures generated with
α1 = α2 = 0 to those generated with α1 = α2 = 0.8, then we increase α1 and
α2 from 0.8 to 0.95 as the higher autocorrelation of systemic factors have been
observed in the stressed market condition.
In the upper block of Figure 5.1, tranche hitting probabilities with α1 = α2 = 0
(the red lines) and those with α1 = α2 = 0.8 (the green lines) are compared for
Class A, C and E at all time points. We find out that the slopes of the red lines
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Figure 5.1: CDO Risk Measures with Static and Dynamic Models
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(corresponding to the static model) at all time points are almost the same, which
means the subordination melt-offs are averaged out to all time periods. However,
the slopes of the green lines (corresponding to the dynamic model) are different
at each time point for tranches with various seniority levels. For example for the
junior tranche Class E, the green line is below the red line in the first 2 years
but above it in the last 3 years because the slopes of the green line at all time
periods are bigger than those of the red line. This means within the dynamic
multi-period model, although the tranche hitting probabilities are lower than those
with the static model in the first two years, the subordination melt-offs are in
an accelerating way at all time periods, which leads to the higher tranche hitting
probabilities in the last three years.
For mezzanine tranche Class C, although the red line is always above the green
line till maturity, the slopes of the green line are not constant. Compared with
those of the red line, they are smaller in year 1 and year 2, equal and then bigger in
years 3-5 respectively. From the change of the slopes we can see the subordination
melt-off procedure of Class C: in the first 2 years the tranche hitting probabilities
are kept at a relatively low level due to the high subordination level of 22.5%; and
as time grows, the subordination melt off accelerates and finally the tranche hitting
probability at year 5 is almost the same as that with the static model. Although
the tranche hitting probabilities for Class A with dynamic model are always lower
than those with static model, we still can see the slope changes at all time points,
which means the dynamic model can capture the subordination melt-off procedure
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rather than just average it out to all time periods. The expected tranche losses
follow the same patterns as those of tranche hitting probabilities, hence no further
discussions on them.
From above analysis we can draw the conclusion that the dynamic multi-period
model is much more reasonable than the static single period model, as it can capture
different patterns of the subordination melt-off for tranches with various seniority
levels.
Table 5.9: With Z(0) = Zr(0) = 0, w1 = w2 = 0.35
t = 1 t = 2 t = 3 t = 4 t = 5
Class A — α1 = α2 = 0.8
HPtr 0.0000 0.0004 0.0070 0.0269 0.0619
ELtr 0.0000 0.0000 0.0004 0.0020 0.0052
Class A — α1 = α2 = 0.95
HPtr 0.0000 0.0000 0.0000 0.0009 0.0086
ELtr 0.0000 0.0000 0.0000 0.0000 0.0004
Class C — α1 = α2 = 0.8
HPtr 0.0001 0.0157 0.0875 0.1932 0.3035
ELtr 0.0000 0.0069 0.0499 0.1253 0.2138
Class C — α1 = α2 = 0.95
HPtr 0.0000 0.0002 0.0097 0.0679 0.1819
ELtr 0.0000 0.0000 0.0031 0.0293 0.0984
Class E — α1 = α2 = 0.8
HPtr 0.0281 0.2855 0.5310 0.7273 0.8541
ELtr 0.0121 0.1926 0.4169 0.5915 0.7416
Class E — α1 = α2 = 0.95
HPtr 0.0010 0.1421 0.4843 0.6957 0.7986
ELtr 0.0002 0.0644 0.3179 0.5738 0.7130
Within the dynamic multi-period model, we change the persistency parameters
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α1 and α2 from 0.8 to 0.95 but fix Z(0) = Zr(0) = 0 and w1 = w2 = 0.35. As
Z(0) = Zr(0) = 0 represents a normal initial market condition, the higher α values
implies more concentrating asset return distributions around Z(0) and Zr(0) but
with decreasing impacts as t grows. As a result, the portfolio losses are expected
to be much lower in the beginning years. This has been verified by the simulation
results shown in Table 5.9. We find that both for Class A and Class C, the tranche
hitting probabilities at all time points are much lower with α1 = α2 = 0.95 than
those with α1 = α2 = 0.8. The tranche hitting probabilities for Class E in the first
2 years are much lower with higher α values but the gaps decrease gradually in the
last 3 years.
5.3.2 Group 2: Z(0) and Zr(0)
With α1 = α2 = 0.8 and w1 = w2 = 0.35, we analyze the impacts of Z(0) and Zr(0)
by changing them from 0 to -1.28. In the first block of Figure 5.2, the tranche
hitting probabilities are shown for Class A, C, and E at all time points. The
red lines are tranching hitting probabilities with normal initial market conditions
(Z(0) = Zr(0) = 0) while the green lines are with stressed initial market conditions
( Z(0) = Zr(0) = −1.28). As expected, we can see clearly that all the green
lines are above the red lines because in the multi-period framework the worse
common economy factors are assumed to persist and impact the future economy
performance. However, the impacts of Z(0) and Zr(0) adjustment are different for
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classes with different seniority levels.
For Class E, we find that the tranche hitting probabilities with Z(0) = Zr(0) =
−1.28 upsurge significantly at year 1 and year 2, and then keep relatively stable
at a high level around 90%. This means under stressed initial market, Class E
are possibly heavily eroded even in the beginning years, then the expected tranche
losses are stable at a high level of 90% in the last 3 years. For Class C, the tranche
hitting probabilities at year 1 have no significant difference before and after the
change of initial market parameters due to the high subordination level, but the
tranche hitting probabilities increase obviously with the subordination melt-off as
time grows. The impacts on Class A is similar to those of Class C except that the
“taking-off” period of the tranche hitting probabilities become longer due to its
higher subordination. The expected tranche losses follow almost the same patterns
to those of the tranche hitting probabilities so no further discussion here.
We also investigate the impacts of Z(0) and Zr(0) with the higher autocorrela-
tion parameters α1 = α2 = 0.95 and show the results in Figure 5.3. We find that
with these extremely high autocorrelation parameters, the difference of the CDO
risk measures with Z(0) = Zr(0) = 0 and those with Z(0) = Zr(0) = −1.28 are
significantly enlarged. The tranche hitting probability and expected tranche loss
for Class E arrive at around 100% at the end of year 2 and then cap at this level,
which implies the Class E is most probably wiped out at the end of second year
under the stressed initial market conditions. Tranche hitting probabilities for Class
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Figure 5.2: The Impacts of Z(0), Zr(0) on CDO Risk Measures with α1 = α2 = 0.8
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Figure 5.3: The Impacts of Z(0), Zr(0) on CDO Risk Measures with α1 = α2 = 0.95
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C start to take off at the end of year 1 and reach a high level of around 90% at
maturity. Take-off period for tranche hitting probabilities of Class A is lengthened
and reach 60% at maturity, which is much higher than that with normal initial
market condition. This is consistent with what we have observed in the current
on-going crisis, where the AAA rated senior tranches are quoted at 40-60 cents on
dollar.
5.3.3 Group 3: w1 and w2
To investigate the impacts of w1 and w2 under normal market conditions, we take
Z(0) = Zr(0) = 0 and α1 = α2 = 0.8, then compare the CDO risk measures with
w1 = w2 = 0.35 to those with w1 = w2 = 0.05. The simulation results are shown in
Figure 5.4. from which we find that the impacts of w1 and w2 variation on tranche
hitting probabilities and expect tranche losses are limit, and are almost similar to
various classes with different seniority levels.
We then investigate the impacts of w variation under stressed market conditions
where Z(0) = Zr(0) = −1.28 and α1 = α2 = 0.95. The simulation results are
shown in Figure 5.5, from which we find that the impacts of w1 and w2 variation
are much more obvious than those under normal market conditions. As w1 and w2
control the dependence of recovery rates on common risk factors, under the stressed
market conditions, smaller w values imply lower dependence of recovery rate on the
worse common risk factors, thus higher recovery rates and lower tranche hitting
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Figure 5.4: The Impacts of w1, w2 on CDO Risk Measures with α1 = α2 = 0.8 and
Z(0) = Zr(0) = 0
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Figure 5.5: The Impacts of w1, w2 on CDO Risk Measures with α1 = α2 = 0.95
and Z(0) = Zr(0) = −1.28
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probabilities and expected tranche losses are expected. This can be verified from
this figure as all green lines (with w1 = w2 = 0.05) are below all the red lines (with
w1 = w2 = 0.35).
In summary, all these 3 groups of multi-period related parameters impact the
CDO risk measures in different ways. However, we find out that the co-impacts
of the autocorrelation parameters α1, α2 and the initial market parameters Z(0),
Zr(0) play the most important role.
5.4 Scenario Analysis
With the parameter analysis done for both single period related parameters and
multi-period related parameters, we have known the various impacts of these pa-
rameters on CDO risk measures, we now move to scenario analysis where all pa-
rameters are adjustable to fit the assumed scenarios.
The two scenarios are almost the same as those specified in Section 4.4, and
the key parameters are shown in Table 5.10. The parameters Z(0), Zr(0), α1, α2,
w1, w2 and ρrv are the same as those in Section 4.4; ρv here is in the range [0.2
0.4] instead of [0.2 0.3]; the mean of recovery rates are in the range [0.2 0.5] to fit
the scenarios. The probabilities of default (PD) are constant factors used to twist
the historical PD term structures derived from Moody’s (2008), which are shown
in Table 5.11.
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Table 5.10: Key Parameters Specified in Scenario 1 and 2
SCENARIO 1 t = 0 t = 1 t = 2 t = 3 t = 4 t = 5
Z(0) = Zr(0) -0.5
α1 = α2 0.8 0.8 0.6 0.6 0.6
w1 = w2 0.2 0.2 0.05 0.05 0.05
ρv 0.4 0.4 0.2 0.2 0.2
ρrv 0.1 0.1 -0.05 -0.05 -0.05
PD 1.2× 1.2× 1× 1× 1×
µδ 0.4 0.4 0.5 0.5 0.5
SCENARIO 2 t = 0 t = 1 t = 2 t = 3 t = 4 t = 5
Z(0) = Zr(0) -1.28
α1 = α2 0.95 0.95 0.8 0.8 0.6
w1 = w2 0.35 0.35 0.2 0.2 0.05
ρv 0.4 0.4 0.3 0.3 0.2
ρrv 0.1 0.1 -0.05 -0.05 -0.05
PD 1.5× 1.5× 1.2× 1.2× 1×
µδ 0.2 0.2 0.4 0.4 0.5
The simulated CDO risk measures under scenario 1 and scenario 2 are shown in
Figure 5.6. Recall that scenario 1 is relatively optimistic by assuming the current
market is on the path of recovery and will return to normal in two years. In contrast
scenario 2 is relatively pessimistic by assuming the current market is still at the
bottom and it will take 4 years time to gradually return to normal. This can be
verified from the figure as we can see clearly the CDO risk measures under scenario
2 (green lines) are much bigger than the corresponding risk measures under scenario
1 (red lines).
We analyze the tranche performances under scenario 1 and scenario 2 respec-
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Table 5.11: Moody’s Rating Based PD Term Structures for t = 1, ..., 5
Moody’s Rating 5-y cumul PD t = 1 t = 2 t = 3 t = 4 t = 5
Ba2 0.0723 0.0073 0.0134 0.0169 0.0185 0.0162
Ba3 0.1621 0.0179 0.0316 0.0392 0.0406 0.0328
B1 0.1951 0.0245 0.0435 0.0456 0.04 0.0415
B2 0.2323 0.0383 0.0529 0.0527 0.0481 0.0403
B3 0.3426 0.0767 0.0747 0.072 0.064 0.0552
Caa1 0.4239 0.0915 0.0961 0.0927 0.076 0.0676
Caa2 0.4198 0.1639 0.0942 0.0718 0.0581 0.0318
Caa3 0.5596 0.2481 0.1179 0.0682 0.0589 0.0665
Ca 0.6393 0.3295 0.1135 0.0896 0.0515 0.0552
tively. Under scenario 2, the CDO risk measures for the junior tranche Class E are
bigger than 90% even in the first year, which means most probably the junior Class
E will be wiped out soon. The increase of tranche hitting probability for the senior
Class A is significant in year 1 and year 2 due to the accelerating subordination
melt-off, then slow down in the last three years because of the gradual recovery of
global economy. The performance of mezzanine tranche Class C is in between but
closer to the junior tranche.
Under the relatively optimistic scenario 1, we can see the different pattern of
subordination melt-off for Class A, C and E. For the junior tranche Class E, we
see the accelerating increase of tranche hitting probability in the first two years
and then gradually increase to 80% at maturity. For Class A and C, the tranche
hitting probabilities increase slowly in the first 3 years because of the protections
from the high subordination levels. However, with the subordination melt-off which
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Figure 5.6: CDO Risk Measures under Scenario 1 and Scenario 2
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is reflected by the expected tranche loss of Class E, the tranche hitting probability
of Class A and C accelerate in the last three years even though the recovery of
global economy.
We notice that Class A and Class C are with Moody’s rating Aaa and A2 in Ta-
ble 5.1. To investigate the different performances of CDO tranches and traditional
bonds, we compare Class A and Class C to a bond with rating Aaa and a bond
with rating A2 respectively. We find that the conclusions are almost similar under
scenario 1 and 2 except that the difference between bonds and CDO tranches are
more significant under scenario 2. So only the calculation results under scenario 2
are shown in Table 5.12.
Table 5.12: Comparison between CDO Tranche and Bond under Scenario 2
t = 1 t = 2 t = 3 t = 4 t = 5
Class A — Aaa
HPtr 0.0656 0.3840 0.5080 0.5965 0.6184
ELtr 0.0032 0.0507 0.0796 0.1214 0.1304
bond with rating Aaa
PD 0.0000 0.0002 0.0002 0.0006 0.0010
EL 0.0000 0.0001 0.0002 0.0004 0.0006
Class C — A2
HPtr 0.5963 0.7929 0.8527 0.8726 0.8789
ELtr 0.4060 0.6997 0.7736 0.8092 0.8100
bond with rating A2
PD 0.0004 0.0014 0.0032 0.0056 0.0076
EL 0.0003 0.0011 0.0022 0.0036 0.0046
From the table we find that given the same rating, CDO tranche hitting prob-
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abilities and expected tranche losses are hundreds of times of the corresponding
bond cumulative probability of defaults and expected cumulative losses. Moody’s
rating is given based on expected loss, which means for two assets with the same
rating, their expected loss should fall in the same range. From this point of view
we can say that CDO tranches are highly over rated by rating agencies. According
to Moody’s (2009), in the first quarter of 2009, Moody’s started reviewing the key
inputs to its CDO/CLO rating methodology, and thousands of CDO/CLO transac-
tions were downgraded by an average of 3-7 notches. However, under the relatively
optimistic scenario 1, the ratios of CDO risk measures vs the corresponding bond
risk measures are much smaller (falling in range [34 93]) which are not shown here.
The ratios are supposed to be even smaller or close to 1 under more optimistic mar-
ket conditions. This means the CDO products are much more sensitive to systemic
risks than the traditional bonds.
5.5 Summary
In this chapter, we started from a CDO tranche investor’s view point and analyzed
risks for a funded synthetic CDO transaction in a number of steps.
With the new dynamic multi-period model, first we ran Monte Carlo simulation
under one special case, and conduct parameter analysis to single period related pa-
rameters. We then ran Monte Carlo simulation and conducted parameter analysis
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to multi-period related parameters. Through comparison of the simulation results
with multi-period model and static single period model, we find that the multi-
period model is more reasonable and flexible as it can capture the subordination
melt-off with time, other than just average it out to all time periods as with the
static single period model. Finally we move to scenario analysis where all param-
eters are adjustable at each time point to fit the assumed scenarios. With the
two assumed scenarios, we illustrated the capability and flexibility of the dynamic
multi-period model to deal with different scenarios by changing parameters appro-
priately. By comparing the performance of CDO tranches and bonds, we find CDO
products are more sensitive to systemic risks and are highly over rated under the
current stressed market conditions.
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Chapter 6
Conclusion
As was mentioned in the Introduction Chapter, due to the current on-going finan-
cial crisis, the market environment has changed significantly and the commonly
accepted static one factor Gaussian copula model is not acceptable any more.
In this study, we have generalized a static two factor Gaussian copula model
(the benchmark model) to a dynamic multi-period model. The new dynamic multi-
period model could capture the evolution of market dynamics by introducing time-
dependent feature to all parameters; it could capture the autocorrelation of the
systemic risk factors through the AR(1) process; and it is amenable to the use of
scenario analysis to explore possible portfolio performances under unclear future
market movements.
With this dynamic multi-period model, we comprehensively analyzed risks on
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credit portfolio level and CDO tranche level, with the studied portfolio as a real
inhomogeneous underlying pool of an existing CDO transaction rather than a hy-
pothetical homogeneous portfolio. As a credit portfolio holder, we focused on risk
measures such as VaR, AVaR and statistics of portfolio value distribution; we ana-
lyzed the impacts of various parameters on these risk measures both under normal
market conditions and stressed market conditions; we then conducted scenario
analysis where all parameters are adjustable to fit the pre-assumed two scenarios.
All the generated simulation results are reasonable and explainable.
As a CDO note holder, we focused on risk measures such as tranche hitting
probability and expected tranche loss, and conducted parameter analysis and sce-
nario analysis to CDO tranches as well. We especially compared the risk measures
with the static single period model and the dynamic multi-period model, and found
that the multi-period model is more reasonable and acceptable as it could capture
the different subordination melt-off procedures for tranches with various seniority
levels, while static single period model just average out the subordination melt-off
to all time periods.
However, as all the parameters are time-dependent and adjustable within the
multi-period model, there could be thousands of parameter combinations corre-
sponding to various possible scenarios. In this study, we only gave 2 pre-assumed
scenarios for the purpose of illustration after we have done a complete impact
analysis to all parameters. In addition, as has been mentioned in the Methodology
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chapter, parameter calibration within the multi-period model is more challenging
as all parameters are adjustable with the evolution of time, and the generated risk
measures are highly dependent on the quality of parameter calibration. This chal-
lenging problem of parameter calibration warrants a separate detailed treatment
in a future research study.
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