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1. INTRODUCTION 
In this paper, we are interested in traveling wave solutions u = u(x, t) of the fourth-order equation 
Ou 04u 02u 
-~=-7~xa+~x2+ f (u) ,  / (u )  = (u -  a)(1 - u2), (1.1) 
where -1  < a < 0 and 7 > 0, connecting the two stable states u = =i=1 of the ordinary differential 
equation u' -- (u - a)(1 - u2). This equation has many applications in, e.g., population genetics 
and pattern formation; for references ee [1]. 
When 7 -- 0, a travelling wave solution is given by 
u(x, t) = tanh ~, ~ ] ,  (1.2) 
with wave speed co -- avf2, which is negative if a < 0. The wave profile is independent of a, and 
for a = 0 this travelling wave solution is a stationary solution of (1.1) with "~ = 0. 
Equat ion (1.1) with ~/= 0 with a slightly more general nonlinearity has been studied extensively 
in [2-4] amongst many others. It has been shown that  for this type of nonlinearity there exists 
a unique (except for symmetry and translation) travelling wave solution, i.e., a solution of the 
form u(x, t) = u(~) where ~ = x - ct for some c, connecting the stable states u = ~1. 
We would like to thank L. A. Peletier, D. Terman, and W. C. Troy for [9] and for pointing out the paper by 
R. Gardner and C. R. K. T. Jones [10]. 
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I f  7 > 0 and a = 0, equation (1.1) is called the Extended Fisher-Kolmogorov equation (EKF), 
which is a fourth-order extension of the classical Fisher-Kolmogorov equation (FK). In a series of 
papers [1,5-8], existence results on stationary solutions and their properties have been proved. In 
these papers, one studies, in view of the symmetry of the nonlinearity, odd solutions and hence 
the conditions u(O) = O, u"(O) = O, and u(c~) = 1 are imposed. One distinguishes two different 
cases 7 <- 1/8 and 7 > 1/8 where the behaviour of solutions is different. 
In both cases an energy identity can be used to reduce the order of the equation. If 7 <- 1/8 
the order can be reduced further by assuming monotonicity of the solutions and the remaining 
problem is of second order. In [1], this is used to show that there is a unique solution for 7 - 1/8. 
If  7 > 1/8, monotonicity is lost. This can be seen by linearising the equation at u -- 4-1. The 
eigenvalues are now complex so that any solution converging to u = 4-1 must be oscillatory. 
In [7], a shooting method is used to prove the existence of families of different kinks. In [8], 
the variational structure of the stationary equation is used to prove existence of odd equilibrium 
solutions connecting u = 4-1. 
In this paper, we look for travelling wave solutions of equation (1.1). The resulting travelling 
wave equation neither has a conserved energy nor a variational structure and also the symmetry 
is lost. Thus the methods of [1] and [8] cannot be applied directly here. For small 7, however, 
equation (1.1) can be seen as a perturbation of (1.1) with 7 = 0, and it is this view that is 
taken in this paper. With the methods of geometric singular perturbation theory as developed 
in [11,12], we prove the following theorem. 
THEOREM 1. For 7 > 0 sufficiently small, there exists a c = c(7 ) for which there is a travelling 
wave solution of (1.1) connecting the steady states u = 4-1. The rate of change of the wave speed 
with respect o 7 is given by 
dc ~=o - lv/2a(2a2 - 3). 
= 5 
The paper is divided as follows. In Section 2, we describe how geometric perturbation theory 
is used to construct a locally invariant manifold M r for the travelling wave equation when 7 is 
small and positive. In Section 3, we use this manifold to obtain a travelling wave solution. In the 
last section, we compute the rate at which the wave speed changes when the fourth-order term 
is added. 
2. GEOMETRIC  S INGULAR PERTURBATION THEORY 
Our approach in this section is similar to that in [10] where existence of a travelling wave 
solution is proved for a sixth-order equation, but our calculations are more explicit. After sub- 
stituting u = u(~), where ~ = x - ct, and setting 7 = ~2 where e > 0 in (1.1), we obtain the 
following boundary value problem: 
-e2u  ''' + u" + cu' + (u - a)(1 - u 2) = 0, 
(Pc) lim u(~) = -1 ,  lim u(~) = 1, 
~--.-oo ¢-~oo 
on R, 
where primes mean differentiation with respect o ~. 
We can write the differential equation in problem (P~) as a first-order system 
u t - -v ,  v t=w,  gw t =z ,  
( s , )  
ez' = w + cv + (u - a)(1 - uS), 
and setting ~ = en, we obtain 
! ~ = ~V, i) = ~w, (V = Z, 
(RD ~ = w + cv + (u - a ) (1 -  u2), 
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where dots denote differentiation with respect o 77. Note that (Se) is singular at ~ = 0 because 
(So) is not a well-defined ynamical system in 1% 4. Having set ~ = er/, we overcome this problem. 
The time scale given by ~ is said to be slow, whereas that for 7/is fast, hence the corresponding 
systems are called the slow system (Se) and the fast system (Fe). The latter is well defined 
for all a including E = 0. For c # 0, (Fe) and (Se) are equivalent and the critical points are 
( -1 ,0 ,0 ,0 ) ,  (a,0,0,0),  and (1,0,0,0). 
If e = 0, we define M0 to be the two-dimensional manifold of critical points of (F0): 
M0 := {(u ,v ,w,z )  • R 4 I z = O, w = -cv -  (u -  a)(1 - u2)}. 
Geometric perturbation theory uses both the above systems: (FE) provides us with an invariant 
manifold Me close to M0, and we study the flow of (S~) restricted to this manifold. The main 
theorem that we use is the invariant manifold theorem due to Fenichel, and we use the version 
formulated by Jones [12]. In our context, this theorem yields the following theorem. 
THEOREM 2. I f  Mo is a normally hyperbolic manifold, then for all R > O, for all open intervals I
with Co • I and for all k • N,  there exists an eo > 0 depending on R, I, and k such that for all 
e • (0, e0), there exists a manifold Me, given by 
Me = {(u ,v ,w ,z )  • 1%4 I w = z = v, c, c), (u ,v)  • B . (0 ) ,  c • I}  
with ¢ and ¢ in ck(BR(O)  X I X [0,~0]), which is locally invariant under the flow of  (F,). 
In order to apply this theorem, we must ensure that the hypothesis on M0 is satisfied. The 
radius R that we choose must be so large that M0 fq BR(0) contains the connection from -1  to 1 
at ~ = 0. We also fix k _> 2. 
For M0 to be normally hyperbolic, we must check that the eigenvalues # associated to the 
eigenvectors of the linearised problem for any point in M0 at ~ = 0, which are transversal to the 
tangent space, have nonzero real part. Note that c can either be seen as a parameter in which 
case M0 is a two-dimensional manifold, parametrised by u and v, or as an extra variable in which 
case we need to add the equation c' = 0 and M0 becomes a three-dimensional manifold. 
The matrix of the linearisation of (F0) at the point (u, v, w, z) E Mo is given by 
0001)0 
0 0 
f ' (u)  c 1 
Its set of eigenvalues i  always {0,0 , -1 ,  1}. Only the two zero eigenvalues have eigenvectors 
tangent to M0. Thus M0 is normally hyperbolic. If we view c as a variable instead of as a 
parameter, M0 remains normally hyperbolic. 
Since ¢ and ¢ are C k functions in u, v, c and e, we can write down their Taylor series in ~, i.e., 
k 
(b(u, v~c,£) = E ¢i(u~ v,c)£ i -}- ~(U, V~C,£)~k~ 
i=0 
k 
¢(u, v, c, e) = E ~bi(u, v, c)~i + klJ(zt, v, c, ~)~ k, 
i=O 
(2.1) 
where ff9 and ¢ are continuous in ~ = 0 with ¢(u ,v ,c ,O)  = 0 and gy(u,v,c,O) -- O. In the 
remainder of this section we compute the coefficients of ¢ and ~b explicitly. Clearly we have 
¢o(u,v ,c)  = -cv  - (u - a)(1 - u 2) and ¢o(u,v ,c )  = O. 
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Since Me is locally invariant, the fast vector field (ev, ew, z, w + cv + f (u ) )  is perpendicular to 
the two normals (~,  ~ , -1 ,0 )  and ,( a_~ o ou o~, 0, -l~j of Me. Taking the inner product of the fast 
vector field with each of these normals, we obtain the following two coupled nonlinear partial 
differential equations: 
(vO¢(u, v, c, e) ,0¢(u, v, c, e) 
¢(u, v, c, e) = e \ Ou -}- ¢(u, v, c, e) Ov ) '  (2.2) 
(rOe(u, c, e) 0¢(u, c, e) 
¢(u, v, c, e) + cv + f (u )  = e ~, Ou + ¢(u, v, c, e) ~vv ] '  (2.3) 
for ¢ and ¢. We now successively compute the coefficients in (2.1) from (2.2) and (2.3). We 
already know the zeroth-order coefficients for ¢ and 0, and substituting the zeroth-order term 
of ¢ into (2.2) gives the first-order term for ¢. Substituting the zeroth-order term of ¢, which 
equals zero, into (2.3), we see that the first-order term of ¢ vanishes. Thus 
¢ l (u ,v ,c )  =0 and ¢ l (u ,v ,c )  =v( l+c2-3u2+2au)+c(u -a ) (1 -u2) .  
Similarly we find second-order terms 
¢2(u,v ,c)  = [ -  v2( -6u+2a)  +2v{-2u(u -  a) + 1 - u 2}c -  c3v 
+ (1 - u2)(u - a) {-2u(u - a) q- 1 - u s } - (1 - u2)(u - a)c2], 
¢2(u, v, c) = 0. 
(2.4) 
Continuing in this way we can solve for all the coefficients, whereby we remark that all the odd 
coefficients of ¢ and all the even ones of ~b are zero. 
3. THE FLOW ON Me: CONSTRUCTION 
OF  THE TRAVELL ING WAVE 
In this section, we prove the existence of a travelling wave solution for (1.1) for sufficiently 
small ~/by showing that the heteroclinic orbit, corresponding to (1.2) as a solution of the second- 
order problem (Po), is a transversal intersection of the unstable and stable manifolds of, respec- 
tively, u = -1  and u = 1. We consider the slow equations restricted to the invariant manifold Me 
in Theorem 2. The resulting reduced slow system is well defined for e = 0: 
(S~) v' = w = ¢(u ,v ,c ,e ) ,  and (S v' = -cv  - f (u) .  
The latter are the phase plane equations for the second-order t avelling wave equation in (P0). 
This system has three nondegenerate critical points (-1, 0), (a, 0), and (1,0), and thus it follows 
from the implicit function theorem that for e small, there are still three critical points, which 
depend in a C k fashion on c and e. Since these three points must correspond to the three critical 
points ( -1,0,0,0),  (a,0,0,0), and (1,0,0,0) of the full system (Se), they are independent of e 
and c. 
For e = 0 and c = co = avf2, the travelling wave solution (1.2) corresponds to a saddle 
connection in the phase plane of (S~) connecting the saddle points (-1,0) and (1,0). This 
connection is given by 
1 
v = ~(1  - u2). 
By the stable manifold theorem we can for small e still parametrise the unstable manifold of 
( -1,  O) and the stable manifold of (1, O) in the phase plane of (S~) locally as C k functions of u. 
Denoting these functions by ho (u, c, e) and h l (u, c, e), we have ho(-1, c, e) -- 0 and h l (1, c, e) -- 0. 
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Using smooth dependence on initial data we can continue h0 and hi to u = 0 if e is small. 
We want to show that, for possibly even smaller c, there exists a unique c = c(c) such that  
h0(0, c(~), ~) = hi(0, c(~), c). Thus we introduce 
G(c,~) := ho(O,c,c) - hl(O,c,~). 
The existence of c(e) will follow from the implicit function theorem if we prove that  ~(c0 ,  0) ¢ 0. 
For v ~ 0 we can rewrite (S~) as 
dv ¢(u, v, c, ~) 
du v 
When we first differentiate (3.1) with respect o c and set c = Co and ~ = 0, we get 
(3.1) 
dw (u f(u) for w(u) = cOho (u, 
-~u ) = -1  + h2(u, co,O) W(U), ~ c0,0). (3.2) 
Since h0( -1 ,  c,~) = 0, we have w( -1 )  = 0. Note that all the higher order terms of ¢ have 
disappeared because we have set ¢ -- 0. Similarity, we get for ~(u)  = 0--~h (u0c  ~ , c0, 0), that  
dCv f(u) (3.3) 
= -1  + h (u, co, o) 
and @(1) = 0. Since ho(u, co,O) = hl(U, co,O) = (1/vf2)(1 - u2), (3.2) and (3.3) both read 
dw 2(u - a) 
du -1+ 1 -u  2 w, (3.4) 
whence, in view of w( -1 )  = ~(1) = 0, 
/ f  s) 1÷° W(0) ---- -- (1 -- s ) l -a(1 q- ds 
1 
and '01 s)l÷a ~(0)  ---- (1 - s ) l -a (1  + ds. 
Thus 
f (co, 0) = w(0) - wi0 ) = - (1 - s ) l -a(1 + 8) l÷a ds =: I1 < 0. (3.5) 1 
Hence by the implicit function theorem, there exists a neighbourhood U of 0 such that  we can 
find a C k map c : U --* R such that  G(c(¢),¢) = 0 for all ~ E U. So we have found a connecting 
orbit of (S~) from ( -1 ,0 )  to (1,0) for ~ sufficiently close to 0, and thus we have proved existence 
of a travelling wave equation of equation (1.1) for sufficiently small ~ > 0. 
4. RATE OF CHANGE OF THE WAVE SPEED 
The implicit function theorem also gives us the dependence of the wave speed on c, or rather 
on 7 = ~2, because as we saw earlier, the only nonvanishing terms in ¢, see (2.1) and thereafter, 
are the even powers of e. We next compute ~-~.°c 
As before we start with (3.1) and differentiating with respect to 7, followed by setting "y = 0 
and c = co, we get, in view of (2.4), 
- a) 
dZ(u) = -2v~u(3u  2 - 2) + ~- -u~ z(u), for z(u) = Oh°(u, co,O). (4.1) 
du 0~/ 
Going through similar calculations as before, we get for z and 5(u) = °--~h ;u0~ ~ ,c0, 0) that  
OG /-~1 -~-(c0, 0) = z(0) - 5(0) = -2v~ S(382 - -  2)(1 - s) l -a(1 q-  S) l+a ds =: I2, (4.2) 
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whence, with (3.5), using either the calculus of residues or gamma functions, 
~-7~v=0- 0-7~ -~c0G(0G) -1 -  I1/2- 51v~a(2a2-3)"  
Note that  d~ is negative, so by adding a fourth-order perturbation to the second-order t avelling 
wave equation, the wave speed, which is negative for our choice of a, decreases. In other words, 
the absolute value of the wave speed increases under the perturbation of (1.1) with 7 = 0 with 
the fourth-order term in (1.1). 
In the special case when a = 0, the wave speed co = 0 and the travelling wave is an odd 
stat ionary solution. It is shown in [1] that  this 'kink' solution satisfies 
1 1 1 
X/.j(l _i_ 4.y) i/4 < u'(O,~) < ~,  for 0 <'F < g. (4.3) 
Here u'(0, ~/) is the derivative of u with respect o ~. From our calculations we have 
/ ;12v~s(3s  2 1 Ou' (0, O) = Oho (0, 0, 0, ) -- z(0) = - - 2)(1 - s)(1 + s) ds = -~ 
or 
which is consistent with (4.3) and shows that  the lower bound is sharp. 
REFERENCES 
1. L.A. Peletier and W.C. Troy, Spatial patterns described by the Extended Fisher-Kolmogorov (EFK) equation: 
Kinks, Diff. and Int. Equ. 8, 1279-1304, (1995). 
2. D.G. Aronson and H.F. Weinberger, Nonlinear diffusion in population genetics, combustion, and nerve pulse 
propagation, In Partial Differential Equations and Related Topics, Lecture Notes in Math. ~6, (Edited by 
J.A. Goldstein), Springer-Verlag, Berlin, (1975). 
3. D.G. Aronson and H.F. Weinberger, Multidimensional nonlinear diffusion arising in population genetics, Adv. 
Math. 30, 33-76, (1978). 
4. P.C. Fife and J.B. McLeod, The approach of solutions of nonlinear diffusion equations to travelling wave 
solutions, Arch. Rational Mech. and Anal. 65, 335-362, (1977). 
5. L.A. Peletier and W.C. Troy, Spatial patterns descibed by the Extended Fisher-Kolmogorov (EFK) equation: 
Periodic solutions, SIAM Journal of Math. Anal. 28, 1317-1353, (1997). 
6. L.A. Peletier and W.C. Troy, Chaotic spatial patterns described by the Extended Fisher-Kolmogorov equa- 
tion, Journal of Diff. Equ. 129, 458-508, (1996). 
7. L.A. Peletier and W.C. Troy, A topological shooting method and the existence of kinks of the Extended 
Fisher-Kolmogorov equation, Topological Method.s in Nonlinear Analysis 6, 331-355, (1995). 
8. L.A. Peletier, W.C. Troy and R.C.A.M. van der Vorst, Stationary solutions of a fourth order non-linear 
diffusion equation, (in Russian), Diff. Equ. 31, 327-338, (1995). 
9. L.A. Peletier, D. Terman and W.C. Troy, Stationary solutions of the Extended Fisher-Kolmogorov equation, 
(private communication). 
10. R. Gardner and C.R.K.T. Jones, Travelling waves of a perturbed iffusion equation arising in a phase field 
model, Indiana Univ. Math. Journal 38, 1197-1222, (1989). 
11. N. Fenichel, Persistence and smoothness of invariant manifolds for flows, Indiana Univ. Math. Journal 21, 
193-226, (1971). 
12. C.K.R.T. Jones, Geometric singular perturbation theory, In Dynamic Systems, (Edited by R. Johnson), 
Springer-Verlag, Berlin, (1995). 
