Abstract: In this article we develop an alternative theory to the ZF Set Theory called σ-Set Theory. The goal of this theory is to build the Integer Space 3
Introduction
The Integer Space comes from the study of multivalued operators T : X → 2 X defined in a Banach Space X with images in 2 X . From here it seemed interesting to investigate the properties of this type of operators in the case that 2 X is algebraically complete, i.e., when it is added the inverse elements for the union. Thus, the Integer Space 3 X will be the algebraic completion of 2 X . With this new space we hope to be able to define the operators T : 3 X → 3 X , which will have similar algebraic properties to those of univalued operators T : X → X when X is an Abelian Group. The reason why we call it Integer Space is that 3 X contains the inverse elements for the union in 2 X . The symbol 3 X is used for the cardinal extension properties of this space, likewise the symbol 2 X .
When trying to add the inverse elements to 2 X we found some problems with the axioms and operations of the Set Theory, for they do not allow the existence of an inverse element for the union. However, after many tries to obtain a good adaptation we have realized that we needed to introduce new undetermined concepts such as σ-set and σ-element which allow us to create a new theory which is parallel to the Set Theory. With this new theory we have enough space to define the new mathematical concepts that we needed for the inclusion of inverse elements for the fusion. In this way, the σ-Set Theory is originated.
In the present article, we develop an individual analysis of the axioms and so we present the results that we considered necessary for the creation of the Integer Space. Concerning the axioms of the theory we will have that: The axioms (1), (2) , (3), (5), (10) and (12) are analogous to some axioms of ST-ZF. The axioms (4) and (11) are modifications of axioms of "pairs" and "union". The axiom (6) is necessary to define the concept of σ-antielement without requiring the concept of function. With the axioms (7) and (8) we give the rules of construction of pairs, which will be used to decide when a σ-set has a σ-antielement. The axiom (9) will be used to define the fusion of σ-sets, which will help us to define the σ-antiset. Finally, the axiom (13) guarantees the existence of the Integer Space 3 X , that in some sense will be bigger that 2 X .
We emphasize that originally the number of axioms of σ-Set Theory was smaller. Nevertheless, to advance in the analysis of σ-Set Theory, it was necessary to include new axioms. We observe that it is possible that some axioms can be deduced from other axioms, and in this sense we leave the inquietude for anyone interested in this topic. With respect to the presentation of this work we must stand out that we have continued the introduction to the Set Theory that is presented in the books by K. Devlin [1] , K. Hrbacek and T. Jech [3] and T. Jech [4] in order to show a formal scheme similar to that presented on Set Theory.
We did not want to include the Axiom of Choice since it was not necessary for the construction of the Integer Space. Nevertheless, in future works it will be natural to study this axiom inside to σ-Set Theory.
Finally we want to emphasize that the idea of introducing the inverse element as it is known, is not original. In particular, we have seen that the idea of antiset has already been considered in Mathematics, for this reason we hope this work will be well received.
The Language of σ-Set Theory
The language of the σ-Set Theory, σ-LST, is the first-order language with predicates "=" (equality) and "∈" (is a σ-element of), logical symbols "∧" (and), "∨" (or), "¬" (not), "∃" (there exists) and "∀" (for all), variables a, b, c, f, g, u, v, w, x, y, z, ... and (for convenience) 
The formulas of σ-LST are generated from the atomics formulas • x ∈ y, means that x is a σ-element of y;
• x = y, means that x is equal to y; following the scheme: If Φ, Ψ are formulas, so are the following strings,
(In general we use capital Greek letters to denote formulas of σ-LST).
The notions of free and bounded variable are defined as usual. A sentence is a formula with no free variables.
The symbols / ∈, =, ∨, ⊆, ⊂ and ∃! are defined as:
• (x / ∈ y) := ¬(x ∈ y);
• (x = y) := ¬(x = y);
Let us introduce the abbreviations
We generally use capital Roman letters X, Y, Z, etc. to denote σ-sets.
Definitions and Theorems

σ-Classes
In [1] and [4] , the informal notion of classes was introduced. We now, follow the same steps that [1] and [4] with the same goal, we introduce the informal notion of σ-classes. The basic objects of discussion of σ-ST are called σ-sets. The σ-universe is the collection of all σ-sets and is denoted by U, which will not be a σ-set. If Φ(p, q) is a σ-LST formula and Y is a σ-set, the collection of all σ-sets x for which Φ(x, Y ) is a σ-class, denoted by,
The σ-elements of the σ-class C are all those x that satisfy Φ(x, Y ):
In this case we will say that the σ-class is definable from Y ; if Φ(x) has no parameters Y then the σ-class is definable.
Two σ-class C, D are considered equal if they have the same σ-elements:
Every σ-set, Y , is a σ-class (consider the formula Φ(x, Y ) = (x ∈ Y )), but not every σ-class is a σ-set (consider the formula Φ(x) = (x / ∈ x), then we can construct a paradox similar that Russell paradox if σ-class is defined were a σ-set).
We observe that the formulas of σ-LST can be extended to more variables. Finally a σ-class which is not a σ-set is called a proper σ-class.
1 The Axiom of Empty σ-set Axiom 1.1 There exists a σ-set which has no σ-elements, that is (∃X)(∀x)(x / ∈ X). For each formula Φ(x, y), the following formula is an Axiom (of Replacement): 
Definition 3.3 Let X and Y be σ-sets. We define the following operations on σ-sets.
By Theorem 3.2 (Schema of Separation) it is clear that X ∩ Y and X − Y are σ-sets. 
The proof of Theorems 2.2, 3.2 and 4.4 are standard in Set Theory so we will not include them.
5 The Axiom of σ-Regularity
Now, we will introduce the notion of σ-subset of X. We say that Y is a σ-subset of a σ-set X if for all x ∈ Y then x ∈ X (i.e. Y ⊆ X). It is clear that X = Y if and only if X ⊆ Y and Y ⊆ X. Definition 5.2 Let X be a σ-set. We define the following: (a) Given y ∈ X, we will say that y is an ǫ-minimal σ-element of X if for all z ∈ y then z / ∈ X.
(b) The ǫ-minimal σ-subset of X is min(X) = {y ∈ X : y is an ǫ-minimal σ-element of X}.
It is clear from Theorem 3.2 (Schema Separation) that min(X) is a σ-set for all X.
Also it is important to observe that, given a σ-set X, if there exist x, . . . , w such that x ∈ . . . ∈ w ∈ X, then it will be possible to introduce the concept of ǫ-chain of X. ǫ-Chains will be useful in two different ways:
1. To distinguish when a σ-set cannot be constructed from the empty σ-set.
2.
To distinguish when two σ-sets are totally different.
Regarding ǫ-chains, the next definitions will be relevant.
Definition 5.3 Let X be a σ-set. We say that:
(b) ⋖x, . . . , w⋗ is a proper ǫ-chain of X if there exist x, . . . , w such that
In order to denote an ǫ-chain and a proper ǫ-chain of a σ-set X we will use the following σ-classes: CH(X) = {⋖x, . . . , w⋗ : ⋖x, . . . , w ⋗ is an ǫ-chain of X}. and CH p (X) = {⋖x, . . . , w⋗ : ⋖x, . . . , w ⋗ is a proper ǫ-chain of X}.
Definition 5.4 Let X be a σ-set and ⋖x, . . . , w⋗ ∈ CH(X). We say that u is a link of the ǫ-chain ⋖x, . . . , w⋗ if u = x ∨ . . . ∨ u = w. In this case we will denote,
In particular, given an ǫ-chain ⋖x, . . . , w⋗ we will say that x is the least link and w is the greatest link of the ǫ-chain.
Let us introduce the abbreviation (u, . . . , v ⊢ ⋖x, . . . , w⋗) f or (u ⊢ ⋖x, . . . , w⋗) ∧ . . . ∧ (v ⊢ ⋖x, . . . , w⋗).
Definition 5.5 Let X and Y be σ-sets. If ⋖x, . . . , w⋗ ∈ CH(X) and ⋖a, . . . , c⋗ ∈ CH(Y ) we say that:
1. ⋖x, . . . , w⋗ is different from ⋖a, . . . , c⋗ if there exist u ⊢ ⋖x, . . . , w⋗ and v ⊢ ⋖a, . . . , c⋗ such that u = v. This is denoted by ⋖x, . . . , w⋗ ≈ ⋖a, . . . , c ⋗ .
2. ⋖x, . . . , w⋗ is totally different from ⋖a, . . . , c⋗ if for all u ⊢ ⋖x, . . . , w⋗ and v ⊢ ⋖a, . . . , c⋗ we obtain that u = v. This is denoted by ⋖x, . . . , w⋗ ≅ ⋖a, . . . , c ⋗ .
⋖x, . . . , w⋗ is an extending ǫ-chain of X if the least link is nonempty.
Also we will say that two ǫ-chains are disjoint if they are totally different.
Definition 5.6 Let X and Y be nonempty σ-sets. We will say that X and
Proof.
(b) Now suppose that X ∈ Y . Since X and Y are nonempty then there exists a σ-element a ∈ X and so ⋖a⋗ ∈ CH(X). It the same way, ⋖a, X⋗ ∈ CH(Y ), which is a contradiction since X ≡ Y . The proof that Y / ∈ X is analogous.
Definition 5.8 Let X be a nonempty σ-set. Then we say that:
1. X is non constructible from the empty σ-set if for all ⋖x, . . . , w⋗ ∈ CH(X), then ⋖x, . . . , w⋗ is an extending ǫ-chain of X.
2. X has the linear ǫ-root property if for all ⋖x, . . . , w⋗ ∈ CH(X), then there exists an unique σ-set y such that y ∈ x.
In order to denote the σ-sets that are not constructible from empty σ-set we will use the following σ-class: NC(∅) = {X : X is non constructible from the ∅}, and in order to denote the σ-sets that have the linear ǫ-root property we will use the following σ-class: LR = {X : X has the linear ǫ-root property}.
Theorem 5.9 Let X be a nonempty σ-set. If X ∈ LR, then X ∈ NC(∅).
Proof. Consider X ∈ LR and ⋖x, . . . , w⋗ ∈ CH(X). Since X ∈ LR then there exists an unique σ-set y such that y ∈ x. Therefore x = ∅. Finally X ∈ NC(∅).
Theorem 5.10 Let X be a σ-set. If X ∈ NC(∅), then for all ⋖x, . . . , w⋗ ∈ CH(X), there exists a nonempty σ-set y such that ⋖y, x, . . . , w⋗ ∈ CH(X).
Proof. Let ⋖x, . . . , w⋗ ∈ CH(X). Since X is non constructible from the empty σ-set then x = ∅. Therefore there exists y ∈ x and so ⋖y, x, . . . , w⋗ ∈ CH(X). Finally we obtain that y = ∅, because X is non constructively from the empty σ-set.
Proof. This fact is obvious by Theorem 5.10.
6 The Axiom of One and One σ-set 
Definition 6.2 Those σ-sets which are totaly different and have the linear ǫ-root property will be called one and one σ-set and they will be denoted by " 1" and " 1 ". Their σ-elements will be denoted by " α" and " β"; therefore, {α} = 1 ∧ {β} = 1 .
Definition 6.3 Every σ-set that contains a unique σ-element is called singleton.
It is clear from Definition 6.3 that the σ-sets 1 and 1 are singletons and by Theorem 5.9 we also have that 1, 1 ∈ NC(∅).
There exists a unique proper ǫ-chain of X and this has a unique link.
(a) Since X is a singleton then there exists a unique σ-element x ∈ X.
Therefore there exists ⋖x⋗ ∈ CH p (X). Now, suppose that there exist y, z such that ⋖y, z⋗ ∈ CH p (X), then we have that y ∈ X and z ∈ X. Therefore, by Axiom 2.1 (Extensionality), we can deduce that y = z = x. Then x ∈ x which is a contradiction with Axiom 5.1 (Regularity).
(b) Suppose that X = {x}. Then it is clear, from Definition 5.2 that min(X) ⊆ X. Now, we prove next that X ⊆ min(X). If x = ∅ then it is clear that ∅ ∈ min(X). Now, suppose that x = ∅ and X min(X), then there exists y ∈ X such that y / ∈ min(X). Since y ∈ X and X is a singleton, we obtain that y = x, therefore x / ∈ min(X). In consequence, there exists z ∈ x such that z ∈ X. Finally, since z ∈ X we have that z = x and so x ∈ x, which is a contradiction with Axiom 5.1 (Regularity).
Lemma 6.5 Given 1 and 1 ,
(a) Since 1 ≡ 1 then, from Theorem 5.7, we obtain that {α} ∩ {β} = ∅ and therefore α = β. Now, suppose that α ∈ β. Then ⋖α, β⋗ ∈ CH (1 ) and ⋖α⋗ ∈ CH (1), which is a contradiction with the fact that 1 ≡ 1 . The proof that β / ∈ α is analogous.
(b) Since the σ-sets 1 and 1 are not constructible from the empty σ-set, then by Corollary 5.11 we obtain that α = ∅ and β = ∅.
Lemma 6.6 The σ-sets 1 and 1 are unique.
Proof. The proof is direct by Axiom 2.1 (Extensionality).
Lemma 6.7 Given the σ-sets ∅, 1 and 1
Proof. The proof of (a) is clear by Definition 5.2.
(b) Suppose that min(α) = 1, then α ∈ α, which is a contradiction with Axiom 5.1 (Regularity). The proof that min(β) = 1 is analogous.
(c) Now, suppose that min(α) = 1 then ⋖β, α⋗ ∈ CH(1) and ⋖β⋗ ∈ CH(1 ), which is a contradiction with the fact that 1 ≡ 1 . The proof that min(β) = 1 is analogous.
Since fusion of pairs can satisfy the conditions (a) and (b) of Axiom 4.1 then we must precise when the fusion of pairs satisfies one or the other condition. To this end we give the Axioms of Completeness (A) and (B).
and
We define the formula
7 The Axiom of Completeness (A)
Axiom 7.1 For every x and y, the fusion of pairs of x and y contains exactly x and y if and only if x and y satisfy one of the following conditions:
v⋗).
(c) There exists w ∈ x, such that w / ∈ min(x) and ¬Ψ(z, w, a, y), that is
(d) There exists w ∈ y, such that w / ∈ min(y) and ¬Ψ(z, w, a, x), that is
We will say that the fusion of pairs of x and y contains exactly x and y (i.e. {x} ∪ {y} = {x, y}) if and only if it satisfies at least one of the conditions (a), (b), (c) and (d). By Axiom 7.1 (Completeness (A)) we obtain the following results.
Lemma 7.2 Let X be a σ-set. Then the fusion of pairs of X and X is a singleton whose unique σ-element is X.
(a) Suppose that X = ∅, then min(X) = ∅ and therefore min(X, X) = |1, 1 |. Now, it is clear that the fusion of pairs of X and X satisfies the condition (a) of Axiom 7.1 (Completeness (A)), therefore, by Axiom 2.1 (Extensionality), we obtain that {∅} ∪ {∅} = {∅}.
(b) Now, if X = ∅ then it is clear that X is not totally different from X, then the fusion of pairs of X and X satisfies the condition (b) of Axiom 7.1 (Completeness (A)) and, by Axiom 2.1 (Extensionality), we obtain that {X} ∪ {X} = {X}.
From now on, we will denote by 1 Θ the σ-set whose only element is ∅.
(c) {β} ∪ {X} = {β, X}.
Proof. The proofs of (a), (b) and (c) are obvious by Lemma 6.7. Now, let us see some examples where Axiom 7.1 (Completeness (A)) can be applied.
Results from (1) to (24) 
(c) For all z, if z ∈ x and z / ∈ min(x), then there exists a unique w such that {z} ∪ {w} = ∅ and for all a if {z} ∪ {a} = ∅ then a ∈ y, that is (∀z)(z ∈ x ∧ z / ∈ min(x)) → Ψ(z, w, a, y)).
(d) For all z, if z ∈ y and z / ∈ min(y), then there exists a unique w such that {z} ∪ {w} = ∅ and for all a if {z} ∪ {a} = ∅ then a ∈ x, that is
In this case, we will say that the fusion of pairs of x and y is equal to the empty σ-set (i.e. {x} ∪ {y} = ∅) if and only if it satisfies all four conditions Proof. Suppose that the fusion of pairs of X and Y is equal to the empty σ-set, then it satisfies the conditions (a), (b), (c) and (d) of Axiom 8.1 (Completeness (B)). In consequence we obtain the following:
. Since X and Y satisfy the condition (d) of Axiom 8.1, there exists a unique w such that {z} ∪ {w} = ∅ and for all a if {z} ∪ {a} = ∅ then a ∈ X. In consequence the condition (c) is applies for the fusion of pairs of Y and X. Proof. This fact is obvious by Theorems 4.4 and 8.3. Regarding σ-antielements, the next results will be relevant. By Theorem 7.3, we obtain that there exist σ-sets without σ-antielement as the case of the empty σ-set. However, we will prove that, if a σ-set X has a σ-antielement then it is unique. Theorem 8.5 Let X be a σ-set. If there exists X the σ-antielement of X, then X is unique.
Proof. Consider a σ-set X such that there exists X , σ-antielement of X. Now, suppose that there exists X, a σ-set such that {X} ∪ { X} = ∅ and X = X. It is clear that X and X satisfy the condition (a) of Axiom 8 (Completeness (B) ). Therefore, without loss of generality, we assume that min(X) = 1 and min(X ) = 1 . Since min(X) = 1 and {X} ∪ { X} = ∅ then by the condition (a) of Axiom 8 (Completeness B) we obtain that min( X) = 1 . Now, we have that β ∈ X ∩ X. Since X = X then there exists c ∈ X such that c / ∈ X or there exists a ∈ X such that a / ∈ X. If there exists c ∈ X such that c / ∈ X then c / ∈ min( X). By condition (d) of Axiom 8 (Completeness (B)) we obtain that there exists a unique w c , such that {c} ∪ {w c } = ∅. Also, for the same condition, we have that w c ∈ X. Since {c} ∪ {w c } = ∅ by Theorem 7.3 we obtain that w c = α. Therefore w c / ∈ min(X). Since X is a σ-antielement of X then by condition (c) of Axiom 8 (Completeness (B)) we obtain that there exists a unique x wc , such that {w c } ∪ {x wc } = ∅. Therefore x wc ∈ X . Finally, by Theorem 8. 3 we obtain that {w c } ∪ {x wc } = {x wc } ∪ {w c } therefore x wc = c which is a contradiction. When there exists a ∈ X such that a / ∈ X we get the same contradiction. In consequence X is unique.
Theorem 8.6
Consider the σ-sets 1 and 1 . Then the σ-antielement of 1 is 1 and it is unique.
Proof. We consider X = 1 and Y = 1 . By Lemma 6.4 we obtain that min(X) = 1 and min(Y ) = 1 , then the condition (a) of Axiom 8.1 (Completeness (B)) holds. Now, by Axiom 6.1 we obtain that the condition (b) of Axiom 8.1 (Completeness (B)) holds too.
Finally, the conditions (c) and (d) of Axiom 8.1 follow from the fact that X = 1 ∧ min(X) = 1 and Y = 1 ∧ min(Y ) = 1 .
Uniqueness: This fact is obvious by Theorem 8.5.
Example 8.7 As a consequence from Theorem 8.6 and the conditions (c) and (d) of Axiom 7.1 (Completeness (A)) we have the following results:
1. {1} ∪ {2 } = {1, 2 },
Theorem 8.8 Consider the σ-sets 2 and 2 . Then the σ-antielement of 2 is 2 and it is unique.
(a) It is clear that 2 = {α, 1} and 2 = {β, 1 } . Then min(2) = 1 and min(2 ) = 1 . In consequence the condition (a) of Axiom 8.1 (Completeness (B)) holds.
(b) Now, suppose that 2 is not totally different from 2 , then there exist ⋖x, . . . , w⋗ ∈ CH(2) and ⋖a, . . . , c⋗ ∈ CH(2 ) that are not disjoint. Therefore there exists z such that z ⊢ ⋖x, . . . , w⋗ and z ⊢ ⋖a, . . . , c⋗.
We observe that the greater link of ǫ-chains ⋖x, . . . , w⋗ and ⋖a, . . . , c⋗ satisfies the following conditions:
Now, if z = w then z = c because 1 ≡ 1 . Therefore we can construct ⋖z, . . . , β⋗ ∈ CH(1 ), which is a contradiction because 1 ≡ 1 . In the case that z = c we obtain the same contradiction. Finally, if z = w and z = c, then we can construct ⋖z, . . . , α⋗ ∈ CH(1) and ⋖z, . . . , β⋗ ∈ CH(1 ), which is a contradiction because 1 ≡ 1 . Therefore we obtain that 2 ≡ 2 .
(c) Let z ∈ 2 and z / ∈ min(2). Since z / ∈ min(2) then z = 1. By Theorem 8.6 we have that there exists a unique 1 such that {1} ∪ {1 } = ∅. Finally, we consider a such that {1} ∪ {a} = ∅, then a = 1 , therefore we obtain that a ∈ 2 .
(d) This proof is analogous to the previous one.
Uniqueness: This fact is obvious by Theorem 8.5. Now, it is important to observe that by Theorem 7.3 there exist σ-sets which do not have σ-antielement.
9 The Axiom of Exclusion Axiom 9.1 For all σ-set X and for all x and y, if x and y are σ-elements of X then the fusion of pairs of x and y contains exactly x and y, that is (∀X)(∀x, y)(x, y ∈ X → {x} ∪ {y} = {x, y}).
Theorem 9.2 (Exclusion of Inverses)
Let X be a σ-set. If x ∈ X, then x / ∈ X.
Proof. Assume that X = ∅ and suppose that x, x ∈ X, then by Axiom 9.1 (Exclusion) we obtain that {x} ∪ {x } = ∅, which is a contradiction.
Definition 9.3 Let X and Y be σ-sets. We define two new operations on σ-sets:
By Theorem 3.2 (Schema of Separation) it is clear that X ∩Y and X Y are σ-sets. Also we observe that
Example 9.4 By Example 7.4, we have the following:
(a) 2 Θ ∩2 = {x ∈ 2 Θ : x ∈ 2} = ∅ and therefore 2 Θ 2 = 2 Θ .
(b) 2 β ∩2 = {x ∈ 2 β : x ∈ 2 } = {1} and therefore 2 β 2 = 1 .
in consequence, A A * = ∅ and A * A = ∅.
Theorem 9.5 Let X be a σ-set X. Then
(a) We proof that X ∩∅ = ∅ ∩X = ∅. This fact is obvious by Definition 9.3. Now, suppose that X ∩α = ∅ ∧ α ∩X = ∅. Since X ∩α = ∅, then there exist x ∈ X and x ∈ α. By condition (a) of Axiom 8.1, we obtain that min(x ) = 1 or min(x ) = 1 . If min(x ) = 1 then α ∈ x . Therefore α ∈ x ∈ α which is a contradiction by Axiom 5.1 (Regularity). Now, if min(x ) = 1 then β ∈ x , and therefore β ∈ x ∈ α which is a contradiction because 1 ≡ 1 . Following a similar reasoning, in the case that α ∩X = ∅ we obtain the same contradiction.
The proof that X ∩β = β ∩X = ∅ is analogous to the previous one.
(b) This fact is obvious by Theorem 7.3.
(c) This fact is obvious by Theorem 9.2.
Corollary 9.6 Let X be a σ-set X. Then (a) X ∅ = X and ∅ X = ∅;
(b) X α = X and α X = α;
(c) X β = X and β X = β;
(e) X 1 = X and 1 X = 1;
(f) X 1 = X and 1
Proof. This proof is obvious by Definition 9.3 and Theorem 9.5. In general, we will also use the term σ-family to refer to a σ-set.
Definition 9.7 Let F be a σ-family. We say that F is σ-antielement free
It is clear, by Theorem 9.5, that the σ-family 1 Γ = {α, β} is AF. Nevertheless the σ-family F = {2 β , 2 } is not AF.
Lemma 9.8 Let X be a σ-set. Then the singleton {X} is a AF σ-family.
Proof. This fact is obvious by Theorem 9.5.
The Axiom of Power σ-set
Axiom 10.1 For all nonempty σ-set X there exists a σ-set Y , called power of X, whose σ-elements are exactly the σ-subsets of X, that is
Definition 10.2 Let X be a σ-set,
2. The σ-set of all σ-subsets of X,
is called the power σ-set of X.
Proof. Let F be a σ-family AF and X ∈ 2 F . If X = ∅ then it is AF. Now, suppose that X = ∅ and A, B ∈ X. Since X ∈ 2 F then A, B ∈ F and therefore A ∩B = ∅.
Theorem 10.4 Let X be a σ-set. Then 2 X is a AF σ-family.
Proof. Suppose that there exist A, B ∈ 2 X such that A ∩B = ∅. In consequence there exist x ∈ A and x ∈ B and therefore x, x ∈ X which is a contradiction by Theorem 9.2.
Corollary 10.5 Let X be a σ-set. The σ-family F , made of the singleton {x} for x ∈ X, that is F = {{x} : x ∈ X}, is a AF σ-family. 
Now, we can define the fusion of σ-sets.
Definition 11.2 Let X and Y be σ-sets. Then we define the fusion of X and Y as
It is clear, by Definition 11.2 and Axiom 2.1 (Extensionality), that for all σ-sets X and Y , the fusion of σ-sets is commutative; that is X ∪ Y = Y ∪ X.
(a) Since the fusion is commutative, then it is enough to prove that X ∪ ∅ = X. By Corollary 9.6, we obtain that X ∅ = X and ∅ X = ∅. Therefore X ∪ ∅ = {x : x ∈ X}. Now, by Axiom 2.1 (Extensionality), X ∪ ∅ = X.
(b) It is clear, by Corollary 9.6, that X X = X. Then by Axiom 2.1 (Extensionality) X ∪ X = X.
Example 11.4 Consider the σ-sets X = {1, 2}, Y = {1 , 2 }, Z = {1} and W = {∅}. Then we obtain the following:
Also we can see that the fusion of σ-sets is not associative. By Theorem 11.3 and Example 11.4 we obtain
It is clear that Z = ∅, then the fusion of σ-sets is not associative. Therefore it is necessary to consider the order on which the σ-sets are founded, thus we introduce the notion of chain of fusion
Therefore, given a σ-family F the fusion of all σ-elements of F , or fusion of F , will be denoted for − → F . Then an important question is: for which σ-families the fusion is associative. Notice that in this case, all chains of fusion are equal.
Theorem 11.5 Let F be a AF σ-family. Then the fusion is associative, in other words, for all X, Y, Z ∈ F
Proof. We consider X, Y, Z ∈ F . Since F is a AF σ-family, then
Indeed, suppose that (X ∪ Y ) ∩Z = ∅. Then there exists x ∈ X ∪ Y such that x ∈ Z, which is a contradiction. Now, suppose that Z ∩(X ∪ Y ) = ∅, then there exists x ∈ Z such that x ∈ X ∪ Y which is a contradiction. The prove that X ∩(Y ∪ Z) = (Y ∪ Z) ∩X = ∅ is analogous. Now, by Definition 11.2, we obtain that
Definition 11.6 Let X and Y be σ-sets. We say that Y is the σ-antiset of X if the fusion of X and Y is equal to the empty σ-set, that is
The σ-antiset of X will be denoted by X * .
Now, consider X = {1, 2} then X * = {1 , 2 }. We observe that the fusion of pairs of X and X * is nonempty because min(X) = {1} and min(X * ) = {1 }, therefore {X} ∪ {X * } = {X, X * }.
12 The Axiom of Infinity Axiom 12.1 There exists an infinite σ-set, that is (∃X)[(∃y)(y ∈ X) ∧ (∀y ∈ X)(∃z ∈ X)(y ∈ z)].
Definition 12.2 Let X be a σ-set. We define the successor of X by
Theorem 12.3 Let X be a σ-set. Then S(X) = ∅ and S(X) contains exactly all the σ-elements of X and X.
(a) If X = ∅ then, by Theorem 11.3, S(∅) = ∅ ∪ {∅} = {∅}.
(b) Now, suppose that X = ∅ and S(X) = ∅. Since S(X) = ∅, by Definition 11.2, we have that X {X} = ∅ and {X} X = ∅. Now, if X {X} = ∅ then X = X ∩{X} . Therefore there exists y ∈ X such that y = X and so y ∈ y , which is a contradiction with the fact that y ≡ y .
(c) Suppose that there exists y ∈ X such that y / ∈ X ∪{X} or X / ∈ X ∪{X}. If y / ∈ X ∪ {X} then y / ∈ X {X}, and therefore y ∈ X ∩{X}. This implies that y = X and in consequence y ∈ y which is a contradiction because y ≡ y . Now, we define y = X. If y / ∈ X ∪ {X} then {X} X = ∅. Therefore there exists y ∈ X and so it must be the case that y ∈ y, but this is a contradiction with the fact that y ≡ y .
Lemma 12.4 Let X be a σ-set.
Proof. (a) If X = ∅, then min(X) = ∅ and min(S(X)) = 1 Θ . Therefore min(X) ⊂ min(S(X)).
(b) Now, if X = ∅ we obtain the following:
(⊆) Suppose that there exists y ∈ min(X) such that y / ∈ min(S(X)). Then for all z ∈ y, we have that z / ∈ X and there exists w ∈ y such that w ∈ S(X). It is clear that S(X) contains any σ-element of X and X, by Theorem 12.3. Therefore w = X. Finally X ∈ y ∈ X which contradicts Axiom 5.1 (Regularity).
(⊇) Let y ∈ min(S(X)). Then for all z ∈ y we obtain that z / ∈ S(X) which implies by Theorem 12.3 that y ∈ X. Therefore y ∈ min(X).
Lemma 12.5 Let X and Y be nonempty σ-sets.
Proof. Suppose that S(X) is not totally different from S(Y ). Then there exist ⋖x . . . w⋗ ∈ CH(S(X)) and ⋖a . . . c⋗ ∈ CH(S(Y )) such that ⋖x . . . w⋗ ≅ ⋖a . . . c⋗. Therefore there exists z such that z ⊢ ⋖x . . . w⋗ and z ⊢ ⋖a . . . c⋗. By Theorem 12.3, the respective greater links w and c satisfy the following conditions:
1. w ∈ X or w = X. Finally, suppose that z = w and z = c then we can construct ⋖z, . . . y⋗ ∈ CH(X) and ⋖z, . . . b⋗ ∈ CH(Y ). This is a contradiction because X ≡ Y . Definition 12.6 Let I be a σ-set,
1. 1 Θ ∈ I, 1 / ∈ I and 1 / ∈ I.
If x ∈ I, then S(x) ∈ I.
In this case we denote the Θ-inductive σ-set by I Θ .
(b) I is called α-inductive if:
1. 1 ∈ I and 1 Θ / ∈ I.
2. If x ∈ I, then S(x) ∈ I.
In this case we denote the α-inductive σ-set by I α .
(c) I is called β-inductive if:
In this case we denote the β-inductive σ-set by I β .
The existence of inductive σ-sets is guaranteed by Axiom 12.1 (Infinity). Now, we introduce the concept of σ-set of all natural numbers, anti-natural numbers and Θ-natural numbers.
Definition 12.7 Let X α , X β and X Θ be inductive σ-sets. Then we define:
The σ-set of all natural numbers as:
(b) The σ-set of all anti-natural numbers as:
(c) The σ-set of all Θ-natural numbers as:
By Definition 12.7, it is easy to prove that N is a α-inductive σ-set, N * is a β-inductive σ-set and N Θ is a Θ-inductive σ-set. Also it is possible to see that N ⊆ I α for all I α , N * ⊆ I β for all I β and N Θ ⊆ I Θ for all I Θ . Now, we introduce the Induction Principle for the study of the different types of natural numbers (N, N * and N Θ ).
Theorem 12.8 The Induction Principle. Let Φ(x) be a property (possibly with parameters).
1. If Φ(1) holds and for all n ∈ N Φ(n) implies Φ(S(n)), then Φ holds for all n ∈ N.
If Φ(1 ) holds and for all
Proof. The proof follows by the same arguments as in Set Theory.
Lemma 12.9 The following statements holds:
Proof. We will only prove (a) because the proof of (b) and (c) are similar. It is clear that min(1) = 1. Suppose that min(n) = 1, then, by Lemma 12.4, we have that min(S(n)) = 1. Finally, by Theorem 12.8, we obtain that min(n) = 1 for all n ∈ N.
Theorem 12.10 For all n ∈ N there exists a unique σ-set m such that the fusion of pairs of n and m is equal to the empty σ-set.
Proof. If n = 1 then, by Theorem 8.6, there exists a unique σ-set 1 such that {1} ∪ {1 } = ∅. Suppose that given n ∈ N there exists a unique σ-set m such that {n} ∪ {m} = ∅. Now, we will prove that for S(n) there exists a unique σ-set m such that {S(n)} ∪ { m} = ∅. Existence: Consider m = S(m). By Lemmas 12.5 and 12.9, we have that conditions (a) and (b) of Axiom 8.1 (Completeness (B)) are satisfied by S(n) and S(m). Now, we only need to prove that conditions (c) and (d) of Axiom 8.1 are satisfied by them. Nevertheless, we only prove condition (c) because the proof of condition (d) is analogous.
Let z ∈ S(n) such that z / ∈ min(S(n)) = min(n) = 1. By Theorem 12.3, we have that z ∈ n or z = n.
(case 1) Suppose that z ∈ n.
(a.1) Since z ∈ n and z / ∈ min(S(n)) = min(n), then we have that there exists a unique w such that {z} ∪ {w} = ∅, because n and m satisfy the condition (c) of Axiom 8.1. Also, we observe that w ∈ m for the same condition.
(b.1) Consider a such that {z} ∪ {a} = ∅. By (a.1) we obtain that a = w. Therefore a ∈ m and by Theorem 12.3 we have that a ∈ S(m).
(case 2) Suppose that z = n. Therefore we have that
Theorem 12.11 For all n ∈ N * there exists a unique σ-set m such that the fusion of pairs of n and m is equal to the empty σ-set.
Proof. This proof is analogous to the previous one.
Theorem 12.12 The following statements holds:
(a) For all n ∈ N, n ∈ N * .
(b) For all n ∈ N * , n ∈ N.
Proof. We will only prove (a) because the proof of (b) is analogous. If n = 1 then it is clear that (1) = 1 ∈ N * . Let n ∈ N such that n ∈ N * . Since N and N * are inductive σ-sets then S(n) ∈ N and S(n ) ∈ N * . Now, we include the following Corollary in order to calculate the σ-antielements of the σ-elements of N and N * .
Corollary 12.13 The following statements holds:
(a) For all n ∈ N, S(n ) = S(n) .
(b) For all n ∈ N * , S(n ) = S(n) .
(case 2) Suppose that z = S(n).
(a.2) Since z = S(n) then it is clear, by inductive hypothesis, that there exists a unique S(n ) such that {S(n)} ∪ {S(n )} = ∅.
(b.2) Consider a such that {S(n)} ∪ {a} = ∅. By (a.2) we obtain that a = S(n ). Finally by Theorem 12.3 we have that a ∈ S(S(n )).
Therefore we have that {S(S(n))} ∪ {S(S(n ))} = ∅.
We will use the following notation:
• n, m, i, j, k, etc. to denote natural numbers.
• n , m , i , j , k , etc. to denote anti-natural numbers.
• n Θ , m Θ , i Θ , j Θ , k Θ , etc. to denote Θ-natural numbers.
• If n ∈ N then S(n) = n + 1 ∈ N, N = {1, 2, 3, 4, . . .}, 1, S(1) = 1 + 1 = 2, S(2) = 2 + 1 = 3, S(3) = 3 + 1 = 4, etc.
• If n ∈ N * then S(n ) = n + 1 ∈ N * , N * = {1 , 2 , 3 , 4 , . . .}, 1 , S(1 ) = 1 + 1 = 2 , S(2 ) = 2 + 1 = 3 , S(3 ) = 3 + 1 = 4 , etc.
• If n Θ ∈ N Θ then S(n Θ ) = n Θ + 1 Θ ∈ N Θ , N Θ = {1 Θ , 2 Θ , 3 Θ , 4 Θ , . . .}, 1 Θ , S(1 Θ ) = 1 Θ + 1 Θ = 2 Θ , S(2 Θ ) = 2 Θ + 1 Θ = 3 Θ , S(3 Θ ) = 3 Θ + 1 Θ = 4 Θ , etc.
We observe that we have not defined the concepts of function and cardinal of a σ-set, nevertheless these concepts will be similar to those used in Set Theory. Also we observe that, as it is well known, the cardinal of the Power Set 2 X growths in power of 2. Now, we conjecture that the cardinal of Integer Space 3
X growths in power of 3.
Conjecture 13.4 Let X be a σ-subset of N. If the cardinal of X is n, then the cardinal of the Integer Space of X is 3 n , that is
where |X| is the cardinal of X.
Final Comments
Let us emphasize that the first motivation of this work was the creation of the Integer Space 3 X , and from there to define and to study the properties of the operators of σ-sets T : 3 X → 3 X . Nevertheless, we have realized that the algebraic properties of 3 X elude the concept of Abelian Group, since the fusion is commutative but it is not associative, therefore another goal in future works will be studying this kind of structures.
Also we want to emphasize that the concept of antiset introduced in Chu Space and in the article of Fishburn P. and La Valle I. H. [2] has a different motivation from the creation of Integer Space. However, in both cases the union of sets does not allow inverses. Therefore the Integer Space cannot be obtained using these models, in this sense σ-antisets are different from antisets. Nevertheless, we think that all the concepts developed by Chu Spaces and those that derive from the article by Fishburn P. and La Valle I. H. [2] can be developed inside the σ-Set Theory, and therefore will be the object of future investigations.
