Many scientific studies measure different types of high-dimensional signals or images from the same subject, producing multivariate functional data. These functional measurements carry different types of information about the scientific process, and a joint analysis that integrates information across them may provide new insights into the underlying mechanism for the phenomenon under 
Introduction
Rapidly expanding modern technology enables the automatic collection of high-dimensional data in functional form. Examples include signals, images, and many emerging high-throughput digital measurements. The increased prevalence of such data promotes the development of functional data analysis. While 5 considerable efforts have been made to analyze functional data (Ramsay and Silverman, 1997) , existing approaches often focus on modeling functional variables that have a common support and the same interpretation. Many applications, however, involve simultaneously collecting different functional variables. For example, in economics, a firm's market value and trading volume constitute two 10 different financial profiles; in environmental studies, the air pollution level is often measured with the temperature and air pressure for a given location over a period of time; in neuroscience experiments, different types of brain images, such as electroencephalograms (EEGs), magnetic resonance images (MRIs), and diffusion tensor images (DTIs), are often collected for the same subject, resulting 15 in "multi-modal" imaging data (Uludag and Roebroeck, 2014) . In these situations, the multiple functional variables have different interpretations. They characterize different aspects of the same subject. Joint analysis that integrates these variables, also called data fusion (Castanedo, 2013) , helps borrow information from different resources, which may provide new insights into the 20 underlying mechanism for the phenomenon under study (e.g., how temperature and air pressure interact to influence the concentration of pollutants).
Despite the promise of borrowing strength across different resources, the joint analysis of multiple functional variables has not received much attention in the literature. There is extensive work on modeling functional data with 25 hierarchical structures induced by crossed or nested experimental designs (Morris and Carroll, 2006; Greven et al., 2010; Zhu et al., 2011; Goldsmith et al., 2012; Scheipl et al., 2014; Goldsmith et al., 2014; Backenroth et al., 2016) , spatial/temporal correlations Delicado et al., 2010; Hörmann and Kokoszka, 2010; Aue et al., 2015) , or both (Baladandayuthapani et al., 30 2008; Zhou et al., 2010; Staicu et al., 2010) . However, these approaches are all based on the assumption that functional data are defined on a common domain and have the same or a similar interpretation. In the recent work of Zhu et al. (2016a) and Qiao et al. (2015) , multiple functional variables are used in the functional graphical model setup, but these methods mainly focus on charac-
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terizing the conditional independence between functions using a graph. To our knowledge, there has been little effort to associate multivariate functional data with other covariates.
In the scalar-on-function regression in which scalar responses are regressed on functional predictors (Morris, 2015) , multiple functional variables can be 40 easily incorporated as predictors, regardless of whether they have the same interpretation (Zhu and Cox, 2009; Zhu et al., 2010; Fan et al., 2015) . However, since the scalar-on-function regression treats functional variables as covariates, it models the conditional expectation of a scalar given the functional variables, and thus does not directly characterize the inter-function correlations or compli-45 cated multi-level structures between the functional variables. In this paper, we consider the joint analysis of multiple functional variables. We propose a multivariate functional response regression model that jointly regresses multivariate functional data on a common set of predictors while simultaneously accounting for potential multi-level structures in the data. In particular, we propose a 50 flexible multivariate functional mixed model (MFMM) to incorporate intra-and inter-function correlations as well as correlation induced by hierarchical designs.
In the proposed MFMM, directly parameterizing intra-and inter-function correlations is challenging, because we do not have prior knowledge of the correlation structure, and existing nonparametric approaches, such as the methods
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of Yao (2007) and Yang et al. (2016) , can only be used to estimate the intrafunction correlation. To address this issue, we propose a convenient two-stage transformation approach through lossless or near-lossless basis representation.
First, we represent each functional variable using a basis expansion. This transforms each functional variable to the dual space of basis coefficients. We then 60 take the basis coefficients of all functional variables from one multivariate functional observation and concatenate them to form a long vector. Finally, we apply principal component analysis (PCA) by treating the entries in the concatenated vectors as variables and all observations as independent samples, which further reduces the correlations between the pooled basis coefficients. Assuming that 65 the functional variables are Gaussian processes, the resulting principal component (PC) scores of the concatenated basis-coefficient sequences are approximately independent of each other. This enables us to fit separate mixed models to each PC independently in the transformed space, using the PC scores from all observations as data. This results in fast and easily parallelizable computation.
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Since this two-stage transformation preserves the linear mixed model format and is invertible, Bayesian inferences can be performed in the original data space after inverse-transforming the posterior samples of the regression coefficients.
This preserves the interpretability of the inferential results. Acknowledging its benefits, the basis-expansion-based transformation has been adopted in many 75 functional data regressions; see Morris (2015) for a thorough review. Two-stage functional representations have also been used by James (2002) , Reiss and Ogden (2007) , and Reiss and Ogden (2010) The outline for the rest of this paper is as follows. In Section 2, we describe the motivating example-the fluorescence spectroscopy data in a cervical pre-95 cancer study. We describe the proposed MFMM in Section 3, demonstrate its performance using simulation studies in Section 4, and show fluorescence spectroscopy data analysis in Section 5. In Section 6, we describe a sensitivity study to evaluate whether our results are sensitive to different model choices and parameter setups. We provide a final discussion in Section 7. Details on 100 the computational algorithm, parameter settings, and extra analytic results are available in the supplementary materials.
2. The fluorescence spectroscopy data in a cervical pre-cancer study This work is motivated by the fluorescence spectroscopy data arising from a cervical pre-cancer study. Fluorescence spectroscopy is an optical technique 105 that captures the spectra of fluorescent lights emitted by a given material (e.g., a tissue sample). It provides a non-invasive, low-cost alternative to existing approaches for the diagnosis and assessment of early stage cervical cancer (Ra- have labeled the excitation wavelengths of some spectral curves at their peak intensities. manujam et al., 1996) . The data studied in this paper are collected from a clinical study that used multiple fluorescence spectra to detect cervical abnor- The data presented in this paper were collected using the same instrument (called FastEEM3) in the same clinic (British Columbia Cancer Agency, couver, CA). They were preprocessed following a six-step procedure, the details of which were described by Marín et al. (2006) . The processed data contain 534 EEM measurements, among which 143 are from pre-cancer samples, and 391
are from normal samples. Here, pre-cancer refers to tissue sites that were diagnosed as cervical intraepithelial neoplasia (CIN) II or worse, and normal refers 140 to sites that were diagnosed as CIN I or better. Both are based on pathological diagnosis of cervical tissue biopsies. All EEMs were measured from sites with colposcopic tissue type "squamous", and from pre-menopausal patients.
As shown in Figure 1 , an important characteristic of the EEM data is that, the supports of the 16 spectral curves are different-the left and right bound-145 aries are cropped differently at different excitations. Such cropping is common practice in EEM data preprocessing, with the purpose of excluding unwanted noise (Chang et al., 2002) . Besides different supports, the 16 spectral curves are likely to be correlated due to their natural ordering caused by excitation wavelengths. These data constitute an example of multivariate functional data 150 with functional variables supported on different domains.
Analytical approaches that extract features by treating curves as vectors (Yamal et al., 2012; Chang et al., 2013) are often considered suboptimal because they fail to take into account the "functional" nature of the curves. Zhu 
We use the notations t j and t to denote the sets of finite 180 discrete grids of T j and T on which the functional data are measured. For each
We define an extended basis function ψ jk = (0, . . . , 0, φ jk , 0, . . . , 0), which is a 1 × p vector of functions with the jth component φ jk , and 0 functions elsewhere. Then the collection
Then the probability law (distribution) of Y is induced by the probability measure P .
We further define Y as a multivariate Gaussian process as follows. Let
We assume that K is positive semidefinite and trace class. Here, positive semidefinite means that
for any square-summable sequence {d ik , i = 1, . . . , p, k = 1, . . . , ∞}, and trace class means that
Then µ 0 and K uniquely determine a Gaussian process on L 2 (T ) (Prato, 2006) , which we call a multivariate Gaussian process, and write Y ∼ MGP(µ 0 , K).
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We now describe a mixed model framework treating Y as the response. 
where We further stack the responses and the regression coefficients in model (1) to form vectors of multivariate functional objects. Model (1) is re-written as
where
and
Here, X is a N × A design matrix for the fixed effect, and Z is a N ×M binary design matrix for the random effect. Model (2) constitutes a general multivariate functional mixed model framework, abbreviated as MFMM.
Our goal is to estimate B and U and characterize their uncertainties.
Model reparameterization with a two-stage transformation
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Since Y i has been written as the linear combination of {B a }, {U m } and E i in model (1), it is natural to assume that the unobserved multivariate functional objects {B a }, {U m } and {E i } also take values in the same L 2 (T ) space as
With this assumption, all multivariate functional objects in the MFMM can be represented by basis expansions using a common orthonormal basis.
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Taking Y i as an example, let
. .) lies in the space of square-summable sequences, denoted by
Since 2 j and L 2 (T j ) are isometrically isomorphic for each j, once an orthonormal basis of L 2 (T ) has been chosen, there is a one-to-one mapping between L 2 (T ) and 2 . This enables us to transform the MFMM from L 2 (T ) to 2 .
To be more specific, denote by {d i }, {b a }, {u m }, {e i } the 2 space counterparts of {Y i }, {B a }, {U m }, and {E i }, respectively. We can stack the sequences
then D is a 2-d array with N rows and p column-blocks, and each block (e.g.,
where Ψ is a 2-d array (with an infinite number of rows and p columns) consisting of basis functions, i.e.,
T is a column vector of basis functions in L 2 (T j ) for j = 1, . . . , p. Since Ψ preserves the linear operation, model (2) is equivalent to 230 the following model in the 2 space:
Note that D, B * , U * , and E * are 2-d arrays with the same number of rows as their L 2 (T )-space counterparts and an infinite number of columns. Since 2 is the dual space of L 2 (T ), we call model (3) the dual-space model.
The dual-space model in (3) brings several advantages for model fitting. ulated EEM data. This property allows us to assume simplified correlation structures (e.g., diagonal) for the intra-function correlation in the dual-space model. In the dual space, the intra-function correlation refers to the correlation between the basis coefficients of the same function. Second, for smooth functional data, the coefficient sequence in 2 is often sparse (e.g., quickly decays 245 to zero), thus various compression techniques can be applied to zero-out the small coefficients or truncate the tails of the coefficient sequence. Third, the one-to-one mapping between l 2 and L 2 (T ) allows us to freely transform posterior samples of the regression coefficient functions between the two spaces, so that posterior inferences can be performed directly in the data domain.
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Under model (3), we need to parameterize the distributions for the 2-d arrays: D, B * , U * , and E * . Since the original data are assumed to be multivariate Gaussian processes, these 2-d arrays are discrete Gaussian processes.
If we assume a separable correlation structure, the correlations of a 2-d array can be characterized by the Kronecker product of the between-row correlation same rotation/projection to B * , U * , E * , we obtain B = B * V , U = U * V , and
Since the rotation operator V is again a linear operator, model (3) is equivalent to other. This facilitates a much simpler prior setup and calculation, as elaborated in Section 3.3.
Model setup, prior specification, and posterior inference
We extract the kth column of D, B, U , E, respectively, and write model (4) as
Denoting the ath entry of B k by B ak , we set the random effect and residual distributions as well as the priors for fixed effects as
and set π ak ∼ Beta(a π k , b π k ). These distributions are assumed to be independent across the column index k. The prior for B ak takes the "spike-and-normal- and densely measured, so that the number of measurement points is usually much higher than the sample size. In these situations, we often choose to compress the basis coefficients so that the close-to-zero values are replaced by zeros, or truncate the coefficients sequence when the basis coefficients decay monotonically. Compression and truncation have the effects of smoothing (removing high 305 frequency noise) and reducing the dimension of functional data. They are often preferred for high-dimensional problems. In this paper, we recommend keeping the two-stage transformation "lossless" or "near-lossless", meaning that we only perform moderate truncation or compression so that nearly all essential information is retained after the transformation. This can be achieved by controlling 310 the fraction of information retained (FIR). For example, during the basis expansion at stage one, we can truncate the sequence d j i at τ j so that the ratio
ijk is greater than or equal to a pre-specified threshold (e.g., 0.999) for all i = 1, . . . , N and j = 1, . . . , p. In the PCA at stage two, we simply truncate the PC scores at τ so that R pc = τ k=1 λ k / k λ k is greater 315 than or equal to a pre-specified threshold (e.g., 1-1e-6). Here, λ k denotes the kth estimated eigenvalue of D T D.
Posterior inference
The MCMC algorithm for the proposed model yields posterior samples of the model parameters, from which inferential summaries can be constructed.
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The posterior samples for B and U can be transformed back into the data space using the two-stage inverse-transform: B = BV T Ψ and U = U V T Ψ, We can then identify significant nonzero regions on C. These regions reflect significant differences between the two groups. However, since pointwise credible bands do not adjust for joint coverage prob-340 abilities, inference based on these approaches fails to adjust for the family-wise (experimental-wise) error rate in the inherent multiple testing problem, which may lead to high false discovery rates . In this paper, we flag regions using two approaches with global coverage properties: a thresholding method based on the simultaneous band scores (SimBaS) and a Bayesian 345 false discovery rate (BFDR) method.
Simultaneous band scores (SimBaS).
To detect regions that are significantly nonzero on a contrast effect C = (C 1 , . . . , C p ), we first generate simultaneous credible bands (SCBs) for the multivariate functional object C following Ruppert et al. (2003) . The SCB takes the form C − m α sd{C}, C + m α sd{C} ,
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where C is the sample mean, sd{C} is the sample standard deviation, and m α is the (1 − α) sample quantile of max t |C (g) − C|/ sd{C} , g = 1, . . . , H. Here, g is the index for (and H is the total number of) posterior samples, and t denotes the discrete grid of the domain T on which the posterior samples were evaluated. We then calculate the SCB for a range of α values, and define the
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SimBaS at each grid point t ∈ t as the smallest α for which the 100(1 − α)% SCB excludes zero at that point. This measure was introduced by Meyer et al. (2015) . Given the joint coverage properties of the SimBaS, we can compute a global Bayesian p-value (GBPV) as min t {SimBaS(t)}, which can be used to test the global functional null hypothesis that H 0 : C ≡ 0 vs. H a : C j ≡ 0 for 360 some j. If GBPV< α, we conclude that there is some difference between the two groups, and can subsequently localize these effects by flagging locations as strongly significant if the corresponding SimBaS(t) is less than α.
Bayesian false discovery rate (BFDR).
At times, we are interested in identifying locations at which the contrast effect C is greater than some pre-365 specified practical effect size δ. To do this, we first calculate the pointwise posterior probability p j (t) ≈ Pr(|C j (t)| > δ | Data) from the posterior samples for j = 1, . . . , p. The values {1 − p j (t)} can be interpreted as an estimate of the local FDR at location t for functional variable j, if we consider a discovery to be a location where the effect is in fact greater than δ in magnitude. We can then 370 find a threshold φ α for { p j (t)}, for example corresponding to a pre-specified expected FDR (averaged across all locations and all j) of α, and flag locations with p j (t) > φ α as being significantly greater than δ. Similar strategies have been adopted by Newton et al. (2004) and Morris et al. (2008) .
Comparing the two methods, we see that the BFDR method uses the weaker 375 FDR criterion but requires the pre-specification of a threshold δ, whereas the SimBaS analysis corresponds to EER considerations but does not require specification of an effect size of interest, δ.
Discriminant Analysis. Besides flagging significant local regions, the proposed MFMM framework also facilitates discriminant analysis through posterior 380 predictive calculation. We use the symbol † to denote data from a new observation. Specifically, let D † denote a row vector containing the PC scores for the new observation, calculated using the eigenvectors estimated in the training set.
Let c † ∈ {1, . . . , S} denote the class label that corresponds to the design vector PPO(v) , if r = 2, . . . , S.
1+
S v=2 PPO(v) , if r = 1.
Simulation study
Simulation 1. Assess estimation accuracy and discrimination performance 395
We designed a simulation study to demonstrate the performance of the proposed MFMM approach. In particular, we want to assess the benefit of jointly modeling multivariate functional data versus independently modeling each functional variable. To capture realistic inter-and intra-function correlations, we based our simulation upon the real EEM data described in Section 2, i.e., treat-400 ing the EEM data as the reference data. We generated simulated data by first fitting MFMM to the reference EEM data using model (2). We set the design matrix X by following a cell mean design, i.e., the ith row of X equals (1, 0) if the ith EEM measurement is from a pre-cancer sample and (0, 1) if from the normal sample. Correspondingly, the elements in B = (B 1 , B 2 ) T denote the 405 mean of the pre-cancer group and normal group, respectively. Since the real EEM data do not contain multiple batches, the ZU term is omitted in the reference run.
From the reference run, we obtained the estimated values for B and {s k } in the transformed domain. We then simulated data, treating the estimated
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B as the true fixed effect. We simulated the random effect U and residuals E based on the normal distributions described in Section 3.3, using pre-specified variance components {q k , s k }. Here, we specify q k = r 1 s k and s k = r 2 s k , where s k is the posterior mean estimated from the reference run and r 1 , r 2 ∈ (0, 1) are tuning parameters that control the signal to noise ratio (SNR). Specifically, we 415 set r 1 = 0.075, r 2 = 0.025 so that the resulting SNR, defined by the ratio (in absolute value) between X B and ZU + E, component-wise, has a mean value around 5. In this simulation, we set the design matrix X to be identical to that of the reference EEM data, and set Z so that the samples are randomly assigned to M = 5 batches. In order to test the predictive performance, we sim- we use the x-axis to label the excitation wavelengths of the spectral curves.
Such relabeling helps distinguish which segment of the concatenated curve corresponds to which spectrum. We performed a two-stage transformation, a wavelet 4.4e-4. Evaluation criteria. We applied the proposed MFMM model to the simulated dataset. To demonstrate the benefits of joint modeling, we also applied a functional mixed model (FMM) with the same model setup (i.e., the same twostage transformation, parameter setup, and prior setup) to each of the functional 450 variables independently. We collected the posterior samples from both scenarios (MFMM and FMM), and calculated six summary statistics to evaluate the estimation performance. The statistics included Simulation results. We applied MFMM and FMM to each of the 20 simulated data sets. In each simulation, we ran 5000 MCMC iterations and treated the first 3000 iterations as the burn-in period. We monitored the convergence of 465 the MCMC samples; see Section 7 and the supplementary materials for details.
We obtained posterior samples for B and U in the transformed PC domain and inverse-transformed them to the data domain. During the fittings of both the MFMM and FMM, we performed discrete wavelet decomposition in stage one with no compression, and performed a near lossless PCA in stage two so that 470 the truncation parameter τ (or {τ j } in the FMM case) is chosen to retain at least 99.99% of the total variation. Based on the posterior samples, we calculated the summary statistics for B and U . We averaged these statistics across all 20 repetitions and listed them in Table 1 .
From Table 1 , we see that MFMM resulted in systematically lower IMSE and errors for the fixed and random effect, as well as more reliable confidence bands.
For the posterior variance, MFMM provides comparable IPVar and IWidth
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for B but considerably smaller IPVar and IWidth for U . This suggests that, compared to the FMM approach, the MFMM approach has evidently improved the estimation accuracy of the random effect U .
In addition to the summary statistics, in Figure 3 we demonstrate the posterior estimation of the intra-and inter-function correlation for the group mean 485 B 1 using MFMM and FMM. In Figure 3 , similarly to Figure 2 (b) -(c), we relabeled the axes to indicate which block corresponds to which spectral curve using the excitation wavelengths of each spectral curve. Figure 3 shows that joint modeling using MFMM resulted in high intra-and inter-function correlations for the estimated fixed effect B 1 (with average correlation 0.81), whereas the 490 independent modeling approach using FMM only retained high intra-function correlation, and resulted in a generally lower inter-functional correlation (average value 0.26).
Besides estimating parameters, we also applied discriminant analysis to predict the class labels (pre-cancer versus normal tissue) of the test data. To sum-495 marize the prediction results, we used two statistics: the area under the receiver operating characteristic (ROC) curve, denoted by AUC, and a modified AUC 0.1 statistic. To calculate the AUC, we first generated the ROC curve by plotting 1-Specificity (x-axis) versus Sensitivity (y-axis) for all possible thresholds applied to the predictive probabilities for the test data. The AUC is the area under Table 1 . From Table 1 , we see that the MFMM approach resulted in slightly higher AUC and considerably higher AUC 0.1 than the FMM approach. This indicates that joint modeling using MFMM has the potential to 510 improve the discrimination power over that obtained from independent modeling using FMM.
Simulation 2. Assess the power of the global test for contrast effects
Motivated by the fact that a multivariate test may be more powerful when the variables to be tested are correlated, we assessed whether MFMM results 515 in higher power for hypothesis testing. We considered the same design as in simulation 1, and aimed to assess the power of an omnibus test for the contrast effect C, i.e., H 0 : C ≡ 0 versus H 1 : C j (t) = 0 for at least one j. Here, C = B 2 − B 1 . According to the definition, the power of a hypothesis test is the probability of rejecting H 0 when H 1 holds. Therefore, to compare the power, 520 we simulated data under H 1 . To facilitate comparable power (power that is not always 1 in all cases), we simulated data by controlling the true contrast effect based upon simulation 1. Specifically, we adopted the same B 1 estimated from the reference run, but let B 2 = B 1 + rC, where C is the mean contrast effect estimated in the reference run. We set r = 0.15 so that the true contrast effect 525 was fairly small, thus there as a higher chance of accepting H 0 . This setup would lead to power with values lower than 1.
We simulated 1000 datasets following the same procedure as in simulation 1.
For each simulated dataset, we applied both MFMM and FMM, and collected the posterior samples of C. We then adopted the SimbaS approach on the grid 530 t of C while controlling the EER to be less than 0.05. Based on SimBaS, we calculated the GBPV and rejected H 0 when GBPV< 0.05. We finally calcu- that MFMM can improve the power of testing the global contrast effect.
Analysis of fluorescence spectroscopy data
We applied MFMM to the fluorescence spectroscopy data using a design similar to that of the reference run in simulation 1. In particular, the design matrix X is a 534 × 2 binary matrix following the cell mean design, and the 540 corresponding regression coefficient B = (B 1 , B 2 ) T contains the group means for the pre-cancer and normal samples. The random effect term ZU is omitted due to the absence of a batch/group effect. Our goal for this analysis is two-fold:
to characterize systematic differences between pre-cancer and normal samples, and to predict disease status using cross-validation.
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We applied MFMM to the full dataset that contains 143 pre-cancer samples and 391 normal samples. In the model fitting, we adopted a two-stage transformation-a lossless discrete wavelet transform (with no wavelet compression) followed by PCA of the concatenated wavelet coefficients. We truncated the resulting PC scores by constraining that FIR≥1-1e-6. We ran 5000 MCMC We applied the SimBaS approach to the posterior samples of C to identify significant nonzero regions, and applied the BFDR (δ = 0.02) approach to identify regions that are greater than 0.02, using α = 0.05 as the significance 560 threshold in both cases. From SimBaS, we found the GBPV to be 0.004. This implies that overall, there were some differences between the normal and precancer samples. We demonstrate the posterior mean of C and the flagged regions in Figure 4 using both concatenated curve plots and EEM plots. From Figure 4 (a) and (b), we see that the contrast effect C is mostly positive, indicating that 565 the normal samples tend to have higher intensity than the pre-cancer samples.
Overall, the SimBaS and the BFDR approach identified similar regions: both flagged the region around excitations 330 − 380 nms and emissions 410 − 490 nms. Since the SimBaS is targeted to detect nonzero regions, whereas BFDR is targeted to identify regions with |C| > 0.02, the SimBaS flagged more significant 570 locations than the BFDR. For example, SimBaS flagged regions of curves at excitations 390, 400 and 480 nms; whereas these regions were found to be nonsignificant by the BFDR.
To assess the performance of MFMM on discriminating disease status, we re-fit the data using a 4-fold cross-validation. Specifically, we randomly split the 575 full dataset into four blocks while reserving the proportion of disease and normal samples within each subset. We then iterated the training-predicting procedure by first training MFMM using three of the four blocks and then predicting the class labels for the remaining block. The resulting posterior predictive probabilities for disease status were treated as prediction scores, with higher values in-580 dicating higher chances of belonging to the disease class. Based on these scores, we plotted the empirical ROC curve ( Figure 5 ). The corresponding AUC for this discrimination analysis is 0.65. If we make decision by choosing a threshold to maximize the sum of sensitivity and specificity, we achieve sensitivity of 0.69 and specificity of 0.59, with a misclassification rate of 38%. This discrimination 585 result is close to but not as high as the result reported by Zhu and Cox (2009) .
A sensible explanation is that this study is based on data collected from a fixed tissue type and from patients with a fixed menopausal status; therefore, the variables of tissue type and menopause statuses were not used as predictors in classification. are from the normal group, purely classifying samples with columnar tissue as normal would provide a better-than-random-guess result. On the other hand, we want to use only disease-related information from the EEM data, rather than information on the unbalanced design, to classify samples. Nevertheless,
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when the sample size is sufficiently large and samples are balanced across the two classes, including other covariates may improve the overall classification performance.
In summary, our analysis of the fluorescence spectroscopy data revealed a major local region around excitations 330 − 380 nms and emissions 420 − 480 610 nms on the EEM that reflects differences between the normal and pre-cancer samples. In particular, normal samples tend to have significantly higher intensity than the pre-cancer samples in this region. If desired, we can adjust the δ parameter in the BFDR analysis to identify locations with other levels of differences. The flagged regions may serve as biomarkers for future disease 615 assessment and diagnosis.
Sensitivity analysis
It is of interest to study whether the results presented in Section 5 are sensitive to different model choices or parameter settings. For example, whether using a basis other than wavelets or different prior parameters would affect the 620 posterior estimates and region detection outputs. To answer these questions, we repeated several analyses under different model choices using the real EEM data.
These analyses include: (i) Using cosine basis in the first-stage transformation. We re-fit MFMM by replacing the wavelets by cosine basis expansion.
The cosine basis takes the form {φ 1 (t) = 0,
Using a smaller variance when setting the Inverse-Gamma and Beta priors. In our original analysis in Section 5, we set parameters for the inverseGamma and Beta priors by letting the mode of these distributions be equal to their initial values and letting the variance be a pre-specified large value (i.e., Using a larger variance when setting the inverse-Gamma and Beta priors. We repeated analysis (ii) and increased the prior variance for inverseGamma to 10 6 and increased the prior variance for Beta to 0.08.
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The results of the sensitivity analysis are plotted similarly to Figure 4 
Discussion
To jointly model multiple functional variables, we have proposed a MFMM approach that regresses multivariate functional data on a set of scalar covariates The proposed Bayesian approach requires running an MCMC algorithm to obtain posterior samples. As other MCMC-based analyses, the convergence 660 of the MCMC samples needs to be monitored and tested. We monitored the behavior of the posterior samples by checking the trace plots, the autocorrelation plots, and calculating the effective sample size of the retained samples.
We tested the convergence of the chains by calculating Geweke's Z-statistics (Geweke, 1992) based on the samples after burnin. These diagnostics were per- 
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We have proposed a Bayesian approach for inference. It is possible to apply frequentist approaches to estimate parameters in model (4) by using, for example, the restricted maximum likelihood (REML) and the best linear unbiased estimation prediction (BLUP) methods as described in Searle et al. (1992) .
However, the point estimates and their uncertainties are hard to be interpreted 685 in the transformed space. Therefore, if using frequentist approaches, one may need to perform bootstrapping and characterize the uncertainty of the estimated parameters after inverse-transforming the bootstrapped estimates back to the original data domain.
We have assumed Gaussian distributions for the random effects and residu- Algorithms used in this paper are coded using Matlab and C. In the supplementary material, we have provided Matlab code that calls a C executable for implementing the proposed approach. We demonstrate how to use this code through an example that runs simulation 1. This code is also shared through 700 the RunMyCode repository (http://www.runmycode.org). In case of higher dimensional functions, especially when the number of measurement points is more than O(10 4 ), the scalability of our algorithm can be improved substantially by using both basis coefficient compression and PC truncation. Depending on the characteristics of the functional data and the chosen basis, speed improvements 705 of 20-fold or more are possible with moderate compression. Finally, for ex-tremely high dimensional datasets such as neuroimaging and genomic data, the independence assumption across columns of model (4) enables us to perform Bayesian inference in parallel, using either a graphics processing unit (Sanders and Kandrot, 2011) or other parallel programming techniques.
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