The classical linear filter is able to extract components from multi-component stochastic processes where the frequencies of components do not overlap over time, but fail for those processes where the frequencies overlap over time. In this paper, we discuss two filtering methods for non-stationary processes: the G-filtering method and the Fractional Fourier transform (FrFT) method. The FrFT method is mainly designed for linear chirp signals where the frequency is linearly changing with time. The G-filter can be used to filter signals with wide range of frequency behaviors such as linear chirps, quadratic chirps and other type of chirp signals with strong time-varying frequency behavior. If frequencies of the components can be approximated or separated by a straight line or a polynomial curve, the G-filter can successfully extract components from the original series. We show that the G-filter is applicable to a wider variety of filtering applications than methods such as the FrFT which require data of a specified frequency behavior.
Introduction
The traditional linear filter is defined as This theorem illustrates how the linear filter affects the spectrum of the output processes. Based on this, certain linear filters, such as the Butterworth filter (Butterworth (1930) [3] , have been designed to extract components from multicomponent time series, For a low-pass Butterworth filter,     For stationary time series where the frequency stays constant over time, and for those non-stationary time series where the frequencies of different components do not overlap over time, the traditional linear filter with a single cut-off frequency can successfully extract components. But, for non-stationary time series with time varying frequency behavior (TVF), especially where the frequencies of components overlap over time, directly applying the traditional linear filter will not be able to extract components. (See Xu, Woodward and Gray (2012) [4] .) Some non-linear filtering techniques can be used to address this issue such as the Fractional Fourier transform (FrFT) method, which has been widely used in signal processing especially to filter linear chirp signals. Xu, et al. (2012) [4] proposed the G-filtering method based on the time deformation method. This method can be widely used to filter a large range of different types of non-stationary signals with multiple frequency structures. The objective of this paper is to compare the two methods for filtering signals with different types of time varying frequency behaviors (TVF).
formation uses a parameter called offset to describe the sample origin.) Liu (2004) [7] and Robertson, Gray, and Woodward (2010) [8] , considered the linear chirp transformation . These time-deformation procedures are available in the GWS software written in S+, which is downloadable from the website http://www.texasoft.com/atsa. While these authors used time transformations for purposes of producing a stationary time series in the dual space, our primary goal in this paper will be to find a time transformation to produce dual data from which the components can be separated in the frequency domain. 
X h is the usual convolution, and
and , (Baraniuk and Jones (1995) [10] ), the G-filtering procedure has the following steps: 1) take an appropriate time deformation,   u g t  , on the original data to obtain a dual process that does not have overlapping frequencies in the frequency domain (which can be shown in a Wigner-Ville time frequency plot (Boashash (1992) ) [9] ; 2) apply the traditional linear filter on the dual process to extract components; 3) transform the filtered dual components back to the original time scale.
For a process consisting of two or more components, A realization from this process is displayed in Figure  1(a) . The instantaneous frequencies of the two components are linearly changing with time as is illustrated in the Wigner-Ville time-frequency distribution in Figure  1(b) . Such signals are called linear chirps and are of particular interest in acoustical and optical systems. Notice that the frequency level of the low frequency component after time t = 3 is similar to that of the high frequency component before time t = 1. For this type of data, the traditional filters fail to extract components, since they do not properly account for the time-varying frequency behavior, or they do not adjust the cutoff frequency with time according to the frequency behavior of the data.
there are two ways to find a time-deformation function so that in the dual space the frequencies do not overlap over time and the components are separable. One is to treat one of the components as G-stationary and find a time deformation to transform this component into stationarity. Here, we use the time deformation method to filter each component. First, an appropriate time deformation function needs to be chosen. Observing that the high and low frequency components can be separated by a cut-off frequency, 0.06, up to time 2, we use a high-pass Butterworth filter with this cut-off frequency to obtain a front piece of the high frequency component. From this piece of data, GWS chooses a G(λ) time-deformation
In the following example, we utilize the G-filter to filter a stochastic process consisting of two linear chirp components with TVF.
Example 2.1: 
The Fractional Fourier Transform
The 
where
The FrFT is a powerful tool for filtering linear chirp signals. For a complex linear chirp signal
When cot 2 0 c 
, the two complex components will be transformed into two approximations of Dirac delta functions. The FrFT is a linear operator with the additive property,
, for any func-
F f is known, f can be recovered by applying an inverse FrFT with order "a" (Ozaktas, et al. (2000) [12] ).
In order to extract a complex valued linear chirp signal, use of the FrFT involves first finding the order "a" at which the FrFT can transform this signal into a Dirac delta function, then masking out this Dirac delta function and transforming the remaining part back into the original space using the inverse FrFT. For a real valued chirp signal consisting of two complex components, two FrFT steps for each compon ent are needed to filter out the chirp signal (See Ozaktas, et al. (2000) [12] ). Note that masking out a Dirac delta function means to zero out those values in the peak region which are not zero. Figure 3 . The results are given in Figure 4 , which show that the FrFT method has successfully extracted each component. 
Comparing the G-Filter and the FrFT in Filtering Non-Stationary Processes
In the previous two sections, we have illustrated the methodology of the G-filter and the FrFT methods in filtering non-stationary processes, in particular, linear chirp processes whose instantaneous frequency exhibits a linear change with time. Some bat echolocation data and whale data consists of multiple linear chirp signals and have show linearly changing frequency behavior. Other types of data with time varying frequency behavior include quadratic chirps, cubic chirps, etc, of which the instantaneous frequencies of components are changing with time as a quadratic or cubic curve. Examples 2.1 and 3.1 have shown that both methods can successfully extract linear chirp signals from the original data. In this section, we mainly compare the FrFT and the G-filter for filtering the TVF components whose frequency change behavior is not linear. The first example will be to filter out quadratic chirp components whose frequency change follows a quadratic curve in time; the second will be to filter out the M-stationary components (Gray, et al. (2005) [5]) whose frequency change is like 1/t and thus is even more different from linearity. (Figure 5(d)) shows that the frequency behavior of the two components changes nonlinearly in time.
First we consider the use of the G-filter to extract the two components. By using the GWS software on the data up to time 1.8, we choose a G(λ) time deformation with λ = 2.7 and offset = 200 to transform the data into a dual (Figure 5(e) ) where the two components can be separated by a cut-off frequency about 0.09. The two recovered components are given in Figures 6(a) and (b) . Then we apply the FrFT filtering procedure. By searching over the va es on [0,1], it is found that under the order a = 0.94, lu (Figure 5(f) ). Applying the FrFT filtering procedure with order 0.94, we obtain an approximation of the high frequency component. Subtracting it from the original data, we obtain an estimate of the other component. The results are given in Figures  6(d) and (e) .
The results in Figure 6 show that the G-filter has successfully recovered both components, while the FrFT recovered the front half of the components (up to time 2.5), but failed afterwards. The Wigner-Ville time-frequency distribution of the filtered low frequency component from the FrFT method (Figure 6(f) ) shows that the frequency behavior of this filtered component is very close to linear, indicating that the FrFT has extracted a linear chirp piece rather than the whole quadratic chirp signal. This is not surprising since the FrFT is mainly designed for the linear chirp. There is no order at which the FrFT can produce a Dirac delta function for the quadratic chirp signals as illustrated in this example. The G-filter used a Box-Cox time-deformation function (t λ -1)/λ with λ = 2.7 to deform the phase function of the quadratic chirp signal and thus changed the frequency behavior of the two components so that the frequencies of the components do not overlap anymore. This example shows that the G-filter does not necessarily need to deform the time scale based on the exact frequency structure. Also, this example illustrates the flexibility of the G-filter to filter a wide variety of TVF signals. This flexibility is based on the fact that a wide variety of TVF behaviors, e.g. high order chirp signals, such as quadratic or cubic chirps, can be analyzed using the G(λ) time deformation. 
This is a process consisting of two M-stationary components (Gray, et al. (2005) [5] ), whose frequency behavior changes like 1/t. A realization of this process and the corresponding Wigner-Ville time-frequency distribution are given in Figures 7(a) and (d) . The change in frequency behavior is even further from linearity than that of the quadratic chirps. Clearly, application of the traditional filter will not be effective in separating the two components. Using the same technique as in previous example, a G(λ) model with λ = -0.4 and offset = 47 is chosen by GWS to apply the time deformation method for filtering. The two recovered components from the G-filter are given in Figures 8(a) and (b) . For the FrFT, at order a = 0.965, the FrFT transforms the process into an output with a large spike (Figure 7(f) ). Applying the FrFT with this order produces the outputs as shown in Figures 8(d)  and (e) . The G-filter has successfully recovered both components, while the FrFT partially filtered out each component as in the previous example. It extracted the signal after time 1.3, but failed before time 1.3. The Wigner-Ville time-frequency distribution of the filtered low frequency component (Figure 8(f) ) shows that the FrFT only filtered out a linear chirp type piece, where the frequency change is close to linear.
Note that even a windowing approaching using the FrFT will not be successful because of the sharp frequency change. The data are split into two parts at time 1.3. Figure 9(a) gives the result of the FrFT procedure on the piece before time 1.3. The FrFT still cannot fully filter out the component due to the strong non-linear frequency behavior of this piece of data.
In this example, the phase function of each component is the log function. The G-filter used a Box-Cox time deformation G(-0.4) to transform the data with overlapping frequency behavior into a dual where the frequencies are relatively stable and are non-overlapping (Figures 7(d) and (e) ). Here the time-deformation function is not the same as the phase function of the actual signals, suggesting that several different λ values would have produced transformed data on which the frequencies could be separated.
Conclusions
The traditional linear filters generally fail to extract components from the non-stationary process with time varying frequency behavior. In this paper, we discussed two methods which can be used to filter multi-component non-stationary process: The G-filter and the FrFT method. The G-filter transforms the frequency behavior of the data by deforming the time scale. If viewed from the frequency domain, the G-filter applies a cut-off frequency function according to the frequency behavior of the data. The FrFT method is a generalization of classical Fourier transform, which has been widely used to filter linear chirp signals. The two filtering methods are similar in that they both transform the data from the original space, where the component is difficult to extract, into a new space where the component can be extracted by available techniques. The original components are then recovered after these filtered components are transformed back into the original space. In the FrFT, the new space is obtained by applying the FrFT with an appropriate order and a masking technique is used to filter out the component in this space. In the G-filter, the new (dual) space is obtained by applying the time-deformation method with an appropriate time deformation function, and a traditional linear filtering technique is used in the dual space to extract each component.
As discussed previously, the FrFT is designed for the linear chirps. As a result, the power of this method closely depends on the underlying frequency structure of the component, i.e. whether its frequency changes linearly with time. If not, the FrFT cannot produce a transformation where a Dirac delta function can be closely approximated and thus can not fully extract the component. For the G-filter, it is not necessary that the component has to be of any particular type. A group of timedeformation functions such as the Box-Cox or G(λ) time-deformation functions have been developed and can be used to either approximate the phase functions of components and thus transform the components into stationary or deformation the phase functions to change the frequency behavior of the data so that the frequency of dual components does not overlap. In conclusion, the G-filter can be used to filter a broad range of components beyond linear chirps, quadratic chirps, etc. The depend-ence on the exact frequency structure of the component is less stringent in this method, which gives it more flexibility and power over the filtering methods depending on the exact frequency behavior of the data such as the FrFT method.
Finally, we point out that in this research, we used the Butterworth filter to extract components in the dual space, but the G-filtering approach can be incorporated with any other appropriate traditional linear filters. Also, even though in the simulation examples, we used data whose components can each be explicitly written as sinusoidal functions, the G-filter can be applied to any type of stochastic processes where the individual component's mathematical form may not be explicitly written such as the AR-chirp processes (Liu (2004) [7] and Robertson, et al. (2010) [8] ).
