Hamilton-Jacobi (HJ) reachability is a powerful tool that provides performance and safety guarantees for dynamical systems. Unfortunately, using the state-of-the-art dynamic programming-based approaches, HJ reachability is intractable for systems with more than five dimensions because its computational complexity scales exponentially with system dimension. To sidestep the curse of dimensionality, we propose an algorithm that leverages a neural network to approximate the minimum time-to-reach function to synthesize controls. We show that our neural network generates near optimal controls which are guaranteed to successfully drive the system to a target state. Our framework is not dependent on state space discretization, leading to a significant reduction in computation time and space complexity in comparison with dynamic programming-based approaches. Using this grid-free approach also enables us to plan over longer time horizons with relatively little additional computation overhead. Unlike many previous neural network reachability formulations, our approximation is conservative and hence any trajectories we generate will be strictly feasible. For demonstration, we specialize our new general framework to the Dubins car model and discuss how the general framework can be applied to other models with higher-dimensional state spaces.
INTRODUCTION
In recent years, rapid progress in robotics and artificial intelligence have accelerated the need for efficient path-planning algorithms in high-dimensional spaces. In particular, there has been vast interest in the development of autonomous cars and unmanned aerial vehicles (UAVs) for civilian purposes [3, 4, 7, 21, 23, 25] . As such systems grow in complexity, development of algorithms that can tractably control them in high-dimensional state spaces will become necessary.
Hamilton-Jacobi (HJ) reachability is a theoretically important and practically powerful tool for analyzing a large * * All three authors contributed equally to this work.
ACM ISBN 978-1-4503-2138-9. DOI: 10.1145/1235 range of systems. It has been extensively studied in [5, 9, 20, 22, 27, 30, 35, 36] , and successfully applied to many lowdimensional real world systems [12, 16, 30] . The core idea of reachability analysis is to compute the reachable set, which represents the set of states from which the system can be driven into a target set. From the reachable set, the optimal control for reaching the target set can be synthesized. Unfortunately, current state-of-the-art numerical methods for computing reachable sets discretize the state space, resulting in space and time complexities that scale exponentially with the system dimension.
In an effort to overcome the curse of dimensionality, many methods which heavily restrict the system at hand have been proposed. For example, one method requires the system dynamics to be polynomial [18, 26] , while another method requires the Hamiltonian to be a function of only the controlled variable [15] . There are also less restrictive methods using projections, approximate dynamic programming, and approximate systems decoupling [11, 28, 31] , each with its own limitations in flexibility, scalability, and degree of conservatism.
One of the main drawbacks of reachability analysis and other dynamic programming-based approaches is the need to compute a value function over a large portion of the state space. This is computationally wasteful since the value function, from which the optimal controller is derived, is only needed along a trajectory from the system's initial state to the target set. A more efficient approach would be to only compute the value function local to the trajectory from the initial state to the target set. However, there is no way of knowing where such a trajectory will lie before thoroughly computing the value function.
Methods that exploit machine learning have great potential because they are state discretization-free and do not depend on the dynamic programming principle. Unfortunately, many machine learning techniques cannot make the guarantees provided by reachability analysis. For instance, [8] and [24] use neural networks (NNs) as nonlinear optimizers to synthesize trajectories which may not be dynamically feasible. The authors in [2] propose a supervised learningbased algorithm that depends heavily on feature tuning and design, making its application to high-dimensional problems cumbersome. In [17] and [32] , the authors successfully use NNs for approximating the value function, but the approximation is not guaranteed to be conservative.
In this paper, we attempt to combine the best features of both reachability and machine learning using an NN-based algorithm. Our proposed grid-free method conservatively approximates the time-to-reach (TTR) representation of a reachable set in only a region around a feasible trajectory. Unlike previous machine learning techniques, our technique guarantees a direction of conservatism, and unlike previous dynamic programming-based methods, our approach involves an NN that effectively figures out the relevant region in which a value function is required. Our contributions will be presented as follows:
• In Section 2, we summarize HJ reachability as well as the formalisms used for this work.
• In Sections 3 and 4, we present the two phases of our proposed algorithm and the underlying design choices.
In particular, we show the guaranteed feasibility and conservatism properties of our framework.
• In Section 5, we develop, apply, and validate our method on the Dubins car model and discuss our numerical results. Here, we will illustrate our guaranteed-conservative approximation of the TTR function, and the resulting near-optimal trajectories.
• Finally, in Section 6, we discuss future directions, including applying the method to higher-dimensional systems.
PROBLEM FORMULATION
In this section, we will first provide an overview of HJ reachability theory as well as some definitions essential to express our main results. Afterwards, we will briefly discuss the goals of this paper.
Background

System Dynamics
Consider a dynamical system governed by the following ordinary differential equation (ODE):
Here, x ∈ R n is the state of the system and the control function u(·) is assumed to be drawn from the set of measurable functions 1 . Let us further assume that the system dynamics f : R n × U → R n are uniformly continuous, bounded, and Lipschitz continuous in x for fixed u. Denote the function space from which f is drawn as F.
With these assumptions, given some initial state x, initial time t0, and control function u(·) ∈ U, there exists a unique trajectory solving (1) . We refer to trajectories of (1) starting from state x and time t0 as ξ(t; x, t0, u(·)). Trajectories satisfy an initial condition and (1) almost everywhere:
Throughout the paper, we will extensively use the backwardtime dynamicsẋ = −f (x, u), whose trajectories will be denoted ξ −f (t; x, t0, u(·)). Note that 1 A function f : X → Y between two measurable spaces (X, ΣX ) and (Y, ΣY ) is said to be measurable if the preimage of a measurable set in Y is a measurable set in X, that is: ∀V ∈ ΣY , f 1 (V ) ∈ ΣX , with ΣX , ΣY σ-algebras on X, Y .
Minimum Time-To-Reach
In this paper we consider a particular formulation of the reachability problem, which we will refer to as the time-toreach (TTR) problem. In this context, we would like to find the minimum time the system needs to reach a target set L from a starting point x. Without loss of generality (WLOG), we assume the starting time is t0 = 0, and define the TTR function as follows:
There are many HJ formulations for obtaining the TTR function φ(x) [6, 10, 30] . For example, φ(x) is the viscosity solution [13] of the following HJ PDE [37] :
After obtaining the solution φ(x), the optimal control, which drives the system to the set L in minimum, can be extracted as follows:
In general, numerical methods for finding φ(x) such as the one outlined in [37] , as well as many others [29, 33, 34] , involve representing the state space on a grid, leading to an exponentially scaling computation complexity with respect to the system dimension.
Goal
In this paper, we seek to overcome the exponentially scaling computation complexity. Our approach is inspired by two inherent challenges that dynamic programming-based methods face.
First, since only relatively mild assumptions are placed on the system dynamics (1), optimal trajectories are a priori unknown and could essentially trace out any arbitrary path in the state space. Dynamic programming ignores this issue by considering all possible behaviors of the trajectory. Numerical methods are needed to obtain dynamic programming solutions, leading to the necessity of discretizing the state space.
Second, in a practical setting, the system starts at some particular state x. Thus, the optimal control, and in particular ∇φ(x) in (6), is needed only along the optimal trajectory. However, again, since the optimal trajectory is a priori unknown, dynamic programming-based approaches resort to computing φ(x) over a very large portion of the state space so that the ∇φ(x) is available regardless of where the optimal trajectory happens to be.
In this paper, we propose a method that, in contrast to dynamic programming-based methods, 2. is applicable to higher-order or more complex systems without changing the NN architecture or dynamic training procedure;
3. generates an approximate TTR function from which a controller that drives the system to the target can be synthesized;
4. guarantees a direction of conservatism, despite the use of an NN.
We enforce 1) by avoiding operations that exhaustively search the state space. As seen in Sections 3.2 and 3.3, the training and final data sets are either generated randomly or outputted by the NN, both constant time operations. Furthermore, we rely on NNs being universal function approximators [14] to make our method general to the system dynamics, thus satisfying 2). While our method does have some limitations, as discussed at the end of Section 3.1, we do not believe that these limitations are restrictive in the context of reachability analysis. Our post processing of the NN outputs outlined in Section 4 satisfies 3). Finally, we use the dynamics of the system to ensure our final output satisfies 4); this is detailed in Section 3.3.
Our method overcomes the challenges faced by dynamic programming-based in two phases: the NN training phase, which allows the NN to learn the inverse backward system dynamics, and the controller synthesis phase, which uses the NN to obtain TTR approximations that can be used to synthesize a controller.
NEURAL NETWORK TRAINING PHASE
Given a target state xL and assuming the system starts at some initial statex, we want to design an NN that can produce a control function u(·) that drives the system fromx to xL. Equivalently, u(·) should drive the backward system from xL tox. Since the NN is not perfect, it can only be expected to produce approximate control functionsûi(·) that drive the backward system from xL toxi. If the NN is well-trained, then eachxi would be very close tox.
More concretely, consider the inverse backward dynamics of the system, denoted g : R n × F → U, and defined to be
where the optimal control u
. Our NN is an approximation to g, and we will denote the NN asĝ. Letû(·) be the control produced byĝ, and let the time interval for whichû(·) is defined be denoted [0,T ] . In general, applyingû(·) brings the backward system from xL to somex =x. Regardless of whatx happens to be,T is guaranteed to be an over-approximation of φ(x): φ(x) =T ≥ φ(x). This is because the pointx is generated from simulation, and therefore the corresponding TTRT cannot possibly be smaller than the optimal TTR φ(x). If we can obtain theφ(x) for many values of x nearx, then we would be able to synthesize a suboptimal control via (6) .
Denote the maximum value of φ we would like to approximate asT . To reduce the space in which the NN needs to look for candidate control functions, we assume thatû(·) returned by the NN is composed of two finite sequences
called the sequence of control primitives
Figure 1: Four-layer RRNN which takes input states and outputs discretized control.
and the sequence of time durations respectively. Mathematically, the control functionû(·) is of the form
Note that
Since we will only use the control to obtain the approximationφ(·) and not for actually controlling the system, we do not need the generated controls to be extremely accurate or continuous, as we will explain in Sections 3.3 and 4.
Neural Network Architecture
We propose a rectified linear unit recurrent NN (RRNN) with the following structure:
Primitive Layer:
where ψ is the positive rectifying function defined as ψ(a) = max(0, a) and n = 0, 1, . . . , N . The input of the RRNN is
, that approximately brings the system fromx to xL. The parameters we learn through training are the weights WP , WD 1 , WD 2 , WL, WX and biases bP , bD, bL, bX . All weights and biases will be collectively denoted W. The training is performed with the mean squared error as the cost function.
As already mentioned, the primitive layer takes a state as input and computes a control primitive. The duration layer takes in the primitive layer's output and the same input state, and outputs a time duration. This time duration is then passed through the control (also called output) linear layer, which outputs the sequences {u j }, {τ j } representing the control functionû(·). Afterwards, the control function is fed into the plant layer, which attempst to encode the backward dynamics −f . The plant's output state, X [n+1] , is then fed back to the primitive layer.
In order to ensure WX , or the plant layer weights, are accurate, they are initialized by an isolated supervised training process. The training set we use to perform the isolated training is detailed in 3.2. Intuitively, by initializing WX , we are giving the RRNN an initial idea of the backward dynamics before learning the inverse backward dynamics. Explicitly, the RRNN can be written aŝ
whereû(·) is given in the form of the sequences {u j }, {τ j }, from which we can obtainT = N j=1 τ j . In the next section, we discuss a method for generating training data for the RRNN.
Initial Training Data Generation
We first train the RRNN without knowledge ofx to initialize the dynamic training algorithm described in the next section. To do this, we require training examples in the form of {(xi,ûi(·))} that sufficiently capture the behavior of the system dynamics. {xi} is randomly generated using an accept-reject algorithm similar to the one in [17] and described in Alg. 1, which outputs a boolean variable A indicating whether to accept some state x. A state x, an accept region R, and a decay rate λ are required as inputs.
In Alg. 1, we first compute xproj, the Euclidean projection of the state x onto the set R as follows:
Using the accept-reject algorithm, we generate two training sets. The larger data set D1 is used for supervised training of the plant layer (the weights WX ), and is generated with a large accept region until a certain number of points are accepted. The smaller dataset D2 is used to initialize the dynamic training algorithm, and is generated with a smaller accept region. if β ≤ λe −λ x−x proj 2 then 9:
A = true 10:
A = false 12:
end if 13: end if
Dynamic Training
The dynamic training procedure is designed to selectively prune the RRNN's inputs in order to bias its resulting controlsû(·) towards bringing the backward system from xL tox. The result of dynamic training is a set of states X which contains many points nearx, and the corresponding set of controls V that drives the system from the states X to xL. The procedure is shown in detail in Alg. 2, and can bebroken down into the following steps: 6. Repeat steps 2-5 until either a maximum iteration limit is reached or enough states in X are within a distance of tox.
Initialization
Before the initialization of Alg. 2, the RRNN's plant layer has been trained on D1 in isolation.
Dynamic training initialization requires the following inputs: the dataset D2, the statex, the desired accept region radius , the number of desired samples M in that region, the iteration iterps after which we want to activate pruning of the D2, the maximum desired number of states Mmax nearx, and the maximum number of training iterations itermax. In addition, three different accept regions, denoted RO, RPS, RITS, are required. Suggestions on choosing RO, RPS, RITS for the Dubins car example are given in Section 5.4.1.
We first initialize X to be X = D2. Next, we uniformly sample M states within a distance of tox to produce a set of states denoted E.
Neural Network and Output Filtering
We now input the states in E to the RRNN to produce M controls,
, from which we compute the resulting set of states {xi} M i=1 according to the dynamics (1). Next, we add {xi} M i=1 to a temporary set denoted Xnew. To avoid training on data points far from the target, the exponential accept-reject filter (Alg. 1) is applied to the states in Xnew, with the accept region RO.
RO depends on the system dynamics and is generally tuned; usually, it should contains states that could lie on a feasible path fromx to xL. For general high-dimensional systems with complicated dynamics, it may be difficult to estimate RO, and RO can be tuned based on the performance of RRNN.
Previous State Filtering
This part of the algorithm filters out states from previous training iterations using the accept region RPS. Such a filter reduces the likelihood that old data from many iterations ago affect the performance of the RRNN adversely.
Initial Training Set Filtering
In early iterations of training, states from the initial training set D2 provide the general information about the system dynamics needed for the RRNN to explore the state space. However, after sufficient exploration, the RRNN gains information about the system dynamics specific for reachingx; thus, the data in D2 becomes less important. Hence, once the number of training iterations exceeds a threshold iterps, we prune states from the D2 using the accept region denoted by RITS, chosen to remove states in D2 that are far from xL.
At this point in the algorithm, we also update the set X by adding to it the states in Xnew. We do the same for the corresponding set of controls V. We then feed the updated X and V back into the RRNN and the algorithm begins a new iteration.
CONTROLLER SYNTHESIS PHASE
After the dynamic training procedure completes, we obtain the set of states X nearx and corresponding controls V. From each statexi ∈ X and control functionûi(·) ∈ V, we directly have the approximate TTR values:φ(xi) =Ti. These approximate TTR values can be used to synthesize a control atx according to (6) . However, in order to bring the system fromx all the way to xL, a few more post-processing steps are needed.
Trajectory Tracing
In order to drive the system fromx to xL, gradient information is necessary at points betweenx and xL along a dynamically feasible trajectory. Fortunately, this information can be computed from X and V. Specifically, eachxi ∈ X andûi(·) ∈ V produce a trajectory ξ f i (t;xi, 0,ûi(·)), t ∈ [0,Ti]. From the trajectories, we can obtain MT states on the trajectory by discretizing the time t into MT time points. We denote these states x (i,j) , where the index i comes from the index ofxi ∈ X , and the index j ∈ {0, . . . , MT − 1} indicates that the state is computed from the jth time point on the trajectory ξ f i . Mathematically,x (i,j) is given as follows:
The trajectory tracing process is summarized in Alg. 3, where we have denoted the set {x (i,j) } asX .
Imposing a Grid
While the source of the exponential time and space complexity problem lies in discretization of the state space, imposing a grid can still be useful as long as the number of grid points is small. Thus, we organize the approximate TTR valuesφ(x), x ∈X by imposing a small grid G(x) around a state x at which the a control needs to be synthesized, starting with x =x. As the system moves fromx to xL, we move the grid G(x) along so that it is always centered at the current system state x(t) and has a resolution suitable for the local density of points near x inX . This is computationally feasible since the grid does not cover a large part of the state space.
After the local grid G(x) is created, each statexi that lies within the bounds of G(x) gets mapped to the nearest grid point. Depending on the resolution of G(x) and the Algorithm 2 Dynamic Training 1: Results: states nearx, X ; corresponding controls, V 2: Inputs:x, , M , itermax, Mmax, iterps, D2, RO, RPS, RITS 3: Initialization: 4: X = D2, iter = 0 5: E ← M uniformly sampled states from -ball aroundx 6: while iter < itermax do 7:
iter ← iter + 1 8:
NN output filtering: 10:
Vnew, Xnew ← ∅ 11:
for xi ∈ E do 12:û(·) ←ĝ(xi, xL; −f (·, ·), W)
13:
Vnew ← Vnew ∪ {(û(·)} 14:
end for 15:
forûi(·) ∈ Vnew do 16:
Xnew ← Xnew ∪ {ξ(T ; xL, 0;ûi(·))} 17:
end for 18:
for xi ∈ Xnew do 19:
Xnew ← Xnew \ xi 22:
Vnew ← Vnew \ ui (corresponding control) 23:
end if 24:
end for 25:
Previous state filtering: 26:
for xi ∈ X do 27: A = Filter(xi, RPS) 28:
if !A then 29:
X ← X \ xi 30:
V ← V \ ui (corresponding control) 31:
end if 32:
end for 33:
Initial training set filtering: 34:
if iter > iterps then 35:
for xi ∈ X ∩ D2 do 36:
A = Filter(xi, RITS) 37:
if !A then 38: for j ∈ {0, 1, . . . , MT − 1} do 7:
computex (i,j) using (11) 8:X ←X ∪ {x (i,j) } 9:
end for 10: end for Figure 3 : Red: grid pointsx (i,j) ; blue: statesxi from X ; numbers: minimized TTR valueφ(x (i,j) ) at grid point φ(x (i,j) )(red), TTR valueφ(xi) of statexi (blue) density ofX around x, multiple states {x (i,j) } ⊂X may be mapped to the same grid point, which for convenience we will denote xG. When this occurs, we assignφ(xG) to be the minimum out of the corresponding TTR approximationŝ φ(x (i,j) ). If no points are mapped to some grid point xG, thenφ(xG) = ∞ for that point. Fig. 3 illustrates the process of imposing the grid. Blue dots correspond to statesx (i,j) ∈X , and numbers adjacent to the blue dots representφ(x (i,j) ). Red dots correspond to grid points, and the adjacent number representsφ (x (i,j) ). The shaded region surrounding each grid point corresponds to the locations in which states are mapped to that particular grid point.
Smart Gradient Approximation
The next step for driving the system to xL is computing the gradients of the approximate TTR function, ∇φ(x), so that (6) can be used. Since we have the grid G(x) and approximate TTR valuesφ(x) on the grid, standard numerical methods for computing the gradient can in principle be used. However, depending on the setX , in general not every grid point of G(x) can be assigned aφ(x).
Alg. 4 provides a heuristic for approximating the gradient on a grid whose grid points do not all contain a function value. This is done by selecting grid points near x carefully based on the availability of function value, and then approximating a component of the gradient by taking a first-order forward, backward, or central difference. When needed, function values are extrapolated.
In the algorithm, we assume that the gradient in kth component, ∇ kφ (x) is computed. The functions in the algorithm are named according to their output and are simple to implement. These are listed below:
• data above, data below: returns all available points on G respectively "above" and "below" x in the kth component.
• closest above, closest below: returns the closest point on G respectively "above" and "below" x in the kth component.
• second closest above, second closest below: returns the second closest point on G respectively "above" and "below" x in the kth component.
Control Computation
Repeatedly using Alg. 4 for all the components of the system dimension, we can obtain ∇φ(x), from which a suboptimal control can be computed via (6) . In practice, depending on how the control appears in the system dynamics, some components of the gradients may not be needed to derive a control. In this case, only the gradient components necessary for computing the control according to (6) are needed. x+ ← closest above(G,X ) 8:
x− ← closest below(G,X ) 9: else if |above| == 0 and |below|! = 0 then 10:
if |below| < 2 then 11:
∇ kφ (x) ← ∞ 12: return 13:
x+ ← closest below(G,X ) 15:
x− ← second closest below(G,X ) 16:
end if 17: else if |below| == 0 and |above|! = 0 then 18:
if |above| < 2 then 19:
x+ ← second closest above(G,X ) 23:
x− ← closest above(G,X ) 24:
end if 25: else 26:
∇ kφ (x) cannot be determined 27: end if 28:
DUBINS CAR EXAMPLE
Vehicle Dynamics
Consider the Dubins Car, with state x = (px, py, θ). (px, py) are the x and y positions of the vehicle, and θ is the heading of the vehicle. The system dynamics, assuming unit longitudinal speed, areṗ
The control of the Dubins car is denoted u, and is constrained to lie in the interval [−1, 1], the interpretation of which is that the vehicle has a maximum turn rate of 1 rad/s. We choose the Dubins car to illustrate our method because of the simple structure of the optimal controls. In addition, since the model is only 3D, we are able to verify our results by comparing them to the those obtained via HJ reachability.
For our example, we have chosen many different initial statesx for the system. The target state xL is chosen as the origin.
Control Primitives
In [19] , the author shows that all optimal trajectories of the Dubins car utilize controls that represent going straight or turning maximally left or right. Thus, the set of controls that are valid for generating optimal trajectories can be reduced down to three motion primitives, {'L', 'S', 'R'}, encoding the controls u = 1 (max left), u = 0 (straight), and u = −1 (max right) respectively. Furthermore, [19] also shows that for any givenx and xL, the optimal control is a sequence of at most three of these motion primitives. In other words, the optimal control for any given target state is simply a permutation of {'L', 'S', 'R'} with an appropriate time duration associated with each primitive. Since these motion primitives correspond to arcs and line segments, the optimal trajectories for Dubins car can be geometrically interpreted as concatenated sequences of arcs and line segments.
Following our notation in Section 3, any optimal control sequence can be written as {u 1 , u 2 , u 3 }, {τ 1 , τ 2 , τ 3 } where u i denotes the ith control primitive and τ i denotes the duration of ith control primitive. We choose u i from the three possible optimal values {−1, 0, 1}. The initial dataset D2 for dynamic training is composed of control primitives with duration randomly sampled from the interval [0, T ], T = 2π. With our choice of T , the maximum time horizon considered is then 3T = 6π.
Neural Network
Using the RRNN architecture described in Section 3.1, we let N = 3, since we only need at most three control primitives. Since the controls and dynamics of Dubins car are simple, we have chosen the hidden sizes of P, D, U, X to be [10, 10, 6, 75] , respectively. The NN is trained with the training functionality of the MATLAB Neural Network ToolBox 2016. The training function used for the full NN is resilient back-propagation and the performance function used is mean squared error.
Neural Network Training
Running the dynamic training algorithm on even the lowdimensional Dubins Car results in significant memory usage savings compared to using dynamic programming-based methods. As the NN learns the inverse backward system dynamics g, a dynamically feasible "corridor" between the initial statex and target state xL is picked out, as shown in Fig. 4 . Without our proposed method, if one chooses some arbitrary region enclosingx and xL, and naively computes the TTR function φ(x) using level set methods, it is unlikely that the a solution can be found throughout the entire corridor, since the region may not contain dynamically feasible trajectories.
Before dynamic training, we first initialize the weights WX . This is done using the dataset D1, which is generated by random sampling. Exploiting the fact that there are only six optimal control primitives for the Dubins car, we sample the u = ±1 primitives 25 times less frequently than the u = 0 primitive. For the possible durations of each primitive, τ i , we randomly sampled in the interval [0, T ], T = 100 according to a linearly increasing probability distribution on [0, T ]. This distribution is chosen so that starting from xL, the backward dynamics drive the system to a relatively uniform distribution of statesx.
For generating the dataset D2, we follow a similar procedure to generating D1, except we sample time durations τ i in the interval [0, T ], T = 2π.
To initialize the dynamic training process, we chose = 1, and M = 500, itermax = 50, Mmax = 10000, iterps = 5.
Filtering Algorithms
For the exponential filtering process, RO is chosen to be the cone of minimum size that contains the epsilon ball, with the tip of the cone located atx. The choice of using a conical filter is based on the hypothesis that a trajectory taking the system fromx to xL is likely to stay in the cone RO. RPS was chosen to be a sphere aroundx to serve as a more stringent filter than the cone filter. RITS was chosen to be a spherical target filter as well, since the initial training set is supposed to be pruned only when the NN has already learned to drive the system tox reasonably well. The conical and spherical target filters are shown in Fig. 5a and Fig. 5b respectively.
Filter Decay Rate: Setting and Timing
Although RO, RPS, RITS are chosen before the dynamic training process, the filtering of the training set X can still be adjusted while training. This is done by varying the parameters λO, λPS, λITS. In early training iterations, we want to decrease λO slightly to ensure that we are not filtering out states needed for the NN to explore the state space. Once the NN has gained a better understanding of how to reach x, we increase λO and λITS slightly to further encourage the NN to drive states nearx. When the dataset is mostly near x, we increase λPS and λITS significantly.
Dubins Car Results
Training Process
In Fig. 6a, 6b , 6c, the process by which the training set X changes from the initial training set D2 to an -ball around x = (15, 12, 3) is shown. Here, the red states represent the set E and the black states represent the states in X . In the early iterations (Fig. 6a) , the NN explores outward from the initial training set, frequently making mistakes, resulting in the states in X being very far away fromx. As the iteration number increases, the training set D2 is filtered out, and eventually the NN tends to output controlsûi(·) that produces statesxi in an arc. This can be seen in Fig. 6b . By the end of the training process, the RO conical target filter prunes the states outside of the -ball. This can be seen in Fig. 6c .
TTR Value Comparison
The true TTR values φ(x) and the approximate TTR valuesφ(x) determined by the NN output of several states are compared in Table 1 .
The difference between φ(x) andφ(x) is not very large. In fact,φ(x) is sometimes even smaller than φ(x). Our method guarantees thatφ(x) is a conservative approximation -an over-approximation. The larger φ(x) values are likely due to numerical error in the level set methods used. In our particular example, the target set is a single state, making a level set representation of the target set very difficult. However, a singleton target set does not limit our NN-based approach in any way.
Computation Complexity
Synthesizing control using our NN-based approach allows for large time complexity improvements in comparison to using level set methods. On a 2012 MacBook Pro laptop, data generation requires approximately 3 minutes, and controller synthesis from this data and simulation requires approximately 23 minutes. Since the region of the state space we are considering is quite large, and the target set is quite small (a singleton), the level set methods approach is intractable on this laptop, and requires 4 days on a desktop computer with a Core i7-5820K processor and 128 GB of RAM.
There are also large spatial savings by using the NN. For example, X andφ(x), x ∈ X for one particular corridor computed between (10, −1, −3) and (0, 0, 0) requires only 179 MB of RAM, while a reachable set computed over that horizon on a very low resolution grid requires approximately 7 GB of RAM.
As can be seen from this and the previous sections, using level set methods not only is more time-consuming compared to using our NN-based approach, but also does not guarantee a more shorter trajectory due to discretization error.
CONCLUSIONS AND FUTURE WORK
Our NN-based grid-free method computes an upper bound of the optimal TTR function in a region of the state space that contains the initial state, the target set, and a feasible trajectory. By combining the strengths of dynamic programming-based and machine learning-based approaches, 
Neural net trajectory
Level set trajectory Figure 7 : Trajectories generated using level set methods (dashed) and using our NN-based method (solid). Each color corresponds to a different initial statex.
we greatly alleviate the curse of dimensionality while maintaining a desired direction of conservatism, effectively avoiding the shortcomings of both types of approaches. Using a numerical example, we demonstrate that our approach can successfully generate near-optimal TTR values in multiple test cases for the Dubins car. Due to our method being grid-free, in some cases the estimated TTR values are even smaller than the those computed by level set methods, which suffer from discretization error. In addition, we are able to approximate TTR values in regions that are very far from the target set, a very computationally expensive task for dynamic programming-based approaches. Our approximate TTR function is able to drive the Dubins car from many different initial conditions to the target set.
Although our current results are promising, much more investigation is still needed to make our approach more practical and applicable to more scenarios. For example, better intuition for the choice of accept regions in the filtering process is needed to extend our approach to other systems. We currently plan to investigate applying our method to the 6D engine-out plane [1] as well as a 12D quadrotor model. In addition to path planning, we also hope to extend our theory to provide safety guarantees and robustness against disturbances. Such extensions are non-trivial due to the different roles that the control and disturbance inputs play in the system dynamics.
