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We consider the theoretical description of intense laser pulses propagating through gases.
We derived reduced models using Lagrangian and Hamiltonian formulations.
We obtain models where the atomic electrons are treated classically or quantum-mechanically.
We derive a number of conserved quantities of the reduced models.
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a b s t r a c t
We consider the theoretical description of intense laser pulses
propagating through gases. Starting from a first-principles description of both the electromagnetic field and the electron motion
within the gas atoms, we derive a hierarchy of reduced models.
We obtain a parallel set of models, where the atomic electrons are
treated classically on the one hand, and quantum-mechanically on
the other. By working consistently in either a Lagrangian formulation or a Hamiltonian formulation, we ensure that our reduced
models preserve the variational structure of the parent models.
Taking advantage of the Hamiltonian formulation, we deduce a
number of conserved quantities of the reduced models.
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1. Introduction
The self-consistent interaction between charged particles and electromagnetic fields is pervasive
in physics. Some common examples include laser–plasma interactions [1], free electron lasers [2], and
laboratory and astrophysical plasmas [3]. Attacking such problems theoretically or even numerically
poses a formidable challenge due to the high dimensionality of these systems: The coupling of
Maxwell’s equations to the charged particle dynamics leads to an infinite-dimensional dynamical
system on large spatial scales. Even if a complete representation of these dynamics were obtainable, it
would contain far too much information to allow a clear explanation of the results. In fact, frequently
the results may be explained in terms of simple physical mechanisms which are not substantially
affected by the fine details contained in the complete description of the field–particle interaction.
See, for example, the single-wave model for the free electron laser [2,4] and the beam-plasma
instability [5]. Therefore, we are constantly motivated to seek reduced descriptions which are both
numerically tractable and simple enough to permit theoretical analysis of the results and novel
experimental predictions.
A powerful and widely-used framework for the reduction of parent models of self-consistent
field–particle interaction is the variational formulation [6]. It consists of casting the first-principles
equations either as an action principle or a Hamiltonian system. For instance, an action principle
for the Vlasov–Maxwell equations is given in Ref. [7] and the corresponding Hamiltonian structure
is found in Refs. [8,9]. Then, simplifying hypotheses for a given problem are incorporated directly
into the variational formulation, whether by applying the hypotheses to the action, the Hamiltonian
and Poisson bracket [4], or some combination of the two, as in gyrokinetic theory [10]. Employing
a variational formulation poses several advantages over a reduction performed directly on the
equations of motion. Consistently working in a variational formulation allows the reduced models to
preserve conserved quantities possessed by the parent model, avoiding the introduction of unphysical
dissipation to the system [6,11]. Further, variational formulations can provide convenient frameworks
for performing arbitrary coordinate transformations [12]. Lastly, they provide a foundation for the
development of specialized numerical schemes which inherently respect the variational structure of
the system [13–18] and thus may be suitable for accurate long-time integration [19,20].
In this paper, we consider a variational formulation suitable for describing the propagation
of intense, low-frequency laser pulses in gases. This is the setting for high-harmonic generation
(HHG) [21,22], terahertz (THz) generation [23,24], and filamentation [25,26], to name a few examples. The parent model which most accurately describes this system is the Maxwell–Schrödinger
model [27], which describes the self-consistent interaction between the three-dimensional macroscopic electromagnetic fields and the microscopic wavefunctions describing the atomic or molecular
response to the fields. A first-principles description of the atomic or molecular response is essential
for accurately capturing the spatiotemporal evolution of the laser field over experimentally relevant
propagation distances [28,29], which can be hundreds to thousands of times the initial spatial extent
of the pulse. In particular, a quantum or semi-classical description is required to obtain the highharmonic part of the radiation spectrum with quantitative accuracy [30]. We have recently shown
that a classical description of the atoms self-consistently coupled to the fields can successfully capture
the low-frequency part of the spectrum during propagation, as compared with a reduced Maxwell–
Schrödinger model [31]. The classical description is also germane for THz generation, where the
characteristics of the THz emission may be explained by studying electron trajectories [24].
Our objective in this work is to use the variational formulations of both the quantum and
classical parent models describing intense laser pulse propagation to derive the models employed
in Ref. [31]. We note that variational formulations of Maxwell–Schrödinger models have already been
considered for the case of microscopic electromagnetic fields [15,32–34], though they have not yet
been considered for macroscopic fields to the best of our knowledge. Also, Hamiltonian formulations
of reduced laser pulse propagation equations have been found a posteriori, i.e. after reduction from a
parent model at the level of the equations of motion [35,36].
The article is organized as follows. In Section 2, we state the parent models for the classical and
quantum systems and the main assumptions that we will incorporate sequentially in order to build
a hierarchy of reduced models. In Section 3, we provide the Lagrangian and Hamiltonian derivations
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Fig. 1. Schematic illustrating the typical geometry of an intense, linearly-polarized laser pulse propagating through an atomic
gas. The incident pulse is on the left and it propagates in the positive z direction. The intensity profile of the focused laser beam
is shown in dark red. The gas atoms are the black dots distributed around the focus of the laser beam. r is the macroscopic
coordinate, such that the laser electric field is E(r, t) (in red), the magnetic field is B(r, t) (in blue), and the gas density is ρ (r).
The inset shows that at each point r, a microscopic coordinate x is attached, giving the position of the electron of an atom
located at r. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

of the model with classical dynamics for the particles. In Section 4, we provide the Lagrangian and
Hamiltonian derivations of the model with quantum dynamics for the particles. Finally, in Section 5,
we summarize and make some concluding remarks. Atomic units are used throughout, unless stated
otherwise.
2. Parent model
Our parent model consists of a classical electromagnetic field interacting with a gas under some
reasonable physical assumptions. For simplicity, we restrict ourselves to the case of single-species
single-active-electron (SAE) atomic gases. The SAE approximation means that we assume the atom
consists of a singly-charged ionic core and an electron. Further, we assume the ions are heavy enough
that they may be considered static, at least on the short time scale of the laser pulse. We also
assume the electron motion can be treated in the dipole approximation. This means the electrons
are non-relativistic and move on spatial scales small compared to those of the spatial variations of
the electromagnetic field, implying magnetic effects are neglected. Lastly, we assume a low-density
gas such that collisions between electrons and neighboring atoms may be neglected, so each electron
only interacts with its parent ion and the macroscopic electric field.
We define the dynamical variables and coordinate systems of our parent model, illustrated in Fig. 1,
as follows. The dipole approximation leads naturally to a separation of length scales into a macroscopic
scale and a microscopic scale. The coordinate of the macroscopic scale, r = (x, y, z), gives the position
of an arbitrary point in the gas. Meanwhile, the coordinate of the microscopic scale, x = (xe , ye , ze ),
gives the position of the electron relative to the ionic core of an atom. The dynamical variables for
the electromagnetic field are E(r, t) and B(r, t). The atomic number density is ρ (r), which is timeindependent due to the assumption of static ions. For the quantum model, the dynamical field variable
for the particles is the electronic wavefunction ψ (x, t ; r) of an atom located at r. For the classical
model, the dynamical field variable for the particles is x(r, t ; x0 , v0 ), which gives the position x of the
electron of an atom located at r at time t. The labels x0 and v0 define the initial position and velocity,
respectively, i.e. x(r, 0; x0 , v0 ) = x0 and ẋ(r, 0; x0 , v0 ) = v0 .
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The equations of motion for the electromagnetic fields are Maxwell’s equations, which read [27]
Ė = c 2 ∇ × B − 4π Ṗ,

(2.1a)

Ḃ = −∇ × E,

(2.1b)

∇ · E = −4π ∇ · P,

(2.1c)

∇ · B = 0.

(2.1d)

Here, P is the macroscopic polarization which, in this case, can be expressed as
P(r, t) = −ρ (r)x(r, t),

(2.2)

where x is the ensemble-averaged electron position of the atoms located near r at time t. That is, we
average over the large number of atoms ρ (r)d3 r contained in a small volume d3 r around r (see Fig. 1).
In order to solve Eqs. (2.1), we must specify a microscopic model for the response of a single atom to
the field, which allows one to determine x from E.
Typically, a quantum model is employed to obtain the single-atom response to the field, as in the
Maxwell–Schrödinger model [27]. The equations are

[
]
1
iψ̇ = − ∇x2 ψ + V (x) + E(r, t) · x ψ,
2∫

x(r, t) =

x |ψ (x, t ; r)|2 d3 x.

(2.3a)
(2.3b)

Here, Eq. (2.3a) is the Schrödinger equation for the wave function ψ (x, t ; r). The ion–electron
interaction is described by an effective potential V , such as the soft-Coulomb potential V (x) =
−(|x|2 + 1)−1/2 [31,37,38]. The use of the dipole approximation is evident from the fact that E depends
on the macroscopic coordinate r, but not on the microscopic coordinate x. The latter is the sole degree
of freedom of the electron, as illustrated in Fig. 1. Eq. (2.3b) is the quantum expectation value of the
observable x, with the integration carried out over all x ∈ R3 . We assume that the ensemble of atoms
located at r is initially in a pure state ψ (x, 0; r) = ψ0 (x), i.e. each of the atoms is in the same initial
state, so we do not need to consider a density matrix to describe the ensemble. Note that, in principle,
ψ0 could also depend on r, but we choose to make it independent of r so that the initial state of the
atoms is uniform. Thus, the expectation value x in Eq. (2.3b) is indeed the ensemble-averaged electron
position of the atoms at r. Together, Eqs. (2.1)–(2.3) constitute the Maxwell–Schrödinger model, which
we refer to here as the parent quantum model.
The quantum model is particularly effective in the context of HHG, where it accurately describes
the evolution of the high harmonic radiation during propagation [27,39]. However, the description
of the electron dynamics in terms of a time-dependent wave function lacks the intuitive and very
relevant dynamical picture provided by the underlying classical electron trajectories [40–42]. To
address this issue, one option is to use purely classical models for the electron dynamics [30,31,43–
46], in which the Schrödinger equation is replaced with the corresponding classical equations of
motion for x(r, t ; x0 , v0 ), and the quantum expectation value is replaced with a classical average over
an ensemble of initial conditions. The ensemble of initial conditions is typically chosen to capture
as much as possible the effects one would observe in a quantum description, such as wavepacket
spreading. The corresponding equations are
ẍ = −∇x V (x) − E(r, t),
x(r, t) =

∫

x(r, t ; x0 , v0 )f0 (x0 , v0 )d3 x0 d3 v0 .

(2.4a)
(2.4b)

The dipole approximation is reflected in the same way in Eq. (2.4a) as in the quantum case. The
integral in Eq. (2.4b) is carried out over all (x0 , v0 ) ∈ R3 × R3 . Meanwhile, f0 is the probability
distribution function to find an electron with the given initial conditions. By averaging with respect to
f0 in Eq. (2.4b), we obtain the ensemble-averaged position of the electron relative to the ion x, which
allows us to obtain the polarization using Eq. (2.2). As in the quantum case, we assume the initial state
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Table 1
The various hypotheses underlying our reduced models. The left column contains hypotheses on the response of the particles
to the field (HP), while the right column contains hypotheses on the fields themselves (HF).
HP 1. SAE approximation
HP 2. static ions
HP 3. dipole approximation
HP 4. Particle fields solely depend on propagation
coordinate z
HP 5. reduced electron phase space

HF 1. Electromagnetic fields solely depend on propagation coordinate z
HF 2. z-component of the electric field is negligible
HF 3. linearly polarized fields
HF 4. backward-propagating waves are negligible

of the atoms f0 is independent of r. Together, Eqs. (2.1), (2.2), and (2.4) constitute the parent classical
model.
For both parent models, it is not possible to obtain the microscopic dynamics nor the macroscopic
dynamics analytically. Hence, one must resort to numerical simulations. However, the computational
cost of simulating the parent models is immense due to the multiscale nature of the problem. For
instance, numerically solving the quantum model requires one to obtain the solution ψ (x, t ; r) of
Eq. (2.3a) at every time step for all r and x in the computational domain. In the present day, such
a feat can only be accomplished using super-computers [27,39]. Thus, reduced models with smaller
computational requirements are highly desirable.
In the following sections, we will build a hierarchy of reduced models stemming from the two
parent models by sequentially incorporating the hypotheses outlined in Table 1. The parent models
already incorporate hypotheses HP 1–3. In this article, we choose to focus on the simplification of the
field part of the equations, because any dimensional reduction on the macroscopic scale automatically
results in fewer computationally-costly microscopic computations [47]. Furthermore, reductions on
the particle dynamics tend to be less general and rely on specific hypotheses particular to certain sets
of field parameters. Such reductions typically do not interfere with the structure of the self-consistent
interaction between the field and the particles, so they may be built on top of the models we arrive
at in this article. In fact, because we focus on reducing the electromagnetic fields, the models we
obtain may be readily generalized to other types of gas species or condensed phase systems, simply
by specifying the appropriate microscopic model for the response of the medium to the fields [47].
3. Classical reduced models
3.1. Lagrangian formulation
The classical model, Eqs. (2.1), (2.2), and (2.4), admits a Lagrangian formulation. First, we introduce
the electromagnetic potentials, the scalar potential ϕ (r, t) and the vector potential A(r, t), from which
the electric and magnetic fields are obtained as
E = −∇ϕ − Ȧ,

(3.1a)

B = ∇ × A.

(3.1b)

Now, we define the action functional A[x(r, t), ϕ (r, t), A(r, t)] as
A[x, ϕ, A] =
LP = 4π
LEM

∫

∫

ρ

[

(LP + LEM )dt ,
|ẋ|2
2

− V (x) + x · ∇ϕ − ẋ · A dµd3 r,

∫ (
)
1
2
=
|∇ϕ + Ȧ| − c 2 |∇ × A|2 d3 r,
2

(3.2a)

]

(3.2b)
(3.2c)

where we have introduced the notation dµ = f0 (x0 , v0 )d3 x0 d3 v0 . Hence, the Lagrangian is decomposed into a particle Lagrangian LP and an electromagnetic Lagrangian LEM , in a manner similar to
the Low Lagrangian for the Vlasov–Maxwell equations [7].
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Imposing δ A = 0, i.e. Ax = Aϕ = AA = 0, and applying Eqs. (3.1) yields the parent model
equations (2.1) and (2.4). The subscript denotes the functional derivative, defined for a functional
F [f (z)] of a function f on an n-dimensional domain by
F [f (z) + εδ f (z)] − F [f (z)] = ε

∫

F f δ f dn z + O (ε 2 ) .

The first of these equations yields Eq. (2.4a), when one requires that Ax = 0 for an arbitrary f0 . The
second yields

( ∫
)
− (∇ 2 ϕ + ∇ · Ȧ) = 4π∇ · ρ x dµ .

(3.3)

This is equivalent to Gauss’ Law, Eq. (2.1c), upon applying Eqs. (3.1a), (2.4b), and (2.2). Similarly, the
third yields

−(∇ ϕ̇ + Ä) = c ∇ × (∇ × A) + 4πρ
2

∫

ẋ dµ,

which is equivalent to the Maxwell–Ampère equation (2.1a). Meanwhile, Eqs. (2.1b) and (2.1d) are
automatically satisfied by virtue of Eqs. (3.1).
We remark that the existence of a variational principle is a fundamental property of the system.
That is, it is not a consequence of choosing a particular set of dynamical variables, such as the
electromagnetic potentials. For example, one may write an action principle using the electric and
magnetic fields themselves as dynamical variables, instead of the potentials, but the formulation is
more complicated as it requires constrained variations. Thus, we use the electromagnetic potentials
for convenience.
Now, we begin making assumptions and approximations appropriate to typical experimental
situations in order to obtain a hierarchy of reduced models. In experiments, the radiation is generated
by the propagation of spatially localized laser pulses with a given polarization through the gas. The
spatial localization comes from the focusing of the laser beam, which typically leads to a Gaussian
intensity profile with cylindrical symmetry about the propagation axis (see Fig. 1). As such, the
vacuum field intensity only depends on the propagation coordinate z and the distance from the
propagation axis |r⊥ |, where r⊥ = (x, y). The time-dependent electric field then consists of the
product of a spatial envelope due to focusing, a temporal envelope due to finite pulse duration, and
an oscillation at the carrier frequency of the laser ωL . Notably, the focusing leads to a z-dependent
maximum amplitude of the field as well as a z-dependent carrier-envelope phase, known as the Gouy
phase shift [48], even in vacuum. Focusing effects can be described efficiently within the paraxial
approximation, which is valid for laser beams that are not too tightly focused. However, even within
the paraxial approximation, the dimensionality of the electromagnetic fields is not substantially
reduced. The fields still depend on two spatial coordinates, r⊥ and z. Furthermore, even though
it is true that the fields are dominated by the transverse components, i.e. the r⊥ direction, Gauss’
Law requires that they have a longitudinal component as well [48]. Hence, the fields are still threedimensional vectors in the case of arbitrary laser polarization, and still two-dimensional in the simpler
(and very common) case of linear polarization. Lastly, the paraxial approximation inherently assumes
backward-propagating waves are negligible [29], but this is not actually the case if the gas density is
high enough [49].
3.1.1. Plane-wave fields (HP 1–4, HF 1)
Here, we make strong assumptions on the fields to bypass these difficulties. Namely, we assume
that the fields’ only spatial dependence is on z, invoking hypotheses HF 1 and HP 4 of Table 1. We take
the fields to be plane waves of the form

ρ = ρ (z),
x = x(z , t ; x0 , v0 ),
ϕ = ϕ (z , t),
A = A⊥ (z , t) = Ax (z , t)x̂ + Ay (z , t)ŷ.

(3.4a)
(3.4b)
(3.4c)
(3.4d)
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In writing the vector potential, we have employed the radiation gauge ∇ · A = 0 which, for zdependent fields, becomes ∂z Az = 0. While this technically allows Az to be a function of time, we
have chosen Az = 0 to avoid the presence of a uniform time-dependent electric field. As is evident
from Eq. (3.3), the main appeal of adopting the radiation gauge is that all the space charge effects, i.e.
those due to a spatially nonuniform charge distribution, are encoded in ϕ .
Inserting Eqs. (3.4) into Eqs. (3.2), we obtain the Lagrangians of the reduced system as
LP = 4π
LEM =

∫

[

ρ

|ẋ|2
2

]
− V (x) + ze ∂z ϕ − ẋ⊥ · A⊥ dµdz ,

∫ [
1

2

]

(∂z ϕ )2 + |Ȧ⊥ | − c 2 |∂z A⊥ |2 dz .

2

(3.5a)
(3.5b)

By taking variations with respect to the present variables, we obtain the equations of motion
ẍ = −∇x V (x) + (∂z ϕ )ẑ + Ȧ⊥ ,

(3.6a)

∂ ϕ = −4π ∂z (ρ z e ),

(3.6b)

2
z

∂

c 2 z2 A⊥

− Ä = 4πρ ẋ⊥ .

(3.6c)

Lagrangians (3.5) and the corresponding equations of motion constitute the first reduced model we
have obtained, including assumptions HP 1–4 and HF 1 in Table 1. Together, they describe the selfconsistent dynamics of arbitrarily polarized transverse electromagnetic plane waves and longitudinal
space charge waves propagating through a classical atomic gas. Treating the fields as plane waves
corresponds to assuming that the laser beam is loosely focused and the focusing can be neglected
altogether. Admittedly, this hypothesis is rarely met in experiments, but it is the key to obtaining
a substantial dimensional reduction from the parent model. Later, we shall show how one can
reintroduce some of the focusing effects externally.
3.1.2. Transverse, linearly-polarized fields (HP 1–4 and HF 1–3)
Next, we make an assumption which allows us to remove the scalar potential ϕ . Specifically, we
assume that Ez is negligible (HF 2). Since Ez = −∂z ϕ , this is equivalent to assuming ∂z ϕ is negligible.
This is easily justified for atoms, where the symmetry of the ionic potential V and initially purely
transverse electric field guarantee that z e (z , t) = 0 for all z and t. In turn, this makes ∂z ϕ (z , t) = 0 by
virtue of Eq. (3.6b). Thus, the presence of ∂z ϕ makes no difference for the atomic response to the fields.
However, z e need not be zero for anisotropic media such as aligned molecules, where V is asymmetric.
In that case, it may still be reasonable to neglect ∂z ϕ because it may be very small. In particular, this
hypothesis can always be met for a small enough density ρ , since under hypothesis HF 1, the only
possible source for the longitudinal component of the electric field is the radiation of the particles.
Assuming ∂z ϕ is negligible, we drop the terms containing it from the Lagrangian. Since these are
the only places where ϕ appears, it is eliminated as a dynamical field by hypothesis HF 2. This leaves
us with the Lagrangians
LP = 4π
LEM

∫

ρ

[

|ẋ|2
2

]
− V (x) − ẋ⊥ · A⊥ dµdz ,

∫ [
]
1
2
=
|Ȧ⊥ | − c 2 |∂z A⊥ |2 dz .
2

(3.7a)
(3.7b)

Above we have the next reduced model in the hierarchy, incorporating hypotheses HP 1–4 and HF 1–2
of Table 1. The equations of motion are Eqs. (3.6a) and (3.6c), with the ∂z ϕ term in Eq. (3.6a) omitted.
In what follows, we will restrict our attention to linearly-polarized waves for simplicity, though our
subsequent reductions apply equally well in the case of arbitrary polarization. We invoke assumption
HF 3 and take Ay = 0. In this case, the equations of motion are
ẍ = −∇x V (x) + Ȧx̂,

∂

c 2 z2 A

− Ä = 4π ρ ẋe ,

(3.8a)
(3.8b)
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where we have omitted the x-subscript on A. Thus, in Eq. (3.8a) we have the equation of motion for
an atomic electron driven by the electric field E = −Ȧ of the electromagnetic wave. Meanwhile, in
Eq. (3.8b) we have a 1D wave equation for A, with the x-component of the current density of the atoms
on the right-hand side as a source term.
3.1.3. Moving frame
Before proceeding to the next reduced model, we perform a change of coordinates into a moving
frame which is better suited to the analysis of propagating laser pulses. Because the laser pulse moves
at nearly the speed of light through the gas, it is convenient to change the coordinates
∫ of the fields
to ξ = z and τ = t − z /c. This leads to an equivalent action Ã[x̃(ξ , τ ), Ã(ξ , τ )] = (L̃P + L̃EM )dτ ,
defined such that Ã[x̃, Ã] = A[x, A]. In particular, the new arguments of Ã are defined such that
x̃(ξ , τ ; x̃0 , ṽ0 ) = x(ξ , τ + ξ /c ; x0 , v0 ),
Ã(ξ , τ ) = A(ξ , τ + ξ /c).
Here, we have introduced the positions and velocities of the atomic electrons at τ = 0, when the laser
pulse arrives to their location ξ along the propagation direction,
x̃0 = x(ξ , ξ /c ; x0 , v0 ),
ṽ0 = ẋ(ξ , ξ /c ; x0 , v0 ),
which play the role of initial conditions in the moving frame. We also define the distribution of
electron initial conditions when the pulse arrives as ˜
f0 (x̃0 , ṽ0 ) = f0 (x0 , v0 ). Applying the chain rule,
we obtain the new Lagrangians

LEM

|∂τ x|2

]
− V (x) − ∂τ xe A dµdξ ,
2
]
∫ [
c2
=
c ∂τ A ∂ξ A −
(∂ξ A)2 dξ ,

LP = 4π

∫

ρ

[

2

(3.11a)
(3.11b)

where we have omitted the tildes over the new Lagrangians and the new field variables. The equations
of motion for x have the same form in the moving frame because the microscopic coordinates are
unaffected by the moving-frame transformation. The equation for A becomes
c 2 ∂ξ2 A − 2c ∂ξ ∂τ A = 4πρ∂τ xe .

(3.12)

We observe that, in these coordinates, the equation for A has become first-order in time τ , though it
is still second-order in space ξ .
3.1.4. Unidirectional approximation (HP 1–4 and HF 1–4)
By making a certain hypothesis on the derivatives of A, we remove the second-order derivative
and obtain the next reduced model in our hierarchy. Looking at Lagrangian (3.11b), we observe that
if |∂ξ A| ≪ |∂τ A|/c, then we can neglect the (∂ξ A)2 term. Making the order-of-magnitude estimate
∂τ ∼ ωL /2π and defining Lξ as the typical propagation distance over which the field shape changes
substantially, this condition becomes equivalent to λ ≪ Lξ , where λ = 2π c /ωL is the incident laser
wavelength. In other words, if the field evolves over spatial scales which are large compared to the
laser wavelength, then the second term of Lagrangian (3.11b) is negligible. In this case, the Lagrangians
become
LP = 4π

∫
∫

LEM = c

ρ

[

|∂τ x|2
2

]
− V (x) − ∂τ xe A dµdξ ,

∂τ A ∂ξ Adξ ,

(3.13a)
(3.13b)
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where the particle Lagrangian is unchanged. The equations of motion become

∂τ2 x = −∇x V (x) + ∂τ Ax̂,
2π ρ
− ∂ξ ∂τ A =
∂τ xe .

(3.14a)

(3.14b)
c
Now, the field evolution equation (3.14b) is only first order in ξ . While it is still technically a second
order equation for A, this equation can be seen as a first order equation for the electric field in the
moving frame E = −∂τ A. In fact, E is the only quantity that appears in the electron equations of
motion (3.14a), so we obtain a well-posed set of equations for x and E . The model given by Eqs. (3.13)
and (3.14) incorporates assumptions HP 1–4 and HF 1–4 and describes the propagation of a solely
forward-propagating electromagnetic wave through a classical atomic gas. In Section 3.2, we will
show that the assumption λ ≪ Lξ is equivalent to assuming that backward-propagating waves are
negligible (HF 4), making this a unidirectional approximation [47].
3.1.5. One-dimensional electron dynamics (HP 1–5 and HF 1–4)
A model with a reduced electron phase space may be obtained trivially. For example, the final
hypothesis HP 5 may be implemented by assuming x = xe (ξ , τ )x̂. Doing so only leads to a
modification of the particle Lagrangian LP . The equations of motion stemming from these Lagrangians
are equivalent to the model used in Ref. [31]. The only remaining step to obtain the model equations
is to pass from a Lagrangian description of the particles (in the sense of a Lagrangian description of a
fluid) of Eq. (3.8a) to an Eulerian description in terms of f (xe , vx , τ , ξ ) [6]. Here, f is the phase space
probability distribution to find an electron with position xe relative to the ion and velocity vx at time
τ and position ξ along the gas propagation direction, and it is such that f (xe , vx , 0, ξ ) = f0 (xe , vx ).
Hence, the model equations of Ref. [31] are obtained:

[
]
∂τ f = −vx ∂xe f + ∂xe V + E (ξ , τ ) ∂vx f ,
2π ρ
v x (ξ , τ ).
∂ξ E =
c

(3.15a)
(3.15b)

3.1.6. Focusing effects
Lastly, we consider the possibility of reintroducing some of the focusing effects which are manifestly absent from the 1D wave equation. As mentioned earlier, the on-axis electric field of the focused
laser pulse has a z-dependent (equivalently, ξ -dependent) maximum amplitude and phase, even in
the vacuum. For example, it may be of the form
E0 (ξ , τ ) = a(ξ )g(τ ) cos (ωτ + φ (ξ )) .

(3.16)

Here, a is the ξ -dependent amplitude, φ is the ξ -dependent phase, and g is the temporal envelope.
Notably, this type of solution is precluded by the 1D model in vacuum [50], because in that case,
Eq. (3.14b) gives −∂ξ ∂τ A0 = ∂ξ E0 = 0, where A0 is the on-axis vector potential of the focused laser
pulse in vacuum. Therefore, we are not able to incorporate such effects self-consistently. However,
we can incorporate them in an external fashion.
The idea is to let A represent only the radiation generated by the particles, while the incident laser
pulse is treated as a given external field A0 . Here, A0 (ξ , τ ) (or A0 (z , t) in the static frame) should
be calculated by first solving Maxwell’s equations in vacuum for a focused laser pulse, and then
evaluating the resulting vector potential on-axis, i.e. at r⊥ = 0. By following this procedure, one
would obtain an on-axis electric field like Eq. (3.16) from the relation E0 = −∂τ A0 . Because Maxwell’s
equations are linear, the total vector potential is then given by A0 + A. As such, the only necessary
modification to the Lagrangian is to add an A0 term to LP so that it reads
LP = 4π

∫

ρ

[

|ẋ|2
2

]
− V (x) − ẋe (A + A0 ) dµdz .

Consequently, Eq. (3.8a) would be modified by the addition of Ȧ0 x̂ on the right-hand side, while
Eq. (3.14b) would be unchanged. Additionally, one would need to subject Ȧ to an initial condition that
reflects that the radiation produced by the particles is zero before they are reached by the incident
laser pulse.
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3.2. Hamiltonian formulation
The derivation of the sequence of reduced models may also be performed using a Hamiltonian
formulation. While this approach is generally more involved, it possesses some advantages over the
Lagrangian derivation. Namely, the Hamiltonian formulation directly yields the equations of motion
of the system as a dynamical system, i.e. a coupled set of differential equations which are first order
in the evolution parameter t. In contrast, the Lagrangian formulation may produce equations which
are second order in t, and it may even produce equations with multiple evolution parameters. For
example, all the equations of motion in Section 3.1 before Eq. (3.12) are second order in t. Meanwhile,
in Eqs. (3.15), there are two evolution parameters: τ is the evolution parameter for Eq. (3.15a), while
ξ is the evolution parameter for Eq. (3.15b). The Hamiltonian formulation also provides a natural way
of identifying conserved quantities of the reduced models, including Casimir invariants.
In the following, we will specify the Hamiltonian structure of the classical parent model [Eqs. (2.1)
and (2.4)] and implement the hypotheses in Table 1 to obtain the sequence of reduced Hamiltonian
models corresponding to those derived in the previous section. The model equations obtained from
the Hamiltonian framework will thus be completely equivalent to those obtained from the Lagrangian
framework.
We use the electron probability distribution function f (x, p, r) as the particle dynamical variable,
of the electron. It is normalized such that
∫where p = (px , py , pz ) is the canonical momentum
f (x, p, r)dµ = 1, where here dµ = d3 xd3 p. The field dynamical variables are E(r) and A(r).
Observables are thus functionals F = F [f (x, p, r), E(r), A(r)]. We have omitted the implicit timedependence of the field variables f , E, and A. In analogy with the Vlasov–Maxwell system [9], the
parent model Hamiltonian and non-canonical Poisson bracket are
H[f , E, A] = HP + HEM ,
HP [f , A] =

∫

HEM [E, A] =

{F , G } =

[

ρf
1

1
2

∫

8π

∫ {

ρ −1

∫

(3.17a)

]

|p + A|2 + V (x) dµd3 r,

( 2
)
|E| + c 2 |∇ × A|2 d3 r,
}
[
]
f Ff , Gf dµ + 4π (FE · GA − FA · GE ) d3 r.

(3.17b)
(3.17c)
(3.17d)

We have introduced the canonical Poisson bracket notation [f , g ] = ∂x f · ∂p g − ∂p f · ∂x g. Like
the Lagrangian, Hamiltonian (3.17a) is split into a particle Hamiltonian HP and an electromagnetic
Hamiltonian HEM , a splitting which will likewise carry over to each of the reduced models in the
hierarchy. Physically, HP is the energy of the atomic electrons –kinetic plus potential – while HEM is
the energy of the electromagnetic field.
The equations of motion are obtained using the observable evolution law Ḟ = {F , H}. They are as
follows:
f˙ = −(p + A) · ∇x f + ∇x V · ∂p f ,

(3.18a)

Ė = c ∇ × (∇ × A) + 4πρ (p + A),

(3.18b)

Ȧ = −E.

(3.18c)

2

In Eq. (3.18b), we have used
the normalization of the distribution function and introduced the
∫
ensemble average p(r) = pf (x, p, r)dµ. This system is completely equivalent to Eqs. (2.1) and (2.4).
Here, f provides an Eulerian description of the particles corresponding to the Lagrangian description
used in Eqs. (2.4). The substitutions v = p + A and B = ∇ × A make the equivalence of Eq. (3.18b)
and Eq. (2.1a) apparent, while taking the curl of Eq. (3.18c) makes the equivalence to (2.1b) apparent.
As before, Eq. (2.1d) is guaranteed by the definition of A.
To obtain Gauss’ Law, Eq. (2.1c), one needs to consider the conserved quantities of this system.
Because the parent model equations (3.18) have a Hamiltonian structure given by (3.17), conserved
quantities may be found by searching for observables F which Poisson commute with the Hamiltonian, i.e. {F , H} = 0. Thus, H, the total energy of the system, is conserved. Gauss’ Law is found
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by realizing that C (r′ ) = ∇ · [E(r′ ) − 4πρ x(r′ )] is also a conserved quantity. Therefore, Eq. (2.1c) is
satisfied for all times if it is satisfied initially. There is also a family of global Casimir invariants of
Poisson bracket (3.17d) - that is, a family of observables R for which {R, F } = 0 for any observable
F . Consequently,
∫ Casimir invariants are conserved regardless of the Hamiltonian. This family is of the
form R[f ] = R(f )dµd3 r [51], for arbitrary scalar functions R, and it is associated with the relabeling
symmetry [52].

3.2.1. From canonical momentum to velocity
As a first step in the derivation, we make the standard transformation from canonical momentum
p to velocity v = (vx , vy , vz ), by introducing the change of coordinates on the distribution function
(see Ref. [9] for more details)

˜
f (x, v, r) = f (x, v − A(r), r).

(3.19)

The new observables are defined in terms of the old observables as F̃ [˜
f , E, A] = F [f , E, A]. By using
the chain rule, we obtain relations between the functional derivatives of the old observables and those
of the new observables. They are
Ff = F̃˜f ,

FE = F̃E ,

∫
FA = F̃A +

˜
f ∂v F̃˜f dµ.

This leads to the particle Hamiltonian and bracket

[ 2
]
|v|
ρf
+ V (x) dµd3 r,
2
∫ {
∫
]
[
{F , G } =
ρ −1 f Ff , Gf dµ + 4π (FE · GA − FA · GE )
}
∫
(
)
+ 4π f FE · ∂v Gf − ∂v Ff · GE dµ d3 r,
∫

HP [f ] =

(3.20a)

(3.20b)

where the tildes have been neglected for notational simplicity. Meanwhile, HEM remains as Eq. (3.17c).
Note that, now, dµ = d3 xd3 v. We also note that for bracket (3.20b), the family of Casimirs R becomes
slightly restricted to only allow scalar functions R that satisfy R(0) = 0. This family of Casimirs persists
in this form for all of the reduced models which follow. So far, no approximations have been made.

3.2.2. Plane-wave fields (HP 1–4, HF 1)
Next, we implement hypotheses HF 1 and HP 4, that is, we restrict the fields’ macroscopic spatial
dependence to be on z only. We assume

ρ = ρ (z),
f = f (x, v, z),
E = E(z),
A = A⊥ (z).
Here, we have also assumed that Az = 0 merely for convenience, since it will no longer appear in the
Hamiltonian due to HF 1. Thus, we may consider restricting our model to the subset of observables
F [f , E, A⊥ ] which do not depend on Az . This subset of observables forms a Poisson subalgebra of the
algebra of observables under bracket (3.20b). That is, for two observables F and G which do not depend
on Az , the quantity {F , G } is also an observable which does not depend on Az . As such, we are able to
restrict our analysis to this subalgebra, meaning we are free to neglect the functional derivatives with
respect to Az in bracket (3.20b). The electromagnetic Hamiltonian and bracket become
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HEM [E, A⊥ ] =

∫

1

( 2
)
|E| + c 2 |∂z A⊥ |2 dz ,

8π

∫ {

77

(3.22a)

∫

[
]
(
)
{F , G } =
ρ −1 f Ff , Gf dµ + 4π FE · GA⊥ − FA⊥ · GE
}
∫
(
)
+ 4π f FE · ∂v Gf − ∂v Ff · GE dµ dz ,

(3.22b)

while the particle Hamiltonian is that of Eq. (3.20a) with d3 r replaced with dz. The equations of motion
at this stage become
f˙ = −v · ∇x f + (∇x V + E) · ∂v f ,
Ė = − ∂

c 2 z2 A⊥

(3.23a)

+ 4πρ v,

(3.23b)

Ȧ⊥ = −E⊥ ,

(3.23c)

while the conserved quantity associated with C becomes C (z ) = ∂z [Ez (z ) − 4πρ z e (z )]. For this
˜(z ′ ) = Ez (z ′ ) − 4πρ z e (z ′ ) is a
system, it turns out that C is conserved because its primitive, C
Casimir invariant of bracket (3.22b). Thus, the longitudinal electric field is simply obtained from the
longitudinal component of the microscopic dipole moment.
An additional global pair of conserved
∫
quantities is created by HP 4 and HF 1, given by Q⊥ = (E⊥ − 4πρ x⊥ )dz.
′

′

′

3.2.3. Transverse, linearly-polarized fields (HP 1–4 and HF 1–3)
To implement HP 2, i.e. the assumption that Ez is negligible, we drop the Ez2 term from the
Hamiltonian. Thus, H no longer depends on Ez , and we may consider restricting our model to the
subset of observables F [f , E⊥ , A⊥ ] which do not depend on Ez . This subset of observables forms a
Poisson subalgebra of the algebra of observables under bracket (3.22b). That is, for two observables
F and G which do not depend on Ez , {F , G } is also an observable which does not depend on Ez .
As such, we are able to restrict our analysis to this subalgebra, meaning we are free to neglect the
functional derivatives with respect to Ez in bracket (3.22b). In effect, the new bracket is (3.22b) with
E replaced by E⊥ . Henceforth, we will also invoke hypothesis HF 3, so we shall drop the Ey and Ay
terms from the Hamiltonian. They may also be removed from the bracket with a subalgebra argument.
The electromagnetic Hamiltonian and bracket for the system under hypotheses HP 1–4 and HF 1–3
become
HEM [E , A] =

∫

1
8π

∫ {

E 2 + c 2 (∂z A)2 dz ,

[

]

(3.24a)

∫

[
]
{F , G } =
ρ −1 f Ff , Gf dµ + 4π (FE GA − FA GE )
}
∫
(
)
+ 4π f FE ∂vx Gf − ∂vx Ff GE dµ dz ,

(3.24b)

where we have dropped the x subscripts on the electromagnetic fields and HP remains unchanged.
Now, the equations of motion are
f˙ = −v · ∇x f + ∇x V + E x̂ · ∂v f ,

(3.25a)

Ė = − ∂

(3.25b)

(

c 2 z2 A

+ 4πρv x ,

Ȧ = −E .

)

(3.25c)

3.2.4. Forward- and backward-propagating waves
Before implementing hypothesis HF 4, we perform a reduction on the field variables which elucidates the natural separation of the electromagnetic field into a forward- and backward-propagating
wave. The reduction is given by

α=

1
2

(E + c ∂z A) ,

(3.26a)
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β=

1
2

(E − c ∂z A) ,

(3.26b)

where α is the forward-propagating field and β is the backward-propagating field. The electric field
is simply expressed in these reduced variables as E = α + β . The functional derivatives appearing in
bracket (3.24b) are obtained in terms of the new variables using the chain rule:
FE =

)
1(
F̃α + F̃β ,

2

FA = −

c (
2

)
∂z F̃α − ∂z F̃β .

The electromagnetic Hamiltonian and bracket become
HEM [α, β] =

1

∫

[ 2
]
α + β 2 dz ,

4π
∫
∫ {
[
]
(
)
{F , G } =
ρ −1 f Ff , Gf dµ − 2π c Fα ∂z Gα − Fβ ∂z Gβ
}
∫
)
(
+ 2π f Fα ∂vx Gf − ∂vx Ff Gα + Fβ ∂vx Gf − ∂vx Ff Gβ dµ dz ,

(3.28a)

(3.28b)

while HP is unaffected. In these coordinates, the equations of motion are
f˙ = −v · ∇x f + ∇x V + (α + β )x̂ · ∂v f ,

(3.29a)

α̇ = −c ∂z α + 2πρv x ,

(3.29b)

β̇ = c ∂z β + 2π ρv x .

(3.29c)

[

]

From these equations, it is clear that α is the forward-propagating part of the electromagnetic field
and β is the backward-propagating part. Indeed, in vacuum (ρ = 0), the solution of Eq. (3.29b) would
be α (z , t) = α0 (z − ct), where α (z , 0) = α0 (z), and the solution of equation Eq. (3.29c) would be
β (z , t) = β0 (z + ct), where β (z , 0) = β0 (z).
Eqs. (3.26) do not constitute a change of variables because it is not possible to determine A uniquely
from α and β ; it is only determined up to a constant. This constant has no physical significance because
Hamiltonian (3.24a) only depends on ∂z A. In fact, it is a manifestation of the gauge freedom inherent
to the potential description of the magnetic field. Due to the reduction to α and β , which eliminates
the remaining gauge freedom, two global Casimir invariants of bracket (3.28b) are created. They are
related to Q⊥ , a conserved quantity of the previous system, and are given by

∫
Qα =

∫
Qβ =

(α − 2π ρ xe )dz ,

(3.30a)

(β − 2πρ xe )dz .

(3.30b)

By direct calculation, it is possible to verify that bracket (3.28b) satisfies the Jacobi identity, so it is a
genuine Poisson bracket and this reduction has preserved the Hamiltonian structure of the previous
model.
3.2.5. Unidirectional approximation (HP 1–4 and HF 1–4)
Having clearly separated the forward- and backward-propagating parts of the electromagnetic
field, it becomes straightforward to make the unidirectional approximation and remove the backwardpropagating part (HF 4). If β is assumed to be small, then the β 2 term may be neglected from
Hamiltonian (3.28a). Then, the Hamiltonian no longer depends on β , and it happens that observables
F [f , α] which do not depend on β form a Poisson subalgebra under bracket (3.28b). This leaves the
electromagnetic Hamiltonian and bracket for the system incorporating hypotheses HP 1–4 and HF
1–4:
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α2
dz ,
(3.31a)
4π
}
∫ {
∫
∫
)
[
]
(
{F , G } =
ρ −1 f Ff , Gf dµ − 2π c Fα ∂z Gα + 2π f Fα ∂vx Gf − ∂vx Ff Gα dµ dz .

∫

HEM [α] =

(3.31b)
The equations of motion are Eqs. (3.29a) and (3.29b), with β = 0.
Now, we are able to justify that neglecting backward-propagating waves is equivalent to assuming
λ ≪ Lξ , which is used in Section 3.1.4 to implement HF 4. In the unidirectional approximation, the
electric field becomes E = α . Thus, Eq. (3.29b) is the evolution equation for the electric field of the
laser. Comparing this equation to the corresponding one from the Lagrangian derivation, Eq. (3.14b),
we find that they are completely equivalent. The equivalence may be seen either by moving Eq. (3.14b)
back to the rest frame, or by moving Eq. (3.29b) to the moving frame [E (ξ , τ ) = α (ξ , τ + ξ /c)] and
recalling that E = −Ȧ. Each of these equations is obtained under seemingly unrelated hypotheses:
that β is negligible for Eq. (3.29b), versus that λ ≪ Lξ for Eq. (3.14b). Because the field evolution
equations resulting from each hypothesis are equivalent, we conclude that the hypotheses are in fact
equivalent. Therefore, the unidirectional approximation is the same as assuming the laser field evolves
over large length scales compared to the incident laser wavelength.
3.2.6. One-dimensional electron dynamics (HP 1–5 and HF 1–4)
As in the Lagrangian case, a reduced electron phase space model (HP 5) is straightforward to
implement. One simply considers a distribution function on a lower-dimensional phase space. For
example, for one-dimensional electron motion, one assumes f = f (xe , vx , z), with the obvious
modifications to Eqs. (3.31).
3.2.7. Focusing effects
For incorporating focusing effects, the procedure is also similar to the Lagrangian case. The
dynamical field α is considered to be the radiation generated solely by the particles. Meanwhile, the
incident laser radiation is taken to be a given external, time-dependent field E0 (z , t). Then, one only
needs to modify the particle Hamiltonian (3.20a) such that it reads
HP [f , t ] =

∫

ρf

[

|v|2
2

]
+ V (x) + xe E0 (z , t) dµdz ,

(3.32)

while HEM remains Eq. (3.31a) and the Poisson bracket remains Eq. (3.31b). Note that Hamiltonian
(3.32) is time-dependent, so we must expand our set of observables to allow observables of the type
F [f , α, t ]. Further, we must redefine the evolution law as Ḟ = {F , H} + ∂t F . Consequently, total
Hamiltonian H = HP + HEM is no longer a conserved quantity. However, Qα remains a conserved
quantity (because ∂t Qα = 0), and it may be restored to the status of Casimir invariant by autonomizing
the system and extending the Poisson bracket appropriately. We remark that focusing effects may also
be incorporated in this way to each of the previous reduced models in the hierarchy by adding the
focusing field to the model’s particle Hamiltonian (and using the corresponding bracket). Therefore,
˜(z ′ ) are also conserved in the presence of a time-dependent external field.
Qβ and C
4. Quantum reduced models
Each of the reduced models derived in the previous section has a quantum analog. These models
may be found by sequentially applying the assumptions of Table 1 to the parent quantum model,
Eqs. (2.1) and (2.3), and this may be also accomplished using a variational formulation. Due to the
similarity between the variational formulations of the classical and quantum models and our focus
on reducing the degrees of freedom associated with the electromagnetic field, the derivation of the
quantum models is nearly identical to that of the classical models. Hence, we give few details on the
calculations and focus on the results.
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4.1. Lagrangian formulation
The action for the parent quantum model is given by
A[ψ (x, t ; r), ψ ∗ (x, t ; r), ϕ (r, t), A(r, t)] =

∫

(LP + LEM )dt .

The electron displacement field x(r, t ; x0 , v0 ) is replaced by the wave function ψ and its complex
conjugate, ψ ∗ . Here, and in each of the models of the hierarchy, LEM will be the same as in the
corresponding classical model. Meanwhile, for the parent quantum model, LP is given by
LP = 4π

∫

] }
{
[
1
ρ iψ ∗ ψ̇ − ψ ∗ − ∇x2 + V (x) − x · (∇ϕ + Ȧ) ψ d3 xd3 r.
2

(4.1)

Recognizing the appearance of the Hamiltonian operator Ĥ = −∇x2 /2+V (x)+E·x in Eq. (4.1), it is clear
that LP has a phase-space Lagrangian form [33]. Imposing Aψ ∗ = 0 yields Schrödinger equation (2.3a)
(with its complex conjugate for Aψ = 0), while setting the variations with respect to the potentials
to zero yields

( ∫
)
− (∇ 2 ϕ + ∇ · Ȧ) = 4π∇ · ρ xψ ∗ ψ d3 x ,
)
(∫
∗
3
2
xψ ψ d x .
− (∇ ϕ̇ + Ä) = c ∇ × (∇ × A) + 4πρ ∂t

(4.2a)
(4.2b)

The integrals on the right-hand sides of Eqs. (4.2) are clearly recognized as x, as defined in Eq. (2.3b).
With this and the definition of the potentials in mind, we confirm the correspondence with Eqs. (2.1).
The first model in the hierarchy is obtained by applying hypotheses HP 4 and HF 1. These
hypotheses are summed up by Eqs. (3.4), with Eq. (3.4b) replaced by

ψ = ψ (x, t ; z).
The particle Lagrangian becomes
LP = 4π

∫

{
[
] }
1
ρ iψ ∗ ψ̇ − ψ ∗ − ∇x2 + V (x) − x · (∂z ϕ ẑ + Ȧ⊥ ) ψ d3 xdz ,
2

and the Schrödinger equation becomes

[
]
1
iψ̇ = − ∇x2 ψ + V (x) − ∂z ϕ (z , t)ze − Ȧ⊥ (z , t) · x⊥ ψ.
2
Meanwhile, the field equations remain Eqs. (3.6b) and (3.6c), with the ensemble averages of the
electron positions computed using the corresponding quantum expectation values. In general, the
field equations at each level of the hierarchy will be the same in the quantum case as in the classical
case.
Next, we implement hypothesis HF 2. The particle Lagrangian is
LP = 4π

∫

{
[
] }
1
ρ iψ ∗ ψ̇ − ψ ∗ − ∇x2 + V (x) − x⊥ · Ȧ⊥ ψ d3 xdz .
2

When also making assumption HF 3 (Ay = 0), the Schrödinger equation becomes

[
]
1
iψ̇ = − ∇x2 ψ + V (x) − Ȧ(z , t)xe ψ.
2

(4.3)

The corresponding field equation is Eq. (3.8b). Eqs. (4.3) and (3.8b) are equivalent to the model used
in Ref. [53]. Now, we go into the moving frame ξ = z , τ = t − z /c. The wave function in the moving
frame ψ̃ is defined

ψ̃ (x, τ ; ξ ) = ψ (x, τ + ξ /c ; ξ ).
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As in the classical case, the functional form of LP is unchanged by this transformation. The movingframe formulation of this model is employed in Ref. [49]. Finally, hypothesis HF 4 is implemented only
on LEM , just as in the classical model. The resulting model corresponds to what is referred to as the
reduced model of Ref. [49]. Adding on hypothesis HP 5 (taking ψ = ψ (xe , τ ; ξ )) leads to the particle
Lagrangian
LP = 4π

∫

] }
{
[
1
ρ iψ ∗ ∂τ ψ − ψ ∗ − ∂x2e + V (xe ) − xe ∂τ A ψ dxe dξ ,
2

(4.4)

with the corresponding field Lagrangian (3.13b). This leads to the quantum model equations that we
used in Ref. [31],

[
]
1
i∂τ ψ = − ∂x2e ψ + V (xe ) + E (ξ , τ )xe ψ,
2
2π ρ
v x (ξ , τ ) ,
∂ξ E =
c

(4.5a)
(4.5b)

where we have again
∫ made the substitution E = −∂τ A. Also, in Eq. (4.5b), we have used Ehrenfest’s
theorem, v x = −i ψ ∗ ∂xe ψ dxe = ∂τ xe . If desired, focusing effects may be added by adding the
appropriate term to Eq. (4.4), similarly to the classical case.
4.2. Hamiltonian formulation
Now we provide the derivation of the quantum reduced model in the Hamiltonian formulation. In
this case, observables are functionals
F = F [ψ (x; r), ψ ∗ (x; r), E(r), A(r)],

where we omit the implicit time-dependence of the variables. The Hamiltonian and bracket of the
quantum parent model are
H[ψ, ψ ∗ , E, A] = HP + HEM
HP [ψ, ψ ∗ , A] =

∫

[

(4.6a)

]

1

ρψ ∗
(−i∇x + A)2 + V (x) ψ d3 xd3 r,
2
}
∫ {
∫
)
(
{F , G } =
−iρ −1
Fψ Gψ ∗ − Fψ ∗ Gψ d3 x + 4π (FE · GA − FA · GE ) d3 r.

(4.6b)
(4.6c)

The full Hamiltonian H has the same splitting into particle and electromagnetic parts, with the
electromagnetic part given by Eq. (3.17c), as in the classical case. In fact, at every level of the hierarchy,
the electromagnetic Hamiltonian of the quantum model will by identical to that of the classical model.
The particle Hamiltonian Eq. (4.6b) is recognized to be the expectation value of the Hamiltonian
operator Ĥ = (−i∇x + A)2 /2 + V (x), integrated over the macroscopic gas. Thus, the physical meaning
of HP –the sum of the energies of all the atoms – is also the same in both the quantum and classical
cases.
The equations of motion are obtained from Ḟ = {F , H} which, for the wave function, gives

ψ̇ = −i

[

1
2

]

(−i∇x + A)2 ψ + V (x)ψ ,

(4.7)

while those of the fields are given by Eqs. (3.18b) and (3.18c),
∫ as in the classical case. Here, the
ensemble-averaged canonical momentum is given by p = −i ψ ∗ ∇x ψ d3 x. This system also possesses the same conserved quantity C (r′ ) as in the classical case, with the ensemble average x
computed in the appropriate way. In fact, each of the conserved quantities of the classical hierarchy
of reduced models have an analog in the quantum hierarchy of reduced models. For instance, here
also the quantum Hamiltonian Eq. (4.6a) is conserved. Additionally, instead
of the Casimirs R, the
∫
quantum system conserves the norms of the wave functions, N (r′ ) = ψ ∗ (x; r′ )ψ (x; r′ )d3 x (though
they are not Casimirs of bracket (4.6c)).
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Eq. (4.7) is equivalent to Eq. (2.3a), which can be seen by making an appropriate unitary transformation on ψ . This transformation is referred to as going from the velocity gauge to the length gauge in
the quantum description [34], and it is the analog of the change from canonical momentum to velocity
in the classical derivation (Eq. (3.19)). The change of variables is given by

ψ̃ = exp[ix · A]ψ,

(4.8)

with the corresponding equation for ψ ∗ . Using the chain rule, the functional derivatives transform as
Fψ = exp[ix · A]F̃ψ̃ ,
Fψ ∗

(4.9a)

= exp[−ix · A]F̃ψ̃ ∗ ,

(4.9b)

FA = ixψ̃ F̃ψ̃ − ixψ̃ ∗ Fψ̃ ∗ ,

(4.9c)

FE = F̃E .

(4.9d)

Substituting Eqs. (4.8) and (4.9) into Hamiltonian (4.6b) and bracket (4.6c), respectively, yields

[
]
1 2
HP [ψ, ψ ] =
ρψ − ∇x + V (x) ψ d3 xd3 r,
2
∫ {
∫
)
(
{F , G } =
−iρ −1
Fψ Gψ ∗ − Fψ ∗ Gψ d3 x + 4π (FE · GA − FA · GE )
}
∫
[ (
)
(
)]
∗
3
∗
∗
+ 4π i
ψ FE Gψ − Fψ GE − ψ FE Gψ − Fψ GE · x d x d3 r,
∗

∫

∗

(4.10a)

(4.10b)

where the tildes have been removed. Now, computing the equation of motion for ψ , one obtains
Eq. (2.3a).
Deriving the hierarchy of quantum models is straightforward because, as mentioned previously,
HEM is always the same as in the classical case. Furthermore, since only HEM and the Poisson bracket
are modified in deriving the classical reduced models (see Section 3.2), the only new information here
is the relevant Poisson bracket for each quantum model. Meanwhile, HP is essentially always given
by Eq. (4.10a). The first quantum model in the hierarchy, taking into account hypotheses HP 1–4 and
HF 1, has the following Poisson bracket:

∫ {

∫

(
)
(
)
− iρ
Fψ Gψ ∗ − Fψ ∗ Gψ d3 x + 4π FE · GA⊥ − FA⊥ · GE
{F , G } =
}
∫
)
(
)]
[ (
ψ FE Gψ − Fψ GE − ψ ∗ FE Gψ ∗ − Fψ ∗ GE · x d3 x dz .
+ 4π i
−1

(4.11)

˜as a Casimir invariant and Q⊥ as a conserved quantity. The
Like in the classical case, this bracket has C
corresponding Schrödinger equation is unchanged from the parent model, while the field equations
are given by Eqs. (3.23b) and (3.23c). Note that, here, the definition of v is the same as the definition
of p in the quantum case given previously. The second quantum model, incorporating also HF 2, has
the same bracket with E replaced by E⊥ .
Adding on HF 3, the bracket is simplified to
∫ {
∫
(
)
{F , G } =
− iρ −1
Fψ Gψ ∗ − Fψ ∗ Gψ d3 x + 4π (FE GA − FA GE )
}
∫
)]
[ (
)
(
∗
3
+ 4π i
ψ FE Gψ − Fψ GE − ψ FE Gψ ∗ − Fψ ∗ GE xe d x dz .
Performing reduction (3.26) on the field variables, the bracket becomes

(4.12)
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∫ {
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∫

(
)
(
)
{F , G } =
Fψ Gψ ∗ − Fψ ∗ Gψ d3 x − 2π c Fα ∂z Gα − Fβ ∂z Gβ
− iρ −1
∫
(
)
[ (
)
+ 2π i
ψ Fα Gψ − Fψ Gα − ψ ∗ Fα Gψ ∗ − Fψ ∗ Gα
}
(
)]
(
)
3
∗
∗
∗
+ψ Fβ Gψ − Fψ Gβ − ψ Fβ Gψ − Fψ Gβ xe d x dz .

(4.13)

Again, the Casimirs (3.30) are created by the reduction. As in the classical case, implementing HF
4 consists of removing the terms with functional derivatives with respect to β from bracket (4.13).
Finally, hypothesis HP 5 is implemented by taking ψ = ψ (xe ; z). For reference, the Hamiltonian and
bracket of the model taking into account HP 1–5 and HF 1–4 are

[
]
1
ρψ ∗ − ∂x2e + V (xe ) ψ dxe dz ,
2
∫ {
∫
)
(
{F , G } =
− iρ −1
Fψ Gψ ∗ − Fψ ∗ Gψ dxe − 2π c Fα ∂z Gα
}
∫
[ (
)
(
)]
+ 2π i
ψ Fα Gψ − Fψ Gα − ψ ∗ Fα Gψ ∗ − Fψ ∗ Gα xe dxe dz ,
HP [ψ, ψ ∗ ] =

∫

(4.14a)

(4.14b)

with HEM given by Eq. (3.31a). The equations of motion stemming from this Hamiltonian system are
equivalent to Eqs. (4.5). Focusing effects may be incorporated by adding E0 (z , t)xe to the Hamiltonian
operator in Eq. (4.14a).
5. Conclusion
To summarize, we have presented derivations of a hierarchy of reduced classical and quantum
models for the propagation of intense laser pulses in atomic gases. In particular, we derived the models
used in Ref. [31] to study HHG, and along the way, we derived the reduced quantum models used
in Refs. [49,53]. By consistently applying simplifying hypotheses within a variational formulation,
whether Lagrangian or Hamiltonian, we have ensured that our reduced models preserve the mathematical structure of the parent models. Using the Hamiltonian formulation, we were able to easily
identify conserved quantities of both the classical and quantum systems. In particular, the conserved
˜(z ′ ), Qα , and Qβ are interesting because as Casimir invariants, they are conserved even
quantities C
in the presence of a time-dependent external field, unlike the Hamiltonian. Knowledge of these
conservation laws can provide a useful benchmark for numerical codes for solving these model
equations. While we focus on first-principles microscopic models of the atomic response in gases, we
anticipate that our methodology can be extended to employ reduced models of the atomic response
(e.g. in terms of a macroscopic polarization with an explicit nonlinear dependence on the electric field)
which are commonly used in nonlinear optics [29,47]. Further, variational formulations employing
microscopic models of condensed phase systems should also be possible.
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