We report a direct scheme calculation of kinetic energy functional derivative using Machine Learning. Support Vector Regression and Kernel Ridge Regression techniques were independently employed to estimate the kinetic energy functional and its derivative. Even though the accuracy should have been a decisive factor in modeling a realistic functional, we show that at a certain level it affects the generalizability of the model. By choosing the right regularization term and by considering a reasonable interplay between it and the accuracy, we were able to deduce the functional derivative from a model that was trained to estimate the kinetic energy. Although the derivative calculations demand very high accuracy to account for small variations of the kinetic energy, the developed estimator was capable of capturing these extremely small changes of the electron density. This work pours into highly effective implementation of the orbital-free density functional theory as it employs only direct calculation schemes.
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Atomic scale calculation has become one of the essential methodologies in nowadays scientific activities. Amongst a large number of its methods and techniques, density functional theory (DFT) appears to be the most popular and versatile quantum mechanical theory in investigating the electronic structure. It was introduced in the seminal theory of Thomas and Fermi 1,2 , had its theoretical foundations laid by Hohenberg and Kohn 3 and made practical by adopting the Kohn-Sham fictitious system scheme 4 . The Kohn-Sham DFT has witnessed an unprecedented success story in showcasing both the accuracy and the low computational cost. It was successful in describing many material properties and -to a good extent -was an efficient tool to investigate chemical systems. However, DFT suffers when it comes to modeling bulk solids band gaps, Van der Waals interactions and strongly correlated systems [5] [6] [7] [8] in addition to the high computational cost associated with nowadays demanding scientific problems. In spite of being a direct manifestation of the density-based Hohenberg-Kohn theorems, DFT scheme uses Kohn Sham orbitals in order to calculate densities, rendering the computation prohibitively expensive when investigating systems with large number of electrons N. Meanwhile many attempts have been made in order to tackle these flaws, those trials resulted in ameliorating the overall accuracy by improving the pseudo-potentials and the exchange-correlation (XC) functionals. However much less improvement has been achieved in lowering the computational cost 9 .
To this end, orbital-free density functional theory 10 (OFDFT) (the original Kohn-Hohenberg theory) seemed to be a good alternative to the current stagnated orbitalbased density functional theory from calculation cost point of view. Nevertheless, its practicality was every time faced by the long-standing issue of its functionals accuracy. Kinetic energy is the leading term of an electronic system total energy, therefore, errors made in approximating it have a dramatic impact on the total energy accuracy. Even though, considerable improvement has been made in calculating and approximating exchangecorrelation functionals 4, [11] [12] [13] [14] [15] , the Kinetic (Kohn Sahm) energy remains a bottleneck to tackle for a full DFTorbital free implementation. The first analytical expressions of the kinetic energy functionals was given by the Thomas Femi functional
for uniform densities and by the Von Weizsacker functional 16 T vW [n(r)] = 1 8
|∇(n(r))| 2 n(r) d D r
for single orbital systems, respectively. Both functionals are given in a D dimensional space where c D is a D-dependent constant. Following that, many attempts have been devoted to get an accurate KE functional , ranging from proposing linear combination of the aforementioned functionals to employing conventional gradient expansion and enforcing linear response behavior, these attempts were shiny for some systems but were overall non-transferable. [17] [18] [19] [20] [21] [22] [23] [24] [25] Recently, new methods which are based on learning from data, have been proposed to approach the OFDFT 30-33 from a different perspective. Although an overall good accuracy has been achieved throughout these attempts, the applicability of some of these methods are limited when coming to the functional derivative calculations.
In this letter, we develop a method based on Machine Learning (ML) that outputs accurate kinetic energy functionals, we then calculate the functional derivative, in a direct manner, without any further training. We use support vector regression (SVR) 34 and kernel ridge regression (KRR) tools throughout this work. We will give an overview on SVR and refer the reader to Ref. [ 30 ] for a detailed implementation of KRR in predicting KE functionals. SVR is mainly based on the kernel mapping method which transforms a non-linear problem to a linear one in a higher dimensional space. Here the aim is to find a function that learns from the training dataset and generalizes to new unseen data. The continuous function being approximated can be written as:
where Θ, x stands for the inner product between the weight vector Θ and input vector x, b is the bias term.
x is an (l t , n f ) matrix that contains all the densities. l t , depending on the training purpose, takes on the values 10, 100, 1000 and 8000, while n f , the number of features, is equal to 201. Like most of ML approximators, the whole formalism of SVR boils down to a minimization of a loss function that takes on the following form:
The term inside the summation is the Vapnik insensitive error and is given, for one instance, by:
By introducing the slack variables η i and η * i (shown in Fig. 1 ) we can write the constrained minimization of the new objective function as the following :
where the slack variables ξ i and ξ * i are introduced to account for model errors. By introducing Lagrange multipliers to account for the constraints one ends up with intuitive rather simple expressions of the estimator functional and the weights vector, namely:
We refer the reader to Ref (SVR) for a detailed passage from Eq. 6 to Eq. 7 and 7. The dual variables α i and α * i are Lagrange multipliers introduced to account for the first and second constraints in Eq. 6. f (x, Θ) is the regression function and is given as a linear combination of inner products between the input variable and other training samples. This very simple and sophisticated formula can be extended to non-linear systems by adopting the kernel trick, whereby the original input x is mapped into a vector Ψ(x) from the feature space(a higher dimensional space). In the new feature space, the dimensionality expansion plays an essential role in rendering the problem linear. Throughout this paper, we use the Gaussian kernel,
where γ is the variance of the distribution. An illustration of the role of γ and other hyperparamters is given in the supplemental material. Similarly to Eq. 7 , the feature space estimator can be expressed as function of the mapped vectors Ψ(x), thus reads:
K(x i , x) is called the kernel and is given by the inner product between mapped vectors, namely K(x i , x) = Ψ(x i ), Ψ(x) . Moreover, we keep the same expression for the weights vector Θ whereby we substitute the input vectors by the new feature space mapped vectors, Ψ(x):
The impact of the kernel types as well as the model hyperparamters are showcased for illustrative examples in the supplementary material.
In Fig. 1 , we used the estimator of Eq. (10) in order to calculate the kinetic energy as function of the densities principal components (c) and kernel-principal components (d) . We used two fold cross validation with linear regression for training purpose. As expected, the increase of the number of PCs (or K-PCs) reduced the mean absolute error (MAE) in the KE calculation. While the error calculation in (c) saturated to a value 0.27 HA, the error in (d) headed to a very tiny range, an evidence of a readily non-linear problem. Insets of (c) and (d) are 3 dimensional visualization of the MAE as function of the first two principal components (containing most of the variance) without and with applying the kernel, respectively. Inset of (c) shows a compelling 3 dimensional behavior while a tendency of dimensionality reduction can be felt in inset of (d). In (c) MAE reached a plateau of constant error after including 7 PCs. This number increased after applying the kernel to 20 K-PCs. The application of the kernel was associated with a mapping to a higher dimensional space, thus explaining the need of larger number of K-PCs to account for the full variance. During the training, the minimization of the loss function (see Eq. 4) leads to the obtention of the Lagrange multipliers α i and α * i . These parameters are used to estimate the kinetic energy according to Eq. 7. Saying that, one needs to choose carefully a different category of parameters which are not included in the optimization of the loss function, are instead user defined. These hyperparamters can be chosen by cross-validating the training data and sorting the corresponding MAE. Figure 2 , depicts a contour plots of the KE estimation scores as function of γ and C for the SVR model, and of γ and α for the KRR model. In both plots γ is a measure of the kernel distribution variance. C is a regularization term that penalizes the model error in SVR and α is a regularization term that weights the L2 norm term in KRR. A decimal logarithmic scale is applied in both plots. In Fig.  2(c) , an increase of C favors higher scores (less estimation errors on the cross-validation set) which reached 0.9 for C > 10 −1 . The optimal values of γ spans the range 10 −5 to 10 −1 . In a similar fashion, the optimal range of the KRR hyperparameters coincides with γ spans the interval of values less than 1. A small value of α leads to a better estimation score as α plays the role of the inverse of the regularizer term in other regression based ML algorithms (like 1/2C in the case of logistic regression). Supported by the data of Fig. 2 , we choose to be equal to 5 × 10 −4 , C = 100 and γ = 5 × 10 −3 for SVR, α and γ take on the values 10 −5 and 0.07, respectively for the KRR. In this letter, as we mention the importance of choosing the convenient hyperparameters that could result in a good accuracy of the KE calculation, we emphasize, on equal footing, the importance of a regularized algorithm that can be generalized for the KE derivative calculation. In table 1. (see supplemental material) we report the MAE calculated on the test set while eveluating the KE. Obviously MAE decreases when we increase the dimension of the training set, it does not however follow a monotonic behavior when decreases. In addition to that, we define a mean absolute error for the KE derivative, which we denote DMAE (for derivative mean absolute error). In the derivative case, an average of the errors over the real space mesh defining the derivative is calculated first,
An averaging over the test set is needed to insure the generalization of the derivative error behavior.
In contrast to MAE, the derivative error does not exhibit a monotonic behavior as function of the accuracy hyperparamters (SVR) and α (KRR) (see Fig. 1 in supplemental material). Both plots witnessed an increasing accuracy when (α) increased up to a certain value c . For > c , the error in the derivative reaches higher values despite the good accuracy of the KE functional. The key feature in this non usual behavior is known as the regularization. Indeed, the calculation of the KE derivative demands the evaluation of the KE and its variation n x times (n x being the number of mesh points), hence the KE estimator had to be generalizable in order to account for these different evaluations. As we have seen in the preceding text, and α are accuracy terms but their increase could lead to overfitting the data. When calculating the derivatives, the KE estimator needs to be evaluated at small variations of the density. The overfitted model will not be capable of predicting the small variation contribution to the KE estimator.
In this work, we consider the calss of potentials consisting of three different Gaussian dips betweeen infinite walls such that
where a i , b i and c i are random distributions ranging from {1−10}, {0.2−0.8} and {0.03−0.1} respectively and L is the width between the two infinite walls. This potential was used for similar machine learning calculations 30, 33 . We use the Galerkin method 35 for the seek of the exact solution. The solution to the considered potential is an array of densities projected on the grid of the confining space which we save in the array x, the corresponding kinetic energies are stored in the vector y The given results of Fig. 2 predict a robust estimator of the kinetic energy as it has been shown to perform well with high accuracies (Fig. 2(a) ) and low variances (Fig. 2()b) on the cross-validation and test sets. The accuracies reported in the current work are comparable to what has been recently reported by groups using similar techniques 30 . Nevertheless, we think that the biggest challenge is to be able to calculate the functional derivative in a direct way, thus avoiding costly calculations and complexity resulting from using indirect calculation schemes. Overall, the high accuracy, the non skewed distribution of the errors and the perfect parity plot are the ground for the calculation of the kinetic functional derivatives. Moreover, training our model is done once for all the calculations and the existing estimator should be able to give accurate functional derivative as we are following the direct scheme calculations. In practice, the solution of the Kohn-Sham set of equations demands the obtention of the kinetic energy functional derivatives which can be implemented in the Euler equation:
Saying that, the calculation of the functional derivatives seems to be unevitable, albeit some other works tried circumventing that by establishing a mapping between the density and the potential 32 . Knowing this, a careful treatment of these derivatives needs to be applied in order to reduce errors in calculating the total energy. In the current work we follow a direct procedure in order to deduce the functional derivatives. We choose the kinetic energy estimator trained and tested in the preceding section as our starting point. Functionals can be expressed as a Taylor expansion similarly to the functions case, that is given by:
As such, the functional derivative can be expressed in the following way 36 :
where F is the functional to be derived, η is a an infinitesimal coefficient and φ is a random function. We use the left hand side of Eq. 17 as a numerical implementation of the mathematical formula. A delta distribution δ is used instead of φ to account for the variation of the kinetic energy functional, such a choice is seen to be mathematically correct but also handy for our numerical implementation. Fig. 3 showcases the external potential calculated from machine learning by differentiating the kinetic energy estimator the way dictated by Eq. 17. The real potentials are present for reference. Each three consecutive plots (from left to right) designate same number of dips of the original potential with different random magnitude, center and spread (a, b and c in Eq. 14). As has been mentioned in the preceding text, the functional differentiation is done without any additional training. Instead, the KE estimator is differentiated as in Eq. 17. Although the accuracy of the original KE estimator is not enough to account for the infinitesimal parameter η, the inclusion of a proper standardization of the input data reduces the discrepancy between f and ηφ (in Eq. 17) thus, makes the evaluation of f + ηφ falling within the range of accuracies tolerated by the estimator. Here we choose η to be equal to 10 −9 . It is worth noting that in some cases, larger discrepancies might be detected between the ML calculated potentials and the real ones. These mostly happen at flat surfaces of the potential and might be caused by inevitable numerical errors while evaluating the functionals derivatives. The first three rows of Fig. 3 are results obtained using the KRR algorithm while the remaining row showcases the derivatives obtained using SVR for training the kinetic energy functional. The training data set used to train the KE estimator was a mixture of potentials with random parameters and with different number of dips. We believe that this choice was an enhancing factor which led to more generalizable KE estimator which has same derivative characteristic as the real one. Looking at the good match between real and ML calculated potentials, one could arguably think the good match is caused by the highly accurate KE estimator which could cope with small variation of the electron density. However, (see Fig. 1 in supplemental material) the accuracy is a double-edged parameter that can also promote overfitting. The good choice of the standardization of the input in addition to the choice of more general input data play a role as important as the accuracy of the estimator in giving correct functional derivatives.
In the current work, we have reported highly accurate kinetic energy functional estimator based on ma-chine learning. We have shown that it is possible to obtain, in a direct way, the functional derivative of the kinetic energy estimator without any further training. Throughout this letter, we emphasized the importance of a careful choice of the hyperparameters in addition to choosing a well stud-ied standardization technique. The model we present can be further ameliorated by considering datasets for more general physical systems or/and by applying numerical techniques that can account for physical constraints.
