INTRODUCTION
Particularly the application of the forward-backward analysis of the data significantly increases the number of degrees of freedom.
Numerical examples are presented in Section 4 to illustrate the application of the method. Section 5 discusses how to apply main beam constraints in the adaptive technique when the direction of arrival of the signal is not known precisely. It is shown that various a priori constraints can be applied to the solution procedure to prevent the signal cancellation problem. around this is to use the signal cancellation scheme utilized by Frost [2] by forming a matrix generated by taking the weighted differences between neigh-
DIRECT APPROACH VERSUS STOCHASTIC
boring measured voltages. The weights are related APPROACH to the direction of arrival of the signal and are quite separate from the adaptive weights used in the beam forming. In this approach each of the antenna eleIn the direct approach, the signal arriving from angle u s is assumed to be deterministic and unments has an adaptive weight associated with it. Since spatial diversity is not utilized in conventional known, whereas for the stochastic model the signal is assumed to be random. The mean squared estimabeam forming, this method can handle antenna elements that are unequally spaced. However, this protion error for any estimate of a nonrandom parameter has a lower bound, the Cramer-Rao bound cedure cannot handle a coherent interferer. A coherent interferer is defined as a jamming signal which (CRB) which defines the ultimate accuracy of any estimation procedure. The Cramer-Rao bound gives has the same electrical phase as the desired signal, even though the jamming signal (coherent jammer) a lower limit for the variance of any unbiased estimator. If we can find an unbiased estimator whose may arrive from a different azimuth angle. A coherent jammer may be due to multipath effects or due variance equals the Cramer-Rao lower bound, then there is no other unbiased estimator with a smaller to some undesired interferers.
If the jammers are blinking during the processing variance. Studying the Cramer-Rao bound helps us not only to find a way of reducing the time of computinterval or there are coherent signal multipath effects, then the conventional statistical approaches ing it but also to gain insight into the accuracy potential of any given estimation problem. It was shown need to be significantly modified to handle the cases of blinking jammers and/or multipath effects. Seriin [3] that under the assumption that the signal is corrupted by additive white Gaussian zero mean ous problems arise when clutter characteristics change between groups of snapshots. For this reanoise, the CRB is higher for the random waveform model than for the unknown waveform model. It is son, this paper applies a direct least squares approach as opposed to conventional statistical proimportant to point out that for the random model, the CRB can always be reached when N or SNR cessing. A direct data domain approach has certain advantages related to the computational issues asso-(signal-to-noise-ratio at each of the antenna elements) is large, while the CRB of the deterministic ciated with the adaptive array processing problem, which adaptively analyzes the data by snapshots as model is achievable only when SNR is large. The CRB of the deterministic model is not achievable opposed to forming a covariance matrix of the data from multiple snapshots, then solving for the by increasing N because the number of unknowns increases with N. weights utilizing that information. Another advantage of the direct data domain approach is that when It is very important to point out that it is quite expensive to add a spatial channel. Typically, the the direction of arrival of the signal is not known precisely, additional constraints can be applied to cost of adding a new antenna element with its A/D hardware and so on is close to a quarter of a million fix the main beam width of the receiving array and thereby reduce the signal cancellation problem.
dollars. Therefore, it is not practical to have a large number of channels. This significantly reduces the In Section 2, the pros and cons of a direct data domain approach versus a stochastic approach are number of degrees of freedom as the number of antenna elements are fixed. The conventional adaptive summarized. Section 3 presents the new data domain approach and discusses a few of its variants. methods are quite useful because they utilize the maximum degrees of freedom by applying the where weights to all the N antenna elements and hence can cancel (N 0 1) jammers. However, this is achieved at the expense of not being able to deal with a coherent
(1) jamming environment or when the environment is highly nonstationary as for an airborne platform. This method also assumes that one has obtained a good estimate of the covariance matrix of the received voltages without the signal. Now when one
(2) deals with the direct data domain processing, one cancels only (N 0 1)/2 jammers, as the data is processed on a snapshot-by-snapshot basis. A snapshot is defined as the voltages measured across all the the difference at each element X n 0 aS n represents elements at a particular instant of time. This sigthe contribution due to signal multipaths, jamnificantly reduces the number of degrees of freedom. mers, and clutter ( i.e., all noise components except The novel contribution of this paper is that by treatthe signal ) . It is interesting to observe that in this ing the data in both a forward and a backward fashprocedure N Å 2 M 0 1 and is always odd. This is ion, as we will show in Section 3, one can signifibecause if there are P jammers then we have in cantly increase the number of degrees of freedom by total 2 P / 1 unknowns to deal with. For each jamas much as 50%. Hence in this new approach even mer, the direction of arrival and its complex amplithough we are analyzing the data on a snapshot-bytude are unknown, and that accounts for the 2 P snapshot basis, thereby being able to deal with a terms. Now for the signal we know the direction highly nonhomogeneous environment, we are not of arrival but do not know its strength. Hence the sacrificing the number of degrees of freedom to (N /1 term takes care of the unknown signal 0 1)/2 but we are increasing the number of weights strength. Therefore the total number of unknowns to (N / 1)/1.5. Therefore, this new approach can is always 2 P / 1 in this procedure and so is an deal with a highly nonstationary environment and odd number. can handle coherent jammers.
Note that the elements of matrices in (1) and (2) are given in the following form: S n is the voltage induced in the antenna element n due to the incident
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wave of unit amplitude
ADAPTIVE ARRAY PROCESSING
Åe j 2p( nd / l ) sin u s (3)
Direct Method Based on Solution of an Eigenvalue Equation
and X n is the voltage induced in the antenna element Consider the same linear uniformly spaced N-elen due to the signal, jammers, clutter, and thermal ment array shown in Fig. 1 . Let us assume that the noise signal is coming from u s and our objective is to estimate its amplitude. Let us define by S n the complex voltages received at the nth element of the linear Åe
A p e jn (2pd /l) sin u p / C n , (4) array due to a signal of unity amplitude coming from a direction u s . The signal-induced voltages are under the assumed array geometry and narrowband sigwhere A p and u p are the amplitude and direction of nal, a complex sinusoidal. Let X n be the complex arrival of the pth jammer signal. It is assumed that voltages that are measured at the nth element due there are P such jammers and P õ (M 0 1)/2 and to the actual signal of complex amplitude a, jammers C n is the contribution due to clutter and thermal which may be due to multipaths of the actual signal noise at the antenna elements. or other unwanted external jammers, and clutter Now in an adaptive processing, the weights [W ] are which is the reflected electromagnetic energy from chosen in such a way that the contribution from the the surrounding environment. There also may be jammers, clutter, and thermal noise is zero. Hence if contribution to X n from thermal noise. Then if we we define the generalized eigenvalue problem form the matrix pencil
then a, the strength of the signal, is given by the Define generalized eigenvalue and the weights [W ] are given by the generalized eigenvector. Since we have Alternately, one can view the left-hand side of (5) as the total noise signal at the output of the adaptive
sin u sͬ with i Å 1 (12) processor due to jammer, clutter, and thermal noise:
Hence, the total noise power would be given by Therefore one can form a reduced rank matrix
where H represents the complex conjugate transpose. Our objective is to set the noise power to zero by
for a fixed signal strength a. This yields (5) .
From a computational point of view one could al- In real-time application, it may be difficult to solve the generalized eigenvalue problem in an efficient 1 иии Z M0 1
way, particularly if the dimension M 0 the number of weights is large. For this reason we convert the solution of a nonlinear eigenvalue problem in (5) to the solution of a linear matrix equation.
Direct Methods Based on the Solution of the Matrix Equations
A. Forward method. Note that the (1, 1) and (1, or, equivalently, 2) element of the noise matrix [R] is given by
Once the weights are solved for by using (15), the
signal component a may be estimated from where X 1 and X 2 are the voltages received at antenna elements 1 and 2 due to signal, jammer, clutter, and
noise, whereas S 1 and S 2 are the values of the signals only at those elements due to a signal of unit strength.
The proof of (15) - (17) is available in [5] .
It Consider the matrix-vector product the set of M equations in (18). However, it is interesting to note that because of (14), averaging M estimates of a obtained from (18) is no better than
As noted in [6] , (15) can be solved very efficiently by applying the conjugate gradient method, which may This is usually accomplished in N 2 operations, where be implemented to operate in real time utilizing, for N is the dimension of the matrix. However, since the example, a DSP32C signal processing chip [7] . procedure becomes quite advantageous as the operamethod develops tion count is of the order of (N log N) as opposed to N 2 for a conventional matrix-vector product. Also in
this new procedure, there is no need to store an array and so time spent in accessing the elements of the array in the disk is virtually nonexistent as every-
thing is now one dimensional and can be stored in
the main memory. This procedure is quite rapid and easy to implement in hardware [7] .
Backward procedure. It is well known in the parametric spectral estimation literature that a
sampled sequence can be estimated by observing it either in the forward direction or in the reverse diThe norm is defined by rection. If we now conjugate the data and form the reverse sequence, then we get an equation similar
to (15) for the solution of the weights W m :
The above equations are applied in a routine fashion until the desired error criterion for the residuals
[R] n is satisfied. In our case, the error criterion is defined as 
The signal strength a can again be determined by
APPLICATIONS TO SOME SELECTED EXAMPLES
(17) or (18), once (20) is solved for the weights. C is the gain of the antenna array along the direction of the arrival of the signal. As a first example consider a signal of unity ampliNote that in both cases A and B, M Å (N / 1)/2. tude arriving from u s Å 90Њ. We consider a five-ele-C. Forward-backward method. In the forwardment array of element spacing of l/2. Therefore the backward model we double the amount of data by 3-dB beamwidth of the array is approximately 12.6Њ. not only considering the data in the forward direcWe consider a jammer arriving at an angle u to the tion but also conjugating it and reversing the incresignal, so that the jammer angle is 90Њ / u. We are ment direction of the independent variable. This now interested in finding the jammer strength that type of processing can be done as long as the series is going to produce an output error of 1% in the to be approximated can be fit by exponential funcestimation of the signal. This corresponds to an tions of purely imaginary argument. This is always equivalent output signal-to-noise ratio of 40 dB. In true for the adaptive array case. Fig. 2 , we plot the angle u versus the jammer-toThere is an additional benefit in this case. For signal strength to produce a 40-dB signal-to-noise both the forward and the backward method, the ratio at the output. The method chosen for Fig. 2 is maximum number of weights we can consider is the forward method. Note that the jammer is arrivgiven by (N 0 1)/2, where N is the number of aning through the main beam. Figure 2 describes the tenna elements. Hence, even though all the antenna same problem but utilizes the eigenvalue method. elements are being utilized in the processing, the The backward method is not presented here, because number of degrees of freedom available is essentially the characteristics of the forward and the backward (N 0 1)/2. For the forward-backward method, the methods are very similar. number of degrees of freedom can be significantly
As a second example we consider the performance increased without increasing the number of antenna of the various methods due to clutter and thermal elements. This is accomplished by considering the noise. For the example we assume a signal of unity forward and backward versions of the array data.
amplitude arriving from u s Å 90Њ impinging on a 19-For this case, the number of degrees of freedom can element array, where the elements are assumed to reach (N / 0.5)/1.5. This is approximately equal to be a half-wave apart. Thus the antenna beamwidth 50% more weights or numbers of degrees of freedom in this case is approximately 5.5Њ. We consider clutthan the two previous cases. The equation that needs ter arriving at the array from u Å 0.1Њ to 85Њ and to be solved for the weights is given by combining from u Å 95Њ to 179Њ. Here clutter is modeled by a (14) and (16) into number of single plane waves whose complex amplitudes are random and so the clutter patches contain 1 Z иии
or, equivalently,
FIG. 2.
40-dB output signal-to-noise ratio criterion, forward method and eigenvalue method.
[
a 56.5-dB jammer arriving from u Å 20Њ. We also have two clutter patches. The first clutter patch is located from 0.1Њ to 30Њ and is modeled by discrete scatterers located every 0.1Њ apart. The second clutter patch extends from 35Њ to 59Њ. The clutter signals are again modeled by discrete scatterers every 0.1Њ apart. The complex amplitudes are generated by two uniformly distributed random number generators as outlined before. The total signal-to-clutter ratio is 013.2 dB. In addition, we have thermal noise at each of the antenna elements. The total signal-to-thermal noise at the array is 23 dB. The beam width of the antenna is approximately 5.5Њ. If we utilize the forward-backward method to do the processing, with the only a priori information that signal is arriving from u Å 90Њ, the processed output signal-to-noise ratio is 26.6 dB. If we use either the forward or the backward method, the processed output signal-tonoise ratio is 13.4 dB, whereas for the eigenvalue method it is 13.41 dB. many specular electromagnetic reflections which are arriving in azimuth 0.1Њ apart with a complex ampliAs a fourth example consider the same 19-element array receiving a signal of strength 0 dB from u Å tude determined by two random number generators. The amplitude is determined by a uniformly distrib-95Њ. In addition we have a 50.5-dB jammer coming from u Å 50Њ, a 60-dB jammer arriving from u Å 80Њ, uted random number generator distributed between 0 and 1. The phase is also determined by a uniformly a 56.5-dB jammer arriving from u Å 70Њ, and a 69-dB jammer arriving from u Å 20Њ. In addition we distributed random number generator located between 0 and 2p. In addition, we introduce thermal have two clutter patches. The first clutter patch is located from u Å 15Њ to 50Њ and is modeled by discrete noise to each of the antenna elements which is assumed to be uniformly distributed in magnitude bescatterers separated in azimuth by 0.1Њ and whose complex amplitudes are considered random and gentween 0 and 1, and the phase of the complex signal due to thermal noise is chosen between 0 and 2p. erated by two uniformly distributed random number generators. In addition, we have a clutter patch from The signal-to-total thermal noise power is 023 dB at the array. Figure 3 provides the output signalu Å 100Њ to 130Њ modeled by discrete scatterers every 0.1Њ apart. The total signal-to-clutter ratio to the to-noise ratio yielded by the various methods as a function of signal-to-clutter ratio in dB. What Fig. 3 array is 013.2 dB. In addition we have thermal noise at each of the antenna elements, and the total signalillustrates is that if the input signal-to-clutter ratio in the array is 010 dB and if we use the forward or to-thermal noise at the antenna array is 23 dB. If we utilize the forward-backward method to do the backward method (namely use either (15) or (19)) to do the processing, then the processed output the processing, then the output signal-to-noise ratio at the output is given by 7.4 dB. On the other hand, signal-to-noise ratio is about /5 dB. The eigenvalue method also yields a similar value. However, if we if the processing is done by the eigenvalue method, the processed output is 1.01 dB, whereas for the forutilize the forward-backward method to do the processing (namely by (21)) then the processed output ward method it is 1.01 dB. For all the examples it is seen that the forwardsignal-to-noise ratio is /8.2 dB. The difference between the forward method (FRW in Fig. 3 ) in the backward equations given by (21) yield a much higher output signal-to-noise ratio than that given by any of processed output signal-to-noise ratio or the eigenvalue method and the forward-backward method the other methods. This is to be expected. Problems arise if we increase the number of antenna elements (FB in Fig. 3 ) becomes much larger as the signalto-clutter ratio increases.
and if we further assume that the direction of arrival of the signal is not exactly u s , but from u s { Du, where As a third example, consider the same 19-element array arranged in such a way so as to receive a signal Du is not known a priori. The processed result will not be very good as all the methods will not find any signal of 0 dB from 90Њ. In addition we have a 69-dB jammer coming from u Å 140Њ, a 50-dB jammer arriving from exactly at u s . There will in fact be signal cancellation.
To alleviate such problems when there is uncertainty u Å 95Њ, a 60-dB jammer arriving from u Å 85Њ, and in knowing a priori the direction of arrival u s of the signal, we utilize the main beam constraints as described in the next section.
MAIN BEAM CONSTRAINTS
So far, we have addressed the problem of eliminating unwanted jammers to extract the signal from an arbitrary look direction. However, in practice the expected signal (target returns) can occur over a finite angle extent. The angle extent is established by the main beam of the transmitted wave (usually between the 3-dB points of the transmit field pattern). Target returns within the angle extent must be coherently processed for detection, and estimates of target Doppler and angle must be made. Adaptive processing which impacts these processes will lead to less than optimum performance and can lead to Similar constraints can be applied to the backward unexpected performance. This is accomplished in the method or the forward-backward method. least squares procedures by establishing look direcTo illustrate the effects of multiple constraints for tion constraints at multiple angles within the transthe radar array problem, the number of antenna elemitter main beam extent. The multiple constraints ments employed utilizing the forward method will are established by using a uniformly weighted array be N Å 21. For all the examples, the value of N will pattern for the same size array as the adaptive array be fixed. The performance across the main beam will under consideration. Multiple points are chosen on be compared for the cases of one, three, and five the nonadapted array pattern and a row is implelook direction constraints. This leads to the following mented in the matrix equations of (15), (19), and relationships: (21) at each of the desired angles; the corresponding
• N Å 21, L Å 1, and so M Å 11 and 10 jammers uniform complex antenna gains are placed in the Y can be cancelled; vector of (15), (19), and (21). Hence, for this prob-
• N Å 21, L Å 3, and so M Å 12 and 9 jammers lem the size of the matrix U, for example, is estabcan be cancelled; lished by the following: Let L be the number of look
• N Å 21, L Å 5, and so M Å 13 and 8 jammers direction constraints and M be the number of can be nulled. weights to be calculated; then M 0 L Å the number of jammers that can be nulled.
As an example, consider a target at 94Њ and with The first canceling equation uses data from the M a main beam look direction constraint placed at 90Њ. / 1 elements, and each successive canceling equaIt is seen from the main beam array pattern depicted tion is shifted by one element; therefore N 0 M equain Fig. 4 that the target at 94Њ has been nulled out. tions are required to effectively use the data from In Figs. 5, 6, and 7 the complex array gain is shown N-elements. Thus there are L-constraint equations for one, three, and five main beam constraints due and N 0 M canceling equations for the case of the to the same sets of random noise generated at the forward method described by (15) and (16). The 21 elements. For the three cases, the array gain in number of equations must equal the number of the target direction is not reduced as much as for weights; therefore the one constraint case (Fig. 5) , the two constraint case (Fig. 6 ), or the five constraint case (Fig. 7) .
(23) Also, the 10 vectors for the different simulation of noise are less randomly distributed for the five conThis leads to the relationship between the number straint case and hence some coherent integration of weights, number of constraints, and number of gain is possible. For the three constraint case the elements constraints were placed at 85Њ, 90Њ, and 95Њ. For the five constraint case, the main beam constraints were placed at 85Њ, 87.5Њ, 90Њ, 92.5Њ, and 95Њ. cate that the five constraint approach is still effective at a 40-dB signal-to-noise ratio, but breaks down at It is seen that for the five constraint case there is a 60-dB signal-to-noise ratio. no loss in array gain and the vectors from the 10 In summary, the main beam constraint allows the different runs are very nearly aligned. The five conlook direction constraint to be established over a finite beamwidth while maintaining the ability to adaptively null jammers in the sidelobe region. Although the mainbeam gain can become degraded if the signal becomes very strong this does not appear to be a serious limitation for practical radar processing cases.
CONCLUSION
A direct data domain least squares approach is presented to accurately and efficiently solve the adaptive antenna problem. The direct approach in general has a smaller Cramer-Rao bound than the stochastic approaches. Also, the direct approach can effectively deal with blinking jammers and coherent multipath returns without any problem. In addition, main beam constraints can easily be incorporated in while still maintaining the ability to adaptively null NY, 1990. jammers. Because of certain structures in the sys-8. Sarkar, T. K., Arvas, E., and Rao, S. M. Application of FFT tem matrix, the computational complexity can be and the conjugate gradient method for the solution of electromagnetic radiation from electrically large and small conductsignificantly reduced by utilizing the conjugate gra- application to radar system design.
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