This paper introduces almost partitionable sets to generalize the known concept of partitionable sets. These notions provide a unified frame to construct Z-cyclic patterned starter whist tournaments and cyclic balanced sampling plans excluding contiguous units. The existences of partitionable sets and almost partitionable sets are investigated. As an application, a large number of maximum or maximal optical orthogonal codes are constructed. These maximal optical orthogonal codes fail to be maximum for just one codeword.
Introduction
Given an abelian group (G, +) of order v ≡ 1 (mod 4), a partitionable set in G, briefly PS(G), is a set S of (v − 1)/4 unordered pairs from G such that (1) {x,y}∈S ±{x, y} = G \ {0};
(2) {x,y}∈S ±{x − y, x + y} = G \ {0}.
If G = Z v , the additive group of integers modulo v, then the notation of PS(v) is used.
The concept of partitionable sets was introduced in [40] to give constructions for cyclic balanced sampling plans excluding contiguous units (briefly BSEC) with block size four. More descriptions on their relationship will be given in Section 2.3.
Since the definition of partitionable sets requires v ≡ 1 (mod 4), it is natural to ask whether a similar definition can be given for v ≡ 3 (mod 4). Given an abelian group (G, +) of order v ≡ 3 (mod 4) and two nonzero elements α and β of G, a (G, α, β)-almost partitionable set, briefly APS(G, α, β), is a set S of (v − 3)/4 unordered pairs from G such that (1) {x,y}∈S ±{x, y} = G \ {0, α, −α};
(2) {x,y}∈S ±{x − y, x + y} = G \ {0, β, −β}.
If G = Z v , we will use the notation of APS(v, α, β) or, if it is not important to highlight the roles of α and β, of APS(v). In Section 2.1, we shall show that when v ≡ 1 (mod 4), a PS(v) exists if and only if there exists a Z-cyclic patterned starter whist tournament of order v; when v ≡ 3 (mod 4), an APS(v, α, α) for some α ∈ Z v exists if and only if there exists a Z-cyclic patterned starter whist tournament of order v + 1 (see Proposition 2.3). The whist tournament problem has a history of more than a hundred years [6] . Section 2.1 is devoted to exploring connections among PSs, APSs and various kinds of whist tournaments. Based on the relation between Z-cyclic directed whist tournaments and cyclic difference matrices, Section 2.2 presents the fact that a PS(v) implies a cyclic difference matrix of order v with five rows.
The necessary conditions for the existence of almost partitionable sets are discussed in Section 3. It will be shown that an APS(v, α, β) exists only if (see Lemma 3.1)
if v ≡ 7, 11 (mod 12).
Section 4 presents recursive constructions for APSs. We will show that if there exist a PS(v) and an APS(u, α, β) with u ≡ 7, 11 (mod 12), then there exists an APS(vu, vα, vβ) (see Corollary 4.3) . Motivated by the silver ratio construction for optical orthogonal codes in [15, Theorem 3 .1], a direct construction for APS(p, α, β) with p ≡ 7 (mod 8) a prime is established. Combining the recursive construction in Corollary 4.3, we give several infinite families of APS(v, α, β)s (see Corollary 4.8) for any α and β satisfying the basic necessary condition.
In Section 5, we give a "Kramer-Mesner kind" construction for PSs and APSs. It will be shown (see Theorem 5.6 ) that an APS(v, α, β) exists for any v ≡ 3 (mod 4), v < 300 and α, β satisfy the necessary condition (1) . Thus it can be conjectured that the necessary conditions for the existence of an APS(v, α, β) shown in Lemma 3.1 are also sufficient. On the other hand, our results on PSs and APSs allow us to obtain new Z-cyclic patterned starter whist tournaments.
Finally, as applications of partitionable sets and almost partitionable sets, we construct a large number of maximum or maximal optical orthogonal codes in Section 6. These maximal optical orthogonal codes fail to be maximum for just one codeword.
2 Interplay with various designs 2.1 Z-cyclic patterned starter whist tournaments In this section we will provide a link between the concepts of (almost) partitionable sets and whist tournaments.
A whist tournament on v players, briefly Wh(v), for v = 4n (or 4n + 1), is a schedule of games (a, b, c, d) where the unordered pairs {a, c}, {b, d} are called partners and the pairs {a, b}, {c, d}, {a, d}, {b, c} are called opponents, such that (1) the games are arranged into 4n − 1 (or 4n + 1) rounds, each of n games;
(2) each player plays in exactly one game in each round (or all rounds but one);
(3) each player partners every other player exactly once;
(4) each player has every other player as an opponent exactly twice.
A Wh(4n) is a particular type of (4n, 4, 3) resolvable balanced incomplete block designs, and a Wh(4n + 1) is a particular type of (4n + 1, 4, 3) near resolvable balanced incomplete block designs. The whist tournament problem was introduced by Moore [36] in 1896. Since 1970's, it has been known that a Wh(v) exists if and only if v ≡ 0, 1 (mod 4). See Chapter 11 in [7] for more details.
A Wh(4n + 1) is Z-cyclic if the players are taken in Z 4n+1 and the round j + 1 (mod 4n + 1) is obtained from round j by adding 1 (mod 4n + 1) to each element. A Wh(4n) is Z-cyclic if the players are the elements of Z 4n−1 ∪ {∞} and the rounds are similarly cyclically generated, where ∞ + 1 = ∞. Conventionally, in a Z-cyclic Wh(4n + 1), 0 is missing from the initial round.
Much less is known about the existence of Z-cyclic whist tournaments despite of the efforts of many authors, for example, Anderson, Finizio and Leonard [8] , Buratti [14] , Feng and Chang [22] , Ge and Ling [26] , etc. The interested reader is referred to [4] and the references therein.
For any odd positive integer u, the set {{x, −x} : x ∈ Z u \ {0}} is called the patterned starter for Z u , and it is sometimes convenient to call the set {{x, −x} : x ∈ Z u \ {0}} ∪ {{∞, 0}} the patterned starter for Z u ∪ {∞}. A Z-cyclic patterned starter Wh(v), briefly ZCPS-Wh(v), is a Z-cyclic Wh(v) if the collection of its initial round partner pairs forms the patterned starter for Z v when v = 4n + 1 or Z v−1 ∪ {∞} when v = 4n. Finizio [23] first introduced the concept of Z-cyclic patterned starter whist tournaments. Table 2 ] The initial round of a ZCPS-Wh(13) over Z 13 is given by the following games: (1, 5, −1, −5), (2, 3, −2, −3), (4, 6, −4, −6).
Example 2.2. [25, Example 1.1]
The initial round of a ZCPS-Wh(28) over Z 27 ∪ {∞} is given by the following games: (∞, 3, 0, −3), (4, 5, −4, −5), (6, 10, −6, −10), (11, 9, −11, −9) , (12, 7, −12, −7), (8, 2, −8, −2), (13, 1, −13, −1). 
By Condition (4) in the definition of whist tournaments, since the tournament is Z-cyclic we have
Then S forms a PS(v) when v ≡ 1 (mod 4) (resp. an APS(v, α, α) when v ≡ 3 (mod 4)). Conversely, reverse the above process to complete the proof.
Known results on partitionable sets
Zhang and Chang [40] in 2009 showed that a PS(v) with v ≡ 9 (mod 12) could exist only if v ≡ 81 (mod 108). Abel, Anderson and Finizio [1] in 2011 made the same conclusion for ZCPS-Wh(v). Hu and Ge [28] removed the condition "v ≡ 81 (mod 108)" in 2012. Bose and Cameron [12] in 1965 and Baker [9] in 1975 independently established the existence of ZCPS-Wh(p) for any prime p ≡ 1 (mod 4). Zhang and Chang [40] in 2009 presented the same result for PS(p). In fact Waston [37] in 1954 gave a more general result for the existence of ZCPS-Whs.
There exists a ZCPS-Wh(v), i.e., a PS(v), if v is a finite product of primes each congruent to 1 modulo 4. Theorem 2.5 can be obtained by the following standard recursive construction together with the existence of a ZCPS-Wh(p) for any prime p ≡ 1 (mod 4).
Construction 2.6. [8, Theorem 3.2] Let u, v ≡ 1 (mod 4). Then the existence of a ZCPS-Wh(u) and a ZCPS-Wh(v), i.e., a PS(u) and a PS(v), implies the existence of a ZCPS-Wh(uv), i.e., a PS(uv).
We summarize all the other known results on the existence of ZCPS-Wh(v) with v ≡ 1 (mod 4) as follows.
Theorem 2.7. There exists a ZCPS-Wh(v), i.e., a PS(v), for each of the following cases:
(1) [29, Lemma 5.6 ] v ≤ 300 and v ≡ 1, 5 (mod 12);
(2) [32] v = p 2 where 3 < p < 3500 and p ≡ 3 (mod 4) is a prime.
Known results on almost partitionable sets with α = β
For ZCPS-Wh(v + 1) with v ≡ 3 (mod 4), the known results are rare until very recently. Abel, Anderson and Finizio [1] developed necessary conditions for the existence of such tournaments. Hu and Ge [28, 29] (1) [29, Proposition 5.14] for v = 3p 2 where p ≡ 11 (mod 12) is a prime and 11 ≤ p ≤ 359;
(2) [28, Theorem 4.9 ] v = 3p where p is a prime and either p ≡ 13 (mod 24), or p ≡ 1 (mod 24) and p > 1.9 × 10 12 (or p ≤ 1201);
(3) [29, Theorem 4.6 ] v = 27p where p ≡ 13 (mod 24) is a prime and p ≥ 37.
Other variants of whist tournaments
Ever since the existence of whist tournaments was completely settled, the focus has turned to whist tournaments with additional properties. A game (a, b, c, d) can be seen as a cyclic order of the four players sitting round a table.
A directed whist tournament (DWh) is a whist tournament having the property that every player has every other player as an opponent on his left exactly once and as an opponent on his right exactly once. A DWh(v) is equivalent to a resolvable (v, 4, 1)-perfect Mendelsohn design [11] . By collecting all known results on resolvable perfect Mendelsohn designs, Abel, Bennett and Ge [2] showed that a DWh(v) exists if and only if v ≡ 0, 1 (mod 4) except for v = 4, 8, 12 and possibly for v ∈ {16, 20, 24, 32, 36, 44, 48, 52, 56, 64, 68, 76, 84, 88, 92, 96, 104, 108, 116, 124, 132, 148, 152, 156, 172, 184, 188}. Baker and Wilson [10] pointed out that no Z-cyclic DWh(v) exists whenever v ≡ 0 (mod 4), but no proof was provided. Finizio and Leonard gave a proof in [25] . If there exists a Z-cyclic DWh(4n + 1) with games (a i , b i , c i , d i ), 1 ≤ i ≤ n, in the initial round, then by the "directed" property, we have
Therefore, the following proposition holds. In the game (a, b, c, d), a and c are said to be partners of the first kind, while b and d are said to be partners of the second kind. An ordered whist tournament (OWh) is a whist tournament in which each player opposes every other player exactly once as a partner of the first kind and exactly once as a partner of the second kind. It is known that an OWh(v) exists if and only if v ≡ 1 (mod 4) [3, 21] .
If there exists a Z-cyclic OWh(4n + 1) with games (a i , b i , c i , d i ), 1 ≤ i ≤ n, in the initial round, then by the "ordered" property, we have
Therefore, the following proposition holds.
Proposition 2.13. [27, Theorem 4.5] Every ZCPS-Wh(4n + 1), i.e., a PS(4n + 1), is a Z-cyclic OWh(4n + 1).
We remark that Abel, Costa and Finizio [3] also stated Propositions 2.12 and 2.13 as their Corollary 5.
Difference matrices
If there exists a Z-cyclic DWh(4n + 1) with games (a i , b i , c i , d i ), 1 ≤ i ≤ n, in the initial round, then let
It is readily checked that [O|A 1 |A 2 | · · · |A n ] forms a CDM(4n + 1, 5, 1), where O = (0, 0, 0, 0, 0) T is a column vector. Combining Propositions 2.12 and 2.14, we have the following corollary.
Corollary 2.15. If there exists a ZCPS-Wh(4n + 1), i.e., a PS(4n + 1), then there exists a CDM(4n + 1, 5, 1).
Cyclic balanced sampling plans excluding contiguous units
The existence problem of partitionable sets was initially studied in [40] and, as an application, several infinite families of cyclic BSECs with block size four were presented.
Let X = (x 0 , x 1 , . . . , x v−1 ) be cyclically ordered. For 0 ≤ i ≤ v − 1, x i and x i+1 are said to be contiguous points, where the addition is reduced modulo v. A BSEC(v, k, 1) is a pair (X, B) where X is a set of v points in a cyclic ordering and B is a collection of k-subsets of X called blocks, such that any two contiguous points do not appear in any block while any two non-contiguous points appear in exactly one block. If a BSEC(v, k, 1) admits Z v as its automorphism group, then it is called cyclic and written simply as a CBSEC(v, k, 1).
Zhang and Chang [40] showed that if there exists a PS(v) for v ≡ 1, 5 (mod 12), then there exists a CBSEC(3v, 4, 1). By Proposition 2.4, a PS(v) exists only if v ≡ 1, 5 (mod 12). Therefore, the following theorem is stated. 
Necessary conditions for almost partitionable sets
Proposition 2.8 shows necessary conditions for the existence of a ZCPS-Wh(v + 1), i.e., an APS(v, α, α) for some α ∈ Z v . In this section we provide necessary conditions for the existence of an APS(v, α, β).
Proof. Denote by S an APS(v, α, β). By the definition of APS, we can compute the sum of squares of all elements in Z v in three ways as follows:
It follows that
Since gcd(2, v) = 1, the conclusion follows immediately.
Let v ≡ 3 (mod 12) and v = 3p 1 p 2 · · · p s , where the p i 's are different primes such that p i ≡ ±3 (mod 8) for each i ∈ {1, 2, . . . , s}. If there exists an APS(v, α, β), then α, β ∈ {v/3, 2v/3}.
. Since 2 is a not a square in Z * p for any prime p ≡ ±3 (mod 8), we have that α ≡ β ≡ 0 (mod v 3 ). As expected, Lemma 3.1 provides weaker necessary conditions for the existence of APS(v, α, β) than those for the existence of APS(v, α, α) in Proposition 2.8. For example, by Proposition 2.8(1), an APS(7, α, α) does not exist for any α ∈ Z 7 , but we can construct an APS(7, 2, 1) consisting of only one pair {1, 4}, which satisfies Lemma 3.1. Now we apply Lemma 3.1 to determine for what values of v, an APS(v, α, β) for any α and β cannot exist. Lemma 3.3. In each of the following cases, there is no APS(v, α, β) for any α and β:
(2) v ≡ 15 (mod 36) and v = 3p 1 p 2 · · · p s , where the p i 's are different primes such that p i ≡ ±3 (mod 8) for each i ∈ {1, 2, . . . , s};
(3) v ≡ 7, 11 (mod 12) and v = p 1 p 2 · · · p t , where the p i 's are different primes such that p i ≡ ±3 (mod 8) for each i ∈ {1, 2, . . . , t}.
Proof. When v ≡ 3 (mod 12) (including v ≡ 15 (mod 36)), by Lemma 3.1, it suffices to show that in the given assumption of v, for any α,
The maximal power of 3 that divides 2α 2 − β 2 is even, while the maximal power of 3 that
Next we show that, for any v ≡ 3 (mod 4) that does not satisfy the conditions (1), (2) (1) If v ≡ 3 (mod 12), then there exist nonzero (modulo v) α and β such that
Proof. Let v ≡ 3 (mod 12) that does not satisfy the conditions of Lemma 3.3. Then v = 3 d p γ1 1 p γ2 2 · · · p γs s for some odd integer d, where the p i 's are different primes not equal to 3. There are the following possibilities: 
. Therefore by the Chinese remainder theorem, we obtain the existence of the required α and β modulo v. 
1 ), or when γ 1 = 1, note that 2 is a square in Z * p1 . Proceeding as before, by the Chinese remainder theorem, we can require
for example take α 2 = 0 and β 2 = √ 3 d−1 . Again, by the Chinese remainder theorem, we obtain the existence of the required α and β modulo v.
Let v ≡ 7, 11 (mod 12) that does not satisfy the conditions of Lemma 3.3. Then v = p γ1 1 p γ2 2 · · · p γt t , where the p i 's are different primes. There are the following possibilities:
CASE C: We can assume γ 1 > 1. Therefore there exist α 1 , β 1 ≡ 0 (mod p γ1 1 ) such that 2α 2 1 − β 2 1 ≡ 0 (mod p γ1 1 ). Proceeding as before, by the Chinese remainder theorem, there exist
. Proceeding as before, by the Chinese remainder theorem, we obtain the existence of α and β such that 2α 2 − β 2 ≡ 0 (mod v).
Recursive constructions for almost partitionable sets
Let (G, +) be an abelian group. A partial partitionable set in G with two subsets A 1 and
According to the definition of partial partitionable sets, the following construction is straightforward.
is often called a Z-cyclic patterned starter whist tournament frame, denoted by a ZCPS-Wh-frame(h n ). Construction 4.1 unifies and generalizes Lemmas 3.2, 3.3 and 3.4 in [28] , which are referred to as frame constructions for ZCPS-Whs. 
Proof. Let T be a PPS(Z v , A 1 , A 2 ). Consider the set S of unordered pairs from Z vu given by
Since gcd(u, 6) = 1, we have
Therefore S is a PPS(Z vu , B 1 , B 2 ). The use of Corollary 4.3 relies on the existence of some APS(u, α, β)s with u ≡ 7, 11 (mod 12). By Theorems 2.9 and 2.10, the only known APS with such parameters is APS(175, 35, 35) (see Example 5.7 in [29] ). Here motivated by the silver ratio construction for optical orthogonal codes in [15, Theorem 3.1], we present the following construction for APS(p, α, β) with p ≡ 7 (mod 8) a prime.
Let Z * p be the multiplicative group of nonzero integers modulo a prime p. Proof. Consider the set S of unordered pairs from Z p given by
Since θ satisfies the equation x(x − 1) = x + 1, we have
Therefore S is an APS(p, 1, θ − 1). Construction 4.7. Let p ≡ 7 (mod 8) and q ≡ 5 (mod 8) be both primes. If there exists an APS(p, α, β) for any α and β such that 2α 2 −β 2 ≡ 0 (mod p), then there exists an APS(pq, α 1 , β 1 ) for any α 1 and β 1 such that 2α 2 1 − β 2 1 ≡ 0 (mod pq).
Proof. By Theorem 2.5, there exists a PS(q) for any prime q ≡ 5 (mod 8). A prime p ≡ 7 (mod 8) implies p ≡ 7, 23 (mod 24). So we can apply Corollary 4.3 with an APS(p, α, β) and a PS(q) to obtain an APS(pq, qα, qβ). If we can show that the number of solutions modulo p of the congruence 2α 2 − β 2 ≡ 0 (mod p) is the same as the number of solutions modulo pq of the congruence 2α 2 1 − β 2 1 ≡ 0 (mod pq), then the proof is completed. Since p ≡ 7 (mod 8) is a prime, 2α 2 − β 2 ≡ 0 (mod p) implies β ≡ ± √ 2α (mod p). Thus the number of solutions modulo p of the congruence 2α 2 − β 2 ≡ 0 (mod p) is 2p − 1. On the other hand, due to q ≡ 5 (mod 8), 2 is not a square modulo q. So 2α 2 1 − β 2 1 ≡ 0 (mod q) has the unique solution (α 1 , β 1 ) ≡ (0, 0) (mod q). Therefore, by the Chinese remainder theorem, the number of solutions modulo pq of the congruence 2α 2 1 − β 2 1 ≡ 0 (mod pq) is also 2p − 1.
Combining Corollary 4.6 and Construction 4.7, we have the following result. 
Kramer-Mesner method
A celebrated technique for the construction of designs with prescribed automorphism groups is the Kramer-Mesner method (see [31] and also [30] ), which reduces the existence problem of designs to the solution problem of suitable linear systems M X = J. Group actions are also used in order to further simplify the problem. The purpose of this section is to provide a similar method to construct partitionable sets, almost partitionable sets and, more in general, partial partitionable sets.
First of all we introduce some notations about the group action on a set. Given an action of a group H on the set X we will denote by X/H the set of orbits of this action and, for x ∈ X, • H acts on G \ A 1 and on G \ A 2 respectively (i.e. A 1 and A 2 are union of orbits).
H can be seen as an action on G. Proof. Let z 1 , z 2 ∈ [z]. Then there exists an h ∈ H such that z 2 = z h 1 . Since h is an automorphism of (G, +), we have
Therefore h induces a bijection between D(B) z1 and D(B) z2 .
The first n rows of M are labeled by [x i ] for 1 ≤ i ≤ n, and the last n rows are labeled by [x i−n ] for n + 1 ≤ i ≤ 2n. Define a column vector J = (J i ) of length 2n, where
Proposition 5.3. Let H be an automorphism group of (G, +) such that −Id ∈ H and let A 1 , A 2 be subsets of G which are union of orbits of the action of G on H. If there exists a 0-1 solution vector X to M X = J, then there exists a PPS(G, A 1 , A 2 ).
Proof. Since M X = J has a 0-1 solution vector X = (X j ), if [x i ] ⊆ G \ A 1 for 1 ≤ i ≤ n, then there exists a unique orbit [B j ] ∈ G 2 /H such that w(x i , U(B j )) = 1 and X j = 1. By Lemma 5.1, w(x, U(B j )) = 1 for any x ∈ [x i ].
If [x i−n ] ⊆ G \ A 2 for n + 1 ≤ i ≤ 2n, then there exists a unique orbit [B j ] ∈ G 2 /H such that w(x i , D(B j )) = 1 and X j = 1. By Lemma 5.2, w(x, D(B j )) = 1 for any x ∈ [x i−n ].
If [x i ] ⊆ A 1 for 1 ≤ i ≤ n, then for any 1 ≤ j ≤ m such that X j = 1, we have w(x i , U(B j )) = 0. If [x i−n ] ⊆ A 2 for n + 1 ≤ i ≤ 2n, then for any 1 ≤ j ≤ m such that X j = 1, we have w(x i , D(B j )) = 0. Write
Since −Id ∈ H, for any B ∈ S 1 , we have −B ∈ S 1 . Now we define S to be a subfamily of S 1 that contains exactly one element from each pair {B, −B} where B varies in S 1 . Then S is a PPS(G, A 1 , A 2 ).
As an application of Proposition 5.3 we obtain the following partitionable sets. Proof. By Proposition 2.4, a PS(pq), i.e., a ZCPS-Wh(pq), exists only if pq ≡ 1, 5 (mod 12). Thus it is required in the assumption that p and q are both greater than 3. When p = q, the conclusion follows from Theorem 2.7 (2) . For all the other values of p and q, we list them in the following To apply Proposition 5.3 to find PS(pq)s, we take G = Z pq . Since p and q are coprime, G is isomorphic to Z p × Z q under the mapping ρ : x → (x (mod p), x (mod q)), where x ∈ G. Let ξ p be an element of order p − 1 in Z * p and ξ q be an element of order p − 1 in Z * q . Then (ξ p , ξ q ) is an element of order p − 1 in Z * p × Z * q . Clearly (−1, −1) ∈< (ξ p , ξ q ) >, which is the multiplicative group generated by (ξ p , ξ q ) in Z * p × Z * q . Take the element ξ p,q from G such that ξ p,q corresponds to (ξ p , ξ q ) under the mapping ρ. Let H =< ξ p,q >. Then −1 ∈ H and H is an automorphism group of G. By Proposition 5.3, it suffices to solve the system M X = J by computer search.
For example, when p = 7 and q = 19, we take ξ 7 = 3 and ξ 19 The interested reader can get a copy of the solutions for all the other values of p and q from the authors. Proposition 5.3 can be also used to look for almost partitionable sets. Here we list a few AP Ss which are obtained by using nontrivial group actions. Examples which use the action of {Id, −Id} will be studied in the next paragraph. Proof. Let v = 3pq, where (v, p, q) ∈ {(651, 7, 31), (2343, 11, 71), (4323, 11, 131)}. To apply Proposition 5.3 to find APS(3pq)s, we take G = Z 3pq . Note that G is isomorphic to Z 3 × Z p × Z q under the mapping ρ : x → (x (mod 3), x (mod p), x (mod q)), where x ∈ G. Let ξ p be an element of order p − 1 in Z * p and ξ q be an element of order p − 1 in Z * q . Then (−1, ξ p , ξ q ) is an element of order p − 1 in Z * 3 × Z * p × Z * q . Since (p − 1)/2 is odd, we have (−1, −1, −1) ∈< (−1, ξ p , ξ q ) >. Take the element ξ p,q from G such that ξ p,q corresponds to (−1, ξ p , ξ q ) under the mapping ρ. Let H =< ξ p,q >. Then −1 ∈ H and H is an automorphism group of G. By Proposition 5.3, it suffices to solve the system M X = J by computer search.
For example, when p = 7 and q = 31, we take ξ 7 = 5 and ξ 31 = 6. Then ξ 7,31 = 68. Take H =< 68 >. Solving M X = J, we find 54 initial pairs which are marked by underlines below. By the action of H, we obtain the following APS(651, 217, 217): 
if v ≡ 7, 11 (mod 12). The interested reader can get a copy of all the other data from the authors.
Applications to optical orthogonal codes
The target of this section is to construct optical orthogonal codes using partitionable sets and almost partitionable sets. Sets and multisets will be denoted by curly braces { } and square brackets [ ], respectively. Every union will be understood as multiset union with multiplicities of elements preserved.
A (v, k, 1)-optical orthogonal code (OOC) is defined as a set B = {B 1 , B 2 , . . . , B s } of k-subsets (called codewords) of Z v whose list of differences
does not contain repeated elements. It is called maximum if the size of L(B) := Z v \ ∆B that is the set of missing differences is less than or equal to k(k − 1). L(B) is often referred to as the leave of B (see, for example, [38] ). A (v, k, 1)-OOC, B, is called maximal if there does not exist another (v, k, 1)-OOC, B ′ , such that B ⊂ B ′ (see, for example, [5] ).
Many constructions of OOCs (see, for example, [15, 34, 39] ) were obtained as an application of strong difference families. Let Σ = [F 1 , F 2 , . . . , F s ] be a family of multisets of size k of an abelian group (G, +) of order g, where F i = [f i,1 , f i,2 , . . . , f i,k ] for 1 ≤ i ≤ s. Σ is said to be a (G, k, µ) strong difference family if the list
i.e., every element of G (0 included) appears exactly µ times in the multiset ∆Σ. The members of Σ are called base blocks.
The concept of strong difference family was introduced by Buratti in [13] and revisited in [35] . Similarly to what has been done in [19, 20, 18] , here we will focus on three particular SDFs with some special "patterns" and we will look for second components: the main ingredients for this purpose will be given by PSs and APSs. More precisely we will use the following three SDFs: Proof. Let S be a PS(v) or an APS(v, α, β). We here construct a (3v, 4, 1)-OOC (resp. (5v, 5, 1)- Then F 1 is a maximum (3v, 4, 1)-OOC whenever gcd(v, 6) = 1 and F 2 is a maximum (5v, 5, 1)-OOC whenever gcd(v, 10) = 1.
Families of maximum OOCs
It is readily checked that ∆F 1 = i∈Z3 {i} × D i and
, which is of size 9, and so F 1 is a maximum (3v, 4, 1)-OOC. Similarly, L(
, which is of size 15, and so F 2 is a maximum (5v, 4, 1)-OOC.
We remark that in the proof of Theorem 6.1, strong different families are employed implicitly since the first coordinates of elements in F 1 and F 2 form a (Z 3 , 4, 4)-SDF and a (Z 5 , 5, 4)-SDF, respectively. We also remark that if the input APS in Theorem 6.1 is an APS(p, 1, θ − 1) that is from Lemma 4.4, then the resulting OOCs are those of Theorem 3.1 of [15] . Theorem 6.2. Let v ≡ 1 (mod 4) and gcd(v, 45) = 1. If there exists a PS(v), then there exists a maximum (45v, 5, 1)-OOC.
Proof. Let S be a PS(v). We first construct the following family F of codewords on Z 45 × Z v ∼ = Z 45v , whose first coordinates form a (Z 45 , 5, 4)-SDF: It is readily checked that ∆F = i∈Z45 {i} × D i , where D 0 = {x,y}∈S ±{2x, 2y}; 
Families of maximal OOCs
In this subsection, we shall provide some families of maximal OOCs which fail to be maximum for just one codeword.
Let q be a prime power. We denote by F q the finite field of order q. If q ≡ 1 (mod d), then C d,q 0 will denote the group of nonzero dth powers of F q and once a primitive element ω of F q has been fixed, we set C d,q i = ω i · C d,q 0 for i = 0, 1, . . . , d − 1. We also name by
for given positive integers d and m. The following lemma characterizes the existence of elements satisfying certain cyclotomic conditions in a finite field. 
βi for i = 0, 1, . . . , m − 1}. Then X is not empty for any prime power q ≡ 1 (mod d) and q > Q(d, m). Lemma 6.4. Let p ≡ 3 (mod 4) and q ≡ 3 (mod 4) be primes such that p > q > 3. Then there exists a PPS(Z pq , pZ pq ∪ qZ pq , pZ pq ∪ qZ pq ).
Proof. Since p and q are two different primes,
0 , x 2 − y 2 ∈ C 2,q 1 . By Lemma 6.3, the desired values of x 1 , x 2 , y 1 and y 2 exist for all primes p > q > Q(2, 3) = 45.86. For Q(2, 3) > p > q > 3, we can take (p, x 1 , y 1 ) = (11, 1, 3) , (19, 1, 4) , (23, 1, 8) , (31, 1, 4) , (43, 1, 9) , and (q, x 2 , y 2 ) = (7, 1, 3), (11, 1, 2), (19, 1, 8) , (23, 1, 5) , (31, 1, 3) .
Note that −1 ∈ C 2,p 1 and −1 ∈ C 2,q 1 . We have 2) a maximal (5pq, 5, 1)-OOC.
Proof. We here construct a (3pq, 4, 1)-OOC (resp. (5pq, 5, 1)-OOC) on Z 3 × Z pq ∼ = Z 3pq (resp. Z 5 ×Z pq ∼ = Z 5pq ). Let S be a PPS(Z pq , {0, ±qα 1 , ±pα 2 }, {0, ±qβ 1 , ±pβ 2 }), which exists by Lemma 6.5. Let Then
The leave of F 1 is
and the leave of F 2 is
Therefore |L(F 1 )| = 15 which yields that F 1 is a (3pq, 4, 1)-OOC having exactly one codeword smaller than a maximum (3pq, 4, 1)-OOC. Similarly, |L(F 2 )| = 25 which yields that F 2 is a (5pq, 5, 1)-OOC having exactly one codeword smaller than a maximum (5pq, 5, 1)-OOC. It remains to show that F 1 and F 2 are maximal. Assume that F 1 could be extended by adding
Note that each element in {±2qα 1 , ±qβ 1 } is not divisible by p, and each element in {±2pα 2 , ±pβ 2 } is not divisible by q. It follows that the second coordinates of v 1 , v 2 , v 3 , v 4 must be divisible by p (or by q) at the same time; otherwise, there would be some difference v i − v j ∈ L(F 1 ) \ {(0, 0)}. Hence ∆B contributes 12 differences whose second coordinates are divisible by p (or by q) at the same time, but this is absurd because L(F 1 ) \ {(0, 0)} contains only 8 such differences. Therefore F 1 is maximal.
Similarly, assume that F 2 could be extended by adding a new codeword
Note that each element in {±2qα 1 , ±qα 1 , ±qβ 1 } is not divisible by p, and each element in {±2pα 2 , ±pα 2 , ±pβ 2 } is not divisible by q. It follows that the second coordinates of v 1 , v 2 , v 3 , v 4 , v 5 must be divisible by p (or by q) at the same time, and so ∆B contributes 20 differences whose second coordinates are divisible by p (or by q) at the same time. A contradiction occurs because L(F 2 ) \ {(0, 0)} contains only 14 such differences. Therefore F 2 is maximal.
Let U (p 2 ) be the group of units in Z/p 2 . Proof. Consider the set of pairs S 1 = {{θ 2i−1 , θ 2i } | 1 ≤ i ≤ (p 2 − p − 2)/4}. Note that θ satisfies the equation x(x − 1) = x + 1. We have
Since the powers of θ cover, up to the sign, all the classes modulo p 2 that are coprime with p, those powers also cover (up to the sign) all the nonzero classes modulo p. Thus θ generates Z * p /{1, −1}. Let S 2 = {{pθ 2i−1 , pθ 2i } | 1 ≤ i ≤ (p − 3)/4}. We have Therefore, S 1 ∪ S 2 forms a PPS(Z p 2 , {0, ±1, ±p}, {0, ±(θ − 1), ±p(θ − 1)}). Lemma 6.8. Let p ≡ 7 (mod 8) be a prime. If there is a PPS(Z p 2 , {0, ±α, ±pα}, {0, ±β, ±pβ}), then 2α 2 − β 2 ≡ 0 (mod p 2 ).
Proof. Let S be a PPS(Z p 2 , {0, ±α, ±pα}, {0, ±β, ±pβ}). By the definition of PPS, we can compute the sum of squares of all elements in Z p 2 in three ways as follows: Hence 2α 2 − β 2 ≡ 0 (mod p 2 ). Theorem 6.9. Suppose that p ≡ 7 (mod 8) is a prime, and θ = 1 + √ 2 generates U (p 2 )/{1, −1}. Then a PPS(Z p 2 , {0, ±α, ±pα}, {0, ±β, ±pβ}) exists if and only if 2α 2 − β 2 ≡ 0 (mod p 2 ).
Proof. The necessity follows from Lemma 6.8. It remains to examine the sufficiency. Assume that β ≡ ± √ 2α (mod p 2 ). Let S be a PPS(Z p 2 , {0, ±1, ±p}, {0, ±(θ − 1), ±p(θ − 1)}) given by Lemma 6.7. Then {{αx, αy} | {x, y} ∈ S} is a PPS(Z p 2 , {0, ±α, ±pα}, {0, ±β, ±pβ}). Theorem 6.10. Let p ≡ 7 (mod 8) be a prime. If θ = 1 + √ 2 generates U (p 2 )/{1, −1}, then there exist 1) a maximal (3p 2 , 4, 1)-OOC, and 2) a maximal (5p 2 , 5, 1)-OOC.
Proof. We here construct a (3p 2 , 4, 1)-OOC (resp. (5p 2 , 5, 1)-OOC) on Z 3 × Z p 2 ∼ = Z 3p 2 (resp. Z 5 × Z p 2 ∼ = Z 5p 2 ). Let S be a PPS(Z p 2 , {0, ±1, ±p}, {0, ±(θ − 1), ±p(θ − 1)}) given by Lemma 6.7. Let Therefore |L(F 1 )| = 15 which yields that F 1 is a (3p 2 , 4, 1)-OOC having exactly one codeword smaller than a maximum (3p 2 , 4, 1)-OOC. Similarly, |L(F 2 )| = 25 which yields that F 2 is a (5p 2 , 5, 1)-OOC having exactly one codeword smaller than a maximum (5p 2 , 5, 1)-OOC.
It remains to show that F 1 and F 2 are maximal. Assume that F 1 could be extended by adding a new codeword B = {v 1 , v 2 , v 3 , v 4 } on Z 3 × Z p 2 satisfying ∆B ⊆ L(F 1 ) \ {(0, 0)} = ({0} × {±2, ±2p}) ∪ ({1, −1} × {0, ± √ 2, ±p √ 2}).
It follows that ∆B has at least 6 and at most 8 elements which belong to Z 3 × pZ p 2 . W.l.o.g, assume that v 1 = (0, 0), Since v 3 − v 2 ∈ (L(F 1 ) \ {(0, 0)}) ∩ (Z 3 × pZ p 2 ), we can assume, up to the sign, that v 2 = (1, 0) and v 3 = (−1, p √ 2) or (−1, −p √ 2). However, in both cases there is no v 4 ∈ L(F 1 ) \ (Z 3 × pZ p 2 ) such that v 4 − v 2 , v 4 − v 3 ∈ L(F 1 ) \ (Z 3 × pZ p 2 ). Therefore F 1 is maximal.
Similarly, assume that It follows that ∆B has at least 10 and at most 14 elements which belong to Z 5 × pZ p 2 . W.l.o.g, assume that v 1 = (0, 0), v 2 , v 3 , v 4 ∈ (L(F 2 ) \ {(0, 0)}) ∩ (Z 5 × pZ p 2 ) and v 5 is invertible. However, no v 2 , v 3 and v 4 exist such that
. Therefore F 2 is maximal.
Remark 6.11. The number of primes p satisfying p ≡ 7 (mod 8) and p < 2000 is 78. Theorem 6.10 works for 59 of them, which are listed in the following 
