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require postoperative discharge to an inpatient rehabilitation center or nursing facility, i.e., nonroutine discharge, could help facilitate preoperative insurance precertification for nonroutine discharge.
Previous studies of discharge destination after spine surgery have highlighted several risk factors for nonroutine discharge. 6, 7, 10, 17, [19] [20] [21] [22] 27 Few have developed predictive models, and none have considered model evaluation metrics such as calibration and decision analysis. Furthermore, none have applied modern techniques such as machine learning.
The purposes of this study were as follows: 1) to develop machine learning models for preoperative prediction of nonroutine discharge in patients undergoing elective spine surgery for lumbar disc displacement or disc degeneration in a large multiinstitutional surgical registry and 2) to deploy these models as open-access web applications for healthcare professionals.
Methods

Guidelines
The Transparent Reporting of multivariable Prediction Models for Individual Prognosis or Diagnosis (TRIPOD) and the Guidelines for Developing and Reporting Machine Learning Predictive Models in Biomedical Research were followed. 3, 14 The present study is a retrospective machine learning classification study (outcome was binary categorical) for preoperative prognostication in patients undergoing spine surgery for lumbar degenerative disc disorders.
Data Source
The National Surgical Quality Improvement Program (NSQIP) is a clinical registry of 30-day outcomes extensively studied in spine surgery. 11, 25 Institutional review board approval specific to this study was not sought as the de-identified NSQIP data have been previously exempted for individual review by our institutional review board.
Participants
We queried the NSQIP database to identify patients in whom the following inclusion criteria were met: 1) inpatient operation, 2) elective surgery, 3) Current Procedural Terminology code for decompression or decompression and fusion at lumbar levels, 4) primary postoperative diagnosis of the International Classification of Disease for lumbar disc displacement or lumbar disc degeneration (which for convenience we collectively refer to as lumbar degenerative disc disorders), 5) general anesthesia, 6) American Society of Anesthesiologists (ASA) classification I-IV, 7) subspecialty neurosurgery or orthopedics, and 8) year of operation 2011 to 2016.
We excluded patients with the following factors: 1) preoperative wound infection, 2) preoperative systemic inflammatory response syndrome (SIRS), sepsis, or septic shock, 3) emergency surgery, 4) admission from any setting other than home, and 5) ventilator dependent preoperatively. NSQIP procedural codes were reviewed to ensure that patients did not undergo additional major surgical procedures unrelated to the spine surgery.
Outcomes
The primary dependent variables evaluated was discharge disposition, categorized as a binary outcome (routine, nonroutine). Nonroutine discharge was defined as any discharge other than to home.
Candidate Covariates
The following preoperative covariates were extracted and considered candidate features for final modeling if missing in fewer than 30% of patients: age (continuous), sex (male, female), body mass index (BMI) (continuous), fusion (yes, no), approach (anterior, posterior, combined), level of surgery (1 or 2 levels, 3 or more levels), instrumentation (yes, no), preoperative functional status (independent, dependent), preoperative hematocrit level (continuous), preoperative white blood cell count (continuous), platelet count (continuous), preoperative creatinine level (continuous), preoperative sodium level (continuous), preoperative albumin level (continuous), ASA classification (I, II, III, IV), steroid use for chronic condition, diabetes (none, requiring oral medication, insulin dependent), current smoking status, hypertension requiring medication, bleeding disorders, history of congestive heart failure, and chronic obstructive pulmonary disease. Multiple imputation with chained equations was used to impute missing data.
Statistical Analysis
A stratified 80:20 split of the available data was carried out. The training set was used for algorithm training and assessment of performance by 10-fold cross-validation. All study variables were entered into random forest algorithms, and recursive feature selection was used to identify the subset of features employed in final modeling.
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Neural network, support vector machine, Bayes point machine, and boosted decision tree models were subsequently trained to predict 30-day mortality. 8, 13, 16 The bestperforming model was used to predict discharge disposition in the testing set. Model performance was assessed by discrimination (c-statistic, receiver operating curve), calibration (calibration plot, calibration slope, calibration intercept), and overall performance (Brier score). The null model Brier score (assigning a probability of nonroutine discharge equivalent to the prevalence of nonroutine discharge) was calculated for comparison.
Application Development
The best algorithm across the model performance metrics for predicting nonroutine discharge disposition was incorporated into an interactive interface and deployed as an open-access web application (Fig. 1) . The Anaconda Distribution (Anaconda, Inc.), Microsoft Azure (Microsoft Corporation), R version 3.4.4 (The R Foundation), RStudio version 1.0.153 (RStudio), and Python version 3.6 (Python Software Foundation) were used for data analysis, model creation, and web application development.
Results
The rate of nonroutine discharge in 26,364 patients undergoing elective inpatient surgery for lumbar degen-erative disc disorders was 9.28%. Predictive factors selected by random forest algorithms were age, sex, BMI, fusion, level, functional status, extent and severity of comorbid disease (ASA classification), diabetes, and preoperative hematocrit level. ). Overall, 56.2% of patients underwent fusion, 82.5% underwent surgery via the posterior approach, and 36.7% had surgery at 3 or more levels (Table 1) .
Training Set Performance
The discrimination of the algorithms on the training set ranged from a c-statistic of 0.773 for the support vector machine to c-statistic of 0.815 for the neural network ( Table 2 ). The calibration slope ranged from 0.684 for the boosted decision tree to 1.015 for the Bayes point machine (Fig. 2) . The calibration intercept ranged from -0.026 for the neural network to 0.001 boosted decision tree. On overall performance assessment, the Brier score ranged from 0.0725 for the neural network to 0.0768 for the boosted decision tree. In comparison, the null model Brier score was 0.086. The neural network was chosen as the final model with superior performance across discrimination, calibration, and Brier score. The model was incorporated into an interactive web application and deployed as an open access platform here: https://sorg-apps.shinyapps. io/discdisposition/.
Testing Set Performance
On evaluation in the testing set (n = 5273), the neural network had a c-statistic of 0.823 (Fig. 3) , calibration slope of 0.935, calibration intercept of 0.026, and Brier score of 0.0713 (Fig. 4) . On decision curve analysis, the algorithm showed greater net benefit for changing management over all threshold probabilities than changing management on the basis of the ASA classification alone or for all patients or for no patients (Fig. 5) .
Discussion
Four machine learning algorithms were successfully developed for prediction of nonroutine discharge disposition after elective inpatient surgery for lumbar disc herniation or disc degeneration disorders. The best model, the neural network, performed well on internal validation and was subsequently incorporated into an open-access web application for healthcare professionals.
The features selected by random forest algorithms for prediction of nonroutine discharge concurred with previous studies of risk factors for nonroutine discharge. McGirt et al. previously studied 6921 elective lumbar spine surgery patients with a 9.4% rate of nonroutine discharge from the Quality and Outcomes Database and identified as risk factors age, ASA classification, nonindependent ambulation, Oswestry Disability Index score, diabetes, and fusion procedure. of nonroutine discharge after anterior cervical discectomy and fusion and reported age, obesity, diabetes, functional status, and ASA classification as predictive factors for discharge to facility other than home. 6 Kanaan et al. conducted a single-center retrospective analysis of 339 patients undergoing lumbar laminectomy and identified age, distance walked during hospital stay, and length of stay as predictors of discharge to home. 10 In a retrospective review of 18,122 hospitalizations for lumbar spine procedures, Deyo et al. described age and spinal arthrodesis as risk factors for discharge to a nursing home, postoperative complications, length of hospitalization, and total charges. 5 In spine surgery, others have previously created risk scores and calculators based on regression analysis for preoperative prediction concerning nonhome discharge. The Carolina-Semmes grading scale created by McGirt et al. for nonhome discharges in elective lumbar spine surgery achieved an area under the curve (AUC) equal to 0.731. 17 In surgery overall, Hyder et al. studied 88,068 inpatient general and vascular surgery patients with a 13.4% rate of nonhome discharges and derived a logistic regression-based calculator using age, ASA classification, elective surgery, and preadmission residence. 9 Validation of the algorithm in 19,514 orthopedic patients with a 61.5% rate of home discharge resulted in a c-statistic of 0.876. It is striking to note the discrimination of the overall ortho- The work presented here extends prior prediction studies by using machine learning for the most common population of patients undergoing spine surgery. Furthermore, this work has demonstrated discrimination comparable to or greater than existing studies that focused on elective lumbar spine surgery and utilized critical model assessment metrics neglected by prior studies. The calibration analysis presented in the present study shows the drawbacks of focusing on discrimination alone, as the boosted decision tree achieved a c-statistic greater than the support vector machine but performed much worse on calibration.
The decision curve analysis provides practical insight into the potential impact of the model. For example, consider a hypothetical case in which obtaining preoperative insurance precertification was the proposed change in management. If the threshold probability of nonroutine discharge for deciding to obtain preoperative insurance precertification for a particular hospital were 20%, then the relative weight of true positives to false positives would be approximately 1 to 4 and using the model would result in a standardized net benefit of approximately 0.25. In the testing set, at a threshold of 20% predicted prob- 
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Chronic steroid use 864 (3.3) Bleeding disorder 303 (1.1) ability, the positive predictive value for the neural network was 33% and the sensitivity (true positive rate) was 54%.
At this threshold of 20% predicted probability, half of all patients requiring nonroutine discharge would be captured for a cost of two false positives per one true positive. In monetary terms, let us assume a hypothetical scenario in which each additional day in the hospital costs $1000 and preoperative prediction results in elimination of 2 unnecessary postoperative hospital days. Furthermore, let us assume that obtaining insurance precertification requires 2 hours of case management time, valued at $100 per hour. Overall, for every 3 patients predicted to have a nonroutine discharge by the model, 1 does have a nonroutine discharge and 2 do not. The cost saving is $2000 for the patient with nonroutine discharge minus the $600 for the 6 hours of total case management time (2 hours on the patient with nonroutine discharge plus 4 hours for the other 2 patients who did not have nonroutine discharge). The net cost saving is $1400. Compared to the strategy of changing management for no patients, for all patients, or for patients based on the ASA class alone, the potential financial return of a targeted insurance precertification based on the neural network may offer significant cost savings to healthcare systems. The limitations of this study include lack of psychosocial factors previously implicated in nursing home uti- 
FIG. 4.
Calibration plot for the neural network on testing set (n = 5273).
FIG. 3.
Receiver operating curve for the neural network on testing set (n = 5273).
lization and nonhome discharge such as home residence with spouse or children, social support, depression, anxiety, and income. 12, 15 Additional important socioeconomic factors such as educational attainment, employment status, insurance status, insurance type, and median income of zip code of residence could not be evaluated in this study. Clinical factors such as duration of symptoms, preoperative neurological deficit, and previous spine surgery were unavailable in the NSQIP database. Furthermore, the quality of the NSQIP database may be less than that of single-institution prospectively collected, and physiciancurated data. In addition, although the neural network showed good performance on internal validation with a large multiinstitutional national sample, the external validation of this algorithm in an independent sample remains to be undertaken. External validation of this algorithm in physician-curated institutional databases and prospective studies is necessary for widespread use.
However, this study is still significant because it represents the first machine learning study for preoperative discharge planning in elective lumbar disc disease surgery. The blueprint for developing and assessing machine learning algorithms can be used in future studies that incorporate additional social factors previously studied for nonroutine discharge. Furthermore, no previous study in lumbar disc disease has deployed machine learning algorithms as an open-access decision tool; in the future, this model could be integrated into electronic health record systems as a digital decision support tool. Prior work with electronic health records for prediction of mortality and morbidity in surgery has shown promise for automated feature extraction and embedded machine learning.
1 Integration of preoperative discharge planning into such a system for elective inpatient lumbar spine surgery is likely to offer significant benefit to healthcare systems seeking to enhance value-based care.
Conclusions
Machine learning algorithms show promising results on internal validation for the preoperative prediction of nonroutine discharges; external validation of these algorithms could help healthcare professionals substantiate the use of the open-access web application presented here for preoperative management in elective inpatient surgery for lumbar degenerative disc disorders.
