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1. Introduction
In this paper, we construct an A∞-structure of the Fukaya category explicitly for
any flat symplectic two-torus. For the objects of the Fukaya category, we consider pairs of
affine Lagrangian submanifolds and U(1) local systems on them. On a sequence of objects
where adjacent Lagrangians intersect transversally, the A∞-product is defined explicitly
in [21, 17]. It is defined by counting polygons surrounded by those Lagrangians following
the original definition in [3] with a modification by [14]. Such transversal A∞-products are
discussed also for flat symplectic higher dimensional tori [4]. The purpose of this paper is
to present the whole A∞-products explicitly including non-transversal A∞-products. Our
strategy is to derive the A∞-structure by applying homological perturbation theory to the
DG category of holomorphic vector bundles on the mirror dual complex tori. Thus, our
result at the same time implies homological mirror symmetry [14] of two-tori. This strategy
is based on the idea in [15] on homological mirror symmetry for torus fibrations or a more
explicit formulation in [12, 10] which are closer to our construction. On the other hand,
in [9] we give an explicit A∞-structure on the Fukaya category of lines in R
2 by a similar
strategy. As mentioned in [9], since R2 is the Z2 covering space of a torus, an explicit
A∞-structure on a flat symplectic torus is obtained from the one on R
2 in [9] by a few
modifications. In this paper, we present the result explicitly and mention later how to
obtain the result from the one in [9]. An interesting point is that the structure constants
of the non-transversal A∞-products are obtained as derivatives of those of transversal A∞-
products (Lemma 3.2 (iii)).
The existence of this explicit A∞-structure is already announced in [8]. A full sub-
category of such a Fukaya A∞-category consisting of finitely many objects is presented in
[12]. We had planed to present the full result as we cited [38] in the reference [8], but have
postponed it for a while. Now, we again feel that it is worth presenting the explicit form.
Though the result is quite complicated, it is useful since the A∞-structure is minimal. For
instance, it can be applied to visualizing an isomorphism between a Lagrangian surgery of
two intersecting Lagrangians and the cone (extension) of a morphism associated to the in-
tersecting point(s) of the given Lagrangians. Via the homological mirror symmetry, it turns
out that the cone of the morphism between two holomorphic vector bundles associated to
given two Lagrangians are isomorphic to the holomorphic vector bundle associated to a
Lagrangian surgery of the given Lagrangians. Such a cone is recently discussed in [13, 2].
In particular, in [13], the isomorphism is constructed explicitly for two holomorphic vector
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bundles E1, E2 such that dimExt(E1, E2) = 1. There, quite complicated calculations show
that it actually forms an isomorphism. However, since our Fukaya A∞-category is minimal,
we can easily construct such an isomorphism as we demonstrate it in subsection 6.2.
The relation of cones and Lagrangian surgeries as above leads to show the homological
mirror symmetry of two tori. In [1], it is shown as an equivalence of split-closed triangulated
categories. Our result instead turns to show the homological mirror symmetry at the level
of A∞-enhancements of such triangulated categories.
This paper is organized as follows. In section 2, we recall cyclicity in an A∞-category
and the construction of triangulated category from a unital A∞-category in order to fix our
conventions. In section 3, we present explicitly the minimal cyclic A∞-structure for the
Fukaya category of a torus. It is constructed so that it is A∞-quasi-isomorphic to the DG
category of the holomorphic vector bundles, i.e., the homological mirror symmetry holds.
In section 4, we explain the outline of this construction, which consists of a few modification
of the construction of the Fukaya A∞-structure for symplectic planes [9]. In section 5, we
regard the structure constants of the A∞-products as generalizations of theta functions
and discuss a few properties they have. Finally, in section 6, we discuss a few examples
of these structure constants. In subsection 6.1, we calculate the structure constants of
all transversal products m2. In subsection 6.2, we calculate certain non-transversal triple
products which are related to an exact triangle in Tr(C). This corresponds to the mirror
dual of the exact triangle discussed in [13].
Throughout this paper, we denote
√−1 =: i.
2. Cyclic A∞-categories
In order to fix the conventions including the signs, in subsection 2.1 we recall cyclic
A∞-categories and related notions. For details, see for instance [8]. Later we construct
explicitly the Fukaya category on a two-torus as a (minimal) cyclic A∞-category.
We also include in subsection 2.2 a quick review of constructing a triangulated cat-
egory Tr(C) from a strictly unital A∞-category C proposed by [14]. We employ these
terminologies only in subsection 5.4 and 6.2, so the reader can skip this subsection once.
In this section, any vector space is that over a fixed field K. Later we employ the
tools recalled in this section with K = C.
2.1. A∞-categories and cyclicity. An A∞-category is a natural extension of an A∞-
algebra introduced by J. Stasheff [22, 23].
Definition 2.1 (A∞-category [3]). An A∞-category C consists of a set of objects Ob(C),
a graded vector space C(a, b) = ⊕r∈ZCr(a, b) for each objects a, b ∈ Ob(C) and a collection
of multilinear maps
m := {mn : C(a1, a2)⊗ · · · ⊗ C(an, an+1)→ C(a1, an+1)}n≥1
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of degree (2− n) satisfying
0 =
∑
k+l=n+1
k−1∑
j=0
(−1)⋆
mk(w12, · · · , wj(j+1), ml(w(j+1)(j+2), · · · , w(j+l)(j+l+1)), w(j+l+1)(j+l+2), · · · , wn(n+1)) ,
(1)
for homogeneous elements wi(i+1) ∈ C(ai, ai+1), where ⋆ = (j + 1)(l + 1) + l(|w12| + · · ·+
|wj(j+1)|).
Definition 2.2 (Strict units). For an A∞-category C, an element 1a ∈ C0(a, a) is called
the strict unit if it satisfies
m2(1a, wab) = wab, m2(wba, 1a) = wba
for any b ∈ Ob(C), wab ∈ C(a, b), wba ∈ C(b, a), and
mk(. . . , 1a, . . . ) = 0
for k = 1 and k = 3, 4, 5, . . . .
Definition 2.3 (Cyclic A∞-category). For an A∞-category C, a cyclic structure η of degree
|η| is a nondegenerate graded symmetric bilinear map
η : C(a, b)⊗ C(b, a)→ K
of degree −|η| ∈ Z for any a, b ∈ Ob(C) satisfying
η(mn(w12, · · · , wn(n+1)), w(n+1)1) = (−1)⋆η(mn(w23, · · · , w(n+1)1), w12) ,
⋆ = n+ (|w23|+ · · ·+ |w(n+1)1|)|w12|
(2)
for each n ≥ 1. Then, (C, η), ot simply C, is called a cyclic A∞-category of degree |η|.
Remark 2.4. The sign of the cyclicity relation above is presented for instance in [17].
Definition 2.5 (Minimal A∞-category). An A∞-category C is called minimal if m1 = 0.
The suspension s(C) of an A∞-category C is defined by the shift
s : C(a, b)→ s(C(a, b)) =: s(C)(a, b) (3)
for any a, b ∈ Ob(C) = Ob(s(C)). Here, as a Z-graded vector space, we mean (s(C))r(a, b) =
Cr+1(a, b). We denote the induced A∞-structure in s(C) by {m¯n}n≥1. Explicitly, m¯n is
defined by
m¯n(s(w12), . . . , s(wn(n+1))) = (−1)⋆s · m¯n(w12, . . . , wn(n+1)),
⋆ = (n− 1)|s(w12)|+ (n− 2)|s(w23)|+ · · ·+ 2|s(w(n−2)(n−1))|+ |s(w(n−1)n)|,
(4)
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where the degree |m¯n| becomes one for all n ≥ 1. Let us denote s(wi(i+1)) =: w¯i(i+1) ∈
s(C)(ai, ai+1). Then, the A∞-relations (5) turn out to be
0 =
∑
k+l=n+1
k−1∑
j=0
(−1)⋆
m¯k(w¯12, · · · , w¯j(j+1), m¯l(w¯(j+1)(j+2), · · · , w¯(j+l)(j+l+1)), w¯(j+l+1)(j+l+2), · · · , w¯n(n+1)) ,
(5)
where ⋆ = |w¯12|+ · · ·+ |w¯j(j+1)|.
Definition 2.6 (A∞-functor). Given two A∞-categories C, C′, anA∞-functor f¯ := {f ; f¯1, f¯2, . . . } :
s(C) → s(C′) is a map f : Ob(s(C)) → Ob(s(C′)) of objects with degree preserving multi-
linear maps
f¯k : s(C)(a1, a2)⊗ · · · ⊗ s(C)(ak, ak+1)→ s(C′)(f(a1), f(ak+1))
satisfying∑
i≥1
∑
j1+···+ji=n
m¯′i(f¯j1 ⊗ · · · ⊗ f¯ji) =
∑
k+l=n+1
k−1∑
j=0
f¯k(id⊗ · · · ⊗ id︸ ︷︷ ︸
j
⊗m¯l ⊗ id⊗ · · · ⊗ id)
for n = 1, 2, . . . . An A∞-functor f¯ with f¯2 = 0, f¯3 = 0, . . . is called linear. On the other
hand, if f : Ob(s(C)) → Ob(s(C′)) is a bijection and f¯1 : s(C)(a, b) → s(C′)(f(a), f(b))
induces an isomorphism between the cohomologies for any a, b ∈ Ob(s(C)), we call the
A∞-functor an A∞-quasi-isomorphism functor. In particular, it is an A∞-isomorphism
functor if f¯1 is itself an isomorphism.
For a cyclic A∞-category (C, η), after the suspension s : C → s(C), the inner product
s(η) =: ω in s(C) is given by ω = η(s−1 , s−1 ), or more explicitly,
ω(w¯ab, w¯ba) = (−1)|w¯ab|η(wab, wba),
where the cyclicity condition (2) turns out to be [6]
ω(m¯n(w¯12, . . . , w¯n(n+1)), w¯(n+1)1) = (−1)⋆ω(m¯n(w¯23, . . . , w¯(n+1)1), w¯12),
⋆ = (|w¯23|+ · · ·+ |w¯(n+1)1|)|w¯12|,
for homogeneous elements w¯i(i+1) ∈ s(C)(ai, ai+1), i = 1, . . . , n + 1 (with the identification
i+ (n+ 1) = i).
Definition 2.7 (Cyclic A∞-functor). For two cyclic A∞-categories C and C′ with the inner
products η and η′, respectively, we call an A∞-functor f¯ : s(C)→ s(C′) cyclic when
ω′(f¯1(w¯ab), f¯1(w¯ba)) = ω(w¯ab, w¯ba) (6)
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and, for fixed n ≥ 3,∑
k,l≥1, k+l=n
ω′(f¯k(w¯12, . . . , w¯k(k+1)), f¯l(w¯(k+1)(k+2), . . . , w¯n(n+1))) = 0 (7)
holds, where ω = s(η) and ω′ = s(η′).
2.2. Triangulated A∞-category Tw(C). In this subsection, we briefly recall the con-
struction of triangulated category Tr(C) from a given strictly unital A∞-category C pro-
posed in [14]. This triangulated category Tr(C) is obtained as the zero-th cohomology
category of the A∞-category Tw(C) of one-sided twisted complexes in C. We first extend
C to the additive A∞-category C˜ generated by C. An object a ∈ C˜ is a formal finite direct
sum of formally shifted objects
a = a1[r1]⊕ · · · ⊕ al[rl].
The A∞-structure {mn} is extended to the one {m˜n} in C˜. There exists a few natural
choices of {m˜n} which differ in signs. In this paper, we set
m˜n(w
′
12, . . . , w
′
n(n+1)) := (−1)nr1(mn(w12, . . . , wn(n+1)))′ (8)
for wij ∈ C(ai, aj), and w′ implies the morphism corresponding to w after the shifts ai →
ai[ri] by ri ∈ Z. This m˜n is m˜(2)n in [11]. This is because we compare C with a DG category
in discussing the homological mirror symmetry. The result C˜ is again a strictly unital A∞-
category. The corresponding A∞-products in s(C˜) are also denoted by the same symbol
m˜n.
A twisted complex (a,w) in C˜ is an object
a = a1[r1]⊕ · · · ⊕ al[rl]
in C˜ with an element w ∈ s˜(C˜)0(a, a) satisfying the A∞-Maurer-Cartan equation
m˜1(w) + m˜2(w,w) + m˜3(w,w,w) + · · · = 0.
A twisted complex (a,w) is called one-sided if the l × l matrix
w ∈
sC˜
0(a1[r1], a1[r1]) · · · sC˜0(a1[r1], al[rl])
...
. . .
...
sC˜0(al[rl], a1[r1]) · · · sC˜0(al[rl], al[rl])

is upper triangular and in addition that the diagonal entries are trivial. We denote by
Tw(C) the category consisting of one-sided twisted complexes in C, where the spaces of
morphisms are defined by Tw(C)((a,wa), (b,wb)) := C˜(a,b). An A∞-structure mTw is
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then given by
mTwn (w12, . . . ,wn(n+1))
=
∑
k1,...,kn+1≥0
m˜n+k1+···+kn+1((w1)
k1,w12, (w2)
k2, . . . ,wn(n+1), (wn+1)
kn+1)
for (ai,wi) ∈ Tw(C) and wi(i+1) ∈ sTw(C)((ai,wi), (ai+1,wi+1)), i = 1, . . . , n + 1. Thus,
Tw(C) again forms an A∞-category.
The zero-th cohomology of this A∞-category Tw(C) then forms a triangulated cate-
gory [14], which we denote by H0(Tw(C)) := Tr(C). The shift functor T : Tr(C)→ Tr(C)
is induced naturally from the additive automorphism T : C˜ → C˜ such that T (a) = a[1].
See [11]. Exact triangles in Tr(C) are defined as sequences which are isomorphic to
· · ·T−1(c,wc) w→ (a,wa)→ C(w)→ (c,wc)→ · · ·
given by the mapping cones
C(w) :=
(
c⊕ a, (wc w¯0 wa ))
of m
Tw(C)
1 -closed morphisms w ∈ Tw(C)(T−1(c,wc), (a,wa)) of degree zero, where w′ is
the induced degree zero morphism in sTw(C)((c,wc), (a,wa)). For more details, see [11]
and references therein.
When C is a strictly unital cyclic A∞-category, by direct calculations we can check
the followings:
Proposition 2.8. For a strictly unital cyclic A∞-category (C, η) of degree |η|, we set
η˜(w′ab, w
′
ba) := (−1)(|η|+1)raη(wab, wba) (9)
for any wab and wba, where w
′
∗∗ is the morphism corresponding to w∗∗ after the shifts
a→ a[ra], b→ b[rb].
Then, this extends to a cyclic structure in C˜. 
Then, by the construction of Tw(C), it is clear that:
Corollary 2.9. (Tw(C), η˜) forms a strictly unital cyclic A∞-category. 
Hence, this η˜ induces the perfect pairings of the Serre duality in the zero-th coho-
mology H0(Tw(C)) = Tr(C).
3. Fukaya A∞ category of a two-torus
In this section, we construct the Fukaya category C of a two-torus T 2 explicitly as
a strictly unital minimal A∞-category. As the objects, we treat Lagrangians consisting of
geodesic cycles in T 2 since any nongeodesic cycle turns out be isomorphic to a geodesic
one in C. We define these objects in subsection 3.1. The space of morphisms are also easy
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to define, which is done in subsection 3.2. What is complicated is the A∞-structure. We
spend a few subsections to preparation, and then define the A∞-structure in subsection
3.6.
3.1. The objects. Let us consider a two-torus T 2 whose covering space is T˜ 2 = R2 with
coordinates (x, y) ∈ R2. We have πxyT˜ 2 = T 2, πxy := πxπy = πyπx, where πx and πy are
the projections associated with the identifications x ∼ x+ 1 and y ∼ y + 1, respectively.
We fix a flat complexified symplectic structure on T 2 and denote it by
ρ · dx ∧ dy
with a complex number ρ whose imaginary part is positive. Note that the standard sym-
plectic structure corresponds to the case ρ = i.
Let p and q be relatively prime integers such that q ≥ 0, where p = 1 if q = 0.
Consider a geodesic cycle πxy(L) ∈ T 2,
L : qy = px+ α , α ∈ R ,
with a number β ∈ R. Then, π−1xy πxy(L) ⊂ R2 is a copy of lines qy = px + α + c, c ∈ Z.
Each of the lines is described as
(x, y) = (ql, pl) + (x0, y0), l ∈ R,
with a fixed point (x0, y0) ∈ π−1xy πxy(L), and β is regarded as a flat connection(
∂
∂l
− 2πiβ
)
dl
of a line bundle over the geodesic cycle. Here, note that the parameter l is chosen so that
the length of the geodesic cycle is one. We denote by Lag the set of all objects as above.
Namely, an object a ∈ Ob(C) = Lag is a quadruple a = (qa, pa, αa, βa), where (qa, pa) are
relatively prime integers and αa, βa ∈ R. Thus, an object a is associated with a geodesic
cycle πxy(La) and a flat connection on a line bundle over πxy(La) determined by βa. Since
T 2 is two-dimensional, any such (geodesic) cycle forms a Lagrangian.
For each object a = (pa, qa, αa, βa) ∈ Lag, we assign a number
− π
2
< φa := tan
−1
(
pa
qa
)
≤ π
2
. (10)
For given two objects a, b ∈ Lag, one has π−1xy πxy(La) = π−1xy πxy(Lb) if and only if
φa = φb and αb−αa ∈ Z. We say a is isomorphic to b and denote it by a ≃ b if and only if
φa = φb, αb − αa ∈ Z, βb − βa ∈ Z .
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3.2. The morphisms. Hereafter, for any a, b ∈ Lag, we often denote the space of mor-
phisms by
C(a, b) =: Vab,
which is set to be the following Z-graded vector space over C of degree zero and one only.
If φa 6= φb, the corresponding geodesic cycles are transversal to each other, and then
Vab is by definition generated by the bases which are identified with the intersection points
of (La, Lb) in T
2. We denote pab := qapb − paqb. We see that there exists |pab| intersection
points of πxy(La) and πxy(Lb). We label these intersection points by v
j
ab, j ∈ Z/pabZ, and
denote the corresponding base of Vab by the same symbol v
j
ab. Their degrees are defined as{
|vjab| = 0 φa < φb,
|vjab| = 1 φa > φb
for any j. Thus, one has {
V 0ab ≃ (C)|pab|, V 1ab = 0 φa < φb
V 0ab = 0, V
1
ab ≃ (C)|pab| φa > φb.
(11)
In case φa = φb, the corresponding geodesic cycles are not transversal to each other.
One has π−1xy πxy(La) ∩ π−1xy πxy(Lb) = ∅ if a 6≃ b, and π−1xy πxy(La) = π−1xy πxy(Lb) if a ≃ b.
According to this, we set
V 0ab = 0, V
1
ab = 0
if a 6≃ b, and
V 0ab ≃ C, V 1ab ≃ C
if a ≃ b. We denote by vab the base of V 0ab or V 1ab.
Let us define a degree minus one nondegenerate symmetric inner product η : Vab ⊗
Vba → C, a, b ∈ Ob(C). For a, b ∈ Ob(C) such that φa 6= φb, we set
η(vab, vba) =
{
1 vab = vba in T
2
0 otherwise.
For a ≃ b ∈ Ob(C), we set
η(vab, vba) = 1
if |vab|+ |vba| = 1 and zero otherwise. Then, for any base vab ∈ Vab, the pairing η defines a
dual base which we denote by (vab)
∗ ∈ V 1−|vab|ba .
This η turns out to define a cyclic structure of degree one in the A∞-category C which
we will define in subsection 3.6.
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3.3. Clockwise convex (CC-) polygons. In order to define the A∞-structure in C,
we introduce the notions of CC-collections, CC-sequences, CC-polygons and so on. Let
a := (a1, . . . , an+1), a1, . . . , an+1 ∈ Lag, be a collection of objects such that φai < φai+1
for two of i = 1, . . . , n + 1 and φai > φai+1 for other i, where we identify aj+(n+1) with
aj . We call such a collection a a CC-collection. We also call the isomorphism classes
[a] := ([a1], . . . , [an+1]) also a CC-collection. Note that the corresponding base vaiai+1 is of
degree zero (resp. one) when φai < φai+1 (resp. φai > φai+1).
Given a CC collection a, consider a sequence ~v := (va1a2 , . . . , vanan+1 , van+1a1) of in-
tersection points in T 2, where vaiai+1 ∈ πxy(Lai ∩ Lai+1). We call such ~v a CC-sequence.
We set the degrees by |vaiai+1 | = 0 if φai < φai+1 and |vaiai+1 | = 1 if φai > φai+1 . These are
exactly the degrees of the bases of morphisms corresponding to the points v∗∗.
For a given CC-sequence ~v, let CC ′(~v) be a subset of
{v˜ := (v˜a1a2 , . . . , v˜anan+1 , van+1a1) ∈ (π−1xy (va1a2), . . . , π−1xy (v˜anan+1), π−1xy (van+1a1))}
consisting of all elements v˜ satisfying the followings:
• for each i = 1, . . . , n + 1, if v˜ai−1ai 6= v˜aiai+1 , then the geodesic interval between
v˜ai−1ai and v˜aiai+1 is included in π
−1
xy πxy(Lai),
• v˜an+1a1 = van+1a1 ∈ R2, where we fixed an inclusion of the fundamental domain of
T 2 to the covering space R2 and denoted the image of van+1a1 also by van+1a1 itself.
We call any element v˜ ∈ CC ′(~v) a CC-semi-polygon in the covering space R2.
Let us express v˜ ∈ CC ′(~v) as the form
v˜ = (v1, . . . , v1, v2, . . . , v2, . . . . . . , vn, . . . , vn),
where {v1, . . . , vn}, n ∈ Z>0, are points in R2 such that vi 6= vi+1 for i = 1, . . . , n − 1. In
this expression, we call v˜ a CC-point if n = 1, a CC-line if n = 2 or n = 3 and v1 = v3,
and a CC-polygon otherwise. 1 We denote by CC(~v) ⊂ CC ′(~v) the subset consisting of a
CC-point and CC-polygons. For generic ~v, there does not exist any CC-line and in this
case CC(~v) = CC ′(~v).
For a CC-line or a CC-polygon v˜ = (v1, . . . , v1, v2, . . . , v2, . . . . . . , vn, . . . , vn), let vi
and vj, i < j, be two degree zero vertices. Then, the pair (x(vi), x(vj)) gives left/right or
right/left extrema of x(vk), k ∈ {1, . . . , n+ 1}.
The sign σ(v˜) of a CC semi-polygon v˜ is then defined by
σ(v˜) :=
{
−1 x(vi) < x(vj)
+1 x(vj) < x(vi)
(12)
if v˜ is a CC-line or a CC-polygon (see Figure 1).
For a CC-point v˜, we set σ(v˜) = +1.
1This CC-polygon in R2 is that defined in [9].
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vi
vj
v1v2v3
x(vi) x(vj)
(a)
vj
vi
v1 v2v3
x(vj) x(vi)
(b)
Figure 1. CC-polygons ~v with (a): σ(~v) = −1 and (b): σ(~v) = +1.
We define the multiplicity di of vi, i = 1, . . . , n, as follows.
• If v˜ forms a CC-line or a CC-polygon, then, the multiplicity of (vi)⊗1+di is di for vi
of degree zero and the multiplicity of (vi)
⊗di is di for vi of degree one.
Note that, when v˜ forms a line, then, n = 2 and both v1 and v2 are degree one.
We attach to vi a number{
Di :=
1
(di)!
|vi| = 1
Di :=
1
2di (di)!
|vi| = 0.
• If v˜ forms a point, then n = 1 and we set the multiplicity of (v1)⊗2+di as d1 and
then
D1 :=
{
1 d1 = 1
0 otherwise.
For any element v˜ ∈ CC ′(~v) in this description, we set V (v˜) := D1 · · ·Dn and denote by
Area(v˜) the area of the CC-semi-polygon. The symplectic area is then −iρ ·Area(v˜). Note
that Area(v˜) = 0 if v˜ forms a CC-point or a CC-line.
3.4. Constants F (~v, β) and F (~v,B). In this subsection, we define constants F (~v, β)
and their generalizations F (~v;B). These will appear as the structure constants, i.e., the
coefficients of the A∞-products in the Fukaya A∞-category C of a two-torus.
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Definition 3.1. Given a CC-sequence ~v = (va1a2 , . . . , vanan+1 , van+1a1) and
β := (βa1 , . . . , βan+1) ∈ Rn+1, define
F (~v; β) :=
∑
v˜∈CC(~v)
(σ(v˜))n V (v˜) exp(2πiρ · Area(v˜)) exp (2πi
n+1∑
i=1
βai(v˜)),
βai(v˜) := βai ·∆il(v˜),
(13)
where, ∆il(v˜) ∈ R is determined by
(x, y)(v˜aiai+1)− (x, y)(v˜ai−1ai) = ∆il(v˜)(pai , qai).
This implies ∆il(v˜) = (x(v˜aiai+1) − x(v˜ai−1ai))/qai if qai 6= 0 and ∆il(v˜) = (y(v˜aiai+1) −
y(v˜ai−1ai))/pai if pai 6= 0.
Note that ∆il(v˜) = 0 if v˜aiai+1 = v˜ai−1ai .
Next, we define a generalization of F (~v, β).
Given a CC-collection [a] = ([a1], . . . , [an+1]), let us fix (b1, . . . , bn+1) ∈ (Z≥0)n+1
and consider a collection aλii , λi = 0, . . . , bi, of objects which are isomorphic to ai for
each i = 1, . . . , n + 1. Denote aλii = (pi, qi, α
λi
i , β
λi
i ). By definition, β
λ′i
i − βλii ∈ Z for
λi, λ
′
i ∈ {0, . . . , bi}. We denote
B := (β0a1 , . . . , β
b1
a1
; · · · ; βbn+1an+1 , . . . , βbn+1an+1).
Given an element v˜ = (v˜a1a2 , . . . , v˜anan+1 , van+1a1) ∈ CC(~v) with ~v a CC-sequence of a,
define exp (2πi
∫
Bi(v˜)), where i = 1, . . . , n+ 1, by∫
(l(v˜ai−1ai)=l
0
i ,...,l
λi
i ,...,l
bi
i =l(v˜aiai+1))
exp
(
2πi(β0i (l
1
i − l0i ) + · · ·+ βbii (lbii − lbi−1i ))
)
.
Here the integral
∫
(l(v˜ai−1ai)=l
0
i ,...,l
λi
i ,...,l
bi
i =l(v˜aiai+1))
indicates
∫
l0
i
≤l1
i
≤···≤l
bi−1
i
≤l
bi
i
dl1i · · · dlbi−1i l(v˜ai−1ai) ≤ l(v˜aiai+1),∫
l
bi
i ≤l
bi−1
i ≤···≤l
1
i≤l
0
i
dlbi−1i · · · dl1i l(v˜ai−1ai) ≥ l(v˜aiai+1)
for l0i = l(v˜ai−1ai) ∈ R and lbii = l(v˜aiai+1) ∈ R satisfying
(x, y)(v˜aiai+1)− (x, y)(v˜ai−1ai) = (lbii − l0i )(pai , qai).
We set
F (~v;B) :=
∑
v˜∈CC(~v)
(σ(v˜))n+b V (v˜) exp(2πiρ ·Area(v˜))
∏
i
exp (2πi
∫
Bi(v˜)) (14)
where b := b1 + · · ·+ bn.
By direct calculations, one obtains the followings.
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Lemma 3.2. (i) When b = 0, one has F (~v;B) = F (~v; β) by the identification β0i = βai
for any i = 1, . . . , n+ 1.
(ii) For generic B, one has
exp (2πi
∫
Bi(v˜)) =
(
1
2πi
)bi ∑
j∈{0,...,bi}
(
exp
(
2πiβji ·∆il(v˜)
)∏
k∈{0,...,bi}\{j}
(βji − βki )
)
.
(iii) If β0i = · · · = βbii =: βi, then
exp (2πi
∫
Bi(v˜)) =
|∆il(v˜)|bi
(bi)!
exp (2πiβai ·∆il(v˜))
=
(
1
(bi)!
(
σ(i)σ(v˜)
2πi
∂
∂βai
)bi)
exp (2πiβai ·∆il(v˜)).
where σ(i) = −1 if k ≤ i ≤ l with two elements vak−1ak and valal+1 of degree zero and
σ(i) = +1 otherwise.
Thus, if β0i = · · · = βbii =: βai for any i, then
F (~v;B) =
n+1∏
i=1
(
1
(bi)!
(
σ(i)
2πi
∂
∂βai
)bi)
F (~v; β).

3.5. The structure constants F . We will see in subsection 3.6 that the generalizations
F (~v;B) will be the structure constants of generic A∞-products in C. Recall that they are
associated with CC-polygons. However, an A∞-product may sometimes has contributions
from CC-lines. In this subsection, we introduce such a correction R(~v;B) so that the sum
F (~v;B) +R(~v;B) will be the structure constants of any A∞-products in C.
For a given CC-sequence ~v, let L(~v; ai, aj), 2 ≤ i < j ≤ n + 1, be the set of all
CC-lines v˜ ∈ CC ′(~v)\CC(~v) such that
• βj − βi ∈ Z,
• ∆kl(v˜) 6= 0 for k = i and k = j.
The set L(~v; ai, aj) can be nonempty only if ai ≃ aj.
Let us prepare the following functions
rd(x) =
∑
n∈Z\{0}
1
(2πin)d
exp(−2πinx) (15)
in variable x, where d = 1, 2, . . . . These are periodic, that is, rd(x) = rd(x+ 1) holds. By
the inverse Fourier transformation, one sees that rd is a polynomial of degree d in (0, 1) such
that
∫ 1
0
rd(x)dx = 0. Though r1 is discontinuous at x ∈ Z, the value is zero, r1(Z) = 0,
14 HIROSHIGE KAJIURA
since it is a periodic odd function. For d > 1, the function rd becomes continuous since
rd+1 = (rd)′ holds. 2
Then, we set
R(~v;B) := −
∑
{(i<j)|L(~v;ai,aj)6=∅}
δbi+bj ,b
b!
bi!bj !
4V (v˜)rb+1(∆il(v˜)).
In the right hand side, v˜ are those belonging to L(~v; ai, aj). We see that the result does
not depend on the choice of such an v˜.
The sum
F(~v,B) := F (~v;B) +R(~v;B) (16)
will be the structure constants of the A∞-products in C.
3.6. The Fukaya A∞-category of a two-torus.
Definition 3.3 (Fukaya A∞-category C of a a flat symplectic two-torus). The set of objects
is Ob(C) := Lag (Subsection 3.1). For any a, b ∈ Lag, the space C(a, b) =: Vab of morphisms
is a graded vector space over C of degree zero and one as already defined in subsection 3.2.
In particular, if φa 6= φb, the space Vab is generated by the basis {vjab}j∈Z/pabZ associated to
the intersection points of πxy(La, Lb) in T
2.
The degree minus one nondegenerate symmetric inner product η : Vab ⊗ Vba → C is
also already defined. Recall that, for a morphism vab ∈ Vab, the dual base (vab)∗ ∈ Vba
satisfies η(vab, (vab)
∗) = 1.
Now, we define a minimal cyclic A∞-structure in C. For any n ≥ 2 and a1, . . . , an+1 ∈
Ob(C), we define a collection {ϕn+1}n≥2 of multilinear maps
ϕn+1 : Va1a2 ⊗ · · · ⊗ Vanan+1 ⊗ Van+1a1 → C,
of degree 1− n which are cyclic, i.e., which satisfy
ϕn+1(wa1a2 , . . . , wanan+1 , wan+1a1) = (−1)⋆ϕn+1(wan+1a1 , wa1a2 , . . . , wanan+1)
⋆ = n+ |wan+1a1 |(|wa1a2 |+ · · ·+ |wanan+1 |)
for homogeneous elements waiai+1 ∈ Vaiai+1 , i = 1, . . . , n. Here, that the degree is 1 − n
implies that
|wa1a2 |+ · · ·+ |wanan+1 |+ |wan+1a1 | = n− 1.
First, if ai ≃ ai+1 and |waiai+1 | = 0 for some i ∈ {1, . . . , n}, then we set
ϕn+1(wa1a2 , . . . , wanan+1 , wan+1a1) = 0
2The treatment of the value rd(Z) seems incorrect in [12].
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for n ≥ 3. For n = 2, for any a, a′, b ∈ Ob(C) such that a ≃ a′, define a cyclic tri-linear
map ϕ3 : Vab ⊗ Vba′ ⊗ V 0a′a → C by
ϕ3(vab, vba′ , va′a) = 1 (17)
if and only if φa 6= φb and vba′ = vab or a ≃ b and |vab|+ |vba| = 1, and zero otherwise. This
determines all the cyclic tri-linear maps ϕ3 : Va1a2 ⊗ Va2a3 ⊗ Va3a1 → C such that ai ≃ ai+1
and |waiai+1 | = 0 for some i ∈ {1, . . . , n}.
Next, for n ≥ 2 and a given (b1, . . . , bn+1) ∈ (Z≥0)⊗(n+1), consider a collection of
isomorphic objects aλii , λi ∈ {0, . . . , bi} for each i such that φ[ai] 6= φ[ai+1] for any i =
1, . . . , n + 1. Denote a0i =: ai, a
bi
i =: a
′
i, V
1
ai···a′i
:= V 1
a0i a
1
i
⊗ V 1
a1i a
2
i
⊗ · · · ⊗ V 1
a
bi−1
i a
bi
i
and
vai···a′i := va0i a1i ⊗ · · · ⊗ vabi−1i abii ∈ V
1
a0i ···a
bi
i
.
Assume φai 6= φai+1 for i = 1, . . . , n, and we set a cyclic map
ϕn+1+b : V
1
a1···a′1
⊗ Va′
1
a0
2
⊗ V 1a2···a′2 ⊗ · · · ⊗ V
1
an+1···a′n+1
⊗ Va′n+1a1 → C
by
ϕn+1+b(va1···a′1 , va′1a2 , va2···a′2 , . . . , van+1···a′n+1 , va′n+1a1) := F(~v,B) (18)
for ~v = (va′
1
a2 , . . . , va′nan+1 , va′n+1a1) if {[a1], . . . , [an+1]} is a CC-collection, and zero other-
wise, where F(~v,B) is the structure constant given in (16). One sees that the definition
(18) is at least compatible with the cyclicity. We extend this ϕn+1+b so that it will be
cyclic.
The above data determine the collection {ϕn+1}n≥2 of all cyclic multilinear maps of
degree 1− n. Define multilinear maps mn, n ≥ 1, of degree 2− n by m1 = 0 and
mn(wa1a2 , . . . , wanan+1) :=
∑
va1an+1∈Z/pa1an+1Z
ϕ(wa1a2 , . . . , wanan+1 , (va1an+1)
∗) · va1an+1
for n ≥ 2 and waiai+1 ∈ Vaiai+1 , i = 1, . . . , n.
Theorem 3.4. This C = (Lag, V = ⊕a,b∈LagVab, η,m) forms a strictly unital minimal cyclic
A∞-category.
The proof is obtained by showing homological mirror symmetry for (non)commutative
two-tori. We explain this in section 4.
Remark 3.5. The equation (17) indicates that vaa′ ∈ V 0aa′ for a ≃ a′ gives isomorphisms
Va′b
∼→ Vab, Vba ∼→ Vba′ ,
by m2(vaa′ , ∗) and m2(∗, vaa′), respectively. In particular, for any a ∈ Lag, vaa ∈ V 0aa is the
unit in this A∞-category.
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3.7. An explicit basis of the space of morphisms. As mentioned in subsection 3.2,
in this subsection, we give a natural way of attaching vjab, j ∈ Z/pabZ for given two objects
a and b. The reader can skip this subsection, but we employ this description fully later in
subsection 6.1.
For a = (qa, pa, αa, βa), we first attach integers ra and sa so that(
qa sa
pa ra
)
is an SL(2;Z) element. Similarly, we attach an SL(2;Z) matrix ( qb sbpb rb ) for b. We further
define (
qab sab
pab rab
)
:=
(
qa sa
pa ra
)−1(
qb sb
pb rb
)
=
(
raqb − sapb rasb − sarb
qapb − paqb qarb − pasb
)
,
where recall that |pab| = dimVab if pab 6= 0 (subsection 3.2).
Then, we define vjab as the projection of the intersection point of
La : qay = pax+ αa , L
′
b : qb
(
y − pa qabj
pab
)
= pb
(
x− qa qabj
pab
)
+ αb
in R2 by πxy : R
2 → T 2. Though qab = raqb− sapb includes ra and sa, we see that different
choices of (ra, sa) correspond to permutations of {j = 0, 1, · · · , |pab| − 1}.
For later convenience, we mention that the defining equation for L′b is rewritten for
instance as
L′b : qb
(
y − pa qabj − αb
pab
)
= pb
(
x− qa qabj − αb
pab
)
or
L′b : qby = pbx− qabj + αb.
We also note that, if we define vj
′
ba in a similar way as above, then we have
(x, y)(v−qabjba ) = (x, y)(v
j
ab),
i.e., the dual base of vjab is (v
j
ab)
∗ = v−qabjba .
3.8. Fukaya A∞-categories for noncommutative two-tori. As is discussed in [5], the
mirror dual of the category of holomorphic vector bundles over a noncommutative complex
torus turns out to be the Fukaya category on the mirror dual symplectic torus equipped with
a Kronecker foliation structure, where the noncommutative parameter θ corresponds to the
slope of the foliations. In this subsection, we briefly mention what we should modified from
C in the previous subsection in order to obtain the Fukaya category Cθ depending on θ.
See also [8, Section 5], where it is explained more explicitly.
Geometrically, we may regard the commutative case C = Cθ=0 as the one which has
the foliation structure defined by x = const. For general θ, we define Cθ so that it is
associated with the foliation structure given by x+ θy = const. In particular, we treat the
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line defined by x + θy = 0 as if it is the y-axis. We denote by xθ := x + θy the resulting
x-coordinate. Then, we first replace φa in subsection 3.2 by
−π
2
< µθa := tan
−1
(
pa
qa + paθ
)
≤ π
2
,
and define the degree of a morphism in Cθ in a similar way as in subsection 3.2.
If we take
0 < tan−1
(
1
θ
)
< π,
where tan−1(1/0) =: π/2, we can also replace φa by
tan−1
(
1
θ
)
− π < φθa := tan−1
(
pa
qa
)
≤ tan−1
(
1
θ
)
.
Looking this φθa in x
θy-plane gives µθa. Thus, µ
θ
a ≤ µθb (resp. µθa ≥ µθb) if and only if φθa ≤ φθb
(resp. φθa ≥ φθb).
Next, in the definition of the sign σ(v˜) in (12), x is replaced by xθ. These are the
all changes we need, and we obtain Cθ. For instance, the effect of the holonomy βai(v˜)
in Definition 3.1 does not depend on θ; the effects of the modification of βai and that of
∆il(v˜) by θ cancel with each other, so we may not care about them.
The result Cθ again forms a minimal cyclic A∞-algebra. Actually, it does not depend
on θ so much in the sense that C˜θ is naturally linear A∞-isomorphic to C˜θ′ for any θ and
θ′. We explain this fact in subsection 5.5.
4. The homological mirror symmetry
The construction of the explicit A∞-structure in the Fukaya category of a two-torus
in Theorem 3.4 is due to applying the homological perturbation theory (HPT) to a DG
category of holomorphic vector bundles on the mirror dual complex torus. The most
technical part of this construction is already done in [9]. In this subsection, we briefly
explain this with assuming various arguments in references cited below.
For a fixed θ, we start with the cyclic DG category CDG,θ of indecomposable finitely
generated projective right modules over a noncommutative two torus Aθ equipped with
constant curvature connections as in [8, Section 5.2]. Each object a ∈ CDG,θ is in one-to-one
correspondence with the data (qa, pa, αa, βa). In particular, CDG,θ=0 corresponds to the DG
category DGTˇ 2 of holomorphic vector bundles discussed in [13]. Actually, qa and pa are
the rank and the first Chern class, respectively, of the corresponding holomorphic vector
bundle in DGTˇ 2. The correspondence of morphisms between these two DG categories can
be obtained by Fourier expanding the spaces of morphisms in DGTˇ 2. However, for θ = 0,
we can not include a such that qa = 0. So, we choose an irrational θ, and show
Cθ ≃ CDG,θ.
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This use of θ is auxiliary since C˜DG,θ is independent of θ. See also subsection 5.5.
We would like to apply the homological perturbation theory (HPT) to CDG,θ to obtain
the corresponding Fukaya category. However, since the Fukaya category C which we should
obtain corresponds to a particular limit ǫ→ 0 of A∞-categories obtained by the HPT, we
can not obtain Cθ in such a direct way. See Introduction of [9] or [10, Subsection 4.E]. Thus,
we need to replace CDG,θ with a DG quasi-isomorphic DG category C′DG,θ which includes
delta function one-forms and step functions as morphisms.
This replacement is an analogue of the replacement of CDR(F) with C′DR(F) we did in
[9], but we further need to modify a little more as we explain below.
First, it is easy to derive the F (~v, B) part of the structure constants. We call the
corresponding A∞-products transversal products. Namely, an A∞-product
mn : Va1a2 ⊗ · · · ⊗ Vanan+1 → Va1an+1
in Cθ is transversal if and only if ai 6≃ ai+1 (i ∈ Z/nZ) and L(~v; ai, aj) = ∅ for any
1 ≤ i < j ≤ n+1. Thus, mn is always a transversal product if ai 6≃ aj for any 1 ≤ i < j ≤
n + 1. In order to derive these transversal products, we do not need any non-transversal
morphism. Thus, we may set C′DG,θ just as an analog of C′DR(F) and apply the HPT to
C′DG,θ. Any transversal product is then obtained as a sum of transversal products of the
Fukaya category of R2 discussed in [9], where the sum runs over CC-polygons v˜ associated
to a CC-sequence ~v.
In order to derive the full A∞-products, we need to include the spaces of non-
transversal morphisms and construct their Hodge decompositions. First, the space C′DG,θ(a, a)
should include 1∗a. We treat this as 1
∗
a :=
∫ 1
0
dx(dϑx), where dϑx is the delta function one
forms concentrated on x + Z which is similar to the dϑx ∈ C′DR(F)(a, a) in [9] but is now
periodic. Then, we can derive the F (~v,B) parts of the structure constants F(~v,B). Ac-
tually, they are obtained by integrating results for the Fukaya category of R2 in [9] over
x ∈ [0, 1] and summing over the corresponding CC-polygons.
We further need the following extension to the strategy in [9] which is slightly com-
plicated. Since the DG category C′DG,θ should be closed with respect to the composition,
the space C′DG,θ(a, b) should include the periodic delta function one forms dϑx with each
x, not only their integration
∫ 1
0
dx(dϑx). Here, if a 6≃ b, then the cohomology of the
space C′DG,θ(a, b) is trivial. Thus, the choice of a homotopy operator, which determines
a Hodge decomposition, is unique. However, if a ≃ b, then both H0(C′DG,θ(a, b)) and
H1(C′DG,θ(a, b)) should be both one-dimensional. Correspondingly, the homotopy opera-
tor hab should be slightly modified. Then, it turns out that hab(dϑc) = r
1(x − c), where
r1 is the function defined in (15). Higher terms are derived, for instance for a = b, as
hab(r
1(x) · 1∗a) = r2(x), hab(r2(x) · 1∗a) = r3(x), ... . Furthermore, even for a transversal
pair (a, b), the space C′DG,θ(a, b) need to include more morphisms created by the products
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C′DG,θ(a, a)×C′DG,θ(a, b) and C′DG,θ(a, b)×C′DG,θ(b, b). We see that these rd create the terms
Rd(~v; ai, aj) of the structure constants.
We construct the DG category C′DG,θ and the Hodge decomposition in this way.
Though the obtained A∞-products in Cθ are expressed by infinite sums, the HPT guaran-
tees that they are well defined. Furthermore, the DG category C′DG,θ has a natural cyclic
structure, and the Hodge decomposition above preserves the cyclicity in the sense in [7,
Lemma 5.23]. It is easier to see that it preserves the strict units. Thus, we can conclude
that what we constructed above are a strictly unital cyclic A∞-category Cθ and a strictly
unital cyclic A∞-quasi-isomorphism
Cθ → CDG,θ.
5. Symmetries of the functions F
Recall that, for a CC-sequence
~v = (va1a2 , . . . , vanan+1 , van+1a1)
each element vaiai+1 ∈ T 2 is an intersection point of πxy(Lai) and πxy(Lai+1) labeled by
jaiai+1 ∈ Z/paiai+1Z. Thus, ~v is determined by φ := {φa1 , . . . , φan+1}, J := {ja1a2 , . . . , janan+1 , jan+1a1},
and αa1 , . . . , αn+1. In this sense, F (~v; β) is regarded as a function, determined by φ and J ,
in variables
(α, β) := (αa1 , . . . , αan+1 ; βa1 , . . . , βan+1).
For a general θ 6= 0, the only change is to replace φ by φθ := {φθa1 , . . . , φθan+1}. In this
sense, let us denote
F (~v; β) =: F Jφθ(α, β).
These functions are itself interesting objects. Actually, for n = 2, they define theta func-
tions [21]. We construct these explicitly in subsection 6.1. The case n = 3, they are related
to Jacobi’s indefinite theta functions, see [16]. The A∞-relations then correspond to vari-
ous identities between these generalized theta functions. A particular class of A∞-products
and their properties are discussed in [18, 19]. As we see in Lemma 3.2, the generalizations
F (~v,B) are essentially obtained by derivatives of F Jφθ(α, β).
These F Jφθ are C
∞ at generic (α, β), but they may not be continuous at some points
where CC-lines v˜ arise. The terms Rd we introduced in subsection 3.5 correct the value at
these points.
Anyway, since these functions F Jφθ become the main part of the structure constants of
the A∞-structure, they have various symmetries associated to various A∞-automorphisms
on C or C˜. In this section, we list some of such symmetries. We also discuss a θ independence
of F J
φθ
in subsection 5.5, so finally we can drop θ and express them as F Jφ for any θ.
20 HIROSHIGE KAJIURA
5.1. Translation invariance. The Fukaya category Cθ is invariant under the translation
(x, y) 7→ (x, y+c) with c ∈ R. Each object a = (qa, pa, αa, βa) is then mapped to (qa, pa, αa+
c, βa). This map is naturally lifted to the linear A∞-automorphism C → C, where the
structure constants of the A∞-structure are kept unchanged. This implies that
F Jφθ(α + c, β) = F
J
φθ(α, β)
holds, where α + c := (αa1 + c, . . . , αn+1 + c).
More generally, there exists the linear A∞-automorphism corresponding to the trans-
lation (x, y) 7→ (x + cx, y + cy), by which qay = pax + αa is mapped to qa(y − cy) =
pa(x − cx) + αa, i.e., αa 7→ αa + (qacy − pacx). Thus, the function F Jφθ is constant along
these two directions.
5.2. Periodicity. Any object a = (qa, pa, αa, βa) is isomorphic to a
′ := (qa, pa, αa + 1, βa).
In particular, we see that the structure constant is invariant under this change a 7→ a′.
Thus, the function F Jφ is periodic in α, i.e.,
F Jφθ(αa1 , . . . αai + 1, . . . , αn+1, β) = F
J
φθ(αa1 , . . . αai , . . . , αn+1, β)
for each i = 1, . . . , n+ 1.
On the other hand, F Jφθ is not periodic in β. The behavior of F
J
φθ under the change
(βa1 , . . . βai , . . . , βn+1) 7→ (βa1 , . . . βai+1, . . . , βn+1) is also interesting from the viewpoint of
automorphic functions. However, it depends on n and a1, . . . , an+1, so we skip to examine
the property here.
5.3. Cyclicity. It is clear that F Jφθ has the cyclic symmetry since this is the structure
constant of a cyclic A∞-product. By replacing (1, . . . , n + 1) by (2, . . . , n + 1, 1), all φ
θ,
J , α and β are rotated simultaneously, and the resulting function F is the same as the
original one or minus the original one.
5.4. SL(2,Z) invariance. For an element g ∈ SL(2,Z), we consider the automorphism
g : T 2 → T 2 defined by (
x
y
)
7→ g
(
x
y
)
.
This preserves the constant symplectic form on T 2. For each object a = (qa, pa, αa, βa), we
obtain the pullback g∗(a). Also, for θ, we obtain g∗(θ). They are given explicitly by(
1 θ
−pa qa
)(
x
y
)
7→
(
1 g∗(θ)
−g∗(pa) g∗(qa)
)(
x
y
)
=
(
1 θ
−pa qa
)
g
(
x
y
)
and g∗(a) = (g∗(qa), g
∗(pa), αa, βa). This further induces a linear A∞-automorphism Cθ →
Cg∗(θ), where the structure constants of the A∞-structure are kept unchanged. Thus, by
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denoting g∗(φθ) the corresponding change of φθ, one has
F Jg∗(φθ) = F
J
φθ .
5.5. θ independence of C˜θ. Let us consider the additive A∞-category C˜θ of the Fukaya
category Cθ. We see that C˜θ is independent of θ [8, Proposition 5.22] as follows. Any
indecomposable object in C˜θ is of the form a[ra], where a ∈ Cθ and ra ∈ Z. To such an
object, we attach
φθa[ra] := φ
θ
a + raπ.
Take another θ′ and the full subcategory of C˜θ consisting of all indecomposable objects
a[ra] satisfying
tan−1
(
1
θ′
)
− π < φθa[ra] ≤ tan−1
(
1
θ′
)
is exactly Cθ′ itself. Of course, each object a[∗] ∈ Cθ′ is included as a[∗∗] ∈ C˜θ so that
φθ
′
a[∗] = φ
θ
a[∗∗]. This fact corresponds to the mirror dual statement of what is discussed in
[20].
Thus, we denote C˜θ =: C˜. In C˜, we can define a CC-collection of indecomposable
objects (a1[r1], . . . , an+1[rn+1]) which satisfies
t− π < φai[ri] ≤ t
for all i ∈ {1, . . . , n+1} with some t ∈ R. Then, we can define the corresponding functions
F Jφ with φ = (φ1, . . . , φn+1) so that these satisfy
F Jφ′ = (−1)nrF Jφ
for
φ′ = (φ′a1, . . . , φ
′
an+1) = (φa1 + rπ, . . . , φan+1 + rπ).
Namely, we can drop θ in φθ even if we start with Cθ with some fixed θ. Note that the sign
(−1)nr comes from
η˜(m˜n(w
′
12, . . . , w
′
n(n+1)), w
′
(n+1)1) = (−1)(|η|+1)r1+nr1 η˜(m˜n(w12, . . . , wn(n+1)), w(n+1)1) (19)
for wij ∈ C˜(ai, aj) and w′ij ∈ C˜(ai[ri], aj [rj]), which is obtained by our settings (8) and (9)
with |η| = 1.
For t < t′ such that (t−π, t]∩(t′−π, t′] 6= ∅, let us consider F Jφ such that t−π < φi ≤ t
for all i = 1, . . . , n+ 1. For each i, we set
φ′i :=
{
φi + π t− π < φi ≤ t′ − π
φi t
′ − π < φi ≤ t
.
Then, t′ − π < φ′i ≤ t′ holds for all i. In this situation, one has
F Jφ′ = (−1)n(φ
′
1−φ1)/πF Jφ
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again by (19).
6. Examples
In this section, we discuss a few examples of the structure constants of the A∞-
products in C. In subsection 6.1, we calculate the structure constants of all transversal
products m2. In subsection 6.2, we calculate a few non-transversal triple products and
discuss their relation to an exact triangle in Tr(C).
6.1. The products m2. In this subsection, we give the formula for the structure constants
ϕ(vjabab , v
jbc
bc , v
jca
ca ) for any objects a, b, c.
As a practice, we first start with doing it for the special case where
c = (qc, pc, αc, βc) = (1, 1, 0, 0)
a = (qa, pa, αa, βa) = (1, 0, 0, 0)
b = (qb, pb, αb, βb) = (2, 1, α, β)
with fixed α and β. This situation is related to the example discussed in the next subsection.
In this case, all the vector space Vab, Vbc, Vca are one dimensional fortunately. We
denote the corresponding bases by vab, vbc and vca, where |vab| = |vbc| = 0 and |vca| = 1.
We fix vca in R
2, which is the intersection point of Lc and La, where
Lc : y = x,
La : y = 0.
We further consider the line
L˜b : 2y = x+ α +m
in R2 with m ∈ Z, and define v˜ab and v˜bc as the intersection points of (La, L˜b) and (L˜b, Lc),
respectively. One has
(x, y)(v˜ab) = (−α −m, 0), (x, y)(v˜bc) = (α +m,α +m).
The area of the triangle v˜ := v˜abv˜bcvca is then (α + m)
2, and ∆b(v˜) = α + m. Thus, we
obtain
ϕ(vab, vbc, vca) =
∑
m∈Z
exp(2πiρ(α +m)2 + 2πiβ(α+m)). (20)
For general a, b, c, the situation is more complicated because the dimension of Vab,
Vbc, Vca may not be one. We employ the arguments in subsection 3.7 fully, and consider
the following lines in T˜ 2:
Lc : qcy = pcx+ αc , (21)
L′a : qay = pax− qcajca + αa , (22)
L˜′b : qby = pbx− qcbjca − qabjab − pabm+ αb . (23)
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Here, the intersecting point of Lc with L
′
a is vca, and L˜
′
b is defined so that the intersecting
point v˜jabab of L
′
a with L
′
b satisfies π(v˜
jab
ab ) = π(v
jab
ab ). These facts in particular mean that
π(L′a) = π(La) and π(L
′
b) = π(Lb) hold.
More intuitively, L′a is defined so that it passes through
(x, y) =
(
qc
qcajca − αa
pca
, pc
qcajca − αa
pca
)
,
and L′b is defined so that it passes through
(x, y) =
(
qc
qcbjca
pcb
+ qa
(
m+
qabjab − αb
pab
)
, pc
qcbjca
pcb
+ pa
(
m+
qabjab − αb
pab
))
.
Now, one has
(x, y)(v˜jcaca ) =
(
qcqcajca − qcαa + qaαc
pca
,
pcqcajca − pcαa + paαc
pca
)
(24)
(x, y)(v˜jabab ) =
(
qapabm+ (qaqcb − qbqca)jca + qaqabjab − qaαb + qbαa
pab
, (25)
qapabm+ (paqcb − pbqca)jca + paqabjab − paαb + pbαa
pab
)
. (26)
Since the slopes of the three lines are fixed, the triangle is determined when the two vertices
vjcaca and v˜
jab
ab are given. Namely, the triangle exists only when the intersection point v˜bc of
(L˜′b, Lc) satisfies π(v˜bc) = π(v
jbc
bc ). Since
(x, y)(v˜bc) =
(
qc(pabm+ qcbjca + qabjab)− qcαb + qbαc
pcb
,
pcpabm+ pcqcbjca + pcqabjab − pcαb + pbαc
pcb
)
and
(x, y)(v˜jcbcb ) =
(
qcqcbjcb − qcαb + qbαc
pcb
,
pbqcbjcb − pcαb + pbαc
pcb
)
, −qcbjcb = jbc,
the condition π(v˜bc) = π(v
jbc
bc ) is equivalent to
qc(pabm+ qcbjca + qabjab + jbc) ∈ pbcZ,
pc(pabm+ qcbjca + qabjab + jbc) ∈ pbcZ,
but we see that the above two identities are equivalent to the single identity
pabm+ qcbjca + qabjab + jbc ∈ pbcZ
since qc and pc are relatively prime. Let us define the corresponding Kronecker’s delta:
δ[pbc]
j
i
:=
{
1 i− j ∈ pbcZ
0 otherwise .
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The structure constant is then given by
ϕ(vjabab , v
jbc
bc , v
jca
ca ) =
∑
m∈Z
δ[pbc]
0
pabm+qcbjca+qabjab+jbc
exp (2πiρ△m) exp (2πi
∫
βm) , (27)
where △m is the area of the triangle made from Lc, L′a and L˜′b which is computed as
△m = 1−2pabpbcpca (labc(m, jab, jbc, jca)− αabc)
2 ,
labc(m, jab, jbc, jca) := pcapabm+ pcaqabjab − pabjca ,
αabc := pbcαa + pcaαb + pabαc,
(28)
and
exp (2πi
∫
βm) := exp (−2πiβabc (labc(m, jab, jbc, jca)− αabc)) ,
βabc := pbcβa + pcaβb + pabβc.
Though the cyclicity of this structure constant ϕ(vjabab , v
jbc
bc , v
jca
ca ) is guaranteed by the ho-
mological mirror symmetry, it can be checked directly in the explicit formula above; since
αabc and βabc are already cyclic, we may check the cyclicity of labc under the constraint
coming from δ[pbc], see [6].
6.2. Certain triple products and an exact triangle. The triangulated category Tr(C)
includes informations of A∞-products in C. In this subsection, we discuss a relation between
A∞-products of the Fukaya category C and an exact triangle in Tr(C) by an example. The
exact triangle we discuss below is the mirror dual of that discussed in [13]. The reader can
confirm that various complicated calculations in [13] are already included in obtaining the
Fukaya category C.
The objects we treat are those considered in the previous subsection. For
a = (qa, pa, αa, βa) = (1, 0, 0, 0),
c = (qc, pc, αc, βc) = (1, 1, 0, 0),
Vca is a one-dimensional vector space spanned by degree one base vca. Regarding it as a
map vca ∈ C˜(c[−1], a), we consider the cone
C(vca) := (c⊕ a, ( 0 v¯ca0 0 )) ∈ Tw(C).
Now, we will show that this one-sided twisted complex is isomorphic in Tr(C) to (b, 0) with
b = (qb, pb, αb, βb) = (2, 1, 1/2, 1/2).
Here, we first assume that b = (2, 1, αb, βb) with arbitrary (αb, βb). The graded vector
space Tw(C)((b, 0), C(vca)) is spanned by the degree zero element(
vbc 0
)
. (29)
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Also, Tw(C)(C(vca), (b, 0)) is spanned by the degree zero element(
0
vab
)
. (30)
The space Tr(C)((b, 0), C(vca)) is the zero-th cohomology of the complex (Tw(C)((b, 0), C(vca)), mTw1 ).
The degree-zero element ( vbc 0 ) is then closed,
mTw1
((
v¯bc 0
))
) = m˜2
((
0
)
,
(
v¯bc 0
))
+ m˜2
((
v¯bc 0
)
,
(
0 v¯ca
0 0
))
= 0,
if and only if the product m2(vbc, vca) is zero. Similarly, (
0
vab ) is closed,
mTw1
((
0
v¯ab
))
= m˜2
((
0 v¯ca
0 0
)
,
(
0
v¯ab
))
+ m˜2
((
0
v¯ab
)
,
(
0
))
= 0,
if and only if m2(vca, vab) = 0.
One can understand these facts without direct calculations as above. Applying the
cohomological functor Tr(C)((b, 0), ) to the exact triangle
· · · → (c[−1], 0)→ (a, 0)→ C(vca)→ (c, 0) vca→ (a[1], 0)→ C(vca)[1]→ (c[1], 0)→ · · ·
(31)
yields the long exact sequence
· · · → 0→ 0→ Tr(C)((b, 0), C(vca))→ 〈vbc〉 vca→ 〈vba〉 → Tr(C)((b, 0), C(vca)[1])→ 0→ · · · .
Here, if the map vca = Tr(C)((b, 0), vca) in the exact sequence above is non-zero, then
Tr(C)((b, 0), C(vca)) turns out to be trivial and so (b, 0) cannot be isomorphic to C(vca).
Now, note that the image of vbc by the map vca = Tr((b, 0), vca) is m2(vbc, vca). Thus,
one sees Tr(C)((b, 0), C(vca)) = 0 if m2(vbc, vca) 6= 0, and Tr(C)((b, 0), C(vca)) ≃ C if
m2(vbc, vca) = 0. Parallel fact is obtained for Tr(C)(C(vca), (b, 0)) by applying the cohomo-
logical functor Tr(C)( , (b, 0)) to the exact triangle (31).
Next, assume that m2(vbc, vca) = 0 and then check when the generators (29) and (30)
form isomorphisms. One has
mTw2
((
v¯bc 0
)
,
(
0
v¯ab
))
=
∑
i
m˜2+i
((
v¯bc 0
)
,
(
0 v¯ca
0 0
)i
,
(
0
v¯ab
))
= m˜3
((
v¯bc 0
)
,
(
0 v¯ca
0 0
)
,
(
0
v¯ab
))
= m¯3(v¯bc, v¯ca, v¯ab).
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and
mTw2
((
0
v¯ab
)
,
(
v¯bc 0
))
=
∑
i,j
m˜2+i+j
((
0 v¯ca
0 0
)i
,
(
0
v¯ab
)
,
(
v¯bc 0
)
,
(
0 v¯ca
0 0
)j)
=
(
m¯3(v¯ca, v¯ab, v¯bc) 0
m¯2(v¯ab, v¯bc) m¯3(v¯ab, v¯bc, v¯ca)
)
.
Since m2(vab, vbc) = 0 by the cyclicity 0 = ω(m2(vbc, vca), vab) = −ω(m2(vab, vbc), vca),
the generators (29) and (30) form isomorphisms if and only if the structure constants
c1, c2, c3 of m¯3(v¯bc, v¯ca, v¯ab) = c11b, m¯3(v¯ca, v¯ab, v¯bc) = c21c, m¯3(v¯ab, v¯bc, v¯ca) = c31a satisfy
c1 = c2 = c3 6= 0.
Now, let us discuss when these conditions are satisfied. First, the structure constant
ϕ(vab, vbc, vca) is already calculated in (20). Let us express this as
ϕ(vab, vbc, vca) =
∑
m∈Z
Fm(α, β)
Fm((α, β)) := exp(2πiρ(α +m)
2 + 2πiβ(α+m)).
When α = β = 1/2, we see that Fm(1/2, 1/2) = −F−m−1(1/2, 1/2) and we have ϕ(vab, vbc, vca) =
0. We can also see this fact because
∑
m∈Z Fm(α, β) is a theta function and (α, β) =
(1/2, 1/2) is a zero of it. Thus, for α = β = 1/2, we have
m2(vab, vbc) = 0, m2(vbc, vca) = 0, m2(vca, vab) = 0.
Next, let us consider the triple product m3(vab, vbc, vca). By Lemma 3.2, we have
m3(vab, vbc, vca) =
σ(a)
2πi
(
∂
∂β
∑
m∈Z
Fm(1/2, β)|β=1/2
)
· 1a, σ(a) = 1,
in C. Rewriting this as an A∞ triple product in sC by (4), it turns out that
c1 = − 1
2πi
∂
∂β
(∑
m∈Z
Fm(1/2, β)|β=1/2
)
.
One can similarly calculate c2 and c3, and obtain c1 = c2 = c3.
Since
∑
m∈Z Fm(α, β) is the theta function, the zeros of its derivative is known by the
Jacobi’s derivative formula. Actually α = β = 1/2 is not a zero, so one has c1 = c2 = c3 6= 0.
See [13].
As a result, one has C(vca) ≃ b = (2, 1, 1/2, 1/2). Since b′ = (2, 1, α, β) ≃ b if and
only if α− 1/2 ∈ Z and β − 1/2 ∈ Z hold, we can conclude that
C(vca) ≃ b = (2, 1, α, β)
if and only if α− 1/2 ∈ Z and β − 1/2 ∈ Z hold.
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