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ON MAGNETIC LEAF-WISE INTERSECTIONS
YOUNGJIN BAE
Abstract. In this paper we study leaf-wise intersections in a setting where the Hamiltonian
perturbation has magnetic effects. In particular, we establish their existence under certain
topological assumptions on the ambient manifold.
1. Introduction
Let (N, g) be a closed connected orientable Riemannian manifold and τ : T ∗N → N be
its cotangent bundle with the canonical symplectic form ωstd = dp ∧ dq. Here (q, p) are the
canonical coordinates on T ∗N . Let Σ be a hypersurface in an exact symplectic manifold
(T ∗N, dλ, λ = p dq) such that (Σ, α := λ|Σ) is a contact manifold.
As a main example, such a hypersurface can be obtained from a sufficiently high energy
level of a mechanical Hamiltonian
G =
1
2
|p|2 + U(q),
i.e. a closed energy hypersurface G−1(k) ⊂ T ∗N, k > maxq∈N U(q) is a contact manifold
with a contact form λ|G−1(k). Here |p| denotes the dual norm of the Riemannian metric g on
N and U : N → R is a smooth potential. This Hamiltonian system describes the motion of
a particle on N subject to the conservative force −∇U .
The contact hypersurface Σ is foliated by the leaves of the characteristic line bundle which
is spanned by the Reeb vector field R of α. Let φΣt : Σ → Σ be the flow of R. For x ∈ Σ we
denote by Lx the leaf through x which can be parametrized as Lx = {φ
Σ
t (x) : t ∈ R}. If Lx
is closed, we call Lx a closed Reeb orbit and x a periodic point.
In order to introduce leaf-wise intersections, we need the following definitions.
Definition 1.1. A magnetic perturbation σ ∈ C∞(R/Z,Ω2(N)) is a time-dependent closed
2-form on N which satisfies the following conditions:
• σ˜(t) = dθ(t), for some θ ∈ C∞(R/Z,Ω1(N˜ )) for all t ∈ R/Z;
• σ(t) = 0, θ(t) = 0 for all t ∈ [0, 12 ];
• θ(t) ∈ Ω1(N˜) is bounded for all t ∈ [12 , 1].
Here σ˜(t) is the lift of σ(t) to the universal cover N˜ and such a 2-form σ(t) which has a
bounded primitive on the universal cover is called d˜-bounded.
Let M be the set of such magnetic perturbations and P be the set of primitives of magnetic
perturbations on the universal cover. We consider an R/Z-parametrized symplectic form
ωσ : R/Z→ Ω
2(T ∗N) as follows
ωσ := ωstd + τ
∗σ. (1.1)
Key words and phrases. Leaf-wise intersection point, Floer homology, Rabinowitz Floer homology, Isoperi-
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Definition 1.2. We define
H := {H ∈ C∞c (R/Z × T
∗N) : H(t, ·) = 0, ∀t ∈ [0,
1
2
]}.
Throughout this article, we fix anH ∈ H and the diffeomorphism ϕ which is the time-1-map of
the Hamiltonian vector field XσH defined by ιXσHωσ = −dH. When σ ≡ 0, the diffeomorphism
ϕ becomes a (non-magnetic) Hamiltonian diffeomorphism of (T ∗N,ωstd).
Definition 1.3. A point x ∈ Σ is called a magnetic leaf-wise intersection point, if ϕ(x) ∈ Lx.
In other words, there exists η ∈ R such that
φΣη (ϕ(x)) = x. (1.2)
Note that a leaf-wise intersection point is the σ = 0 case of a magnetic leaf-wise intersection
point. The leaf-wise intersection problem asks whether a given diffeomorphism has a leaf-wise
intersection point in a given hypersurface Σ. If there exist leaf-wise intersections one can ask
further a lower bound on the number of leaf-wise intersections. This problem was introduced
by Moser in [28], and studied further in [10, 14, 19, 17, 13, 18, 31, 5, 6, 7, 8, 20, 21, 22, 27].
See [4] for the brief history of these problems. In this article, we investigate the approaches
in [3, 24] and generalize their results.
We call a hypersurface Σ ⊂ T ∗N non-degenerate if closed Reeb orbits on Σ form a discrete
set. A generic Σ is non-degenerate, see [11, Theorem B.1]. If Σ is non-degenerate, then
periodic leaf-wise intersection points can be excluded by choosing a generic Hamiltonian
function, see [3, Theorem 3.3]. In this setting, a leaf-wise intersection point x has the unique
real number η such that (1.2) is satisfied. By these reason, we only consider non-periodic
(magnetic) leaf-wise intersection points.
In order to state the main result, we need the following notion. Let LN be the free loop
space of (N, g). The energy functional E : LN → R is given by
E(q) :=
∫ 1
0
1
2
|q˙|2dt.
For given 0 < T <∞, denote by
LN (T ) :=
{
q ∈ LN : E(q) ≤
1
2
T 2
}
.
Let Σ be a non-degenerate fiberwise starshaped hypersurface and ϕ be a generic diffeomor-
phism. Given T > 0 let us define
n(T ) = nΣ,ϕ(T ) := #{x ∈ T
∗N : φΣη (ϕ(x)) = x, for some η ∈ (0, T )}.
Theorem 1.4. Let N be a closed connected oriented manifold of dimension n ≥ 2. Let Σ be
a non-degenerate fiberwise starshaped hypersurface in T ∗N . Let g be a bumpy Riemannian
metric on N with S∗gN contained in the interior of the compact region bounded by Σ. Assume
that ϕ is generic. Then there exists a constant c = c(N, g,Σ, ϕ) > 0 such that the following
holds: For all sufficiently large T > 0,
n(T ) ≥
1
c
· rank{ι : H∗
(
LN (c(T − 1))
)
→ H∗(LN )}. (1.3)
Under a certain topological assumption on N , the right hand side of (1.3) grows exponen-
tially with T . We denote by π˜1(N) the set of conjugacy classes of π1(N). Then the connected
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components of LN corresponds to the elements of π˜1(N), hence the exponential growth rate
of π˜1(N) implies that
lim inf
T→∞
rank{ι : H0(LN (T ))→ H0(LN )} (1.4)
has also exponential growth with respect to T , see [26]. Then the following corollary comes
from exponential growth of (1.4) and Theorem 1.4.
Corollary 1.5. Let N be a closed connected oriented manifold of dimension n ≥ 2. Let
Σ be a non-degenerate fiberwise starshaped hypersurface in T ∗N . Suppose that π˜1(N) has
exponential growth. If ϕ is generic then n(T ) grows exponentially with T .
The main example of such N is any surface of genus greater than one. In these cases,
the magnetic field σ can be chosen by the volume form of that surface. Other candidates
for N are the symplectically hyperbolic manifolds which will be discussed in Definition 3.1,
Proposition 3.2.
In proving Theorem 1.4, we heavily need a recent result by Marcarini, Merry and Paternain
[24]. With the same assumption as in Theorem 1.4 and a generic non-magnetic Hamiltonian,
they showed the exponential growth rate of leaf-wise intersections. In this paper, we extend
their result to the magnetic case by using a method developed in [9].
More precisely we will use a variational approach associated to magnetic leaf-wise inter-
sections. The main tools are Rabinowitz Floer homology and its variations. In order to show
the main result, invariance of Rabinowitz Floer homology is crucial and we take advantage of
continuation map between two different Rabinowitz Floer chain complexes.
Acknowledgement: I am grateful to my advisor Urs Frauenfelder for fruitful discussions
and detailed comments. I also thank the anonymous referee. The author is supported by the
Basic research fund 2010-0007669 funded by the Korean government.
2. A perturbation of the Rabinowitz action functional
Let us begin with a defining Hamiltonian F¯ of a contact hypersurface Σ ⊂ T ∗N which is
constant outside of a compact set containing Σ.
Definition 2.1. Given a fiberwise starshaped hypersurface Σ ⊂ T ∗N ,
D¯(Σ) := {F¯ ∈ C∞(T ∗N) : F¯−1(0) = Σ, XF¯ |Σ = R, XF¯ is compactly supported }.
With the defining Hamiltonian F¯ ∈ D¯(Σ), the Rabinowitz action functional AF¯ : L×R→ R
is defined by
AF¯ (u, η) :=
∫ 1
0
u∗λ− η
∫ 1
0
F¯ (u(t))dt.
Here L = LT ∗N := C
∞(R/Z, T ∗N). The critical points of AF¯ satisfy
d
dtu(t) = ηXF¯ (u(t))
F¯ (u(t))dt = 0.
}
(2.1)
Since the restriction of the Hamiltonian vector field XF¯ to Σ is the Reeb vector field, the
equations (2.1) are equivalent to
d
dtu(t) = ηR(u(t))
u(t) ∈ Σ,
}
i.e. u is a periodic orbit of the Reeb vector field on Σ with period η.
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If AF¯ is Morse-Bott, then FH∗(A
F¯ ) is well-defined, see [11]. By the work of Abbondandolo-
Schwarz [2] and Cieliebak-Frauenfelder-Oancea [12], we then have the following non-vanishing
result when ∗ 6= 0, 1.
FH∗(A
F¯ ) =
{
H∗(LN ), if ∗ > 1,
H−∗+1(LN ), if ∗ < 0.
(2.2)
Here FH∗(A
F¯ ) is the Floer homology for AF¯ and LN is the free loop space of N .
Now we introduce a time-dependent defining Hamiltonian in order to consider an action
functional whose critical points give rise to leaf-wise intersection points.
Definition 2.2. Given a fiberwise starshaped hypersurface Σ ⊂ T ∗N ,
D(Σ) := {F ∈ C∞(R/Z × T ∗N) : F (t, x) = ρ(t)F¯ (x), F¯ ∈ D¯(Σ)}.
Here ρ : R/Z→ R≥0 satisfies∫ 1
0
ρ(t)dt = 1 and supp(ρ) ⊂ (0,
1
2
). (2.3)
Remark that the Hamiltonian vector field XF satisfies
XF (t, x) = ρ(t)XF¯ (x). (2.4)
A leaf-wise intersection point x ∈ Σ with respect to ϕ0 ∈ Hamc(T
∗N) can be interpreted
as a critical point of a perturbed Rabinowitz action functional AFH : L ×R→ R defined by
AFH(u, η) =
∫ 1
0
u∗λ− η
∫ 1
0
F (t, u)dt −
∫ 1
0
H(t, u)dt.
Here the additional Hamiltonian H : T ∗N → R generates ϕ0. Then a critical point (u, η) of
AFH is a solution of
d
dtu(t) = ηXF (t, u(t)) +XH(t, u(t))∫ 1
0 F (t, u(t))dt = 0.
}
(2.5)
We observed in [4] that if (u, η) is a critical point of AFH then u(
1
2 ) ∈ Σ is a leaf-wise inter-
section point. For a generic Hamiltonian H for which AFH is Morse, Albers-Frauenfelder [3]
constructed an isomorphism
FH(AFH)
∼= FH(AF¯ ). (2.6)
Now we construct an action functional whose critical points give rise to magnetic leaf-wise
intersection points with respect to ϕ = φ1XσH
. Throughout this article, we fix a primitive θ ∈ P
as in Definition 1.1. We then define an additional term
Bθ : L → R
u 7→
∫ 1
0
τ˜∗θt(u˜(t))[
d
dt
u˜(t)]dt.
(2.7)
Here τ˜ : T ∗N˜ → N˜ , u˜ : R/Z → T ∗N˜ is a lifting of u. We also fix a fundamental region
N ⊂ N˜ and assume that u˜(0) ∈ N .
A new action functional Aθ : L × R→ R is defined by
Aθ(u, η) = A
F
H,θ(u, η) := A
F
H(u, η) + Bθ(u)
=
∫ 1
0
u∗λ− η
∫ 1
0
F (t, u(t))dt −
∫ 1
0
H(t, u(t))dt+
∫ 1
0
τ˜∗θt(u˜(t))[
d
dt
u˜(t)]dt.
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A critical point (u, η) ∈ L × R of Aθ satisfies
d
dtu(t) = ηXF (t, u(t)) +X
σ
H(t, u(t))∫ 1
0 F (t, u(t))dt = 0.
}
(2.8)
For convenience,
Crit(Aθ) := {w = (u, η) ∈ L × R : (u, η) satisfies (2.8)}.
In the following proposition we interpret the critical point as a magnetic leaf-wise intersection
point as in Definition 1.3.
Proposition 2.3. Let (u, η) ∈ Crit(Aθ). Then x = u(
1
2 ) satisfies ϕ(x) ∈ Lx. Thus x is a
magnetic leaf-wise intersection point.
Proof. For t ∈ [0, 12 ] we compute, using H(t, ·) = 0 for all t ≤
1
2 ,
d
dt
F¯ (u(t)) = dF¯ (u(t)) ·
d
dt
u(t)
= dF¯ (u(t)) · [η XF (t, u)︸ ︷︷ ︸
=ρ(t)XF¯ (u)
+XσH(t, u)︸ ︷︷ ︸
=0
] = 0,
since dF¯ (XF¯ ) = 0. Hence F¯ (u(t)) = c for some constant c when t ≤
1
2 . Thus,
0 =
∫ 1
0
F (t, u)dt =
∫ 1
0
ρ(t)F¯ (u(t))dt = c.
Therefore F¯ (u(t)) = c = 0 and since F¯−1(0) = Σ, we have u(t) ∈ Σ for t ∈ [0, 12 ]. In
particular, u(12 ), u(0) = u(1) ∈ Σ.
For t ∈ [12 , 1] we have F (t, ·) = 0. Thus the loop u solves the equation
d
dtu(t) = X
σ
H(t, u)
on [12 , 1], and therefore, u(1) = ϕ(u(
1
2 )). We conclude that ϕ(u(
1
2 )) ∈ Σ. For t ∈ [0,
1
2 ],
d
dtu(t) = ηXF (t, u)+X
σ
H (t, u) = ηXF (t, u) = ηR, sinceXF |Σ = R. This means that ϕ(u(
1
2 )) =
u(1) = u(0) ∈ Lu( 1
2
). Thus u(
1
2) is a magnetic leaf-wise intersection point. 
2.1. Floer homology for Aθ. In this subsection, we show that FH(Aθ) is well-defined. We
assume that the readers are familiar with the construction in Floer theory which can be found
in [29]. Throughout this subsection, we follow the strategy in [11] with minor modifications.
Definition 2.4. Let Σ be a non-degenerate hypersurface in T ∗N with a defining Hamiltonian
F . A diffeomorphism ϕ = φ1XσH
or a pair (H, θ) ∈ H × P is called regular with respect to
F ∈ D(Σ) if
(1) Aθ = A
F
H,θ is Morse;
(2) ϕ has no periodic leaf-wise intersection points.
For a given non-degenerate closed hypersurface Σ, ϕ is regular for generic (H, θ) ∈ H × P.
We discuss the regular property further in Appendix A and B. Throughout this article, we
assume that ϕ is regular.
Remark 2.5. In order to define gradient flow lines, we need an R/Z-parametrized almost
complex structure J(t) which is compatible with the R/Z-parametrized symplectic form ωσ.
This means that
gt( · , · ) := ωσ( · , J(t) · )
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defines a R/Z-parametrized inner product on T ∗N . We denote the set of such almost complex
structures as Jσ.
Given J(t) ∈ Jσ, we denote by ∇JAθ the gradient of Aθ with respect to the inner product
gJ
(
(uˆ1, ηˆ1), (uˆ2, ηˆ2)
)
:=
∫ 1
0
gt(uˆ1, uˆ2)dt+ ηˆ1ηˆ2, (2.9)
where (uˆi, ηˆi) ∈ T(u,η)(L × R) for i = 1, 2. One can check that
∇JAθ(u, η) =
(
−J(t, u)
(
d
dtu−X
σ
H(t, u) − ηXF (t, u)
)
−
∫ 1
0 F (t, u)dt
)
.
Definition 2.6. A positive gradient flow line of Aθ with respect to J(t) ∈ Jσ is a map
w = (u, η) ∈ C∞(R,L × R) solving the ODE
d
ds
w(s)−∇JAθ(w(s)) = 0.
According to Floer’s interpretation, this means that u and η are smooth maps u : R×(R/Z)→
T ∗N and η : R→ R satisfying
∂su+ J(t, u)
(
∂tu−X
σ
H(t, u) − ηXF (t, u)
)
= 0
d
dsη +
∫ 1
0 F (t, u)dt = 0.
}
(2.10)
Definition 2.7. The energy of a map w ∈ C∞(R,L × R) is defined as
E(w) :=
∫ ∞
−∞
‖
d
ds
w(s)‖2Jds,
where ‖ · ‖J =
√
gJ(·, ·).
Note that the energy of a given gradient flow line w ∈ C∞(R,L×R) with limit conditions
lims→±∞w(s) = w± ∈ Crit(Aθ) become
E(w) =
∫ ∞
−∞
‖
d
ds
w(s)‖2Jds =
∫ ∞
−∞
gJ(∇JAθ(w(s)),
d
ds
w(s))ds
=
∫ ∞
−∞
d
ds
Aθ(w(s))ds = Aθ(w+)−Aθ(w−).
Remark 2.8. The most delicate issue in constructing FH(Aθ) is the compactness of the
moduli space. The moduli space of gradient flow lines w(s) = (u, η) of Aθ with the asymptotic
conditions lims→±∞w(s) = w± ∈ Crit(Aθ) can be compactified up to breaking of gradient
flow lines, see Theorem 2.14. There are three analytic difficulties we have to overcome:
(1) a uniform L∞ bound on u ∈ L;
(2) a uniform L∞ bound on η ∈ R;
(3) a uniform L∞ bound on the derivatives of u ∈ L.
Properties (1) and (3) are non-trivial but standard problems in Floer theory and property
(2) is also treated in [11, 4]. However our gradient flow equation (2.10) is slightly generalized
with the data σ. Most of the remaining of this subsection is devoted to show property (2) in
Aθ case.
Definition 2.9. Define a map c : H×P → [0,∞) by
c(H, θ) := sup
(t,u)∈R/Z×L
∣∣∣∣∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[X˜
σ
H (t, u˜)]−H(t, u(t))dt
∣∣∣∣ .
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Note that λ˜ + τ˜∗θ is a primitive of ω˜σ on the universal cover T
∗N˜ . We remind that H is
compactly supported, and hence c(H, θ) is finite.
Lemma 2.10. There exists ǫ > 0, c˜ > 0 such that if (u, η) ∈ L×R satisfies ‖∇JAθ(u, η)‖J ≤ ǫ
then
|η| ≤ c˜(|Aθ(u, η)| + 1). (2.11)
Here ‖ · ‖J =
√
gJ(·, ·).
Proof. The proof consists of 3 steps.
Step 1 : There exist δ > 0 and a constant cδ < ∞ such that if u ∈ L satisfies (t, u(t)) ∈
Uδ = F
−1(−δ, δ) for all t ∈ [0, 12 ], then
|η| ≤ cδ (|Aθ(u, η)| + ‖∇JAθ(u, η)‖J + 1) .
There exists δ > 0 such that
λ(XF (p)) ≥
1
2
+ δ, ∀ p ∈ Uδ
We compute
|Aθ(u, η)| =
∣∣∣∣∫ 1
0
u∗λ−
∫ 1
0
H(t, u(t))dt − η
∫ 1
0
F (t, u(t))dt + Bθ(u(t))
∣∣∣∣
=
∣∣∣∣∫ 1
0
u˜∗(λ˜+ τ˜∗θt)−
∫ 1
0
H(t, u(t))dt− η
∫ 1
0
F (t, u(t))dt
∣∣∣∣
=
∣∣∣∣ ∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[
d
dt
u˜− ηX˜F (t, u˜)− X˜
σ
H(t, u˜)]dt
+ η
∫ 1
0
λ(u(t))[XF (t, u)]︸ ︷︷ ︸
≥ 1
2
+δ
−F (t, u(t))︸ ︷︷ ︸
≤δ
dt
+
∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[X˜
σ
H (t, u˜)]−H(t, u(t))dt
∣∣∣∣
≥
1
2
|η| − c′θ,δ‖
d
dt
u−XσH(t, u)− ηXF (t, u)‖1 − c(H, θ)
≥
1
2
|η| − c′θ,δ‖
d
dt
u−XσH(t, u)− ηXF (t, u)‖2 − c(H, θ)
≥
1
2
|η| − c′θ,δ‖∇JAθ(u, η)‖J − c(H, θ)
Here [˜−] means the lifting of [−] to the universal cover and c′θ,δ := ‖(λ˜ + τ˜
∗θ)|
U˜δ
‖∞. Set
cδ = max{2c
′
θ,δ, 2c(H, θ), 2} then this inequality proves Step 1. Note that the finiteness of c
′
θ,δ
is guaranteed by the simple estimate as follows
c′θ,δ =‖λ˜+ τ
∗θ|U˜δ‖∞
≤‖λ˜|U˜δ‖∞ + ‖τ˜
∗θ|U˜δ‖∞
=‖λ|Uδ‖∞ + ‖θ|τ˜(U˜δ)‖∞
≤‖λ|Uδ‖∞ + ‖θ‖∞
<∞.
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Step 2 : There exists ǫ = ǫ(δ) with the following property. If there exists t ∈ [0, 12 ] with
F (t, u(t)) ≥ δ then ‖∇JAθ(u, η)‖J ≥ ǫ.
If in addition F (t, u(t)) ≥ δ2 holds for all t ∈ [0,
1
2 ] then
‖∇JAθ(s)(u, η)‖J ≥
∣∣∣∣∫ 1
0
F (t, u(t))dt
∣∣∣∣ ≥ δ2
∫ 1
0
ρ(t)dt =
δ
2
.
Otherwise there exists t′ ∈ [0, 12 ] with F (t, u(t
′)) ≤ δ2 . Thus we may assume without loss of
generality that 0 ≤ a < b ≤ 12 and
δ
2 ≤ |F (t, u(t))| ≤ δ for all t ∈ [a, b], and |F (b, u(b)) −
F (a, u(a))| = δ2 . Then we estimate
‖∇JAθ(u, η)‖J ≥‖
d
dt
u−XσH(t, u)− ηXF (t, u)‖2
≥
(∫ b
a
‖
d
dt
u−XσH(t, u)︸ ︷︷ ︸
=0
−ηXF (t, u)‖
2dt
) 1
2
≥
∫ b
a
‖
d
dt
u− ηXF (t, u)‖dt
≥
1
‖∇F‖∞
∫ b
a
‖∇F (t, u(t))‖ · ‖
d
dt
u− ηXF (t, u)‖dt
≥
1
‖∇F‖∞
∫ b
a
∣∣∣∣gt(∇F (t, u(t)), ddtu− ηXF (t, u)
)∣∣∣∣ dt
=
1
‖∇F‖∞
∫ b
a
∣∣∣∣gt(∇F (t, u(t)), ddtu
)∣∣∣∣ dt
=
1
‖∇F‖∞
∫ b
a
∣∣∣∣ ddtF (t, u(t))
∣∣∣∣ dt
≥
1
‖∇F‖∞
∫ b
a
d
dt
F (t, u(t))dt
=
δ
2‖∇F‖∞
.
Since ‖∇F‖∞ is bounded from above, we set ǫ(δ) := min{
δ
2 ,
δ
2‖∇F‖∞
}. This proves Step 2.
Step 3 : We prove the lemma.
Choose δ as in Step 1, ǫ = ǫ(δ) as in Step 2 and
c˜ = cδ(ǫ+ 1).
Assume that ‖∇JAθ(u, η)‖J ≤ ǫ then
|η| ≤ cδ (|Aθ(u, η)| + ‖∇JAθ(u, η)‖J + 1) ≤ c˜(|Aθ(u, η)| + 1).
This proves the lemma. 
Proposition 2.11. Let w± ∈ Crit(Aθ) and w = (u, η) be a gradient flow line of Aθ with
lim
s→±∞
w(s) = w±.
Then there exists a constant κ = κ(w−, w+) satisfying ‖η‖∞ ≤ κ.
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Proof. Let ǫ be as in Lemma 2.10. For l ∈ R, let νw(l) ≥ 0 be defined by
νw(l) := inf{ν ≥ 0 : ‖∇JAθ[w(l + ν)]‖J < ǫ}.
Then νw(l) is uniformly bounded as follows,
Aθ(w+)−Aθ(w−) =
∫ ∞
−∞
‖
d
ds
w(s)‖2ds
=
∫ ∞
−∞
‖∇JAθ(w(s))‖
2
Jds
≥
∫ l+νw(l)
l
‖∇JAθ(w(s))‖
2
J︸ ︷︷ ︸
≥ǫ2
ds
≥ ǫ2νw(l).
Now, we set
‖F‖∞ = max
(t,x)∈R/Z×T ∗N
|F (t, x)|, K = max{|Aθ(w+)|, |Aθ(w−)|}.
Since F ∈ D(Σ), see Definition 2.2, ‖F‖∞ is finite. By definition of νw(l), we get ‖∇JAθ[w(l+
νw(l))]‖J = ǫ. Then we can use Proposition 2.10 to obtain the following estimate
|η(l + νw(l))| ≤ c˜(|Aθ[w(l + νw(l))]| + 1)
≤ c˜(K + 1).
By using the above estimate we get
|η(l)| ≤ |η(l + νw(l))|+
∣∣∣∣∣
∫ l+νw(l)
l
η˙(s)ds
∣∣∣∣∣
≤ |η(l + νw(l))|+
∣∣∣∣∣
∫ l+νw(l)
l
∫ 1
0
F (t, u(t))dt ds
∣∣∣∣∣
≤ c˜(K + 1) + ‖F‖∞νw(l)
≤ c˜(K + 1) +
‖F‖∞(Aθ(w+)−Aθ(w−))
ǫ2
.
The right hand side is independent of the gradient flow line w and l ∈ R. Let
κ = c˜(K + 1) +
‖F‖∞(Aθ(w+)−Aθ(w−))
ǫ2
,
then this proves the proposition. 
Proposition 2.12. If σ0 ∈ Ω
2(N) is d˜-bounded then (ωstd + τ
∗σ0)|π2(T ∗N) = 0.
Proof. First choose a map f : S2 → T ∗N , then it suffices to show that
∫
f(S2) ωstd+τ
∗σ0 = 0.∫
f(S2)
ωstd + τ
∗σ0 =
∫
f(S2)
ωstd +
∫
τ◦f(S2)
σ0 =
∫
f(S2)
dλ+
∫
τ˜◦f(S2)
σ˜0
=
∫
∂f(S2)
λ+
∫
τ˜◦f(S2)
dθ0 =
∫
∂τ˜◦f(S2)
θ0
= 0.
Here τ˜ ◦ f : S2 → N˜ is a lifting of τ ◦ f : S2 → N . 
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Theorem 2.13. Let wν = (uν , ην) be a sequence of gradient flow lines for which there exists
a < b such that
a ≤ Aθ
(
wν(s)
)
≤ b, ∀s ∈ R.
Then the sequence {wν} has a subsequence that converges in C∞loc(R,L × R).
Proof. As we mentioned in Remark 2.8, we establish compactness by proving the following
uniform bounds:
(1) a uniform L∞ bound on uν ;
(2) a uniform L∞ bound on ην ;
(3) a uniform L∞ bound on the derivatives of uν .
Property (1) follows from the convexity at infinity of (T ∗N,ωσ). Proposition 2.11 implies that
ην is uniformly bounded which guarantees property (2). If the derivatives would explode we
then obtain a non-constant holomorphic sphere as limit which is impossible by Proposition
2.12. Hence we conclude property (3). With (1)-(3), the bootstrapping argument gives C∞loc-
convergence, see [25, Appendix B.4]. 
Theorem 2.14. Let Σ ⊂ T ∗N be a closed hypersurface with a defining Hamiltonian F . For
a generic choice of (H, θ), the functional Aθ is Morse and FH(Aθ) is well-defined.
Proof. Now we are ready to define the Floer homology of Aθ. By choosing a generic pair
(H, θ) ∈ H × P, we may assume that Aθ is Morse. Take a critical point w = (u, η) of Aθ.
Since Aθ is Morse, u : R/Z → T
∗N is a non-degenerate orbit. Thus we can associate to u a
well-defined integer the Conley-Zehnder index µCZ(u). See [30] and [1] for the definition and
details of the Conley-Zehnder index.
Let us define µ(w) := µCZ(u) and denote by
Crit(a,b)(Aθ) := {(u, η) ∈ Crit(Aθ) : Aθ(u, η) ∈ (a, b)};
Crit
(a,b)
k (Aθ) := {w ∈ Crit
(a,b)(Aθ) : µ(w) = k}.
Now we define
FC
(a,b)
k (Aθ) := Crit
(a,b)
k (Aθ)⊗ Z2.
For a generic almost complex structure J(t) ∈ Jσ and given w± ∈ Crit
(a,b)(Aθ), we denote by
M̂(w−, w+) := {w(s) : w satisfies (2.10), lim
s→±∞
w(s) = w±};
M(w−, w+) := M̂(w−, w+)/R.
The above R-action is given by translating the s-coordinate. Suppose further that the almost
complex structure J(t) is generic, so that M(w−, w+) is a smooth manifold of dimension
dimM(w−, w+) = µ(w−)− µ(w+)− 1.
For the compactification of the moduli space M̂(w−, w+), we remind the Floer-Gromov
convergence as follows. A sequence {(uν , ην)}ν∈N in M̂(w−, w+) is said to Floer-Gromov
converges to a broken flow line {(uj , ηj)}
m
j=1 with
(uj , ηj) ∈ M̂(wj−1, wj), j ∈ {1, . . . ,m},
where wi ∈ Crit(Aθ) and w0 = w−, wm = w+, if there exist s
ν
j ∈ R such that reparametrized
sequence (uν , ην)(s+ sνj ) converges to (uj , ηj)(s) for all j = 1, . . . ,m in the C
∞
loc-topology. By
Theorem 2.13, we are now able to consider a compactification of M̂(w−, w+) with respect to
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the Floer-Gromov convergence. We mention two following statements, due to Floer [16, 15],
which is crucial in constructing various type of Floer homologies, also containing Aθ-version.
(1) If µ(w−)−µ(w+) = 1, then the moduli space M̂(w−, w+) is a 1-dimensional compact
smooth manifold with respect to the Floer-Gromov convergence and henceM(w−, w+)
is finite.
(2) Let M(w−, w+) be the compactification of M(w−, w+) with respect to the Floer-
Gromov convergence. If µ(w−) − µ(w+) = 2, then M(w−, w+) is a compact 1-
dimensional manifold whose boundary is given by
∂M(w−, w+) =
⋃
w
M(w−, w)×M(w,w+),
where w ∈ Crit(Aθ) runs over µ(w−)− µ(w) = 1.
By virtue of (1), the boundary operator ∂k : FC
(a,b)
k (Aθ)→ FC
(a,b)
k−1 (Aθ) is defined by
∂kw− :=
∑
µ(w+)=k−1
#2M(w−, w+) · w+,
where #2 means Z2-counting. This boundary operator satisfies ∂k−1 ◦∂k = 0 in Z2-coefficient
which is guaranteed by (2). Then the resulting filtered Floer homology group is defined by
FH
(a,b)
∗ (Aθ) := H∗(FC
(a,b)
• (Aθ), ∂∗).
By taking direct and inverse limit, we obtain
FH∗(Aθ) := lim
−→
a
lim
←−
b
FH
(−a,b)
∗ (Aθ), a, b→∞.

2.2. Continuation map between FH(AFH) and FH(Aθ). In this section, we construct a
continuation homomorphism
Ψ˜σ : FH(AFH)→ FH(Aθ)
by counting gradient flow lines of the s-dependent perturbed Rabinowitz action functional.
Here
σ(s) := γ(s)σ, θ(s) := γ(s)θ (2.12)
are s-dependent magnetic perturbation where γ : R→ [0, 1] is a cut-off function
γ(s) =
{
0 for s ≤ 0
1 for s ≥ 1
(2.13)
and 0 ≤ γ˙(s) ≤ 2 for all s ∈ R. Then the corresponding action functional is
Aθ(s)(u, η) = A
F
H(u, η) + γ(s)Bθ(u)
where AFH(u, η) =
∫ 1
0 u
∗λ− η
∫ 1
0 F (t, u(t))dt −
∫ 1
0 H(t, u(t))dt.
Now we consider the (s, t)-dependent almost complex structure J(s, t) on T ∗N such that
J(s, t) ∈ Jσ(s) for all s ∈ [0, 1] and J(s, t) is independent of s for s ≤ −1 and s ≥ 1. This
almost complex structure induces the (s, t)-dependent inner product on T ∗N
gs,t( · , · ) := ωσ(s)( · , J(s, t) · ),
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and the following s-dependent inner product on L × R
gs
(
(uˆ1, ηˆ1), (uˆ2, ηˆ2)
)
:=
∫ 1
0
gs,t(uˆ1, uˆ2)dt+ ηˆ1ηˆ2, (2.14)
where (uˆi, ηˆi) ∈ T(u,η)(L × R) for i = 1, 2. With the above metric, we obtain
∇sAθ(s)(u, η) =
(
−J(s, t, u)
(
∂tu− ηXF (t, u) −X
σ(s)
H (t, u)
)
−
∫ 1
0 F (t, u)dt.
)
Then the gradient flow line w = (u, η) ∈ C∞(R× (R/Z), T ∗N)× C∞(R,R) satisfies
∂su+ J(s, t, u)
(
∂tu− ηXF (t, u)−X
σ(s)
H (t, u)
)
= 0
d
dsη +
∫ 1
0 F (t, u)dt = 0,
}
(2.15)
with energy
E(w) :=
∫ ∞
−∞
‖
d
ds
w(s)‖2sds,
where ‖ · ‖s :=
√
gs(·, ·).
In order to construct the continuation homomorphism Ψ˜σ, it suffices to show that the
Lagrange multiplier η and the energy of the time-dependent gradient flow line are uniformly
bounded. For this purpose, we need the following preliminary statements.
Lemma 2.15. There exists ǫ > 0 and c˜ > 0 such that if (u, η) ∈ C∞(R/Z, T ∗N)×R satisfies
‖∇sAθ(s)(u, η)‖s < ǫ then
|η| ≤ c˜(|Aθ(s)(u, η)| + 1). (2.16)
Here ‖ · ‖s :=
√
gs(·, ·).
Proof. The proof is basically the same as in Lemma 2.10 by considering σ(s) instead of σ.
Here we omit the proof. 
Definition 2.16. For a magnetic perturbation σ ∈M and its primitive θ ∈ P, see Definition
1.1, the isoperimetric constant C = C(θ) is defined by
C := ‖θ‖∞ = max
t∈R/Z
‖θt‖∞.
In order to state the next proposition, we introduce the notations as follows:
dσ =dH,σ := sup
s∈R
‖X
σ(s)
H ‖∞;
dF :=‖XF ‖∞.
Proposition 2.17. Let ǫ, c˜ be the same as in Lemma 2.15. Let w− ∈ Crit(A
F
H), w+ ∈
Crit(Aθ) and w = (u, η) be a gradient flow line of Aθ(s) with lims→±∞w = w±. If the
isoperimetric constant C = C(θ) satisfies
C ≤
1
4
;(
8c˜dFC + 2c˜dF + 4
dF
ǫ2
‖F‖∞
)
C ≤
1
2
,
(2.17)
then there exists a constant κ = κ(w−, w+) such that
‖η‖∞ ≤ κ.
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Proof. We prove the proposition in 3 steps.
Step 1 : Let us first bound the energy of w in terms of ‖η‖∞.
E(w) =
∫ ∞
−∞
‖
d
ds
w(s)‖2sds
=
∫ ∞
−∞
〈
d
ds
w(s),∇sAθ(s)(w(s))〉sds
=
∫ ∞
−∞
d
ds
Aθ(s)(w(s))ds −
∫ ∞
−∞
A˙θ(s)(w(s))ds
=Aθ(1)(w+)−Aθ(0)(w−)−
∫ ∞
−∞
A˙θ(s)(w(s))ds.
(2.18)
We estimate the last term in (2.18) by using the isoperimetric constant C∣∣∣∣∫ ∞
−∞
A˙θ(s)(w(s))ds
∣∣∣∣ ≤∫ ∞
−∞
∣∣∣A˙θ(s)(w(s))∣∣∣ ds
=
∫ ∞
−∞
γ˙(s)
∣∣∣∣∣
∫
R/Z
u˜∗θtdt
∣∣∣∣∣ ds
≤
∫ ∞
−∞
γ˙(s)C
∫
R/Z
|∂tu|s,tdt ds.
(2.19)
Here | · |s,t :=
√
gs,t(·, ·). From the gradient flow equation (2.15), we get
∂tu = J(s, t, u)∂su+ ηXF (t, u) +X
σ(s)
H (t, u). (2.20)
By inserting (2.20) into the last term in (2.19), we then obtain∫ ∞
−∞
∣∣∣A˙θ(s)(w(s))∣∣∣ ds ≤∫ ∞
−∞
γ˙(s)C
∫
R/Z
|∂tu|s,tdt ds
=
∫ ∞
−∞
γ˙(s)︸︷︷︸
≤2
C
∫
R/Z
|J(s, t)∂su+ ηXF (t, u) +X
σ(s)
H (t, u)|s,tdt ds
≤2C
∫ 1
0
∫
R/Z
(
|∂su|s,t + |η||XF (t, u)|s,t + |X
σ(s)
H (t, u)|s,t
)
dt ds
≤2C
∫ 1
0
∫
R/Z
(
|∂su|
2
s,t + 1 + |η|‖XF ‖∞ + ‖X
σ(s)
H ‖∞
)
dt ds
=2CE(u) + 2C + 2dσC + 2‖η‖∞dFC
≤2CE(w) + 2C + 2dσC + 2‖η‖∞dFC.
(2.21)
Now by combining the above estimates (2.18) and (2.21), we deduce
E(w) =Aθ(1)(w+)−Aθ(0)(w−)−
∫ ∞
−∞
A˙θ(s)(w(s))ds
≤Aθ(1)(w+)−Aθ(0)(w−) + 2CE(w) + 2C + 2dσC + 2‖η‖∞dFC.
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By the assumption on the isoperimetric constant, C ≤ 14 and we have
E(w) ≤2Aθ(1)(w+)− 2Aθ(0)(w−) + 4C + 4dσC + 4‖η‖∞dFC
=2∆+ 4C + 4dσC + 4‖η‖∞dFC,
(2.22)
where ∆ := Aθ(1)(w+)−Aθ(0)(w−). This finishes Step 1.
Step 2 : Let ǫ be as in Lemma 2.10. For l ∈ R let νw(l) ≥ 0 be defined by
νw(l) := inf
{
ν ≥ 0 : ‖∇sAθ(l+ν)
(
w(l + ν)
)
‖s < ǫ
}
.
In this step we bound νw(l) in terms of ‖η‖∞ for all l ∈ R as follows
E(w) =
∫ ∞
−∞
‖
d
ds
w(s)‖2sds
=
∫ ∞
−∞
‖∇sAθ(s)‖
2
sds
≥
∫ l+νw(l)
l
‖∇sAθ(s)‖
2
s︸ ︷︷ ︸
≥ǫ2
ds
≥ǫ2νw(l).
(2.23)
Step 1 and the above estimate finish Step 2.
Step 3 : We prove the proposition.
First set
K = max{−Aθ(0)(w−),Aθ(1)(w+)}
By the definition of νw(l), we get ‖∇sAθ[l+νw(l)][w(l + νw(l))]‖s < ǫ, which enables us to use
Lemma 2.15. We obtain the following estimate by using (2.16), (2.21) and (2.22)
|η(l + νw(l))| ≤c˜
(∣∣Aθ[l+νw(l)][w(l + νw(l))]∣∣ + 1)
≤c˜
(
K +
∫ ∞
−∞
∣∣∣A˙θ(s)∣∣∣ ds+ 1)
≤c˜ (K + 2CE(w) + 2C + 2dσC + 2‖η‖∞dFC + 1)
≤c˜
[
K + 2C(2∆ + 4C + 4dσC + 4‖η‖∞dFC)
+ 2C + 2dσC + 2‖η‖∞dFC + 1
]
.
(2.24)
By Step 2 and (2.22), we get the following inequalities∣∣∣∣∣
∫ l+νw(l)
l
η˙(s)ds
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ l+νw(l)
l
∫ 1
0
F (t, u(t))dt ds
∣∣∣∣∣
≤‖F‖∞νw(l)
≤‖F‖∞
E(w)
ǫ2
≤
‖F‖∞
ǫ2
(2∆ + 4C + 4dσC + 4‖η‖∞dFC).
(2.25)
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Combining the above two estimates (2.24) and (2.25), we conclude the following
|η(l)| ≤|η(l + νw(l))| +
∣∣∣∣∣
∫ l+νw(l)
l
η˙(s)ds
∣∣∣∣∣
≤c˜
[
K + 2C(2∆ + 4C + 4dσC + 4‖η‖∞dFC) + 2C + 2dσC + 2‖η‖∞dFC + 1
]
+
‖F‖∞
ǫ2
(2∆ + 4C + 4dσC + 4‖η‖∞dFC)
=
(
8c˜dFC + 2c˜dF + 4
dF
ǫ2
‖F‖∞
)
C︸ ︷︷ ︸
=:κ1
‖η‖∞
+ c˜
[
K + 2C(2∆ + 4C + 4dσC) + 2C + 2dσC + 1
]
+
‖F‖∞
ǫ2
(2∆ + 4C + 4dσC)︸ ︷︷ ︸
=: 1
2
κ
.
Note that the above estimate is valid for all l ∈ R and κ1 ≤
1
2 by the condition (2.17). Thus
we have
‖η‖∞ ≤
1
2
‖η‖∞ +
1
2
κ,
and hance we conclude
‖η‖∞ ≤ κ. (2.26)

Lemma 2.18. Let ǫ, c˜ in (2.27) be the same as in Lemma 2.15. Let w− ∈ Crit(A
F
H),
w+ ∈ Crit(Aθ) and w = (u, η) be a gradient flow line of Aθ(s) with lims→±∞w = w± and its
action value a = Aθ(0)(w−), b = Aθ(1)(w+). If the isoperimetric constant C = C(θ) satisfies
the following conditions:
c˜ dF C ≤
1
32
;(
2c˜ dF C +
dF ‖F‖∞
ǫ
)
C ≤
1
128
;(
1 + dσ + 2 c˜ dF + 4 c˜ dF C(1 + dσ + 4C + 4 dσC)
+
8 dF ‖F‖∞C
ǫ2
(1 + dσ)
)
C ≤
1
72
,
(2.27)
then the following assertions hold:
(1) If a ≥ 19 , then b ≥
a
2 ;
(2) If b ≤ −19 , then a ≤
b
2 .
Proof. By Proposition 2.17, the Lagrange multiplier η of the gradient flow line is uniformly
bounded as follows
‖η‖∞ ≤ 2c˜
(
K + 2C(2∆ + 4C + 4dσC) + 2C + 2dσC + 1
)
+
2‖F‖∞
ǫ2
(2∆ + 4C + 4dσC).
(2.28)
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Recall that K = max{−a, b} and ∆ = b − a. From the fact that E(w) ≥ 0 and (2.22), we
obtain the following inequality
b ≥ a− 2C − 2dσC − 2‖η‖∞dFC. (2.29)
By combining (2.28) with (2.29), we obtain
b ≥a− 2C − 2dσC − 2‖η‖∞dFC
≥a− 2C − 2dσC − 4c˜
(
K + 2C(2∆ + 4C + 4dσC) + 2C + 2dσC + 1
)
dFC
+
4‖F‖∞
ǫ2
(2∆ + 4C + 4dσC)dFC
=a− 4 c˜ dF C K − 8
(
2c˜ dF C +
dF ‖F‖∞
ǫ
)
C∆
− 2
(
8 dF ‖F‖∞C
ǫ2
(1 + dσ) + 1 + dσ + 2 c˜ dF + 4 c˜ dF C(1 + dσ + 4C + 4 dσC)
)
C
≥a−
1
8
K −
1
16
(b− a)−
1
36
.
(2.30)
Here the last inequality we use the condition (2.27). To prove the assertion (1), we first
consider the case
|b| ≤ a, a ≥
1
9
.
In this assumption, we induce the following estimate from (2.30)
b ≥ a−
1
8
a−
1
8
a−
1
36
=
3
4
a−
1
36
≥
a
2
.
Now we want to exclude the case
−b ≥ a ≥
1
9
.
But in this case (2.30) implies the following contradiction:
b ≥
1
9
+
1
72
−
1
16
(b− a)−
1
36
≥ −
1
16
(b− a) > 0.
This proves the first assumption. To prove the assertion (2), we set
b′ = −a, a′ = −b.
Then (2.30) also holds for b′ and a′. Thus we get the following assertion from (1)
−b ≥
1
9
=⇒ −a ≥ −
b
2
which is equivalent to the assertion (2). This proves the lemma. 
Theorem 2.19. Let Σ ⊂ T ∗N be a closed hypersurface with a defining Hamiltonian F . For
a generic choice of (H, θ), the functionals AFH , Aθ are Morse and
FH(AFH)
∼= FH(Aθ).
Proof. For a given magnetic perturbation σ ∈M and its primitive θ ∈ P, we first consider
the sequence {θi}Ni=1 ⊂ P which satisfies the following properties:
(1) θi := diθ, where 0 = d0 < d1 < · · · < dN = 1;
(2) Aθi : L × R→ R is Morse for all i = 0, 1, . . . , N ;
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(3) Ci := (di+1 − di)‖θ‖∞ satisfies the assumption of Proposition 2.17 and Lemma 2.18
for all i = 0, 1, . . . , N − 1.1
Now we are ready to use Proposition 2.17 and Lemma 2.18 inductively. Let us consider
following homotopies
θi(s) := θi + γ(s)(θi+1 − θi);
σi(s) := σi + γ(s)(σi+1 − σi).
Here σ˜i = dθi and see (2.13) for γ(s), and a gradient flow line w = (u, η) ∈ C∞(R ×
(R/Z), T ∗N)×C∞(R,R) of the time dependent action functional Aθi(s) which satisfies
∂su+ J(s, t, u)
(
∂tu−X
σi(s)
H (t, u)− ηXF (t, u)
)
= 0
d
dsη +
∫ 1
0 F (t, u)dt = 0,
}
(2.31)
and the limit condition
lim
s→−∞
w(s) = w− ∈ Crit(Aθi), lim
s→∞
w(s) = w+ ∈ Crit(Aθi+1). (2.32)
The solutions of (2.31), (2.32) form a moduli space
N i+1i (w−, w+) = {w = (u, η) : (u, η) satisfies (2.31), (2.32)}
which, for a generic homotopy σi(s), is a smooth manifold of dimension µ(w−)− µ(w+).
For the compactness of N i+1i (w−, w+) we need to consider the analytic issues about uniform
bounds on u, η, the derivatives of u and the energy of w. The arguments in Theorem 2.13
are also valid for the case of the uniform bounds on u and its derivatives. Proposition 2.17
guarantees the uniform bound on η. Finally (2.22) with Proposition 2.17 implies the uniform
energy bound of time-dependent gradient flow lines as follows,
E(w) ≤2Aθi+1(1)(w+)− 2Aθi(0)(w−) + 4C + 4dσi+1C + 4‖η‖∞dF C
≤2Aθi+1(1)(w+)− 2Aθi(0)(w−) + 4C + 4dσi+1C + 4κ(w−, w+) dF C.
We then consider the compactified moduli space N
i+1
i (w−, w+) of N
i+1
i (w−, w+) with respect
to Floer-Gromov convergence as in Theorem 2.14. When µ(w−)− µ(w+) = 1 we have
∂N
i+1
i (w−, w+) =
⋃
x
Mi(w−, x)×N
i+1
i (x,w+) ∪
⋃
y
N i+1i (w−, y)×Mi+1(y,w+), (2.33)
where x, y run over Critµ(w+)(Aθi), Critµ(w−)(Aθi+1) respectively.
Now, by virtue of Lemma 2.18, we define a map for a ≤ −19 and b ≥
1
9
Ψ
(a,b)
i,k : FC
(a
2
,b)
k (Aθi)→ FC
(a, b
2
)
k (Aθi+1)
given by
Ψ
(a,b)
i,k (w−) =
∑
µ(w+)=µ(w−)
#2N
i+1
i (w−, w+) w+.
Here #2 means the Z2-counting.
Now (2.33) gives us Ψ
(a,b)
i,k−1 ◦ ∂k = ∂k ◦Ψ
(a,b)
i,k in Z2 coefficient which implies that Ψ
(a,b)
i,k is a
chain map. Hence we have the following homomorphisms on homologies as follows
Ψ˜
(a,b)
i : FH
(a
2
,b)(Aθi)→ FH
(a, b
2
)(Aθi+1).
1Since the Morse property of Aθi is generic, we can guarantee property (2). Note that we make C
i arbitrarily
small by choosing small di+1 − di.
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By taking the inverse and direct limit
FH∗(Aθi) = lim
b→∞
lim
a→−∞
FH
(a,b)
∗ (Aθi),
we deduce
Ψ˜i : FH(Aθi)→ FH(Aθi+1).
We define
Ψ˜σ : FH(AFH)→ FH(Aθ).
by Ψ˜σ = Ψ˜N−1 ◦ · · · ◦ Ψ˜1 ◦ Ψ˜0. In a similar way, we construct
Ψ˜σ : FH(Aθ)→ FH(A
F
H),
by following the homotopies in opposite direction. By a homotopy-of-homotopies argument,
we conclude Ψ˜σ ◦ Ψ˜
σ = idFH(AFH )
and Ψ˜σ ◦ Ψ˜σ = idFH(Aθ). Therefore Ψ˜
σ is an isomorphism
with inverse Ψ˜σ. 
By these results, if dimH∗(LN ) = ∞ then we have infinitely many critical points of Aθ.
This implies that there are infinitely many magnetic leaf-wise intersections or a periodic one
which means that the leaf on which it lies forms a closed Reeb orbit. We exclude the latter
case generically, as follows.
We recall a hypersurface Σ ⊂ T ∗N non-degenerate if closed Reeb orbits on Σ form a dis-
crete set. A generic Σ is non-degenerate, see [11, Theorem B.1]. If Σ is non-degenerate,
then periodic leaf-wise intersection points can be excluded by choosing a generic Hamiltonian
function, see [3, Theorem 3.3]. With the above generic Hamiltonian, Albers-Frauenfelder con-
clude that there are infinitely many leaf-wise intersection points on Σ, under the topological
assumption dimH∗(LN ) = ∞. By these reason, we only consider non-periodic (magnetic)
leaf-wise intersection points. Thus we conclude the following existence result for magnetic
leaf-wise intersections.
Corollary 2.20. Let N be a closed connected orientable manifold of dimension n ≥ 2. Let
Σ be a non-degenerate hypersurface in T ∗N . Suppose that dimH∗(LN ) =∞. If ϕ is generic
then there exist infinitely many magnetic leaf-wise intersection points.
Proof of Corollary 2.20. In Theorem 2.19, we have the continuation isomorphism as follows
Ψ˜σ : FH∗(A
F
H)→ FH∗(Aθ). (2.34)
Since we assume that dimH∗(LN ) = ∞, (2.2), (2.6) imply that dimFH∗(Aθ) = ∞ and
consequently the Morse function Aθ has infinitely many critical points. Now Proposition 2.3
implies that there exist infinitely many magnetic leaf-wise intersections or a periodic leaf-wise
intersection. But, by Theorem B.1, the latter case can be excluded for a generic (H, θ) ∈ H×P
which generates ϕ. Hence there exist infinitely many magnetic leaf-wise intersections. 
3. On the growth rate of magnetic leaf-wise intersections
In [24], Macarini-Merry-Paternain prove the exponential growth rate of leaf-wise intersec-
tions with respect to the period when π˜1(N) grows exponentially. Recall that π˜1(N) is the
set of conjugacy classes of π1(N).
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3.1. Symplectically hyperbolic manifolds. In this section, we investigate the examples
and the candidates for the above topological assumption.
Definition 3.1. Let (N,ωN ) be a closed symplectic manifold of dimension 2n. If the sym-
plectic form ωN is d˜-bounded, then (N,ωN ) is called symplectically hyperbolic.
Proposition 3.2 (Ke¸dra [23]). Let (N,ωN ) be a symplectically hyperbolic manifold then
π1(N) grows exponentially.
As mentioned above, we are interested in the growth rate of π˜1(N). It is known that π˜1(N)
has exponential growth rate when N is a 2-dimensional symplectically hyperbolic manifold.
But we don’t know the growth rate of π˜1(N) for any higher dimensional symplectically hy-
perbolic manifold.
3.2. Perturbed F-Rabinowitz action functional. In order to show the exponential growth
rate of leaf-wise intersection points, Macarini-Merry-Paternain used the F-Rabinowitz action
functional Af : L × R→ R as follows
Af (u, η) = AF,fH (u, η) :=
∫ 1
0
u∗λ− f(η)
∫ 1
0
F (t, u)dt−
∫ 1
0
H(t, u)dt.
The above new ingredient f ∈ C∞(R,R) needs to satisfy the following properties:
(1) f is a smooth strictly positive, strictly increasing function.
(2) limη→−∞ f(η) = 0 and f
′ satisfies 0 < f ′(η) ≤ 1 for all η ∈ R.
The additional data f(η) is crucial to the construction of continuation maps between a con-
centric family of fiberwise starshaped hypersurfaces, see [24, Section 4.2]. We denote by F
the set of such f ∈ C∞(R,R) satisfying the above conditions.
If we additionally consider the magnetic perturbation, then the action functional becomes
Afθ (u, η) = A
F,f
H,θ := A
f (u, η) + Bθ(u).
One can check that a critical point of Afθ satisfies
d
dtu = f(η)XF (t, u) +X
σ
H(t, u)
f ′(η)
∫ 1
0 F (t, u)dt = 0.
}
(3.1)
Since f ′(η) > 0 for all η ∈ R, it is equivalent to
d
dtu = f(η)XF (t, u) +X
σ
H(t, u)∫ 1
0 F (t, u)dt = 0.
}
(3.2)
Given −∞ ≤ a ≤ b ≤ ∞, we adopt the following notations:
Crit(Afθ ) := {w = (u, η) ∈ L × R : (u, η) satisfies (3.2)};
Crit(a,b)(Afθ ) := {(u, η) ∈ Crit(A
f
θ ) : A
f
θ (u, η) ∈ (a, b)}.
A (magnetic) leaf-wise intersection point is called positive or negative if η in (1.2) is positive or
negative respectively. Since f ∈ F is a positive function, we only consider positive (magnetic)
leaf-wise intersection points. It would be convenient if f(η) = η on the action window
(a, b) ⊂ R+ we work with.
Definition 3.3. Given a > 0,
F(a) := {f ∈ F : f(η) = η, ∀η ∈ [a,∞)}.
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For notational convenience, let us denote by
LW(a, b) = LWΣ,ϕ(a, b) := {x ∈ T
∗N : φΣη (ϕ(x)) = x, for some η ∈ (a, b)}
and recall that
c(H, θ) = sup
(t,u)∈R/Z×L
∣∣∣∣∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[X˜
σ
H(t, u˜)]−H(t, u(t))dt
∣∣∣∣ .
Proposition 3.4. Given a > 0, choose f ∈ F(a). Then there is a map
ev : Crit(a+c,b−c)(Afθ )→ LW(a, b)
ev(u, η) = u(
1
2
).
Appendix B guarantees that there is no periodic magnetic leaf-wise intersection point for
generic ϕ. In this case, ev is injective and we then obtain the following estimate
#LW(a, b) ≥ #Crit(a+c,b−c)(Afθ ).
Here c = c(H, θ).
Proof. Let (u, η) be a critical point of Afθ , by the argument in Proposition 2.3, then u(
1
2) is
a magnetic leaf-wise intersection point and its action value becomes
Afθ (u, η) =
∫ 1
0
(λ˜+ τ˜∗θt)
(
f(η)X˜F (t, u˜) + X˜
σ
H(t, u˜)
)
−
∫ 1
0
H(t, u)dt
= f(η)
∫ 1
0
(λ˜+ τ˜∗θt)[X˜F (t, u˜)]dt︸ ︷︷ ︸
=:♦
+
∫ 1
0
(λ˜+ τ˜∗θt)[X˜
σ
H(t, u˜)]dt−
∫ 1
0
H(t, u)dt
= f(η) +
∫ 1
0
(λ˜+ τ˜∗θt)
(
X˜σH(t, u˜)
)
−
∫ 1
0
H(t, u)dt.
(3.3)
The third equality in the above equation (3.3) is deduced from the following. Notice here
that XF (t, u) = ρ(t)XF¯ (u) and ρ(t) vanishes on t ∈ [
1
2 , 1] while θt = 0 for t ∈ [0,
1
2 ].
♦ =
∫ 1
0
(λ˜+ τ˜∗θt)[ρ(t)X˜F¯ (u˜)]dt =
∫ 1
0
ρ(t)λ˜(X˜F¯ (u˜))dt
=
∫ 1
0
ρ(t)λ(XF¯ (u))dt =
∫ 1
0
ρ(t)λ(R(u))dt
=
∫ 1
0
ρ(t)dt = 1.
Thus we obtain
|Afθ (u, η) − f(η)| ≤ c(H, θ). (3.4)
Suppose Afθ (u, η) ∈ (a+ c(H, θ), b− c(H, θ)) then
a < f(η) < b.
Since f ∈ F(a), we conclude that
a < η < b.

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For a given almost complex structure J ∈ Jω, let ∇JA
f
θ be the gradient of A
f
θ with respect
to the metric gJ(·, ·) in (2.9). One can check that
∇JA
f
θ (u, η) =
(
−J(t, u)
(
d
dtu− f(η)XF (t, u) −X
σ
H(t, u)
)
−f ′(η)
∫ 1
0 F (t, u)dt
)
.
Definition 3.5. A positive gradient flow line of Afθ with respect to an R/Z-parametrized
almost complex structure J(t) ∈ Jωσ is a map w : R→ L× R which solves
d
ds
w −∇JA
f
θ = 0.
The above map is interpreted as w = (u, η) where u : R×
R/Z→ T ∗N ×R, η : R→ R such that
∂su+ J(t, u)
(
d
dtu−X
σ
H(t, u) − f(η)XF (t, u)
)
= 0
d
dsη + f
′(η)
∫ 1
0 F (t, u)dt = 0.
}
(3.5)
3.3. Floer homology for Afθ . Let us first assume that the perturbed F-Rabinowitz action
functional Afθ : L×R→ R is Morse in the sense of Corollary A.5. In order to define the Floer
homology for Afθ , we need to show that the Lagrange multiplier η is uniformly bounded. We
follow the same strategy as in the Aθ-case with minor modifications.
Lemma 3.6. There exist ǫ, c′ > 0 such that if (u, η) ∈ L×R satisfies ‖∇JA
f
θ (u, η)‖J ≤ ǫf
′(η)
then
2
3
(
Afθ (u, η) − c
′‖∇JA
f
θ (u, η)‖J − c
)
≤ f(η) ≤ 2
(
Afθ (u, η) + c
′‖∇JA
f
θ (u, η)‖J + c
)
. (3.6)
Here c = c(H, θ) as in Definition 2.9.
Proof. The proof consists of 2 steps.
Step 1 : There exist constants δ, c′ > 0 such that if u ∈ L satisfies
u(t) ∈ Uδ := F
−1(−δ, δ), ∀t ∈ [0,
1
2
]
then (3.6) holds.
There exist δ > 0 such that
1
2
+ δ ≤ λ(XF (p)) ≤
3
2
− δ, ∀ p ∈ Uδ.
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Now we compute
Afθ (u, η) =
∫ 1
0
u∗λ−
∫ 1
0
H(t, u(t))dt− f(η)
∫ 1
0
F (t, u(t))dt + Bθ(u(t))
=
∫ 1
0
u˜∗(λ˜+ τ˜∗θt)−
∫ 1
0
H(t, u(t))dt − f(η)
∫ 1
0
F (t, u(t))dt
=
∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[
d
dt
u˜− f(η)X˜F (t, u˜)− X˜
σ
H(t, u˜)]dt
+ f(η)
∫ 1
0
λ(u(t))[XF (t, u)]︸ ︷︷ ︸
≥ 1
2
+δ
−F (t, u(t))︸ ︷︷ ︸
≤δ
dt
+
∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[X˜
σ
H (t, u˜)]−H(t, u(t))dt
≥
(
1
2
+ δ − δ
)
f(η)− c′‖
d
dt
u−X
σ(s)
H (t, u)− f(η)XF (t, u)‖1 − c(H, θ)
≥
1
2
|f(η)| − c′‖
d
dt
u−X
σ(s)
H (t, u) − f(η)XF (t, u)‖2 − c(H, θ)
≥
1
2
|f(η)| − c′‖∇JAθ(u, f(η))‖J − c(H, θ),
where c′ = c′(θ, δ) := ‖(λ˜+ τ˜∗θ)|U˜δ‖∞. In a similar way, we get the following estimate
Afθ (u, η) =
∫ 1
0
u∗λ−
∫ 1
0
H(t, u(t))dt− f(η)
∫ 1
0
F (t, u(t))dt + Bθ(u(t))
=
∫ 1
0
u˜∗(λ˜+ τ˜∗θt)−
∫ 1
0
H(t, u(t))dt − f(η)
∫ 1
0
F (t, u(t))dt
=
∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[
d
dt
u˜− f(η)X˜F (t, u˜)− X˜
σ
H(t, u˜)]dt
+ f(η)
∫ 1
0
λ(u(t))[XF (t, u)]︸ ︷︷ ︸
≤ 3
2
−δ
−F (t, u(t))︸ ︷︷ ︸
≥−δ
dt
+
∫ 1
0
(λ˜+ τ˜∗θt)(u˜(t))[X˜
σ
H (t, u˜)]−H(t, u(t))dt
≤
(
3
2
− δ + δ
)
f(η) + c′‖
d
dt
u−X
σ(s)
H (t, u)− f(η)XF (t, u)‖1 + c(H, θ)
≤
3
2
|f(η)|+ c′‖
d
dt
u−X
σ(s)
H (t, u) − f(η)XF (t, u)‖2 + c(H, θ)
≤
3
2
|f(η)|+ c′‖∇JAθ(u, f(η))‖J + c(H, θ).
The above two estimates prove Step 1.
Step 2 : For any δ > 0 there exist ǫ > 0 such that if (u, η) ∈ L × R
‖∇JA
f
θ (u, η)‖J ≤ ǫf
′(η)
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then u(t) ∈ Uδ for all t ∈ [0,
1
2 ].
By a similar argument as in Lemma 2.10 Step 2, if F (u(t)) ≥ δ2 for all t ∈ [0,
1
2 ] then
‖∇JA
f
θ (u, η)‖J ≥
∣∣∣∣f ′(η)∫ 1
0
F (t, u(t))dt
∣∣∣∣ ≥ f ′(η)δ2 .
Now, if there exist t1, t2 in [0,
1
2 ] with F (u(t1)) ≤
δ
2 and F (u(t2)) ≥ δ then
‖∇JA
f
θ (u, η)‖J ≥
δ
2‖∇F‖∞
.
If we set
ǫ = ǫ(δ, F ) := min
{
δ
2
,
δ
2‖∇F‖∞
}
and use the fact that f ′(η) ≤ 1 for all η ∈ R then this proves Step 2.
By combining Step 1 and Step 2, we immediately prove the lemma. 
We need further preliminaries. Now we consider a certain class of f ∈ F(a) with the
following condition.
Definition 3.7. Given a, r > 0,
F(a, r) := {f ∈ F(a) : ∃A > 0 such that Af ′(−A) > r};
F˜(a) :=
⋂
r>0
F(a, r). (3.7)
Remark 3.8. Given a > 0, the set
⋂
r>0 F(a, r) is non-empty and path-connected. An
explicit construction of f ∈
⋂
r>0F(a, r) exists. There also exists a homotopy between two
different f0, f1 ∈ F(a, r). All these things are explained in [24, Remark 3.24, Lemma 3.25].
Proposition 3.9. Fix F ∈ D(Σ) and an action window (a, b) such that 0 < a < b <∞. Let
c′, ǫ > 0 be the constants from Lemma 3.6. Choose f ∈ F(a6 ,
b−a
min{ǫ,a/4c′} ) and a generic pair
(H, θ) such that c(H, θ) ≤ a2 . Let w± ∈ Crit
(a,b)(Afθ ) and w = (u, η) be a gradient flow line of
Afθ with lims→±∞w(s) = w±. Then there exists a constant κ = κ(a, b) satisfying ‖η‖∞ ≤ κ.
Proof. For convenience, set
ǫ1 := min
{
ǫ,
a
4c′
}
.
First define a function νw : R→ [0,∞) for a given gradient flow line w = (u, η) by
νw(l) := inf{ν ≥ 0 : ‖∇JA
f
θ (w(l + ν))‖J ≤ ǫ1f
′(η(l + ν))}.
Since lims→∞ f
′(η(s)) = 1 and lims→∞ ‖∇JA
f
θ ((u, η)(s))‖J = 0, νw is well-defined. We get
the following estimate
b− a ≥ lim
s→∞
Afθ (w(s)) − lims→−∞
Afθ (w(s))
=
∫ ∞
−∞
‖∇JA
f
θ (w(s))‖
2
Jds
≥
∫ l+νw(l)
l
ǫ21f
′(η(s))2ds
≥νw(l)ǫ
2
1iw(l)
2,
(3.8)
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where iw(l) := infl≤s≤l+νw(s) f
′(η(s)). Hence we obtain
νw(l) ≤
b− a
ǫ21iw(l)
2
.
Now observe that∣∣∣∣∣
∫ l+νw(l)
l
η˙(s)ds
∣∣∣∣∣ ≤
∫ l+νw(l)
l
|η˙(s)| ds
≤
(
νw(l)
∫ l+νw(l)
l
|η˙(s)|2 ds
)1/2
≤
(
νw(l)
∫ l+νw(l)
l
‖∇JA
f
θ (w(s))‖
2
Jds
)1/2
≤(νw(l) E(w))
1/2
≤
b− a
ǫ1 iw(l)
.
(3.9)
By Lemma 3.6, we get the following estimate for any l ∈ R
f [η(l + νw(l))] ≥
2
3
(
Afθ [w(l + νw(l))] − c
′‖∇JA
f
θ (u, η)‖J − c(H, θ)︸ ︷︷ ︸
≤ a
2
)
≥
2
3
(a− c′ǫ1︸︷︷︸
≤ a
4
f ′[η(l + νw(l))]︸ ︷︷ ︸
≤1
−
a
2
)
≥
a
6
.
Since f ∈ F(a6 ), we get
η(l + νw(l)) ≥
a
6
,
and hence
η(l) ≥η(l + νw(l)) −
∣∣∣∣∣
∫ l+νw(l)
l
η˙(s)ds
∣∣∣∣∣
≥
a
6
−
b− a
ǫ1iw(l)
>−
b− a
ǫ1iw(l)
.
This implies
f ′(η(l))η(l) ≥ iw(l)η(l) ≥ −
b− a
ǫ1
.
Now suppose that there exists l0 ∈ R such that η(l0) < −A then there must be l1 ∈ R with
η(l1) = −A. This induces the following contradiction by the choice of f ∈ F(
a
6 ,
b−a
ǫ1
) with
(3.7),
−
b− a
ǫ1
> −f ′(−A)A = f ′(η(l1))η(l1) > −
b− a
ǫ1
.
So, we conclude that η(l) > −A for all l ∈ R.
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Now consider the upper bound. Start with a new function ν˜w : R→ [0,∞) by
ν˜w(l) := inf{ν ≥ 0 : ‖∇JA
f
θ (w(l + ν))‖J ≤ ǫ1f
′(−A)}.
By a similar argument as in (3.8) and (3.9), we see that
ν˜w(l) ≤
b− a
ǫ21 f
′(−A)2
and
|η(l) − η(l + ν˜w(l))| <
b− a
ǫ1 f ′(−A)
< A (3.10)
where the last inequality comes from (3.7) again. By Lemma 3.6, we get
f [η(l + ν˜w(l))] ≤ 2
(
Afθ [w(l + ν˜w(l))] + c
′‖∇JA
f
θ [w(l + ν˜w(l))]‖J + c(H, θ)
)
≤ 2(b+ c′ǫ1︸︷︷︸
≤ a
4
f ′(−A)︸ ︷︷ ︸
≤1
+
a
2
)
< 2a+ 2b.
This implies that η(l + ν˜w(l)) < 2a+ 2b and by (3.10)
η(l) < 2a+ 2b+A.
Thus we conclude that
‖η‖∞ < κ := 2a+ 2b+A.

For simplicity, let us denote by
A(Afθ ) := {A
f
θ (w) : w ∈ Crit(A
f
θ )}.
Theorem 3.10. Fix F ∈ D(Σ) and f ∈ F˜(16 ), see Definition 3.7. Choose a generic pair
(H, θ). If max{1, 2 c(H, θ)} < a < b ≤ ∞ and a, b /∈ A(Afθ ), then FH
(a,b)(Afθ ) is well-defined.
Proof. The construction of FH(a,b)(Afθ ) is the same as in the Aθ-case. For w = (u, η) ∈
Crit(a,b)(Afθ ), we define the index µ(w) := µCZ(u). Let us denote by
Crit
(a,b)
k (A
f
θ ) := {w ∈ Crit
(a,b)(Afm) : µ(w) = k};
FC
(a,b)
k (A
f
θ ) := Crit
(a,b)
k (A
f
θ )⊗ Z2.
For a generic almost complex structure J(t) ∈ Jσ and given w± ∈ Crit
(a,b)(Afθ ), we define
M̂(w−, w+) := {w(s) : w satisfies (3.5), lim
s→±∞
w(s) = w±};
M(w−, w+) := M̂(w−, w+)/R.
The above R-action is given by translating the s-coordinate. Suppose further that the almost
complex structure J(t) is generic, so that M(w−, w+) is a smooth manifold of dimension
dimM(w−, w+) = µ(w−)− µ(w+)− 1.
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The boundary operator ∂k : FC
(a,b)
k (A
f
θ )→ FC
(a,b)
k−1 (A
f
θ ) is defined by
∂kw− :=
∑
µ(w+)=k−1
#2M(w−, w+)w+,
where #2 means Z2-counting. By virtue of Proposition 3.9 with Theorem 2.13, the boundary
operator satisfies ∂k−1 ◦ ∂k = 0. Then the resulting filtered Floer homology group is
FH
(a,b)
∗ (A
f
θ ) = H∗(FC
(a,b)
• (A
f
θ ), ∂∗).

3.4. Continuation map between FH(Af ) and FH(Afθ ). In this section we construct a
continuation homomorphism between FC(Af ) and FC(Afθ ) which induces a map on homolo-
gies on a suitable action window. The construction is given by counting gradient flow lines
of the s-dependent action functional
Afθ(s)(u, η) := A
f (u, η) + γ(s)Bθ(u).
Here Af(u, η) =
∫ 1
0 u
∗λ − f(η)
∫ 1
0 F (t, u(t))dt −
∫ 1
0 H(t, u(t))dt and σ(s) is defined in (2.12).
With the same metric as in (2.14), the gradient flow line w = (u, η) ∈ C∞(R× (R/Z), T ∗N)×
C∞(R,R) satisfies
∂su+ J(s, t, u)
(
d
dtu− f(η)XF (t, u) −X
σ(s)
H (t, u)
)
= 0
d
dsη + f
′(η)
∫ 1
0 F (t, u)dt = 0.
}
(3.11)
In order to construct a continuation map, we need to check that the energy
∫∞
−∞‖
d
dsw‖
2
sds
and the Lagrange multiplier η of gradient flow lines w are uniformly bounded. As in the Aθ
case, we start with the fundamental lemma.
Lemma 3.11. There exist ǫ, c ′ > 0 such that if (u, η) ∈ L × R satisfies
‖∇sA
f
θ(s)(u, η)‖s ≤ ǫf
′(η)
then
2
3
(
Afθ(s)(u, η) − c
′‖∇sA
f
θ(s)(u, η)‖s − c
)
≤ f(η) ≤ 2
(
Afθ(s)(u, η) + c
′‖∇sA
f
θ(s)(u, η)‖s + c
)
.
Here
c = c(H, θ) := sup
s∈R
sup
(t,u)∈R/Z×L
∣∣∣∣∫ 1
0
(λ˜+ γ(s)τ˜∗θt)(u˜(t))[X˜
σ(s)
H (t, u˜)]−H(t, u(t))dt
∣∣∣∣ .
Proof. The proof is similar as in Lemma 3.6 with σ(s) instead of σ. So we omit the proof.
With a simple computation, one checks that
ǫ = ǫ(δ, F ) := min
{
δ
2
,
δ
2‖∇F‖∞
}
and
c ′ = c ′(θ, δ) := sup
s∈R
‖(λ˜+ γ(s)τ˜∗θt)|U˜δ‖∞.
Here δ is chosen to satisfy
1
2
+ δ ≤ λ(XF (p)) ≤
3
2
− δ, ∀p ∈ Uδ.

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Before state the next proposition, we summarize the notations as follows:
C = ‖θ‖∞;
dσ = dH,σ = sup
s∈R
‖X
σ(s)
H ‖∞;
dF = ‖XF ‖∞;
∆ = Afθ(1)(w+)−A
f
θ(0)(w−).
(3.12)
Proposition 3.12. Fix F ∈ D(Σ) and an action window (a, 2a) with a ≥ 2. Let c, c ′, ǫ > 0
be the constants from Lemma 3.11. Choose f ∈ F(a6 ,
2a+1
min{ǫ,a/8c ′}) and a generic pair (H, θ)
such that c = c(H, θ) ≤ a2 . Let w be a gradient flow line of A
f
θ(s) with the following asymptotic
conditions
lim
s→−∞
w(s) = w− ∈ Crit
(a,2a)(Afθ(0)), lims→∞
w(s) = w+ ∈ Crit
(a,2a)(Afθ(1)).
If the isoperimetric constant C = C(θ) satisfies the following conditions:
C ≤
1
4
;(
16 dF C + 4 dF +
4‖F‖∞dF
ǫ2
)
C ≤
1
2
;
8(4dFC
2 + dFC)(2 + 4C +
‖F‖∞
ǫ2
) + 4C ≤
1
16
;
8C2 + 8dσC
2 + 2C + 2dσC
+8(4dFC
2 + dFC)
‖F‖∞
ǫ2
(2C + 2dσC)
+8(4dFC
2 + dFC)
(
8C2 + 8C2dσ + 2C + 2dσC + c
′ǫ+ c+
)
≤
1
8
;
4C + 4dσC + 8
‖F‖∞
ǫ2
(2∆ + 4C + 4dσC)C
+8(4a+ 8C∆+ 16C2 + 16C2dσ + 4C + 4dσC + 2c
′ǫ+ 2c)C ≤ 1,
(3.13)
then the L∞-norm of η is uniformly bounded in terms of a constant which only depends on
w−, w+.
Proof. The proof consists of 4 steps.
Step 1 : The energy is bounded by ‖f(η)‖∞.
By a similar argument as in Proposition 2.17 Step 1, we obtain∫ ∞
−∞
∣∣∣A˙fθ(s)(w(s))∣∣∣ ds ≤ 2CE(w) + 2C + 2dσC + 2‖f(η)‖∞dFC (3.14)
and
E(w) ≤ 2∆ + 4C + 4dσC + 4‖f(η)‖∞dFC, (3.15)
under the assumption that the isoperimetric constant C < 14 .
. (3.16)
Step 2 : η(s) is uniformly bounded from above.
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In this step, without loss of generality, we work on the region that η(s) ≥ a6 . Since f ∈ F(
a
6 ),
f(η(s)) = η(s) and f ′(η(s)) = 1. Then Lemma 3.11 implies the following:
There exist ǫ, c, c ′ > 0 such that if (u, η) ∈ L × R satisfies
‖∇sA
f
θ(s)(u, η)‖s ≤ ǫ = ǫ f
′(η)︸ ︷︷ ︸
=1
then
f(η) ≤ 2
(
Afθ(s)(u, η) + c
′‖∇sA
f
θ(s)(u, η)‖s + c
)
, (3.17)
for all s ∈ R satisfying η(s) ≥ a6 . Here ǫ, c, c
′ > 0 are same as in Lemma 3.11.
Now define
νw(l) := inf{ν ≥ 0 : ‖∇sA
f
θ(l+ν)(w(l + ν))‖s < ǫ},
for l ∈ R such that η(l) ≥ a6 . Then by a similar argument as in (2.23), we obtain the following
estimate
νw(l) ≤
E(w)
ǫ2
. (3.18)
By the gradient flow equation (3.11) and (3.18), we have∣∣∣∣∣
∫ l+νw(l)
l
d
ds
f(η(s))ds
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ l+νw(l)
l
f ′(η(s))︸ ︷︷ ︸
≤1
d
ds
η(s)ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ l+νw(l)
l
d
ds
η(s)ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ l+νw(l)
l
f ′(η(s))︸ ︷︷ ︸
≤1
∫ 1
0
F (t, u)dt︸ ︷︷ ︸
≤‖F‖∞
ds
∣∣∣∣∣
≤ ‖F‖∞νw(l)
≤ ‖F‖∞
E(w)
ǫ2
.
(3.19)
Let us note that the following inequality holds for all s ∈ R
a−
∫ ∞
−∞
∣∣∣A˙fθ(s)(w(s))∣∣∣ ds ≤ Afθ(s)(w(s)) ≤ 2a+ ∫ ∞
−∞
∣∣∣A˙fθ(s)(w(s))∣∣∣ ds. (3.20)
By the definition of νw(l) and the above estimates (3.17), (3.20) and (3.14) we get
f [η(l + νw(l))] ≤2
(
Afθ[l+νw(l)][w(l + νw(l))] + c
′ ‖∇sA
f
θ[l+νw(l)]
[w(l + νw(l))]‖s︸ ︷︷ ︸
≤ǫ
+c
)
≤2
(
2a+
∫ ∞
−∞
|A˙fθ(s)(w(s))|ds + c
′ǫ+ c
)
≤2
(
2a+ 2CE(w) + 2C + 2dσC + 2‖f(η)‖∞dFC + c
′ǫ+ c
)
.
(3.21)
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Now combine (3.19) and (3.21), we then obtain
f(η(l)) ≤f [η(l + νw(l))] +
∣∣∣∣∣
∫ l+νw(l)
l
d
ds
f(η(s))ds
∣∣∣∣∣
≤2
(
2a+ 2CE(w) + 2C + 2dσC + 2‖f(η)‖∞dFC + c
′ǫ+ c
)
+ ‖F‖∞
E(w)
ǫ2
≤
(
16CdF + 4dF +
4‖F‖∞dF
ǫ2
)
C‖f(η)‖∞
+ 4a+ 8C∆+ 16C2 + 16C2dσ + 4C + 4dσC + 2c
′ǫ+ 2c
+
‖F‖∞
ǫ2
(2∆ + 4C + 4dσC),
(3.22)
where for the last inequality we use (3.15). Note that the last line of the above estimate (3.22)
does not depend on the choice of a gradient flow line w and l ∈ R. By the 2nd assumption in
(3.13) on the isoperimetric constant C we have(
16 dF C + 4 dF +
4‖F‖∞dF
ǫ2
)
C ≤
1
2
and we conclude
‖f(η)‖∞ ≤2(4a + 8C∆+ 16C
2 + 16C2dσ + 4C + 4dσC + 2c
′ǫ+ 2c)
+
2‖F‖∞
ǫ2
(2∆ + 4C + 4dσC) =: κ.
(3.23)
Since f(η(s)) = η(s) for s ≥ a6 , this implies that κ is an uniform upper bound of η(s).
Step 3 :
∫∞
−∞|A˙
f
θ(s)(w(s))|ds ≤
a
8 .
The above estimates (3.14), (3.15), (3.23) and ∆ < a imply that∫ ∞
−∞
|A˙fθ(s)|ds ≤2CE(w) + 2C + 2dσC + 2‖f(η)‖∞dFC
≤(8dFC
2 + 2dFC)‖f(η)‖∞ + 4aC + 8C
2 + 8dσC
2 + 2C + 2dσC
≤8(4dFC
2 + dFC)(2a+ 4aC + 8C
2 + 8C2dσ + 2C + 2dσC + c
′ǫ+ c)
+ 8(4dFC
2 + dFC)
‖F‖∞
ǫ2
(a+ 2C + 2dσC)
+ 4aC + 8C2 + 8dσC
2 + 2C + 2dσC
=
(
8(4dFC
2 + dFC)(2 + 4C +
‖F‖∞
ǫ2
) + 4C
)
a
+ 8(4dFC
2 + dFC)
(
8C2 + 8C2dσ + 2C + 2dσC + c
′ǫ+ c
)
+ 8(4dFC
2 + dFC)
‖F‖∞
ǫ2
(2C + 2dσC)
+ 8C2 + 8dσC
2 + 2C + 2dσC.
(3.24)
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Recall the 3rd, 4th condition in (3.13)
8(4dFC
2 + dFC)(2 + 4C +
‖F‖∞
ǫ2
) + 4C ≤
1
16
;
8C2 + 8dσC
2 + 2C + 2dσC
+8(4dFC
2 + dFC)
‖F‖∞
ǫ2
(2C + 2dσC)
+8(4dFC
2 + dFC)
(
8C2 + 8C2dσ + 2C + 2dσC + c
′ǫ+ c+
)
≤
1
8
.
Then (3.24) is simplified as follows∫ ∞
−∞
|A˙fθ(s)|ds ≤
a
16
+
1
8
≤
a
8
,
where for the last inequality we use a ≥ 2. This proves Step 3.
Step 4 : η(s) is uniformly bounded.
First set
ǫ := min
{
ǫ,
a
8c ′
}
,
and define a function νw : R→ R
≥0 by
νw(l) := inf{ν ≥ 0 : ‖∇sA
f
θ(l+ν)(w(l + ν))‖s < ǫ f
′(η(l + ν))}.
Now set
iw(l) := inf
l≤s≤l+νw(l)
f ′(η(s)).
By similar arguments as in (3.8) and (3.9), we obtain the following estimates
νw(l) ≤
E(w)
ǫ2 iw(l)
2
and
|η(l) − η(l + νw(l))| ≤
E(w)
ǫ iw(l)
.
Lemma 3.11 implies that for any l ∈ R
f [η(l + νw(l))] ≥
2
3
(
Afθ[l+νw(l)]
[w(l + νw(l))]− c
′‖∇sA
f
θ[l+νw(l)]
[w(l + νw(l))]‖s − c
)
≥
2
3
(
Afθ[l+νw(l)]
[w(l + νw(l))]− c
′ǫ︸︷︷︸
≤ a
8
f ′[η(l + νw(l))]︸ ︷︷ ︸
≤1
−
a
2
)
≥
2
3
(
Af
θ[l+νw(l)]
[w(l + νw(l))] −
5
8
a
)
.
(3.25)
Here the 2nd inequality in (3.25) comes from the definition of νw and the assumption c ≤
a
2 ,
the 3rd inequality use the definition of ǫ and f ′ ≤ 1. The action estimate (3.20) and Step 3
give us the following estimate
Afθ(s)(w(s)) ≥ a−
∫ ∞
−∞
∣∣∣A˙fθ(s)(w(s))∣∣∣ ds ≥ 78a. (3.26)
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Let us combine (3.25), (3.26) to obtain
f [η(l + νw(l))] ≥
2
3
(
Afθ[l+νw(l)]
[w(l + νw(l))] −
5
8
a
)
≥
a
6
.
Since f ∈ F(a6 ),
η(l + νw(l)) ≥
a
6
> 0,
and hence
η(l) ≥
a
6
−
E(w)
ǫ iw(l)
≥ −
E(w)
ǫ iw(l)
.
As a consequence,
−f ′(η(l))η(l) ≤ −iw(l)η(l) ≤
E(w)
ǫ
≤
1
ǫ
(2∆ + 4C + 4dσC + 4κdFC),
where the last inequality comes from (3.15) and (3.23). By the last condition in (3.13) for
the isoperimetric constant C we estimate
(4 + 4dσ + 4κdF )C ≤ 1, (3.27)
then
−f ′(η(l))η(l) ≤
2a+ 1
ǫ
,
here we use again ∆ < a. Since f ∈ F(a6 ,
2a+1
ǫ ), there exists A > 0 such that
Af ′(−A) >
2a+ 1
ǫ
.
Now suppose that there exists l0 ∈ R such that η(l0) < −A then by continuity there exists
l1 ∈ R such that η(l1) = −A which leads to a contradiction via condition (3.7)
2a+ 1
ǫ
< f ′(−A)A = −f ′(η(l1))η(l1) <
2a+ 1
ǫ
.
Thus we conclude that η(l) > −A for all l ∈ R, and hence
‖η(l)‖∞ ≤ κ := max{κ,A}.

Lemma 3.13. Fix F ∈ D(Σ) and an action window (a, 2a) such that a ≥ 2. Let c, c ′, ǫ > 0
be the constants from Lemma 3.11. Choose f ∈ F(a6 ,
2a+1
min{ǫ,a/8c ′}) and a generic pair (H, θ)
such that c = c(H, θ) ≤ a2 . Let w be a gradient flow line of A
f
θ(s) with the following asymptotic
conditions:
lim
s→−∞
w(s) = w− ∈ Crit
(a,2a)(Afθ(0)), lims→∞
w(s) = w+ ∈ Crit
(a,2a)(Afθ(1)).
If the isoperimetric constant C = C(θ) satisfies the following condition
8dF
(
‖F‖∞
ǫ
+ 4C + 1
)
C ≤
1
9
;
2
(
1 + dσ + 8dF
‖F‖∞
ǫ2
C + 8dF dσ
‖F‖∞
ǫ2
C
+32dFC
2 + 32dF dσC
2 + 8dFC + 8dF dσC + 4c
′ǫdF + 4cdF
)
C ≤
1
9
;
(3.28)
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then
Afθ(1)(w+) ≥
9
10
Afθ(0)(w−)−
1
10
.
Proof. For notational simplicity, let us denote by
p = Afθ(0)(w−), q = A
f
θ(1)(w+).
By Step 2 in Proposition 3.12, f(η) is uniformly bounded as follows,
‖f(η)‖∞ ≤2(2q + 8C(q − p) + 16C
2 + 16C2dσ + 4C + 4dσC + 2c
′ǫ+ 2c)
+
2‖F‖∞
ǫ2
(2(q − p) + 4C + 4dσC).
Since E(w) ≥ 0, we obtain the following inequality from (3.15)
q ≥ p− 2C − 2dσC − 2‖f(η)‖∞dFC.
Now we estimate
q ≥p− 2C − 2dσC − 2‖f(η)‖∞dFC
≥p− 2C − 2dσC − 4dFC
(
‖F‖∞
ǫ2
(2(q − p) + 4C + 4dσC)
+ 2q + 8C(q − p) + 16C2 + 16C2dσ + 4C + 4dσC + 2c
′ǫ+ 2c
)
=p+ 8dF
(
‖F‖∞
ǫ2
+ 4C
)
C p− 8dF
(
‖F‖∞
ǫ
+ 4C + 1
)
C q − 2
(
1 + dσ + 8dF
‖F‖∞
ǫ2
C
+ 8dF dσ
‖F‖∞
ǫ2
C + 32dFC
2 + 32dF dσC
2 + 8dFC + 8dF dσC + 4c
′ǫdF + 4cdF
)
C
≥p+ 8dF
(
‖F‖∞
ǫ2
+ 4C
)
C︸ ︷︷ ︸
≥0
p−
1
9
q −
1
9
≥p−
1
9
q −
1
9
.
Here the 4th inequality we use the assumption (3.28) on C. This proves the assertion. 
For convenience, let us abbreviate
h[p] :=
9
10
p−
1
10
. (3.29)
Lemma 3.14. Fix F ∈ D(Σ) and an action window (a, 2a) such that a ≥ 2. Let c, c ′, ǫ > 0
be the constants from Lemma 3.11. Choose f ∈ F(a6 ,
2a+1
min{ǫ,a/8c ′}) and a generic pair (H, θ)
such that c = c(H, θ) ≤ a2 . If the isoperimetric constant C = C(θ) satisfies the conditions in
Proposition 3.12 and Lemma 3.13 then there exists a commutative diagram:
FH(h
−2[a],2a)(Afθ(0))
i(h−2[a],h2[2a])
//
Φ˜σ ))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
FH(a,h
2[2a])(Afθ(0))
FH(h
−1[a],h[2a])(Afθ(1))
Φ˜σ
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
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Proof. Let us first construct Φ˜σ. Let w be the gradient flow line of Afθ(s) satisfying the limit
conditions:
lim
s→−∞
w(s) = w− ∈ Crit
(h−2[a],2a)
k (A
f
θ(0)
), lim
s→∞
w(s) = w+ ∈ Crit
(h−1[a],h[2a])
k (A
f
θ(1)
).
Let M(w−, w+) be the moduli space of such gradient flow lines. In order to compactify the
moduli space M(w−, w+), by similar arguments in Theorem 2.19, it suffices to bound the
energy E(w) =
∫∞
−∞‖
d
dsw(s)‖
2
sds and the Lagrange multiplier η in terms of w−, w+. By the
assumption on the isoperimetric constant C, we can use the argument of Proposition 3.12
and Lemma 3.13. Especially (3.15), (3.23) give us the following uniform energy bound
E(w) ≤2Afθ(1)(w+)− 2A
f
θ(0)(w−) + 4C + 4dσC + 4‖f(η)‖∞dF C
≤2Afθ(1)(w+)− 2A
f
θ(0)(w−) + 4C + 4dσC + 4κ(w−, w+) dF C
and Proposition 3.12 enables us to conclude that the Lagrange multiplier η is also uniformly
bounded.
If µ(w−) = µ(w+), then M(w−, w+) is discrete for a generic almost complex structure
J(s, t) ∈ Jσ(s). By virtue of Lemma 3.13, we now define a map
Φσ∗ : FC
(h−2[a],2a)
∗ (A
f
θ(0))→ FC
(h−1[a],h[2a])
∗ (A
f
θ(1))
given by
Φσ∗ (w−) =
∑
µ(w+)=µ(w−)
#2M(w−, w+)w+,
where #2 means Z2 counting. Since the continuation map Φ
σ commutes with the boundary
operators, this induces the following homomorphism on homologies as follows
Φ˜σ : FH(h
−2[a],2a)(Afθ(0))→ FH
(h−1[a],h[2a])(Afθ(1)).
Now we consider the inverse homotopy of Afθ(s). By modifying the above construction, we
obtain
Φ˜σ : FH
(h−1[a],h[2a])(Afθ(1))→ FH
(a,h2[2a])(Afθ(0)).
By a homotopy-of homotopies argument, we conclude that Φ˜σ ◦ Φ˜
σ is the identity map on
FH(h
−2[a],h2[2a])(Afθ(0)). This proves the lemma. 
Lemma 3.15. Fix F ∈ D(Σ) and f ∈ F˜(16), see Definition 3.7. Choose a generic pair (H, θ)
such that the isoperimetric constant C = C(θ) satisfies the conditions in Proposition 3.12
and Lemma 3.13. If max{2, 2c(H, θ)} < a < T <∞ then
dimFH(h
−1[a],h[T ])(Afθ ) ≥
1
4
dimFH(h
−2[a],h2[T ])(Af ) (3.30)
holds for generic a, T , see (3.29) for h[p].
Proof. By the commutative diagram in Lemma 3.14, we obtain the following dimension
estimate
dimFH(h
−1[a],h[2a])(Afθ ) ≥ rank
(
i(h−2[a], h2[2a])
)
≥ dimFH(h
−2[a],h2[2a])(Af ).
(3.31)
Actually if we choose b ∈ R such that a < b < 2a then
dimFH(h
−1[a],h[b])(Afθ ) ≥ dimFH
(h−2[a],h2[b])(Af )
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holds under the generic condition h[b] /∈ A(Afθ ) and h
2[b] /∈ A(Af ).
Now we construct a sequence {ai}
∞
i=1 such that the following holds:
• a1 ≥ max{2, 2c(H, θ)};
• ai+1 = h
2[2ai];
• h−1[ai] /∈ A(A
f
θ ), ∀ i ∈ N;
• h−2[ai], h
2[2ai] /∈ A(A
f ), ∀ i ∈ N.
Note that a1 determines the sequence and obviously {ai} is strictly increasing. The 3rd and
4th conditions are guaranteed for a generic a1. Let a be the set of sequences satisfying the
above conditions.
In order to compare dimFH(h
−1[a],h[T ])(Afθ ) and dimFH
(h−2[a],h2[T ])(Af ), we use (3.31) in-
ductively. Choose {ai} ∈ a then the following holds:
dimFH(h
−1(a1),h(2ak))(Afθ ) =
k∑
i=1
dimFH(h
−1[ai],h[2ai])(Afθ )
≥
k∑
i=1
dimFH(h
−2[ai],h2[2ai])(Af ).
(3.32)
But there exist missing action intervals for Af in the last term of (3.32). To cover the missing
intervals, we first observe that if a ≥ 2 then the length of the action intervals for Afθ and A
f
h[2a] − h−1[a], h2[2a]− h−2[a]
are positive and increasing functions with respect to a. By a simple computation, one can
check that its ratio satisfies
h[2a] − h−1[a]
h2[2a] − h−2[a]
≤ 4
for all a ≥ 2. This implies that there exist 4 sequences {a1i }, {a
2
i }, {a
3
i }, {a
4
i } ∈ a such that
a11 < a
2
1 < a
3
1 < a
4
1 < a
1
2 and
(
h−2[a1k], h
2[2a1k]
)
∪
k−1⋃
i=1
4⋃
j=1
(
h−2[aji ], h
2[2aji ]
)
covers (h−2[a11], h
2[2a1k]) ⊂ R
+ for any k ∈ N.
Now we obtain the following estimate
4 dimFH(h
−1[a1
1
],h[2a1k])(Afθ ) ≥
k−1∑
i=1
4∑
j=1
dimFH(h
−1[aji ],h[2a
j
i ])(Afθ ) + dimFH
(h−1[a1k],h[2a
1
k])(Afθ )
≥
k−1∑
i=1
4∑
j=1
dimFH(h
−2[aji ],h
2[2aji ])(Af ) + dimFH(h
−2[a1k],h
2[2a1k ])(Af )
≥ dimFH(h
−2[a11],h
2[2a1k ])(Af ).
This proves the lemma.

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Proposition 3.16. Fix F ∈ D(Σ) and f ∈ F˜(16), see Definition 3.7. Let c, c
′, ǫ > 0 be the
constants from Lemma 3.11. Choose a generic pair (H, θ). If max{h−1[2], h−1[2c(H, θ)]} <
a < T <∞ then there exists
n = n(N, g, F, c ′, ǫ,H, θ) ∈ N
such that
dimFH(a,T )(Afθ ) ≥
1
4n
dimFH(h
−n[a],hn[T ])(Af )
holds for generic a, T , see (3.29) for h[p].
Proof. In order to use Lemma 3.15, we first introduce a sequence of primitive of magnetic
perturbation {θi}ni=0 ⊂ P which satisfies the following properties:
• θi = diθ, where 0 = d0 < d1 < · · · < dn = 1;
• Af
θi
: L × R→ R is Morse for all i = 0, 1, . . . , n;
• Ci = (di+1 − di)‖θ‖∞ satisfies the assumption of Proposition 3.12 and Lemma 3.13
for all i = 0, 1, . . . , n− 1.
Note that the subdivision number n for θ does not depend on the action window. Now choose
a, T such that the following conditions hold:
• max{h−1[2], h−1[2c(H, θ)]} < a < T <∞;
• h−n+i[a], hn−i[T ] /∈ A(Af
θi
) ∀i = 0, 1, . . . , n.
By the above second condition, FH(h
−n+i[a],hn−i[T ])(Af
θi
) are well-defined for 0 ≤ i ≤ n. Now
we are ready to apply Lemma 3.15. If we use (3.30) inductively then we conclude that
dimFH(a,T )(Afθ ) = dimFH
(a,T )(Afθn)
≥
1
4
dimFH(h
−1[a],h[T ])(Af
θn−1
)
≥ · · ·
≥
1
4n
dimFH(h
−n[a],hn[T ])(Af
θ0
)
=
1
4n
dimFH(h
−n[a],hn[T ])(Afθ ).
This proves the lemma. 
Remark 3.17. The argument in Proposition 3.16 holds for any F ∈ D(Σ) and any generic
(H, θ). Note c ′, ǫ depend on F and a δ−neighborhood of F−1(0). For a given diffeomorphism
ϕ, consider all defining data (H, θ) for ϕ such that ϕ = φ1XσH
. Now we consider
n′ := inf
(H,θ)
inf
(F,δ)
n(N, g, F, c ′, ǫ,H, θ)
then n′ depends only on (N, g,Σ, ϕ). By abuse of notation, we write n = n′.
Proof of Theorem 1.4. We first fix a defining Hamiltonian F for Σ and a defining data (H, θ)
for ϕ. Choose f ∈ F˜(16), see Definition 3.7. By the generic assumption, ϕ has no periodic leaf-
wise intersection point and Afθ is Morse for the action window
(
1
6 + c(H, θ),∞
]
, see Corollary
A.5.
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If we choose a generic action value a, T such that max{h−1[2], h−1[2c(H, θ)]} < a < T <∞
then Proposition 3.4 and Proposition 3.16 imply that
n(T ) ≥ #Crit(
1
6
+c(H,θ),T−c(H,θ))(Afθ )
≥ dimFH(a,T−c(H,θ))(Afθ )
≥
1
4n
dimFH(h
−n[a],hn[T−c(H,θ)])(Af ).
(3.33)
Here n = n(N, g,Σ, ϕ) ∈ N is the constant from Proposition 3.16 with Remark 3.17.
Now we recall that LN is the free loop space of (N, g). The energy functional E : LN → R
is given by
E(q) :=
∫ 1
0
1
2
|q˙|2dt.
For given 0 < T <∞, denote by
LN (T ) :=
{
q ∈ LN : E(q) ≤
1
2
T 2
}
.
By the result of Macarini-Merry-Paternain [24, Proof of Theorem A, Remark 1.4], there exists
a constant c′ = c′(N, g,Σ, ϕ) > 0 such that
dimFH(h
−n[a],hn[T−c(H,θ)])(Af ) ≥ rank{ι : H∗
(
LN (c
′(T − 1))
)
→ H∗(LN )}.
If c := max{4n, c′} > 0 then finally we obtain
n(T ) ≥
1
4n
rank{ι : H∗
(
LN (c
′(T − 1))
)
→ H∗(LN )}
≥
1
c
· rank{ι : H∗
(
LN (c(T − 1))
)
→ H∗(LN )}.
This proves the theorem. 
Appendix A. The perturbed Rabinowitz action functional is
generically Morse.
In this section we study the Morse property of the perturbed Rabinowitz action functional.
Note first that the action functional Aθ = A
F
H,θ is determined by the following data F ∈ D(Σ),
H ∈ H and θ ∈ P. We claim thatAθ is Morse for generic (H, θ) ∈ H×P. The generic property
for H ∈ H is well-studied in [4, Appendix A]. So we additionally consider the Morse property
of Aθ with respect to θ ∈ P. First recall that
P = {θ ∈ C∞(R/Z,Ω1(N˜)) : θt = 0, ∀t ∈ [0,
1
2
] and θt is bounded, ∀t ∈ [
1
2
, 1]}.
Theorem A.1. For a generic pair (H, θ) ∈ H×P, the perturbed Rabinowitz action functional
Aθ is Morse.
A.1. Preparations. In order to prove the genericity of the Morse property, we follow the
standard method. Let us consider a certain linear operator and show its surjectivity then
Theorem A.1 deduced from Sard-Smale’s theorem. In this proof we follow the strategy of [4,
Appendix A].
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First, let us recall the definition of the perturbed Rabinowitz action functional
Aθ : L × R→ R
Aθ(u, η) =
∫ 1
0
u∗λ− η
∫ 1
0
F (t, u(t))dt −
∫ 1
0
H(t, u(t))dt+
∫ 1
0
τ∗θt(u˜(t))[
d
dt
u˜(t)]dt.
Here, in this section, L ≡W 1,2(R/Z, T ∗N) is the completed loop space of T ∗N . For notational
convenience we adopt the functionals F : L → R and Aη0θ : L → R defined by
F (u) :=
∫ 1
0
F (t, u)dt, Aη0θ (u) := Aθ(u, η0)
for a fixed η0 ∈ R. We note that Aθ(u, η) = A
η0
θ (u) + (η0 − η)F(u), and we obtain
dAθ(u, η)[uˆ, ηˆ] = dA
η0
θ (u)[uˆ]− ηˆF(u) + (η0 − η)dF(u)[uˆ]
where uˆ ∈ Γ1,2(u∗T (T ∗N)), the space of W 1,2 vector fields along u and η ∈ R. For a critical
point w0 = (u0, η0) ∈ Crit(Aθ) the Hessian at w0 equals
HAθ (w0)[(uˆ1, ηˆ1), (uˆ2, ηˆ2)] = HAη0θ
(u0)[uˆ1, uˆ2]− ηˆ1dF(u0)[uˆ2]− ηˆ2dF(u0)[uˆ1].
For a function (η0F + H) : [0, 1] × T
∗N → R and an R/Z-parametrized symplectic form
ωσ, we consider a Hamiltonian type diffeomorphism ψ which is a time-1-map of X
σ
η0F+H
. We
then define
Lψ := {v ∈W
1,2([0, 1], T ∗N) : v(0) = ψ(v(1))}, (A.1)
the twisted loop space, and introduce the diffeomorphism Ψ : Lψ → L
Ψ(v)(t) = ψt(v(t))
where ψt is a time-t-map of Xση0F+H . For a fixed critical point w0 = (u0, η0) of Aθ we use
this diffeomorphism to pull back Aθ
Aθ := Aθ ◦ (Ψ× idR) : Lψ × R→ R.
We set v0 := Ψ
−1 ◦ u0, thus v0 = const. Then we simplify the Hessian as follows
HAθ (v0, η0)[(vˆ1, ηˆ1), (vˆ2, ηˆ2)] =
∫ 1
0
ω(
d
dt
vˆ1, vˆ2)dt− ηˆ1dF(v0)[vˆ2]− ηˆ2dF(v0)[vˆ1],
where F := F ◦Ψ.
Recall from Definition 2.2 that F (t, x) = ρ(t)F¯ (x). Since ρ(t) = 0 for t ∈ [12 , 1], ψ
t preserves
the level of F¯ for t ∈ [12 , 1] and H(t, x), σt vanish for t ∈ [0,
1
2 ], we compute
F(v) =
∫ 1
0
F (t, ψt(v))dt =
∫ 1
2
0
F (t, ψt(v))dt
=
∫ 1
2
0
F (t, v)dt =
∫ 1
0
F (t, v)dt.
Thus, the Hessian of Aθ becomes
HAθ (v0, η0)[(vˆ1, ηˆ1), (vˆ2, ηˆ2)]
=
∫ 1
0
ω(
d
dt
vˆ1, vˆ2)dt− ηˆ1
∫ 1
0
dF (t, v0)[vˆ2]dt− ηˆ2
∫ 1
0
dF (t, v0)[vˆ1]dt
(A.2)
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A.2. The linearized operator. We denote by
Hk := {H ∈ Ck(R/Z× T ∗N) : H(t, ·) = 0, ∀t ∈ [0,
1
2
]};
Pk := {θ ∈ Ck(R/Z,Ω1(N˜ )) : θt = 0, ∀t ∈ [0,
1
2
] and θt is bounded, ∀t ∈ [
1
2
, 1]}.
For v ∈ Lψ, see (A.1), we define the bundle Eψ → Lψ by
(Eψ)v := L
2([0, 1], v∗T (T ∗N)).
Definition A.2. Let (u0, η0) be a critical point of Aθ and (v0, η0) the corresponding critical
point of Aθ, that is the constant loop v0 defined by the equation u0 = Ψ(v0). Then we define
the linear operator
L(v0,η0,H,θ) : T(v0,η0,H,θ)(Lψ × R×H
k × Pk)→ (Eψ)
∨ × R
where (Eψ)
∨ is the vertical subspace of the bundle Eψ. Then we obtain
〈L(v0,η0,H,θ)[vˆ1, ηˆ1, Hˆ, θˆ], (vˆ2, ηˆ2)〉
:= HAθ (v0, η0)[(vˆ1, ηˆ1), (vˆ2, ηˆ2)] +
∫ 1
0
(Ψ∗dHˆ)(t, v0)[vˆ2(t)]dt
+
∫ 1
0
(Ψ∗τ∗dθˆt)(
d
dt
vˆ1(t), vˆ2(t))dt.
Proposition A.3. The operator L(v0,η0,H,θ) is surjective. Indeed, L(v0,η0,H,θ) is surjective
when restricted to the space
V := {(vˆ, ηˆ, Hˆ, θˆ) ∈ T(v0,η0,H,θ)(Lψ × R×H
k × Pk) : vˆ(
1
2
) = 0}.
Proof. The L2-Hessian is a self-adjoint operator. Thus, the operator L(v0,η0,H,θ) has closed
image. Therefore, it suffices to prove that the annihilator of the image of L(v0,η0,H,θ) is zero.
Let (vˆ2, ηˆ2) be in the annihilator of the image of L(v0,η0,H,θ), that means
〈L(v0,η0,H,θ)[vˆ1, ηˆ1, Hˆ, θˆ], (vˆ2, ηˆ2)〉 = 0
for all (vˆ1, ηˆ1, Hˆ, θˆ) ∈ T(v0,η0,H,θ)(Lψ×R×H
k×Pk). This is equivalent to the following three
equations:
HAθ (v0, η0)[(vˆ1, ηˆ1), (vˆ2, ηˆ2)] = 0, ∀(vˆ1, ηˆ1) ∈ (Tv0Lψ)× R; (A.3)∫ 1
0
dHˆt(ψ
t(v0))[dψ
t(v0)[vˆ2]] = 0, ∀Hˆ ∈ H
k; (A.4)∫ 1
0
dθˆt(ψ
t(v0))
[
τ∗dψ
t(v0)[
d
dt
vˆ1(t)], τ∗dψ
t(v0)[vˆ2(t)]
]
dt = 0, ∀(vˆ1, θˆ) ∈ Tv0Lψ × P
k. (A.5)
Note that the Hessian HAθ is a self-adjoint operator, equations (A.2) and (A.3) with elliptic
regularity implies that vˆ2 ∈ C
k+1([0, 1], Tv0T
∗N) and (vˆ2, ηˆ2) satisfies the equation
d
dt
vˆ2 − ηˆ2XF (t, v0) = 0 (A.6)
and the linearized boundary condition
vˆ2(0) = dψ(v0)[vˆ2(1)]. (A.7)
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Equation (A.4) implies that
vˆ2(t) = 0, ∀t ∈ [
1
2
, 1]. (A.8)
Recall from (2.4) that XF (t, x) = ρ(t)XF¯ (x) then (A.6) becomes
d
dt
vˆ2 − ηˆ2ρ(t)XF¯ (v0) = 0.
This is a linear ODE in the vector space Tv0T
∗N as follows
vˆ2(t) = vˆ2(0) + ηˆ2
(∫ t
0
ρ(τ)dτ
)
XF¯ (v0). (A.9)
Recall from (2.3) that
∫ t
0 ρ(τ)dτ = 1 for all t ∈ [
1
2 , 1]. Substitute this into (A.9) and combine
with equation (A.8), we then obtain
0 = vˆ2(t) = vˆ2(0) + ηˆ2XF¯ (v0) (A.10)
for t ≥ 12 . By using equations (A.7) and (A.8) at t = 1, we deduce vˆ2(0) = 0. Now, put this
into (A.10) we have
ηˆ2XF¯ (v0) = 0
Since (v0, η0) is deduced from a critical point (u0, η0) of Aθ, we have F¯ (v0) = F¯ (u(0)) = k,
and we already assume that k is a regular value of F¯ . In particular,
ηˆ2 = 0 (A.11)
Equation (A.10), (A.11) and vˆ2(0) = 0 imply
vˆ2(t) = 0, ∀t ∈ [0, 1].
Therefore, the annihilator of the image of L(v0,η0,H,θ) vanishes and thus L(v0,η0,H,θ) is surjective.
Moreover, if we restrict the domain of L(v0,η0,H,θ) to V then the only change occurs in (A.6)
at t = 12 . By continuity, however, equation (A.6) is still valid for all t ∈ [0, 1]. 
Remark A.4. In the proof of Proposition A.3, we do not use equation (A.5). This means
that for a fixed θ ∈ Pk there exists H ∈ Hk such that L(v0,η0,H,θ) is surjective.
Proof of Theorem A.1. We first define the Banach space bundle E → L by
Eu = L
2(R/Z, u∗T (T ∗N))
for u ∈ L. Now consider the section S : L×R×Hk ×Pk → E∨ ×R given by the differential
of the Rabinowitz action functional Aθ
S(u, η,H, θ) := dAθ(u, η). (A.12)
Here (H, θ) ∈ Hk × Pk is the additional variables for the perturbation of Aθ. Its vertical
differential DS : T(u0,η0,H,θ)(L×R×H
k×Pk)→ TS(u0,η0,H,θ)(E
∨×R) at (u0, η0,H, θ) ∈ S
−1(0)
is
〈DS(u0,η0,H,θ)[(uˆ1, ηˆ1, Hˆ, θˆ)], (uˆ2, ηˆ2)〉
= HAθ (u0, η0)[(uˆ1, ηˆ1), (uˆ2, ηˆ2)] +
∫ 1
0
dHˆ(t, u0)[uˆ2(t)]dt +
∫ 1
0
dθˆt(τ∗
d
dt
uˆ1(t), τ∗uˆ2(t))dt
(A.13)
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Since (Ψ× idR × idHk × idPk)
∗DS = L(v0,η0,H,θ), the operator DS is surjective. Thus, by the
implicit function theorem the moduli space
M := S−1(0)
is a smooth Banach manifold. We consider the projection ΠHk×Pk :M→H
k×Pk. Then the
Aθ is Morse if and only if (H, θ) is a regular value of ΠHk×Pk . By the Sard-Smale theorem
this forms a generic set for k large enough. Moreover, the Morse condition is Ck-open. Thus
for function in an open and dense subset of Hk × Pk, the Rabinowitz action functional is
Morse. Taking the intersection of all k concludes the proof of Theorem A.1. 
Now we discuss the Morse property of Afθ . Since we are interested in critical points of
Afθ with positive action value, it suffices to check the Morse property for the positive critical
points.
Corollary A.5. Given a > 0 and choose f ∈ F(a) (see, Definition 3.3). For a generic
(H, θ) ∈ H × P the perturbed F-Rabinowitz action functional Afθ = A
F,f
H,θ is Morse on the
action window (a+ c(H, θ),∞].
Proof. Let w0 = (u0, η0) be a critical point of A
f
θ with A
f
θ (u0, η0) > a − c(H, θ) then by
the argument in Proposition 3.4 we obtain f(η0) > a. Since f ∈ F(a), see Definition 3.3, we
conclude f ′(η0) = 1. Hence the argument in the proof of Theorem A.1 definitely holds. This
proves the corollary. 
Appendix B. No periodic magnetic leaf-wise intersection points
In this section, we study the second regularity property of ϕ, see Definition 2.4. The claim
is that ϕ has no periodic leaf-wise intersection points for generic H ∈ H and θ ∈ P. In
[3] Albers-Frauenfelder already studied the above property with respect to H ∈ H. As in
Appendix A, we work with (H, θ) ∈ H × P and modify the strategy of [3].
Recall that the hypersurface Σ ⊂ T ∗N is called non-degenerate if closed Reeb orbits on Σ
form a discrete set. A generic Σ is non-degenerate, see [11, Theorem B.1]. If the critical points
of Aθ does not meet any closed Reeb orbit then there are no periodic leaf-wise intersection
points. Thus it suffices to prove the following theorem.
Theorem B.1. Let Σ ⊂ T ∗N be a non-degenerate starshaped hypersurface and R be a set of
closed Reeb orbit on Σ which form a discrete set. If dimN ≥ 2 then the set
{(H, θ) ∈ H× P : Aθ is Morse and im (x) ∩ im (y) = ∅, ∀x ∈ Crit(Aθ), y ∈ R} (B.1)
is generic in H×P, see Definition 1.1 and 1.2.
Proof. We first define the evaluation map ev :M→ Σ
ev(u0, η0,H, θ) = u0(
1
2
)
whereM is the same as in the proof of Theorem A.1. Proposition A.3 with Lemma B.2 below
guarantee that the evaluation map
ev(H,θ) := ev(·, ·,H, θ) : Crit(Aθ)→ Σ
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is a submersion for a generic choice of (H, θ). Let Rn be the set of Reeb orbit with period
less than n which is a 1-dimensional set in Σ, then ev−1(H,θ)(R
n) does not intersect Crit(Aθ)
since dimΣ ≥ 3. Therefore, the set
{(H, θ) ∈ H × P : Aθ is Morse and im (x) ∩ im (y) = ∅, ∀x ∈ Crit(Aθ), y ∈ R
n} (B.2)
is generic in H × P for all n ∈ N. Now, the set (B.1) is a countable intersection of the set
(B.2), for all n ∈ N. This proves the Theorem B.1 
The following lemma is contained in [3].
Lemma B.2. Let E → S be a Banach bundle and s : S → E a smooth section. Moreover,
let Φ : S → C be a smooth map into the Banach manifold C. We fix a point x ∈ s−1(0) ⊂ S
and set K := ker dΦ(x) ⊂ TxS and assume the following two conditions.
(1) The vertical differential Ds|K : K → Ex is surjective.
(2) dΦ(x) : TxS → TΦ(x)C is surjective.
Then dΦ(x)|kerDs(x) : kerDs(x)→ TΦ(x)C is surjective.
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