A. Introduction
Characterization of a Deuterium-Tritium (DT) implosion during the ignition campaign at the National Ignition Facility (NIF) will rely on several diagnostics. Chemical Vapor Deposited (CVD) diamond is one of these diagnostics and it will measure the hot spot ion temperature and fuel areal density, ρR, along with the neutron flux. CVD diamond detectors are being tested to evaluate the feasibility of measuring ρR by determining the ratio of downscattered (~4-10 MeV) to primary (14 MeV) neutrons. The measurement of ρR remains a challenge because of the large dynamic range between the large 14 MeV peak and the downscattered neutron signal. 1 These signals are not the ones observed on the oscilloscope, but are the signals corresponding to an idealized charge collected at the electrodes. This representation allows separating the charge created in the detector (figure 1), from the charge measured by the oscilloscope that is limited by the HV and the oscilloscope settings. The effects of the large 14 MeV peak on the downscattered signal must be understood and quantified before reliable ρR measurements can be made. Possible effects include saturation of the CVD diamond wafer, saturation of the biasing electronics, or/and saturation of the oscilloscope. Other sources of error in the ρR measurement include neutron-induced signals in the coaxial cable and uncertainty in the background. 
Figure 2: Idealized characteristics of the double pulse experiment
In order to imitate a large pulse followed by a smaller signal with an amplitude difference up to 1000, and a time delay of 50 to 300 ns (see figure 1 ), a double pulse experiment is being planned. A double pulse test was performed at the Bechtel Nevada facilities in Livermore in 2004 2 , but we cannot draw adequate conclusions from this work, mainly because low energy photons were used (3.1 eV, which is lower than the 5.47 eV band gap energy 3, 4 of diamond). Therefore, we are planning double pulse experiments using other kinds of radiation that can excite the diamond to appropriate levels, such as electrons or x-rays. The following report deals with the feasibility of using these radiations in a double pulse experiments with a first pulse that will resemble the 14 MeV neutron pulse of figure 1, and a second pulse that will have a lower amplitude, down by a factor of about 1000 (figure 2), and delayed by 50 to 300 ns. We specifically consider the saturation due to the creation of too many charge carriers in the detector's volume (carrier-carrier scattering), and the saturation due to the applied high voltage. Saturation due to the oscilloscope and part of the circuitry is being considered separately.
A few CVD diamond properties will be addressed in the next section to quantify the saturation from carrier-carrier scattering in the detector's volume and therefore verify if such a saturation occurs during a typical NIF DT implosion. Then equations for the calculation of the charge carrier density produced by incident x-rays and electrons will be presented, as well as the extraction of this quantity from figure 1 for both failed and successful ignition. The x-ray and electron fluxes and energies that are required to reach NIF implosion charge carrier densities will be calculated. Finally, x-ray and electron beam facilities will be reviewed to check if the necessary requirements can be met.
B. CVD diamond detector properties
B.1. Charge carrier density and saturation of a CVD diamond detector due to the decrease in charge carrier mobility (carrier-carrier scattering) When a incident particle or wave goes through a diamond wafer, it ionizes a part of the volume by creating electron-hole pairs (charge carriers). The charge carrier density, D e-/h+ , is the number of electron-hole pairs created, N e-/h+ , per unit volume of the 50 -300 ns Difference in amplitudes = ~ 10 3 Variable amplitude detector, and has units of N e-/h+ /cm 3 . The number of electron-hole pairs created is a function of the ionization energy of the diamond crystal and the energy deposited. [5] [6] [7] The ionization energy is noted ε e-/h+ , and is the average energy expended by a charged particle or photon to produce one electron-hole pair. ε e-/h+ varies from about 13 eV/e -h + (13-13.6 reported by the majority of researchers [8] [9] [10] ) to 16.1 eV/e -h + (reported by Kaneko and al. 11 ) for both natural and CVD diamonds. An average value of 13.3 eV/e -h + is used in this work. The energy absorbed in the crystal is converted into both ionization energy (creation of electron-hole pairs) and phonons (lattice vibrations), so that the energy it takes to create an electron-hole pair is always larger than the bandgap energy, by a factor of about 3. 7, 12, 13 The number of electron-hole pairs created, N e-/h+ , and the induced charge created in the detector's volume, Q dep (C), are then: 
The saturation of a semiconductor can be defined as a change in the charge collection distance as a function of the charge carrier density. The charge collection distance, d, is the mean separation of the electron and hole before they become trapped in the material, and is the common quantity to define the quality of a semiconductor. 14 When d is larger or equal to the thickness of the detector, ℓ, then 100% of the charges created will reach the electrodes. When d is smaller than ℓ, then only a fraction of the charges created will reach the electrodes. This fraction is called the efficiency of the detector, η, and is equal to the ratio of d over ℓ. The expression of d is given in the following equation 4, 15, 16 :
where d is in cm, μ e and μ h are respectively the electron and hole mobilities in cm 2 /Vs, τ e and τ h are the electron and hole lifetimes in s, and E is the electric field through the wafer in V/cm. It is often convenient to treat the conduction with a single-carrier model where mobilities and lifetimes are not differentiated for holes and electrons:
h h e e τ μ τ μ μτ + = For a fixed electric field, d is then a function of μ and τ. The saturation of the semiconductor volume, in number of charges created, will consequently occur when μ and τ vary. Several studies have been done on the variation of mobilities and lifetime of charge carriers in natural and CVD diamonds. 4, [16] [17] [18] 3 . A typical low-density value of 500 ps for τ and 4000 cm 2 /Vs for μ are used in this report, 4, 17 corresponding to a μτ product of 2*10 -6 cm 2 /V, a value similar to that noted in other studies. [19] [20] [21] The low-density charge collection distance is then 200 μm at 1 V/ μm. This value of d differs depending on the quality of diamonds: d is about 200 to 300 μm for a polycrystalline CVD diamond, 9, 19 from 420 μm 19 to 20 cm 20, 22 for single crystal CVD diamond, and less than 100 μm for a natural diamond 16 . The value 200 μm at 1 V/μm will be used in this work, 1 V/μm being a typical value of the electric field through a CVD diamond wafer. The mobility data found in the studies previously mentioned 4, [16] [17] [18] is plotted in figure 3 , and an exponential fit is added. The equation of the fit is given by the following data where μ is in units of cm 2 /Vs: 
B.2. Efficiency and sensitivity of a CVD diamond detector
Before calculating the charge carrier density and signal produced in the CVD diamond detector volume by an incident particle or wave, one has to define the efficiency and sensitivity of the detector. The sensitivity of a detector, ζ, is given by the following equation: 
where the sensitivity is in units of coulombs of charge measured at the electrodes per joule of deposited energy in the detector's volume. The term Q meas is the charge collected at the electrodes, Q dep and E dep are respectively the ionization charge produced and the energy deposited by the incident particles. The efficiency of the detector, η, is defined as follow:
where d is the charge collection distance and ℓ is the detector thickness having the same unit as d. In this equation and in all the following equations, the maximum value of d is ℓ, since the distance traveled by the charges will never exceed ℓ (thus the maximum value for η is 1). The value of the efficiency will increase with the electric field until reaching a constant value. For a typical operation of the detector, i.e. below saturation of the wafer due to decrease in mobility and below electric fields of 4 V/μm 25 , the efficiency remains constant. Equation 6 shows that the efficiency is a function of d, thus outside these typical operations, η will drop for D e-h+ larger than 10 16 e -h + /cm 3 and for E larger than 4 V/μm.
The intrinsic sensitivity of the diamond, ζ int , is given by the following equation: 
where the ionization energy, ε e-/h+ , is in units of eV/e -h + . As previously mentioned, if the value of d is larger than ℓ, then ζ will be equal to 1/ε e-/h+ . The dimensions of the detector are set by the manufacturer. Thicknesses vary from 250 to 1000 μm, and diameters go up to several inches for polycrystalline CVD diamonds.
26 Figure 5 gives the sensitivity of a 250 and 1000 μm polycrystalline CVD diamond as a function of D e-h+ , for E = 1 V/μm. The dashed lines are an exponential fit to the sensitivity. The equation of the fit is: Table 1 gives values of the efficiency, intrinsic sensitivity, and sensitivity as a function of the CVD diamond detector thickness. 
Table 1. Efficiency, η (unitless), sensitivity (mC/J) of a polycrystalline CVD diamond detector wafer versus its thickness, ℓ (μm). The charge collection distance, d, is equal to 200 μm at E=1V/μm and the intrinsic sensitivity, ζ int is equal to 75.2 mC/J.

C. Induced signals from x-rays, electrons, and DT neutrons
Radiation, incident on the surface of the detector as seen on figure 6, induces a signal by creating electron/holes in the wafer, which are collected by the electrodes. Typical electrodes for CVD diamonds used at LLNL and at the Laboratory for Laser Energetics (LLE, Rochester, New York) are made of 100/200/1000 nm of titanium, platinum, and gold respectively. High-energy electrons will go through the electrodes with little interaction (R 1 MeV e-= 402 μm, R 15 MeV e-= 4500 μm, R 90 MeV e-= 9600 μm), thus the decrease in the electron flux reaching the detecting volume due to the electrodes in negligible. When medium-energy x-rays are used as the incident radiation, then the decrease in flux due to the electrodes is not negligible but is easily compensated: in the case of 10 keV or 6 keV x-rays (values found in the next sections), 77% of the 10 keV xrays will go through 1300 nm of Au (37% for 6 keV x-rays). This attenuation can be compensated by slightly increasing the x-ray flux or energy, or moving the detector closer to the source. 
C.1. Charge carrier density and signal produced by incident x-rays
To check the feasibility of using x-rays to excite and saturate a CVD diamond wafer to the levels found during a NIF DT implosion, we must calculate the charge carrier density produced in a CVD diamond wafer by a flux of x-rays of varying energies. The signal collected on the electrodes (which is different from that recorded by the oscilloscope since HV and oscilloscope limitations are not included) will also be calculated. If we assume that charged particle equilibrium is true, then the dose deposited, D, in a medium from an incident x-ray flux is equal to:
where D is the energy deposited per unit mass (1 Gy =1 J/kg), φ γ is the flux of incident xrays in x-rays/cm 2 , E γ is the x-ray energy in eV, μ en /ρ is the mass energy-absorption coefficient in cm 2 /g (given in Appendix A), and ρ is the density of the medium in g/cm 3 . The energy deposited, E dep , in a wafer of volume V (cm 3 ) and density ρ can then be deduced from the dose deposited using equation 9. 
The charge deposited in the detector's volume, Q dep , is given in equation 2. Using equation 6, the collected charge, i.e. measured charge Q meas , is:
The total signal, S, measured on a 50 Ω measuring device is given by the following equations. 1 Once again, the signal recorded on such a measuring device does not include HV and oscilloscope saturations. The maximum value of d is ℓ, and A is the surface of the detector in cm 2 . , and saturation due to the limitation of the applied HV. Indeed, large signals (large D e-h+ ) will reduce the bias voltage E through the detector, leading to a decrease of the sensitivity and of d. In addition, the maximum height of the signal will saturate at a much lower D e-h+ (thus incident flux) and stay at a constant value equal to that of the high voltage through the wafer, E(V/cm)*ℓ(cm). At the same time, the width of the pulse will increase since it takes a longer time to collect all the charges. This is also true when electrons are used as discussed below.
C.2. Charge carrier density and signal produced by incident electrons
We use the term β for the incident electrons to avoid confusion with the electronsholes created during ionization of the medium. The following equations are valid if the incident electrons go through the medium without loosing much of their energy, thus having a constant stopping power. This condition is true in our case since the thickness of a CVD diamond is a few hundreds of micrometers, and the energy of electron beams can be very high, in tens of MeV. The energy lost in collision interactions by an electron flux, φ β , of energy E β through a thin layer of a medium of volume V, density ρ, and thickness ℓ is given by the following equation:
where dE β /(ρ*dℓ) c is the mass collision stopping power of the electrons in the medium (values are given in appendix B). The collision stopping power, dE β /dℓ c , can also be used in equation 16 by multiplying the mass collision stopping power by the density. Using equation 11, the density of charge carrier created in this volume, D e-/h+ , is found to be: 
We can now calculate the charge carrier density and the signal produced inside the detector's volume as a function of the flux and energy of the incident x-rays and electrons. As previously mentioned, the signal produced inside the wafer (proportional to the collected charge, Q meas ) is different from the oscilloscope signal that can be modified by the limitations due to the applied HV, the detection electronics, and the oscilloscope.
C.3. Charge carrier density and signal produced by a NIF DT implosion
The objective of this work is to study if x-rays or electrons can be used to excite the CVD diamond detector in a way that is similar to that during expected DeuteriumTritium (DT) implosions at the National Ignition Facility. To do so, D e-/h+ produced by xrays and electrons need to be compared to that produced by 14 MeV DT neutrons at the NIF. In the previous study mentioned in the introduction, the response of a optical grade CVD diamond detector to different NIF DT shots was simulated (figure 1). The integral under the 14 MeV peak, S, and other quantities can be estimated from this plot for both successful and failed ignition. Using the 2D fizzle curve of figure 1 and previous equations, the following quantities can be extracted: The same process is used in the case of the 1D clean burn 14 MeV peak (successful ignition). The results for both DT implosions are given in table 2. Sensitivities with two different units are used: ξ is defined in a previous report 1 as the integral under the signal per incident neutron and is in units of μVns/n, ζ is defined by equation 6. Both sensitivities are linked by the following equation:
The values of ζ in table 2 are calculated using equation 5 and correspond to the value given by ζ =d/ (ℓε e-h+ ). The calculated values of ξ match well the value of 1 that was taken to normalize the ξ curve to 1 μVns/n at 14 MeV. 1 The value of S will scale with the value of ξ, so for instance if ξ = 0.62 μVns/n, then S = 4.2*10 8 * 0.62 = 2.6*10
In addition, we can check that previous experimental data can be found scaling the data of table 2. Previous work found a ξ of 0.62 μVns/n and 1.24*10 -17 C/n (14 MeV) for a 1 cm 2 x 1 mm optical grade CVD polycrystalline diamond, d ≈ 50 μm, at E = 1V/μm, with a 50Ω measuring system. 10, 28 Both values of ξ have to be scaled to the data of figure 1: ξ = 1 μVns/n and ξ = 1.24 *10 -17 /0.62 = 2*10 -17 C/n. For the 2D fizzle case, we can then calculate the expected S and Q meas that we would obtain using the earlier data: S exp = 1* 4*10 8 = 4*10 8 μVns and Q meas,exp = 2*10 -17 * 4*10 8 = 8 nC (values close to the ones in table 2). We can also compare the data of table 2 with the integral under the 14 MeV peak found at Omega. 25 In this previous experiment, the signal integral produced by several DT shots in two 10 mm x 1 mm CVD polycrystalline diamonds (thus A = 0.78 cm 2 ) were recorded. The neutron yields were from 10 13 to 4.3*10 13 neutrons and the detectors were located at 2.8 m (E = 0.75 V/μm) and 5.4 m (E = -1.5 V/μm). These results were scaled to obtain the signal integral in a detector located at 20 m from the target chamber center, and for higher neutron yields (from 10 15 to 10 18 n). These scaled data give S = 250 Vns for a neutron yield of 2*10 16 n corresponding to 4*10 8 n/cm 2 at 20 m, which is similar to the yield found during a 2D fizzle shot. Scaling this result to 17 m we find S = 346 V ns, and finally taking into account the difference in surface area (0.78 cm 2 in the omega shots compared to 1cm 2 used for the 2D fizzle shot simulation), we obtain S = 440 V ns which is close to the 420 Vns found from figure 1. 
where Y n is the neutron yield, and the ratio α takes into account the change in charge collection distance d as a function of electric field, which has been measured in previous studies 16, 17, 23, 24, 29 : α (0.50 V/μm) = 0.7 α (1.00 V/μm) = 1 α (1.50 V/μm) = 1.25 α (0.75 V/μm) = 0.85 α (1.25 V/μm) = 1.15
The charge collection distance of the simulated data, d simu , is equal to 0.84 μm, and d meas has to be measured. In the previous example, if we assume that both detectors have a similar charge collection distance, we can infer the signal integral in the 10 mm x 1 mm CVD diamond at a neutron yield equal to 6*10 15 n, and for E = 0.75 V/μm: S meas = 420 * (6*10 15 /2.1*10 16 ) * (17/20) 2 * (0.785/1) * (0.85/1) * 1 = 60 Vns. This is the value found while scaling experimental data from Omega shots. 25 In the 2D fizzle shot case (failed ignition), D e-/h+ is more than 3 orders of magnitude below saturation levels of the CVD diamond wafer, i.e. 10 16 e -h + /cm 3 . We can then be confident that even if the parameters previously mentioned vary, the detector wafer will not saturate, and saturation may only come from the surrounding electronics or from the oscilloscope. In the 1D clean burn case (successful ignition), D e-/h+ is higher but still does not quite saturate the CVD diamond wafer. Since nuclear diagnostics are designed primarily for ignition failure recovery, we can assume that the CVD diamond wafer will not saturate in critical NIF ignition experiments.
D. Results and discussion
D.1. Can we use x-rays to excite the CVD diamond to sufficient levels?
In order to use x-rays to excite the CVD diamond wafer at density levels close to these found during the two NIF DT implosions studied, thus from around 2*10 12 to 10 (see table 2 ), we need to find the energy and flux of x-rays needed to produce such densities. We can expect that it will take high x-ray fluxes to reach these densities since the diamond is very insensitive to photons. Table 3 shows x-ray mass attenuation coefficients for carbon, μ/ρ, ratio of x-ray fluxes I(x=ℓ)/I 0 (x=0), and absorption depth, 1/ μ, as a function of x-ray energy. The minimum x-ray energy necessary is chosen so that the absorption depth of an x-ray at that energy is at least equal to the thickness of the detector. The volume of the detector is then fully excited, with 1/e = 37% of the x-rays going all the way through the wafer. The higher the energy, the larger the absorption depth, thus the more uniform the irradiation. But on the other hand, the higher the incident energy, the lower the energy absorbed in the detector's volume, thus a higher x-ray flux is needed to obtain the same signal. For example, if the thickness is 250 μm, then the minimum E x-ray necessary for rough uniform excitation is 6 keV. When ℓ = 1000 μm, then the minimum E x-ray is 10 keV. Since the thicknesses of available polycrystalline CVD diamond range from 250 to 1000 μm, then we need a minimum E x-ray between 6 and 10 keV. The maximum E x-ray will be limited by the x-ray flux required to obtain the necessary charge carrier density.
The previous equations are used to calculate the energy deposited, E dep , the charge carrier density, D e-/h+ , the charge created and measured, Q dep and Q meas , the sensitivity of the detector, ζ, and the signal produced, S, as a function of the incident x-ray energy. Table 4 gives these value for a 250 μm * 1 cm 2 polycrystalline CVD diamond, with E = 1 V/μm, so that the D e-/h+ created by a 6 keV flux of x-rays (1/μ ≈ 250 μm) corresponds to the 2D fizzle D e-/h+ (2.6*10 12 e -h + /cm 3 ). The same quantities are given for a 1000 μm * 1 cm 2 polycrystalline CVD diamond in table 5, so that the D e-/h+ created by a 10 keV flux of x-rays (1/μ ≈ 1000 μm) corresponds to the 2D fizzle D e-/h+ . The charge carrier density is obtained by increasing the incident x-ray flux until the appropriate D e-/h+ is reached. We see that higher energies can be used, but a higher incident x-ray flux is then needed to get the 2.6*10 12 e-h+/cm 3 . Since most of the diagnostic interest resides in monitoring ignition failure (2D fizzle), only tables for 2D fizzle shots are shown.
Table 4. Energy deposited, E dep (eV), density of electron/hole pairs created in the detector's volume, D e-h+ (e-h+/cm 3 ), charge deposited, Q dep (pC) and charge collected, Q meas (pC), sensitivity of the detector, ζ (C/J), and signal integral, S (V ns), as a function of x-ray energy, with ℓ = 250 μm, A = 1 cm 2 , and d = 200 μm.
A minimum incident x-ray flux of 1.6*10 8 (ℓ=250 μm) and 4.8*10 8 (ℓ=1000 μm) x-rays/cm 2 is necessary to excite the CVD diamond detector to levels required by a 2D fizzle 14 MeV peak. Consequently, the second peak (mimicking the downscattered neutron signal) requires 1.6*10 5 (ℓ=250 μm) and 4.8*10 5 (ℓ=1000 μm) x-rays/cm 2 . For a 1D clean burn shot, the required fluxes are 6*10 10 (ℓ=250 μm) and 1.9*10 11 (ℓ=1000 μm) x-rays/cm 2 for the 1 st pulse and 6*10 7 (ℓ=250 μm) and 1.9*10 8 (ℓ=1000 μm) for the 2 nd pulse. Furthermore, this x-ray pulse must be delivered on the surface of the detector in a few nanoseconds. Table 4 None of the cyclotrons/synchrotrons (1) through (3) are bright enough. The maximum monoenergetic x-ray flux available at the energies of interest (6-10 keV) is about 10 4 x-rays/ns/mrad (0.1% band), equal to about 10 4 x-rays/ns/cm 2 at 10 m from the source. The maximum white beam x-ray flux (thus all energies of x-rays are used) is about 10 6 x-rays/ns/mrad, equal to 10 6 x-rays/ns/cm 2 at 10 m from the source. Those numbers are well below the over 10 8 (2D fizzle shot) or 10 11 (1D clean burn shot) xrays/cm 2 necessary. Also, obtaining double pulses separated from 50 to 300 ns seems very challenging due to the continuous nature of the x-ray beam. 31, 34, 37 The factor of 1000 contrast between the 1 st and 2 nd pulse may also be very difficult to achieve. 34 Another synchrotron, the APS (4), has higher fluxes, but the numbers listed for their facility are still too low. 38 Beam time at this facility is also difficult to obtain. Finally, the Janus laser-based x-rays facility (5) may be able to generate the experimental conditions we need. 40 The x-ray flux generated by the laser photons hitting a nickel or zinc target is large enough, with over 10 11 x-rays/cm 2 produced at 10 cm from the target (7.5 keV to 8.6 keV x-rays lines). 41 Double pulses can be obtained as well. However, the fluctuations in the laser intensity may be a limitation to obtain a uniform x-ray flux at the detector. Also the monitoring and filtering (to absorb low-energy x-rays) of the x-ray spectrum reaching the detector may be challenging.
D.2. Can we use electrons to excite the CVD diamond to sufficient levels?
By looking at the upper graph of appendix B, we can see that a minimum energy of 300 keV (or 800 keV) is required in order to get an electron range of the order of the detector thickness, 250 μm (or 1000 μm). Also, the second graph in appendix B shows that increasing E β beyond about 800 keV will not increase dE β /(dℓ) c , thus that will not increase D e-h+ . Increasing D e-h+ will then rely on increasing the charge per shot. This is verified in table 6 where electron flux, mass collision stopping power, dE β /(ρ*dℓ) c , collision stopping power, dE β /(dℓ) c , and charge carrier density, D e-h+ , are calculated for different electron energies and charge per shot.
For the minimum energy of 300 keV or above, the required 1D clean burn D e-h+ (10 15 e-h+/cm 3 ) is reached for about 400 pC/shot, and the 2D fizzle D e-h+ (2.6*10 12 eh+/cm
3 ) requires about 1 pC/shot. The linac facility at LLNL can produce 5 pC to 100 pC double pulses, with electron energies ranging from 15 to 90 MeV. Therefore, for a 100 pC beam (any energy), the 1D clean burn D e-h+ cannot be quite achieved, but the 2D fizzle D e-h+ is easily reached with the lower setting of 5 pC/shot. The characteristics of xray or electron pulses needed for the double pulse experiment that would mimic the 1D clean burn and the 2D fizzle NIF DT implosions are given in figure 7 . The electron flux needed to simulate the 2D fizzle downscattered signal is low and requires about 1 fC/shot beam. This may be done at the LLNL linac by collimating or filtering the beam to reach lower intensities than the current minimum of 5 pC. Other linac facilities have higher currents and can reach the 10 15 e-h+/cm 3 required for the 1D clean burn, as well as lower currents to reach 1fC/shot., but obtaining a double pulse may be challenging. In conclusion, the linac facilities at LLNL can answer the requirements needed to simulate both the 14 MeV peak and the downscattered neutron signal of a 2D fizzle shot, and are a factor of 3 below the densities required in the the 1D clean burn case. 
Conclusion
For both failed and successful ignitions at the NIF, the diamond wafer will not saturate due to an excessive number of charge carriers produced. When the detector is placed at 17 m from the target chamber center, densities of charge carriers stay below 10 16 e -h + /cm 3 , value at which recombination of the electrons and holes become a significant process due to carrier-carrier scattering. For shorter distances from the target, care should be taken to stay below that limit. In addition, the results found in this work are for a 250 μm to 1000 μm x 1cm 2 detector, an typical electric field of 1V/μm, a charge collection distance of 200 μm, a detector to target distance of 17 m (L). They must be scaled up and down if a different A, E, d, or L is used. Other sources of saturation may affect the signals read on the oscilloscope, such as limitations from biasing electronics and from the oscilloscope. The double pulse experiment being planned will quantify these limitations to study the recovery of the CVD diamond detection system after a large pulse. The effect of such a large signal on a weaker signal produced later in time is needed to characterize the impact of the 14 MeV neutron peak on the downscattered neutron signal during NIF ignition attempts. We found that 2. We have demonstrated that, for a CVD diamond detector thickness of 250 μm to 1000 μm, 6 keV to 10 keV x-rays are needed to fully excite the detector's volume. The xray fluxes required to obtain the charge carrier density of the 14 MeV peak during a failed ignition are 1.6*10 8 x-rays/cm 2 (250 μm) and 4.8*10 8 x-rays/cm 2 (1000 μm). The fluxes necessary for the second pulse (mimicking the downscattered neutron signal) are 1000 times lower. For successful ignition, x-ray fluxes must be up to 6*10 10 x-rays/cm 2 (250 μm) and 1.9*10 11 x-rays/cm 2 (1000 μm) for the large pulse, and 1000 times lower for the second pulse. Such high fluxes, delivered in nanoseconds and with the possibility of producing double pulses, are not available at cyclotrons/synchrotrons, but are available at the Janus laser facility at the Lawrence Livermore National Laboratory (10 11 xrays/cm 2 at 10 cm from a zinc or nickel target, 7.5 -8.6 keV lines). However, implementation of the experiments at Janus will be challenging largely because of the non-uniformity of the x-ray flux emitted from the target, the monitoring of the x-ray spectrum incident on the detector, and the filtering of the low-energy x-rays.
For the same range of detector's thicknesses, a minimum electron energy of 300 keV to 800 keV is required to fully excite the detector's volume. Above 800 keV, the charge carrier density is mostly independent of the electron energy, thus the following fluxes are obtained for electrons with energies from 800 keV to about 1000 MeV. An electron flux of 6*10 6 β/cm 2 (≈ 1 pC/shot) is necessary to obtain the charge carrier density of the 14 MeV peak during a failed ignition, and 6*10 3 β/cm 2 (≈ 0.001 pC/shot) for the second pulse. The LLNL linac can produce double pulses with sufficient fluxes to obtain failed ignition charge carrier densities, since each pulse can have from 5 pC to 100 pC. The second pulse requires a lower intensity (0.001 pC) than the minimum available intensity (5 pC). Collimating or filtering the electron beam will reduce this intensity but may be challenging because the monitoring of this collimated or filtered beam will be difficult. Also, the ability to obtain a contrast of 1000 between the heights of both pulses needs to be experimentally demonstrated. For a successful ignition, the minimum flux required goes up to 2.5*10 9 β/cm 2 (≈ 400 pC/shot) for the large pulse, and 2.5*10 6 β/cm 2 (≈ 0.4 pC/shot) for the second pulse. The LLNL linac cannot quite produce the large pulse (successful ignition) since it has a maximum of 100 pC per shot. However, monitoring failed ignitions at the NIF is the main goal of the CVD diamond detectors, thus obtaining charge carrier densities slightly below that found during a successful ignition is acceptable. Other linac facilities have a larger dynamic range in pC/shot and could produce electron fluxes low and high enough. Nevertheless, producing double pulses may be a challenge. 
