This paper presents a collocation method for the solution of two-point boundary value problems associated with the solution of constrained trajectory optimization of robotic systems. Here, the trajectory optimization is formulated as an optimal control problem with state and control variable inequality constraints. The indirect approach to solving this problem leads to a two-point boundary value problem involving index-1 differential-algebraic equations and inequality constraints due to the complementarity conditions. In the numerical algorithm presented here, the differential and algebraic variables of the BVP-DAEs are approximated using piecewise polynomials on a mesh that may be nonuniform. The collocation method is realized by approximating the BVP-DAE at Lobatto points within each interval of the mesh. An interior point Newton's method is used to solve the collocation equations, and maintain feasibility of the inequality constraints. Two examples are presented to show the effectiveness of the numerical algorithm. In the first example the algorithm is used to determine the time optimal point to point trajectory for a 3 degree of freedom floating robot. The second example determines the optimal trajectory of a two-link R-R robot that is subject to end effector constraints.
Introduction
This paper present a collocation algorithm for the solution of two-point boundary-value problems (BVPs) that involve index-1 differential-algebraic equations (DAEs), and inequality constraints which are due to complementarity conditions. The types of BVP-DAEs considered arise when the Lagrange multiplier rule is applied to optimal control problems that contain state and/or control variable inequality constraints. In which case the BVP-DAEs represent the necessary conditions for optimality. For example, see [5] , [6] , [7] , [8] .
There are a number of well known implementations of algorithms for the solution of BVP-DAEs. In particular, there are multiple shooting methods like MSHOOT [5] , for index-1 DAE, and SYMDAE [4] , which can solve index-2 DAE. Collocation methods include COLDAE [2] , and DGENDA [13] . We note however that these BVP-DAE solvers are incompatible with the types of problems to be solved here. Specifically, these BVP-DAE solvers ( [5] , [4] , [2] , [13] ) can not accomodate boundary value problems that contain inequality constraints, (unless the problem is modified so as to remove the inequalities). For example, Gerdts [8] uses the Fisher-Burmeister formula to rewrite the inequalities due to complementarity conditions as equality constraints, and then applies the implicit Euler method to solve the resultant BVP-DAE.
A contribution of this paper is to present a collocation method that yields an approximate solution to BVP-DAE with inequalities due to complementarity conditions. A novel feature of the algorithm is that the inequalities are treated directly via an interior point framework. Moreover, the algorithm developed in this paper can be applied to two point boundary value problems involving (i) ordinary differential equations; (ii) index-1 differential-algebraic equations; or (iii) index-1 DAEs with inequality constraints. In all cases the problems may also contain unknown parameters.
Section 2 defines the two point boundary values problems to be considered. Section 3 presents the collocation approximation of the BVP-DAEs. This section also describes the interior point Newton's method used to solve the collocation equations. Also presented is an efficient method for computing the Newton search direction, as well as a method for adjusting the node placement in the mesh so as to control the residual error. Section 4 presents two numerical examples that illustrate the effectiveness of the method. In the first example the algorithm is used to determine the time optimal point to point trajectory for a 3 degree of freedom floating robot. The second example determines the optimal trajectory of a two-link R-R robot that is subject to end effector constraints. The paper concludes in section 5 with a summary of the main results and discussion of further research developments.
Motivation and Problem Statement
The numerical methods developed in this paper are motivated by the desire to obtain an approximate solution to optimal control problems described as follows. Find x, u and w that minimizes the cost functional
subject to the constraintṡ
In this problem description the state vector is
The cost functional is made up of a scalar terminal penalty term φ(x(t f , w), and a scalar integral term with integrand L(x(t), u(t), w). The optimal solution must satisfy the differential equations (2) where f (x(t), u(t), w) ∈ R nx , the initial time constraints (3) where Γ(x(0), w) ∈ R nΓ , the mixed control-state-parameter inequality constraints (CVIC) (4) , and the final time constraints (5) where Ψ(x(t f ), w) ∈ R nΨ . We note that it is assumed that the functions φ, L, f , Γ, d, and Ψ are at least twice continuously differentiable with respect to their arguments Using the Calculus of Variations and the Lagrange multiplier rule (or the Pontryagin Minimum Principle) it can be shown that the necessary conditions for a minimum can be written as a BVP-DAE that includes inequalities. To do so, define the scalar Hamiltonian function as
where λ(t) ∈ R nx are the costate (adjoint) variables, and µ(t) ∈ R n d are the Lagrange multipliers associated with the mixed control-state-parameter inequality constraints. Then, from [1] (pp. 83-84), or [11] we have the following result.
Theorem 2.1 If the triple (x(t), u(t), w) represents a local minimum of the optimal control problem (1)-(5), then there is a triple (y(t), z(t), p) that solves the BVP-DAĖ
where
Here y(t) ∈ R ny are the differential variables, z(t) ∈ R nz are the algebraic variables, and p ∈ R np are the parameters, with n y = 2n x + n w , n z = n u + 2n d , and
In the BVP-DAE (7)-(10) the vector γ(t) is used to write the stationary condition associated with the parameters as a differential equation instead of an integral equation. The non-negative (slack) variables ν(t) are introduced to write the inequality constraint d i (x, u, w) ≤ 0 as the equality constraint d i (x, u, w) + ν i = 0, i = 1, 2, · · · , n d . As a result, the complementarity conditions
nΓ are associated with the constraints at the initial time, and the Lagrange multipliers κ f ∈ R nΨ are associated with the constraints at the final time.
Clearly equation (7) represents the system of n y differential equations, equation (8) represents the system of n z algebraic equations, equation (9) represents the (n y + n p ) boundary conditions, and equation (10) indicates that the last 2n d algebraic variables are non-negative.
Here we would like to emphasize that the BVP-DAE (7)-(10) has specific structural properties that will be exploited. In particular, we note that the last 2n d variables in z(t) are non-negative, and the last n d equations in g(y, z, p) = 0 are of the form
These properties are due to the complementarity conditions which arise from the inequality constraints in the optimal control problem.
Differentiation Index
The numerical algorithm developed in this paper requires the that DAE (7)-(8) satisfy the index-1 condition. (See [10] pp. 354-357.) Specifically, it is required that the Jacobian ∂g(y(t), z(t), p)/∂z is non-singular along a trajectory (y(t), z(t), p), t ∈ [0, t f ] that solves the DAE. In terms of the underlying optimal control problem (1)- (5) the index-1 condition will hold if Assumptions 1, 2 and 3, given below, are satisfied.
To state these key assumptions, we note that the i-th inequality constraint is said to be active if d i (x, u, w) = 0, while the constraint is said to be inactive if d i (x, u, w) < 0. Let the index set of active inequality constraints be denoted
Assumption 1 (Constraint qualification.)
The optimal control is such that the gradients of the active control-stateparameter inequality constraints are linearly independent, i.e., rank
Assumption 2 (Strict complementarity.) Along the optimal trajectory
d i (x, u, w) = 0 ⇒ µ i > 0, i = 1, 2, · · · , n d .
Thus, the Lagrange multiplier associated with each inequality constraint is strictly positive if the constraint is active.

Assumption 3 (The second-order necessary condition.)
The matrix H uu = ∂ 2 H/∂u 2 ∈ R nu×nu is positive definite along the optimal trajectory. That is, for each bounded
Using these assumptions we can prove the following result.
Proposition 2.2 If Assumptions 1, 2 and 3 are satisfied, then the DAE (7)-(8) is index-1.
It is sufficient to demonstrate that the Jacobian ∂g/∂z is nonsingular. This proof is accomplished by contradiction. Suppose ∂g/∂z is singular, then there exists vectorsû
(12) First it will shown that if ∂g/∂z is singular then
, where the set A = {i | d i (x, u, p) = 0} represents the active controlstate-parameter inequality constraints, and the set I = {i | d i (x, u, p) < 0} represents the inactive constraints. Using these sets form the partitions µ = [µ
From the solution of the BVP-DAE and the strict complementarity condition (Assumption 2) we have:
The third block-row of (12) gives diag(ν I )μ I = 0, and diag(µ A )ν A = 0 which implies thatμ I = 0 andν A = 0. Ifû = 0 the second block-row givesν I = 0, and the first block-row gives D u d AμA = 0. Since D u d A is full rank this implies thatμ A = 0. So, if ∂g/∂z is singular we must haveû = 0. (This is because,û = 0 leads toμ = 0 andν = 0.)
Next it will be shown thatû = 0 leads to a contradiction. Multiply the first block-row of (12) 
Hence,û T H uuû = 0 which contradicts the assertion that H uu is positive definite.
A Collocation Method
A goal of this paper is to present a collocation method for the approximate solution of the BVP-DAE defined by (7)- (10) . The inequality constraints (10) make this BVP-DAE non-standard, in that well known BVP-DAE solvers can not accommodate these inequality constraints without some transformation of the problem [5] , or an a priori partitioning of the time domain into intervals where the constraints are active and inactive [14] .
An abstract representation of an equivalent, expanded, BVP-DAE is given by
with 0 1 ∈ R 2n d ×(2ny+nu) and 0 3 ∈ R 2n d ×np being matrices with all elements equal zero, and
The collocation method used to solve (13) employes a mesh with N time nodes as defined by
Within each interval [t j , t j+1 ], j = 1, 2, · · · , N − 1, the mesh is further discretized using the m collocation points given by
In this paper the m coefficients c i are those associated with Lobatto IIIA-type methods, hence c 1 = 0 and c m = 1. This implies that τ j1 = t j and τ jm = t j+1 .
In each interval [t j , t j+1 ] the derivativeẏ(t) is approximated using the Lagrange polynomial of degree m − 1, i.e.,ẏ
Therefore,ẏ(τ ji ) =ẏ ji ∈ R ny . Using (14) the differential variables, y(t), are approximated using
t ∈ [t j , t j+1 ], whereỹ(t j ) =ỹ j ∈ R ny approximates y(t) at the time nodes t j , j = 1, 2, · · · , N .
The algebraic variables, z(t), are approximated using the Lagrange polynomial of degree m − 1, i.e.,
wherez(τ ji ) =z ji ∈ R nz . Also, note that the last 2n d elements ofz(t) areμ(t) andν(t), which are the discrete approximations of µ(t) and ν(t), respectively.
Using these definitions the discrete approximation to (13) is given as
Here, 0 nu is a matrix with dimension n u + 2n d by n u with all elements equal to zero. Thus,Ẽq ≥ 0 enforces the condition that the last 2n d elements ofz ji must be non-negative. In the discrete approximation (17) we haveq ∈Q = R nq with nq = N n y + (N − 1)m(n y + n z ) + n p . Additionally, F :Q →S withS =Q.
Implicit in the description (17) is the fact that
It can be seen that the coefficients a il , b l and c i are those associated with the m-stage Lobatto IIIA implicit RungeKutta method (see [9] pp. 211-214).
Damped Interior-Point Newton's Method
The solution of the system (17) is realized using a damped interior-point Newton's method based on the scalar merit function
We note that a solution to the discrete approximation (17) is also a global minimum of the function θ(q). Therefore, we will attempt to find an approximate solution to the BVP-DAE by minimizing this merit function. The iterative technique is described as follows. Let q (0) ∈ R nq be some initial estimate of the solution that satisfiesẼq (0) > 0, (i.e., the initial estimate for the nonnegative variables is strictly feasible). Then, improved estimates of the solution are computed as
nq is a descent direction for the merit function θ(q (k−1) ), and the step size
nq is a descent direction atq if ∇θ(q) Ts < 0, and is of the form
Moreover, we will use ∆μ(τ ji ) and ∆ν(τ ji ) to denote the last 2n d elements of ∆z ji .
In this paper a suitable descent direction for the merit function is computed using the interior-point framework established by El-Bakry et al. [3] . The ingenuity of this technique is based on a simple perturbation of the complementarity conditions. Specifically, the last n d equations in g(y ji , z ji , p) = 0 are perturbed to becomẽ
where η > 0 is a relaxation parameter. In practice, this simple relaxation of the complementarity conditions has been found to enhance the global convergence behavior of the interior-point Newton's method.
With this perturbation the discrete approximation (17) becomesF
whereẽ, is a vector of ones and zeros configured so that the algebraic equations g(ỹ ji ,z ji ,p) = 0 become g(ỹ ji ,z ji ,p) − ηẽ j = 0, j = 1, 2, · · · , N − 1, and i = 1, 2, · · · , m. All other equations inF (q) remain unchanged.
Here,ẽ j ∈ R nz is a vector with the last n d elements equal to one and all other elements are zero.
To compute a descent direction consider the linearization of the perturbed discrete approximationF η (q +s) = 0 about the pointq, i.e.,
where DF (q) is the Jacobian ofF η (q). (Note that DF (q) is also the Jacobian ofF (q).) The vectors that solves the linear system (20) is called the Newton search direction. Judicious selection of the relaxation parameter η will ensure thats is a descent direction for the merit function θ(q). This is demonstrated next in Proposition 3.1.
Proposition 3.1 Suppose
and DF (q) is nonsingular. Then,s = −DF (q) −1F η (q) is a descent direction for the merit function θ(q).
Recall thats = 0 is a descent direction for the merit function if ∇θ(q)
Ts < 0. Thus, using ∇θ(q) = DF (q)
Using this descent direction the interior-point Newton's method used to solve the discrete approximation (17) is stated in Algorithm 3.1. This procedure is essentially the application of a damped Newton's method to the minimization of the merit function θ(q). Moreover, at each step the search direction is scaled so that the iterates remain feasible. Global and local convergence properties of algorithms of this type have been established in El-Bakry, et al. [3] . The convergence proof relies on the differentiability of θ(q), and the fact thats is a descent direction at each iteration.
The algorithm requires an initial estimate,q (0) , that is strictly feasible, and a convergence tolerance, ǫ > 0. The iteration counter for the algorithm is index by k, and the main loop starts at statement 1. The algorithm tests for convergence in statement 2. If this test fails statement 3 of the algorithm then computes a search direction based on the perturbed discrete approximation. The relaxation parameter η is computed so as to ensure that the increment,s, is a descent direction of the merit function θ(q). Here we use the notation ∆μ l (τ ji ) to define the l-th element of the vector ∆μ(τ ji ). A scaling factor for the step size is computed in statement 4. The step size bound,ᾱ, ensures that µ(τ ji ) ≥ 0 andν(τ ji ) ≥ 0 for all iterations. A backtracking line search is performed in step 5 to find a stepsize α that yields a sufficient decrease in the merit function. Finally, a new solution estimate is computed in statement 6. In our implementation of this algorithm we use c 1 = 0.9, c 2 = 0.995 and σ = 0.01.
Algorithm 3.1 Interior-Point Newton's Method
Input: Initial estimateq (0) , whereẼq (0) > 0, a convergence tolerance ǫ > 0, and constants c 1 ∈ (0, 1), c 2 ∈ (0, 1), and σ ∈ (0, 0.5). Output:q * ∈ R nq such that F (q * ) ≤ ǫ,Ẽq * ≥ 0.
/ * Compute a descent direction * / Set η = c 1
Solve the linear system (20) fors, i.e.,
/ * Scale the descent direction to ensure feasibility * / σ µ = min
/ * Backtracking line search * / Find the largest α ∈ (0,ᾱ] such that
Solution of the Linear Equation
This section presents the methodology used to solve the linear system (20) for the search directions. The formulation and solution of this linear system is the main computational burden in Algorithm 3.1. As will be shown below, the linear system is a large sparse system, that can be efficiently solved by reduction to an almost block-diagonal form.
In expanded form the linear system (20) can be rewritten as follows.
. . .
In this construction a il and b l are coefficients of the m-stage Lobatto IIIA implicit Runge-Kutta method. Moreover, from (20) it can be seen that for j = 1, 2, · · · , N − 1 we have
Since g z ji is nonsingular (by the index-1 condition), the matrix W j is nonsingular for δ j sufficiently small. Hence, we can use the first equation to eliminate ∆k j to get
Using this in the second equation shows that
Now, with this local elimination of the stage derivatives (∆ẏ ji ), and the algebraic variables (∆z ji ), the linear system (20) can be written as the following boarded almost block diagonal (BABD) system.
Efficient sequential and parallel algorithms for the solution of this BABD system can be found in [6] . Once a solution to (22) has been obtained the increments ∆ẏ ji and ∆z ji can be determined from (21).
Mesh Refinement
The suitability of the placement of the N nodes in the mesh T is determined by evaluating the average residual in each time interval. Letq be the solution to collocation equations (17). Then, the residual in the j-th interval is defined as
This integral is approximated using m + 1 Lobatto integration points. If ρ j is greater than some desired tolerance, then the j-th interval is divided into two equal segments and the problem is solved again. This procedure is repeated until: (i) the average residual in each interval is less than or equal to the desired tolerance, or (ii) the number of nodes in the mesh exceeds a specified limit.
Numerical Evaluation
Algorithms for solving the optimal control problem (1)- (5) are implemented in package of computer codes, which can be found at web site http://abs-5.me.washington.edu/pub/iast edRA2014. The main functionality provided by these codes is a set of routines that solve BVP-DAE problems of the form (7) The initial estimate for this problem is obtained by solving an unconstrained version of the problem with w = 10 fixed, and with no bounds on the control inputs. The solution to the unconstrained problem is obtained on a uniform mesh with N = 101 nodes.
Using this initial estimate, the solutions obtained for the differential and algebraic variables are shown in Fig.  1 . This result is obtained using a convergence tolerance ǫ = 10 −6 , and required 5 mesh refinements. This final mesh has N = 177 nodes. The optimal value obtained for the final time is w = 4.18456413. Example 2. This problem computes the optimal trajectory of a planar two link (R-R) robot that is subject to workspace constraints. Here, θ 1 , ω 1 and α 1 are the absolute angular position, angular velocity and angular acceleration of link 1. Similarly, θ 2 , ω 2 and α 2 are the absolute angular position, angular velocity and angular acceleration of link 2. The position of the end-effector (on link 2) is given by
where L 1 and L 2 are the lengths of link 1 and link 2, respectively.
The problem is to find the accelerations (α 1 , α 2 ) that minimize the cost functional The initial estimate for the state variables are θ 1 (t) = π+t(2.48−π), ω 1 (t) = −t(1−t), θ 2 (t) = π+t(0.93−π), and ω 2 (t) = −t(1 − t). The initial estimate for the controls are α 1 (t) = −0.1 and α 2 (t) = −0.1. The initial estimate for all other variables is set equal to 1. The convergence tolerance used is ǫ = 10 −6 . The BVP-DAE for this problem has n y = 8 differential variables, n z = 8 algebraic variables and n p = 8 parameters. Figure 2 show the results obtained for this problem. These plots show the optimal states and controls for the BVP-DAE. The results are obtained on a non-uniform mesh with N = 225 nodes. The red lines indicate the workspace constraints, i.e., the state variable inequality constraints for the problem. As can be seen the end effector is on the constraint boundary for a portion of optimal trajectory.
Conclusion
This paper shows that, under reasonable conditions (Assumptions 1, 2, 3), the BVP-DAE associated with optimal control problem has differentiation index-1. This BVP-DAE contains inequality constraints due to the comple- Figure 2 . Example 2, states, controls and path mentarity conditions. A contribution of the paper is the development of a collocation algorithm for the solution of this BVP-DAE. The algorithm uses collocation at Lobatto points, and a damped interior-point Newtons's method to solve the residual equations. The algorithm is used to solve two non-trivial robot trajectory optimization problems. Future research activity involves the parallel implementation of the algorithm presented here. Recent experience with a multiple shooting code indicates that significant speedup may be possible if the algorithm is implemented using parallel processing techniques [6] . The current algorithm uses Lobatto collocation points, future implementations of the code will allow Gauss and Radau collocation points as well.
