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SUMMARY
T his  t h e s i s  d e s c r i b e s  f a u l t  d e t e c t i o n  techn iques  which 
can  be a p p l i e d  to  c l o s e d - l o o p  a u t o m a t i c  c o n t r o l  s y s t e m s .  
P a r t i c u l a r  emphasis i s  p laced  upon frequency  domain methods.
D i g i t a l  s i m u l a t i o n  i s  u sed  f o r  t h e  e v a l u a t i o n  o f  
o n - l i n e  tech n iq u es  fo r  f a u l t  d e t e c t i o n  using pseudo-random -binary  
t e s t  s i g n a l s .  T h is  s i m u l a t i o n  work in v o l v e s  a s im p le  p r o c e s s  
model based on a two tank  l i q u i d  flow c o n t ro l  system.
F requency-donain  i d e n t i f i c a t i o n  u s in g  p s e u d o - ra n d o m -  
b in a ry  t e s t  s ig n a l s  i s  perfo rm ed  by means o f  a mixed rad ix -2  f a s t  
F o u r i e r  t r a n s f o r m a t i o n  t e c h n i q u e .  T h i s  t e c h n iq u e  a v o id s  t h e  
s y n c h ro n is a t io n  problem s v ^ ic h  a r i s e  when the more conv en tio n a l  
r a d i x - 2 t r a n s f o r m a t i o n  i s  u sed  w i th  p seu d o -ran d o m  b i n a r y  t e s t  
s i g n a l s .
A n o v e l  m ethod  o f  p a r a m e t e r  s e n s i t i v i t y  a n a l y s i s  i s  
i n v e s t i g a t e d  b o th  in  t e r m s  o f  t h e  i d e n t i f i c a t i o n  o f  f a u l t s  and 
f o r  system o p t im is a t io n  fo l lo w in g  f a u l t  o ccu r ren c e .
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CHAPTER ONE
1. INTRODUCTION TO FAULT DETECTION TECHNIQUES
1 .1  G eneral
S a f e t y  an d  r e l i a b i l i t y  a r e  tw o  o f  t h e  p r i m e  
r e q u i r e m e n t s  in  t h e  d e s i g n  o f  c o n t r o l  s y s t e m s .  They a r e  
p a r t i c u l a r l y  i m p o r t a n t  when d e s ig n in g  f u l l - t i m e  f l i g h t  c o n t ro l  
sy s tem .s ,  or s y s t e m s  f o r  l a r g e  s o p h i s t i c a t e d  p r o c e s s  p l a n t s  o r  
n u c lea r  power s t a t i o n s ^  e t c .  where a system f a i l u r e  may lead  to 
some f a t a l  c o n s e q u e n c e s  o r  l o s s  o f  p r o f i t .  To s e c u r e  t h e  
r e l i a b i l i t y  o f  a sy s tem , i t  i s  n e c e s s a ry  to  employ an e f f i c i e n t  
f a u l t  d e t e c t io n  tech n iq u e  to  sa feg u ard  a g a in s t  any system f a u l t  
w h ich  may o c c u r .  The f a u l t  d e t e c t i o n  m ethod sh o u ld  be a b l e  to  
d i s c o v e r  and l o c a t e  th e  s y s te m  f a u l t  a t  an e a r l y  s t a g e  t h u s  
a l l o w i n g  a p p r o p r i a t e  a c t i o n  to  be ta k e n  b e f o r e  any h a z a rd o u s  
s i t u a t i o n  can occur.
A s y s te m  f a u l t  can  be d e f i n e d  as  an u n p e r m i t t a b l e  
d e v ia t io n  o f  th e  normal system  c h a r a c t e r i s t i c  t h a t  w i l l  r e s u l t  in  
an undesired  system response  which i s  incapab le  o f  m eeting the  
o r i g i n a l  req u ire m en ts  or s p e c f i c a t i o n s .  A s y s te m  f a u l t  may be 
caused by a change o f  a system  p aram ete r  or an e r r o r  in a sensor 
e t c .  I t  s h o u ld  be n o te d  t h a t  s y s te m  f a i l u r e  can  s o m e t im e s  be 
brought about by a system  m a lfu n c t io n  which may be r e f e r r e d  to  as 
a d e t e r i o r a t i o n  o f  th e  s t a t e  o f  a system . System m a lfu n c t io n  can 
cause  æm e in c i p i e n t  in s t ru m e n t  f a i l u r e s  which m.ay n o t  have any 
a p p a r e n t  e f f e c t  on th e  s y s te m  p e r f o r m a n c e .  However th e y  a r e  
im p o rtan t  because th ey  m igh t lead  to some s e r io u s  consequences 
when a m ore c o m p le te  s y s te m  f a i l u r e  o c c u r s .  Lee^ h a s  g i v e n  a 
d e t a i l e d  a c c o u n t  o f  v a r i o u s  i n s t r u m e n t  m a l f u n c t i o n s  and t h e i r  
c l a s s i f i c a t i o n .  In  t h e  f o l l o w i n g ,  a b r i e f  d i s c u s s i o n  o f  f a u l t  
d e t e c t i o n  methods and redundancy schemes w i l l  be made.
V arious  f a u l t  d e t e c t i o n  te ch n iq u es^  have been developed 
in  the  p a s t .  Their  u sua l  o b j e c t iv e  i s  to  d isco v e r  the  f a u l t s  in  
t h e  s y s te m  e a r l i e r  and l o c a t e  them  m ore a c c u r a t e l y ,  and i f  
p o s s ib le  i d e n t i f y  th e  n a tu re  o f  th e  f a u l t .  The c o n v e i t io n a l  o u t -  
o f -  range method p ro v id e s  a u s e fu l  t e s t  to  check i f  th e  v a lu e  o f  a 
s t a t e  v a r i a b l e  i s  o u t s id e  a p r e s p e c i f i e d  range w i th in  which the  
v a l u e s  a r e  c o n s i d e r e d  a s  n o rm a l  o r  a c c e p t a b l e .  T h i s  m ethod  i s  
r e s t r i c t e d  to  c h e c k  o n l y  t h e  m e a s u r a b le  v a r i a b l e s .  L a t e r  
developm ent o f  p ro c e s s  com puters  and microccxnputers a l lo w s  th e  
c o n s t r u c t i o n  o f  t h e  m a t h e m a t i c a l  p r o c e s s  m o d e ls  and s i g n a l  
m o d e ls .  T hese  m o d e ls  c a n  be u sed  to  p r e d i c t  s i g n a l s  o r  t o
e s t i m a t e  n o n -m e a s u ra b le  p r o c e s s  s t a t e  v a r i a b l e s  and o th e r
q u a n t i t i e s  c h a r a c t e r i s t i c  o f  th e  p ro c e ss .
When a s y s t e m  f a u l t  h a s  b e e n  i d e n t i f i e d ,  i t  i s  
n e c e s s a r y  to  e s t i m a t e  th e  e f f e c t  o f  t h e  f a u l t  on th e  w hole 
s y s t e m .  Cnee th e  e f f e c t  o f  th e  f a u l t  i s  known, t h e  o p e r a t o r  o f  
t h e  c o n t r o l  s y s te m  i t s e l f  sh o u ld  t a k e  a p p r o p r i a t e  a c t i o n  to  
c o u n te r a c t  the  f a u l t .  I f  the f a u l t  i s  found to  be t o l e r a b l e  then 
the  system may be allow ed to  co n t in u e  i t s  p ro cess .  When the  f a u l t  
i s  found to  be c o n d i t i o n a l ly  t o l e r a b l e ,  some adjustm.ent m.ust be 
made in  o r d e r  to  o b t a i n  a d e s i r a b l e  system, b e h a v io u r .  In  th e  
w o rs t  c a s e , when the f a u l t  i s  i n t o l e r a b l e ,  the  o p e ra t io n  may have 
to  be s to p p e d  c o m p l e t e l y .  The f a u l t  in  t h e  s y s te m  m ust  be 
recovered  and e l im in a te d  be fo re  the p ro c e ss  can be r e s t a r t e d .
In  seme c i r c u m ,s ta n c e s  w here  d a n g e r o u s  r e a c t i o n s  o r  
t o x i c  m a t e r i a l  a r e  p r e s e n t  i n s i d e  a c o n t r o l  s y s t e m ,  i t  w i l l  be 
im p r a c t i c a l  to sh u t  down the  system because th e re  could  be a r i s k  
o f  e x p lo s io n  or a r e le a s e  of to x ic  m a t e r i a l .  Sometimes, a system 
sh u t down could cause a g r e a t  lo s s  in p r o f i t  w ith  p o s s ib le  lo s s  
o f  eus tom, er  s .  I n s t a l l a t i o n  o f  redundancy ecu i  pm, en t^  could be a 
s o l u t i o n  to  t h e s e  p ro b le m s .  When a s y s te m  f a u l t  o c c u r s ,  th e  
f a u l t y  com.ponent can be taken over by redundant equipment thus 
a l l o w i n g  th e  s y s te m  p r o c e s s  to  c o n t i n u e  n o r m a l ly .  The u se  o f  
redundancy scheme can p r o t e c t  the  system  a g a in s t  system f a u l t s  
and breakdowns. The r e l i a b i l i t y  o f  th e  system  i s  then  improved.
In a redundancy scheme, the  system  i s  d u p l ic a te d  in to  a 
number o f  i d e n t i c a l  components. The s ig n a l  from each component 
i s  com pared  and checked  w i th  one a n o t h e r .  The r e s u l t  o f  th e  
c h e c k in g  can  i n d i c a t e  i f  any o f  t h e  c o m p o n e n ts  i s  f a u l t y .  The 
m ost comm.on redundancy schemes a re  d u p le x ,  t r i p l e x  and quadruplex 
s y s t e m s .  The c h o i c e  o f  u s in g  a p a r t i c u l a r  k ind  o f  re d u n d an c y  
scheme depends upon the s p e c i f i c a t i o n  o f  th e  system in q u es tio n .
The d e s i g n  o f  a r e d u n d a n t  s y s te m  i s  n o t  a s t r a i g h t  
fo rw ard  ta sk  because no t a l l  components need the same degree  or 
t h e  same k in d  o f  red u n d a n c y .  One n e e d s  t o  c o n s i d e r  a number o f  
f a c t o r s  such a s :  (1) the p r o b a b i l i t i e s  o f  f a i l u r e  in the  c i r c u i t ,  
(2)how o f t e n  th e  component i s  to  be used , (3)th e  lo c a t io n  o f  the  
c i r c u i t  w ith  rega rd  to  the p ro p ag a t io n  o f  th e  f a u l t  from i t  e t c .  
A c h o i c e  m u s t  be made o f  th e  c o m p o n e n ts  f o r  w h ich  red u n d an c y  
c o u ld  be m o s t  r e w a r d in g  and b e s t  a p p l i e d .  The a p p l i c a t i o n  o f  
r e d u n d a n c y  f o r  e a c h  com ponen t can  be b a s e d  upon t h e  e x t e n t  to  
which th e  component i s  c r i t i c a l  to  th e  o v e r a l l  system fu n c tio n .
Redundancy w i l l  be in t ro d u ced  to  th o se  c r i t i c a l  p a r t s  f i r s t .  I f  
t h e  w e i g h t ,  v o lu m e  and b u d g e t  have n o t  been  e x c e e d e d ,  th e n  
redundancy could  be a p p l ie d  to  the  l e s s  c r i t i c a l  p a r t s .  In some 
c i r c u m s t a n c e s ,  t h e  l e v e l  o f  re d u n d a n c y  o f  t h e  c r i t i c a l  p a r t s  
w o u ld  be i n c r e a s e d  f u r t h e r ,  e . g .  t h e  i n t r o d u c t i o n  o f  an 
a d d i t io n a l  s e t  o f  redundan t components.
One im. per  t a n t  i s s u e  to  be considered  when e s t a b l i s h in g  
a r e d u n d a n t  s y s te m  i s  th e  c c m m c n - r r c d e - f a u l t^ .  I t  can  be 
c o n s id e r e d  a s  a s y s te m  d e f e c t  w hich  has  unw an ted  s i m u l t a n e o u s  
e f f e c t s  on a l l  redundan t components w ith in  the system . Cne kind 
o f  comm on-mode f a u l t  i s  a s s o c ia te d  w ith  the  power supp ly  o f  th e  
system . T h ere fo re  some m easures to  c o u n te ra c t  any power f a i l u r e  
m u s t  be i n t r o d u c e d .  D u p l i c a t e d  power pack  , a s  s u g g e s t e d  in  
Johnson 's  paper^ i s  one good way to  c o u n te ra c t  common-mode f a u l t s  
in the  power supply . The d u p l ic a te d  power pack c o n s i s t s  o f  two 
power s u p p l i e s  w i th  an a u t o m a t i c  ch an g o v e r  f a c i l i t y .  A nother 
a l t e r n a t i v e  i s  the  use o f  b a t t e r y  as  a back-up power supply .
A r e d u n d a n t  sy s te m  w hich  c o n s i s t s  o f  a c o m p u te r i s e d  
c o n t r o l l e r  may h ave  common-mode f a u l t s  due  to  p ro g ram  e r r o r s  
im planted  w i th in  the  system  so f tw a re .  In f a c t ,  i t  i s  agreed th a t  
no so f tw a re  can be completely debugged and f u l l y  v e r i f i e d  fo r  a l l  
p o s s i b l e  c o n d i t i o n s  o f  o p e r a t i o n .  For t h i s  r e a s o n ,  t h e r e  a r e  
some bugs p r e s e n t  a l l  the  tim e. This  s o r t  o f  common-mode f a u l t  
i s  o f  p a r t i c u l a r  c o n c e r n  due to  th e  c o m p u t e r i s a t i o n  o f  m ost 
modern c o n t ro l  sy s tem s . This  means t h a t  d i g i t a l  c o n t ro l  system s 
always c a r ry  some s o f tw a re  common-mode f a u l t s  and th e se  f a u l t s  
c o u ld  a f f e c t  a l l  t h e  r e d u n d a n t  co m p o n en ts  s i m u l t a n e o u s l y .  To 
overcom e  t h i s  p r o b le m ,  one can make use o f  s o f t w a r e  p a c k a g e s  
w r i t t e n  by d i f f e r e n t  te a m s ,  or use  p r o c e s s o r  t y p e s  made by 
d i f f e r e n t  m a n u fa c tu re r .  This  i s  to  m,inimise the  chance o f  having 
the  same so f tw a re  e r r o r  in d i s s i m i l a r  programs or p ro c e s s o rs .
A lth o u g h  th e  o r i g i n a l  p u rp o s e  o f  u s in g  a re d u n d a n c y  
s y s te m  i s  to  im p ro v e  t h e  r e l i a b i l i t y  o f  th e  o v e r a l l  s y s t e m ,  i t  
m u s t  be rem em bered  t h a t  th e  a d d i t i o n a l  r e d u n d a n t  e q u ip m e n t  i s  
s u b je c t  to  f a u l t s  i t s e l f ,  thus  a f f e c t in g  th e  r e l i a b i l i t y  o f  the  
system . V arious i n t e r n a l  checking techn iques  can be c a r r i e d  out 
to  im prove  th e  r e l i a b i l i t y  o f  t h e  o v e r a l l  s y s te m  : t h e  u se  o f  
W atch-dog  t i m e r  f o r  c h e c k in g  th e  e x e c u t i o n  t i m e ,  t h e  u se  o f  
C yc l ic  Redundancy Code fo r  checking th e  c o r r e c t  d a ta  t r a n s m is s io n  
e t c .
The use o f  redundancy schemes i s  an im p o rtan t  approach 
to  secure  the  system p ro c e ss  a g a in s t  break-down or m a lfu n c t io n  o f  
any kind. However, th e  idea  o f  r e p l i c a t i n g  system components in 
a r e d u n d a n t  s y s te m  i s  u s u a l l y  c o s t l y  and w i l l  make a s im p l e  
sy s te m  become v e r y  c o m p l i c a t e d .  In  a d d i t i o n ,  th e  p ro b le m  o f  
ccm.mion-m.ode-fault a lw ays e x i s t s  in a redundancy scheme. To so lve  
some o f  t h e s e  p r o b le m s ,  one may use  an a n a l y t i c a l  re d u n d a n c y  
schemie in  w hich  th e  s y s te m  f a u l t s  a r e  m ionitored  w i t h o u t  
d u p l i c a t in g  hardw are c h a n n e ls , i . e .  using on ly  one s e t  o f  hardware 
com.ponents- This scheme a n a ly se s  the  m;utual r e l a t i o n s h ip  o f  two 
d i s s i m i l a r  s ig n a l s .  Cne o f  the  s ig n a l s  can be ob ta ined  from the  
sensor o u tp u t  or the  com.ponent o u tp u t .  Another s ig n a l  can be thie 
o u t p u t  o f  a s o f t w a r e  r e d u n d a n c y  p rogram  w hich r e p r e s e n t s  th e  
t h e o r e t i c a l  model o f  th e  e s t i m a t e d  s y s te m  b e h a v io u r .  When a 
f a u l t  occurs  in the  system , the  r e l a t i o n s h i p  between th e  a c tu a l  
s y s te m  o u t p u t  and th e  e s t i m a t e d  s i g n a l  w i l l  d i f f e r  in  a 
d e t e c ta b le  way. Each redundancy system  must be accompanied by an 
e f f i c i e n t  f a u l t  d e t e c t i o n  m ethod w hich  can  d i s c o v e r  a f a u l t  
prom ptly  a t  i t s  e a r l y  s ta g e .
S evera l f a u l t  d e t e c t i o n  te chn iques  w i l l  be reviewed in 
t h e  n e x t  few s e c t i o n s .  The m e th o d s  can  be c l a s s i f i e d  i n t o  two 
c a t e g o r ie s  as fo l lo w s  ;
1) T e c h n iq u e s  w h ich  r e q u i r e  e x a c t  know ledge  o f  th e  s y s t e m 's  
s t r u c t u r e  and p a r a m e t e r s ,  and a l s o  th e  i n p u t  s i g n a l .  
Examples o f  t h i s  kind a re  the  obse rv e r-b ased  technique^  and 
th e  Kalman f i l t e r  t e c h n i q u e ^ .  T h e i r  a p p r o a c h  i s  t o  
r e c o n s t r u c t  th e  s t a t e  v a r i a b l e s  from th e  in p u t  and o u t p u t  
s ig n a l s  using a known p ro c e ss  model. The e s ta b l i s h m e n t  o f  
t h i s  p r o c e s s  model r e q u i r e s  an e x a c t  know ledge  o f  th e  
p ro cess  p a ram e te rs .
2) F a u l t  d e t e c t i o n  t e c h n i q u e s  w hich  a r e  based  o n ly  on some 
m easurab le  s ig n a l  frcm the  system , such as  inpu t and o u tp u t  
v a r i a b l e s  U(t) and Y ( t ) .  M ethods l i k e  th e  o u t - o f - r a n g e  
check^, the  s ig n a l  p ro c e ss in g  tech n iq u e  ( which uses  a band- 
l i m i t e d  f i l t e r ® )  and th e  s y s te m  i d e n t i f i c a t i o n  t e c h n i q u e  
(u s in g  th e  s y s te m  r e s p o n s e  m odel^) can  a l l  be u sed  to  
m o n i to r  th e  s y s te m  p e r f o r m a n c e  w i th o u t  r e q u i r i n g  any 
knowledge o f  th e  system  s t r u c t u r e .
1 .2 Model-Based Methods o f F a u lt  D e te c tio n
1 .2 .1  Observer-Based Technique
An o b s e r v e r  s y s te m ^  i s  a d e v i c e  w h ich  can  p ro d u c e  an 
e s t im a te  o f  the  s t a t e  v e c to r  o f  a system bas«3 upon i t s  a v a i l a b l e  
i n p u t  and o u tp u t  s i g n a l s .  The o b s e r v e r  sh o u ld  h ave  th e  same 
s t a t e  e q u a t i o n  as  t h a t  o f  t h e  o r i g i n a l  s y s te m  b e in g  m o n i to r e d .  
A s im ple  exaiT.ple i s  i l l u s t r a t e d  below:
Consider a s in g l e - i n p u t - s i n g l e - o u t p u t  w ith  s t a t e  e q u a t io n :
X = A X + B U (1 . 1)
Y = Ç X (1 . 2 )
where X i s the s t a t e v e c t o r , Y i s th.e o u tp u t  v e c t o r ,
U i s th^  in p u t  v e c t o r ,  A is the sy s to n  m a t r ix ,
B i s the  inpu t matr i x , Ç is the o u tp u t  m a tr ix .
An s i m p l i f i e d  b lo c k d ia g r a m  o f  a 1 in e a r s y s te m  w i th
o b se rv e r  is  shown in  the  diagram  below.
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F ig u re  1^  Block Diagram o f  ^  L inea r  System w ith  S t a t e  O bserver 
where P i s  th e  o p e ra to r  in p u t ,  ^  i s  th e  feedback m a t r ix .
From th e  o b s e r v e r 's  s t a t e  v e c to r  $  , th e  e s t im a te d
o u tp u t v e c to r  Ÿ  can be o b ta in ed  by th e  e q u a tio n :
' y = C X (1.3)
Ths id e a  i s  to  m i n im i s e  th e  d i f f e r e n c e  b e tw e e n  'y  and Y. T h i s  
i s  e q u iv a le n t  to m in im is in g  X  and _X. However, in p r a c t i c e ,  _X 
i s  no t always a c c e s sa b le .  T h e re fo re  th e  m in im isa t io n  can on ly  be 
made b e tw e e n  ^  and Y. The d i f f e r e n c e  (i?  -  Y) i s  m u l t i p l i e d  
by a f a c t o r  G . The s i g n a l  i s  th e n  fed  back i n t o  th e  i n p u t  o f  
th e  i n t e g r a t o r s  o f  th e  o b s e r v e r .  The b lo c k  d ia g ra m  o f  th e  
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F ig u re  2  Block Diagram o f  th e  O bserver System
I t  i s  r e q u i r e d  to  f i n d  a s u i t a b l e  v a l u e  o f  G su ch  t h a t  ( Ÿ  -  Y) 
i s  a minimum. From tb.e above d iag ram , th e  fo llow ing  equa t ions  
can be d e r iv e d  as:
£ = A Î + G ( Ç i L + Ç Ÿ ) + B U  (1.4)
= ( A  -  G Ç ) 2  + G Ç X + B U  (1.5)
A.
X - X = ( A - G C ) ( X - X . )  (1.6)
The e r r o r  v e c to r  e_ i s  d e f in e d  as :
e -  X -  Ÿ  (1.7)
This g iv e s  : ê ( A -  G C ) 'x' (1.8)
The m a t r i x  G_ m ust be c h o se n  so t h a t  w i l l  d e c a y  to  z e ro .
The r a t e  o f  d e c a y  o f  e_ can  be i n c r e a s e d  by c h o o s in g  th e  
s u i t a b l e  e ig en v a lu e s  o f  ( A -  G Ç ). A f a u l t  d e t e c t io n  schem.e 
can be e s t a b l i s h e d  by conparing  th e  measurement v e c to r  X w ith  
the  e s t im a te d  s t a t e  v e c to r  ^  . The d i f f e r e n c e  between the two 
v e c t o r s  can  be ch ec k ed  a g a i n s t  a t h r e s h o l d  l e v e l .  When th e  
t h r e s h o l d  l e v e l  i s  e x c e e d e d ,  a f a u l t  i s  s a i d  to  have been 
d e te c te d  and a p p ro p r ia te  a c t io n  can be taken .
M clean's paper^^ d e s c r ib e s  the  use o f  a observer system 
a c c o m p a n ie d  by a p r e d i c t i v e  t e c h n i q u e .  T h i s  t e c h n iq u e  c o u ld  
g e n e r a t e  a p r e d i c t e d  s t a t e  v e c t o r  Xp. Under th e  c i r c u m s t a n c e  
when th r e e  s t a t e  v e c to rs  : measured v e c to r  X , e s t im a te d  v e c to r  
X and p re d ic te d  v e c to r  Xp , a r e  involved in the  f a u l t  d e t e c t io n  
sch em e ,  t h e  m a j o r i t y  v o t i n g  schem e i s  u sed  f o r  c o m p ar in g  t h e  
s t a t e  v e c to r s  to  check i f  the  o r i g i n a l  system  i s  f a u l ty .
The use o f  an observer r e q u i r e s  t h a t  th e  measurement o f  
th e  s t a t e  v a r i a b l e s  be no ise  f r e e .  In the  o th e r  words th e  system 
m ust be d e t e r m i n i s t i c .  I f  any system n o ise  i s  p r e s e n t ,  i t  must 
have n e g l i g i b l e  im pact on the system. However, in  the  s i t u a t i o n  
when c o n s i d e r a b l e  am ount o f  s y s te m  n o i s e  i s  p r e s e n t ,  a s t a t e  
v a r i a b l e  f i l t e r  (e .g .  Kalman f i l t e r )  w ould  be m ore a p p r o p r i a t e  
th a n  an o b s e r v e r  s y s te m .  A d e s c r i p t i o n  o f  t h e  Kalman f i l t e r  
w i l l  be g iv en  in  the  nex t s e c t io n .  Cne l a s t  p o in t  to  note about 
the  o b se rv e r  system  i s  t h a t  the system p a ra m e te rs  A_ , _B and _C 
m u s t  be p r e c i s e l y  g iv e n  in  o r d e r  to  c o n s t r u c t  an e f f i c i e n t  
o b se rv e r  system .
1 .2 .2  Kalman F i l t e r  Technique
As mentioned in the  p rev ious  s e c t i o n ,  an observer system 
can be a p p l ie d  e f f i c i e n t l y  on ly  on a d e t e r m i n i s t i c  system. Under 
n o i s y  c i r c u m s t a n c e s ,  t h e  u se  o f  Kalman f i l t e r ^  would be more 
a p p ro p r ia te .  I t  e s t i m a t e s  the  system  s t a t e s  using the p rev io u s  
system es tim .a tes  and system e x te rn a l  measurements. The former 
a r e  l i k e l y  to  c o n t a i n  e r r o r  c a u s e d  by s e n s o r  e r r o r s  w h i le  t h e  
l a t t e r  may c o n ta in  random mieasurment n o ise .  The o p tim al use o f  
th e  system e s t im a te s  and e x t e r n a l  m easurem ents  to g e th e r  can y ie ld  
a b e t t e r  and more a c c u r a t e  s y s te m  e s t i m .a t e  th an  t h a t  o b t a i n e d  
from e i t h e r  th e  s y s te m  e s t i m a t e  o r  th e  e x t e r m a l  m e a su re m e n t  
a l o n e .  A p r o p e r l y  d e s ig n e d  Kalmsan f i l t e r  s h o u ld  be a b l e  to
p ro d u c e  an u n b a i s e d  e s t i m a t e  o f  t h e  o r i g i n a l  s y s te m  based  upon
system  p rev io u s  es t im ,a tes  and system e x t e r n a l  measurements.
The s t a t e  e q u a t io n s  o f  a s t o c h a s t i c  s y s te n  whose in p u t 
and o u tp u t  a re  contam inated  w ith  n o ise  can be w r i t t e n  as :
2  = A X + J ( U + _ V )  (1.9)
1  = C X. + W (1.10)
where X i s  the  s t a t e  v e c to r
Y i s  the  o u tp u t  m easuronent v e c to r
Ü i s  th e  in p u t v e c to r
y  i s  th e  inpu t n o ise  v e c to r
W i s  th e  o u tp u t  measurement n o is e  v e c to r
y ( t )  and K(t) both a re  w h ite  G aussian s t a t i o n a r y  p ro cesses  w ith  
z e r o  mean and th e y  a r e  in d e p e n d e n t  o f  e a c h  o t h e r .  T h e i r  
a u t o c o r r e l a t i o n  can be w r i t t e n  as :
= E ( y  ( t)  ( t  + -C ) ) (1.11)
= Q S  ('C) (1.12)
and f)Mw(T) = E ( W ( t )  ( t  + C ) (1.13)
= R <f ( T )  (1.14)
where Q_ and ^  a re  th e  co v a r ia n c e s  o f  V_ and r e s p e c t iv e ly
V<n
_y r e f e r s  to  the  measurement o u tp u t  which i s  no t n e c e s s a r i ly  the  
same as the  a c tu a l  c o n t ro l  o u tp u t .  The a c tu a l  c o n t ro l le d  o u tp u t s  
a r e  r e ta in e d  by th e  o r i g i n a l  n o ta t io n  :
Y = Ç X (1.15)
The block diagram o f the  s t o c h a s t i c  system i s  shown below.
F ig u re  2  Block Diagram o f  a S to c h a s t i c  S y s ten
A Kalman f i l t e r  i s  used  to  p ro d u c e  an e s t i m a t e d  s t a t e  v e c t o r  
X ( t)  from th e  n o i s y  m e a s u re m e n t  Y ( t ) .  An o p t i m a l  i n p u t  v e c t o r  
i s  th e n  o b t a i n e d  from th e  e s t i m a t e d  s t a t e  v e c t o r  X_ (t) by th e  
o p t im a l  c o n t ro l  law :
&  = - K Î
where i s  th e  optimum o f  U 
and K i s  th e  feedback m a tr ix
(1.16)
The dynamic e q u a t io n  o f  th e  Kalman f i l t e r  can be expressed  a s  :
(1.17)
(1.18)
X = A X + i L ( l ’ C X )  + B Ü
where K = R ^ C M
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and M (t)  i s  th e  s te a d y  s t a t e  s o l u t i o n  o f  a m a t r ix  F i c c a t i
e q u a tio n  :
-  M + M -  M Ç M + B Q bJ  + A M = 0, (1.19)
The block d iagram  o f  the  p l a n t - e s t i m a t i o n - c o n t r o l  system i s  shown 
in  the  diagram below :
1P L A N T
^  B
KALMAN FiLTEK
F ig u re  £  Block DiagraiTi o f  th e  P la n t -E s t im a t io n -C o n tro l  System
The e s t im a te d  v a lu e  o f  ' Ÿ  can be o b ta in ed  by th e  e q u a t io n  :
(1 . 20 )
As shown in  t h e  d ia g r a m ,  t h e  d i f f e r e n c e  ( Y -  Y ) b e tw e e n  th e  
measured o u tp u t  v a lue  æ d  the  e s t im a te d  o u tp u t v a lue  i s  fed back 
to  th e  o r i g i n a l  system  through th e  m a t r ix  F .
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The K alm an f i l t e r  i s  a t im e  dom a in  t e c h n i q u e  w hich  p e r f o r m s  
o p t i m a l  e s t i m a t i o n  o f  a sy s te m  b a se d  upon th e  p r e v io u s  s y s te m  
e s t i m a t e s  and th e  c u r r e n t  system m easurem ents. I t  p roduces an 
u n b ia s e d  e s t i m a t i o n  w i th  minimum v a r i a n c e  and g i v e s  th e  b e s t  
e s t i m a t e  o f  th e  s t a t e  v e c t o r .  U n l ik e  an o b s e r v e r  s y s t e m ,  a 
Kalman f i l t e r  i s  p a r t i c u l a r  s u i t a b l e  fo r  a n o isy  system i .e .  in  a 
s t o c h a s t i c  c a s e .  Cn th e  o t h e r  h an d ,  a Kalman f i l t e r  i s  s i m i l a r  
to  an o b se rv e r  system  in the sense t h a t  the c o n s t ru c t io n  o f  both 
s y s t e m s  need  a f a i r l y  e x a c t  k now ledge  o f  th e  o r i g i n a l  s y s te m  
being  m onito red .
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1.3 Methods o f  F a u l t  D e te c t io n  based upon S ig n a l  P ro cess in g  
and System I d e n t i f i c a t i o n
1 .3 .1  C ut-o f-R ange Check
T h is  i s  a method in which the o u tp u t o f  th e  s ig n a l  Y(t) 
i s  o n ly  a l lo w e d  to  v a r y  w i t h i n  a p r e s p e c i f i e d  r a n g e  o f  v a l u e s ,  
i  . e .
^min Y(t )  < Y^ rax (1.21)
w here  and Y ^^^ a r e  t h e  maximum and minimum v a l u e s
r e s p e c t i v e l y  w i t h i n  w hich  th e  v a lu e  o f  Y(t) m u s t  l i e  a t  a l l  
t im es .  When c o n s id e r in g  th e  v a lu e  Y^_% and Y^^^, one must make 
su re  t h a t  the range o f  v a l i d i t y  -  Y ^ ^ )  i s  l a r g e  enough to
r e t a i n  any appearance o f  f a u l t  and sm all  enough so t h a t  the  f a u l t  
can be d e te c te d  a t  an e a r l y  s ta g e .
T h i s  t e c h n i q u e  can  a l s o  be e x te n d e d  to  c h e c k  t h e  r a t e  
o f  change or th e  tren d  o f  the  s ig n a l .
mm '  vw '  -^max (1.22)
w h ere  Y^^^ and a r e  th e  m inim un and maximum v a l u e s  o f  Y(t)
r e s p e c t i v e l y .
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1 .3 .2  S ig n a l  P ro c e ss in g  Technique using  Band-Limited F i l t e r
Corbin and Jones^  have e s ta b l i s h e d  a f a u l t  d e t e c t io n  
techmiques using a b a n d - l im i t in g  f i l t e r .  T h is  techn ique  avo ids  
th e  use  o f  f u l l y  d u p l i c a t e d  s y s t e m s  th u s  r e d u c in g  th e  h a rd w a re  
needed  f o r  m o n i t o r i n g  f a u l t s .  The id e a  i s  to  a p p ly  a s e r i e s  o f  
ram p in p u t  s i g n a l s .  Ey p a s s in g  th e  in p u t  s i g n a l  th ro u g h  an 
in c r e m e n t  d e t e c t o r  o r  by p a s s in g  th e  o u t p u t  s i g n a l s  o f  th e  
s y s t e m s  b e in g  t e s t e d  th ro u g h  a f i l t e r ,  a b a n d - l im i te d  response 
can  be o b t a i n e d .  T h i s  r e s p o n s e  co u ld  th e n  be a n a l y s e d  by 
c o r r e l a t i n g  i t  w ith  ano ther  response s ig n a l .  I f  f a u l t s  occur in 
a system , i t s  rep en se  changes, thus  changing th e  c o r r e l a t i o n  in  a 
d e t e c ta b le  way.
The i n p u t  s i g n a l  i s  a s e r i e s  o f  ram p i n p u t s  w i th  
d i f f e r e n t  a m p l i t u d e s  and l e n g t h s .  The a m p l i t u d e  i s  r e l a t e d  to  
the  le n g th  by a one th i r d  power law®.
There a r e  two types  o f  f a u l t  m on ito r ing  schemes being 
c o n s i d e r e d  ; one  a p p r o a c h  i s  to  r e l a t e  t h e  m e a su re m e n t  o f  t h e  
i n p u t  to  th e  r e s p o n s e  o f  t h e  s y s t e m ,  a n o t h e r  ty p e  i s  to  com pare  
two c o n s e q u e n t ia l  s ig n a l s  which a re  the  re sponses  o f  th e  o u tp u t s  
from two d u p l i c a t e  s y s t e m s .  Both t y p e s  o f  s y s t e m s  w i l l  be 
d isc u sse d  in th e  fo l lo w in g .
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F ig u re  2  Block Diagram o f  _a F a u l t  D e te c t io n  Scheme using  
Band-lim .ited F i l t e r
As shown in  th e  d ia g ra m  a b o v e ,  a ram p in p u t  s i g n a l  i s  
a p p l i e d  to  a s y s te m  (S2) and a l s o  to  a i n c r e m e n t  d e t e c t o r  ( I ^ ) .  
The o u t p u t  o f  th e  s y s te m  i s  p a s s e d  th ro u g h  a f i l t e r  (F^). The 
o u tp u t  (A )^ frcm the  increm ent d e t e c to r  i s  then  compared w ith  th e  
o u t p u t  (A2) from th e  f i l t e r .  The r e s u l t  o f  th e  c o m p a r is o n  can  
d e te rm in e  the  h e a l th  o f  the  system  (S2). The system  (S2) and th e  
f i l t e r  (F2) can be combined and cons idered  as ano ther  inc rem en t 
d e t e c t o r  ( I 2) .
The in c r e m e n t  d e t e c t o r  ( I^ )  i s  s p e c i a l l y  d e s ig n e d  so 
t h a t  i t  w i l l  c o n v e r t  t h e  ram p in p u t  s i g n a l  i n t o  a  sm ooth  p u l s e  
w h ic h  w i l l  r e s e m b le  th e  o u t p u t  o f  th e  f i l t e r  (A^) a s  much a s  
p o s s ib le .  C u r re n t ly ,  th e  d e s ig n  o f  th e  increm ent d e t e c to r  (I^) 
i s  based on p r a c t i c a l  ex p e r ien ce  o n ly .
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The o u t p u t  o f  th e  s y s te m  i s  f i r s t  p a s s e d  th ro u g h  a 
b a n d - l i m i t e d  f i l t e r  to  o b t a i n  a s m o o th e r  w avefo rm . I t  i s  th e n  
p a s s e d  t h r o u g h  a d e c o n v o l u t i o n  f i l t e r  which e l im i n a te s  a l l  the 
o v e r s w in g s  o f  t h e  o u t p u t  s i g n a l  a p a r t  frcm  i t s  i n i t i a l  sm ooth  
p u l s e .  A t i m e  d e l a y  i s  in t r o d u c e d  to  th e  s i g n a l s  A-^  and ^2 bo 
m in im ise  th e  phase d i f f e r e n c e  between them.
The s i g n a l  A2 i s  th e n  s u b t r a c t e d  from s i g n a l  A^ to  
produce an e r r o r  s ig n a l .  This e r r o r  s ig n a l  can th e r e f o r e  g iv e  an 
in d i c a t i o n  o f  th e  c o n d i t io n  o f  the  system being m onitored . For a 
f a u l t  f r e e  s y s t e m ,  th e  e r r o r  e n v e lo p e  s h o u ld  n o t  e x ce ed  15% o f  
th e  peak  a m p l i t u d e  o f  th e  r e s p o n s e .  By s e t t i n g  a t h r e s h o l d  a t  
say 20%, t h i s  g iv e s  good p r o b a b i l i t y  o f  d e t e c t i n g  a f a u l t  w ith o u t  
a h igh  r e s u l t a n t  t r a n s i e n t .
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Type 2 s y s te m  : t h e r e  a r e  two s y s t e m s  b e in g  m o n i to r e d .  The 
s i g n a l s  from  th e  s y s te m  a r e  p a s s e d  th r o u g h  a d i f f e r e n t  s e t  o f  
b a n d l i m i t e d  f i l t e r s  and d e c o n v o l u t i o n  f i l t e r s  so t h a t  a n o th e r  
sm o o th  s i n g l e - p u l  se w aveform  can  be o b t a i n e d  and com pared . A 
b lock  diagram  of a system of t h i s  type i s  shown below:
DC D
A,
S z B L . DC D
_ / V -
A
F ig u re  ^  Block Diagram of £  F a u l t  D e te c t io n  Scheme fo r  two 
d u p l i c a te d  systems u s ing  B a n d - l im ited  F i l t e r
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1 .3 .3  F a u lt D e te c tio n  by System I d e n t i f i c a t io n
System id e n t i f i c a t io n ^ ®  i s  a p ro cess  by which a system  
can be c h a r a c te r i z e d ,  th u s  p rov id ing  in fo rm a tio n  about th e  system 
p e r fo rm a n c e .  The s y s te m  c h a r a c t e r i s t i c  can  be d e f i n e d  by i t s  
im pulse response in the  t im e  domain or by i t s  t r a n s f e r  fu n c t io n  
in the  frequency domain. System i d e n t i f i c a t i o n  can be a p p l ie d  to  
system f a u l t  d e t e c t i o n  because  any system f a u l t  w i l l  a l t e r  the 
system response. T h is  a l t e r a t i o n  o f  sy s te m  c h a r a c t e r i s t i c  can  
p rov ide  a u s e fu l  sou rce  o f  in fo rm a tio n  to id e n t i f y  and lo c a te  the 
system f a u l t .
In the l a t e r  c h a p te r s ,  f a u l t  d e t e c t io n  te ch n iq u es  using 
s y s te m  i d e n t i f i c a t i o n  w h ich  a r e  based  upon f r e q u e n c y  dom a in  
approaches w i l l  be d i s c u s s e d .  The approaches a re  emphasised on 
the  s i t u a t i o n  when th e  s t r u c t u r e  o f  the  system  being m onito red  i s  
n o t  p r e c i s e l y  known. In the  o th e r  words, th e  system i s  p re sen te d  
as  a 'b lac k  box' canponen t.  Under such c i rc u m s ta n c e s ,  the  f a u l t  
d e t e c t i o n  techn ique  can o n ly  be based upon the in p u t and o u tp u t  
s ig n a l s  o f  the  system .
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CHAPTER TWO
2. FREQUENCY RESPONSE APPROACH TO SYSTEM IDENTIFICATION
2.1 In t ro d u c t io n
Various f a u l t  d e t e c t i o n  tech n iq u es  have been developed 
and w id e ly  used in  th e  p a s t .  They a r e  m a in ly  c o n f in e d  to  th e  
tim e-com ain  a n a l^ e is .  The use o f  an observer system and Kalman 
f i l t e r  a r e  two p r im e  e x a m p le s  o f  t h i s  s o r t .  H ow ever, f a u l t  
d e t e c t i o n  t e c h n iq u e s  b ased  upon th e  f r e q u e n c y  dom ain  do n o t  
appear to have rece ived  s im i la r  a t t e n t i o n .
Frequency domain a n a ly s i s  rem ains  a pow erful to o l  fo r  
s y s t e m  i d e n t i f i c a t i o n  and  d e s i g n .  I t  c a n  p r o v i d e  c l e a r  
v i s u a l i s a t i o n  o f  th e  e f f e c t  o f  n o i s e  d is tu rb a n c e  and param eter 
v a r i a t i o n .  T h is  can  be a p p l i e d  u s e f u l l y  to  f a u l t  d e t e c t i o n  
t e c h n i q u e s  in  w hich a p a r a m e te r  ch an g e  can  be th o u g h t  o f  a s  a 
s y s te m  f a u l t .  By o b s e r v in g  th e  d i f f e r e n c e  o f  th e  s y s te m  
frequency  responses  b e fo re  and a f t e r  the  param eter v a r i a t i o n ,  the 
param eter  which causes  th e  response  change can be c l a s s i f i e d  and 
i d e n t i f i e d .  System i d e n t i f i c a t i o n  techn iques  can be then be used 
to  i n d i c a t e  or p o s s i b l y  d e t e r m i n e  w hich  p a r a m e t e r s  c a u s e  t h e  
system response change.
The p e r fo rm a n c e  o f  a s y s te m  can be o b s e rv e d  from i t s  
response  c h a r a c t e r i s t i c  which can be expressed  e i t h e r  in  the tim e 
dom.ain or in the frequency  domain. The tim e domain response can 
be e a s i l y  o b ta in e d  a t  th e  s y s te m  o u t p u t  by a p p ly in g  a s t a n d a r d  
t e s t  s i g n a l  a t  th e  s y s te m  i n p u t .  The t e s t  s i g n a l  can  be an 
im pu lse ,  a s te p ,  a c o n s ta n t  v e l o c i t y  or a c o n s ta n t  a c c e le r a t io n .
To g e t  th e  f r e q u e n c y  r e s p o n s e  o f  a s y s te m ,  an i n p u t  
s i g n a l  i s  i n j e c t e d  i n t o  t h e  s y s te m  and an o u p u t  s i g n a l  i s  
o b ta in e d .  The inpu t and o u tp u t  s ig n a l s  a r e  F durier  transfo rm ed . 
The r e l a t i o n s h ip  between th e  two transfo rm ed  s ig n a l s  g iv e s  th e  
f requency  response. From the  system frequency  response ,  v a r io u s  
s y s te m  s p e c i f i c a t i o n s  can  be i d e n t i f i e d ,  e .g .  r e s o n a n c e  p e a k ,  
r e s o n a n c e  f r e q u e n c y ,  b a n d w id t h ,  c u t - o f f  f r e q u e n c y  e t c .  These  
s p e c i f i c a t io n s  w i l l  i n d i c a te  th e  behaviour and th e  c o n d i t io n  o f  
t h e  s y s te m .  The n a t u r e  o f  t h e  i n p u t  s i g n a l  used  f o r  o b t a i n i n g  
th e  f r e q u e n c y  r e s p o n s e  w i l l  be d i s c u s s e d  in  th e  n e x t  s e c t i o n
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w h ere  t h r e e  i n p u t  s i g n a l s  i n c l u d i n g  an im p u ls e  s i g n a l ,  a 
s in u s o id a l  s ig n a l  and a p seu d o -ran d o m -b in a ry -s ig n a l  a re  compared 
and judged w ith  r e s p e c t  to t h e i r  m e r i t  on th e  d e r iv a t io n  o f  the  
s y s te m  f r e q u e n c y  r e s p o n s e .  In  t h e  s u b s e q u e n t  c h a p t e r ,  a f a u l t  
d e t e c t i o n  techn ique based upon the  frequency  domain approach w i l l  
be d i s c u s s e d .
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2.2 D iscu ss io n  o f  Three In p u t  S i g n a l s  f o r  F re q u e n c y  R esponse  
A n a ly s is
To c a r ry  ou t frequency  response  a n a ly s i s ,  the system is  
e x c i t e d  by an in p u t  s i g n a l  and t h e  o u t p u t  s i g n a l  i s  o b t a in e d .  
The s ig n a l s  a re  then F o u r ie r  tranform ed  and s tu d ie d .  In o rder  to 
o b ta ined  a good frequency spec trum , th e  inpu t s ig n a l  should have 
the fo llow ing  p r o p e r t i e s  :
1) a wide bardw id th  which covers  a t  l e a s t  the frequency  range 
o f  i n t e r e s t .  The s i g n a l  s h o u ld  have s u f f i c i e n t  e n e rg y  
d e n s i ty  to  ensure  an a c c e p ta b le  s ig n a l  to  no ise  r a t i o  over 
the  r e le v a n t  frequency  range.
2) a low peak  to  a v e r a g e  power r a t i o .  T h is  i s  to  avo id  any 
n c n l i n e a r i t i e s  when o p e ra t in g  the  system .
3) a z e ro  mean v a l u e .  T h is  i s  o f  p a r t i c u l a r  im p o r ta n c e  fo r  a 
s y s te m  w i th  a f r e e  i n t e g r a t o r ,  e .g .  ty p e  1 s y s te m .  Here a 
s m a l l  b ia s  in  the t e s t  in p u t would cause g ro s s  e r r o r  in the 
e s t im a te .
T h e re  e x i s t  a number o f  s i g n a l s  w i th  such  p r o p e r t i e s .  The 
com parison o f  a s in e  wave, an im pulse and a pseudo random b in a ry  
sequence w i l l  be d i s c u s s e d .
2 .2 .1  S in u s o id a l  S ig n a l
A s in e  wave s a t i s f i e s  p r o p e r t i e s  (2) and (3). However, 
a s in e - w a v e  o f  f r e q u e n c y  F H e r tz  can  g i v e  a good e s t i m a t i o n  o f  
th e  s y s te m  r e s p o n s e  a t  F Hz o n ly .  To c o v e r  a w hole  ra n g e  o f  
f r e q u e n c i e s ,  t h e  e s t i m a t i o n  p r o c e d u r e  n e e d s  t o  be c a r r i e d  o u t  
r e p e a te d ly  using a s ine-w ave  o f  d i f f e r e n t  f re q u e n c ie s .  The whole 
p ro cess  could be v e ry  tim e consuming.
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2 .2 .2  An Im pulse F unction
An im p u ls e  s i g n a l  s a t i s f i e s  p r o p e r t y ( l )  o n ly .  I t s  h ig h  
peak to  average power r a t i o  may cause th e  system to  run in to  non- 
l i n e a r i t y ,  and i t s  n o n - z e r o  mean v a l u e  may c a u s e  e r r o r  in  a 
system  which has one or more f r e e  i n t e g r a to r s .  I t  i s  im p o rtan t  
to  note  t h a t  an impulse s ig n a l  has a f l a t  magnitude spectrum and 
a z e ro  p h a se  s p e c t ru m  w hich  a r e  two d e s i r a b l e  f e a t u r e s  o f  an 
i n p u t  s ig n a l .
The im p u ls e  s i g n a l  can be e x p r e s s e d  in  th e  f r e q u e n c y  
dom a in  as  i t s  com plex  t r a n s f o r m ,  w i th  r e a l  and im a g in a r y  
c o m p o n e n ts ,  Re^(f)  and Imj^(f) r e s p e c t i v e l y .  A l t e r n a t iv e ly ,  the 
f r e q u e n c y  r e s p o n s e  can  be e x p r e s s e d  by a m a g n i tu d e  Mag^tf) and 
phase Argj_(f) components as  shown below :
Magj^(f) =  J  Re^(f) ^ + Imj^(f)^ (2 . 1 )
i ( f ) = tan“  ^ Im^tf) /  Re^tf)  (2.2)
S i m i l a r l y ,  th e  o u t p u t  r e s p o n s e  can  be e x p r e s s e d  a s  r e a l  and 
im aginary  components, PeQ(f) and Im^(f) r e s p e c t iv e l y  and
Mag^^(f) =  J  R eg(f)2 + imQ(f)^ (2.3)
ArgQ(f) = tan  ^ IniQ(f) /  PeQ(f) (2.4)
Then th e  system response G ( jf )  can be expressed  as :
Mag^(f) = MagQ(f) /  Mag^(f ) (2.5)
A rg^(f) = ArgQ(f) -  A rg^(f) (2.6)
I t  s h o u ld  be n o te d  t h a t  i f  t h e  sy s te m  in p u t  i s  a u n i t  im p u ls e  
f u n c t i o n  w hich  has  Magj^(f) e q u a l  to  one and Argj^(f) e q u a l  to  
z e r o ,  th e n  th e  sy s te m  r e s p o n s e  can  be d e r i v e d  s im p ly  from  th e  
o u tp u t  s ig n a l .  However due to  th e  d isa d v a n ta g e  mentioned above, 
i t  i s  abandoned.
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2 .2 .3  Pseudo Random B inary  Sequence
Pseudo b in a ry  sequences^^ can be genera ted  by means o f  
a c a s c a d e  o f  m e l e c t r o n i c  s h i f t  r e g i s t e r  s t a g e s  c o n n e c te d  in  a 
feedback loop v ia  an exclusive-O R g a te .
no stao€s o f  r-eoisters
— 4
-  0 ^  Q a t < e .
F ig u re  1_ A Pseudo Random B inary  Sequence G enerator
An m s t a g e s  s h i f t  r e g i s t e r  can  p ro d u c e  a pseudo  random b i n a r y  
s e q u e n c e  o f  2 ^ -1  b i t s .  As t h e  s i g n a l  a lw a y s  c o n t a i n s  an odd 
number o f  b i t s ,  t h e  a v e ra g e  v a l u e  o f  th e  seq u en ce  i s  a lw a y s  non 
zero . A pseudo random b in a ry  s ig n a l  can be considered  a s  a kind 
o f  w h i t e  n o i s e  a s  i t  h as  a f l a t  m a g n i tu d e  s p e c t ru m .  The s i g n a l  
h a s  a peak  to  a v e ra g e  r a t i o  o f  one . The pseudo  random b i n a r y  
sequence th e re fo re  s a t i s f i e s  p r o p e r t i e s  (1) and (2). However i t  
has the  d isad v an tag e  o f  ncn ze ro  mean le v e l^ ^  and non zero  phase 
c h a r a c t e r i s t i c s .  A non-zero  mean le v e l  can be overcome by adding 
one b i t  to the pseudo randan  b in a ry  s e q u e n c e ^ M o r e o v e r ,  a non­
z e r o  l e v e l  would n o t  m a t t e r  f o r  ty p e -0  s y s te m .  The p h ase  
s p e c t r u m  o f  a pseudo  random b i n a r y  s eq u en ce  t a k e s  up a w id e l y  
s c a t t e r e d  ran g e  o f  v a l u e s .  A p s e u d o  random b i n a r y  s e q u e n c e  i s  
c o n s id e re d  as the  b e s t  o f  th e  th r e e  s ig n a l s .  The i n c o m p a t ib i l i ty  
o f  app ly ing  the ra d ix -2  F a s t  F o u r ie r  T ransfo rm a tion ,  which needs 
2^  d a t a  p o i n t s ,  on a p s e u d o - r a n d o m - b i n a r y - s e q u e n c e ,  w h ich  h a s  
o n l y  (2^‘ -  1) d a t a  p o i n t s ^ ^  w i l l  be d i s c u s s e d .  A d i g i t a l  
s im u la t io n  o f  a PRES g e n e ra to r  i s  shown in appendix A.
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2 .3 R e d u c t i o n  o f  S y s t e m  S e n s i t i v i t y  t o  P a r a m e te r  
V a r ia t io n s  in  Closed Loop System
As mentioned in s e c t i o n  2.1, system may be monitored 
e i t h e r  in  th e  t im e  dom ain  or in  t h e  f r e q u e n c y  dom a in .  %hen a 
ch a n g e  o f  s y s te m  re s p o n s e  o c c u r s  w hich  e x c e e d s  a p r e s p e c i f i e d  
t h r e s h o l d  l e v e l ,  a f a u l t  w i t h i n  th e  sy s tem  i s  s a i d  to  have been  
d e t e c te d .  I h i s  method i s  s im ple  and s t r a ig h t f o r w a r d .  However, a 
problem w i l l  a r i s e  when d ea l in g  w ith  a c losed  loop system.
The use o f  feedback in a c lo sed  loop system w i l l  reduce 
the  s e n s i t i v i t y  o f  the system to param ete r  v a r i a t i o n s .  In f a c t  
th e  r e d u c t io n  o f  the  system, s e n s i t i v i t y  to  param eter  v a r i a t i o n s  
i s  co n s id e re d  as an im portan t  advantage o f  a c lo sed  loop system . 
The feedback in  a c lo sed  loop system  w i l l  m i t ig a te  the e f f e c t  o f  
p a r a m e t e r  v a r i a t i o n  so t h a t  t h e  s y s te m  o u t p u t  may n o t  v a r y  
s i g n i f i c a n t l y  w ith  even for l a r g e  p a ra m e tr ic  changes.
As fa r  as f a u l t  d e t e c t io n  i s  concerned, the  red u c t io n  o f  
s y s te m  s e n s i t i v i t y  in  a c l o s e d  lo o p  s y s te m  i s  n o t  d e s i r a b l e .  
T h is  i s  because th i s  p ro p e r ty  w i l l  conceal any f a u l t  which occurs  
w i th in  th e  system. A c lo sed  loop system w i l l  on ly  g iv e  a vague 
i n d i c a t i o n  o f  param eter  v a r i a t i o n  which makes th e  ta sk  o f  f a u l t  
d e t e c t i o n  d i f f i c u l t .  The f o l l o w i n g  w i l l  show the  red u c t io n  o f  
system  s e n s t i v i t y  to param eter  v a r i a t i o n  in  a c lo sed  loop system 
compared w ith  t h a t  in an open loop  system .
Consider an open loop system :
G-Cs)
c a xy
F ig u re  ^  ^  Open Loop System
The Laplace  transform  o f the  s y s te n  o u tp u t  can be w r i t t e n  as 
C(s) = G(s) R(s) (2.7)
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S u p p o s in g  t h e r e  i s  a ch an g e  w i t h i n  th e  s y s t e m  G (s ) ,  t h e  s y s te m  
now becomes
[ G(s) +A G (s) ]
The o u tp u t  o f  th e  system  w i l l  su b seq u en tly  change to
[ C(s) + AC(s) ]
t h e r e f o r e  C(s) t  AC(s) = R(s) ( G(s) + a g (s) ] (2.8)
or AC(s) = R (s)A G (s)  (2.9)
In  a l l  p r a c t i c a l  s i t u a t i o n s ,  th e  o u tp u t  w i l l  show a change which 
i s  p ro p o r t io n a l  to  the  change o f  the  elem ent w i th in  th e  system .
Now c o n s i d e r  a c l o s e d  lo o p  s y s te m  a s  shown in  th e  
d iagram  below :
-feedback
Compensator




F ig u re  9 A C losed  Loop System
s a  C(s) = G(s) R(s) 
1 + G (s)H(s)
(2 . 10)
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I f  t h e r e  i s  any c h a n g e  o f  p a r a m e te r s  w i th  G(s) th e n  th e  s y s te m  
o u tp u t  w i l l  become :
C(s) +A C (s) = G(s) +AG(s)_______  R(s) (2.11)
1 + ( G(s) +AG(s) ] H(s)
Then |G (s)j » |A G (s ) j  then (2.11) can be approximated to
C(s) + A C (s)  = G(s) + AG(s) R(s) (2.12)
1 + G(s)H(s)
so A C (s)  = A G (s ) R(s) (2.13)
1 + G(s)H(s)
By c o m p a r in g  e q u a t i o n s  (2.13) and (2 .9 ) ,  i t  c a n  been  s e e n  t h a t  
th e  o u tp u t  o f  th e  c lo se d - lo o p  system due to  v a r i a t i o n  in  G(s) i s  
re d u c e d  by  [ 1 + G(s) H(s) ] in  c o m p a r is o n  w i t h  t h e  open  lo o p  
c a s e .  In  m o s t  p r a c t i c a l  s i t u a t i o n s  [ 1 + G(s) H (s) ] i s  much 
g r e a t e r  th a n  u n i t y  t h u s  r e d u c in g  th e  s y s te m  s e n s i t i v i t y  to  
param eter  changes co n s id e ra b ly .
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2.4 A p p l ic a t io n  o f  C o r r e l a t i o n  to  Frequency Response A n a ly s is
Cue to  the re d u c t io n  o f  system s e n s i t i v i t y  to  param eter  
v a r i a t i o n  in  a c l o s e d  l o o p  s y s t e m ,  f a u l t  d e t e c t i o n  t e c h n i q u e s  
which a re  based upon the  change o f  s^’stem response on param eter  
v a r i a t i o n  a re  d i f f i c u l t  to apply. T herefo re  i t  i s  e s s e n t i a l  to  
in c re a s e  the system s e n s i t i v i t y  to  param eter  chance. To do t h i s ,  
one can recover th e  open loop system response frcm a clo~: ■ cop 
s y s t e m .  O b s e r v a t io n  can  th e n  be mace on th e  open  lo o p  s y s te m  
which i s  independent to the  feedback o f  th e  c lo sed  loop sy s te m , 
thus  no red u c t io n  of system  s e n s i t i v i t y  to  param eter  change w i l l  
oocur. W ells tead^  has a p p l ie d  the  spectrum o f  a u t o - c o r r e l a t i o n  
and c r o s s - c o r r e l a t i o n  to  o b t a i n  th e  open lo o p  s y s te m  r e s p o n s e  
from a c lo sed  loop system  which i s  c o rru p te d  by no ise .
The au t o - c o r  r e l a t i o n  o f  a f u n c t i o n  x ( t )  i s  d e s i g n a t e d  
by R^^(r) and i s  d e f i n e d  a s  :




* { t)X (t+ r)d t  (2 .14)
The a u t o - c o r r l a t i o n  ^ ^ ( f )  i s  d e f in e d  as  th e  F o u r ie r  tran s fo rm  o f  
th e  a u t o - c o r r e l a t i o n  f u n c t i o n  P^x^^* T h e r e f o r e  c a n  be
w r i t t e n  as :
^^%(f) = I e x p ( - j2 ^ f  )R x x ( t : )d t  (2 .15)
The c o r r e l a t i o n  o f  two fu n c t io n s ,  x(t) and y(t) i s  d e s ig n a te d  by 
R^y(r) and i s  d e f in e d  as :
r  T/2
R^ (r)  = lim 1 /T  I x * ( t ) y ( t + r ) d t :  (2 .16) ^ J -T/2
The c ro s s - sp e c tru m  j6^ ( f )  can be d e f in e d  as  th e  F o u r ie r  Transform  
o f  th e  c r o s s - c o r  r e l a t i o n  R^y(%r). /6jjy(f) can th e r e f o r e  be w r i t t e n  
a s  :
♦ ^
^ x y (f )  = I e x p ( - 2 jn f  )R ^ y (r )d i :  (2 .17)
-eo
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Consider now a c losed  loop system whose o u tp u t  z(t) i s  
co r ru p te d  by a n o ise  s ig n a l  n(t) as shown in th e  d iagram  below:
F igu re  10 A Closed Loop System C orrupted by si N oise S ig n a l
G ( jf )  i s  the t r a n s f e r  fu n c t io n  o f  the  system. 
g ( t )  i s  the  impulse response  o f  the  system.
r ( t )  i s  the  in p u t s ig n a l .
z ( t )  i s  the a c tu a l  o u tp u t  o f  the  system.
y ( t )  i s  the  m easurable  o u tp u t  which has been co r ru p te d  by no ise .
n ( t )  i s  the  no ise  s ig n a l .
The d i r e c t  a p p ro a c h  o f  o b t a i n i n g  G (jf)  from y (f )  and r ( f )  can be 
d i s r u p t e d  by th e  n o i s e  n ( f ) .  However by u s in g  a u t o - c o r r e l a i o n  
and c r o s s - c o r r e l a t i o n  te ch n iq u e s ,  the  open loop t r a n s f e r  fu n c t io n  
can be recovered from a c lo sed  loop system ev&n though seme n o ise  
i s  p r e s e n t  w i th in  the system .
By u s in g  c o r r e l a t i o n  t e c h n i q u e s ,  t h e  f o l l o w i n g  e q u a t i o n  i s  
o b ta in ed  :
(2 . 18)
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when t h e  i n p u t  s i g n a l  and th e  n o i s e  s i g n a l  a r e  o r t h o g o n a l ,  
i s  equal to zero. G(jf) can then be w r i t t e n  as :
G ( j f )  = /  ^Y e(if)  (2.19)
From th e  above a n a l y s i s ,  we can  c o n c lu d e  t h a t  c o r r e l a t i o n  
te ch n iq u es  prov ide  a means o f  o b ta in in g  th e  t r a n s f e r  fu n c t io n  o f  
an open loop  system from a c lo se  loop  system  response which i s  
c o r ru p te d  by a noise s ig n a l .  Thus open loop system in fo rm a tio n  
can  be o b t a i n e d  frcm a c l o s e d  lo o p  s y s t e m .  F u r th e rm o re  th e  
s e n s i t i v i t y  o f  the  open loop system would no t be reduced by the  
feedback o f  the  closed  loop system . F a u l t  d e t e c t io n  can then be 
c a r r i e d  o u t  on th e  open  lo o p  s y s te m  w i t h  b e t t e r  i n d i c a t i o n  o f  
open loop  system response changes to  pa ram ete r  v a r i a t i o n s  which 
r e p r e s e n t  system f a u l t s .
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2.5 E v a lu a t io n  o f  th e  Scuared Coherency Spectrum
The use o f  the au to -sp ec tru m  and th e  c ro s s -sp e c tru m  can  
be  e x te n d e d  to  th e  th e  e v a l u a t i o n  o f  th e  s q u a re d  c o h e re n c y  
s ig n a l^ ^ .  The squared coherency fu n c t io n  , a m easure o f
th e  in terdependence  o f  two fu n c t io n s ,  can be w r i t t e n  as :
jz5xy(f)
^xx(f)  jdyy(f)
(2 . 2 0 )
A b lo c k  d ia g ra m  o f  s y s te m  G ( j f )  i s  shown in  th e  d ia g ra m  b e lo w . 
The s y s te m  o u t p u t  z ( t )  i s  c o r r u p t e d  by an a d d i t i v e  n o i s e  s i g n a l  
n ( t )  .
F ig u re  11 Block Diagram, o f  a System C orrup ted  by Noise S ig n a l
The c o h e re n c y  s p e c t ru m  î^^xy can  be e x p re s s e d  in  t e r m s  o f  
t h e  a u to  s p e c t r u m  o f  th e  n o i s e  s i g n a l  and th e  n o i s e - f r e e  o u t p u t  
s i g n a l .  T h ere fo re  :
-1
xy (f) 1 + (2. 21)
^zz  (
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I t  c a n  be s een  frcm  th e  above e x p r e s s i o n  t h a t  when t h e  n o i s e  
s p e c t r u m  0 ^ ^ ( f )  i s  much g r e a t e r  th a n  th e  e s t i m a t e d  o u tp u t  
s p e c t r u m  th e  s q u a re d  c o h e re n c y  s p e c t r u m  w i l l
a p p r o a c h  z e r o .  Under such  c i r c u m s t a n c e s ,  th e  m e a su re d  o u tp u t  
s p e c t r u m  r e s e m b l e s  t h e  n o i s e  s p e c t ru m .  When th e  s q u a re d  
coherency  i s  ze ro , th e  measured outpu t y(t) c o n s i s t s  e n t i r e l y  of 
t h e  n o i s e  s i g n a l .  Cn th e  o t h e r  hand , when th e  e s t i m a t e d  o u t p u t  
s p e c t r u m  i s  g r e a t e r  th a n  th e  n o is e  s p e c t ru m  th e n  th e  sq u a re d  
coherency  w i l l  approach one. When the  squared coherency  i s  one, 
th e  m e asu re d  o u tp u t  sp e c tru m  i s  s im p ly  th e  i n p u t  s p e c t ru m  
m u l t i p l i e d  by the  square  o f  the  g a in  o f  the  system .
The squared cohierency g iv e s  a measure on co n f id e n ce  on 
the  measured system o u tp u t  z ( t) .  The squared coherency  shows the  
r e l i a b i l i t y  o f  the  measured system réponse. W ithout such ground 
f o r  c o n f i d e n c e ,  one c o u ld  be t o t a l l y  m i s l e d  by t h e  m e a su re d  
system  response.
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2.6 The R ad ix -2  F a s t  F o u r i e r  T r a n s f o r m  (FFT) and th e  P seu d o  
Random B inary  Sequence (PRBS)
The rad ix -2  f a s t  F o u r ie r  tran sfo rm  i s  the  f a s t e s t  and 
t h e  m o s t  e f f i c i e n t  F o u r i e r  t r a n s f o r m .  I t  can  be em ployed  to  
o b t a i n  a d i s c r e t e  e s t i m a t e  o f  t h e  i n p u t  and o u tp u t  s i g n a l  
spec trum , so th a t  o b ta in  the frequency  response  o f  the  system  can 
be o b t a i n e d  form th e  r a t i o  o f  t h e s e  two q u a n t i t i e s  d i r e c t l y .  
H o w ev er  p r o b l e m s  a r i s e  w hen t h e  r a d i x - 2  FFT i s  u s e d  in  
c o n ju n c t io n  w ith  a PRBS s ig n a l .
A PRBS, w h ich  i s  g e n e r a t e d  from a c i r c u i t  o f  m s t a g e s
s h i f t  r e g i s t e r s ,  has 2^-1  sam p le s .  T h i s  c o n f l i c t s  im m e d ia te ly
w i t h  t h e  use o f  s im p l e  r a d i x - 2  FFT w h ich  r e q u i r e s  2^ s a m p le s .
Lamb and Rees^^ a t t e m p t e d  to  overcom e t h i s  i n c o m p a t i b i l i t y  by
a d d in g  a f u r t h e r  d a t a  p o i n t  to  th e  PRBS b u t  th e y  o n ly  g o t  poor 
1 ?r e s u l t s .  G o l te n  h as  shown s i n c e  t h a t  an augum ented  PRBS c a n  
have  a z e ro  mean v a lu e  w hich  i s  o f  im p o r ta n c e  when t e s t i n g  a 
ty p e -1  system.
S ing le ton^^  has in troduced  a l e s s  e f f i c i e n t  mixed rad ix  
f a s t  F ou rie r  t ra n s fo rm a t io n  a lg o r i th m  which does not r e q u ire d  2^
s a m p l e s .  As a r e s u l t  t h i s  m ixed r a d ix  a l g o r i t h m  i s  c h o se n  to  
c a r r y  o u t  the  Fourier  t r a n s fo rm a t io n  o f  the  PRBS of 2*^-1 sam ples 
and the  frequency spectrum of an un augmented PRBS i s  o b ta in ed .
L a te r  P o u s s a r t  and G angu ly^^  s o lv e d  th e  p ro b lem  o f  
i n c o m p a t i b i l i t y  b e tw ee n  th e  r a d i x - 2  FFT and PRBS by s i m p l y  
changing th e  sampling clock to  sy n ch ro n ise  th e  PRBS for  e f f i c i e n t  
r a d i x - 2  FFT t r a n s f o r m a t i o n .  T h e i r  method w i l l  be d isc u sse d  in 
th e  n ex t s e c t io n .
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2.7 S y n c h ro n is a t io n  of  Pseudo Ranccrr. B inary  Sequence (PRBS)
As a l re a d y  d i s c u s s e i ,  pseudo random b i n a r y  s e q u e n c e s ,  
w h ich  c o n s i s t  o f  2 ^ -1  b i t s ,  a r e  n o t  com pa t a b l e  w i th  th e  
com putation  o f  th e  r a d ix -2  f a s t  Fou rie r  tran sfo rm  th a t  r e q u i r e s  
2^  d a t a  p o i n t s .  P o u s s a r t  and G anguly^^  s o lv e d  t h i s  p ro b le m  by 
in tro d u c in g  a tim e expansion  and c o m p re s s io n  t e c h n iq u e .  T h e i r  
id e a  was to  g e n e r a t e  2^  d a t a  p o i n t s  ( c o v e r in g  a p e r i o d  o f  T 
seconds) from a 2^-1  b i t  PRBS s ig n a l  (a lso  covering  a p e r io d  o f  T 
s e c o n d s ) .  T h is  i s  done  by a s y n c h r o n i s i n g  th e  c l o c k  r a t e  w hich  
g e n e r a t e s  th e  PRES and th e  s a m p l in g  c lo c k  r a t e .  The f o l l o w i n g  
diagram shows how the  two d i f f e r e n t  c lock  r a t e s  a re  g en e ra ted  in 
th e  case when m = 9.
Co/M
= fPKSS .^S
Figure  12 Asynchronous Sampling o f  PRBS S ig n a l  and Data S ig n a l
The PRES clock  fPRBS and the  sampling clock  fs  a re  d e r iv e d  from 
t h e  m a s t e r  t h r o u g h  tw o  d i v i s i o n  c h a i n s ,  f  512 an d  f  511 
r e s p e c t iv e ly  as shown in the  diagram  above. By using th e se  two 
d i f f e r e n t  c l o c k  r a t e s ,  th e  p e r io d  o f  512 d a t a  s a m p le s  w ould  be 
m a tch ed  w i t h  th e  p e r i o d  o f  511 PRBS d a t a .  Having o b t a i n e d  512 
s a m p le s  w hich  can  be e x p r e s s e d  in  th e  form o f  2^ ,  t h e  r a d i x -2  
f a s t  F o u r ie r  tran s fo rm  can then  be ap p l ie d  on those  d a ta .  I t  i s  
im p o r tan t  to  m a in ta in  the phase r e l a t i o n  between the sampled d a ta  
and th e  PRBS d a t a  b e c a u s e  a s m a l l  p h a se  e r r o r  may c a u s e  an 
u n accep tab le  e r r o r  a t  the o u tp u t .  A co in c id en ce  f l a g ,  a s  shown 
in  t h e  d ia g ra m  ab o v e ,  i s  used to  e n s u r e  t h a t  a s e q u e n c e  o f  511 
PRBS d a t a  m a tc h e s e x a c t ly  w ith  512 sampled d a ta  p o in t s .  I t  should 
be noted t h a t  every  511th PRBS v a lu e  must co in c id e  in  tim e w ith  
every  512th d a ta  sample.
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The d i s c r e t e  d a t a  can  e a s i l y  be o b ta in e d  from  an 
analogue s ig n a l  by sampling a t  a frequency  d i f f e r e n t  from th a t  o f  
t h e  PPBS s i g n a l .  U n f o r t u n a t e l y ,  in  t h i s  p r o j e c t ,  due  to  
l i m i t a t i o n s  o f  the  continuous system s im u la t io n  program used for 
m o s t  o f  t h e  w ork , i t  i s  n o t  p r a c t i c a l  t o  g e n e r a t e  a PRBS s i g n a l  
and a d i s c r e t e  s ig n a l  w ith  d i f f e r e n t  sam pling p e r io d s .  For t h i s  
rea so n ,  t h i s  method of in t ro d u c in g  d i f f e r e n t  c lock  r a t e s  i s  not 
a p p l i c a b l e  th u s  r a d ix - 2  FFT h a s  n o t  b een  u sed .  I n s t e a d  th e  
m ixed  r a d i x - 2  FFT by S i n g l e t o n  i s  used  a l th o u g h  i t  i s  l e s s  
e f f i c i e n t  than the rad ix -2  FFT.
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2 .8  A lia s in g  E f fe c t
The d i g i t i s a t i o n  o f  con tinuous  s ig n a l s  in tro d u ces  a l i a s i n g  e r r o r  
w h ich  may c a u s e  u n a c c e p t a b l e  d e f o r m a t i o n  o f  th e  s i g n a l .  An 
i l l u s t r a t i o n  w i l l  be shown below.
C o n s id e r  a t r a i n  o f  im p u ls e  f u n c t i o n s  w h ich  can  be 
re p re se n te d  in the  form :
v ( t )  = 2  S {t ~ Tf£) (2 . 22)
n = -<»
where T i s  th e  sampling p e r io d .
The sam p led  d a t a  o f  th e  c o n t in u o u s  s i g n a l  x ( t )  can  be 
w r i t t e n  as :
x* ( t)  = 2  & ( t  -  nT) x ( t)  (2.23)
n = -  oo
E quation 2 .22 has an e x p o n e n t ia l  F ou rie r  s e r i e s  r e p r e s e n t a t io n  :
v ( t )  = ^  (2.24)n
n = -CO
where f„ = 1/T i s  the sampling frequency  in  H ertz .
and F^ = 1/T  j v ( t )  e j2w nfgt (2.25)
I t  i s  known t h a t  the  a rea  o f  an w i t  im pulse fu n c t io n  i s  one.
th e r e f o r e v ( t )  e r jZ x n fg t  d t  = 1 (2.26)
0
and = 1/T (2.27)
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S u b s t i t u t i n g  (2 .27)  in to  (2 .25)  g iv e s
v ( t )  = 1/T ^  e i2 * n fg t  (2.28)
n = -  oo
The d i s c r e t e  s ig n a l  of the  con tinuous s ig n a l  x ( t )  i s ,
CO
x * ( t )  = 2 .  v ( t )  x ( t )  (2.29)
n  =  -  o o
= ^  S ( t  -  nT)x(t) (2.30)
n = -
Now perform ing a Laplace t ra n s fo rm a t io n  on (2 .30)  ,
oo
X*(s) = 1/T ^  X( s -  ]2*nfg  ) (2.31)
n  =  -  o o
The s in u s o id a l  r e p re s e n ta t io n  can be w r i t t e n  as
X *(jf)  = 1/T ^  X [ j  ( f  -  nfg) ] (2.32)




Figure 1 3 (a) 
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13(c)
Spectrum of a Continuous S ignal
Spectrum o f sampled data s ig n a l when fg >  2E
Spectrum of sampled data s ig n a l when f <  2B
I t  can be seen  in  f ig u r e  13 th a t  s p e c t r a l  d e n s i t y  o f  
the sampled data i s  weighted by an am plitude o f  1/T compared w ith  
th e  spectrum  o f  th e  c o n tin u o u s  s ig n a l  w ith in  th e  o r ig in a l  
bandwidth. In addition  the sp ec trun repeats i t s e l f  p e r io d ic a lly  
e v e r y  Wg ra d ia n s  per second . I t  can be seen  th a t  i f  th e r e  i s  an 
in crease  in sampling ra te , i .e .  T d ecreases or fg in cr ea se s , then 
th e  r e p l i c a s  o f  th e spectrum  w i l l  move fu r th e r  a p a rt from one 
a n o th e r . However i f  th e  sam p lin g  r a te  d e c r e a s e s ,  i . e .  fg  
d e c r e a s e s ,  th e n  th e  r e p l i c a s  w i l l  m ove c l o s e r  t o g e t h e r .
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I n e v i t a b l y  a p o i n t  i s  re a c h e d  when th e  tw o  a d j a c e n t  r e p l i c a s  
o v e r la p  due to  the dec rease  in sampling r a t e .  This p o in t  occurs 
when:
fg  /  2 = B (2.33)
where B i s  th e  bandwidth o f  the  s p e c t r a l  ( in  Hz)
or T = 1 /  2B (2.34)
At t h i s  p o i n t ,  a l l  th e  r e p l i c a s  a r e  j u s t  n e x t  to  one a n o t h e r .  
Any s l i g h t  d ecrease  o f  sampling r a t e  w i l l  lead  to fo ld ing  o f  the 
frequency  s p e c tr a .  This means t h a t  th e  o r i g i n a l  s ig n a l  cannot be 
r e t r i e v e d  by f i l t e r i n g  the sampling d a ta .  For t h i s  reason , i t  i s  
g e n e r a l ly  a ru le  th a t  :
T < 1 /  2B (2.35)
or fg  > 2E (2.36)
i . e .  t h e  s a m p l in g  f r e q u e n c y  m u s t be g r e a t e r  th an  tw ic e  th e  
h ig h e s t  frequency  coriponent o f  th e  con tinuous  s ig n a l .
The c o n d i t i o n ,  T = 1 /2B , g i v e s  th e  maximum sam p lin g  
i n t e r v a l  w hich  can  be used  b e f o r e  any o v e r l a p p i n g  o f  s p e c t r a l  
r e p l i c a s  o c c u r s .  In t h i s  s i t u a t i o n  T i s  known as  th e  N y q u is t  
i n t e r v a l ,  and th e  s a m p l in g  f r e q u e n c y  (1/T) i s  known a s  th e  
N y q u is t  frequency.
The e r r o r  c au sed  by th e  o v e r l a p p i n g  o f  th e  s p e c t r a l  
r e p l i c a s  i s  c a l le d  the a l i a s in g  e f f e c t  which can be e l im in a te d  by 
s im p l y  i n c r e a s i n g  th e  s a m p l in g  r a t e .  M ethods o f  r e d u c in g  th e  
a l i a s in g  e r r o r  w i l l  be d isc u s s e d  in  th e  n ex t  s e c t io n .
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2.9 A lia s in g  E f f e c t  in  Sampling
As shown in  th e  p r e v io u s  s e c t i o n ,  i f  th e  o r i g i n a l  
spectrum has any component which i s  above f g / 2 ,  i t  w i l l  o v e r la p  
w ith  thÆ a d jacen t  r e p l i c a s .  Moreover, i f  i t  co n ta in s  frequency  
com ponen ts  beyond 3 f e / 2 ,  5 f g / 2 ,  ... , th e n  o v e r la p p in g  w i th  i t s  
second and th i rd  r e p l i c a s  w i l l  œ c u r  and so on.
In p r a c t i c e ,  t h i s  problem always a r i s e s  because a t im e-  
l im i t e d  s ig n a l  i s  never com. p ie  t e l  y band l im i t e d .  There a re  always 
f r e q u e n c y  com ponen ts  l o c a t e d  above fg / 2  and o v e r l a p p in g  o f  
r e p l i c a s  i s  in e v i t a b l e .  The frequency component above fg /2  w i l l  
a p p e a r  below  t h i s  f r e q u e n c y .  T h is  may r e s u l t  in  d i s t o r t i o n  o f  
th e  o r i g i n a l  s p e c t ru m .  Cne way to  t a c k l e  t h i s  p ro b lem  i s  to  
apply some s o r t  o f  f i l t e r i n g  b e fo re  sampling. The f i l t e r s  used 
fo r  t h i s  purpose a re  c a l l e d  p r e - a l i a s  f i l t e r s .  Cne type o f  p re­
a l i a s  f i l t e r  i s  th e  E u t t e r w o r t h  f i l t e r .  I t  has  a v a r i a b l e  -3dE 
f r e q u e n c y  and a v a r i a b l e  a t t e n u a t i o n  r a t e .  T h is  f i l t e r  can  
a t te n u a te  the frequency c o m p o n e n ts  beyond a d e s i r e d  f r e q u e n c y .  
The higher the o rder  o f  the  E u t te rw o r th  f i l t e r  used, the  b e t t e r  
th e  a t t e n u a t i o n  o f  th e  h ig h  f r e q u e n c y  com ponent o b t a i n e d .  
However, i t  must be remember t h a t  i t  i s  p r a c t i c a l l y  im p o ss ib le  to  
c o n s t r u c t  an i d e a l  low p a s s  f i l t e r .  In  r e a l  c a s e s ,  each  f i l t e r  
h a s  a f i n i t e  s lo p e  a t  th e  band e d g e ,  th u s  t r a n s m i t t i n g  th e  
s p e c t r a l  r e p l i c a s  through th e  f i l t e r  and d i s t o r t i n g  the  o r i g i n a l  
spectrum .
One o th e r  way to  r e d u c e  a l i a s i n g  e r r o r  i s  to  s im p l y  
in c re a se  the sampling r a t e .  When a con tinuous s ig n a l  i s  sampled 
a t  a frequency  fg ,  o v e r lap p in g  w i l l  occur in the frequency range 
beyond fg /2 .  However the  s p e c t r a l  d e n s i t y  dec re ase s  r a p id ly  fo r  
f r e q u e n c i e s  h ig h e r  th a n  f g / 2 .  T h e r e f o r e ,  by i n c r e a s i n g  th e  
sampling r a t e ,  t h i s  has tire e f f e c t  o f  moving the  r e p l i c a s  f u r th e r  
a p a r t .  A lth o u g h  s p e c t r a l  o v e r l a p p in g  s t i l l  o c c u r s  i t  o n ly  
i n v o l v e s  th e  s p e c t ru m  o f  v e r y  low a m p l i t u d e  and th u s  h a s  a 
n e g l ib le  d i s t o r t i o n  e f f e c t  on the o r i g i n a l  spectrum.
Throughout the experim ents which have been carr ied  out  
in  th is  research , the sampling rate has been se lec ted  to reduce 
any a l ia s in g  e f f e c t  to  a n e g l i g i b l e  amount. No f i l t e r i n g  has  
been employed w ith in  the sim u la tio n  s tu d ie s  carried  out.
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CHAPTER THREE
Param eter Dependence o f  Frequency Response o f  Closed 
Loop System
3.1  In t ro d u c t io n
A s y s tem  f a u l t  may be s i m u l a t e d  in  some c a s e s  by a 
ch ange  o f  a sy s tem  p a r a m e t e r .  By i d e n t i f y i n g  th e  e f f e c t  o f  
param eter changes on the system frequency response , the  p o s s ib le  
f a u l t s  which could occur in the  system can be c l a s s i f i e d .  Each 
f a u l t  w i l l  have i t s  unique frequency s ig n a tu re  by which i t  can be 
i d e n t i f i e d .  Ey u s in g  a m odel s y s te m  each  k ind  o f  f a u l t  and i t s  
c o r r e s p o n d in g  f r e q u e n c y  s i g n a t u r e  can  be ta b u la te d .  With t h i s  
in fo rm a tio n ,  fu tu re  occurences  o f  s im i la r  f a u l t s  m.ay be d e te c te d  
in a r e a l  system.
In the fo l lo w in g ,  a two tank l i q u id  flow c o n t ro l  system 
i s  used as  a t e s t  model to  show th e  d ep en d e n ce  o f  th e  sy s te m  
f r e q u e n c y  r e s p o n s e  upon p a r a m e te r  c h a n g e s .  To c a r r y  o u t  th e  
t e s t ,  d i f f e r e n t  s y s te m  p a r a m e t e r s  a r e  changed .  The s y s te m  
response b e fo re  and a f t e r  each param ete r  change w i l l  be recorded . 
Both the  tim e domain approach and the  frequency domain approach 
a r e  a p p l i e d  o u t .  The in p u t  s i g n a l  used in  th e  t i m e  dom ain  
a p p ro a c h  i s  an im p u ls e  t r a i n .  The i n p u t  s i g n a l  used  f o r  t h e  
frequency  response t e s t  i s  a pseudo random b in a ry  sequence.
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3.2 T e s t Model
A s im p l e  two ta n k  l i q u i d  f lo w  c o n t r o l  i s  used a s  a 
t e s t  model. A s im p l i f i e d  diagram  o f  th e  system  i s  shown below.
U
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F igure  14 A Two Tank L iqu id  Flow C on tro l  System
where i s  the  f l u i d  head o f  tank 1 ,
Ü2 i s  th e  f l u i d  head o f  tank 2,
Qq i s  th e  l i q u i d  inflow  r a t e  in to  tank 1 ,
0 ^ i s  th e  l i q u id  ou tf low  r a t e  o f  tank  1 ,
Û2 i s  th e  l i q u id  o u tf lo w  r a t e  o f  tank 2,
i s  the  h y d ra u l ic  r e s i s t a n c e  o f  th e  p ipe  from tank  1 ,
R2 i s  th e  h y d ra u l ic  r e s i s t a n c e  o f  th e  p ipe  from tank 2,
U i s  an in p u t s i g n a l .
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The system c o n s i s t s  o f  two tanks which are  arranged so th a t  the  
o u t l e t  f lo w  from th e  ta n k  1 i s  th e  i n l e t  f lo w  to  ta n k  2. The 
system has an in p u t l i q u id  supp ly  o f  flow r a t e  Q q.  The flow r a t e  
o f  th e  in p u t  l i q u i d  s u p p ly  ( Q q )  i s  c o n t r o l l e d  by a v a l v e .  The 
o p e n in g  o f  t h i s  v a l v e  i s  d e t e r m in e d  by an o u tp u t  s i g n a l  from  a 
c o m p a r a to r .  T h is  c o m p a r a to r  co m p ares  an in p u t  s i g n a l  (U) w i th  
t h e  ch ange  o f  th e  o u t f l o w  r a t e  ( 6 Q2) from tank  2. A d i g i t a l  
s im u la t io n  of  the  two tanks system is  shown in appendix B.
Assuming l i n e a r i s a t i o n  o f  the  system , the  change a>Qq i s  r e l a t e d  
to  U and ù Q^ by the  e q u a t io n  :
^C q  = K ( Ü -  A Q2 ) (3.1)
where K i s  a c o n s ta n t .
For r e a s o n s  o f  s i m p l i c i t y ,  K i s  ta k e n  as  one in  th e  s u b s e q u e n t  
a n a l y s i s .  T here fo re  ,
A  Q q = U -  AQ2 (3.2)
By apply ing  the  l i q u id  flow r a t e  balance equa t ion  :
Rate o f  accum ula tion  = in f low  r a t e  -  ou tflow  r a t e  (3 .3)
o f  l i q u id  in tank
The system dynamic of tank  1 can be w x itten  as :
^  Qq = A  ^ d ^  Q  ^ (3 .4)
d t
where A  ^ i s  the  c r o s s - s e c t i o n a l  a rea  o f  tank 1 
and ^  H^/R^ (3«5)
The system dynamic of tank  2 can be w r i t t e n  as :
A = Ag d AH2 + A O2 (3.6)
d t
where A2 i s  th e  c r o s s - s e c t i o n a l  a rea  o f  tank  2
and A C2 = A H2/R 2 (3 .7)
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T ak ing  th e  L a p la c e  t r a n f o r m a t i o n  o f  e q u a t i o n s  (3 .2 ) ,  (3 .4 ) ,
(3 .5 ) ,  (3.6) and (3.7) th e  b lo c k  d ia g ra m  can be c o n s t r u c t e d  a s  
shown below.
F igure  15 Block Diagram o f  a Two Tank Liquid Flow C o n tro l  
System
The v a lu es  o f  the  system pa ram ete rs  a re  s p e c if ie d  as  shown below:
At = 0.93 m^
R
= 0.93 m''




3.3 R e s u lts  o f  PRES T es tin g  o f System S im u la tio n
The mixed rcd ix -2  F as t Fourier  T ran fo rm atio n  i s  used to 
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Figure 16 Spectra o f  the Frequency Response o f  the Two Tank 
Liquid Flow Control System
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Each o f  the  ^ t e m  p a ram e te rs  Rjf ^2 snd G i s  in c reased  
by 100% a t  t  = 3000s .  The r e s p o n s e s  o f  t h e  s y s te m  a r e  o b t a i n e d  
f o r  ea c h  c a s e  and a r e  shown in  f i g u r e s  1 7 -1 9 .  Then m a g n i tu d e  
s p e c t r a  b e fo re  and a f t e r  each param eter  change a re  o b ta in ed  and 
shown in  f i g u r e s  20-22. L ikew ise ,  th e  phase ^D ectra  a re  ob ta ined  
and shown in  f ig u r e s  23-25.
S u b s e q u e n t l y ,  th e  f r e q u e n c y  r e s p o n s e s  b e f o r e ,  d u r in g  
and a f t e r  a p a r a m e t e r  change  a r e  shown by  a s e r i e s  o f  s p e c t r a .  
The s e r i e s  o f  m a g n i tu d e  s p e c t r a  f o r  eac h  p a r a m e t e r  ch an g e  a r e  
shown in  f i g u r e s  26-28 w h i le  th e  p h a s e  s p e c t r a  a r e  shown in  
f i g u r e s  2 9 -3 1 .  The d e s c r i p t i o n  o f  t h e  f i g u r e s  17-34  (on p a g e s  
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F i n a l l y ,  a number o f  s y s te m  m a g n i tu d e  s p e c t r a  a r e  
o b t a i n e d .  Each s p e c t r u m  r e s p r e s e n t s  th e  sy s tem  r e s p o n s e  
c o r r e s p o n d i n g  to  a p a r t i c u l a r  v a l u e  o f  th e  s y s te m  p a r a m e te r .  
These s p e c t r a  can be drawn as th r e e  d im en s io n a l  s u r fa c e s ,  where 
th e  x - a x is  re p re s e n ts  the frequency  domain, the  y - a x is  r e p re s e n ts  
th e  v a l u e  o f  a sy s tem  p a r a m e t e r ,  and th e  z - a x i s  r e p r e s e n t s  th e  
m a g n i tu d e  o f  th e  sy s te m  r é p o n s e .  T hese  s u r f a c e s  a r e  draw n in  
f i g u r e s  32-34 (on pages 62-64). Each s u r fa c e  corresponds to  the 
v a r i a t i o n  o f  one p a r a m e te r .  In  f i g u r e  32, th e  p a r a m e te r  
v a r i e s  from  4.0 to  120.0. In  f i g u r e  33 , t h e  p a r a m e te r  R2 v a r i e s  
from  20.0 t o  600.0. In  f i g u r e  34, t h e  p a r a m e te r  G v a r i e s  from
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-.25. Time in seconds
Figure 17 Impulse responses o f  the two tank liq u id  flow
con tro l system . The parameter i s  increased
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-.25J Time in seconds
Figure 18 Impulse responses o f  the two tank liq u id  flow
con tro l system . The parameter R2 i s  increased
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Figure 19 Im pulse response o f  the two tank liq u id  flow
c o n tro l system . The parameter G i s  increased












Frequency in  Hz
Figure 20 Magnitude sp ectra  o f  the two tank system  b efore and 
a fte r  the parameter i s  increased  by 100%.
------------ response before the parameter changes.












Frequency in  Hz
Figure 21 Magnitude sp ectra  o f  the two tank system  before and 
a fte r  the parameter P2  i s  increased  by 100%.
----------- response before the parameter changes.













Frequency in  Hz
Figure 22 Magnitude sp ectra  o f  th e  two tank system  before and 
a fte r  the parameter G i s  increased  by 100%.
----------  response before the par m e  te r  changes.








Frequency in  Hz
Figure 23 Phase sp ectra  o f  the two tank system before and 
a fte r  the parameter Rj i s  increased  by 100%.
response b efore the parameter changes,







Frequency in  Hz
Figure 24 Phase sp ectra  o f  the two tank sytem before and 
a fte r  the parameter R2  i s  increased  100%.
----------  response before the parameter changes.








Frequency in  Hz
Figure 25 Phase sp ectra  o f  the two tank system b efo re  and 
a fte r  the parameter G i s  increased by 100%.
response before the parameter changes.















Figure 26 Magnitude sp ectra  o f  the two tank system .
The parameter i s  increased  by 100%.
(a) the spec trim before the parameter changes.
(b) the spec trim  Wnen the change tak es p la c e ,
(c) the spectrum 1000 seconds a fte r  th e  chêunge took p la ce .
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Figure 27 Magnitude sp ectra  o f  the two tank system .
The parameter R2  i s  increased by 100%.
(a) the spectrum before the parameter changes.
(b) the spec trim  when the change takes p la c e .
(c) the spectrum 1000 seconds a fte r  the change took p la c e .
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Figure 28 Magnitude spectra  o f  the two tank system .
The parameter G i s  increased by 100%.
(a) the spec trim before the parameter changes.
(b) the spectrum when the change takes p la c e .
(c) the spectrum 1000 seconds a fte r  the change took p lace .
(d) the spec trim  3000 seconds a fte r  the change took p lace .
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Figure 29 Phase spectra o f the two tanlk system .
The parameter is  increasedl l©®t-
(a) the spectrum before the parameter ctaainges.
(b) the qpectrum liieu tte  c h a n g e  takes p lace.
(c) the spectrum ICOO seconds a fter  the change took ptace.












Figure 30 Phase sp ectra  o f  the two tank system .
The parameter R2  i s  increased by 100%.
(a) the spectrum before the parameter changes.
(b) the spectrum v«hen the change takes p la c e .
(c) the spectrum 1000 seconds a fte r  the change took p lace
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Figure 31 Phase sp ectra  o f  the two tank sy s ta n .
The parameter G i s  increased by 100%.
(a) th e spectrum before the parameter changes.
(b) the spectrum when the change takes p la c e .
(c) the spectrum  1000 seconds a fte r  th e change took p la ce .
(d) the spectrum 3000 seconde a fte r  the change took p la ce ,
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F ig u re  32 Three d im ens iona l p l o t t i n g  o f  th e  frequency  response  
of th e  two tank  system .
X -ax is  r e p r e s e n t s  the  frequency  (Hz) on a log  s c a l e .  
Y -a x is  r e p r e s e n t s  th e  v a lu e  o f  th e  p a ram ete r  
which v a r i e s  from 4 .0  to  1 2 0 .0 .
Z -a x is  r e p r e s e n t s  th e  m agnitude o f  th e  re sp o n se  in  
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Figure 33 Three dim ensional p lo tt in g  o f  the frequency response  
o f  the two tank system .
X -ax is  rep resents the frequency (Hz) on a log  s c a le .  
Y -a x is  rep resents the va lu e  o f  the parameter R2  
which v a r ie s  from 2 0 .0  to  6 0 0 .0 .
Z -a x is  rep resents the magnitude o f  the response in  
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F ig u re  34 Three d im ensiona l p lo t t i n g  o f  th e  f requency  re sp o n se  
o f  th e  two tank, system .
X -ax is  r e p r e s e n t s  the  frequency  (Hz) on a  log  s c a l e .  
Y -a x is  r e p r e s e n t s  th e  v a lu e  o f  th e  param ete r  G 
v ^ ic h  v a r i e s  from 1 .0  to  3 0 .0 .
Z -a x is  r e p r e s e n t s  th e  m agnitude o f  th e  re sp o n se  in  
d e c i b e l s .
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As shown in  f i g u r e s  26, 27, 28, 29, 30 and 31 t h e  
s p e c t r a  in  f i g u r e s  26b, 27b , 28b, 29b, 30b and 31b a r e  f a r  l e s s  
sm ooth th a n  t h e  r e s t  o f  th e  s p e c t r a .  The (b) f i g u r e s  a r e  th e  
Fourier  t r a n s f o r m a t io n  o f  a tim e s e r i e s  d a ta  in which a change o f  
a p a r a m e te r  h a s  t a k e n  p l a c e .  The d u r a t i o n  o f  t h e  t i m e  s e r i e s  
da ta  in which th e  sp ik y  s p e c t r a  a re  ob ta ined  g iv e  an approx im. a t e  
i n d i c a t i o n  o f  t h e  t i m e  when th e  p a r a m e te r  c h a n g e s  o c c u r .  When 
can paring  th e  f requency  domain n o ta t io n  w ith  th e  im pu lse  re sp o n se  
n o t a t i o n  as  shown in  f i g u r e s  17, 18 and 19, i t  c an  be s een  t h a t  
th e  im p u ls e  r e s p o n s e  d o e s  n o t  show e x a c t l y  when t h e  p a r a m e t e r  
c h a n g e s .  T h i s  i s  b e c a u s e  th e  im p u ls e  r e s p o n s e  h a s  a l r e a d y  
reached a zero  s te a d y  s t a t e  when the param eter  change ta k e s  p la c e  
a t  t=3C0 s e c .  The e f f e c t  o f  th e  param .e ter  c h a n g e  d o e s  n o t  show 
up u n t i l  th e  n e x t  im pulse  response .
Bdth th e  im pulse responses  and the f req u en cy  re sp o n se s  
show th e  e f f e c t  o f  p a ram e te r  change on the system  c h a r a c t e r i s t i c s  
but in  d i f f e r e n t  ways. The changes o f  the  im pulse  response  can 
be expressed  in  te rm s  o f  peak v a lu e ,  number o f  o v e rs h o o ts ,  t im e  
c o n s t a n t  e t c .  w h i l e  th e  c h a n g e s  o f  th e  f r e q u e n c y  r e s p o n s e  a r e  
expressed in  te rm s  o f  bandw idth , corner f requency ,  c u t - o f f  r a t e  
e t c .
Comparing f ig u r e s  20, 21 and 22 shows t h a t  the  change 
o f  p a r a m e t e r s  and R2 have s i m i l a r  e f f e c t s  on t h e  s y s t e m  
response. They b o th  reduce the  magnitude o f  th e  h igh  f req u en cy  
co m p o n en ts  by  a b o u t  6dB w h i l e  l i t t l e  ch an g e  c a n  be s e e n  in  t h e  
low f r e q u e n c y  c o m p o n e n ts .  R^ i n c r e a s e s  t h e  r a t e  o f  c h a n g e  o f  
magnitude spec trum  around th e  co rner frequency  more s e v e re ly  th a n  
^2- Ihe  change o f  th e  pa ram ete r  G has l i t t l e  e f f e c t  on th e  h igh  
f r e q u e n c y  c o m p o n e n ts  b u t  i t  r e d u c e s  th e  m a g n i tu d e  o f  t h e  lo w  
f r e q u e n c y  c o m p o n e n ts .  As t h e  v a l u e  o f  G i n c r e a s e s ,  a r e s o n a n t  
peak i s  fo rm e d .  T h i s  f o rm in g  o f  a r e s o n a n t  p eak  c a n  be c l e a r l y  
seen in th e  t h r e e  d im e n s io n a l  p l o t t i n g  as shown in f ig u r e  34.
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Fran  th e  phase d iag ram s as  shown in f ig u r e s  23, 24 and 
25, t h e  i n c r e a s e  o f  e i t h e r  o f  t h e  p a r a m e t e r s ,  o r  R2 , h a s  
in troduced  a phase lag  e f f e c t  in the  system  phase response . The 
ch an g e  o f  R^ se e m s  to  have  m ore e f f e c t  on th e  h ig h  f r e q u e n c y
co m p o n en ts  t h a n  t h a t  o f  R2. The i n c r e a s e  o f  p a r a m e t e r  G
in t ro d u c e s  a phase lead  on the system  response .
As a r e s u l t ,  i t  c a n  be c o n c lu d e d  t h a t  t h e  c h a n g e  o f
e a c h  p a r a m e t e r  has  i t s  u n iq u e  e f f e c t  on th e  s y s te m  f r e q u e n c y  
resp o n se .
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CHAPTER FOUR
4. CN-LINE METHOD FOR DETERMINATION OF PARAMETER
SENSITIVITIES IN CLOSED LOOP SYSTEMS
4.1  I n t r o d u c t io n  to  S e n s i t i v i t y
A. p a r a m e te r  s e n s i t i v i t y  f u n c t i o n  o f  a c l o s e d - l o o p  
c o n t r o l  s y s te m  can  be d e f i n e d  a s  t h e  ch an g e  o f  t h e  s y s te m  
r e s p o n s e  w i th  r e s p e c t  to  th e  ch an g e  o f  a sy s te m  p a r a m e t e r .  I t  
shows th e  d e g r e e  o f  i n f l u e n c e  o f  a p a r a m e te r  ch an g e  upon th e  
system response . A system  s e n s i t i v i t y  fu n c t io n  can be g e n e ra ted  
by the param.eter p e r tu r b a t io n  method or by using an a p p r o p r ia t e  
f i l t e r .  Eoth approaches w i l l  be shown l a t e r .
In the  l a s t  c h a p te r ,  a system f a u l t  was s im u la te d  by a 
change o f  a p a ram ete r .  I t  was i d e n t i f i e d  by observ ing  the  system 
frequency  response  b e fo re  and a f t e r  the  change o f  th e  p a ram e te r  
occu rs .  In t h i s  c h a p te r ,  o b s e rv a t io n  w i l l  be made on the  system 
s e n s i t i v i t y  f u n c t i o n s  t h a t  c an  a l s o  be v a r i e d  by a c h a n g e  o f  a 
system param.eter. By id e n t i f y i n g  th e  e f f e c t  o f  pa ram eter  changes 
on system  s e n s i t i v i t y  f u n c t io n s ,  th e  fu tu r e  system f a u l t  can be 
c l a s s i f i e d .
A pa ram ete r  s e n s i t i v i t y  fu n c t io n  can be used to  improve 
th e  s y s te m  p e r f o r m a n c e  by m ak ing  a p p r o p r i a t e  c h a n g e s  on t h e  
s y s te m  p a r a m e t e r s ,  t h u s  a l l o w i n g  o p t i m i s a t i o n  o f  t h e  sy s te m  
response  to  be c a r r i e d  o u t .  System o p t i m is a t io n  can be used to  
m a in ta in  a normal system response  when the system i s  f a u l t y .  The 
o p t i m i s a t i o n  tœ h n iq u e  using  system  s e n s i t i v i t y  f u n c t io n s  w i l l  be 
shown in  s e c t i o n  4.7.
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4.2  G e n e ra t io n  o f  S e n s i t i v i t y  Func tions  u s i r g  Small 
P e r tu r b a t io n  method
The s e n s i t i v i t y  o f  t h e  o u t p u t  s i g n a l  Y (s)  t o  an  
a d j u s t a b l e  p a r a m e t e r  (aj, say) i s  d e f i n e d  in  t h e  f r e q u e n c y
domain^2 33 .
cY
a. (s) = 3 y ( s )
1 A a-
= Y (s ,  a^Q + a a i )  -  Y (s ,  a^g) (4 .1)
A
w here  a^g i s  t h e  i n i t i a l  c h a n g e  o f  th e  p a r a m e te r  a and A a i s  
the  sm a l l  change o f  the  p a ram e te r .
As shown in  e q u a t io n  4.1, the  s e n s i t i v i t y  f u n c t io n  can 
be e x p r e s s e d  a s  t h e  n o r m a l i s e d  d i f f e r e n c e  b e tw e e n  t h e  o u t p u t  
r e s p o n s e s  b e f o r e  and a f t e r  a s m a l l  change  o f  a p a r a m e t e r .  The 
e q u a t i o n  i s  o n ly  v a l i d  when t h e  change  o f  p a r a m e t e r ,  i . e .  a^  ^ i s  
v e r y  s m a l l ,  due to  th e  l i n e a r i z a t i o n  in v o lv e d  in  t h e  above  
d e f i n i t i o n .  In  th e  fo l lo w in g ,  a number o f  s e n s i t i v i t y  f u n c t io n s  
w i l l  be d e r iv e d  based upon the equa t ion  4.1.
6 8
F ig u re  35 Block Diagram o f  t±ie Two Tanks L iqu id  Flow C o n tro l  
System c o n t r o l l e d  by Cascade Compensator
F ig u re  35 shows the  block diagram o f  the  tw o - ta n k  f low  
c o n t ro l  system  which i s  cascaded by a com pensator o f  th e  form:
C(s) — a^ ( s + 32 ) (4.2)
s  + a-
where a^ — 2 .5   ^ &2 — 0.01  y a^ ~ 0 .025.
T h is  c o m p e n s a to r  i s  in t e n d e d  to  i n c r e a s e  th e  b a n d w id th  o f  th e  
f r e q u e n c y  r e s p o n s e  o f  th e  t w o - t a n k  f lo w  c o n t r o l  s y s t e m ,  
thus  an im provement in the  speed of the  system response  r e s u l t s .  
Im p u ls e  r e s p o n s e s  o f  t h e  o v e r a l l  s y s te m  w i th  and w i t h o u t  t h e  
i n s e r t i o n  o f  t h e  c o m p e n s a to r  a r e  shown in  f i g u r e s  36. The 
frequency s p e c t r a  o f  th e  system responses  a re  shown in f ig u r e  37.
S e n s i t i v i t y  f u n c t i o n s  a r e  g e n e r a t e d  by i n j e c t i n g  an im p u ls e  
fu n c t io n  a t  the  system  inpu t.  A sm all  change i s  then  made on th e  
p a r a m e t e r  a o f  t h e  c o m p e n s a to r .  The norm.alised d i f f e r e n c e  o f  
the  im pu lse  re s p o n se s  b e fo re  and a f t e r  the  p a ram e te r  change g iv e s  
the  system  s e n s i t i v i t y  fu n c t io n  w ith  r e s p e c t  to  the  pa ram ete r  a^ .^ 
By t h e  v a r y i n g  e a c h  o f  th e  p a r a m e t e r s  : a ^ ,  6 2  ^ ag o f  t h e  
com pensa to r ,  th e  s e n t i t i v i t y  fu n c t io n s  ^ 2' ^ 3  d e r iv e d
in tu rn .  The m agn itude  s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n s  a r e  
p lo t t e d  as  shown in  f ig u r e  38- 40.
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In the  p a r t i c u l a r  example shown above, s in c e  an im p u lse  
response  o f  a system i s  th e  t im e  domain e q u iv a le n t  o f  th e  system  
t r a n s f e r  fu n c t io n ,  the  s e n s i t i v i t y  fu n c t io n s  o f  th e  system  o u tp u t  
s ig n a l  a re  equal to  the  those  w i th  r e s p e c t  to  the  o v e r a l l  system  
t r a n s f e r  f u n c t i o n .  T h e r e f o r e  ^^3  a r e  e q u a l  to
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F ig u re  36 Im pulse Responses o f  t±ie Two Tank System w ith  and 
w ith o u t  Compensation
im pulse response o f  the two tank system .












Frequency in  Hz
Figure 37 Frequency Spectra o f  the Two Tank System Response 
w ith  and w ithout Compensation
response o f  the two tank system.
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F igure 40 P lo t  o f  the S e n s i t iv i t y  F u n ction js^ J  v s  Frequency
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4.3  G e n e ra t io n  o f  S e n s i t i v i t y  F unc tions  using  F i l t e r s  





Fig u re  41 Block Diagram o f  a Closed Loop system
w h ere  C(s) i s  th e  c o n t r o l l e r  w hich h as  m a d j u s t a b l e  p a r a m e t e r s  
a ^ ,  3 2 , . . .  , a ^ .  H(s) i s  th e  f e e d b a c k  c o m p e n s a to r  w h ich
c o n t a i n s  n a d j u s t a b l e  p a r a m e t e r s  b^ , b 2 , ...  , b^ .  G(s) i s  th e  
t r a n s f e r  f u n c t i o n  o f  th e  p l a n t  u nder  m o n i to r e d .  R(s) i s  t h e  
i n p u t  s i g n a l .  E(s) i s  th e  a c t u a t i n g  s i g n a l  and Y(s) i s  t h e  
o u tp u t  s i g n a l .
The o u tp u t  Y(s) of the  system can w r i t t e n  as  :
Y(s) = C(s) G(s) F{s)
1 + C(s) G(s) H(s) (4.3)
The s e n s i t i v i t y  fu n c t io n  o f  the  system o u tp u t  Y(s) w i th  r e s p e c t  




Ù a G (s) R(s) (4 .4)
[1 + C (s)H (s)G (s)]
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& Y(s) = G (s)C(s) 1 hC{s)  R(s)
è  [1 + C (s)H (s)G (s)]  C(s) [1 + C{s)H(s)G(s)
(4.5)
Y(s) 1 3C(s) E(s)
R(s) C(s) a (4.6)
E quation  (4.6) can be r e w r i t t e n  as
Y(s) F3 (s) E(s)
R(s)  ^ (4 .7)
where (s) = 1 3C (s)
C(s) 1) (4 .8)
S i m i l a r l y  th e  s e n s i t i v i t y  o f  the  system o u tp u t  Y(s) w ith  r e s p e c t  
to  b j can be de r iv ed  as fo llow s :
è Y(s) = -C (s)G (s)R (s)  C(s)G(s) 3H (s)
3 b .  [1 + C (s )G (s )R (s ) ]2  ^ bj (4 .9)
= - Y ( S )  ^H( S)  Y(S)
R(s) a bj (4.10)
E quation  (4.10) can be w r i t t e n  as
a Y(s) = Y_(s) F b .(s )  Y(s)
à  b j R(s) i  (4 .11)
where Fu (s) = -àH(s)
(4.12)
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From e q u a t io n  (4.6) and (4 .10 ) ,  we can  say t h a t  th e  s e n s i t i v i t y  
f u n c t i o n  oY(s) and ^Y(s) a r e  b o th  d e p e n d e n t  on th e  in p u t  s i g n a l  
oa^ 3bj
R (s ) .  In  th e  o t h e r  w o rd s ,  by i n j e o t i n g  d i f f e r e n t  in p u t  s i g n a l s  
in to  the  system , d i f f e r e n t  s e n s i t i v i t y  fu n c tio n s  can be o b ta in e d .
As s e e n  f ro m  e q u a t i o n  (4 .7 )  and (4 .11 )  t h a t  t h e  
g e n e r a t i o n  o f  th e  s e n s i t i v i t y  f u n c t i o n s  ^Y(s) and ^Y(s) u s in g
à  ^ bj
t h e  c o s y s te m  f i l t e r s  F^ , Fj~ d o e s  n o t  r e q u i r e  any know ledge  o f
i  j
t h e  p l a n t  G(s) un.der c o n t r o l l e d .  However p r e c i s e  know ledge  o f  
th e  i n p u t  and o u t p u t  s i g n a l s ,  th e  feed b ao k  c o n t r o l l e r  and th e  
com pensa tion  c o n t r o l l e r  i s  needed.
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a y  (s) a Y (s)
4.4 G e n e ra t io n  o f  the  S e n s i t i v i t y  F u n c tio n s  A s b j  , from th e  
Time Domain A nalys is
I t  c an  be seen  from th e  p r e v i o u s  s e c t i o n  t h a t  th e  
s e n s i t i v i t y  f u n c t i o n  o f  th e  s y s te m  o u t p u t  s i g n a l  Y{s) i s  
d e p e n d e n t  upon th e  in p u t  s i g n a l  P ( s ) .  The e x p r e s s i o n  o f  th e  
s e n s i t i v i t y  fu n c t io n s  fo r  v a r io u s  types  o f  s tan d a rd  inpu t s ig n a l s  
a r e  d e r iv e d  as shown below :
1. UNIT-IMPULSE INPUT
In p u t  r ( t )  = S (t) 
R(s) = 1 (4.13)
R e c a l l in g  e q u a t io n  (4.7) g iv e s  :
a Y(s) = Y(s) Fg (s) E(s) 
a a^ L R(s) 1 (4.14)




where Z. (s) = E(s) F a .(s ) (4.17)
Applying c o n v o lu t io n  on equation  (4.16), th e  s e n s i t i v i t y  f u n c t io n  
in  th e  time domain can be expressed as fo llow s :
h Y(t) = 
Ô 3 i
rT
Y(t) Za (t - r ) d C (4.18)
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s i m i l a r l y  fo r  3Y(s) , r e c a l l i n g  equ a t io n  (4.11) g iv e s  :
è b j
^Y (s)  = Y(s) (s) Y(s) (4.19)
Ô bj R(s) i
= Y(s) is)  Y(s) (4.20)
= Y(s) Z. (S) (4.21)
j
where (s) = F^ Cs) Y(s) (4.22)
Applying c o n v o lu t io n  on e q u a t io n  (4.21) g iv e s
<^ Y(t) = I Y(t) Zb (t - t: )dr
a  b j i  (4.23)
2 ÜNIT-SIEP INPUT
In p u t  r ( t )  = u ( t )
R(s) = 1 / s  (4 .24)
Using th e  same method as  in  u n i t - im p u ls e  in p u t ,  e q u a t io n  (4.7) 
can  be w r i t t e n  as  :
d Y(s) = sY(s) Zg (s) (4.25)
c) aj^
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So è Y (t)  = 
ô ai
(( Y(t) Zg ( t  - ' t  )d-C
d  t
(4.26)
S i m i l a r l y ,  eq u a t io n  (4.11) can be w r i t t e n  as
^  Y(s) = 
d  b j
sY(s) Zj3 (s) 
j
(4 .27)
d Y ( t )  Zb ( t  - T ) d - C
d t  i
(4 .28)
3 UNIT-RA>1P (V elocity) INPUT
In p u t  r ( t )  = t  o r  r  ( t )  = 1
R(s) = I / s ' (4 .29)
Using s im i la r  method as  above g iv e s  ;
è Y(s) = 
6
s2 Y(s) Z a .(s ) (4 .30)
t h e r e f o r e  ^ Y ( t )  =
h a^
j ^ Y ( t )  Zg ( t  - X  )d C (4.31)
S u b s t i t u t i n g  eq u a t io n s  (4 .29) and ( 4 .2 2 ) in to  (4 .11) g i v e s .




t h e r e f o r e  è ï ( t )  = I A^Y(tl Z^ , ( t - t ) d ' t  (4 . 33)
)  b .  i t ^  3
UNIT-PARABOLIC (A cce le ra t io n )  INPUT
In p u t  r ( t )  = t ^ / 2  or r ( t )  = 1
R(s) = l / s 3  (4.34)
Using th e  same method as  above g iv e s
è Y(S) = S^ Y(S) Zg (s)
è ^ (4 .35)
thus è  ï(t) = r  i h ( t )  Zg ( t - r ) d r  (4.36)
S a ;  J  j ( t ) 3  ^
'■'o
8 Y(s) = s^ Y(s) Zb. (s) (4.37)
à ^
S i m i l a r l y ,  8Y(t) = f  d ^Y (t)  Zb ( t - T ) d t :  (4 .38)
J d(t)
J o
T  " i
8 2
I t  can  be s e e n  from e q u a t i o n s (4.18) , (4 .26) , (4.31) and (4.36) t h a t
3 Y i t )  can  be e v a l u a t e d  from th e  s i g n a l  ( t)  and t h e  o u t p u t  
à a i
s i g n a l  Y(t) and i t s  d e r i v a t i v e s .  Z^ ( t)  c a n  be e a s i l y  o b t a i n e d
by p a s s in g  th e  a c t u a t i n g  s i g n a l  E(s) th ro u g h  a f i l t e r  o f  (s)
S i m i l a r l y ,  <^Y(t) can  be d e r iv e d  from th e  s i g n a l  ( t)  and t h e  
3bj i
o u tp u t  s ig n a l  Y(t) or i t s  d e r iv a t iv e s .  Zu (t) can be o b ta in ed  by
j
p a s s i n g  th e  a c t u a t i n g  s i g n a l  E(s) th r o u g h  a f i l t e r  ( s ) .  I t
j
can  be s e e n  from e q u a t i o n s  (4.8) and (4.12) t h a t  b o th  f i l t e r s  
Eg (s) and Fb.(s) on ly  invo lve  e i t h e r  the t r a n s f e r  fu n c t io n  C(s) 
o r  K(s) b u t  n o t  th e  t r a n s f e r  f u n c t i o n  G( s ) . T h e r e f o r e  C{s) and 
H(s) a r e  r e q u i r e d  to  have a w e l l  d e f i n e d  form w i t h  a l l  t h e  
a d j u s t a b l e  p a r a m e te r  a^ ,  3 2 , and b^, b 2 , . . . ,  b^  p r o p e r l y
s p e c i f i e d ,  w h i le  t h e  t r a n s f e r  f u n c t i o n  G(s) o f  th e  p l a n t  u n d e r  
c o n t r o l l e d  can rem ains t o t a l l y  unknown o r  non-spec i f  le d .
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4.5 S e n s i t i v i t y  F unctions  o f  the  C lo sed - lo o p  T ra n s fe r  F unc tion  
w ith  r e s p e c t  to  a Change o f  Param eter
R eca ll in g  fror. e q u a t io n  (4.3) g iv e s  the  e x p re s s io n  o f
th e  o u tp u t  r e l a t e d  to the inpu t s ig n a l  o f  a c lo se d - lo o p  system  
g iv e s  :
Y(s) = C(s)G(s) R(s) (4.39)
1 + C(s)H(s)G(s)
T h e re fo re  the t r a n s f e r  fu n c t io n  of the  c lo se d - lo o p  system can be 
w r i t t m  as :
Wc(s) = Y(s) = C(s)G(s) (4.40)
R(s) 1 + C(s)H(s)G(s)
The s e n s i t i v i t y  o f  t h e  sy s tem  t r a n s f e r  f u n c t i o n  W^(s) w i th  
r e s p e c t  to  aj  ^ can be expressed  as :
Ô W (s) = C(s)G(s) l_ c'C(s)  !_
^  a i  1 + C(s)H(s)G(s) C(s) 1 + C(s)H(s)
(4.41)
=  L ^ C(s) E(S)
C(s) R(s) (4.42)
E qua tion  (4.42) can be w r i t t e n  as :
^ W^(s) = W^(s) P (s) (4.43)
h
where P(s) = __^  3 C(s) E(s)^ (4.44)
C(s) b R(s)
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s i m i l a r l y ,  th e  s e n s i t i v i t y  f u n c t i o n  o f  th e  s y s te m  o u t p u t  w i th  
r e s p e c t  to  b j can be expressed as fo llo w s:
= -C(s)G(s) ^  H (s)_______ C(s)G(s)
3 b j  1 + C(s)H(s)G(s) à b j  1 + C(s)H (s)G (s)
(4.45)
= -  Y(s) a H(s) Wj.(s)
R(s) o bj (4.46)
E qua tion  (4.46) can be w r i t t e n  as
3 Wg(s) = w^(s) C(s)
(4.47)
where Q(s) = -^H(s) Y(s)
è b j  P(s) (4.48)
I t  should  be po in ted  o u t  t h a t  the  s e n s i t i v i t y  fu n c t io n s  3 W^(s),
^ W^(s) shown in  eq u a t io n s (4 .4 1 )  and (4.45) a re  in d e p e n d e n t  o f  t h e  
b b j
in p u t  s ig n a l  P(s) w h ile  the s e n s i t i v i t y  fu n c t io n s  ^Y(s) and ^Y(s)
^  3 b j
as  shown in e q u a t io n s (4.7) and (4 .1 1 )a re  dependent on R ( s ) .
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aw ^(s)
4.6 G e n e r a t i o n  o f  th e  S e n s i t i v i t y  F u n c t i o n s  ^  a and 
8 ( s)
è bj from the  Frequency Demain
To g e n e r a t e  ^ W^(s) , e q u a t i o n s  (4 .42),  (4.43) and (4.44) a r e  
r e c a l l e d  as  fo l lo w s :
= W_(s) 1 3 C(E) E(s) (4.49)
^  dj. C(s) 8 aj  ^ R(s)
= W^(s) P(s) (4.50)
.here P (s )  = 1 8 C(s) E(s) (4.51)
C(S) 2 . P(s)
The f u n c t i o n s  W^,(s) and P(s) can be e x p r e s s e d  in  p o l a r  form  as  
shown below :
Wc(jw) = M(w) ei  (4.52)
and P(jw) = U(w) (4.53)
where M(w) = jw^(jw)| and ot (w) = Arg[W^,(jw)]
and U(w) = | P(jw)j and ^  (w) = Arg[P(jw)]
S u b s t i t u t i n g  (4.51) and (4.52) in to  (4.49) g iv e s  :
^W ^(jw) = M(w) U(w) + ^ ( w ) l  (4.54)
à a^
By u s in g  app rox im ation ,
W^(jw, a  + a a i )  = Wc(jw, a) t  aWç(jw, a) Aa^ (4.55)
h 2
8 6
Wç,(jw,  a + A a j ^ )  = + U (w) A
(4.56)
I t  may be shown th a t  :
W^(jw, a+A a^) [ M(w)2 + 2M(w).U(w). cos(o( -  j3 ).Aa^ ] l / 2
(4.57)
=  M(w) [ 1 + U(w). COS^ . A 3 j^  ]
(4.58)
T h e re fo re  A M(w) h; M(w) U(w) cos /s  (4.59)
A a ■
o r  A |W^(]W)| zf: M(w) U(w) c o s ^  (4.60)
Next, th e  fu n c t io n  h W^(s) i s  genera ted  by r e c a l l i n g  e q u a t io n s
6 bj
( 4 .4 6 ) ,  (4.47) and (4 .4 8 ) .
dW^(w) = -  Y(s) a n ( s )  VvV(s) (4.61)
d bj R(s) d bj
= (s) Q(s) (4.62)
where Q(s) = -  ^H(s) Y(s) (4.63)
a b j F(s)
Q(s) can be exp ressed  in  p o la r  form as shown below :
Q(jw) = V(w) e (4.64)
where V(w) = |Q(jw)| and &(w) = Arg(Q(3w))
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Then app ly ing  the  same method as shown above g iv e s
A M(w) iSL V(w) M(w) cosX'(w) (4.65)
A b j
o r  jw)| V(w) M(w) cos ^  (w) (4.66)
A bj
In  th e  f o l l o w i n g ,  th e  sy s tem  as  shown in  f i g u r e  3 5 i s  used as  a 
t e s t  m ode l.  The s e n s i t i v i t y  f u n c t i o n s  o f  th e  s y s te m  a r e  
g e n e r a t e d  based  upon the  e q u a t io n  (4 .59 ) .  A PRES s i g n a l  i s  
i n j e c t e d  i n t o  th e  sy s tem  as  i n p u t  s i g n a l .  Ey a p p l y in g  th e  
e q u a t io n  (4.59), the  s e n s i t i v i t y  fu n o tio n s  js^^ j  , j s ^ ^ j  and 
a r e  o b t a i n e d  and p l o t t e d  in  f i g u r e s  42, 43 and 44 r e s p e c t i v e l y .  
F i g u r e  45 i s  a l s o  a g rap h  o f  v e r s u s  f r e q u e n c y .  I t  can  be 
s e a l  f ro n  f ig u re  45 th a t  takes  n e g a t iv e  v a lu es .
The s e n s i t i v i t y  fu n c t io n s  gen e ra ted  here  a re  compared 
w i th  th o se  g en e ra ted  in s e c t io n  4.2 using the  sm all  p e r tu r b a t io n  
method. The s e n s i t i v i t y  fu n c t io n s  g en e ra ted  by both  approaches 
a r e  shown in  f i g u r e s  46-47 . I t  can  be s e e n  from  t h e s e  g r a p h s  
t h a t  the  s e n s i t i v i t y  fu n c t io n s  o b ta in ed  by the  two methods d i f f e r  
from one ano ther .  However the g e n e ra l  shapes o f  the  s p e c t r a  s t i l l  
r e m a i n .  The d i f f e r e n c e  b e tw ee n  two s e t s  o f  s p e c t r a  i s  p a r t l y  
caused  by the  approxim ation  which was used in th e  g e n e ra t io n  o f  








Figure 42 Frequency spectrim  o f  the s e n s i t iv i t y  fu n ctio n
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F ig u re  44 Frequency spec tr im  o f  the  s e n s i t i v i t y  fu n c t io n
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F ig u re  46 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n
g en era ted  by the  p e r tu r b a t io n  method and the  f i l t e r  
method
response g en e ra ted  by th e  cosystem f i l t e r  method
















Frequency in  Hz
W_
F ig u re  47 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n  S
g en era ted  by the  p e r tu r b a t io n  method and th e  f i l t e r  
method
----------- response  g enera ted  by the  cosystem f i l t e r  method
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F ig u re  48 Frequency s p e c t r a  o f  the s e n s t i v i t y  f u n c t io n
g e n e ra te d  by the p e r tu rb a t io n  method and th e  f i l t e r  
method
response  g en e ra ted  by the  cosystem f i l t e r  method
 response generated by the sm all perturbation  method
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N ex t eac h  o f  th e  c o m p e n s a to r ' s  p a r a m e t e r s  R2 and G i s  
in c re a s e d  by 100%. The e f f e c t  o f  the  param ete r  v a r i a t i o n  on th e  
s e n s i t i v i t y  f u n c t i o n s  a r e  shown in  f i g u r e s  49- 5 7 . A b r i e f  
d e s c r i p t i o n  o f  f ig u re s  49-57 i s  ta b u la te d  below.
in c reased  
by 100%
R3 in c re a se d  
by 100%
R2 inc reased  
by 100%
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F ig u re  49 Frequency s p e c t r a  o f  th e  s e n s i t i v i t y  fu n c t io n  
b e fo re  ard a f t e r  th e  param eter i s  in c re a se d  
by 100%.
w
response before the parameter changes,
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F ig u re  50 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the  param eter R2 i s  in c re a se d  
by 100%
W.
response  b e fo re  the param eter changes.
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F ig u re  51 Frequency s p e c t r a  o f  the s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the parameter G i s  in c re a s e d  
by 100%
W.
response b efore the parameter changes,
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F ig u re  52 Frequency s p e c t r a  o f  the s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the p a ra n e te r  i s  in c re a s e d  
by 100%
w.
response  b e fo re  the parameter changes.

















Frequency in  Hz
F ig u re  53 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  f u n c t io n  
b e fo re  and a f t e r  the  param eter R2 i s  in c re a s e d  
by 100%.
------------  response before the parameter changes.
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F ig u re  54 Frequency s p e c t r a  o f  the s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the  param eter G i s  irxrreased 
by 100%.
response b efore the parameter changes,














F ig u re  55 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the  param eter in c re a se d
by 100%.
w.
response  b e fo re  the param eter changes .
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F ig u re  56 Frequency s p e c t r a  o f  the  s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  th e  param eter R2 i s  in c re a se d  
by 100%.
response  b e fo re  the  param eter ch an g e s .
  response a fte r  the parameter has changed.
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w234
Frequency in  Hz LOG10
F ig u re  57 Frequency s p e c t r a  o f  the s e n s i t i v i t y  fu n c t io n  
b e fo re  and a f t e r  the  param eter G i s  in c re a s e d  
by 100%.
response b efore the parameter changes,
response a fte r  the parameter has changed.
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System  R esp o n se  O p t i m i s a t i o n  b ased  on S e n s i t i v i t y  
F unctions
S e n s i t i v i t y  f u n c t i o n s  w ere used  by W in n in g ^ ^ ,  E l -  
S h irbeeny^®  and M u rra y -S m ith ^ ^  f o r  o n l i n e  o p t i m s a t i o n  o f  
pa ram e te r  s e t t i n g  in an e x c i t a t i o n  c o n t r o l l e r .  The o p t i m i s a t io n  
involved  the use o f  th e  l e a s t  square  method and the  s e n s i t i v i t y  
f u n c t io n s  to  o b ta in  optimun change o f  param eter  which fo rced  the  
system  response to approach a d e s i r a b l e  form.
S e n s i t i v i t y  f u n c t i o n s  can  a l s o  be used  f o r  f a u l t  
d e t e c t i o n  and accommodation in  an au to m atic  c o n t ro l  system . I f  a 
s m a l l  change  o r  f a u l t  d o e s  o ccu r  w i t h i n  th e  s y s t e m ,  i t  i s  
p o s s ib le  to  make a l t e r n a t i o n s  on some or a l l  o f  the p a ra m e te rs  in  
th e  system c o n t r o l l e r  so as to  acq u ire  a normal system response 
even though the system i s  f a u l ty .  In th e  cases  when th e  f a u l t  i s  
w i th in  an a cc ep tab le  range , the  o p t im is a t io n  can be ap p l ied  and 
th e  d e s i r e d  sy s te m  r e s p o n s e  can  be m a in t a i n e d  a t  a l l  t i m e s .  
F a u l t  diagrxDsis or f a u l t  c o r r e c t io n  can be c a r r i e d  o u t  w ith o u t  
in t e r r u p t in g  the  system p rocess .  In some cases  when th e  f a u l t  i s  
v ig o ro u s ,  a d e s i re d  system  response can s t i l l  be su s ta in e d  a f t e r  
th e  a p p l i c a t io n  o f  pa ram ete r  o p t im is a t io n  even though some s t a t e  
v a r i a b l e  may be s h i f t e d  to  a d a n g e ro u s  l e v e l .  Under su c h  
c i r c u m s t a n c e s ,  th e  s y s te m  sh o u ld  be s h u t  down. S e n s i t i v i t y  
method used for param ete r  ad ju s tm en t has been implemented in  th e  
t i m e  dom ain . In  th e  f o l l o w i n g ,  th e  s e n s i t i v i t y  w i l l  be 
im p le m e n te d  in  th e  f r e q u e n c y  d o m a in .  The o p t i m i s a t i o n  i s  
a c h i e v e d  by a n a l y s i n g  th e  f r e q u e n c y  m a g n i tu d e  s p e c t r a  o f  t h e  
s e n s i t i v i t y  fu n c t io n s .  The magnitude spectrum  of a  s e n s i t i v i t y  
f u n c t io n  can be d e r iv e d  by using  th e  method d esc r ib e d  in  th e  l a s t  
s e c t i o n .
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F ig u re  (35) shows a diagram  o f  a tw o - tan k  flow c o n t r o l  
system  which i s  c o n t ro l le d  by a cascade conpensa to r .  The cascade  
conpensa to r  i s  th e re  to  ensure  t h a t  th e  o v e r a l l  system  resp o n se  
m e e ts  th e  g iv e n  s p e c i f i c a t i o n s  on sy s te m  p e r f o r m a n c e .  The 
com pensators  C(s) c o n ta in s  m a d ju s ta b le  p a ram e te rs ,  G(s) i s  th e  
t r a n s f e r  fu n c t io n  o f  the  p l a n t  being m onitored .
The t r a n s f e r  fu n c t io n  T(s) o f  the  o v e r a l l  system can  be 
exp ressed  in p o la r  form as fo llow s :
T ( j f )  = M(f)e (4.67
where M(f) i s  th e  magnitude spectrum o f  T ( j f )
and p  i f )  i s  the  phase spectrum o f  T ( j f )
In  the  fo llo w in g  s e c t io n ,  o n ly  th e  m agnitude spectrum
w i l l  be used  f o r  o p t i m i s a t i o n  o f  th e  s y s te m  r e s p o n s e .  When a
s m a l l  ch an g e  in  th e  p l a n t  G(s) o c c u r s ,  t h e  o v e r a l l  s y s te m  
r e s p o n s e  w i l l  change .  The m a g n i tu d e  s p e c t r u m  o f  th e  s y s t e m  
response  a f t e r  the  param eter  change has occured can be exp ressed  
by the  t ru n c a te d  s e r i e s  ex p an s io i  :
M(f, Sq + Aa) — M(f, ag) + ^ 9 M(f) a a ^
u k e r e  iT\ =  A C ,  c i
param eters
= M(f, ag) Sg (f) % { f )
l - i   ^ ^ (4.68)
M(f, ag +A a) and M(f, ag) r e p re s e n t  th e  m agnitude s p e c t r a  a f t e r  
and b e fo re  th e  param ete r  change r e s p e c t iv e ly .  I f  th e  s e n s i t i v i t y  
fu n c t io n s  a t e  known, and provided R^(f) i s  s m a l l ,  one can  make 
t h e  s p e c t r u m  M (f,ag) r e s e m b le  M(f, ag+aa). T h i s  can  be d o n e  by  
s im p ly  making a p p ro p r ia te  changes o f  the  p a ra m e te rs  a^ .^
Now supposing M(f, ag+aa) i s  th e  d e s i r a b l e  response  f ^ ( f )  g iv e s ;
Mj(f) = M(f, ag+ 6a) ( 4 . 6 9 )
107
Fron e q u a t io n  (4.68) , M^(f) can be expressed  as :
m
M^(f) = M(f, 3q) + s "  ( f ) . a a ^ l  + P „ (f)  (4.70)
A. ~ I
The d e s i r a b l e  change A is  de f ined  as the  change which w i l l  make
M^(f) ap p rox im ate ly  equal to M(f, a g ) . I t  i s  g iv e n  by :
A Mj(f) = Mj(f) -  M(f, ag)  (4 . 7 1 )
Kf,l(f) (4.72)
i=l
The s e n s i t i v i t y  te rm s in equation  (4.72) r e p r e s e n t  the  change o f  
s y s t e m  r e s p o n s e  c a u s e d  by a p p r o p r i a t e  a d j u s t m e n t s  o f  th e  
p a r a m e t e r  a ^ ,  ^ 2 , . . . , a ^ .  T h is  ch an g e  in  s y s te m  r e s p o n s e  i s  
c a l l e d  th e  ’ s y n th e s i s  change’ ,aM g(f),  which i s  d e f in e d  as  :
m
A Hg(f) = ^  s” ( f ) . Aa ^  (4.73)
X -  I
S u b s i t i u t i n g  (4.73) in to  (4.72) g iv e s
Pf^(f) = A Mj(f) -  AMg(f) (4.74)
As i t  c a n  be s een  from e q u a t i o n  (4.74) t h a t  i t  i s  n e c e s s a r y  to  
m im in ise  the  va lue  of Rj^(f) in order to  make the  s y n th e s is  change 
a s  c l o s e  to  t h e  d e s i r e d  change  as  p o s s i b l e .  In  an i d e a l  c a s e  
when A M j(f)  i s  e q u a l  to A M g ( f ) ,  e q u a t i o n  (4.70) can  be w r i t t e n  
as  :
pO
Mj(f) = M(f,  ag) + ^  [ Sg (f) .aa^  ] (4.75)
In  t h e  o t h e r  w o rd s ,  th e  s p e c t ru m  M(f, ag) c a n  be  made e q u a l  t o  
M j(f )  by  c h a n g in g  th e  p a r a m e te r s  a ^ ,  3 2 '  ^m" However in
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p r a c t i c a l  s i t u a t i o n s ,  AM^(f) i s  n o t  a lw a y s  e q u a l  to  A M g(f) .  
T h e r e f o r e  i t  i s  n e c e s s a r y  to  m in im i s e  P ^ ( f )  so a s  to  make M^(f) 
r e s e m b l e  M (f, ag) a s  c l o s e l y  a s  p o s s i b l e .  One common 
m i n i m i s a t i o n  method w hich  can  be used  i s  th e  ' I n t e r g r a l  L e a s t  
S q u a re  E r r o r ' ,  The id e a  i s  to  m i n im i s e  t h e  v a l u e  o f  J  w h ich  i s  
g i v e n  by  :
J  = { %,(f) d f  (4.76)
V m
fg  i s  th e  sampling frequency in  H er tz .
fg/m i s  th e  frequency  o f  each sequence o f  s ig n a l  in H e r tz .
By fo cu s in g  on the  square  o f  th e  e r r o r  P ^ ( f ) , i t  p e n a l iz e s  bo th  
p o s i t i v e  and n e g a t i v e  v a l u e s  o f  P ^ ( f ) .  S u b s t i t u t i n g  e q u a t i o n s  
(4.73) and (4.74) i n t o  e q u a t i o n  (4.76) g i v e s  :
J  = (&Mj(f) -  %  [ s "  ( f ) . a a i  1 }2 d f  (4.77)
E qua t ion  (4 .77) can be expressed in sampled d a ta  form as fo llo w  :
% m
J  = J  (A M jd. f) -  ^  ( s ”  (1 .  f ) .  a^U ^A f (4.78)
l = û u/K-tre  ^ = nc. of sampled data
To f i n d  t h e  minimum v a l u e  o f  J  w i t h  r e s p e c t  to  a p a r t i c u l a r
change aj^, the  d e r i v a t i v e  o f  J  i s  s e t  to  zero  as shown below :
d J  = 0  fo r  a l l  k (4.79)
d a.'k
ie  ^  2{AMp|(l.Af) -  ^  [S^ ( l .A f)  . a^] } S^ ( l .A f )A f  = 0
i=c 4=' i  i
fo r  a l l  k ( 4 .8 0 ')
Fran  e q u a t io n  (4.80), the  k s im u ltan e o u s  e q u a t io n s  a re  o b ta in e d .  
^  M^(f) can be found from eq u a t io n  (4.71) and the  s e n s i t i v i t y  
f u n c t io n s  can be d e r iv e d  by using th e  method d e s c r ib e d  in s e c t io n  
(4 .6). E quation  (4.80) w i l l  r e p re s e n t  m l i n e a r  e q u a t io n s  w ith  m
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v a r i a b l e s  a ^ , ^ 2 ' •••/ 3^» The v a l u e s  o f  t h e s e  p a r a m e t e r s  c a n
be o b t a i n e d  by s o l v i n g  th e  m l i n e a r  e q u a t i o n s .  These v a l u e s  
r e p r e s e n t  the  s e t  o f  param eter  changes which w i l l  m in im ise  the  
d i f f e r e n c e  between the syn thes ised  change a Mg (f) and the d e s i r e d  
tUsiréd change . The r e s u l t  o f  t h e  m i n i m i s a t i o n  c a n  be
improved by re p e a t in g  the m in im isa t io n  p ro c e ss  s e v e ra l  t im es .
The o p t im is a t io n  process  i s  c a r r i e d  o u t  on the  system  as  
show n in  f i g u r e  35. The v a lu e  o f  th e  p a r a m e t e r  ?2 i s  i n c r e a s e d  
from  2 2 6 s /m ^  to  330s/m ^ . In th e  f i r s t  t e s t ,  o p t i m i s a t i o n  i s  
c a r r i e d  by v ary ing  a l l  the v a r ia b le s  o f  th e  com pensa to r ,  i . e .  a^ , 
3 2 3 nd ag . The f r e q u e n c y  s p e c t r a  a r e  p l o t t e d  in  f i g u r e  58. In  
th e  second  t e s t ,  o n ly  th e  v a r i a b l e  a^ and 82 a r e  v a r i e d .  The 
f r e q u e n c y  s p e c t r a  a r e  shown in f i g u r e  59. In  th e  t h i r d  t e s t ,  
o n ly  ag i s  v a r ie d .  The frequency s p e c t r a  a r e  shown in f ig u re  60. 
In  e a c h  o f  th e  t h r e e  t e s t s  a s  m e n t io n e d  a b o v e ,  th e  s y s te m  
f r e q u e n c y  r e s p o n s e s ,  a f t e r  the  o p t i m i s a t i o n  p r o c e s s  h a s  been  
c a r r i e d  f i v e  t i m e s ,  a r e  shown in f i g u r e s  61 , 62 and 63. I t  can  
be s e e n  from  t h e s e  g r a p h s  t h a t  th e  o p t i m i s a t i o n  a c h ie v e d  by 
v a r y i n g  t h r e e  v a r i a b l e s  p ro d u c e s  b e t t e r  r e s u l t  th a n  t h a t  by 
v a r y i n g  o n l y  tw o o r  one o f  th e  v a r i a b l e s .  The p ro g ra m ,  w h ich  
g e n e r a t e s  th e  s e n s i t i v i t y  f u n c t i o n s  u s in g  t h e , c o s y s t e m  f i l t e r  
a p p ro a c h  and c a r r i e s  o u t  th e  o p t i m i s a t i o n  p r o c e s s ,  i s  shown in  
append ix  D.
T his  o p t im is a t io n  technique using s e n s i t i v i t y  fu n c t io n s  
r e q u i r e s  a w e l l -d e f in e d  c o n t r o l l e r  o f  which th e  p a ra m e te rs  can be 
v a r i e d .  In case  when no c o n t r o l l e r  i s  invo lved  in the system  or 
when th e  s p e c i f i c a t i o n s  o f  the  c o n t r o l l e r  i s  n o t  g iv e n ,  then  i t  
i s  n e c e s s a ry  to  d e f in e  p a r t  o f  the p la n t  o f  which the  p a ram e te rs  
can be c o n t r o l l e d  and a l t e r e d  acco rd ing ly .
In  th e  s i t u a t i o n  when no s p e c i f i c a t i o n  o f  th e  s y s te m  
under c o n t r o l l e d  i s  g iven  a t  a l l ,  the  whole system  i s  t r e a t e d  a s  
a " b l a c k  box" . The o p t i m i s a t i o n  t e c h n iq u e  u s in g  th e  s y s te m  
s e n s i t i v i t y  f u n c t i o n s  c a n n o t  be a p p l i e d  b e c a u s e  i t  r e q u i r e s  
s p e c i f i c a t i o n  o f  a t  l e a s t  p a r t  o f  th e  s y s te m  i t s e l f .  T h i s  i s  a 






F ig u re  58 Frequency re sponses  o f  the  two tank  system .
O p t im is a t io n  i s  c a r r i e d  by vary ing  p a ram e te rs  a-^, a 2 and ag.
  normal system response .
T e s t  1 ;  system response %hen f a u l t  o c c u rs .
T e s t  2 ;  system  response  a f t e r  th e  f i r s t  o p t im is a t io n
p ro c e s s  has  been c a r r i e d  o u t .
T e s t  3 :  s y s ta n  response  a f t e r  th e  second o p t im is a t io n












F ig u re  59 Frequency responses  o f  the  two tank  system . 
O p t im is a t io n  i s  c a r r i e d  by vary ing  p a ram ete rs  a^ and a 2«
  normal sy s ta n  response .
T e s t  1 : ----------system response vhen f a u l t  o c c u r s .
T e s t  2 : ----------s y s ta n  response a f t e r  th e  f i r s t  o p t im is a t io n
p ro cess  has been c a r r i e d  o u t .
T e s t  3 : ----------system response a f t e r  th e  second o p t im is a t io n











Figure 60 Frequency responses o f  the two tank system . 
O ptim isation  i s  carr ied  by varying the parameter a^.
  normal s y s ta n  re sp o n se .
T est 1 : --------- system  response when fa u lt  occu rs.
T est 2 ;  system response a f te r  the f i r s t  op tim isa tion
p rocess has been carried  ou t.
T est 3 : --------- system response a f te r  the second o p tim istio n










F ig u re  61 Frequency re sponses  o f  the  two tank system . 
O p t im is a t io n  i s  c a r r i e d  by vary ing  param eters  &2 and a^,
  normal system response .
T e s t  6 ;  system  response a f t e r  the f i f t h  o p t im is a t io n
















F igure 62 Frequency responses o f  the two tank system . 
O ptim isation  i s  carried  out by varying parameters a^ and a2 <
  normal system response.
T est 6 :  system response a fter  the f i f t h  op tim isa tio n







Frequency in  Hz
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F ig u re  63 Frequency responses  o f  th e  two tank  system . 
O p t im is a t io n  i s  c a r r i e d  by v ary ing  the  param eter a^.
  normal s y s ta n  re sp o n se .
î t e s t  6 : --------- system response a f t e r  the  f i f t h  o p t im is a t io n
p rocess  has been c a r r i e d  o u t .
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4.8  Convergence C r i t e r i a
As m e n t io n e d  ab o v e ,  th e  m i n i m i s a t i o n  o f  J  c an  be 
im provaj by re p e a t in g  th e  m in im isa t io n  p ro cess  s e v e ra l  t im es .  A 
p o in t  w i l l  be reached when no fu r th e r  m .in im isa tion  can improve 
the  r e s u l t .  T h e re fo re  i t  i s  e s s e n t i a l  to in t ro d u ce  a perfo rm ance  
in d e x  w hich  i n d i c a t e s  th e  d e g r e e  o f  r e s e m b la n c e  b e tw e e n  th e  
d e s i r e d  response  and the  a c tu a l  response. I t  can a l s o  in d i c a t e  
when any r e p e t i t i o n  o f  the  m in im isa t io n  p ro cess  would no t g iv e  
any s i g n i f i c a n t  b e n e f i t .
The performance index i s  de f ined  as
P =
J
[ M(f) -  ^ ^ ( f )  d f  (4 .81)
o r  in d i g i t a l  form :
P = Y  ( [ M ( l . A f )  -  M ^ ( l . û f )  (4 .82)
L - I
For each v a lu e  o f  P, th e  r a t i o  between i t s  c u r r e n t  v a lu e  and i t s  
p rev io u s  v a lu e  i.e .P^ /  P^_i p ro v id es  an in d i c a t i o n  o f  th e  d eg ree  
o f  c o n v e rg e n c e  o f  t h e  s y s te m  r e s p o n s e  to w a rd  a d e s i r a b l e  fo rm .  
When the r a t i o  i s  approaching u n i ty ,  convergence can be in f e r r e d .  
T h is  means t h a t  v e ry  l i t t l e  or no improvement o f  o p t i m i s a t i o n  can 
be  o b t a i n e d  by r e p e a t i n g  th e  m i n im i s a t io n  p ro c e s s .  However i f  
t h e  r a t i o  i s  l e s s  th a n  u n i t y ,  th e n  im p ro v e m e n t  o f  t h e  s y s te m  
response  can s t i l l  be o b ta ined  by f u r th e r  m in im is a t io n s .
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The p e r f o r m a n c e  i n d i c e s  o f  t h e  o p t i m i s a t i o n  p r o c e s s  
c a r r i e d  out in  s e c t io n  4 .7  a re  ta b u la te d  as fo l lo w s .
R2 CHANGED FRCM 226s/m^ TO 330s/m^
Number o f  
t e s t s
Varying
a i ,  a g ,  33
Varying 
a ^ , 32
Varying
*1
1 5.067757E-5 5.067757E-5 5.C67757E-5
2 6.209528E-6 7.402507E-6 1.114045E-5
3 6.220910E-8 4.552550E-7 1.086281E-5
4 6.366821E-8 5.573858E-7 1.085892E-5
5 6.798405E-8 8.036273E-7 1.085761E-5
A g r a p h  o f  th e  p e r f o r m a n c e  in d e x  v e r s u s  th e  num ber o f  t e s t s  i s  
shown on th e  n e x t  p a g e .  I t  can  be s een  t h a t  th e  v a r i a t i o n  o f  
t h r e e  p a r a m e t e r s  g i v e s  b e t t e r  o p t i m i s a t i o n  r e s u l t s  th a n  t h e  

















No. o f  t e s t s
F ig u re  64 P lo t  o f  Perform ance I n d ic e s  v e rsu s  No. o f  T e s t s
-o o p t im is a t io n  by v a ry in g  a ^ ,  a 2 and ag
-A o p t im is a t io n  by v a ry in g  a^ and a2 '
-a o p t im is a t io n  by v a ry in g  a^
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CHAPTER FIVE 
5. DISCUSSION AND CONCLUSIONS
5 .1  D iscuss ion
Nany f a u l t  d e t e c t i o n  t e c h n i q u e s  used  in  th e  p a s t  
r e q u i re d  a com plete  s p e c i f i c a t io n  o f  both  th e  system  p a ram e te rs  
and s t r u c t u r e  w hich  a r e  n o t  a lw a y s  p r o v id e d  in  p r a c t i c a l  
s i t u a t i o n s .  The sy s te m  i d e n t i f i c a t i o n  t e c h n i q u e  b ased  on th e  
f requency  domain, as shown in c h a p te r s  2 and 3, has been achieved 
w i th o u t  need irq  any d e t a i l e d  know ledge  o f  th e  s y s te m  d y n a m ic s .  
The f r e q u e n c y  r e s p o n s e  o f  th e  sy s te m  i s  o b t a i n e d  by F o u r i e r  
t ra n fo rm in g  the  system in p u t and o u t p u t  s i g n a l s .  S ys tem  f a u l t  
can then be shown and id e n t i f i e d  from the  v a r i a t i o n  o f  the system 
frequency  response. This f a u l t  d e t e c t i o n  mi e t  hod needs on ly  the  
k n o w le d g e  o f  th e  in p u t  and o u t p u t  s i g n a l ,  t h u s  m aking i t  
a p p l i c a b l e  in c ircu m stan ces  when th e  s y s te m  s p e c i f i c a t i o n s  a r e  
n o t  known.
In a l l  the experim.ents which have been c a r r i e d  o u t ,  the  
mixed r a d i x - 2 Fas t F ourier  T ransfo rm ation  Algorithm, has been used 
s u c c e s s f u l l y  to  t ran s fo rm , th e  sy s te m  in p u t  and o u t p u t  s i g n a l s .  
T he  u s e  o f  t h e  m ix e d  r a d i x - 2  a l g o r i t h m  a v o i d e d  t h e  
in c o m p a ta b i l  i t y  between the pseudo-rand cm -b in a ry -seq u en ce  s ig n a l  
and the  co n v en tio n a l  rad ix -2  F as t F o u r ie r  T ran fo rm atio n .  However 
th e  im p lem en ta t ion  o f  the  mixed rad ix -2  FFT i s  s low er  than  th a t  
o f  th e  c o n /e n t io n a l  rad ix -2  FFT. For t h i s  rea so n ,  th e  l a t t e r  i s  
more s u i t a b l e  to  apply  on an o n - l in e  s i t u a t i o n  than the  former. 
The i n c o m p a t i b i l i ty  between the p seudo-random -b inary -sequence  and 
t h e  c o n v e n t i o n a l  r a d ix - 2  FFT can  be s o lv e d  by u s in g  d i f f e r e n t  
sam pling  r a t e  as suggested  by F o u ssa r t  and G anguly(13).
From th e  g r a p h s  p l o t t e d  in  f i g u r e s  2 0 -3 1 ,  i t  can  be 
s e e n  t h a t  th e  change  o f  each  p a r a m e te r  h a s  a d i s t i n g u i s h a b l e  
e f f e c t  on th e  sy s te m  f r e q u e n c y  r e s p o n s e .  By i d e n t i f y i n g  th e  
v a r i a t i o n  o f  th e  sy s te m  re s p o n s e  w i th  r e s p e c t  to  a p a r a m e te r  
change , system  f a u l t s  occu rr ing  in the  system  can be c l a s s i f i e d .  
T h is  f a u l t  d e t e c t i o n  techn ique  has a drawback when th e re  a re  two 
o r  m ore  p a r a m e t e r s  w hich have th e  sam e e f f e c t  on th e  sy s te m  
r e s p o n s e .  Under su ch  c i r c u m s t a n c e s ,  t h i s  f a u l t  d e t e c t i o n  
t e c h n i q u e  w i l l  be u n a b le  to  d e t e c t  t h e  e x a c t  p a r a m e t e r  w h ich  
c a u se s  the  system  response v a r i a t i o n .  From th e  d iag ram  shown in  
f i g u r e  15, i t  can  be seen  t h a t  th e  p a r a m e t e r  h a s  t h e  same 
e f f e c t  on the  system response as  the  p a ram ete r  R^, w ith  a s i m i l a r  
s i t u a t i o n  between p a ram ete rs  A2 and R2.
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Although the exac t f a u l t  p a ram eter  cannot be p r e c i s e ly  
i d e n t i f i e d  in some case s ,  t h i s  f a u l t  d e t e c t i o n  techn iques  based 
on th e  o b se rv a t io n  of system frequency  response can c e r t a i n l y  
p r o v i d e  some v a l u a b l e  i n f o r m a t i o n  about the  s i z e ,  lo c a t io n  and 
p o s s i b l i t y  o f  the system f a u l t .
A p a r t  from hav ing  o b s e rv e d  th e  s y s te m  f r e q u e n c y  
response  upon param eter changes, s im , i l ia r  o b s e rv a t io n s  have been 
made on the system s e n s i t i v i t y  f u n c t io n s .
System s e n s i t i v i t y  f u n c t io n s ,  showing the s e n s i t i v i t y  
o f  s e l e c t e d  o u tp u t  v a r i a b l e s  to  th e  v a t i a t i o n  o f  c o n t r o l l e r  
p a ra m e te r s ,  were genera ted  by th e  sm a ll  p e r tu r b a t io n  method (as 
show n in  s e c t i o n  4.2) and by th e  s e n s i t i v i t y  f i l t e r  m ethod (as  
shown in  s e c t i o n  4 .3). 1 he s e n s i t i v i t y  f u n c t i o n s  g e n e r a t e d  by
t h e  two m;ethods show a s l i g h t  d i f f e r e n c e  b e tw e e n  them . The 
d i f f e r e n c e  i s  p a r t l y  caused by the  app rox im ation  and l i m i t a t i o n  
w h ich  a p p l y  in  b o th  m e th o d s .  The g r a p h s  shown in  f i g u r e s  
in d i c a t e  t h a t  each param eter change has i t s  unique e f f e c t  on each 
s e n s i t i v i t y  f u n c t i o n .  The e f f e c t  o f  p a r a m e te r  ch an g e  upon th e  
s e n s i t i v i t y  fu n c t io n s  can be i d e n t i f i e d ,  th e r e f o r e  a l lo w in g  th e  
c l a s s i f i c a t i o n  of any system f a i l u r e  to be c a r r i e d  ou t.
The sm all  p e r tu r b a t io n  method i s  im p r a c t i c a l  on an on­
l i n e  s i t u a t i o n  because n+1 s e p a r a t e  t e s t s  a re  req u ire d  to o b ta in  
t h e  s e n s i t i v i t y  f u n c t i o n s  o f  n p a r a m e t e r s .  I f  n i s  l a r g e ,  t h e  
c o m p u t a t i o n  t im e  f o r  c a l c u l a t i n g  n s e n s i t i v i t y  f u n c t i o n s  w i l l  
become v e ry  long and im p ra c t i c a l .  The s e n s i t i v i t y  f i l t e r  m, e t  hod, 
how ever, can produce a s im u ltaneous  e s t i m a t e s  o f  the  s e n s i t i v i t y  
f u n c t i o n s .  For t h i s  r e a s o n ,  t h e  s e n s i t i v i t y  f i l t e r  m ethod  i s  
m ore  a p p r o p r i a t e  to  use f o r  o n - l i n e  s i t u a t i o n  th a n  th e  s m a l l  
p e r t u r b a t i o n  method.
A lth o u g h  th e  g e n e r a t i o n  o f  th e  s y s te m  s e n s i t i v i t y  
f u n c t i o n s  f o r  c o n t r o l l e r  p a r a m e t e r s  d o e s  n o t  r e q u i r e  any 
k n o w le d g e  o f  th e  p l a n t  under c o n t r o l l ,  i t  d o e s  how ever need  a 
p r e c i s e  s p e c i f i c a t i o n  o f  th e  s y s te m  c o m p e n s a t io n  c o n t r o l l e r  o r  
th e  feedback c o n t r o l l e r .  In c a s e s  where i n t e r e s t  i s  focused on 
p l a n t  v a r i a t i o n s  then a t  l e a s t  th e  s p e c i f i c a t i o n  o f  p a r t  o f  th e  
p l a n t  m ust be g iven  to enab le  th e  d e r i v a t i o n  o f  the  s e n s i t i v i t y  
f u n c t i o n s .  In  c h a p t e r  f o u r ,  t h e  s e n s i t i v i t y  f u n c t i o n s  w ere  
g e n e r a t e d  b ased  upon know ledge  o f  t h e  c o m p e n s a t io n  c o n t r o l l e r  
o n ly .
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The s e n s i t i v i t y  fu n c t io n s  ob ta ined  in c h a p te r  four were 
u sed  to  c a r r y  o u t  o p t i m i . ? a t i o n  on t h e  two t a n k s  l i q u i d  f lo w  
c o n t r o l  s y s t e m .  The o p t i m i s a t i o n  i s  b a s e d  upon an i n t e g r a l  
s q u a r e d  e r r o r  c r i t e r i o n .  I t  a imed to  f o r c e  a f a u l t y  s y s t e m  
response  back to as c lo se  to i t s  ncrmial response as p o s s i b l e .  The 
o p t i m i s a t i o n  o f  t h e  t h r e e  p a r a m . t e r s  32 and a^ p ro d u c e d  
b e t t e r  r e s u l t s  t h a n  t h a t  o f  p a r a m e t e r s  a^ and 32 o r  o f  
pa ram ete r  a^ only.
The o p t i m i s a t i o n  p r o c e s s  p r o v i d e s  a means  by w h ich  a 
f a u l t y  system can be forced  to g iv e  norm,al system response ,  th us  
m a in ta in in g  a normal system per formance  and p roduc i rq  a normal 
s y s t e m  o u t p u t .  I t  e n a b l e s  th e  p l a n t  t o  c o n t i n u e  i t s  o p e r a t i o n  
even when the system is  f a u l t y .  To some e x t e n t ,  the  o p t i m i s a t i o n  
IS n o t  w an ted  b e c a u s e  i t  w i l l  c o n c e a l  t h e  e f f e c t  o f  t h e  s y s t e m  
f a u l t  on the system response ,  thus cover ing  up the system f a u l t  
when i t  o c c u r s .  T h i s  w i l l  make t h e  f a u l t  d e t e c t i o n  p r o c e s s  
d i f f i c u l t  t o  c a r r y  o u t .  O p t i m i s a t i o n  s h o u l d  o n l y  be used  when 
t h e  s y s t e m  f a u l t  i s  t o l e r a b l e  and w i l l  n o t  c a u s e  any d a n g e r o u s  
h a z a r d  to  t h e  s y s t e m .  The p r o c e s s  may t h e n  be a l l o w e d  t o  
c o n t i n u e .  Cn t h e  o t h e r  hand ,  when t h e  f a u l t  i s  n o t  t o l e r a b l e  
t h e n  a p p r o p r i a t e  a c t i o n  s h o u ld  be im posed  e .g .  c h a n g e  o f  
o p e r a t i o n  or ev e i  s topp ing  the whole p rocess .
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5 .2  C onclusions
In  t h e  p a s t ,  t h e  p o t e n t i a l  o f  t h e  f r e q u e n c y  r e s p o n s e  
approach fo r  f a u l t  i d e n t i f i c a t i o n  in c losed  loop sy s tem s  has no t  
been f u l l y  r e a l i s e d .  However in t h i s  t h e s i s ,  an a t t e m p t  i s  m.ade 
to app ly  frequency  domain methods.
The s y s t e m  f r e q u e n c y  r e s p o n s e  and  t h e  s y s t e m  
s e n s i t i v i t y  fu n c t io n  were expresses  in the  f requency domain and 
cou ld  be used for  f a u l t  i d e n t i f i c a t i o n .  The f a u l t  i d e n t i f i c a t i n  
t e c h n i q u e s ,  as  d e s c r i b e d  in t h i s  t h e s i s ,  do n o t  r e q u i r e  a f u l l  
s p e c f i c a t i o n  of  the system under c o n t r o l l e d .  These methods a r e  
p a r t i c u l a r l y  u s e f u l  in  some p r a c t i c a l  s i t u a t i o n s  w here  t h e  
d e t a i l e d  s t r u c t u r a l  and p a ra m e t r i c  in fo rm a t io n  i s  no t  given .
The f a u l t  d e t e c t i o n  te chn iques  which a r e  based upon the  
e f f e c t  of  pa ram e te r s  upon the system frequency  response  and the 
system s e n s i t i v i t y  fu n c t io n s  has a ma jor drawback. This  happens 
when th e r e  a re  two or more p a ram ete r s  which have the  sam.e e f f e c t  
o f  t h e  s y s t e m  f r e q u e n c y  r e s p o n s e  o f  t h e  s y s t e m  s e n s i t i v i t y  
f u n c t i o n ,  i t  becomes  i m p o s s i b l e  to  i d e n t i f y  t h e  e x a c t  s y s t e m  
f a u l t  or  i t s  l o c a t i o n .  N e v e r t h e l e s s ,  t h e  i n f o r m a t i o n  o b t a i n e d  
f rom t h e  s y s t e m  r e s p o n s e  and s y s t e m  s e n s i t i v i t y  f u n c t i o n s  i s  
im p o r ta n t  for  the  c l a s s i f i c a t i o n  o f  p o s s i b l e  f a u l t s  which could  
occur  in the system.
S y s t e m  o p t i m i s a t i o n  b a s e d  u pon  t h e  s e n s i t i v i t y  
f u n c t i o n s  i n  t h e  f r e q u e n c y  d o m a i n  h a s  b e e n  c a r r i e d  o u t  
s u c c e s s f u l l y  as shown in chap te r  four.  The techn ique  can be used 
f o r  t h e  o p t i m i s a t i o n  o f  a c l o s e d - l o o p  s y s t e m  r e s p o n s e  when a 
s m a l l  system f a u l t  occurs .
The f a u l t  d e t e c t i o n  te chn iques  d ec r ib ed  above r e q u i r e  a 
d e t a i l  s tudy  o f  each p a ra m e t r i c  e f f e c t  on the  sys tem response  and 
th e  system s e n s i t i v i t y  fu n c t i o n s .  By us ing a model sys tem,  each 
kind o f  f a u l t  and i t s  unique frequency s i g n a t u r e  can be t a b u la t e d  
and w i th  t h i s  in fo rm a t io n  f u t u r e  occurances  o f  s i m i l a r  f a u l t s  may 
be found in  a r e a l  system.
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APPENDIX A
A D ig i t a l  S im u la tio n  o f  a P seudo-random -b inary -sequence G en era to r
A c o m p u te r  p ro g ram  was w r i t t e n  t o  g e n e r a t e  a  p s e u d o - r a n d o m -  
b i n a r y - s e q u e n c e .  A f l o w  d i a g r a m  f o r  th e  c o m p u te r  p r o g r a m  i s  
shown below:
START
Read inpu t  d a t a
END
W ri te  d a t a  on te rminal
The PRBS g e n e ra to r  
s t a r t s  running
W ri te  the  g e n e ra to r  
o u t p u t  onto an o u tp u t  
f i l e
I n i t i a t e  the  inpu t  
v a l u e s  o f  the  f i r s t  
s h i f t  r e g i s t e r
S p e c i fy  the  r e g i s t e r s  o f  
which the  ou tpu t  a r e  to 
be fed in to  an E xc lus ive -  
œ  g a t e
A l i s t i n g  o f  the program i s  shown in the fo llow ing  pages,
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THIS PROGRAM GENERATES A PSEUDO-RANDOM BINARY SEQUENCE (P R B S ) .  
ar ra ys  and VARIABLES USED :
lOUTP(N) = OUTPUT OF THE NTH SHIFT REGISTER 
INP(N) = INPUT OF THE NTH SHIFT REGISTER
IN E X ( l )  .AND INEX(2)  ARE THE TWO INPUTS TO THE EXCLUS IVE-OR GATE
lOUTSX(N) = OUTPUT OF THE EXCLUSIVE-OR GATS
NST = NUMBER OF THE STAGES OF THE SHIFT REGISTER
NSP = NUMBER OF BITS FOR EACH BIT INTERVAL
NPER = NUMBER OF PERIODS OF PRBS
AMP = THE PEAK TO PEAK MAGNITUDE OF THE PRBS








KVDU, NIN, NOUT, 
= CHANNEL ONE FOR
IO U T P ( I0 3 )
IO U rS X (2 0 0 3 )
I N P ( 100)
INSX(2)
I E X S T (2)
NLST SPECIFY THE NUMBER CHANNEL USED 
INPUTTING DATA FROM VDU
KVDU = CHANNEL TWO FOR OUTPUTTING DATA TO VDU 
NIN = CHANNEL THREE FOR INPUTTING DATA FROM A F IL E  
NOUT = CHANNEL FOUR FOR OUTPUTTING DATA TO A FILE 
NLST = CHANNEL SIX FOR OUTPUTTING DATA TO A FILE





READ ( N I N , * ) N S P  
WRITE (KVDU,17) 
READ (N IN ,* )N P E R  
WRITE (KVDU,20)  
READ (NIN,*)AMP 
FORMAT ( '  TYPE IN
FORMAT ( '  TYPE IN
FORMAT (* TYPE IN
FORMAT ( ’ TYPE IN
THE NUMBER OF STAGES FOR THE PRBS GENERATOR'/)  
THE NUMBER OF SAMPLES FOR EACH BIT INTERVAL"/ )  
THE NUMBER OF P E R IO D S ' / )
THE PEAK-PEAK MAGNITUDE THE OUTPUT S I G N A L ' / )
THE FOLLOWING S P E C IFIE S  THE NUMBER OF THE REGISTER OUTPUTS 
WHICH ARE TO BE APPLIED TO THE EXCLUSIVE-OR GATE.
IF  ( N S T . N E . 2) GOTO 110
l E X S T ( l )  = 2
IE X S T ( 2 )  = 1
I F  ( N S T . N E . 3) GOTO 120
l E X S T ( l )  = 3
I S X S T ( 2 )  = 1
I F  ( N S T . N E . 4 ) GOTO 130
l E X S T ( l )  = 4
IE X S T ( 2 )  = 3
I F  ( N S T . N E . 5) GOTO 140
l E X S T ( l )  = 5
IE X S T ( 2 )  = 2
I F  ( N S T . N E . 6) GOTO 150
l E X S T ( l )  = 6
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IEXST{2)  = i  
I F  ( N S T . N E . 7) GOTO 160 
l E X S T ( i )  = 7 
IE X S T (2 )  = 3
IF  ( N S T . N S . 9 )  GOTO 170
l E X S T ( l )  = 9
IE X S T (2 )  = 4
I F  ( N S T . N E . 10)  GOTO 130
I S X S T ( l )  = 10
IS X S T (2 )  = 3
I F  ( N S T . N E . 11)  GOTO 190
I S X S T ( l )  = 11
IE X S T (2 )  = 2
CONTINUE
INITIATE THE INPUT VALUES OF THE SHIFT REGISTERS AND 
THE OUTPUT VALUE OF THE FIRST SHIFT REGISTER.
THIS IS  TO AVOID THE OUTPUT OF ALL SHIFT REGISTERS TO
r o  BE ALL ZERO BECAUSE THE SYSTEM WILL BE STUCK IN THIS STALE
lO U TEX (l)  = 0 
I N P ( l )  -  lO U T E X ( l )
DO 300 1 = 2 ,  NST 
I N P ( I )  = 1 
CONTINUE
THE PRBS GENERATOR STARTS RUNNING
NSEC = (2**N ST)  -  
DO 1000  NSECN = 1, 






I F  ( N S T N O . E Q . l E X S T ( l ) ) IN E X ( l )  




CARRY OUT THE LOGIC OF AN EXCLUSIVE-OR GATE
I F  ( I N E X ( I ) . E Q . I N E X ( 2 ) ) IOUTEX(NSECN + 1 )  = 0 
I F  ( I N E X ( I ) . N E . I N E X ( 2 ) ) IOUTEX(NSECN + 1) = 1
CARRY OUT THE SHIFTING OF THE SHIFT REGISTERS
I N P ( l )  = IOUTEX(NSECN 4- 1)
DO 950  1 = 2 ,  NST 
I N P ( I )  = l O U T P d  -  1)
CONTINUE 
I CONTINUE
WRITE ( 2 , 2 5 )
FORMAT ( '  THE PSEUDO-RANDOM BINARY SEQUENCE I S  ' / )
THE PRBS GENERATED I S  IN BINARY FORM WHICH ONLY TAKES 
THE VALUES 0 OR 1 .
THE FOLLOWING CHANGE THE MAGNITUDE OP THE PRBS SO THAT 
IT  TAKES THE VALUES (-AMP*2)  OR (AMP*2) ,  
i . e .  IT  HAS A PEAK TO PEAK VALUE OP AMP
DO 3 0 0 0  K = 1 ,  NPER 
DO 2 0 0 0  1 = 1 ,  NSEC 
DO 1 5 0 0  J  = i ,  NSP 
I P  ( l O U T E X ( l ) . E Q . 1)  POUT=AMP/2.0
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I F  ( l O U T E X ( l ) . E Q . 0 )  F O U T = 0 . 0 - ( A M P / 2 . 0 )  
WRITE( 4 , 3 0 )  FOUT 







A D ig i t a l  S im u la tio n  o f  th e  Two Tank Flow C o n tro l System
The MIMESIS program was w r i t t e n  to  s im ula ted  the  two tank f low  




TANK 1 Sc 2 .
THIS 13 A SIMULATION PROGRAM OF A TWO TANK 
CONTROL SYSTEM.
THIS SYSTEM IS  WRITTEN FROM A REFERENCE BOOK :
SYSTEMS ANALYSIS AND CONTROL, BY COUGHANOWR 
ON PAGE 9 5 ,  PROBLEM 3 . 3 ,
THE BASIC SYSTEM CONSISTS OF TWO LIQUID TANKS :
THE OUTFLOW OF TANK 1 IS  CONNECTED TO THE INFLOW OF TANK 2 .
DATA : CROSS-SECTIONAL AREA OF TANK 1 ( A l )  = 1 0 . 0  SQ.FT
= 0 . 9 2 9 0 3 0 4  3Q.METER 
CROSS-SECTIONAL AREA OF TANK 2 {A 2 ) = 1 0 . 0  SQ.FT
= 0 . 9 2 9 0 3 0 4  SQ.METER 
HYDRAUTIC RESISTENCE OF THE OUTFLOW P IP E  OF TANK 1
= 0 . 1  FT/CFM 
= 64.5834625 m/CUBS-M/S 
HYDRAUTIC RESISTENCE OF THE OUTFLOW P IP E  OF TANK 2
= 0 . 3  5 FT/CFM 
= 2 2 6 . 0 4 2 1 1 3 7  M/CUBE-M/S
PARAMETERS DEFINITION :
HI = SMALL CHANGE OF FLUID HEAD OR HEIGHT(M) IN TANK 1
H2 = SMALL CHANGE OF FLUID HEAD(M) IN TANK 2
Q0 = SMALL CHANGE OF LIQUID INFLOW RATE( CUBE-M/S) OF TANK 1
Q1 = SMALL CHANGE OF LIQUID INFLOW RATE( CUBE-M/S) OF TANK 2
Q2 = SMALL CHANGE OF LIQUID OUTFLOW RATE( CUBE-M/S) OF TANK 2 
G = FEEDBACK GAIN OF THE OUTPUT(Q2)
PRBS = PSEUDO RANDOM BINARY SEQUENCE 
NCH = NUMBER OF CHANNELS OR VARIABLES IN THE L IS T  
FOR THE TYPE STATEMENT 
NSA = NUMBER OF SAMPLES 
SAM = SAMPLING INTERVAL
NCH = 7
SAM = 3 . 9 1 3 8 9 4 3




Q0 = 0 .0







INPUT THE PSEUDO RANDOM BINARY SEQUENCE
ACCEPT PRBS
IN IT IA L  CONDITIONS
X10 = 3 . 3  
X23 = 3 . 3
STEP S IZ E  AND NUMBER OF SAMPLES
STP = 5 3 3 3 . 3  
CINTSRVAL (SAM)
NSA = I F I X  (STP/SAM)




VALUES FOR INTEGRATION PARAMETERS AT DEFAULT VALUES 
NEXT THREE LINES NEEDS NOT TO BE INCLUDED
MINTERVAL ( 1 . 3 E - Ô )
ABSERR ( 1 . 3 E - 3 )
RELERR ( I . 3 E - 3 )
START THE SIMULATION PROCESS
DYNAMIC
DERIVATIVE
X = Q3 -  Q1
XI = INTEG (X ,X 13)
HI = X l / A l
Q1 = HI /  R1
Y = Qi -  Q2
X2 = INTEG ( Y,X23)
H2 = X2 /  A2 
Q2 = H2 /  R2 
Q0 = PRBS -  (Q2 * G)
DERIVATIVE END 
TYPE r, PRBS, Q0, QI, Q2, HI, H2 
ACCEPT PRBS 






A F o r t r a n  Program fo r  computing the  Frequency Response o f  the  Two 
Tank Flow C o n t r o l  System
A F o r t r a n  p ro g ra m  was w r i t t e n  to  r e a d  t h e  i n p u t  and o u t p u t  
s i g n a l s  o f  t h e  two t a n k  f l o w  c o n t r o l  s y s t e m .  I t  t h e n  u s e s  t h e  
mixed r ad ix  F ou r ie r  a lg o r i th m  to g e n e ra te  the  f requency  response  
o f  the system.  A flow diagram of  the program i s  shown below:
START
END
Read in pu t  d a t a
S pec i fy  the  format 
o f  th e  g raphs
S pec i fy  the  format 
o f  th e  g raphs
P l o t  the system 
frequency responses
Choose 
o u tp u t  p e r i p h e r a l
the
P l o t  the performance 
in d i c e s  
no.  o f  t e s t s
v e r s u s
Carry  ou t  the 
mixed r ad ix  F o u r ie r  
t r a n s fo rm a t io n  to 
g e n e r a t e  the  
f requency  response  
o f  the  system
A l i s t i n g  o f  the program i s  shown in the fo llo w in g  pages
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THIS PROGRAM READS IN DATA FROM INPUT F IL E  &GMMP0U5
THE DATA INCLUDES THE INPUT AND OUTPUT SIGNALS OF THE 
TNO TANK F LON CONTROL SYSTEM.
THE INPUT SIGNAL IS  A PSEUDO RANDOM BINARY SEQUENCE 
OF THE ORDER NINE.
THE FREQUENCY RESPONSE OF THE SYSTEM IS  THEN CALCULATED.
A MAGNITUDE SPECTRUM AND A PHASE SPECTRUM ARE PLOTTED.
ARRAY DEFINITION:
XI = THE IMAGINARY PART OF THE NTH BIT OF THE SYSTEM 
INPUT SIGNAL
X2 = THE IMAGINARY PART OF THE NTH BIT OF THE SYSTEM 
OUTPUT SIGNAL 
T = THE TIME INTERVAL OF THE SIGNAL 
F = THE FREQUENCY INTERVALS
PRBS = THE INPUT P3SUDO-RANDOM-3INARY-SSQUSNCE
HI = SMALL CHANGE OF FLUID HEAD OR HEIGHT(M) IN TANK I
H2 = SMALL CHANGE OF FLUID HEAD(M) IN TANK 2
Q0 = SMALL CHANGE OF LIQUID INFLON RATE( CUBE-M/S) OF TANK 1
Ql = SMALL CHANGE OF LIQUID INFLON RATS( CUBE-M/S) OF TANK 2
Q2 = SMALL CHANGE OF LIQUID OUTFLOW RATE( CUBE-M/S) OF TANK 2
UMA = :4AGNITUDE SPECTRUM OF THE INPUT SIGNAL
UAR = PHASE SPECTRUM OF THE INPUT SIGNAL
YMA = MAGNITUDE SPECTRUM OF THE OUTPUT SIGNAL
YAR = PHASE SPECTRUM OF THE OUTPUT SIGNAL
GAIN = MAGNITUDE SPECTRUM OF THE SYSTEM TRANSFER FUNCTION 
PHASE = PHASE SPECTRUM OF THE SYSTEM TRANSFER FUNCTION
IM PLICIT  DOUBLE PRECISION (D)
DIMENSION Q 0 ( 5 1 1 ) ,  H 2 ( 5 1 1 ) ,  Q l ( 5 1 i )
DIMENSION PRBS( 5 1 1 )
DIMENSION Q 2 ( 5 1 1 ) ,  H I ( 5 1 1 )
DIMENSION T ( 5 1 1 ) , U ( 5 1 1 ) ,  F ( 5 1 1 ) ,  X I ( 5 1 1 )
DIMENSION YAR(5 1 1 ) ,  YMA(511)
DIMENSION X 2 ( 5 I 1 )
DIMENSION G A IN (5 1 1 ) ,  PHASE(511)
DIMENSION Y ( 5 1 1 ) ,  UAR(5 1 1 ) ,  UMA(511) ,  A l ( 5 1 1 ) ,  B l ( 5 I l )
KIN, KVDU, NIN, NOUT a n d  NLST SPECIFY THE CHANNEL NUMBER 
KIN = CHANNEL ONE FOR INPUTTING DATA FROM VDU 
KVDU -  CHANNEL TWO FOR OUTPUTTING DATA TO VDU
NIN = CHANNEL THREE FOR INPUTTING DATA FROM A FILE
NOUT = CHANNEL FOUR FOR INPUTTING DATA ONTO A FILE
NLST = CHANNEL SIX FOR OUTPUTTING DATA ONTO A FILE
DATA KIN, KVDU, NIN, NOUT, N L S T / l , 2 , 3 , 4 , 6 /
READ HEADER INFORMATION FROM MIMESIS OUTPUT FILE
READ (NIN) NCH 
READ (NIN) NSA 
READ (NIN) SAM
N = NUMBER OF SAMPLES FOR EACH PRBS SEQUENCE
N = 511 
AN = N
READ INPUT DATA
THE FIRST SEQUENCE OF INPUT DATA IS OMMITED
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BECAUSE THE SYSTEM RESPONSE IS  NOT YET REACHED 
STEADY STATE.
THEREFORE THE INPUT DATA IS  ONLY STORED IN A VARIBLE 
DO 22 I  = 1,  N
READ (NIN) T ( I ) ,  AA, AA, AA, AA, AA, AA 
DO 33 I = 1,  N
READ (NIN) AA, P R B S ( I ) ,  Q 3 ( I ) ,  Q l ( I ) ,  Q 2 ( l ) ,
* H 1 ( I ) ,  H 2 ( I )
CONTINUE 
DO 43  I = 1, N 
U ( I )  = P R B S ( I )
Y ( I )  = 0 2 ( 1 )
CONTINUE
CALCULATE THE FREQUENCY INTERVALS ON THE FREQUENCY AXIS
FRE = 1 . 3  /  (AN * SAM)
DO 93 I = 1,  N 
TI = I
F( I )  = TI * F RE
ENITIATS THE IMAGINARY PART OF THE INPUT AND OUTPUT SIGNALS 
TO ZERO.
X I ( I )  = 3 . 3  
X 2 ( I )  = 3 . 3  
CONTINUE
CARRY OUT FOURIER TRANSFORM ON THE INPUT SIGNAL.
CALL F FT(U,  X I ,  N, N, N, I )
DO 133 I  = I ,  N 
A l ( I )  = U ( I )
B l ( I )  = - X 1 ( I )
CONTINUE 
DO 113 I = 1,  N
UAR(I)  = ATAN2 ( B i ( I ) ,  A l ( I )  ) * 1 8 3 . 3  /  3 . 1 4 1 5 9 2 6 5 4  
I F  (U A R (I )  .GT. 1 3 3 . 3 )  GO TO 152 
I F  (U A R (I )  .L T .  - 1 3 3 . 3 )  UAR(I)  = UAR(I )  f  3 6 3 . 3  
GO TO 154
UAR(I)  = UAR(I )  -  3 6 3 . 3
CONTINUE
UAR(I)  = A 1 ( I )
UMA(I) -  SORT ( B 1 ( I ) * * 2  + A l ( I ) * * 2  )
UMA(I) = 2 3 . 3  * L0G13( UMA(I) )
CONTINUE
ZARRY OUT FOURIER TRANFORM ON THE OUTPUT SIGNAL
CALL FFT (Y, X2,  N, N, N, 1)
DO 153  I  = 1 ,  N 
A l ( I )  = Y ( I )
B l ( I )  = - X 2 ( I )
YAR(I)  = ATAN2 ( B l ( l ) ,  A l ( I )  ) * 183.0 /  3.141592654 
I F  (Y A R (I )  .GT. 133.3) GO TO 156 
I F  (Y A R (I )  .L T .  -133.3) YAR(I)  = Y A R ( I ) + 363.0 
GO TO 157
YAR(I)  = YAR(I)  -  3 6 0 . 0  
CONTINUE
YMA(I) = SQRT ( B i d )  **2 + A1(I)**2 )
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YMA(I) = 2 0 . 0  * LOG10( YMA(I) )
CALCULATE THE MAGNITUDE AND PHASE CHARACTERISTICS OF THE SYSTEM 
TRANSFER FUNCTION.
G A I N ( I )  = YMA(I) 
PHA SE(I )  = YAR(I)
I F  (P H A S E (I )  .GT.
I F  (P H A S E (I )  .LT.
GO TO 159





1 3 0 . 0 )  GO TO 155 
- 1 3 0 . 0 )  PHASE(I)
3 6 0 . 0
= P H A SE(I)  f  3 6 3 . 0
THE FOLLOWING 3PSCFISS  THE OUTPUT PERIPHERAL
WRITS (KVDU, 120)  
FORMAT( '  DO 1 FOR 
WRITE (KVDU, 130) 
FORMAT(' 4 FOR
READ ( K I N , * ) K  
WRITS (KVDU, 143)  
FORMAT( '  READY TO 
I F  ( K . S O . 1) CALL 
I F  ( K . S Q . l )
I F  ( K . E Q . 2 )
I F  ( K . S Q . 3 )
I P  ( K . E Q . 4 )
I F  ( K . S Q . 5 )






BENSON, 2 FOR SIGMA, 3 FOR 4 0 1 4 , ’ ) 
4 3 1 0 ,  5 FOR H P 7 4 7 0 ' )
PLOT‘ ) 
B1332 
GO TO 5 




PLOT THE SYSTEM FREQUENCY RESPONSE 
WRITE (KVDU, 23 0 )
FORMAT( '  PLOT OF SYSTEM RESPONSE v s  FREQUENCY RANGE OF IN TEREST ')
CALL WIN
CALL AXIPOS ( 1, 4 0 . 0 ,  1 3 3 . 0 , 1 3 0 , 0 ,  1)
CALL AXISCA ( 4 , 13 ,  3 . 3 0 3 1 , 0 . 1 ,  1)
CALL AXIDRA ( 2 , 3 ,  1)
CALL AXIPOS ( 1 , 4 3 . 0 ,  2 0 . 3 , 1 3 0 . 3 ,  1)
CALL AXISCA ( 4 , 10 ,  3 . 3 0 0 1 , 3 . 1 ,  1)
CALL AXIDRA ( 2 , 1,  1)
CALL AXIPOS ( 1 , 4 0 . 0 ,  2 0 . 0 , 7 5 . 0 ,  2)
CALL AXISCA ( 3 , 6 ,  - 1 3 3 . 0 ,  3 . 0 ,  2)
CALL AXIDRA ( - 1 , 0 ,  2)
CALL GRACUR ( F , PHASE, 50)
CALL AXIPOS ( 1 , 1 7 0 . 0 ,  2 0 . 0 , 7 5 . 0 ,  2)
CALL AXIDRA ( - 1 , 1,  2)
CALL AXIPOS ( 1 , 4 0 . 3 ,  9 5 . 0 , 1 0 . 0 ,  2)
CALL AXISCA ( 3 , 1 ,  3 . 0 ,  1 . 0 , 2)
CALL AXIDRA ( - 1 , 0 ,  2)
CALL AXIPOS ( 1 , 1 7 0 . 0 ,  9 5 . 0 , 1 0 . 0 ,  2)
CALL AXIDRA ( - 1 , 3 ,  2)
CALL AXIPOS ( 1 , 1 7 0 . 0 ,  1 0 5 . 0 , 7 5 . 0 ,  2 )
CALL AXISCA ( 3 , 6 ,  - 6 0 . 0 ,  0 . 0 ,  2 )
CALL AXIDRA ( - 1 , 0 ,  2)
136
CALL AXIPOS ( 1 ,  4 0 . 0 ,  1 0 5 . 0 ,  7 5 . 0 ,  2)
CALL AXIDRA ( - 1 ,  - 1 ,  2)
CALL AXIPOS ( 1 ,  4 0 . 0 ,  1 0 5 . 0 ,  1 3 0 . 0 ,  1)





A c o n p l e t e  program l i s t i n g  o f  the  s u b r o u t in e  FPT which im plements  
t h e  m ixed  r a d i x  F o u r i e r  t r a n s f o r m a t i o n  c a n  be found in  t h e  
S i n g l e t o n ' s  p a p e r
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APPENDIX D
A p r o g r a m  f o r  g e n e r a t i n g  t h e  s y s t e m  s e n s i t i v i t y  f u n c t i o n s  and 
c a r r y i n g  o u t  the  o p t i m i s a t i o n  p rocess
D.l A program was w r i t t e n  to g e n e ra te  the system s e n s i t i v i t y  
f u n c t i o n s  and  c a r r y  o u t  t h e  o p t i m i s a t i o n  p r o c e s s .  The  
o p t i m i s a t i o n  p rocess  was implemented by va ry ing  p a ra m e te r s  a^, &2 
and a^. A f low diagram o f  the  program i s  shown below;
STAPT
END
G enera te  the  
per formance in d i c e s
Read the  normal
system response  in 
the  time demain
W ri te  the  o u tp u t  
d a t a  onto  
o u t p u t  f i l e
an
Generate the  optimun 
v a l u e s  o f  a ^ ,  ^2 
and a^.
Generate the
s e n s i t i v i t y  f u n c t i o n  
us ing cosystem





the f a u l t y
response
time
The program l i s t i n g  i s  shown in  the fo llow in g  pages.
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THIS PROGAM READS IN DATA FROM INPUT FILES ; iCMMPOUS an d  iCMMPOUô 
ScCMMP0U5 CONSISTS OF DATA OF SYSTEM RESPONSE BEFORE PARAMETER 
CHANGES
&CMMP0U6 CONSISTS OF DATA OF SYSTEM RESPONSE AFTER PARAMETER 
CHANGES
THE INPUT SIGNAL IS  AN UNIT IMPULSE FUNCTION
THE SENSITIVITY FUNCTIONS ARE CALCULATED AND THEN PLOTTED.
a r r a y  d e f i n i t i o n  :
AÛIFFE = THE DIFFERENCE OF TWO SYSTEM RESPONSES
ADIFF = THE SQUARE OF THE DIFFERENCE OF TWO SYSTEM RESPONSES
v'TMA = MAGNITUDE SPECTRUM OF THE SYSTEM RESPONSE
U = INPUT SIGNAL
YA = SYSTEM OUTPUT SIGNAL BEFORE PARAMETER CHANGES 
YB = SYSTEM OUTPUT SIGNAL AFTER PARAMETER CHANGES 
F = FREQUENCY INTERVALS ON THE FREQUENCY DOMAIN 
T = TIME INTERVALS
UMA = MAGNITUDE SPECTRUM OF THE INPUT SIGNAL 
UAR = PHASE SPECTRUM OF THE OUTPUT SIGNAL
YAMA = MAGNITUDE SPECTRUM OF THE OUTPUT SIGNAL BEFORE PARAMETER 
CHANGE
Y3MA = MAGNITUDE SPECTRUM OF THE OUTPUT SIGNAL AFTER PARAMETER 
CHANGE
ZMA -  MAGNITUDE SPECTRUM OF THE SENSTIVITY FUNCTION 
ZAR = PHASE SPECTRUM OF THE SENSITIVITY FUNCTION 
Z A l ,  ZA2 an d  ZA3 = SENSITIVITY FUNCTIONS 
Y, A, B, C, DA, D3, DC a n d  DWKSPC ARE WORKING ARRAYS
IM PLICIT  DOUBLE PRECISION ( 0 )
DIMENSION A D I F F S ( 5 I 1 )
DIMENSION A D I F F ( 5 1 i )
DIMENSION A ( 4 , 4 ) ,  3 ( 6 , l ) , C ( 6 , l ) , D A ( 4 , 4 ) , D B ( ô , l ) , D C ( 6 , l )
DIMENSION DWKSPG(ld03)
DIMENSION WMA(5I1)
DIMENSION U ( 5 1 1 ) ,  Y A { 511) ,  Y B(511)
DIMENSION Y ( 5 1 1 ) ,  T ( 5 1 1 )
DIMENSION Z A 1 ( 5 I L ) ,  Z A 2 ( 5 1 1 ) ,  Z A 3 (5 1 1 )
DIMENSION UMA(311),  YAMA(511),  Y B M A (S l l ) ,  UAR(511)
DIMENSION ZM A(311) ,  ZAR(511)
DIMENSION F ( 3 1 1 )
KIN, KVDU, NIN, NOUT a n d  NLST SPECIFY THE CHANNEL NUMBER 
KIN = CHANNEL ONE FOR INPUTTING DATA FROM VDU 
KVDU = CHANNEL TWO FOR OUTPUTTING DATA TO VDU 
NIN = CHANNEL THREE FOR INPUTTING DATA FROM A FILE 
NOUT = CHANNEL FOUR FOR OUTPUTTING DATA ONTO A FILE  
NLST = CHANNEL SIX FOR OUTPUTTING DATA ONTO A FILE
DATA KIN,  KVDU, NIN, NOUT, NWITH,NLST/1 , 2 , 3 , 4 , 5 , 6 /
READ HEADER INFORMATION FROM MIMESIS OUTPUT FILE
THE P IL E  READ FROM CHANNEL THREE(NIN) CONSISTS OF DATA OF SYSTEM RESPON; 
BEFORE PARAMETER CHANGES.
READ (NIN) NCH
READ (N IN) NSA
READ (N IN) SAM




















N = NUMBER OF SAMPLES FOR EACH PRBS SIGNAL 
N = 511 
READ IN THE FIRST SEQUENCE 
DO 13 I  = 1,  N
READ (NIN) T( I )  , AAA, AA, AA,AA, AA, AA,AA, AA,AA 
CONTINUE
READ HEADER INFORMATION FROM MIMESIS OUTPUT FILE 













INITIATE THE PERFORMANCE INDEX (PFMCID)
PFMCID = 0 . 0  
AN = N









WRITE ( NLST) ADCA2 
WRITS (NLST)ADCA3
READ THE F IR S T  SEQUENCE OF DATA OF SYSTEM RESPONSE AFTER 
PARAMETER CHANGE
DO 20 I  = 1 ,  N 
READ (NWITH) AA, AA, AA, AA, AA, AA, AA, AA, AA, AA 
CONTINUE
READ THE NEXT SEQUENCE FROM BOTH CHANNELS 
AND WRITS DATA TO OUTPUT F IL E
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DO 30 I  = 1,  N
READ ( N I N ) A A , U ( I ) , A A , A A , Y A ( l ) , AA,AA,AA,AA,AA
READ (NWITH) AA,AA,AA,AA,YB( I ) , AA,AA, Z A 1 ( I ) , Z A 2 ( I ) , Z A 3 ( I )
WRITE ( N L S T ) U ( I ) , Y A(I )
WRITE ( N L S T ) Y B ( I ) , Z A l ( I ) , ZA2( I ) , 3A3{I )
WRITE ( K V D U , * ) I , ü ( X ) , Y A ( I ) , Y B ( I )
CONTINUE
CALCULATE THE FREQUENCY INTERVALS ON THE FREQUENCY AXIS
FRE = 1 . 0  /  ( AN*SAM)
DO 40 I = 1 ,  N 
TI  = I
F ( I )  -  TI * FRE 
CONTINUE
CARRY FOURIER TRANSFORMATION
CALL FFTRAN (YA, YAMA, UAR, N)
CALL FFTRAN (YB, YBMA, UAR, N)
CALL FFTRAN (U, UMA, UAR, N)















150 I = 1,  3 
I . E Q . l )  CALL 
I . E Q . 2 )  CALL 
















50 J  = I ,  N
J )  = YBMA(J) -  UMA(J)
= ZMA(J) -  UMA(J)
= ZAR(J)  -  UAR(J)
= 1 0 . 0  ** ( U ( J )  /  2 0 . 0  )
J )  = 1 0 . 0  ** ( ,VMA(J) /  2 0 . 0  )
J )  = U ( J ) * V M A ( J ) * ( C O S ( Y ( J ) * 3 . 1 4 1 5 9 2 6 5 4 / 1 3 0 . 0 ) )  
I . E Q . l )  Z A l ( J )  = ZMA(J)
I . S Q . 2 )  Z A 2 (J )  = ZMA(J)
I . E Q . 3) Z A 3 (J )  = ZMA(J)
CONTINUE
CONTINUE
THE MAGNITUDE IS  IN DECIBEL UNIT
THE FOLLOWING CHANGE dB UNIT BACK TO ACTUAL VALUE 
THE PERFORMANCE INDEX IS  ALSO CALCULATED





A D I F F ( I )  =
1, N
YAMA(I) -  UMA(I) 
YBMA(I) -  UMA(I)
1 0 . 0  ** ( Y A M A ( I ) / 2 0 . 0
1 0 . 0  ** ( Y B M A ( l ) / 2 0 . 0 )  
( YAMA(I) -  YBMA(I) )
A D I F F E ( I )  = ( YAMA(I) -  YBMA(I) )
WRITE (K V D U ,* ) I ,  Y A R E ( I ) , Y A I M ( I ) , Y B R E ( I ) ,  
WRITE ( K V D U ,* ) 1 ,Y A M A ( I ) , YBMA(I) , A D IF F E ( I )  
PFMCID -  PFMCID + A D I F F ( I )
CONTINUE
PFMCID = PFMCID * FRE
( YAMA(I) -  YBMA(I) ) 
YBIM(I)
THE FOLLOWING I S  TO SOLVE THE SIMULTANEOUS EQUATIONS 
CALL SUMPDT ( Z A l ,  Z A l ,  SUMA, 2 00 )
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A ( l , L )  = SUMA
CALL SUMPDT (Z A l ,  ZA2, SUMA, 2 0 0 )
A ( l , 2)  = SUMA
CALL SUMPDT (Z A l ,  ZA3, SUMA, 20 0 )
A( 1 , 3 )  = SUMA
CALL SUMPDT (ZA2, ZAl,  SUMA, 2 0 0 )
A ( 2 , 1) = SUMA
CALL SUMPDT (ZA2, ZA2, SUMA, 2 0 0 )
A ( 2 , 2)  = SUMA
CALL SUMPDT ( ZA2, ZA3, SUMA, 2 0 0 )
A ( 2 , 3 )  = SUMA
CALL SUMPDT ( ZA3, ZAl,  SUMA, 2 0 0 )
A ( 3 , l )  = SUMA
CALL SUMPDT (ZA3, ZA2, SUMA, 2 0 0 )
A ( 3 , 2)  = SUMA
CALL SUMPDT (ZA3, ZA3, SUMA, 2 0 0 )
A ( 3 , 3) = SUMA
CALL SUMPDT (ADIFFE, ZAl,  SUMA, 2 0 0 )
B ( l , l )  = SUMA
CALL SUMPDT (ADIFFE, ZA2, SUMA, 2 00 )
B ( 2 , 1) = SUMA
CALL SUMPDT (ADIFFE, ZA3, SUMA, 2 0 0 )
B ( 3 , 1)  = SUMA
USE A SUBROUTINE IN THE NAG LIBRARY TO SOLVE THE SIMULTANEOUS EQUATION
NA -  3 
MA = 1 
lA  = 4 
IB = 6 
I F A I L  = 0 
IC = 6
DO 1 7 0  I  = 1 ,  3 
DO 130  J  = 1,  3 
D A ( I , J )  = A ( I , J )
CONTINUE 
D B ( I , 1 )  = B ( I , 1 )
CONTINUE
CALL F04AAF ( D A , l A , D B , I B , N A , MA,D C ,IC ,D W K S P C ,IF A IL )
0 0  190  I  = 1,  3 
C ( I , 1)  = D C ( I , I )
CONTINUE
ADCAl = ADCAl + C( 1 , 1 )
ADCA2 = ADCA2 + C ( 2 , l )
ADCA3 = ADCA3 + 0 ( 3 , 1 )
CAI = C A l l  + ADCAl 
CA2 = CA22 + ADCA2 
CA3 = CA33 + ADCA3 
WRITE (KVDU,*) PFMCID 
WRITE (NLST) PFMCID




A program l i s t i n g  o f  the  su b ro u t in e  SUMHTT i s  shown below. This  
r o u t i n e  m u l t i p l i e s  x ( l )  w i t h  Y (I) and s t o r e s  t h e  r e s u l t  i n  
SUM(I), fo r  I  = 1 to  N.
SUBROUTINE SUMPDT (X, Y, SUM, N)
DIMENSION X ( 5 1 1 ) ,  Y ( 5 1 1 )
DATA KIN, KVDU , NIN, NOUT , Î^WITH, N L S T /1 , 2 ,  3 , 4 ,  5 ,  6 /
SUM = 0 . 0
DO 10 I = 1,  N





D.2 Program fo r  p l o t t i n g  g raphs  o f  the system f regency  r e sponse  
b e fo re  and a f t e r  the  o p t i m i s a t i o n  p rocess  has  been c a r r i e d  o u t .
The program, as  shown in appendix D.l,  was implemented r e p e a t e d l y  
f o r  s e v e r a l  t i m e s .  Each t i m e  a f t e r  t h e  p ro g ra m  h a s  been  
i m p l e m e n t e d ,  t h e  s y s t e m  i n p u t  and  o u t p u t  s i g n a l s  a n d  a 
p e r f o r m a n c e  in d e x  w ere  p ro d u c e d .
A program was w r i t t e n  to g e n e r a t e  a  number o f  sys tem f requency  
r e sponses  based upon s e v e r a l  s e t s  o f  the t im e  domain s i g n a l s .  I t  
would then  p l o t  a graph  o f  system frequency re sponses  and a g raph  
o f  s y s t e m  p e r f o r m a n c e  i n d i c e s  v e r s u s  number o f  t e s t s .  A f l o w  
diagram of  t h i s  program i s  shown below:
START
Read inpu t  
d a t a
Choose 
o u tp u t  p e r i p h e r a l
an
C ar ry  ou t  the 
mixed r a d ix  F ou r ie r  
t r a n s f o r m a t io n
P l o t  th e  
f r eq u en cy  response  
d iagram_____
I n i t i a t e  the 
Imaginary  p a r t s  
o f  th e  d a t a
A l i s t i n g  o f  th e  program i s  in  the fo llo w in g  pages,
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THIS PROGRAM PLOTS FOUR FREQUENCY RESPONSES.
EACH FREQUENCY RESPONSE HAS UNDERTAKEN A CORRECTION 
USING SENSITIVITY FUNCTIONS 
ARRAYS USED :
U = SYSTEM INPUT SYSTEM
UMA = MAGNITUDE SPECTRUM OF THE INPUT SIGNAL 
UAR = PHASE SPECTRUM OF THE INPUT SIGNAL
YA = OUTPUT SIGNAL OF THE SYSTEM BEFORE PARAMETER CHANGES
YB = OUTPUT SIGNAL OF THE SYSTEM AFTER PARAMETER CHANGES
YAMA = MAGNITUDE SPECTRUM OF YA
YBMA = MAGNITUDE SPECTRUM OF YB
YAR = PHASE SPECTRUM OF THE OUTPUT SIGNAL 
TEST = NUMBER OF TEST UNDERTAKEN 
P = FREQUENCY INTERVALS ALONG THE X-AXIS 
PFMCID = PERFORMANCE INDEX 
NORK = WORKING ARRAY
IM PLICIT DOUBLE PRECISION (D)
DIMENSION U ( 5 I i ) , UMA(311),  U A R ( 5 I i )
DIMENSION YA(5 1 1 ) ,  Y B ( 5 1 1 ) ,  YAMA(511),  YBMA(Sll )
DIMENSION Y A R (3 1 1 ) ,  T E S T ( I O ) ,  WORK(10),  F ( 5 1 1 )
DIMENSION P F M C ID (3 ,1 0 )
: KIN, KVDU, NIN, NOUT, NWITH a n d  NLST SPECIFY THE CHANNEL NUMBER
: KIN = CHANNEL ONE FOR INPUTTING DATA FROM VDU
: KVDU = CHANNEL TWO FOR OUTPUTTING DATA TO VDU
: NIN = CHANNEL THREE FOR INPUTTING DATA FROM A FILE
: NOUT = CHANNEL FOUR FOR OUTPUTTING DATA TO A FILS
C NNITH = CHANNEL FIVE FOR INPUTTING DATA FROM A FILE
C NLST = CHANNEL SIX FOR OUTPUTTING DATA TO A FILS
C
DATA KIN,KVDU,NIN,NOUT, N W I T H ,N L S T / I , 2 , 3 , 4 , 5 , 6 /
C
C N = NUMBER OF SAMPLES FOR EACH DISCRETE SEQUENCE 
C
N = 511 
AN = N
C
C THE FOLLOWING IS  TO SPECIFY THE OUTPUT PERIPHERAL 
C
WRITE (KVDU,10)
10 FORMAT(* DO 1 FOR BENSON, 2 FOR SUGMA, 3 FOR 4 0 1 4 , ' )
WRITE (KVDU,20)
20 FORMAT ( '  4 FOR 4 0 1 0 ,  5 FOR H P 7 4 7 0 ' )
READ ( K I N , * )  K 
WRITE (KVDU,30)
30 FORMAT ( '  READY TO PLOT')
I F  ( K . E Q . l )  CALL B1302 
I P  ( K . E Q . l )  GO TO 5 
I F  ( K . E Q . 2 )  CALL S 5 6 0 0  
I F  ( K . E Q . l )  CALL T 4 0 1 4  
I F  ( K . E Q . 4 )  CALL T4010  
I F  ( K . E Q . 5 )  GO TO 40  
GO TO 50 
40 CALL HP747





00  60 I = 1,  3
CALL. AXIPOS ( 1 ,  
CALL AXIPOS ( 1 ,  
CALL AXISCA ( 4 ,  
CALL AXISCA ( 3 ,  
CALL AXIDRA ( 2 ,
3 0 . 0 ,  2 5 . 0 ,  1 3 0 . 0 ,
3 0 . 0 ,  2 5 . 0 ,  1 2 0 . 0 ,  
4 ,  0 . 0 0 0 1 ,  0 . 1 ,  1) 
4 ,  0 . 0 ,  0 . 4 ,  2)
1 , 1 )
1)
2)
CALL AXIDRA ( - 1 , - 1 ,  2)
READ IN INPUT DATA
READ THE HEADER INFORMATION, INPUT AND OUTPUT SIGNAL, 
FILTERED ACTUATION SIGNALS










READ (NIN) ADC A 3
DO 30 K = 1,
READ (NIN) U (K ) ,  YA(K)
READ (NIN) YB('K), ZAl,  ZA2, ZA3
CONTINUE
INPUT THE PERFORMANCE INDEX
READ (NIN) P F M C I D ( I , J )
CALCULATED THE FREQUENCY INTERVAL ON THE X-AXIS
F RE = 1 . 0  /  (AN * SAM)
DO 90 K = 1,  N 
T I  = K
F (K )  = TI  * FRE 
CONTINUE
CARRY OUT FOURIER TRANSFORMATION
CALL FFTRAN (YA, YAMA, YAR, N)
CALL FFTRAN (YB, YBMA, YAR, N)
CALL FFTRAN (U, UMA, UAR, N)
OBTAIN THE MAGNITUDE RESPONSE OF THE SYSTEM 
CHANGE THE DECIBEL VALUES TO ACTUAL VALUES
DO 100 K = 1 ,  N
YAMA(K) = YAMA(K) -  UMA(K)
YBMA(K) = YBMA(K) -  UMA(K)
YAMA(K) = 1 0 . 0  ** ( YAMA(K) /  2 0 . 0  )
YBMA(K) = 1 0 . 0  ** ( YBMA(K) /  2 0 . 0  )
CONTINUE
PLOT THE FREQUENCY RESPONSE
I P  ( J . G T . 4 )  GO TO 130 
I F  ( J . E Q . l )  GO TO 110
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GO TO 123 
d GALL GRACUR ( P ,  YAMA, 2 03 )
CALL CHAMOD 
J I P  ( J . E Q . l )  CALL BROKEN(l)
I P  ( J . S Q . 2 )  CALL BR0KEN(3)
I F  ( J . E Q . 3 )  CALL BR0KEN(2)
I F  ( J . E Q . 4 )  CALL BR0KEN(5)








PLOT THE PERFORMANCE INDEX VERSUS THE NUMBER OF TESTS
CALL 3ROKEN(0)
CALL AXIPOS ( 1 , 4 0 . 0 ,  
CALL AXIPOS ( I ,  4 0 . 0  
CALL AXISCA ( 3 ,
CALL AXISCA ( 3 ,
CALL AXIDRA ( 0 ,
CALL AXIDRA ( - 1 ,
DO 140  I  = 1,  3 
DO 150  J  = 1, 10 
AJ = J
T E S T ( J )  = AJ 
WORK(J) = P F M C I D ( I , J )
2 0 . 0 ,  1 3 0 . 0 ,  1) 
, 2 0 . 0 ,  1 5 0 . 0 ,  2) 
1 0 ,  3 . 0 ,  1 0 . 0 ,  1)
5,  0 . 0 ,  5 . 0 E - 5 ,  2)
1 , 1 )
- 1 , 2 )
50 CONTINUE
CALL GRAPOL (TEST, 
I F  ( I . E Q . l )  NSYM = 
I F  ( I . E Q . 2 )  NSYM = 
I P  ( I . E Q . 3)  NSYM = 











1 0 ,  NSYM, 0 )
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SUBROUTINE FFTRAN (X, UMA, UAR, N)
THIS SUBROUTINE PERFORMS FOURIER TRANSFORMATION ON THE
DATA X ( I )  AND PRODUCES THE MAGNITUDE SPECTRUM UMA(l )  
AND THE PHASE SPECTRUM U A R ( l ) .
THE ARRAYS XI ( N)  AND Y1( N)  ARE WORKING ARRAYS
DIMENSION 
DIMENSION 
DO 10 I = 1, 
X I ( I )  = X{ I )  
Y 1 ( I )  = 0 . 0  
CONTINUE 
CALL FFT (XI 
DO 20 I = 1,
X ( 1 0 2 3 ) ,  
XI ( 1 0 2 3 )
N
UMA(1023)
Y l ( 1 0 2 3 )
UAR( 1023)
Y l ,  N, N, N, 1)
N
Y 1 ( I )  = -  Y 1 ( I )
CONTINUE
DO 30 I = 1,  N
UAR( I )  = ATAN2 ( Y l ( l ) ,
I F  ( UAR( I )  . GT.  1 8 0 . 0
I F  ( UAR( I )  . LT.  - 1 8 0 . 0
GO TO 60
UAR( I )  = UAR( I )  -  3 6 0 . 0  
CONTINUE 
UMA(I )  = SORT 




X I ( I )  ) * 1 8 0 . 0  /  3 . 1 4 1 5 9 2 6 5 4  
) GO TO 40 
) UAR( I )  = UAR( I )  + 3 6 0 . 0
( X 1 ( I ) * * 2  + Y 1 ( I ) * * 2  
* LOG10 ( UMA( I ) )
A co m p le te  program l i s t i n g  o f  th e  su b ro u tin e  FFT w hich im plem ents  
t h e  m ix e d  r a d ix  F o u r ie r  t r a n s f o r m a t io n  can  be fou n d  in  t h e  
S in g le t o n ' s  paper
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