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Abstract 
A simple intersection sensitive algorithm for the hidden line elimination problem, was presented by Nurmi 
in 1985. This algorithm has O((n + I) log n) time and space complexities, where n is the number of edges in 
the input scene and I is the number of their intersections on the projection plane. We describe a method that 
reduces the space requirements of the algorithm to O(n) while retaining the time complexity of 0( (n + I) log n). 
Furthermore we show that the algorithm can be easily extended to handle the more general problem of hidden 
surface removal. 
1. Introduction 
Hidden line elimination and its variation of hidden surface removal are among the popular problems 
of computer graphics and computational geometry and have attracted the interest of many researchers 
during the past decade. The hidden line (respectively hidden surface) problem asks for the parts of the 
edges (respectively polygons) of a collection of polygons in 3D space that are visible from a given 
viewing position. Many solutions have appeared for both problems varying in performance as well as 
in generality. Early solutions to the problem were intersection sensitive, i.e., their running times depend 
on the number I of intersections of the projections of the polygons’ edges on the projection plane. The 
fastest intersection sensitive algorithms run in time 0( (n + I) log n) [lO,l l] or O(n log n + I + t) [7] 
where n is the number of edges of the polygons and t is the number of (polygon, polygon) intersections 
in the projection plane. All these solutions require at least O(n + I) storage. 
In more recent years the attention has shifted towards the design of output-sensitive algorithms, 
i.e., algorithms whose running times depend on the size of the output. The best of them run in 
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Oh lSE + n2/3+Ek2/3) [ 1,4] time for an output of size k, where E is an arbitrarily small parameter. 
By restricting the problem in various ways, more efficient solutions can be achieved. When the input 
consists of axis-parallel rectangles there are algorithms that solve the problem in 0( (n + k) log n) time 
[3,8]. For polyhedral terrains the problem can be solved in O((na(n) + /c) log n) time [9] and for a 
set of fat triangles it can be solved in O((n log log n + Ic) log2 n) time [9], where cr(n) is the slow 
growing inverse of Ackerman’s function. 
In this paper we study an intersection-sensitive algorithm for the general case of the hidden line 
problem and show how its storage can be reduced from O((n + 1) logn) to O(n), while keeping 
the running time at O((n + 1) log n). The algorithm we study is due to Nurmi and uses the well 
known plane sweep method. A brief description of this algorithm follows in the next section. The 
modifications that obtain the linear space complexity are described in Section 3. Finally in Section 4 
we propose some simple modifications that allow the algorithm to handle the more general hidden 
surface removal problem. All the modifications keep the overall algorithm quite simple and therefore 
easy to implement. This makes the algorithm attractive when compared to newer output sensitive 
solutions. 
2. Outline of the hidden line algorithm 
We will briefly review the approach to hidden line elimination taken by Nurmi [lo]. The input of 
the algorithm consists of a collection of non-intersecting polygonal faces in 3D space with n edges 
in total, which may be concave and may have holes. The faces are projected to a plane. What we get 
after the projection is a collection of possibly overlapping polygons on the plane. Let I be the number 
of pairwise edge intersections on the projection plane. For ease of description, we assume that each 
edge bounds a single polygon and that there are no vertices or crosspoints of edges with the same 
y-values. We also assume that there are no intersection points of more than two edges. 
The algorithm sweeps the projection plane from top to bottom with a horizontal line. The sweep line 
stops when a vertex or intersection point is encountered. Then the visibility status of the edges incident 
to the vertex or crosspoint, is determined. To do so, the following data structures are maintained during 
the sweep. 
The main structure is a binary balanced tree (called edge tree) which stores in its leaves the edges 
cut by the sweep line (active edges) in sorted order along the sweep line. With each leaf of the edge 
tree we associate a balanced tree which we call the node-list of the leaf. Each node-list stores the 
names of the faces that cover the interval between the edge of the leaf and the edge of its successor. 
The faces in a node-list are stored in increasing depth order along the line of sight. By using the 
method of Swart and Ladner [12] to implement the node-lists, we can copy a node-list in constant 
time and update it in O(logn) time. There is also a priority queue for storing the halting points of the 
sweep line in decreasing y-order. The priority queue initially contains the vertices of the polygons. 
The crosspoints are inserted in the priority queue as soon as they are discovered during the sweep. 
An active edge is visible if the topmost face in its node-list is different from the topmost face in the 
node-list of its predecessor (that is the faces that are visible on each side of the edge are different). 
At each step of the algorithm the sweep-line is advanced to the point that is on the top of the priority 
queue. Then this point is deleted from the priority queue. There are five possible cases that may be 
encountered, depicted in Figs. l-5. The following actions are taken, depending on the case. 
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Fig. 1. Fig. 2. Fig. 3. 
Cases I, 2. The edges et, e2 are inserted into the edge tree. The node-lists of et, e2 are created by 
copying the node-list of the predecessor of el. For Case 1 (Fig. l), the face f they bound, is inserted 
into the node-list of et, while for Case 2 (Fig. 2), it is deleted from its node-list. The edge el and 
its predecessor are checked for intersection. If they intersect then their crosspoint is inserted into the 
priority queue. We do the same with e2 and its successor. 
Case 3. The edges el, e:! are deleted from the edge tree (Fig. 3). The predecessor of et and the 
successor of e2 are checked for intersection. Their crosspoint (if it exists) is stored into the priority 
queue. 
Case 4. The edge el is replaced by e2 in the edge tree (Fig. 4). The visibility status of e2 is the 
same with that of el. We check if any intersection exists between e2 and its successor or predecessor. 
The intersection points are inserted into the priority queue. 
Case 5. The edges ei, e2 are interchanged in the edge tree (Fig. 5). The node-list of e2 is created 
by copying the node-list of its predecessor. If the face f that e2 bounds lies on the right of e2, then 
f is inserted into its node-list else it is deleted from its node-list. The node-list of et is created in a 
similar way. We check if e2 and its predecessor intersect. If they do, the crosspoint is inserted into the 
priority queue. We do the same with et and its successor. 
The sweep line stops at n + I points. At each point a constant number of access and update 
operations are performed on binary balanced tree structures. Therefore the time of the algorithm is 
0( (n+ 1) log n). The storage needed by the algorithm can be no more than the time. Unfortunately, the 
storage may grow as large as 0( (n + 1) log n) as we show in the next section. However, a significant 
improvement can be easily achieved. 
el el 
> 
e2 
e2 
Fig. 4. Fig. 5. 
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3. Reducing the space of the algorithm 
To analyze the space complexity of the algorithm, we take a closer look at the data structures used. 
The edge tree never needs more than O(n) space since there can be at most n edges cut by the sweep 
line at any stage of the sweep. The size of the priority queue can be limited to O(n) by applying the 
modifications of Brown [5]. The structure of Swat-t and Ladner grows by O(logn), in the worst case, 
at each of the n + I halting points, leading to a space of 0( (n + 1) log n). 
In a first attempt to improve the space bound we will replace the structure of Swat-t and Ladner. 
This structure supports the following operation efficiently: create a copy of a binary balanced tree in 
constant time and space. Unfortunately, there is a price to pay for this efficiency: subsequent update 
operations on a copy of a tree, increase the space by O(logn) each, where n is the size of the tree. 
Each update operation takes only O(logn) time. The intuition behind the structure is quite simple: to 
copy a tree, just create a pointer to its root; to update a tree, copy the nodes on the path that is affected 
by the update operation. This technique is also applicable to other tree structures and is known as 
the path copying method (see [6]). The path copying method has been an early attempt to achieve 
persistence of data structures, a notion developed and systematized by Driscoll, Sarnak, Sleator and 
Tarjan in [6]. 
The above discussion suggests the solution to our problem: we must replace the path copying 
structure, with the persistent balanced search trees of Driscoll et al. Following the terminology of [6] 
a data structure is called persistent if it allows access to multiple versions of the structure. There are 
two kinds of persistent structures: a partially persistent structure allows for updates of its latest version 
only; a fully persistent one is more general, permitting updates of any version. In [6] two methods for 
achieving full persistence of a red-black tree are discussed. Using the first method we get a structure 
with O(logn) amortized time and 0( 1) amortized space per update. Using the second method both 
bounds become worst case. Any of the two methods can be employed in order to implement the 
node-lists in the hidden line algorithm, achieving the same overall performance. 
It should have become clear by now how the fully persistent red-black trees apply to our problem. 
We implement the node-lists of the leaves of the edge tree as versions of a persistent red-black tree. 
We observe that in the hidden line algorithm, each node-list of a leaf of the edge tree is created by 
simply copying the node-list of its predecessor and performing an insertion or deletion of an element. 
In a persistent red-black tree this action corresponds to an update of a version of the tree, which 
creates a new version associated with the specific leaf of the edge tree. 
At each halting point a constant number of update operations on the node-lists are performed. Since 
the space cost of each update is O(l), the total space required by the algorithm is O(n + 1). The 
access and update times of the persistent structure are bounded by O(log n), so the overall time of the 
algorithm remains 0( (n + 1) log n). 
Although this is an improvement over the 0( (n + 1) log n) space of the original algorithm, it is not 
satisfactory, because the term I can be as great as n(n2). In order to limit the growth of the persistent 
structure we may afford to rebuild it from scratch at certain stages of the sweep. By charging this time 
to previous steps we can keep a low amortized time-cost per step of O(logn). 
The method we propose is quite simple. At the beginning of the algorithm a counter is initialized 
to zero. The counter is incremented by one, at each halting point. If the counter exceeds cn, for some 
constant c (c = 1 will do), the counter is reset to zero. Every time the counter is reset, we destroy 
the persistent structure used for the node-lists, and rebuild it in the following way: starting from the 
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leftmost leaf in the edge tree, we create the node-list of each active edge by updating the node-list 
of its predecessor. More specifically, the face f that the edge e of the edge tree bounds, is inserted 
(respectively deleted) to the node-list of e’s predecessor, if f lies on the right (respectively left) of e. 
The new version of the node-list is associated with e, while the old version, which is associated with 
e’s predecessor, remains intact. 
There are at most n edges stored in the edge tree, and for each edge its node-list can be constructed 
in O(log n) by updating the node-list of its predecessor. So, the rebuilding takes O(n log n) time. If we 
charge this cost to the cn preceding halting points of the sweep, we get an O(log n) amortized time for 
each halting point. Therefore the overall time complexity of the algorithm is not affected. Furthermore 
the persistent red black tree structure, never occupies more than O(n) space. After each rebuilding the 
space of the structure is O(n), since O(n) updates are made on an initially empty structure. At each 
of the cn intermediate halting points of the sweep the space grows by 0( 1). Therefore the storage 
needed is O(n). 
The choice of the constant c implies a tradeoff between time and space. A large value of c leads to 
fewer rebuildings and therefore implies a big constant factor in the O(n) space complexity, but also a 
small one in the 0( (n + 1) log n) time complexity. Therefore if space efficiency is the issue a small 
value for c is appropriate, while if time is more significant a big value should be chosen. 
It is worth noting that we can tradeoff space efficiency for simplicity by using the structure of Swart 
and Ladner in conjuction with the rebuilding technique. This scheme needs O(n log n) storage but it 
is considerably easier to implement. 
The following theorem summarizes the main result of this section. 
Theorem 3.1. The hidden line elimination problem for a set of arbitrary polygonal faces in 3D space 
with n edges can be solved in O((n + I) logn) time and O(n) storage, where I is the number of 
intersections of the edges on the projection plane. 
4. Hidden surface removal 
In the literature of computer graphics a distinction is made between hidden line elimination and 
hidden surface removal. The former is considered to be a restricted form of the latter, since the visible 
parts of the edges do not always suffice to determine the visible parts of the polygons. Although 
Nurmi’s algorithm maintains enough information to handle hidden surface removal, it is restricted to 
hidden line elimination. Below we describe some modifications of the original algorithm that produce 
the boundaries of the visible parts of each input polygon. 
We will use an array of size p, where p is the number of faces. Each position in the array is associated 
with one of the faces. At each position we store a pointer to a list that contains the boundaries of 
the visible parts of the associated face. We call this list the output-list. The boundaries are stored as 
lists of points. These lists contain the vertices of a visible part of a polygon in the order visited in 
a traversal of the boundary such that the interior of the polygon lies on the left during the traversal. 
Below we describe how to create these lists. 
Each visible active edge holds pointers to the two lists that contain the visible parts of the faces 
visible on each side of the edge. One pointer points to the head of the left list, while the other points 
to the tail of the right list. This convention will allow easy concatenation of two lists. For example in 
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Fig. 6. Fig. 7. Fig. 8. 
the scene of Fig. 6 the edges er , e2, e4, es, eg are active and visible. The left list of e2 contains the 
points labeled 4, 5, 6, 7 in this order, while its right list contains the points 9, 8, 4. 
We assume that both ends of a given list are accessible in constant time. This can be easily achieved 
by keeping two extra pointers for each list. In order to maintain these lists the following actions are 
performed at each step of the algorithm. 
For Cases l-4 (see Section 2), if the edges el and e2 are invisible nothing needs to be done. 
Therefore we assume that ei and e2 are visible. 
Cases I, 2. Two single-element lists are created each containing the common vertex of ei and e2. 
The left pointer of ei (respectively e2) points to the head of the first (respectively second) list and the 
right pointer of el (respectively e2) points to the tail of the second (respectively first) list. 
Case 3. The common vertex of el and e2 is added to each of their left lists. Then we concatenate 
the left list of e2 with the right list of el. To do so we append the head of the left list to the tail of the 
right list. The ends of the resulting list are updated appropriately. If these ends coincide, that is the 
concatenation resulted to a circular list, then a boundary of a visible polygon has been formed. This 
polygon is the polygon visible on the right of ei, so it is the topmost element in its node-list. So the 
boundary is stored at the end of the output-list associated with this polygon. Similarly, we join the left 
list of et with the right list of e2. 
Case 4. The common endpoint of er and e2 is added to each of the left and right lists of el. Both 
lists are associated with e2. 
Case 5. If one of ei, e2 remains invisible after the processing of the intersection point, no action 
is necessary. 
If both edges were visible before the intersection point, then one of them becomes invisible after 
that point (Fig. 7). We assume that er remains visible while the case that e:! remains visible is treated 
similarly. The intersection point is added to both lists of e2. Then the right list of ei is concatenated 
with the left list of e2, as in Case 3. If a circular list occurs we store the newly formed boundary to the 
output-list of the face that is visible on the right of er. The right list of e2 is from now on associated 
with ei, while the left list of ei remains as it was. 
The last subcase to consider is the one that both edges are visible below the intersection point 
(Fig. 8). This is analogous to Cases 1, 2. We assume that el was visible before the intersection point 
while e2 was not, with the reverse case treated similarly. The intersection point is added to the left 
list of el and the resulting list is associated with e2. The right list of ei remains as it was. A new list 
containing the single intersection point of er and e2 is created. The right pointer of e2 is made to point 
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to the tail of this list, while the left pointer of et is made to point to the head of this single-element 
list. 
The general case of a multiple intersection point is treated in a similar manner as in Case 5. The 
details are tedious and therefore omitted. 
The above actions take constant time and space and therefore do not affect the algorithm’s time and 
space bounds. However O(lc) storage is necessary for storing the lists of the boundaries, where Ic is 
the size of the output. 
At the end of the sweep, each output-list of a face contains a collection of boundaries of visible 
parts of this face. There may be many distinct visible parts for a single face. These may be arbitrary 
polygons possibly with holes. If we wish to determine the boundaries of each distinct part we will 
need to perform a second plane sweep. The details of the sweep are straightforward so we only give 
an outline. We sweep the plane in the same fashion as before, that is with a horizontal line moving 
from top to bottom. The halting points of the sweep are the vertices stored in the boundaries of the 
output-list of the face. We store the visible edges of these boundaries that are cut by the sweep-line 
in a binary balanced tree as before. Each interval between two consecutive edges of the tree is either 
covered by a visible part or not. If it is, the name of the part is stored too. When the sweep encounters 
the first vertex ZI of a boundary, we search the tree for the interval that contains the z-value of U. If 
there is a name stored in this interval, then the boundary is internal (boundary of a hole) to the part 
with that name. Else the boundary belongs to a new part, so a new name is stored in the interval 
between the edges incident to ZI. If we perform this sweep for all the faces, the time cost will be at 
most O(k log k), which is within the bound of the hidden surface algorithm. Theorem 4.1 follows. 
Theorem 4.1. The hidden suvace removal problem for a set of arbitrary polygonal faces in 3D space 
with n edges can be solved in O((n + I) 1 o n g ) t ime and O(n + k) storage, where I is the number of 
intersections of the edges on the projection plane and k is the output size. 
5. Conclusion 
We have shown how to modify a known hidden line algorithm in order to reduce its space require- 
ments and extend it to hidden surface removal. These modifications do not affect the 0( (n + 1) log n) 
time bound of the algorithm. Tradeoffs between time and space, as well as between space efficiency 
and simplicity are inherent in our scheme. 
As a final remark, we note that the use of parallel projection cited in [lo], should not be considered 
restrictive; the more general and realistic perspective projection can be employed as well. 
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