We characterize the connected components of the subset CN * of H ∞ formed by the products bh, where b is Carleson-Newman Blaschke product and h ∈ H ∞ is an invertible function. We use this result to show that, except for finite Blaschke products, no inner function in the little Bloch space is in the closure of one of these components. Our main result says that every inner function can be connected with an element of CN * within the set of products uh, where u is inner and h is invertible. We also study some of these issues in the context of Douglas algebras.
Introduction
Let H ∞ be the Banach algebra of bounded analytic functions in the unit disk D with the norm f ∞ = sup z∈D |f (z)|. A function in H ∞ is called inner if it has radial limits of modulus one at almost every point of the unit circle ∂D. A Blaschke product is an inner function of the form
where m is a nonnegative integer, λ ∈ ∂D and {z n } is a sequence of points in D \ {0} satisfying the Blaschke condition n (1 − |z n |) < ∞. If λ = 1, we say that b is normalized. Given a Blaschke product b, we denote by Z(b) = {z n } the sequence of its zeros repeated according to their multiplicity. A classical result by O. Frostman tells us that for any inner function u, there exists an exceptional set E = E(u) ⊂ D of logarithmic capacity zero such that the Mobius shift (u − α)/(1 −ᾱu) is a Blaschke product for any α ∈ D \ E (see [4] or [5, pp. 79] ). Hence, any inner function can be uniformly approximated by Blaschke products.
The set of invertible functions in H ∞ will be denoted by (H ∞ ) −1 and it consists of those functions h ∈ H ∞ satisfying inf |h(z)| > 0, where the infimum is taken over all points z ∈ D. Let I
* be the open set in H ∞ of functions of the form f = uh, where u is an inner function and h ∈ (H ∞ ) −1 . Equivalently, I * consists of those functions in H ∞ whose non-tangential limits on the unit circle are bounded below away from zero. A result by Laroco asserts that I * is dense in H ∞ (see [14] ).
A sequence of points {z n } of the unit disk is called an interpolating sequence if for any bounded sequence of complex values {w n }, there exists a function f ∈ H ∞ with f (z n ) = w n , n = 1, 2, . . . A celebrated result by Carleson ([2] or [5, pp. 287] ) asserts that {z n } is an interpolating sequence if and only if
where b is the Blaschke product with zeros {z n }. Although interpolating Blaschke products comprise a small subset of all inner functions, they play a central role in the theory of the algebra H ∞ . See for instance the last three chapters of [5] . Marshall proved that finite linear combinations of Blaschke products are dense in H ∞ (see [15] ). Later, this result was sharpened in [6] by showing that one can use interpolating Blaschke products. However, the following problem remains open. This question was posed in [13] and [5, pp. 420 This is really a question of approximation in BMO. Recall that a function f ∈ L 1 (∂D) is in the space BMO if
where the supremum is taken over all arcs I ⊂ ∂D of the unit circle and f I = |I|
f is the mean of f over the arc I. A classical result by Fefferman and Stein says that a function f ∈ L 1 (∂D) is in BMO if and only if f can be written as f = r +s, where r, s ∈ L ∞ (∂D). Heres means the harmonic conjugate of s. Moreover, f * is comparable to f BM O = inf{ r ∞ + s ∞ }, where the infimum is taken over all possible decompositions f = r +s + c, where c is a constant. It is easy to see that Problem 1.2 has a positive answer if and only if for any inner function u and any ε > 0, there exists an interpolating Blaschke product b such that a suitable branch Arg(u/b) of the argument of the function u(ξ)/b(ξ), ξ ∈ ∂D, satisfies Arg(u/b) BM O ≤ ε.
In other words, Problem 1.2 is the BMO-version of Problem 1.1.
In connection with the theory of Toeplitz operators on Hardy spaces and the existence of unconditional basis of reproducing kernels in model spaces, Nikolskii proposed the following weak version of Problem 1.2, which is also still open [23, pp. 210 ] (see also [24, pp. 91-93] ). Problem 1.3. For any inner function u, is there an interpolating Blaschke product b such that dist(ub, H ∞ ) < 1 and dist(bū, H ∞ ) < 1?
An equivalent formulation is to ask whether there is an interpolating Blaschke product b and h ∈ (H ∞ ) −1 such that u − bh ∞ < 1 (see [23, pp. 220 
]).
A Blaschke product b is called a Carleson-Newman Blaschke product if it can be decomposed as a finite product of interpolating Blaschke products, or equivalently, if
(1 − |z|)δ z is a Carleson measure. Here δ z denotes the Dirac measure at the point z. Recall that a complex-valued measure µ in the unit disk is called a Carleson measure if there exists a constant C > 0 such that
for any function f in the Hardy space H 1 . The infimum of such constants C is denoted by µ c . It is well known that any Carleson-Newmann Blaschke product can be approximated uniformly by interpolating Blaschke products (see [16] ). Thus, one can interchange interpolating and Carleson-Newman Blaschke products in the questions above, as well as in the rest of the paper. Let CN * be the open set in H ∞ of functions of the form f = bh where b is a Carleson-Newman Blaschke product and h ∈ (H ∞ ) −1 . Equivalently, CN * consists of those functions f ∈ H ∞ for which there exists a number 0 < r < 1, such that for any z ∈ D one has sup{|f (w)| : |w − z| < r(1 − |z|)} > 0.
The main purpose of this paper is to study the connected components of I * and CN * . This shall lead us to answer natural analogues of Problems 1.2 and 1.3, as well as to consider a number of related questions. The components of the set of inner functions has been considered by Herrero in [10] and by Nestoridis in [19] and [20] .
A continuous version of Problem 1.2 can be stated as follows: given an inner function u, does there exist a path in CN * (except for the final point) which ends at u? Or more basically, is any inner function in the closure of a connected component of CN * ? We prove that the answer to both questions is negative. Recall that an analytic function f on the unit disk is in the little Bloch space if
Blaschke products with finitely many zeros are in the little Bloch space but it also contains many other inner functions. We prove in Theorem 2.10 that any inner function in the little Bloch space which is not a finite Blaschke product does not belong to the closure of a single component of CN * . The proof uses a description of the connected components of CN * given in Theorem 2.7. Roughly speaking, the component of a function f ∈ CN * is described in terms of the zeros of f and the Fefferman-Stein decomposition of the Cauchy integral of a path measure associated to those zeros.
In contrast to the situation described above for functions in the little Bloch space, any component of I * contains an element of CN * . This is stated in the main result of the paper, Theorem 3.7. It can be understood as a positive answer to a weaker version of Problem 1.3. Actually, if u − bh ∞ < 1, the segment γ(t) = u + t(bh − u), where t ∈ [0, 1], is contained in I * and joins γ(0) = u with γ(1) = bh. Our proof shows that there exists a universal constant N such that for any inner function u there is a polygonal γ : [0, 1] → I * formed by at most N segments so that γ(0) = u and γ(1) ∈ CN * . The proof is constructive and it is the deepest part of the paper. It uses a Carleson contour decomposition and a discretization of harmonic measures in its interior. This provides a path in L ∞ (∂D) which can be lifted to I * .
We will abbreviate Carleson-Newman Blaschke product by CNBP. The paper is organized as follows. Section 2 contains the description of the components of CN * and the result on inner functions in the little Bloch space. Section 3 is devoted to the main result of the paper. Finally, in Section 4 we relate the previous results to Douglas algebras, present an example that illustrates the fact that two arbitrary functions in I * or CN * can be multiplied by a CNBP into a single component, and mention some open problems.
2 The connected components of CN * Let µ be a finite complex measure in the complex plane. Let C ε (µ) be its truncated Cauchy integral defined in the unit circle as
It was shown by Mattila and Melnikov that the Cauchy integral defined as C(µ)(e iθ ) = lim ε→0 C ε (µ)(e iθ ) exists at almost every point e iθ ∈ ∂D (see [17] ). This was a consequence of the following weak-L 1 estimate: there is a universal constant C such that for any λ > 0, |{e iθ ∈ ∂D : C * (µ)(e iθ ) > λ}| < Cλ −1 µ . Here C * (µ) denotes the maximal Cauchy transform defined as
We start with a well-known result on Cauchy's integrals of Carleson measures which will be used later. For 0 < p < ∞ let H p be the Hardy space of analytic functions f in the unit disk for which
and H p 0 be the subspace of those f ∈ H p with f (0) = 0.
Lemma 2.1. Let µ be a complex-valued Carleson measure on D and for 0 < r < 1, let µ r be its restriction to the disk rD. Then
. It is obvious that h r (e iθ ) = e iθ C(µ r )(e iθ ) can be extended to a function in H ∞ , and for f ∈ H 2 we have
By the Cauchy-Schwarz inequality
Then the weak-L 1 estimate tells us that C(µ r ) converges in measure to C(µ) as r tends to 1. Thus h(e iθ ) = e iθ C(µ)(e iθ ) at almost every point e iθ ∈ ∂D and (1) and (2) follow. 
at almost every point e iθ ∈ ∂D, where e iγ = k≥1
, and we are interpreting here that z/|z| = |z|/z = −1 when z = 0.
Proof. We can assume that
Observe that
where the imaginary part of Log (1 − w) varies between −π/2 and π/2 for w ∈ D. Hence,
where Arg (1 − w) denotes the principal branch of the argument, which for w ∈ D takes values between −π/2 and π/2 . According to (2.1) one deduces
Here b N (respectively b * N ) denotes the Blaschke product formed with the first N zeros of
, there is a subsequence N j such that the convergence holds pointwise almost everywhere on ∂D, and since the same holds for the partial Blaschke products b N and b * N , we can assume that the subsequence N j achieves the three convergences at once. Furthermore, since
converges to a certain point e iγ of the unit circle. Therefore, the Corollary follows by taking limits in both members of (2.2).
Given a Carleson-Newman Blaschke product we denote by µ b the Carleson measure given by µ b = (1 − |z|)δ z where the sum is taken over all zeros z ∈ D of b counting multiplicities. Given a function v ∈ L 1 (∂D), letṽ be its harmonic conjugate normalized so thatṽ(0) = 0.
Corollary 2.4. Let b be a CNBP with zeros {z
Proof. We can assume that b and b * are normalized. Write σ = σ k , where σ k is the path measure in the segment from z k to z * k . Then σ c ≤ C(α) µ b c , with C(α)→0 as α→0. Therefore, given η > 0, we can choose α = α(η) small enough so that σ c < η. By Lemma 2.1 one has that C(σ) BM O ≤ Cη, and the Fefferman-Stein decomposition of BMO gives 2Im C(σ) = u +ṽ, where
, where γ is the constant appearing in Lemma 2.3. By Lemma 2.3, at almost every point of the unit circle one has
and consequently
It is worth mentioning that two interpolating Blaschke products could be uniformly close but still have zero sets which are hyperbolically far away one from the other. For instance consider the singular inner function s(z) = exp((z + 1)/(z − 1)), z ∈ D. For α ∈ D let s α be its Mobius shift given by s α = (α − s)/(1 − αs). It is easy to see that for any α ∈ D \ {0}, the function s α is an interpolating Blaschke product. It is clear that s α and s β are uniformly close if |α| + |β| is small, but in this case, the hyperbolic distance between its zero sets is bounded below by log(log |α|/ log |β|) when |α| < |β|. Taking α = β 2 we see that the distance between their respective zeros is bounded below by log 2.
Lemma 2.5. For 0 ≤ t ≤ 1, let u t be an inner function and
We remark that the above lemma is false without taking modulus, that is, the continuity of t → u t h t in H ∞ does not imply the continuity of t → u t . An example will be given in Section 4 as a consequence of Proposition 4.5.
Then there is a reordering {z Proof. Let {z k (t) : k = 1, 2, . . .} be the zeros of b t . By compactness it is enough to prove that given 0 < ε < 1, for any t 0 ∈ [0, 1] there is an open neighborhood V of t 0 in [0, 1] depending on t 0 , such that whenever t ′ , t ′′ ∈ V , there is a reordering of the zeros of
Now, if z i ∈ Z(b t 0 ) belongs to the same sequence S k as some of the points z j l , say z j 1 , then for every z ∈ O,
. Thus, ∆ i cannot meet O, which implies that O is indeed one of the connected components of ∆ j , and that the hyperbolic distance between two of these components is ≥ 1/4.
Since b t 0 is a CNBP, there is some η > 0 such that
for all z ∈ D and t ∈ V t 0 . Then
Together with (2.3), this implies that every (simply) connected component Ω of the set {|b t 0 | < η} has hyperbolic diameter bounded by ε/2. The lemma will follow if we show that b t 0 and b t have the same number of zeros in Ω for t ∈ V t 0 . By a conformal mapping between Ω and D and the first paragraph of the proof, it is enough to show that if B t are finite Blaschke products such that |B t | varies continuously for 0 ≤ t ≤ 1, then they have the same degree. By compactness, the degrees are bounded and there is some 0 < r < 1 such that Z(B t ) ⊂ rD for all t. Furthermore, composing at the right side by some automorphism of D we can also assume that B t (0) = 0 for all t. If we write α j , with 1 ≤ j ≤ n(t), for the zeros of B t counting multiplicities, Jensen's formula gives
Since the right member of the equality is a continuous function of t, so is r n(t) , which means that n(t) is constant.
We are ready now to prove our characterization of the components of CN * .
Theorem 2.7. Let b, b * be CNBP and h ∈ (H ∞ ) −1 . Then b and b * h can be joined by a path contained in CN * if and only if the following two conditions hold
(2) if σ = σ k , where σ k is the path measure on the segment from z k to z * k , then
Proof. Let us first discuss the sufficiency of the conditions (1) and (2) . Suppose that {z k } and {z *
Hence, there is a constant ε > 0 independent of t such that
Let α = α(ε/2, C 1 ) < 1 be the quantifier of Corollary 2.4 and choose points 0 = t 0 < · · · < t n = 1 in the interval [0, 1] such that β(z k (t), z k (t ′ )) < α for all k ≥ 1, whenever t and t ′ belong to the same interval [t j , t j+1 ], j = 0, 1, . . . , n − 1. By Corollary 2.4, for each 0 ≤ j < n there is g j+1 ∈ (H ∞ ) −1 such that
Here σ t j ,t j+1 is the sum of the path measures from
Moreover, by Rouche's Theorem on each connected component of Ω j it has as many zeros as b t j . Hence,
is a segment contained in CN * which joins b t j and b t j+1 g j+1 . Thus, b and b tn g 1 . . . g n can be joined by a polygonal contained in CN
and that C(σ) = C(σ t 0 ,tn ) on the unit circle . So far we have proved that if b and b * satisfy (1) there is g ∈ (H ∞ ) −1 that satisfies (2) and such that b and b * g can be joined by a path contained in CN * . If h ∈ (H ∞ ) −1 is any function that satisfies (2) then log |h| |g| = log |h| − log |g| ∈ L ∞ (∂D), which implies that h = ge f for f ∈ H ∞ . This means that h and g are in the same connected component in (H ∞ ) −1 . This proves the sufficiency.
The necessity of (1) follows from Lemma 2.6. Let us now prove that (2) is also necessary. Let γ : [0, 1] → CN * be a path joining γ(0) = b and γ(1) = b * h. Thus γ(t) = b t h t , where b t is a CNBP and h t ∈ (H ∞ ) −1 . By compactness, there exists a constant K ≥ 1 such that K −1 ≤ |h t (z)| ≤ K for any z ∈ D and any 0 ≤ t ≤ 1. Let 0 < ε < K −2 be a number satisfying (2.4) and choose points 0 = t 0 < t 1 < . . . < t n = 1 that simultaneously satisfy (2.5) and b t h t − b s h s ∞ < ε 2K for any t, s ∈ [t j−1 , t j ] and j = 1, 2, . . . , n. The existence of such points follows from Corollary 2.4 and the first paragraph in the proof of Lemma 2.6. Hence, on ∂D we have
which leads to
Consequently, g j+1 h t j h −1 t j+1 = e f with f ∈ H ∞ , which means that
Summing from j = 0 to n − 1 we get
Since g satisfies (2), so does h.
It is important to notice that the invertible function h of the above theorem is associated to the particular reordering of the zeros of b * . Indeed, there could exist two different reorderings of {z * k } satisfying condition (1) of the theorem that lead to respective functions
An example of this phenomenon is given in Section 4, where in addition b = b * . We also remark that instead of taking segments in the above proof, we can use an equicontinuous family (with respect to the hyperbolic metric) of curves joining z k with z * k with bounded hyperbolic length. In the proof of the theorem we have also showed the following Proof. We argue by contradiction. Assume there exists a sequence b n of CNBP and a sequence of functions h n ∈ (H ∞ ) −1 such that b n h n ∈ Ω and sup{||u(z)| − |b n (z)h n (z)|| : z ∈ D} → 0. Then |h n | tend to 1 uniformly on ∂D, and since h n are invertible, it follows that |h n |→1 uniformly on D. Hence,
Therefore, there is n 0 such that ||u(z)| − |b n 0 (z)
when k→∞. By Theorem 2.7 there is no h ∈ (H ∞ ) −1 such that b n h and b n 0 connect in CN * , which is a contradiction.
3 On the components of I * We say that a Blaschke product b is floating if there is a sequence 0 < r n < 1, tending to 1, such that inf θ |b(r n e iθ )|→1 as n → ∞. Proof. Let Z(b) be the zeros of b counting multiplicities. Given any 0 < r < 1 and β < 1, there are constants r 0 , r 1 , with r < r 0 < r 1 < 1, such that if B 0 is the Blaschke product whose zeros are the zeros of b that lie in {|z| ≤ r} ∪ {|z| ≥ r 1 }, then inf θ |B 0 (r 0 e iθ )| > β. Thus, if 0 < β k < 1 is a sequence tending to 1 and 0 < r 1 < 1 is given, we can inductively construct a sequence r k < r k+1 → 1, such that if B k is the Blaschke product whose zeros are those of b that lie in {|z| ≤ r k−1 } ∪ {|z| ≥ r k+1 }, then inf θ |B k (r k e iθ )| > β k for all k > 1. Define b 1 and b 2 as the Blaschke products whose zeros are respectively
Then |b 1 (z)| > β 4k+2 if |z| = r 4k+2 and |b 2 (z)| > β 4k if |z| = r 4k for all k ≥ 1. It is also clear
We say that an open set G ⊂ D is non-tangentially dense if for almost every e iθ ∈ ∂D, G contains truncated cones Λ r α (e iθ ) = {z ∈ D : |z − e iθ | < α(1 − |z|), |z| > r}, r < 1 < α of arbitrarily large opening α. Since an inner function u has non-tangential limits of modulus 1 at almost every point of ∂D, the set {z ∈ D : |u(z)| > δ} is non-tangentially dense for any 0 < δ < 1. Next we state several technical results that will be used in the proof of our main theorem. Then u 0 and u 1 h can be joined by a path contained in I * .
Proof. First observe that for any t ∈ [0, 1], the function g t = u 0 exp(t log(u 1 h/u 0 )) is a bounded analytic function on a neighborhood of D \ Ω. Moreover,
Observe that |h| ≤ |g t | ≤ 1 on the unit circle and
Fix F ∈ H 1 . Cauchy's Theorem and a limit argument shows that
Indeed, since u 0 is a floating Blaschke product, there are r j →1 such that inf |z|=r j |u 0 (z)|→1. By condition (1) the circles |z| = r j do not meet Ω if j is sufficiently large. Let Ω k , k ≥ 1, be the connected components of Ω. By Cauchy Theorem,
By condition (2),
by the dominated convergence theorem, observing that |g(r j w)F (r j w)| is bounded by the non-tangential maximal function of F at w. This proves (3.6). Hence,
implying that at almost every point of ∂D one has
In particular, f t ∈ I * for every t ∈ [0, 1].
is continuous, and consequently there is a finite partition of [0, 1], 0 = t 0 < t 1 < · · · < t n = 1, such that u 0 e t j log
which together with (3.7) implies that the three quantities
are bounded above by 3 5 inf ∂D |h| for 0 ≤ j < n. So, for any function in the segment joining f t j with f t j+1 , that is for any 0 ≤ s ≤ 1, (3.8) says that
and the same holds for the segments joining u 0 with f t 0 , and f tn with u 1 h. Hence, all these segments are contained in I * and their union is a path in I * between u 0 and u 1 h.
We shall also use the following version of Proposition 3.2. exist at almost every point e iθ ∈ ∂D and define a function in BMO(∂D).
Then there is h ∈ (H ∞ ) −1 with h ∞ ≤ 1 such that (3) and (4) of Proposition 3.2 hold.
Proof. Write γ = log(
By hypothesis, on the unit circle one can decompose log(
Taking h = e −(s+γ+is) we have e −2γ ≤ |h| ≤ 1. Thus (4') implies (4) . Define log(u 1 h/u 0 ) = log(u 1 /u 0 ) − (s + γ + is). Therefore, at almost every point of the unit circle one has log(
and (3) of Proposition 3.2 holds. Observe also that log(
In certain cases, at almost every point of the unit circle the logarithm of the quotient of two Blaschke products can be written as a Cauchy integral of a Carleson measure. For each j ≥ 1 fix a point ξ j ∈ Γ j . Then, there is a constant C 1 such that for any z ∈ D \ Ω,
where γ(ξ j , ξ) denotes the arc contained in Γ j which goes from ξ j to ξ in the counterclockwise direction, defines a logarithm of u/b in D \ Ω. Moreover, there exists a constant C 2 such that
for almost every z ∈ ∂D.
is harmonic with respect to ξ in the interior of Γ = ∪Γ j . Then
and the same holds for b. So, for any z ∈ D \ Ω,
On the other hand, for j = 1, 2, . . . and z ∈ D \ Ω, 10) because Γ j dν = 0. From (3.9) and (3.10), we deduce that there exists a constant
is a logarithmic branch of u/b. Using Fubini, one gets
given that χ γ(ξ j ,v) (v) = χ γ(v,ξ j ) (v) and ν(Γ j ) = 0. This gives the first statement. To prove the second identity, consider the functions
which according to Lemma 2.1, f ∈ H 2 0 and g ∈ H 2 . Observe that log(u/b) = f + g on ∂D. Since log |u/b| = 0 = Re (f + g), the real part of the function g + f ∈ H 2 vanishes. Hence, g = −f + ic, where c ∈ R is a constant, meaning that at almost every point of the unit circle, log
Given a Blaschke product u, we will construct an interpolating Blaschke product b and a Carleson contour Γ = ∂Ω verifying Lemma 3.4. The system of rectifiable Jordan curves Γ j appearing in Lemma 3.4 is presented in the following result which is part of the proof of [22, Lemma 3.2] . An explicit proof can be found in [11, Lemma 2] . This is a variation of the classical corona construction given by Carleson in [3] .
Lemma 3.5. Let u ∈ H ∞ with u ∞ = 1. Let 0 < δ < 1 be a fixed constant. Then there exist a constant ε = ε(δ) > 0 and a system Γ = ∪Γ j of disjoint rectifiable Jordan curves Γ j such that
(c) The arclength on Γ is a Carleson measure λ Γ with λ Γ c ≤ C, where C is a universal constant independent of u and δ.
Lemma 3.6. Let u be a Blaschke product and Γ be a Jordan curve contained in D. Let int Γ denote the interior of Γ, and consider the sum of harmonic measures
where diam ρ L = sup{ρ(z, w) : z, w ∈ L}.
Proof. By harmonicity
for z ∈ int Γ and w ∈ L. Summing on z ∈ Z(u) we obtain
We are ready now to prove the main result of the paper. Proof. Using a Mobius transformation we can assume that u is a Blaschke product. By Lemma 3.1 we can assume that u is a floating Blaschke product. Let 0 < δ < 1 be a small constant to be chosen later. Consider the contour Γ given by Lemma 3.5 and decompose u as u = u 1 u 2 into two Blaschke products u 1 , u 2 , where u 1 is formed with the zeros z of u that lie inside the interior of Γ such that β(z, Γ) > 1. For each zero z of u 2 , part (b) of Lemma 3.5 provides a point w ∈ D such that β(z, w) ≤ 16 and |u 2 (w)| ≥ |u(w)| > ε(δ). This implies that u 2 is a Carleson-Newman Blaschke product. For each component Γ k of Γ consider the measure
where ω(z, ξ, Ω) denotes the harmonic measure from a point z ∈ Ω in the domain Ω ⊂ D. Hence, the total mass ν u 1 (Γ k ) is the number of zeros of u 1 in the interior of Γ k , which is finite by (a) of Lemma 3.5, given that u is floating. Split each Γ k into closed arcs that are pairwise disjoint except for the extremes {Γ k,i : 1 ≤ i ≤ ν u 1 (Γ k )}, with ν u 1 (Γ k,i ) = 1 for all i, and locate a point w k,i in Γ k,i . Let b 1 be the Blaschke product with zeros {w k,i :
Part (c) of Lemma 3.5 and Lemma 3.6 show that b 1 is a CNBP.
The theorem will follow if we show that the functions u and b 1 u 2 satisfy the four conditions of Proposition 3.3 when δ is sufficiently small. Applying Lemma 3.4 to u 1 and b 1 , we see that at almost every point of ∂D,
where ν = ν u 1 − ν b 1 . By (c) of Lemma 3.5 and Lemma 2.1, log(u 1 /b 1 ) belongs to BMO(∂D), where log(u 1 /b 1 ) BM O is bounded by an absolute constant (independent of u and δ). Since u/u 2 b 1 = u 1 /b 1 , only (1) of Proposition 3.2 remains to be proved. This will follow if we show that there is a constant c(δ) such that
Fix z ∈ D with β(z, Int Γ) ≥ 1 and observe that log 1
Split the integral over Γ as integrals over Γ k,i and consider the families of short and long arcs defined by
where C 1 and C 2 are universal constants. Hence
Clearly,
where C 1 is the universal constant in (3.13) and m = (1 − |α k,i | 2 )δ α k,i . Next we will show that m is a Carleson measure whose Carleson norm is bounded independently of z. Let Q 
where K is another universal constant. Applying (3.14) and (3.15) in (3.12) we get
Since (a) of Lemma 3.5 says that |u(z)| ≤ δ when β(z, int Γ) = 1, and we can assume that 2C 2 ≥ 1,
which together with the maximum modulus principle proves (3.11). Summing up, if δ is sufficiently small, we can apply Propositions 3.2 and 3.3 to deduce that there exists h ∈ (H ∞ ) −1 such that u and u 2 b 1 h can be joined by a path contained in I * .
Remark 3.8. A careful examination of the proofs of Proposition 3.2 and Theorem 3.7 shows that there exists a universal constant N such that any inner function can be joined in I * to a function in CN * by a polygonal formed by the union of at most N segments.
Applications and examples

The invertible group of a Douglas algebra
Given an inner function u, the Douglas algebra 
Here we are looking at the functions of H ∞ as defined on the whole maximal space M(H ∞ ) (that is, we are identifying f ∈ H ∞ with its Gelfand transform). Given two inner functions u 0 and u 1 , it is well known that
Lemma 4.1. For 0 ≤ t ≤ 1 let u t be an inner function such that the mapping t → |u t | is continuous from
In particular,
Proof. For any t 0 ∈ [0, 1] we have |u t (z)| − 1/8 ≤ |u t 0 (z)| ≤ |u t (z)| + 1/8 for all z ∈ D whenever |t − t 0 | is small enough. Therefore, for these values of t one has
The first inclusion implies that u
, and since u
Analogously, the second inclusion shows that
. Furthermore, let δ n > 0 be a sequence that tends to 0 and denote I = [0, 1]. The set
So, by compactness there is some n such that
An immediate corollary of Lemma 4.1 is that if u t (0 ≤ t ≤ 1) are inner functions such that |u t | varies continuously in ∞ and u 0 is a floating Blaschke product, then inf θ |u 0 (r n e iθ )|→1 ⇒ inf θ |u t (r n e iθ )|→1 uniformly on 0 ≤ t ≤ 1.
In particular, u t is a floating Blaschke product for all t. Observe that this argument shows that in Propositios 3.2 and 3.3, the inner function u 1 is also a floating Blaschke product. If A is a commutative Banach algebra with unit, and A −1 is the group of invertible elements, the connected component of the unit in A −1 is exp A = {e a : a ∈ A}. Therefore, two elements a, b ∈ A −1 are in the same component if and only if b ∈ a exp A. Proof. 
Thus, by choosing η > 0 small enough so that sup Mu 0 Λ η < 1/4, we get that 
can be approximated by a polygonal p(t) formed by segments joining finitely many functions of the form
implements a path in I
* between bu 0 and bu 0 e f = bh 1 u 1 . Since each for all t ∈ [0, 1]. Hence, bu 0 and bh 1 u 1 are in the same connected component of (H
where the last equality holds because the hypothesis
. So, multiplying the above formula by b we obtain (1). If γ > α b (∞) there is a sequence {z n } such that β(z n , Z(b))→∞ and b(z n )→λ, with α b (∞) < |λ| < γ. The last of these inequalities implies that b λ = (λ − b)/(1 − λb) is a CNBP, and consequently β(z n , Z(b λ ))→0 when n→∞. Hence, there is a subsequence of zeros of b λ , say {w k }, such that β(w k , Z(b))→∞. By Theorem 2.7, b and b λ cannot be joined by a continuous path contained in CN * , which means the path b tλ , with 0 ≤ t ≤ 1, cannot consist entirely of CNBP. In other words, there is t 0 , 0 ≤ t 0 ≤ 1 such that b t 0 λ vanishes at some point of Γ H ∞ , a contradiction.
Nice Blaschke products
A description of the CNBPs b that satisfy α b (∞) = 1 in terms of the distribution of their zeros can be found in [21] . The techniques are based on a previous result by Bishop [1] , where he characterized the Blaschke products in the little Bloch space B 0 in terms of their zeros. Not surprisingly, the distribution of the zeros in both cases are diametrically opposed. Similarly, we have seen in Theorem 2.10 the bad behaviour of the Blaschke products in B 0 with respect to the components of CN * , and next we show how nicely behaves a CNBP b with α b (∞) = 1. Proof. First assume that α b (∞) = 1. We prove the nontrivial inclusion. So, suppose that u t h t ∈ I * is a path, where u t is inner, h t ∈ (H ∞ ) for all t. In particular, u t never vanishes on Γ H ∞ and therefore it is a CNBP. Thus, the path is actually in CN * . Now suppose that α b (∞) < 1. Then by Corollary 4.3 there is some w ∈ D such that b w = (w − b)/(1 − wb) vanishes at some point of Γ H ∞ . Thus, hb w ∈ I * (hb) \ CN * (hb).
In [20] Nestoridis proved that if u is an inner function such that for every 0 < ε < 1, the hyperbolic diameter of the components of {z ∈ D : |u(z)| < ε} is bounded by a constant depending on ε, then u and zu cannot be joined by a path of inner functions. Since it is clear that such u must be a CNBP satisfying α u (∞) = 1, Corollaries 4.4 and 2.8 imply that there is no h ∈ (H ∞ ) −1 such that uh and zuh are in the same component of I * .
Oddities
Proposition 4.5. Let f, g ∈ I * . Then there is a CNBP b such that bf and bg can be joined by a path contained in I * . Moreover, if f, g ∈ CN * , then b can be chosen such that bf and bg are joined by a path contained in CN * .
Proof. As will be explained later, only the second statement needs to be proved. So let f, g ∈ CN * . It is known that Γ H ∞ is totally disconnected (see [25, Thm. 3.4] In [12] Jones used interpolating Blaschke products to find a constructive method of obtaining the Fefferman-Stein decomposition of a BMO function. Our next result points in the same direction.
Corollary 4.6. Let u be a real-valued function in L ∞ (∂D), and letũ be its harmonic conjugate. Then there exists a CNBP b with zeros {z k } and a permutation of these zeros {z * k } with sup β(z k , z * k ) < ∞ such that if σ is the measure associated to these zeros by the comments preceding Lemma 2.3, thenũ ∈ Im C(σ) + L ∞ (∂D). 
