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Abstract
We combine two (not necessarily commutative or co-commutative) multiplier Hopf (*-)algebras to
a new multiplier Hopf (*-)algebra. We use the construction of a twisted tensor product for algebras,
as introduced by A. Van Daele. We then proceed to find sufficient conditions on the twist map for
this twisted tensor product to be a multiplier Hopf (*-)algebra with the natural comultiplication. For
usual Hopf algebras, we find that Majid’s double crossed product by a matched pair of Hopf algebras
is exactly the twisted tensor product Hopf algebra according to an appropriate twist map. Starting
from two dually paired multiplier Hopf (*-)algebras we construct the Drinfel’d double multiplier
Hopf algebra in the framework of twisted tensor products.
 2003 Published by Elsevier Inc.
Introduction
The aim of this paper is to find a way in which two multiplier Hopf (*-)algebras can be
combined to a new multiplier Hopf (*-)algebra. If one considers smash products of non-
co-commutative (multiplier) Hopf algebras, the (multiplier) Hopf algebra is lost, see [2–8].
Majid considers two ways in which smash products of Hopf algebras can be generalized
by considering a second action, bicrossproducts and double crossproducts. If one combines
two Hopf algebras A and B into a double crossproduct, then A acts on B (B A) and B acts
on A (B A) simultaneously. Under the “matching conditions,” see [6, Proposition 3.12]
one can form the double crossproduct Hopf algebra (A × B,∆). Both actions twist the
multiplications of A and B , while ∆= (i⊗σ ⊗ i)(∆A⊗∆B) with σ the flip map and i the
identity map. However in the framework of multiplier Hopf algebras, we can not consider
these matching conditions of Majid. Therefore we work in the context of twisted tensor
products as introduced by A. Van Daele in [12,13]. This paper is organized as follows. In
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case that the considered algebras have no unit, we give a condition on the twist map in
order that the product in A× B is non-degenerate (see Proposition 1.1). In Section 2, we
consider the twisted tensor product of two usual Hopf algebras. We look for conditions on
the twist map in order that (A×B,∆) is a Hopf algebra where ∆= (i⊗σ ⊗ i)(∆A⊗∆B).
We show that the twisted tensor product construction is in one-one correspondence to the
double crossproduct construction of Majid, see Proposition 2.3.1. In Section 3, we consider
twisted tensor products of multiplier Hopf (*-)algebrasA and B . We first install the natural
comultiplication ∆ as a map ∆ :A× B →M((A× B) ⊗ (A× B)), see Definitions 3.1,
3.2 and Propositions 3.3, 3.4. Then we give a compatibility condition on R in order that
∆ is a homomorphism, making (A × B,∆) into a regular multiplier Hopf algebra, see
Proposition 3.5 and Theorem 3.7. We prove that integrals on A and on B compose to
an integral on (A × B,∆), see Proposition 3.10. We consider the smash product of two
multiplier Hopf algebras in this setting and we recover the same results as in [2]. In
Section 4, we give the construction of the Drinfel’d double of two multiplier Hopf algebras
in the setting op twisted tensor products. This construction generalizes the Drinfel’d double
construction of usual Hopf algebra pairings, see [13].
Henceforth, we work with algebras over the field k = C. We first recall the notion of a
multiplier Hopf algebra. Let A be an algebra with a non-degenerate product and multiplier
algebra M(A). An element m ∈M(A) can be considered as a pair m= ((m), r(m)) with
(m) and r(m) in Endk(A) satisfying the relations r(m)(a)a′ = a(m)(a′) for all a and
a′ ∈ A. The algebra A has a natural imbedding in M(A) as an essential ideal. If A has a
non-degenerate product, the product in A⊗A is again non-degenerate and we can consider
the multiplier algebra M(A⊗A). We recall the definition of a multiplier Hopf algebra as
introduced in [14].
Definitions–notations.
• Let A be an algebra with a non-degenerate product. An algebra homomorphism
∆ :A→M(A⊗A) is called a comultiplication on A if
(i) T1(a ⊗ a′)=∆(a)(1⊗ a′) ∈ A⊗ A, T2(a ⊗ a′)= (a ⊗ 1)∆(a′) ∈ A⊗A for all
a, a′ ∈A.
(ii) (T2 ⊗ i) ◦ (i ⊗ T1)= (i ⊗ T1) ◦ (T2 ⊗ i) on A⊗A⊗A.
• Let A be an algebra with a non-degenerate product and let ∆ be a comultiplication
on A. We call A a multiplier Hopf algebra if the linear maps T1, T2 on A ⊗ A are
bijective.
• We call A regular if σ∆, where σ is the flip, is again a comultiplication such that
(A,σ∆) is also a multiplier Hopf algebra. We will denote (A,σ∆) as Acop. Remark
that we make use of the extension of σ to the multiplier algebra in the natural way, see
also [14].
• If A is a ∗-algebra, we call ∆ a comultiplication if it is also a ∗-homomorphism.
A multiplier Hopf ∗-algebra is a ∗-algebra with a comultiplication, making it into a
multiplier Hopf algebra.
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Hopf algebras, the antipode is bijective. In this case, the comultiplication is also determined
by the maps T3, T4 defined as follows
T3
(
a ⊗ a′)=∆(a)(a′ ⊗ 1) ∈A⊗A,
T4
(
a ⊗ a′)= (1⊗ a)∆(a′) ∈A⊗A
for all a, a′ ∈A.
Take a regular multiplier Hopf algebra (A,∆). For any linear functional ϕ on A and any
element a ∈A, one can define a multiplier (i ⊗ ϕ)∆(a) ∈M(A) as follows
(
(i ⊗ ϕ)∆(a))a′ = (i ⊗ ϕ)(∆(a)(a′ ⊗ 1)) ∈A,
a′
(
(i ⊗ ϕ)∆(a))= (i ⊗ ϕ)((a′ ⊗ 1)∆(a))∈A
for all a′ ∈A.
Then ϕ is called a left integral on A if ϕ is non-zero and if (i ⊗ ϕ)∆(a) = ϕ(a)1.
Similarly, for any linear functional ψ and any element a ∈ A, one can define a multiplier
(ψ ⊗ i)∆(a) ∈ M(A). Then ψ is called a right integral on A if it is non-zero and
if (ψ ⊗ i)∆(a) = ψ(a)1. Regular multiplier Hopf algebras with integrals are studied
extensively in [15].
In [3] and [4], the use of the Sweedler notation for regular multiplier Hopf algebras has
been introduced. We will also use this notation in this paper, e.g., write ∆(a)(1 ⊗ b) =∑
a(1)⊗ a(2)b. This notation can be motivated as follows. Choose e ∈A such that eb= b,
this is always possible (see, e.g., [4]). Then
∆(a)(1⊗ b)= (∆(a)(1⊗ e))(1⊗ b)=∑a(1)⊗ a(2)b
where we can think of
∑
a(1)⊗ a(2) as standing for ∆(a)(1⊗ e) ∈A⊗A.
In this paper we only consider regular multiplier Hopf algebras.
1. Preliminaries on twisted tensor product of (*-)algebras
Let A and B be two algebras and suppose that there is given a linear map R :B ⊗A→
A⊗B such that
R(mB ⊗ iA)= (iA ⊗mB)(R⊗ iB)(iB ⊗R),
R(iB ⊗mA)= (mA ⊗ iB)(iA⊗R)(R⊗ iA). (1)
Here mA (respectively mB ) denotes the product in A (respectively B), considered as a
linear map mA :A⊗A→A (respectively mB :B ⊗B→ B).
One can consider the twisted tensor product algebra A×B in the following way. As a
vector space A×B is A⊗B . The product in A×B is defined by
288 L. Delvaux / Journal of Algebra 269 (2003) 285–316(a× b)(a′ × b′)= (mA ⊗mB)(iA ⊗R⊗ iB)(a ⊗ b⊗ a′ ⊗ b′)
for a, a′ ∈A and b, b′ ∈ B .
The conditions (1) on R are necessary for the associativity of the product in A×B . They
appear elsewhere in literature (see, e.g., [9,11,12]). They are quite natural and generalize
the notion of actions and their compatibility in some constructions of Majid. If A and B
have a unit 1, we suppose that R satisfies R(1⊗ a)= a ⊗ 1 and R(b⊗ 1)= 1⊗ b for all
a ∈A, b ∈ B . Then 1× 1 is the unit of A×B . Furthermore, the maps
A→A×B: a→ a × 1,
B→A×B: b→ 1× b
are algebra embeddings. For more details on the above results, we refer to [12].
In the rest of this section we suppose that A and B have no unit. We now assume that the
products in A and B are non-degenerate. We first prove that the bijectivity of R guaranties
that the product in A×B is non-degenerate again.
1.1. Proposition. Let A and B be two algebras with non-degenerate products. Let
R :B ⊗ A→ A ⊗ B be a twisting map satisfying the conditions (1). If R is bijective,
then the product in A×B is non-degenerate.
Proof. Suppose that there is an element
∑
ai×bi ∈A×B such that (∑ai×bi)(a×b)=
0 for all a ∈A and b ∈ B . Then we have that
(iA ⊗mB)(mA ⊗ iB ⊗ iB)(iA ⊗R⊗ iB)(R⊗ iA ⊗ iB)
(
R−1
(∑
ai ⊗ bi
)
⊗ a⊗ b
)
= 0.
By the conditions (1), this is equivalent to
(iA ⊗mB)(R⊗ iB)(iB ⊗mA ⊗ iB)
(
R−1
(∑
ai ⊗ bi
)
⊗ a⊗ b
)
= 0
for any a ∈A, b ∈ B .
Since mB is non-degenerate, we obtain that R(iB ⊗mA)(R−1(∑ai ⊗ bi)⊗ a)= 0 for
any a ∈ A. Thus also (iB ⊗ mA)(R−1(∑ai ⊗ bi) ⊗ a) = 0 for any a ∈ A. Since mA is
non-degenerate, we obtain that R−1(
∑
ai ⊗ bi)= 0 and therefore ∑ai ⊗ bi = 0.
Similarly, one can prove that (a × b)(∑ai × bi)= 0 for all a ∈ A,b ∈ B implies that∑
ai × bi = 0. ✷
If A and B have no unit, we suppose that the twist map R is bijective. By using the
conditions (1), one can easily deduce that the product in A× B is given by the following
formula
(a× b)(a′ × b′)= ((iA ⊗mB) ◦R12 ◦ (iB ⊗mA ⊗ iB) ◦ (R−1)12)(a⊗ b⊗ a′ ⊗ b′),
(a× b)(a′ × b′)= ((mA ⊗ iB) ◦R23 ◦ (iA ⊗mB ⊗ iA) ◦ (R−1) )(a⊗ b⊗ a′ ⊗ b′)34
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According to Proposition 1.1, the product in A× B is non-degenerate. Thus one can
consider the multiplier algebra M(A× B). Let m ∈M(A), then m= ((m), r(m)) where
(m) and r(m) are linear mappings in Endk(A), as explained in the introduction. The
following result is stated in [3, Proposition 3.7]. Although they use a specific twist map R,
their proof stays valid for general bijective twist maps.
1.2. Proposition. Take the notations and the assumptions as above.
(1) Take m ∈M(A) and n ∈M(B), then m× n ∈M(A× B) where m× n is defined as
follows:
(m× n)= ((m)⊗ iB) ◦R ◦ ((n)⊗ iA) ◦R−1,
r(m× n)= (iA ⊗ r(n)) ◦R ◦ (iB ⊗ r(m)) ◦R−1.
(2) Take M ∈M(A⊗ A) and N ∈M(B ⊗ B), then M × N ∈M((A× B) ⊗ (A × B))
where M ×N is defined as follows:
(M ×N)= (M)13 ◦ (R⊗R) ◦ (N)13 ◦
(
R−1 ⊗R−1),
r(M ×N)= r(N)24 ◦ (R⊗R) ◦ r(M)24 ◦
(
R−1 ⊗R−1),
(M)13, (N)13, r(N)24 and r(M)24 ∈ Endk(B⊗A⊗B ⊗A); e.g., (M)13 works on
the first and the third component as (M). ✷
1.3. Remark. Take m ∈ M(A), n ∈ M(B), M ∈ M(A ⊗ A) and N ∈ M(B ⊗ B). The
remarks below show that the composed multipliers m × n ∈ M(A × B) and M × N ∈
M((A×B)⊗ (A×B)) are very natural compositions.
(1) For a ∈ A and b ∈ B , the “multiplier” a × b is exactly given by the element a × b ∈
A×B .
(2) The multiplier 1× 1 is the unit element of M(A×B).
(3) For a, a′ ∈A and b, b′ ∈B , we have:
(a× 1)(a′ × b′)= aa′ × b′ and (a′ × b′)(a× 1)= (a′ ⊗ 1)R(b′ ⊗ a),
(1× b)(a′ × b′)=R(b⊗ a′)(1⊗ b′) and (a′ × b′)(1× b)= a′ × b′b,
(a × 1)(1× b)= a× b,
(1× b)(a× 1)=R(b⊗ a).
To prove the formulas in (3), we use Proposition 1.2(1) and the conditions (1).
(4) If M ∈A⊗A and N ∈ B ⊗B , then M ×N = (i ⊗ σ ⊗ i)(M ⊗N), when σ denotes
the usual flip map.
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M(A)→M(A×B): m→m× 1,
M(B)→M(A×B): n→ 1× n,
M(A⊗A)→M((A×B)⊗ (A×B)): M→M × (1⊗ 1),
M(B ⊗B)→M((A×B)⊗ (A×B)): N → (1⊗ 1)×N.
To finish, we recall some results on *-algebras. Let A and B be *-algebras with non-
degenerate products. Suppose that the twist map R :B ⊗ A → A ⊗ B is bijective and
satisfies the conditions (1). If furthermore (R ◦ ∗B ⊗∗A ◦ σ)(R ◦ ∗B ⊗∗A ◦ σ)= iA⊗ iB ,
then there is a ∗-operation on A × B given as follows: (a × b)∗ = R(b∗ ⊗ a∗) for all
a ∈ A,b ∈ B . For a proof of this last statement, we refer to [12, Proposition 2.4]. Now
the embeddings in Remark 1.3(5) become ∗-embeddings. For a ∗-algebra A with non-
degenerate product, the multiplier algebra M(A) is a ∗-algebra in the natural way.
2. Twisted tensor product of Hopf (*-)algebras
In this section we start with two Hopf algebras A and B with a twist map R :B ⊗A→
A ⊗ B satisfying the conditions (1) described in Section 1. Moreover, we assume that
R(b ⊗ 1) = 1 ⊗ b and R(1 ⊗ a) = a ⊗ 1. From Section 1, we have that A × B is an
associative algebra with unit 1× 1. We give “matching conditions” on the twist map R in
order that the natural coproduct ∆(a× b)= (i⊗ σ ⊗ i)(∆(a)⊗∆(b)) makes (A×B,∆)
into a Hopf algebra; σ denotes the flip map. We have the following result.
2.1. Theorem. Let A and B be Hopf algebras with a twist map R :B ⊗A→A⊗B such
that
(1) R(mB⊗iA)= (iA⊗mB)(R⊗iB)(iB⊗R), R(iB⊗mA)= (mA⊗iB)(iA⊗R)(R⊗iA).
(2) R(1⊗ a)= a ⊗ 1 and R(b⊗ 1)= 1⊗ b.
(3) (iA ⊗ σ ⊗ iB)(∆A ⊗∆B)R = (R⊗R)(iB ⊗ σ ⊗ iA)(∆B ⊗∆A).
(4) (εA ⊗ εB) ◦R = εB ⊗ εA.
Then (A×B,∆,ε,S) is a Hopf algebra, where the multiplication,∆, ε, and S are given
as
(a× b)(a′ × b′)= (a⊗ 1)R(b⊗ a′)(1⊗ b′), for all a, a′ ∈A and b, b′ ∈B,
∆= (iA⊗ σ ⊗ iB)(∆A ⊗∆B),
ε = εA ⊗ εB and S =R(SB ⊗ SA)σ.
Proof. From Section 1, we already have that A × B is an associative algebra with unit
1× 1. Clearly ∆ is coassociative and (iA ⊗ iB ⊗ ε)∆= (ε⊗ iA ⊗ iB)∆= iA ⊗ iB .
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∆
(
(a × b)(a′ × b′))=∆(∑aa′j × bjb′
)
when R
(
b⊗ a′)=∑a′j ⊗ bj .
Thus,
∆
(
(a× b)(a′ × b′))
= (i ⊗ σ ⊗ i)
(∑
∆A
(
aa′j
)⊗∆B(bjb′))
= (i ⊗ σ ⊗ i)
(∑
∆A(a)∆A
(
a′j
)⊗∆B(bj )∆B(b′))
=
∑(
(a(1)× 1)⊗ (a(2)× 1)
)
(i ⊗ σ ⊗ i)(∆A(a′j )⊗∆B(bj ))︸ ︷︷ ︸
‖
((
1× b′(1)
)⊗ (1× b′(2)))
=
∑(
(a(1)× 1)⊗ (a(2)× 1)
)(
(R⊗R)(i ⊗ σ ⊗ i)(∆B(b)⊗∆A(a′)))((1× b′(1))
⊗ (1× b′(2)))
=
∑(
(a(1)× 1)⊗ (a(2)× 1)
)(
(1× b(1))
(
a′(1)× 1
)
⊗ (1× b(2))
(
a′(2)× 1
))((
1× b′(1)
)⊗ (1× b′(2)))
=
∑(
(a(1)× b(1))
(
a′(1)× b′(1)
))⊗ ((a(2)× b(2))(a′(2)× b′(2)))
= (∆(a × b))(∆(a′ × b′)).
From the counitary property (4) we obtain that ε = εA ⊗ εB is a homomorphism on
A×B . We prove that m(S ⊗ iA ⊗ iB)(∆(a × b))= ε(a× b)(1× 1) where m denotes the
product in A×B .
m
(
S ⊗ iA ⊗ iB
)(
∆(a× b))
= (mA ⊗mB)(iA ⊗R⊗ iB)(R⊗ iA ⊗ iB)
(∑
SB(b(1))⊗ SA(a(1))⊗ a(2)⊗ b(2)
)
= (iA ⊗mB)(mA ⊗ iB ⊗ iB)(iA ⊗R⊗ iB)(R⊗ iA⊗ iB)
(∑
SB(b(1))⊗ SA(a(1))
⊗ a(2)⊗ b(2)
)
= (iA ⊗mB)(R⊗ iB)(iB ⊗mA ⊗ iB)
(∑
SB(b(1))⊗ SA(a(1))⊗ a(2)⊗ b(2)
)
= (iA ⊗mB)
(∑
R(SB(b(1))⊗ SA(a(1))a(2))⊗ b(2)
)
= εA(a)εB(b)(1× 1)= ε(a × b)(1× 1).
The proof that m(iA⊗ iB⊗S)(∆(a×b))= ε(a×b)(1×1) is similar. Here we conclude
that (A×B,∆) is a Hopf algebra with counit ε and antipode S. ✷
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two Hopf *-algebras A and B and we inquire when A×B is again a Hopf ∗-algebra.
2.2. Proposition. Let A and B be Hopf *-algebras with twist map R :B ⊗ A→ A ⊗ B
such that R satisfies all the conditions of Theorem 2.1. If furthermore
(R ◦ ∗B ⊗ ∗A ◦ σ)(R ◦ ∗B ⊗ ∗A ◦ σ)= iA⊗ iB,
then (A×B,∆) is a Hopf *-algebra.
Proof. Following Theorem 2.1, we have that (A × B,∆) is a Hopf algebra. By the
condition that (R ◦ ∗B ⊗ ∗A ◦ σ) is an involution on A ⊗ B , we have that A × B is a
*-algebra when (a× b)∗ =R(b∗ ⊗ a∗), see [12, Proposition 2-4].
We now check that ∆ is a *-homomorphism on A×B .
∆
(
(a× b)∗)=∆(R(b∗ ⊗ a∗))= (R⊗R)(i ⊗ σ ⊗ i)(∆B(b∗)⊗∆A(a∗))
=
∑
R
(
b∗(1)⊗ a∗(1)
)⊗R(b∗(2)⊗ a∗(2))
=
∑
(a(1)× b(1))∗ ⊗ (a(2)× b(2))∗ =
(
∆(a× b))∗. ✷
2.3. Double crossproducts
The double crossproduct construction associated to a matched pair of Hopf algebras is
due to S. Majid. We recall [6, Proposition 3.12] in an adapted version.
Proposition [6, Proposition 3.12]. Let A and B be Hopf algebras. Then (B,A) is a
matched pair of Hopf algebras iff A is a left B-module coalgebra, denoted B  A, and
B is a right A-module coalgebra, denoted B A, such that for all a, a′ ∈A and b, b′ ∈ B:
(a) b  (aa′)=∑(b(1)  a(1))((b(2)  a(2))  a′), b  1= ε(b)1,
(b) (bb′)  a =∑(b  (b′(1)  a(1)))(b′(2)  a(2)), 1  a = ε(a)1,
(c) ∑(b(1)  a(1))⊗ (b(2)  a(2))=∑(b(2)  a(2))⊗ (b(1)  a(1)).
In this case, the double crossproduct is realized on the vector space A⊗B with product
(a× b)(a′ × b′)=∑a(b(1)  a′(1))⊗ (b(2)  a′(2))b′.
The coproduct ∆, the counit ε and the antipode S are given as
∆(a × b)= (i ⊗ σ ⊗ i)(∆(a)⊗∆(b)),
ε(a× b)= ε(a)ε(b),
S(a× b)=
∑(
S(b(1))  S(a(1))
)⊗ (S(b(2))  S(a(2))).
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algebras and the set of the twist map satisfying the conditions of Theorem 2.1. We prove
the following proposition.
2.3.1. Proposition. The one–one correspondence between the set of Majid’s matched pairs
of Hopf algebras and the set of twist maps which satisfy the conditions of Theorem 2.1 is
given as follows:
B A,B A ⇒ R(b⊗ a)=
∑
(b(1)  a(1))⊗ (b(2)  a(2)),
b  a = (iA ⊗ εB)R(b⊗ a)
b  a = (εA ⊗ iB)R(b⊗ a) ⇐ R,
for all a ∈A and b ∈B .
Moreover, Majid’s double crossed product Hopf algebra is equivalent to the twisted
product Hopf algebra.
Proof. Suppose B A, B A is a matched pair in the sense [6, Proposition 3.12]. Then it
is easy to check that the linear map R, given as R(b⊗ a)=∑(b(1)  a(1))⊗ (b(2)  a(2))
for a ∈A and b ∈ B , satisfies the four conditions of Theorem 2.1.
The converse statement is less trivial. Let R be a twist map R :B ⊗ A → A ⊗ B ,
satisfying the conditions of Theorem 2.1. Then, by conditions (1), we define the following
module structures:
b  a = (εA ⊗ iB)R(b⊗ a),
b  a = (iA ⊗ εB)R(b⊗ a)
for all a ∈A and b ∈ B .
We claim that B A, B A is a matched pair in the sense of [6, Proposition 3.12].
• A simple calculation shows that
∑
(b(1)  a(1))⊗ (b(2)  a(2))=R(b⊗ a)
for all a ∈A and b ∈ B .
• Apply the operator iA ⊗ εB ⊗ iA ⊗ εB on both sides of the equation
(iA ⊗ σ ⊗ iB)(∆A ⊗∆B)R = (R⊗R)(iB ⊗ σ ⊗ iA)(∆B ⊗∆A).
Then, ∆A(b a)=∑(b(1) a(1))⊗ (b(2) a(2)) and εA(b a)= (εA⊗εB)R(b⊗a)=
εA(a)εB(b). Similarly, we deduce that B is a right A-module coalgebra.
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R(iB ⊗mA)= (mA ⊗ iB)(iA ⊗R)(R⊗ iA).
Then,
b  aa′ =
∑
(b(1)  a(1))
(
(b(2)  a(2))  a′
)
.
Furthermore b 1= (iA⊗εB)R(b⊗1)= (iA⊗εB)(1⊗b)= εB(b)1. This is matched
pair condition (A) in [6, Proposition 3.12].
• Similarly, apply the operator εA ⊗ iB on the both sides of the equation
R(mB ⊗ iA)= (iA ⊗mB)(R⊗ iB)(iB ⊗R).
Then, b′b  a =∑(b′  (b(1)  a(1)))(b(2)  a(2)).
Furthermore, 1a = (εA⊗ iB)R(1⊗a)= (εA⊗ iB)(a⊗1)= εA(a)1. This is matched
pair condition (B) in [6, Proposition 3.12].
• Finally, apply the operator εA ⊗ iB ⊗ iA ⊗ εB on the both sides of the equation
(iA ⊗ σ ⊗ iB)(∆A ⊗∆B)R = (R⊗R)(iB ⊗ σ ⊗ iA)(∆B ⊗∆A).
Then,
∑
b(2)  a(2) ⊗ b(1)  a(1) =∑b(1)  a(1) ⊗ b(2)  a(2). This is matched pair
condition (C) in [6, Proposition 3.12].
Clearly, the double crossproduct on A⊗B which is installed by the matched pair B  A is
exactly the twisted tensor product A×B which is determined by R. ✷
2.3.2. Remark. In the framework of multiplier Hopf algebras, we can only work with
twisted tensor products. The technical difficulty of defining multiplier module coalgebras
prevents from constructing double crossed of multiplier Hopf algebras as in the case of
usual Hopf algebras.
2.3.3. On the bijectivity of a twist map, associated to a matched pair of Hopf algebras
Consider a matched pair of Hopf algebras B  A, satisfying the conditions of [6,
Proposition 3.12]. We notice that these conditions are on the level of bialgebras and are,
in general, not requiring that the associated twist map R is bijective. To illustrate this last
statement we take a matched pair of Hopf algebras B  A and we assume furthermore that
these actions also satisfy
b  (aa′)=∑(b(1)  a)(b(2)  a′),(
bb′
)  a =∑(b  a(1))(b′  a(2))
for all a, a′ in A and b, b′ in B .
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is given in [7, Theorem 3.2]. By using the conditions on the actions, one can prove the
following lemma.
2.3.3.1. Lemma. Take the matched pair B  A with the conditions as above. Then we have
that
(1) b  a =∑(b  a(1))  a(2),
(2) b  a =∑(b  S(a(2)))  a(1),
(3) b  a =∑b(1)  (b(2)  a),
(4) b  a =∑b(2)  (S(b(1))  a)
for all a ∈A and b ∈B .
Proof. We prove (1), (2). The other proofs are similar.
(1) b  a =
∑
b  (S(a(1))a(2)a(3))
=
∑(
b(1)  S(a(1))
)(
b(2)  (a(2)a(3))
)
=
∑(
b(1)  S(a(1))
)
(b(2)  a(2))
(
(b(3)  a(3))  a(4)
)
=
∑(
b(1) 
(
S(a(1))a(2)
))(
(b(2)  a(3))  a(4)
)
=
∑
(b  a(1))  a(2).
(2) b  a =
∑
b  (S(S(a(3)))S(a(2))a(1))
=
∑(
b(1)  S
(
S(a(3))
))(
b(2) 
(
S(a(2))a(1)
))
=
∑(
b(1)  S
(
S(a(4))
))(
b(2)  S(a(3))
)((
b(3)  S(a(2)
)  a(1))
=
∑(
b  S(a(2))
)  a(1). ✷
2.3.3.2. Lemma. Take the matched pair B  A with the conditions as above. Define the
map R′ on A⊗B via the formula
R′(a⊗ b)=
∑(
b(2)  S(a(2))
)⊗ (S(b(1))  a(1))
for all a ∈A and b ∈B . Then R′ is a left inverse for R.
Proof. This is a straightforward calculation which makes use of Lemma 2.3.3.1.
(
R′ ◦R)(b⊗ a)=R′(∑(b(2)  a(2))⊗ (b(1)  a(1)))
=
∑(
(b(2)  a(2))  S(b(4)  a(4))
)⊗ (S(b(1)  a(1))  (b(3)  a(3)))
296 L. Delvaux / Journal of Algebra 269 (2003) 285–316=
∑(
(b(3)  a(3))  S(b(4)  a(4))
)⊗ (S(b(1)  a(1))  (b(2)  a(2)))
=
∑((
b(3)  (b(4)  a(4))
)  S(b(5)  a(5)))
⊗ (S(b(1)  a(1))  ((b(2)  a(2))  a(3)))
= b⊗ a. ✷
In the proof of Lemma 2.3.3.2, we only made use of the conditions that B  A is a
matched pair of Hopf algebras, satisfying the extra condition that A is a left B-module
algebra and B is a right A-module algebra.
If the twist map R is bijective, then R′ is also the right inverse of R. This means that
(
R ◦R′)(a⊗ b)= a ⊗ b
for all a ∈A and b ∈ B .
And thus also
(iA ⊗ εB)
((
R ◦R′)(a⊗ b))= ε(b)a (∗)
and
(εA ⊗ iB)
((
R ◦R′)(a⊗ b))= ε(a)b. (∗∗)
The left hand side of Eq. (∗) is given as
∑(
b(2)  S(a(2))
)  (S(b(1))  a(1)).
The right hand side of Eq. (∗) is given as
ε(b)a =
∑(
b(2)S
−1(b(1))  S(a(2))
)  a(1)
=
∑((
b(2)  S(a(3))
)(
S−1(b(1))  S(a(2))
))  a(1)
=
∑(
b(2)  S(a(3))
)  ((S−1(b(1))  S(a(2)))  a(1))
=
∑(
b(2)  S(a(2))
)  (S−1(b(1))  a(1)).
By using Eq. (∗), we prove that S(b)  a = S−1(b)  a for a ∈A and b ∈B . Indeed,
S(b)  a =
∑(
S−1(b(3))  S(a(3))
)  ((b(2)  S(a(2)))  (S(b(1))  a(1)))
=
∑(
S−1(b(3))  S(a(3))
)  ((b(2)  S(a(2)))  (S−1(b(1))  a(1)))
= S−1(b)  a.
Similarly, by using Eq. (∗∗), we obtain that b  S(a)= b  S−1(a) for all a ∈A and b ∈ B .
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B-module algebra and B is a right A-module algebra.
The corresponding twist R is given as R(b ⊗ a)=∑(b(1)  a(1))⊗ (b(2)  a(2)). The
requirement that R is bijective forces extra conditions on the level of Hopf algebras.
3. Twisted tensor products of multiplier Hopf (*-)algebras
This is the main section of the paper. We start with two multiplier Hopf algebras A
and B with a twist map R :B ⊗ A → A ⊗ B satisfying the conditions (1) described
in Section 1. Moreover, we assume that R is bijective. From Section 1, we have that
A × B is an associative algebra with non-degenerate product. We will define a natural
comultiplication ∆ :A × B → M((A × B) ⊗ (A × B)) which is given as ∆(a × b) =
(i ⊗ σ ⊗ i)(∆(a)⊗ ∆(b)) in the case that A and B are Hopf algebras. As explained in
the Introduction, the comultiplication ∆ on A× B is completely determined by bijective
linear maps T 1, T 2 on (A× B)⊗ (A× B). In order to find good candidates for T 1, T 2,
we first calculate these maps in the case where A and B are Hopf algebras, see Section 2.
These calculations give the following definition.
3.1. Definition. Let A and B be multiplier Hopf algebras with a bijective twist map
R :B ⊗A→A⊗B as described above. We define:
T 1 =
(
T A1
)
13 ◦R34 ◦
(
T B1
)
23 ◦
(
R−1
)
34,
T 2 =
(
T B2
)
24 ◦R12 ◦
(
T A2
)
23 ◦
(
R−1
)
12
where we use the leg-numbering notation. Observe that T 1 and T 2 are bijections on
(A×B)⊗ (A×B).
We now prove that these candidates T 1, T 2 can be used to define a good comultiplica-
tion.
3.2. Definition. For a, a′, a′′ ∈A and b, b′, b′′ ∈B , define
∆(a× b)((a′ × b′)⊗ (a′′ × b′′))= T 1((a× b)⊗ (a′′ × b′′))((a′ × b′)⊗ (1× 1)),((
a′ × b′)⊗ (a′′ × b′′))∆(a× b)= ((1× 1)⊗ (a′′ × b′′))T 2((a′ × b′)⊗ (a× b)).
3.3. Proposition. Take the notations as above. Then ∆(a × b) is a two-sided multiplier of
(A×B)⊗ (A×B):
∆(a× b)=∆(a)×∆(b) for all a ∈A and b ∈ B.
Proof. From Proposition 1.2 we recall that for ∆(a) ∈M(A⊗A) and ∆(b) ∈M(B⊗B),
we can form the multiplier ∆(a)×∆(b) ∈M((A× B)⊗ (A×B)). We can easily check
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∆(a × b)= (i ⊗ σ ⊗ i)(∆(a)⊗∆(b)). ✷
3.4. Proposition. The map ∆ :A× B →M((A× B)⊗ (A× B)) is coassociative in the
sense of [13, Definition 2-2].
Proof. We have to prove that
(
T 2 ⊗ iA ⊗ iB
) ◦ (iA ⊗ iB ⊗ T 1)= (iA ⊗ iB ⊗ T 1) ◦ (T 2 ⊗ iA ⊗ iB).
This calculations are straightforward by making use of the expressions
T 1 =
(
T A1
)
13 ◦R34 ◦
(
T B1
)
23 ◦
(
R−1
)
34 and T 2 =
(
T B2
)
24 ◦R12 ◦
(
T A2
)
23 ◦
(
R−1
)
12
and the coassociativity of ∆A and ∆B . ✷
The next problem is to find a sufficient condition on R in order that ∆ :A × B →
M((A× B)⊗ (A× B)) is a homomorphism. We work as follows. Take the condition in
the Hopf algebra case (see Theorem 2.1) which guaranties that ∆ is a homomorphism.
Rewrite this condition in terms of multiplier Hopf algebra theory and prove that it is still
sufficient in this setting.
3.5. Proposition. Let A and B be multiplier Hopf algebras with a bijective twist map
R :B ⊗A→A⊗B as before. If R satisfies the equation
(∆ ◦R)(b⊗ a)= ((1⊗ 1)×∆(b))(∆(a)× (1⊗ 1)) for all a ∈A and b ∈ B.
Then ∆ :A×B→M((A×B)⊗ (A×B)) is a homomorphism.
Proof. Take a, a′ ∈A and b, b′ ∈B and put ∑a′j ⊗ bj =R(b⊗ a′). Then we have that
∆
(
(a× b)(a′ × b′))
=∆
(∑
aa′j × bjb′
)
=
∑
∆A
(
aa′j
)×∆B(bjb′)
=
∑(
∆A(a)∆A
(
a′j
)× (1⊗ 1))((1⊗ 1)×∆B(bj )∆B(b′))
=
∑(
∆A(a)× (1⊗ 1)
)(
∆A
(
a′j
)× (1⊗ 1))((1⊗ 1)×∆B(bj ))((1⊗ 1)×∆B(b′))
=
∑(
∆A(a)× (1⊗ 1)
)(
∆A
(
a′j
)×∆B(bj ))((1⊗ 1)×∆B(b′))
= (∆A(a)× (1⊗ 1))(∆ ◦R)(b⊗ a′)((1⊗ 1)×∆B(b′))
= (∆A(a)× (1⊗ 1))((1⊗ 1)×∆(b))(∆(a′)× (1⊗ 1))((1⊗ 1)×∆B(b′))
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=∆(a× b)∆(a′ × b′). ✷
3.6. Remark. Take a ∈A and b ∈ B , the equation
(
∆ ◦R)(b⊗ a)= ((1⊗ 1)×∆(b))(∆(a)× (1⊗ 1))
is an equation in M((A×B)⊗ (A×B)).
We can now formulate the main result of this paper.
3.7. Theorem. Let A and B be multiplier Hopf algebras with a bijective twist map R,
satisfying the following conditions
(1) R(mB⊗iA)= (iA⊗mB)(R⊗iB)(iB⊗R), R(iB⊗mA)= (mA⊗iB)(iA⊗R)(R⊗iA).
(2) (∆ ◦R)(b⊗ a)= ((1⊗ 1)×∆(b))(∆(a)× (1⊗ 1)) for all a ∈A and b ∈ B .
Then (A× B,∆,ε,S) is a regular multiplier Hopf algebra with multiplication, ∆, ε and
S given as
(a × b)(a′ × b′)= (mA ⊗mB)(i ⊗R⊗ i)(a⊗ b⊗ a′ ⊗ b′),
∆(a × b)=∆(a)×∆(b),
ε = εA ⊗ εB and S =R ◦ (SB ⊗ SA) ◦ σ
for all a ∈A and b ∈B .
Proof. We use [15, Proposition 2.9] to prove that (A×B,∆) is a regular multiplier Hopf
algebra.
• From the conditions (1) and the bijectivity of R we have that A× B is an associative
algebra with non-degenerate product, see Section 1.
• From Propositions 3.3, 3.4, 3.5 we conclude that ∆ :A×B→M((A×B)⊗ (A×B))
is a comultiplication in the sense of [14, Definition 2.2].
• Define the counit ε on A×B by ε = εA ⊗ εB . We have to prove that for all a, a′ ∈A
and b, b′ ∈ B
(i) (ε⊗ iA⊗ iB)(∆(a× b)((1× 1)⊗ (a′ × b′)))= (a× b)(a′ × b′);
(ii) (iA ⊗ iB ⊗ ε)(((a× b)⊗ (1× 1))∆(a′ × b′))= (a× b)(a′ × b′).
We prove (i), the proof of (ii) is similar.
From Definition 3.2 we have that
∆(a× b)((1× 1)⊗ (a′ × b′))= T 1((a× b)⊗ (a′ × b′)),
=
∑
a(1)× b(1)⊗ (a(2)⊗ 1)R
(∑
b(2)b
′ i ⊗ a′ i
)
i
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Therefore,
(
ε⊗ iA ⊗ iB
)(
∆(a × b)((1× 1)⊗ (a′ × b′)))= (a× b)(a′ × b′).
Because T 1 is surjective and ∆ is a homomorphism, ε is a homomorphism. This can
be proved in a similar way as in [14, Lemma 3.5].
• Define the antipode S on A×B by the invertible map S =R ◦ (SB ⊗ SA) ◦ σ.
We have to prove that for all a, a′ ∈A and b, b′ ∈ B
(i) m(S ⊗ iA ⊗ iB)(∆(a× b)((1× 1)⊗ (a′ × b′)))= ε(a × b)(a′ × b′);
(ii) m(iA ⊗ iB ⊗ S)(((a′ × b′)⊗ (1× 1))∆(a× b))= ε(a × b)(a′ × b′).
Here m denotes the product in A×B . We prove (i), the proof of (ii) is similar.
Start again from the equation
∆(a× b)((1× 1)⊗ (a′ × b′))=∑(a(1)× b(1))⊗ (a(2)⊗ 1)R
(∑
i
b(2)b
′ i ⊗ a′ i
)
where R−1(a′ ⊗ b′)=∑b′ i ⊗ a′ i .
Therefore,
m
(
S ⊗ iA ⊗ iB
)(
∆(a× b)((1× 1)⊗ (a′ × b′)))
=m(R⊗ iA ⊗ iB)
(∑
SB(b(1))⊗ SA(a(1))⊗ (a(2)⊗ 1)R
(∑
b(2)b
′ i ⊗ a′ i
))
= (iA ⊗mB)(R⊗ iB)(iB ⊗mA ⊗ iB)
(∑
SB(b(1))⊗ SA(a(1))
⊗ (a(2)⊗ 1)R
(∑
b(2)b
′ i ⊗ a′ i
))
= ε(a)(iA⊗mB)(R⊗ iB)
(∑
SB(b(1))⊗R
(∑
b(2)b
′ i ⊗ a′ i
))
= ε(a)(iA⊗mB)(R⊗ iB)(iB ⊗R)
(∑
SB(b(1))⊗
(∑
(b(2))b
′ i ⊗ a′ i
))
= ε(a)R(mB ⊗ iA)
(∑
SB(b(1))⊗
(∑
b(2)b
′ i ⊗ a′ i
))
= ε(a)ε(b)R
(∑
b′ i ⊗ a′ i
)
= ε(a)ε(b)(a′ × b′).
Because T 1 is surjective and ∆ is a homomorphism, S is a anti-homomorphism. The
proof is similar to the proof of [14, Lemma 4.4].
• To obtain that (A×B,∆) is a regular multiplier Hopf algebra, we remark that for all
a, a′ ∈A and b, b′ ∈ B
(i) ∆(a× b)((a′ × b′)⊗ (1× 1))=∑(a(1)⊗ 1)R(b(1)b′ i ⊗ a′ i)⊗ (a(2)× b(2)) is in
(A×B)⊗ (A×B);
(ii) ((1× 1)⊗ (a′ × b′))∆(a× b)=∑(a(1)× b(1))⊗R(b′ i ⊗ a′ ia(2))(1⊗ b(2)) is in
(A×B)⊗ (A×B)
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• By [15, Proposition 2.9] we now conclude that (A×B,∆) is a regular multiplier Hopf
algebra. ✷
3.8. Remark. Let A and B be usual Hopf algebras in Theorem 3.7. Then they satisfy the
four conditions of Theorem 2.1. First, the conditions Theorem 3.7(1), (2) are exactly the
conditions Theorem 2.1(1)–(3). Further, by the bijectivity of the twist map R, we know that
1×1 is the unit in A×B , see Remark 1.3(2). Therefore, 1×b= (1×b)(1×1)=R(b⊗1)
and a × 1= (1× 1)(a× 1)=R(1⊗ a).
To finish, we observe that the condition Theorem 2.1(4) comes from the fact that
ε = εA ⊗ εB is a homomorphism.
In the case that A and B are multiplier Hopf *-algebras we have the following result.
3.9. Proposition. Let A and B be multiplier Hopf *-algebras with a bijective twist map R
satisfying the conditions of Theorem 3.7. If furthermore
(R ◦ ∗B ⊗ ∗A ◦ σ)(R ◦ ∗B ⊗ ∗A ◦ σ)= iA⊗ iB,
then (A×B,∆) is a multiplier Hopf *-algebra.
Proof. From Theorem 3.7 we have that (A×B,∆) is a multiplier Hopf algebra. Following
Section 1, A×B is a *-algebra by (a×b)∗ =R(b∗ ⊗a∗). Remark that (A×B)⊗ (A×B)
is a *-algebra in the natural way.
From [14, Definition 2.4] we have to prove that ∆ is a *-homomorphism. For all
a, a′, a′′ ∈A and b, b′, b′′ ∈B we have
(
∆(a × b))∗((a′ × b′)⊗ (a′′ × b′′))
= (((a′ × b′)∗ ⊗ (a′′ × b′′)∗)∆(a × b))∗
= ((R(b′∗ ⊗ a′∗)⊗R(b′′∗ ⊗ a′′∗))∆(a× b))∗
=
∑(
R
(
b′∗ ⊗ a′∗a(1)
)
(1⊗ b(1))⊗R
(
b′′∗ ⊗ a′′∗a(2)
)
(1⊗ b(2))
)∗
Observe that a(1) is covered by a′∗ and 1⊗ b(1) covered by R(b′∗ ⊗ a′∗a(1)).
=
∑(
1× b∗(1)
)
(R ◦ ∗B ⊗∗A ◦ σ ◦R ◦ ∗B ⊗ ∗A ◦ σ)
(
a∗(1)a
′ ⊗ b′)
⊗ (1× b∗(2))(R ◦ ∗B ⊗ ∗A ◦ σ ◦R ◦ ∗B ⊗ ∗A ◦ σ)(a∗(2)a′′ ⊗ b′′)
=
∑(
1× b∗(1)
)(
a∗(1)a′ × b′
)⊗ (1× b∗(2))(a∗(2)a′′ × b′′)
=
∑(
(1⊗ 1)×∆(b∗))((a∗(1)a′ × b′)⊗ (a∗(2)a′′ × b′′))
= ((1⊗ 1)×∆(b∗))(∆(a∗)× (1⊗ 1))((a′ × b′)⊗ (a′′ × b′′))
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=∆((a × b)∗)((a′ × b′)⊗ (a′′ × b′′)). ✷
To finish this section, we inquire if integrals on A and B induce an integral on
(A×B,∆). In the Introduction is given an overview on the concept of (positive) integrals
in the setting of multiplier Hopf (*-)algebras. We have the following result.
3.10. Proposition. Let A and B be multiplier Hopf algebras as in Theorem 3.7. Let ψA
(respectively ψB) be a right integral on A (respectively B). Then ψA ⊗ ψB is a right
integral on (A×B,∆). The same statement yields for left integrals.
Proof. For all a, a′ ∈A and b, b′ ∈ B
(
(ψA ⊗ψB ⊗ iA ⊗ iB)∆(a× b)
)(
a′ × b′)
= (ψA ⊗ψB ⊗ iA ⊗ iB)
(
∆(a× b)((1× 1)⊗ (a′ × b′)))
=
∑
(ψA ⊗ψB ⊗ iA ⊗ iB)
(
(a(1)× b(1))⊗ (a(2)⊗ 1)R
(
b(2)b
′ i ⊗ a′ i))
where R−1
(
a′ ⊗ b′)=∑b′ i ⊗ a′ i
=ψA(a)ψB(b)
∑
R
(
b′ i ⊗ a′ i)=ψA(a)ψB(b)(a′ × b′). ✷
3.11. Remark. (i) Let A and B be Hopf algebras in Proposition 3.10. Then the statement
of Proposition 3.10 is a special case of [1, Proposition 5.2] where the authors describe the
integrals of a bicrossproduct for Hopf algebras.
(ii) Take A and B multiplier Hopf *-algebras as in Proposition 3.9. Let ψA (respectively
ψB ) be a positive right integral on A (respectively B). This means that for all a ∈ A
and b ∈ B ψA(a∗a)  0 en ψB(b∗b)  0. To insure the positivity of a right integral on
A×B we need an extra compatibility condition on R, e.g., take any a ∈A and b ∈ B and
impose that (ψA ⊗ iB)(R(b⊗ a))= ψA(a)q(b) with q(b) ∈ B such that ∃τ ∈C0 making
τψB(q(b
∗)b) 0.
We now look if there is a relation between the modular elements (in Hopf algebra theory
called the disguished group-like elements, see, e.g., [10]) of the multiplier Hopf algebras
A, B , and (A×B,∆).
3.12. Proposition. Let A and B be multiplier Hopf algebras as in Theorem 3.7. If ϕA
(respectively ϕB) is a left integral on A (respectively B) with associated modular element
δA (respectively δB). Then the multiplier δA × δB is the modular element in M(A× B)
associated to ϕA ⊗ ϕB .
Proof. The modular element δA in M(A) is given by (ϕA ⊗ i)∆(a) when ϕA(a)= 1, see
[15]. The modular element δB in M(B) is given by (ϕB ⊗ i)∆(b) when ϕB(b)= 1.
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obtain that the modular element δ associated to ϕA ⊗ ϕB is given as
δ = (ϕA ⊗ ϕB ⊗ iA ⊗ iB)∆(a× b).
We claim that δ = δA × δB where the right multiplier is defined in Proposition 1.2(1).
For all a′ ∈A and b′ ∈B , we have
δ
(
a′ × b′)= (ϕA ⊗ ϕB ⊗ iA ⊗ iB)(∆(a× b)((1× 1)⊗ (a′ × b′)))
= (ϕA ⊗ ϕB ⊗ iA ⊗ iB)
(
a(1)× b(1)⊗ (a(2)⊗ 1)R
(
b(2)b
′ i ⊗ a′ i))
where R−1
(
a′ ⊗ b′)=∑b′ i ⊗ a′ i
= (ϕA ⊗ iA⊗ iB)
(
a(1)⊗ (a(2)⊗ 1)R
(
δBb
′ i ⊗ a′ i))
= (((δA)⊗ iB) ◦R ◦ ((δB)⊗ iA) ◦R−1)(a′ ⊗ b′)
= (δA × δB)
(
a′ × b′). ✷
3.13. Smash product of multiplier Hopf algebras
We now treat the smash product of two multiplier Hopf algebras in the setting of
twisted tensor products and we recover the results [2, Theorem 1.6, Proposition 1.7.1,
Proposition 2.1]
• Start with the multiplier Hopf algebras A and B such that A is a left unital B-module
(thus B A= A). To this action we can associate the twist map R :B ⊗A→A⊗B
by putting R(b ⊗ a)=∑(b(1)  a)⊗ b(2). Remark that b(1) is covered by a through
the action. Clearly R is bijective and R−1(a ⊗ b)=∑b(2)⊗ (S−1(b(1))  a).
• We require that R satisfies conditions (1) of Theorem 3.7. This is equivalent by the
condition that A is a left B-module algebra. This means that for all a, a′ ∈ A and
b ∈ B , b  (aa′)=∑(b(1)  a)(b(2)  a′). See also [3] on this condition. The twisted
tensor product algebra an A⊗B is denoted here as A # B .
• From Definition 3.2 and Propositions 3.3, 3.4 we have a natural comultiplication on
A #B , denoted as ∆#. For all a, a′ ∈A and b, b′ ∈B ,
∆#(a # b)
(
(1 # 1)⊗ (a′ # b′))=∑(a(1) # b(1))⊗ (a(2)(b(2)  a′) # b(3)b′)
and
((
a′ # b′
)⊗ (1 # 1))∆#(a # b)
=
∑(
b′(2) 
((
S−1
(
b′(1)
)  a′)a(1)) # b′(3)b(1))⊗ (a(2) # b(2)).
Remark that in the above formulas all decompositions are well-covered. The
condition (2) of Theorem 3.7 is done if A is a B-module bialgebra, as defined in
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see [8].
• From Theorem 3.7 we have that (A#B,∆#) is a (regular) multiplier Hopf algebra. The
counit ε# and the antipode S# are given as ε#(a # b) = εA(a)εB(b) and S#(a # b) =∑
(SB(b(1))  SA(a)) # SB(b(2)). Furthermore, integrals on A and B compose to an
integral on A #B , see Proposition 3.10.
• Finally, consider the *-case. From Proposition 3.9 we know that (A # B,∆#) is a
multiplier Hopf *-algebra if A and B are multiplier Hopf *-algebras and if the twist
map R satisfies the equation
(R ◦ ∗B ⊗∗A ◦ σ)(R ◦ ∗B ⊗∗A ◦ σ)= iA ⊗ iB.
The translation of this condition towards the action  of B on A gives the condition
(b  a)∗ = S−1(b∗)  a∗ = S(b∗)  a∗ for all a ∈A and b ∈ B.
• For any left integral ϕB on B , we have that (iA ⊗ ϕB) ◦ R = ϕB ⊗ iA. Similarly,
by using the co-commutativity of B we have for any right integral ψB on B that
(iA ⊗ ψB) ◦ R = ψB ⊗ iA. Therefore positive left (respectively right) integrals on
A and B compose to a positive left (respectively right) integral on A # B , see also
Remark 3.11(ii).
4. The Double crossproduct—Drinfel’d double of multiplier Hopf algebras
Because of the technical difficulty of defining multiplier module coalgebras, we put
double crossproducts of multiplier Hopf algebras in the setting of twisted tensor products.
Start with two multiplier Hopf algebras A and B . Let B  A denote that A is a left unital
B-module (i.e., B  A= A) and B is a right unital A-module. We suppose that there is a
linear bijective map R :B ⊗A→A⊗B such that
(i) (b′  · ⊗ iB)R(b⊗ a)=∑b′b(1)  a(1)⊗ b(2)  a(2),
(ii) (iA ⊗ ·  a′)R(b⊗ a)=∑b(1)  a(1)⊗ b(2)  a(2)a′
for a, a′ ∈A and b, b′ ∈ B .
Remark that in formula (i), b(1) is covered by b′ and a(2) is covered by b(2) through the
unital action. We use the twist map R to define a twisted tensor product on A⊗B .
In Proposition 4.2 we reformulate the conditions (1) of Section 1 in terms of structure
maps which are associated to the module setting B  A.
4.1. Definition. Take A and B as above. Define
Rα :B ⊗A→A⊗B: b⊗ a→
∑
(b(1)  a)⊗ b(2),
Rβ :B ⊗A→A⊗B: b⊗ a→
∑
a(1)⊗ (b  a(2)).
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In the following proposition we use the bijective linear maps T1, T2, T3, T4 associated
to any regular multiplier Hopf algebra, see Introduction.
4.2. Proposition. Take the notations as before. If the maps Rα , Rβ , R, mB , and mA satisfy
the following equations:
(i) (⊗ iB)(iB ⊗Rβ)(T B4 ⊗ iA)= (iA ⊗mB)(Rβ ⊗ iB)(iB ⊗R),
(ii) (iA ⊗)(Rα ⊗ iA)(iB ⊗ T A3 )= (mA ⊗ iB)(iA⊗Rα)(R⊗ iA),
then R satisfies the conditions (1) of Section 1.
Proof. We assume (i) and we claim that (iA ⊗mB)(R⊗ iB)(iB ⊗R)=R(mB ⊗ iA). For
all b, b′, b′′ ∈B and a ∈A we have:
((
b′′  · ⊗ iB
)
(iA ⊗mB)(R⊗ iB)(iB ⊗R)
)(
b′ ⊗ b⊗ a)
=
∑
(iA ⊗mB)
(
b′′  · ⊗ iB ⊗ iB
)
(R⊗ iB)
(
b′ ⊗ ai ⊗ bi
)
where R(b⊗ a)=
∑
ai ⊗ bi
=
∑(
b′′b′(1)  ai(1)
)⊗ (b′(2)  ai(2))bi
= (⊗ iB)(iB ⊗ iA ⊗mB)(iB ⊗Rβ ⊗ iB)(iB ⊗ iB ⊗R)
(
T B2 ⊗ iB ⊗ iA
)(
b′′ ⊗ b′
⊗ b⊗ a)
= (⊗ iB)(iB ⊗⊗ iB)(iB ⊗ iB ⊗Rβ)
(
iB ⊗ T B4 ⊗ iA
)(
T B2 ⊗ iB ⊗ iA
)(
b′′ ⊗ b′
⊗ b⊗ a)
=
∑(
b′′b′(1)b(1)  a(1)
)⊗ ((b′(2)b(2))  a(2))
= ((b′′  · ⊗ iB)R(mB ⊗ iA))(b′ ⊗ b⊗ a).
As unital modules are non-degenerate in the sense of [4], we conclude that
(iA⊗mB)(R⊗ iB)(iB ⊗R)=R(mB ⊗ iA).
Similarly, if we assume (ii), then the equation R(iB ⊗mA)= (mA⊗ iB)(iA⊗R)(R⊗ iA)
follows. ✷
Let R be a bijective twist map as in Proposition 4.2. Then R satisfies the conditions (1)
of Theorem 3.7 and we can consider the twisted tensor product algebra A×B , associated
to R.
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∆(a × b)=∆(a)×∆(b) for all a ∈A and b ∈ B.
Then we check condition (2) of Theorem 3.7 to conclude that (A× B,∆) is a regular
multiplier Hopf algebra.
This procedure is worked out in Section 4.3 for a twist map R which is defined via a
pairing between two multiplier Hopf algebras.
4.3. The Drinfel’d double of two multiplier Hopf algebras
We briefly recall the notation of a pairing between two regular multiplier Hopf algebras
as defined and investigated in [3]. Let A and B denote multiplier Hopf algebras and
〈· , ·〉 :A⊗B→C is a linear mapping which is non-degenerate as bilinear map. For a ∈A
and b ∈B , define the element a  b ∈M(B) by
(a  b)b′ =
∑
〈a, b(2)〉b(1)b′, b′(a  b)=
∑
〈a, b(2)〉b′b(1)
for b′ ∈B .
Now require that a  b ∈B and assume that 〈aa′, b〉 = 〈a, a′  b〉. By these conditions
B has the structure of a left A-module. Completely analogously, one can define for all
a ∈ A and b ∈ B the elements b  a ∈M(B) and b  a and a  b in M(A) and impose
conditions like the ones above.
So we will use the following equations:
〈
b  a, b′
〉= 〈a, b′b〉, 〈a  b, b′〉= 〈a, bb′〉,〈
a, a′  b
〉= 〈aa′, b〉, 〈a, b a′〉= 〈a′a, b〉
for a, a′ ∈A and b, b′ ∈ B .
It follows that four modules are involved. In [3] is shown that all of these modules are
unital if and only if one of them is unital, i.e., A  B = B . In this case the bilinear form
〈· , ·〉 is called a pairing between A and B . Now the element a  b can be denoted as
a  b =∑〈a, b(2)〉b(1) because b(2) is covered by a through the pairing in the following
way. Take e ∈ B such that a = a  e, then
∑
〈a, b(2)〉b(1) =
∑
〈a  e, b(2)〉b(1) =
∑
〈a, eb(2)〉b(1).
Moreover, B A B and A B A are bimodules, see [3, Lemma 2.4].
We use these bimodule structures to define the following unital modules.
4.3.1. Definition. For a ∈A and b ∈ B , we define the following left and right actions:
b  a=∑b(1)  a  S−1(b(2)), a  b=∑S−1(b(1)) a  b(2),
a  b=∑a  b S−1(a ), b  a=∑S−1(a ) b a .(1) (2) (1) (2)
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The new actions,  and , are again unital.
4.3.2. Remark. (1) Let A be a finite dimensional Hopf algebra with A′ the dual Hopf
algebra. They form the pairing 〈A′,A〉. Then the module setting Acop  A′ gives a matched
pair of Hopf algebras and the double crossed product A′ × Acop is called the Drinfel’d
double of A.
(2) In this paper we associate to the multiplier Hopf algebra pairing 〈A,B〉 the module
setting Bcop  A. From here we define a twist map R which is suitable to construct the
Drinfel’d double in the framework of multiplier Hopf algebras. Observe that in [3] the
Drinfel’d double construction is done for multiplier Hopf algebra without using the module
setting Bcop  A.
(3) One easily check the following equations: For a, a′ ∈A and b, b′ ∈ B
〈
b  a, b′〉=∑〈a(3)S−1(a(1)), b〉〈a(2), b′〉,
〈
a  b, b′〉=∑〈S−1(a(3))a(1), b〉〈a(2), b′〉,
〈
a′, b  a〉=∑〈a,S−1(b(3))b(1)〉〈a′, b(2)〉,
〈
a′, a  b〉=∑〈a, b(3)S−1(b(1))〉〈a′, b(2)〉.
The rest of this section is organized as follows.
We consider the module setting Bcop  A.
• First we prove that there is a bijective linear map R :B ⊗A→A⊗B such that
(
b′  · ⊗ i)R(b⊗ a)=∑(b′b(2)  a(1))⊗ (b(1)  a(2))
and
(
i ⊗ ·  a′)R(b⊗ a)=∑(b(2)  a(1))⊗ (b(1)  a(2)a′)
for a, a′ ∈A and b, b′ ∈ B (see Lemma 4.3.3, Proposition 4.3.7).
• Then we prove that R defines an associative algebra, denoted as A × B (see
Lemma 4.3.8).
• To finish, we consider the natural comultiplication ∆ on A×B which is a composition
of ∆A and ∆copB . We check that ∆ is a homomorphism (see Proposition 4.3.10) making
(A×B,∆) into a regular multiplier Hopf algebra (see Theorem 4.3.11).
For a, a′ ∈A and b, b′ ∈B we define: 〈a⊗ b, a′ ⊗ b′〉 = 〈a, b′〉〈a′, b〉. Clearly this bilinear
form is non-degenerate again.
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A→A⊗B such that for all a, a′ ∈A and b, b′ ∈B
(
b′  · ⊗ i)R(b⊗ a)=∑(b′b(2)  a(1))⊗ (b(1)  a(2))
and
(
i ⊗ ·  a′)R(b⊗ a)=∑(b(2)  a(1))⊗ (b(1)  a(2)a′).
This map R is defined as
R
(
(b a)⊗ (a′  b′))=∑(a′(1)  S−1(b(2)S(b′)))⊗ (b(1)  aa′(2)).
Proof. First we notice that the definition of R((b  a)⊗ (a′  b′)) is independent of the
choice of pairs the (a, b) and (a′, b′). Indeed, the map R is given as R =R1 ◦R2 ◦σ , where
σ is the usual flip on B ⊗A and R1 and R2 are linear maps on A⊗B which are given by
the following formulas
R1
((
a′  b′
)⊗ (b  a))=∑(a′  b′)
(1)⊗
(
(b a)
(
a′  b′
)
(2)
)
,
R2
((
a′  b′
)⊗ (b  a))=∑((a′  b′) S−1((b  a)(2))⊗ (b a)(1).
Clearly, the definitions of the maps R1 and R2 are independent of the pairs (a, b) and
(a′, b′). We calculate
∑(
b′′(b  a)(2) 
(
a′  b′
)
(1)
)⊗ ((b a)(1)  (a′  b′)(2)a′′)
=
∑(
b′′b(2) 
(
a′(1)  b′
))⊗ ((b(1)  a)  a′(2)a′′)
=
∑((
b′′b(2)
)
(1)  a
′
(1)  b′S−1
((
b′′b(2)
)
(2)
))
⊗ (S−1((a′(2)a′′)(1)) b(1)  a(a′(2)a′′)(2)).
We take the pairing of this element to a′′′ ⊗ b′′′. This result is obtained as follows:
=
∑〈
a′(1), b′S−1(b(3))S−1
(
b′′(2)
)
b′′′b′′(1)b(2)
〉〈
aa′(3)a′′(2)a′′′S−1
(
a′′(1)
)
S−1
(
a′(2)
)
, b(1)
〉
=
∑〈
a′(1), b
′S−1(b(4))S−1
(
b′′(2)
)
b′′′b′′(1)
〉〈
a′(2), b(3)
〉〈
aa′(4)a
′′
(2)a
′′′S−1
(
a′′(1)
)
, b(1)
〉
× 〈S−1(a′(3)), b(2)〉
=
∑〈
a′(1), b
′S−1(b(2))S−1
(
b′′(2)
)
b′′′b′′(1)
〉〈
aa′(2)a
′′
(2)a
′′′S−1
(
a′′(1)
)
, b(1)
〉
=
∑〈
a′(1), S−1
(
b(2)S
(
b′
))
S−1
(
b′′(2)
)
b′′′b′′(1)
〉〈
aa′(2)a′′(2)a′′′S−1
(
a′′(1)
)
, b(1)
〉
=
∑〈
b′′  a′  S−1
(
b(2)S
(
b′
))
S−1
(
b′′
)
, b′′′
〉〈
a′′′, S−1
(
a′′
)
 b(1)  aa′ a′′
〉
(1) (1) (2) (1) (2) (2)
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∑〈
b′′  (a′(1)  S−1(b(2)S(b′))), b′′′〉〈a′′′, (b(1)  aa′(2))  a′′〉.
As the bilinear form 〈A⊗B,A⊗B〉 is non-degenerate, we conclude that
∑(
b′′(b a)(2) 
(
a′  b′
)
(1)
)⊗ ((b a)(1)  (a′  b′)(2)a′′)
=
∑(
b′′  (a′(1)  S−1(b(2)S(b′))))⊗ ((b(1)  aa′(2))  a′′).
Now the lemma follows because the actions  and  unital actions. ✷
4.3.4. Corollaries. For a, a′ ∈A and b, b′ ∈ B . We have
(i) R(b⊗ a)(a′ ⊗ b′)=∑〈S−1(a(1)), b(3)〉〈a(3), b(1)〉a(2)a′ ⊗ b(2)b′,
(ii) 〈R(b⊗ a), a′ ⊗ b′〉 =∑〈S−1(a(1)), b(3)〉〈a(3), b(1)〉〈a(2), b′〉〈a′, b(2)〉,
(iii) (a′ ⊗ 1)R(b⊗ a)(1⊗ b′)=∑〈S−1(a(1)), b(3)〉〈a(3), b(1)〉a′a(2)⊗ b(2)b′.
Proof. Observe that in the right sides of the equations all decompositions are well covered.
To prove these results, we consider the map R in an element (b  a′′) ⊗ (a  b′′) of
B ⊗ A and calculate the left sides of the equations by using the expression for R given
in Lemma 4.3.3. As the module structures  and  are unital, the results yield for any
element b⊗ a ∈B ⊗A. ✷
We want to prove that R is bijective, moreover we will construct the inverse map R−1.
Therefore, we consider the module setting A  Bcop.
4.3.5. Lemma. Consider the module setting A  Bcop. Then there exists a linear map
R′ :A⊗B→B ⊗A such that, for all a, a′ ∈A and b, b′ ∈ B
(
a′  · ⊗ i)R′(a⊗ b)=∑(a′a(1)  b(2))⊗ (a(2)  b(1))
and
(
i ⊗ ·  b′)R′(a ⊗ b)=∑(a(1)  b(2))⊗ (a(2)  b(1)b′).
The map R′ is given as
R′
(
(b a)⊗ (a′  b′))=∑(a(1)a′  b′(2))⊗ (S−1(b′(1))b  a(2)).
Proof. The definition of R′(b  a ⊗ a′  b′) is independent of the choice of the pairs
(a, b) and (a′, b′). Indeed, R′ = σ ◦ R′1 ◦ R′2 when σ is the usual flip map on A⊗ B and
R′1 and R′2 are linear maps on A⊗B defined by the formulas
R′1
(
(b a)⊗ (a′  b′))=∑(S−1((a′  b′)
(1)
)
 (b a)
)⊗ (a′  b′)
(2),
R′2
(
(b a)⊗ (a′  b′))=∑(b  a)(2)⊗ ((b a)(1)  (a′  b′)).
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(a′, b′). The rest of the proof is similar to the proof of Lemma 4.3.3. ✷
4.3.6. Corollaries. For a, a′ ∈A and b, b′ ∈ B , we have:
(i) R′(a ⊗ b)(b′ ⊗ a′)=∑〈a(1), b(3)〉〈a(3), S−1(b(1))〉b(2)b′ ⊗ a(2)a′;
(ii) 〈R′(a⊗ b), a′ ⊗ b′〉 =∑〈a(1), b(3)〉〈a(3), S−1(b(1))〉〈a′, b(2)〉〈a(2), b′′〉;
(iii) (b′ ⊗ 1)R′(a⊗ b)(1⊗ a′)=∑〈a(1), b(3)〉〈a(3), S−1(b(1))〉b′b(2)⊗ a(2)a′.
Proof. Use a similar reasoning as in the proof of Corollaries 4.3.4. ✷
We now prove that the twist map associated to the setting Bcop  A is bijective.
4.3.7. Proposition. The twist map R associated to the module setting Bcop  A and the
twist map R′ associated to the module setting A  Bcop are inverse to each other.
Proof. We have to prove that, for all a, a′ ∈A and b, b′ ∈B ,
(i) R(R′(a⊗ b))= a ⊗ b, and
(ii) R′(R(b⊗ a))= b⊗ a.
We prove (i), the proof of (ii) is similar. Take a, a′, a′′ ∈A and b, b′, b′′ ∈B . Then
〈
R
(
R′
(
(b a)⊗ (a′  b′))), a′′ ⊗ b′′〉
=
∑〈
R
((
a(1)a
′  b′(2)
)⊗ (S−1(b′(1))b  a(2))), a′′ ⊗ b′′〉
=
∑〈
S−1(a(2)), a(1)a′  b′(4)
〉〈
S−1
(
b′(1)
)
b  a(4), b′(2)
〉〈
a(3), b
′′〉〈a′′, b′(3)〉
=
∑〈
S−1(a(2))a(1)a′, b′(4)
〉〈
a(4), b
′
(2)S
−1(b′(1))b〉〈a(3), b′′〉〈a′′, b′(3)〉
=
∑〈
a′, b′(2)
〉〈
a(2), b
〉〈
a(1), b
′′〉〈a′′, b′(1)〉
= 〈a, b′′b〉〈a′′a′, b′〉= 〈b a, b′′〉〈a′′, a′  b′〉.
We conclude that R(R′(b a⊗a′  b′))= b a⊗a′  b′. Now the statement (i) follows
because the module structures  are unital. ✷
In the setting Bcop  A, the structure maps Rα and Rβ are defined as
Rα :B ⊗A→A⊗B: b⊗ a→ (b(2)  a)⊗ b(1)
and
Rβ :B ⊗A→A⊗B: b⊗ a→ a(1)⊗ (b  a(2)).
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conditions imposed in Proposition 4.2. As a consequence,R defines an associative algebra
on A⊗B , denoted as A×B . Moreover, this product is non-degenerate.
Proof. Following Proposition 4.2, we have to prove:
(i) (⊗ iB)(iB ⊗Rβ)(T Bcop4 ⊗ iA)= (iA ⊗mB)(Rβ ⊗ iB)(iB ⊗R);
(ii) (iA ⊗)(Rα ⊗ iA)(iB ⊗ T A3 )= (mA ⊗ iB)(iA⊗Rα)(R⊗ iA).
We prove (i). The proof of (ii) is similar.
Take b⊗ b′ ⊗ a ∈ B ⊗B ⊗A. First,
(⊗ iB)(iB ⊗Rβ)
(
T B
cop
4 ⊗ iA
)(
b⊗ b′ ⊗ a)=∑(b′(2)  a(1))⊗ (bb′(1)  a(2)) ∈A⊗B.
The pairing of this result to any a′′ ⊗ b′′ ∈A⊗B is given as
∑〈
b′(2)  a(1), b′′
〉〈
a′′, bb′(1)  a(2)
〉
=
∑〈
b′(2)  a(1)  S−1
(
b′(3)
)
, b′′
〉〈
a′′, S−1(a(2)) bb′(1)  a(3)
〉
=
∑〈
a(1), S
−1(b′(3))b′′b′(2)〉〈a(3)a′′S−1(a(2)), bb′(1)〉
=
∑〈
a(1), S
−1(b′(5))b′′b′(4)〉〈a(3), b(1)b′(1)〉〈a′′, b(2)b′(2)〉〈S−1(a(2)), b(3)b′(3)〉
=
∑〈
a,S−1
(
b′(5)
)
b′′b′(4)S
−1(b′(3))S−1(b(3))b(1)b′(1)〉〈a′′, b(2)b′(2)〉
=
∑〈
a,S−1
(
b′(3)
)
b′′S−1(b(3))b(1)b′(1)
〉〈
a′′, b(2)b′(2)
〉
.
Secondly,
(iA ⊗mB)(Rβ ⊗ iB)(iB ⊗R)
(
b⊗ b′ ⊗ a)=∑ai(1)⊗ (b  ai(2))b′i
where R(b′ ⊗ a)=∑ai ⊗ b′i .
The pairing of this result to any a′′ ⊗ b′′ ∈A⊗B is given as
∑〈
ai(1), b
′′〉〈a′′, (b  ai(2))b′i 〉
=
∑〈
ai(1), b
′′〉〈a′′(1), b  ai(2)〉〈a′′(2), b′i 〉
=
∑〈
ai(1), b
′′〉〈a′′(1), S−1(ai(2)) b ai(3)〉〈a′′(2), b′i 〉
=
∑〈
ai(1), b
′′〉〈ai(3)a′′(1)S−1(ai(2)), b〉〈a′′(2), b′i 〉
=
∑〈
ai(1), b
′′〉〈ai(2), S−1(b(3))b(1)〉〈a′′(1), b(2)〉〈a′′(2), b′i 〉
=
∑〈
ai, b
′′S−1(b(3))b(1)
〉〈
a′′(1), b(2)
〉〈
a′′(2), b′i
〉
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=
∑〈
S−1(a(1)), b′(3)
〉〈
a(3), b
′
(1)
〉〈
a(2), b
′′S−1(b(3))b(1)
〉〈
a′′(2), b
′
(2)
〉〈
a′′(1), b(2)
〉
=
∑〈
a,S−1
(
b′(3)
)
b′′S−1(b(3))b(1)b′(1)
〉〈
a′′, b(2)b′(2)
〉
.
As the bilinear form 〈A⊗ B,A⊗ B〉 is non-degenerate, we conclude that the both sides
of Eq. (i) are equal. From Proposition 4.2. we know that the product associated to the
twist map R is associative. As R is invertible (see Proposition 4.3.7), this product is non-
degenerate (use Proposition 1.1). ✷
4.3.9. Definition. Take the notations as before. The Drinfel’d double algebra of a multiplier
Hopf algebra pairing 〈A,B〉 is the twisted tensor product algebra on A ⊗ B which is
determined by the twist map R. Let the Drinfel’d double on A ⊗ B be denoted as
D =A×B . Then,
mD = (mA ⊗mB) ◦ (iA ⊗R⊗ iB).
Following Section 3 we define the natural comultiplication ∆ on A × B which is a
composition of ∆A and ∆copB . We prove that ∆ satisfies the conditions (2) of Theorem 3.7.
4.3.10. Proposition. Take the notations as before. Then R satisfies the equation
(
∆ ◦R)(b⊗ a)= ((1⊗ 1)×∆cop(b))(∆(a)× (1⊗ 1))
for all a ∈ A and b ∈ B . Therefore ∆ :A × B → M((A × B) ⊗ (A × B)) is a
homomorphism.
Proof.
• In this proof we will use the following identity. For all a, a′, a′′ ∈A and b, b′ ∈B
∑〈
S−1(a(2)), b(1)
〉(
a′ × b′b(2)
)(
a(1)a
′′ × 1)
=
∑〈
a(1), S
−1(b(2))
〉(
a′ × b′)(a(2)× b(1))(a′′ × 1).
Remark that in the right side a(2) and b(1) are covered by the factor a′ × b′. By using
the definition of the product in A×B (see Section 1) and Remark 1.3, the proof of this
identity is straightforward.
• As the modules  and  are unital, the statement of the proposition is done if we
prove that for all a, a′ ∈A and b, b′ ∈B
(
∆ ◦R)((b  a)⊗ (a′  b′))= ((1⊗ 1)×∆cop(b a))(∆(a′  b′)× (1⊗ 1)).
From Lemma 4.3.3 we have that
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(
(b  a)⊗ (a′  b′))=∑(a′(1)  S−1(b(2)S(b′)))⊗ (b(1)  aa′(2)).
We now have to prove for all x, x ′, x ′′ ∈A and y, y ′ ∈ B
∑((
x ′′ × y)((a′(1)  S−1(b(3)S(b′)))× b(2))(x ′ × 1))⊗ (xa′(2)× ((b(1)  aa′(3))y ′))
=
∑((
x ′′ × yb(2)
)(((
a′(1)  b′
)
x ′
)× 1))⊗ ((x × (b(1)  a))(a′(2)× y ′)).
The left hand side equals
∑〈
a′(1), b′S−1(b(4))
〉〈
aa′(4), b(1)
〉(
x ′′ × y)(a′(2)× b(3))(x ′ × 1)⊗ (xa′(3)× b(2)y ′)
=
∑〈
a′(1), b
′〉〈a′(2), S−1(b(5))〉〈a, b(1)〉〈a′(5), b(2)〉((x ′′ × y)(a′(3)× b(4))(x ′ × 1))
⊗ (xa′(4)× b(3)y ′).
By using Corollaries 4.3.4(iii), the right hand side can be rewritten as
∑〈
a′(1), b
′〉〈a, b(1)〉((x ′′ × yb(3))(a′(2)x ′ × 1))⊗ ((x × b(2))(a′(3)× y ′))
=
∑〈
a′(1), b′
〉〈a, b(1)〉((x ′′ × yb(3))(a′(2)x ′ × 1))⊗ ((x ⊗ 1)R(b(2)⊗ a′(3))(1⊗ y ′))
=
∑〈
a′(1), b
′〉〈a, b(1)〉〈S−1(a′(3)), b(4)〉〈a′(5), b(2)〉((x ′′ × yb(5))(a′(2)x ′ × 1))
⊗ (xa′(4)× b(3)y ′).
By applying the identity, given in the beginning of the proof, to the underlined expressions,
we obtain the equality of both expressions. ✷
We gather the results of Section 4 to give a complete definition of the Drinfel’d double
of a multiplier Hopf algebra pairing 〈A,B〉. From Propositions 4.3.8 and 4.3.10 we have
that the twist map R which is defined via the pairing 〈A,B〉, satisfies the conditions of
Theorem 3.7.
4.3.11. Definition. Let 〈A,B〉 be a multiplier Hopf algebra pairing. Take the twist map R
as defined before. The Drinfel’d double multiplier Hopf algebra D is the twisted tensor
product multiplier Hopf algebra with mD , ∆, ε and S given as
mD = (mA ⊗mB)(i ⊗R⊗ i),
∆D(a× b)=∆(a)×∆cop(b) for all a ∈A and b ∈ B,
εD = εA ⊗ εB, and SD =R ◦
(
S−1B ⊗ SA
) ◦ σ.
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B which are paired by a multiplier Hopf *-algebra pairing, we demand additionally that
〈a∗, b〉 = 〈a,S(b)∗〉−. We will prove that this additional demand on the pairing guaranties
that the Drinfel’d double D = A × Bcop, as considered in Definition 4.3.11, becomes a
multiplier Hopf *-algebra. We make use of Proposition 3.9.
4.3.12. Lemma. Start with a multiplier Hopf *-algebra pairing 〈A,B〉. Consider the
actions  and  as defined in Definition 4.3.1. Then, for a ∈A and b ∈ B ,
(b  a)∗ = a∗  b∗; (a  b)∗ = b∗  a∗; (b  a)∗ = a∗  b∗; (a  b)∗ = b∗  a∗.
Proof. We proof (b  a)∗ = a∗  b∗. The other proofs are similar. Observe that in any
∗
-algebra B we have S(b∗)= S−1(b)∗ for all b ∈B (see [14, Proposition 5.8]).
Take any b′ ∈B . Then,
〈
(b  a)∗, b′〉= 〈b  a,S(b′)∗〉− =∑〈b(1)  a  S−1(b(2)), S(b′)∗〉−
=
∑〈
a,S−1(b(2))S
(
b′
)∗
b(1)
〉− =∑〈a, (b∗(1)S(b′)S−1(b(2))∗)∗〉−
=
∑〈
a,
(
b∗(1)S
(
b′
)
S
(
b∗(2)
))∗〉− =∑〈a,S(b∗(2)b′S−1(b∗(1)))∗〉−
=
∑〈
a∗, b∗(2)b
′S−1
(
b∗(1)
)〉=∑〈S−1(b∗(1)) a∗  b∗(2), b′〉
=
∑〈
a∗  b∗, b′〉.
As the pairing is non-degenerate, it follows that (b  a)∗ = a∗  b∗. ✷
4.3.13. Lemma. Let R−1 be the twist map associated to the module setting A  Bcop. Then
R−1 is also given by the following formula:
(
a′  · ⊗ iA
)
R−1(a⊗ b)=
∑(
a′a(2)  b(1)
)⊗ (a(1)  b(2))
for all a, a′ ∈A and b ∈ B .
Proof. From Lemma 4.3.5 and Proposition 4.3.7 we have that
(
a′  · ⊗ i)R−1(a⊗ b)=∑(a′a(1)  b(2))⊗ (a(2)  b(1)).
A straightforward calculation shows that the right hand side is also given as
∑(
a′a(2)  b(1)
)⊗ (a(1)  b(2)). ✷
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R satisfies the equation
(R ◦ ∗B ⊗∗A ◦ σ)(R ◦ ∗B ⊗∗A ◦ σ)= iA ⊗ iB.
Therefore, the Drinfel’d double D =A×Bcop is a multiplier Hopf *-algebra.
Proof. We make use of Lemma 4.3.12 to calculate (∗B ⊗ ∗A) ◦ σ ◦R ◦ (∗B ⊗ ∗A) ◦ σ on
A⊗B . For any a, a′ ∈A and b ∈B:
((
a′  · ⊗ iA
) ◦ (∗B ⊗ ∗A) ◦ σ ◦R ◦ (∗B ⊗∗A) ◦ σ )(a ⊗ b)
= ((a′  · ⊗ iA) ◦ (∗B ⊗ ∗A) ◦ σ )R(b∗ ⊗ a∗)
= ((∗B ⊗∗A) ◦ σ )(iA ⊗a′ ∗)R(b∗ ⊗ a∗)
=
∑(
(∗B ⊗ ∗A) ◦ σ
)((
b∗(2)  a∗(1)
)⊗ (b∗(1)  a∗(2)a′∗))
=
∑(
a′a(2)  b(1)
)⊗ (a(1)  b(2))
= (a′  · ⊗ iA)R−1(a⊗ b) (use Lemma 4.3.13).
Because B A is unital, we now conclude that
(R ◦ ∗B ⊗∗A ◦ σ)(R ◦ ∗B ⊗∗A ◦ σ)= iA ⊗ iB.
Following Proposition 3.9, we have obtained that D = A × Bcop is a multiplier Hopf
∗
-algebra. ✷
4.3.15. Remark. Take D as in Definition 4.3.11. Let ϕA (respectively ψB ) denote a
left integral on A (respectively a right integral on B). Then it is quite obvious from
Proposition 3.10 that ϕD = ϕA ⊗ ψB is a left integral on D. If 〈A,B〉 is a pairing of
multiplier Hopf ∗-algebras and A and B have positive integrals, the Drinfel’d double
D = A × Bcop has a positive integral too. The proof of this statement relies on [5]. It
will be published in a forthcoming paper on the Drinfel’d double which is in collaboration
with A. Van Daele.
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