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Abstract
Biparabolic subalgebras of semisimple Lie algebras were introduced by V. Dergachev and A. Kir-
illov [V. Dergachev, A. Kirillov, Index of Lie algebras of seaweed type, J. Lie Theory 10 (2000)
331–343] under the name of Lie algebras of seaweed type. Let q be such an algebra, q′ its derived
algebra, t its nilradical and S(q) the symmetric algebra over q. Now q is algebraic, so by a result of
Chevalley–Dixmier [J. Dixmier, Sur les représentations unitaires des groupes de Lie nilpotents. II,
Bull. Soc. Math. France 85 (1957) 325–388], index q = tr deg(FractS(q))q. Here we give a combi-
natorial formula for index q and use it to prove a conjecture of P. Tauvel and R.W.T. Yu [P. Tauvel
R.W.T. Yu, Sur l’indice de certaines algèbres de Lie, Ann. Inst. Fourier (Grenoble) 54 (2004) 1793–
1810]. We also compute the Gelfand–Kirillov dimension of S(q)q′ , an algebra we conjecture to be
polynomial. This number is combinatorially more subtle than index q. As a by-product we show
that S(t)q′ is always polynomial. The present methods are an adaption of those used in the study of
similar questions for parabolic subalgebras in [F. Fauquant-Millet, A. Joseph, Sur les semi-invariants
d’une sous-algèbre parabolique d’une algèbre enveloppante quantifiée, Transform. Groups 6 (2001)
125–142; F. Fauquant-Millet, A. Joseph, Semi-centre de l’algèbre enveloppante d’une sous-algèbre
parabolique d’une algèbre de Lie semi-simple, Ann. Sci. École Norm. Sup. 38 (2005) 155–191;
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1. Introduction
1.1. Let g be a complex semisimple Lie algebra. A biparabolic subalgebra of g is de-
fined to be the intersection of two parabolic subalgebras whose sum is g. Such algebras
are natural generalizations of parabolic subalgebras. They seem first to have been intro-
duced by V. Dergachev and A. Kirillov [3] for g = sl(n), who called them Lie algebras of
seaweed type.
1.2. Let a be a finite-dimensional Lie algebra and S(a) its symmetric algebra. Let Y(a)
(respectively Sy(a)) denote the subalgebra of S(a) generated by the invariants (respectively
semi-invariants) in S(a) under the adjoint action of a. Let index a denote the codimension
of a co-adjoint orbit in a∗ of maximal dimension.
1.3. In [10–12] we made an in-depth study of Sy(p) for any parabolic subalgebra p
of a simple Lie algebra g. Notably we showed that if g is of type A or C, then Sy(p)
is polynomial and we calculated the exponents in its Poincaré polynomial (which can be
loosely referred to as the degrees of a system of generators). Moreover for arbitrary g
these results extend to “most” parabolics. We calculated the Gelfand–Kirillov dimension
GK dim Sy(p) of Sy(p) as well as index p , for an arbitrary parabolic. Apart from whether
Sy(p) is always polynomial, many other questions remain open [17].
1.4. The aim of this present work is to show that the methods of [10–12] extend natu-
rally to any biparabolic subalgebra q of a simple Lie algebra g. Let t denote the nilradical
of q and q′ the derived algebra of q. For the moment we content ourselves with calculating
GK dim Sy(q) and index q. However it seems likely that Sy(q) is always polynomial. Indeed
in Part II it is shown that this holds in types A and C and for most other biparabolic subal-
gebras in general. As a by-product we show that S(t)q′ is polynomial (Theorem 6.12(iii)).
1.5. In type A the index of a biparabolic subalgebra q was calculated in [3].
These authors gave a procedure to calculate index q inspired by unpublished work of
A.G. Elashvili [6]. It involved the combinatorial structure of “meanders.” It turns out (as
suggested to me by M. Duflo) that this closely related to the combinatorial structure in-
troduced in [10] which first appeared in the thesis [9] of my doctoral student defended in
Paris in 1998. The present combinatorics is a slight extension of those of [10].
1.6. In type C the index of a biparabolic subalgebra was calculated by D.I. Panyu-
shev [18]. He also obtained partial results in types B, D in that same paper. Finally P. Tauvel
and R.W.T. Yu [21] found an upper bound on the index of a biparabolic subalgebra, which
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[3] in type A, by [18] in type C and by unpublished calculations of D.I. Panyushev and
R. Ushirobira in types G2 and F4. In [12, 6.5] we verified their conjecture for any parabolic
subalgebra. Recently Panyushev [19] has shown that (FractS(q))q is a pure transcendental
extension of C for any biparabolic in types A or C. This is implied by our results in [11,12]
and Part II; but is also a much easier result. He conjectures that (FractS(q))q is a pure
transcendental extension of C for any biparabolic q. However, Dixmier [5, Problem 4] al-
ready proposed this for any finite-dimensional Lie algebra in 1974. Many cases are known
and the techniques involving splitting off the nilradical are not dissimilar to those used by
Panyushev [19].
1.7. In the present work we prove the Tauvel–Yu conjecture for an arbitrary bipar-
abolic subalgebra (Theorem 8.4). Our methods based on [10–12] are quite independent
and different from [3,18]: though we do use a result of [21]. Apart from a combinatorial
result relegated to Appendix A, our analysis is case by case free. As indicated in 1.3, 1.4
the present work should lead to far more extensive results.
1.8. An exposition of this work as well as that described in Part II was given at the
ESF Research Conference on Geometric Representation and Invariant Theory” held in
Spa, Belgium, 16–21 September, 2005.
2. Preliminaries
2.1. Let g be a complex semisimple Lie algebra and G the connected, simply connected
algebraic group with Lie algebra g. For any algebraic subalgebra a of g we denote by an
upper case Latin letter, in this case A, the unique closed subgroup of G with Lie algebra a.
However, we generally reserve A itself to denote an algebra, specific or otherwise.
Fix a triangular decomposition g = n+⊕h⊕n− and with respect to this let π denote the
set of simple roots, W the Weyl group and P(π) (respectively P(π)+) the set of weight
(respectively dominant weights). Let Δ (respectively Δ+) be the set of non-zero (respec-
tively positive) roots. For each α ∈ Δ, let xα be the root vector of weight α, in a Chevalley
basis of g and κ the corresponding Chevalley anti-automorphism of g.
2.2. Given π ′ ⊂ π , let p+
π ′ denote the (standard) parabolic subalgebra of g generated
by b+ := n+ ⊕ h and the x−α : α ∈ π ′. Set p−π ′ = κ(p+π ′) ⊃ b− := n− ⊕ h.
Set rπ ′ = p+π ′ ∩ p−π ′ , which is a Levi factor of both parabolics. We can write rπ ′ = n+π ′ ⊕
h ⊕ n−
π ′ , where n
±
π ′ = n± ∩ rπ ′ . Let m+π ′ (respectively m−π ′ ) denote the nilradical of p+π ′
(respectively p−
π ′).
2.3. The standard biparabolic subalgebra qπ1,π2 given by the pair π1,π2 ⊂ π is defined
to be
qπ ,π = p+π ∩ p−π = n+π ⊕ h⊕ n−π .1 2 1 2 2 1
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on. It avoids certain trivialities and excludes for example qπ1,π2 from being a proper Levi
factor.
2.4. Let Wπ1 (respectively Wπ2 ) be the subgroup of W generated by the reflections
from π1 (respectively π2). Let wπ1 (respectively wπ2) be the unique longest element of
Wπ1 (respectively Wπ2) for the standard length function on W . We shall define certain
involutions i1, i2 of an over-set π˜ of π based on wπ1,wπ2 . The value of GK dim Sy(qπ1,π2)
and of index qπ1,π2 are governed by the orbits of the cyclic group 〈i1i2〉 acting on π˜ . If
π2 = π (the parabolic case) then π˜ = π and the combinatorics is just that of [10–12]. We
remark that the elements of π˜ \ π are only needed for minor book-keeping purposes.
2.5. Let b,b′ be Borel subalgebras of g, say b = b+. Then b′ = gb for some g ∈ G.
By the Bruhat decomposition of G, we can write g = b1nwb2, for some b1, b2 ∈ B ,
nw ∈ NG(H). Then b′ ∩ b = b1(nwb∩ b) ⊃ b1(h). A fortiori any intersection of parabolics
contains a G conjugate of h. From this one deduces [21, 2.3] that any biparabolic subalge-
bra is conjugate to a standard one.
3. Semi-invariants in the Hopf dual
3.1. Let U(g) denote the enveloping algebra of g and U(g) its Hopf dual. The latter
may also be identified with the algebra C[G] of regular functions on G.
3.2. For each μ ∈ P(π), let V (μ) denote the simple finite-dimensional U(g) module
with extreme weight μ, and vμ a choice of extreme vector. Recall that V (μ) ∼= V (ν) ⇔
μ ∈ Wν.
3.3. Fix μ ∈ P(π)+ and let cμξ,v : ξ ∈ V (μ)∗, v ∈ V (μ) (or simply cξ,v) denote the
element of U(g) defined by cμξ,v(a) = ξ(av), ∀a ∈ U(g). Let CV (μ) denote the space
generated by the cμξ,v : ξ ∈ V (μ)∗, v ∈ V (μ). It is a U(g) sub-bimodule of U(g). (See 2.4
below.) The algebraic Peter–Weyl theorem gives the following direct sum decomposition
U(g) =
⊕
μ∈P(π)+
CV (μ).
3.4. Fix π1,π2 ⊂ π . We examine a certain subalgebra of U(g) which will be closely
related to Sy(qπ1,π2) though for the moment this relationship will play no role. For
j ∈ {1,2} we write m±πj (respectively n±πj ) simply as m±j (respectively n±j ).
Recall that the action of U(g) on CV (μ) is defined by
a. cξ,v. b = cξb,av, ∀a, b ∈ U(g), ∀ξ ∈ V (μ)∗, v ∈ V (μ).
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Vπ1 = U(rπ1)vμ.
By [11, 2.7] this is just the subspace of V (μ) of m+1 invariant vectors. Then, for example,
the subspace m
+
1 CV (μ) of left m+1 invariant elements of CV (μ) is the span of the c
μ
ξ,v :
ξ ∈ V (μ)∗, v ∈ Vπ1(μ).
3.5. Let A(π1,π2) denote the subalgebra of U(g) of elements which are left m+1
invariant and right m−2 invariant.
To describe A(π1,π2) it is convenient to consider V (μ)∗ as a left U(g) module through
the principal anti-automorphism, in which case V (μ)∗ identifies with V (−μ). Then CV (μ)
is isomorphic to V (−μ)⊗ V (μ) as a U(g)⊗U(g) module. Set
V −π2(−μ) = U(rπ2)v−μ
which by [11, 2.7] is just the subspace of V (−μ) of m−2 invariant vectors. From the above
we immediately obtain the following presentation
A(π1,π2) =
⊕
μ∈P(π)+
V −π2(−μ)⊗ Vπ1(μ). (∗)
3.6. It is clear that V −π2(μ) (respectively Vπ1(μ)) is a left U(p−π2 ) (respectively
U(p+π1 )) module. Thus V −π2(−μ) ⊗ Vπ1(μ) is a qπ1,π2 module under diagonal action. Let
q′π1,π2 be the derived algebra of qπ1,π2 . We have the following extension of a result in[10, Section 3, first paragraph of proof of Proposition 3.1]. Recall that the Killing form K
on g restricts to a non-degenerate W invariant form on h. Identify h∗ with h through K . We
shall generally omit K except in 5.4–5.8 where we need to emphasize that K is positive
definite on Rπ .
Lemma. The space of q′π1,π2 invariants of V −π2(−μ) ⊗ Vπ1(μ) has dimension  1, with
equality if and only if
(wπ1μ−wπ2μ,π1 ∩ π2) = 0.
Proof. Since n+2 ∩ m+1 (respectively n−1 ∩ m−2 ) acts by zero on Vπ1(μ) (respectively
V −π2(−μ)) it follows that any q′π1,π2 invariant of Vπ1(μ)⊗V −π2(−μ) lies in Vπ1(μ)n
−
1 ∩m−2 ⊗
V −π2(−μ)n
+
2 ∩m+1
.
Now n+2 ∩m+1 (respectively n−1 ∩m−2 ) is just the nilradical of the parabolic subalgebra
π2qπ1∩π2 := rπ1∩π2 ⊕ n+2 ∩m+1 = n−π1∩π2 ⊕ h⊕ n+2(
respectively π1q−π1∩π2 := rπ1∩π2 ⊕ n−1 ∩m−2 = n+π1∩π2 ⊕ h⊕ n−1
)
of rπ (respectively rπ ).2 1
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V −π2(−μ) we conclude that
Vπ1(μ)
n−1 ∩m−2 = U(rπ1∩π2)vwπ1μ(
respectively V −π2(−μ)n
+
2 ∩m+1 = U(rπ1∩π2)v−wπ2μ
)
.
Consequently the former (respectively the latter) is a simple rπ1∩π2 module of lowest (re-
spectively highest) weight wπ1μ (respectively −wπ2μ). Thus their tensor product yields
an rπ1∩π2 semi-invariant of weight (wπ1 − wπ2)μ if and only if this weight vanishes on
π1 ∩ π2. The required assertion easily follows. 
3.7. Set
Dππ1,π2 =
{
μ ∈ P(π)+ | ((wπ1 −wπ2)μ, π1 ∩ π2)= 0}.
It is a sub-semigroup of P(π)+.
4. Freeness of the semigroup Dππ1,π2
4.1. Following [10, Theorem 1] we show that Dππ1,π2 is free and describe its generators.
4.2. We recall our assumption that π = π1 ∪ π2 and set
πˆ1 := π \ π1 = π2 \ (π1 ∩ π2),
πˆ2 := π \ π2 = π1 \ (π1 ∩ π2).
We write wπj simply as wj : j = 1,2. We set ij α = −wjα, ∀α ∈ πj . It is a Dynkin diagram
involution of πj : j = 1,2.
4.3. We would like to extend i1, i2 to involutions on π . One possibility is to take i′j : j =
1,2, to equal ij on πj and to be the identity on πˆj . This is sufficient for the description of
index qπ1,π2 ; but is less satisfactory for the description of GK dim Sy(qπ1,π2). Nevertheless,
consider the subgroup 〈i′1, i′2〉 of Aut π generated by the involutions i′1, i′2. Let E′(π1,π2),
or simply E′, be the set of 〈i′1, i′2〉 orbits in π and let E′k : k ∈ N be the set of 〈i′1, i′2〉
orbits which meet π \ (π1 ∩ π2), in k points. Clearly E′k = ∅, if k > 2. Again the orbits
in E′0, which are just those which lie entirely in π1 ∩ π2, do not depend on how i1, i2 are
extended. We break E′0 into orbits under the subgroup 〈i′1i′2〉 of 〈i′1, i′2〉 generated by i′1i′2.
Let E10 denote those which are also 〈i′1, i′2〉 orbits and set E20 = E′0 \ E10 . Given Γ ∈ E20 ,
the 〈i′1, i′2〉 orbit Γ˜ it generates is a disjoint union Γ  i′1Γ of 〈i′1i′2〉 orbits.
4.4. Suppose Γ ∈ E′1. Then Γ is uniquely determined by the element α ∈ π \ (π1 ∩π2)
it contains, and we shall write Γ = Γα . If α ∈ πˆj : j = 1,2, we set ij α = α. Then Γ is an
〈i1, i2〉 orbit and we denote this set of 〈i1, i2〉 orbits by E1. One may identify E1 with E′ .1
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(respectively πˆ2), then we set i1α = α′, i1α′ = α (respectively i2α = α′, i2α′ = α). In this
case Γ˜ is a union of two 〈i1i2〉 orbits, one denoted Γα , which contains α, and one denoted
Γα′ , which contains α′.
On the other hand, it can happen that α ∈ πˆ1 and α′ ∈ πˆ2 (or vice versa). In this case we
cannot extend i1, i2 to involutions to break Γ˜ into two 〈i1i2〉 orbits. Instead, we introduce
a fictitious root α˜ setting i1α = α˜ = i2α′. Then {Γ˜ , α˜} is a union of two 〈i1i2〉 orbits, one
Γα˜ containing the fictitious root α˜ and the other Γα,α′ containing α,α′.
We denote the set of 〈i1i2〉 orbits obtained from the above two constructions by E2.
Observe that |E2| = 2|E′2|. Given Γ ∈ E2, we recover Γ˜ ∈ E′2 as Γ unionsq i1Γ = Γ unionsq i2Γ ,
which is both an 〈i1, i2〉 and from (omitting α˜) an 〈i′1, i′2〉 orbit.
Example. Take π = {α1, α2, α3} of type A3 with π1 = {α1, α2}, π2 = {α2, α3}. Then
i1α1 = α2, i2α2 = α3, so α˜ = i2α1 = i1α3. Then Γα˜ = {α˜, α2}, Γα1,α3 = {α1, α3} are 〈i1i2〉
orbits.
4.6. Let π˜ denote the union of π together with the set of fictitious roots described
in 4.5. Let E(π1,π2) or simply E, denote the set of 〈i1i2〉 orbits in π˜ . Then E is the
disjoint union of E10 , E20 , E1 and E2.
Let 
α be the fundamental weight corresponding to α ∈ π . Given α˜ ∈ π˜ \ π , we set

α˜ = 0. For each Γ ∈ E, we let dΓ be the orbit sum
dΓ =
∑
α∈Γ

α,
and set
δΓ = w1dΓ −w2dΓ .
Set Mj =∑α∈πˆj Z
α : j = 1,2.
Lemma. For all Γ ∈ E one has dΓ ∈ Dππ1,π2 .
Proof. Since πˆ1  πˆ2 = π \ (π1 ∩ π2), it is enough to show that δΓ ∈ M1 + M2. Now by
[10, Lemme 1.1] one has for j ∈ {1,2} that
wj
α =
{

α, α ∈ πˆj ,
−
ijα mod Mj, α ∈ πj . (∗)
Observe that ij α ∈ πˆj ∪ (π˜ \ π), for all α ∈ πˆj . Thus (∗) can be written as
wj
α = −
ijα mod Mj, ∀α ∈ π. (∗∗)
Suppose α˜ ∈ π˜ \π . Then ij α˜ ∈ πˆj , so wj
α˜ = 0 = −
ij α˜ mod Mj . Thus (∗∗) also holds
for α ∈ π˜ and gives
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Since i1Γ = i2Γ , we obtain δΓ = w1dΓ −w2dΓ ∈ M1 +M2, as required. 
4.7. Consider
μ =
∑
α∈π
mα
α ∈ P(π)+.
Lemma. One has μ ∈ Dππ1,π2 , if and only if mi1α = mi2α , for all α ∈ π1 ∩ π2.
Proof. By 4.6(∗), we obtain
w1μ =
∑
α∈π1|i1α∈π2
−mα 
i1α mod M1 +M2,
w2μ =
∑
α∈π2|i2α∈π1
−mα 
i2α mod M1 +M2.
Thus
w1μ−w2μ =
∑
α∈π1∩π2
(−mi1α
α +mi2α
α) mod M1 +M2.
Hence the required assertion. 
4.8. Combining 4.6 and 4.7 we obtain the
Proposition. Dππ1,π2 is the free semi-group on generators dΓ : Γ ∈ E(π1,π2).
5. Orthogonal decomposition
5.1. Recall the notation of 4.
Lemma. For all Γ ∈ E, one has δΓ = δi1Γ = δi2Γ .
Proof. For all j ∈ {1,2} one has
wjdΓ + dijΓ =: mjΓ ∈ Mj
by 4.6(∗∗∗). Since i1Γ = i2Γ , subtraction gives δΓ = w1dΓ − w2dΓ = m1Γ − m2Γ =
w1m
1
Γ − w2m2Γ = w1di1Γ − w2di2Γ , since w2j = 1. Using i1Γ = i2Γ again, gives the
required assertion. 
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〈i′1, i′2〉 orbits and so belong to E′. We may define the orbit sums
dΓ˜ =
∑
α∈Γ˜

α.
Set
δΓ˜ = w1dΓ˜ −w2dΓ˜ .
By 5.1, δΓ˜ is proportional to δΓ .
Set π ′′ = π \ (π1 ∩ π2). For each Γ˜ ∈ E′2, recall that |Γ˜ ∩ π ′′| = 2 and choose an
element α′ ∈ Γ˜ ∩ π ′′. Let π ′′− be the subset of π ′′ formed from all such elements, and set
π ′′+ = π ′′ \ π ′′−. Given α ∈ π ′′+, let Γ˜α be the 〈i′1, i′2〉 orbit it generates. This is also a 〈i1, i2〉
orbit. Clearly E′1 E′2 is a disjoint union of the Γ˜α : α ∈ π ′′+.
Proposition. For all j ∈ {1,2}, Γ ∈ E, one has
(i) wjdΓ˜ + dΓ˜ ∈ Mj ,
(ii) (α, δΓ˜ ) 0 (respectively  0) if α ∈ πˆ1 (respectively πˆ2)
with a strict inequality if Γ˜ = Γ˜α : α ∈ π ′′.
Proof. Since dΓ˜ = dΓ + di1Γ , assertion (i) follows from 4.6(∗∗∗).
If α ∈ πˆ1, then w−11 α − w−12 α = β + i2α, for some positive root β , so the assertion
follows since dΓ˜ ∈ P(π)+ and in which 
i2α appears with coefficient 1. The argument is
similar if α ∈ πˆ2. Hence (ii). 
5.3. Let (•) denote the standard length function on 〈i1, i2〉 viewed as a Coxeter group.
Take Γ˜ ∈ E′, which we view as an 〈i1, i2〉 orbit. (Here the distinction with 〈i′1, i′2〉 orbits is
important.) Fix α ∈ Γ˜ and set
hΓ˜ =
∑
k∈〈i1,i2〉
(−1)(k)
kα.
Up to a sign, hΓ˜ is independent of the choice of α ∈ Γ˜ .
5.4. Recall that the Killing form K is positive definite on Rπ . Let h → h¯ denote com-
plex conjugation with respect to this real subspace of h. Then K(h, h¯) = 0: h ∈ h implies
h = 0.
Lemma. For all Γ˜ , Γ˜ ′ ∈ E′, j ∈ {1,2} one has
(i) wjhΓ˜ = hΓ˜ ,
(ii) K(δ ˜ , h ˜ ′) = 0.Γ Γ
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wj
α = −
ijα + δα, for some δα ∈ Mj .
Then by 4.6(∗) again

α = w2j
α = wj(−
ijα + δα) = 
α − δij α + δα.
Hence δij α = δα . Consequently
wj(
α −
ijα) = 
α −
ijα.
On the other hand, wj
α = 
α : α ∈ πˆj . Hence (i). Part (ii) is immediate from (i) and the
W invariance of K . 
5.5. Set
h′ = C(π1 ∩ π2), hE = h′ +
∑
Γ˜ ∈E′
ChΓ˜ , ΛE =
∑
Γ˜ ∈E′
CδΓ˜ .
Corollary. K(ΛE, hE) = 0.
5.6. For all Γ˜ ∈ E′0, that is for all 〈i1, i2〉 orbits contained in π1 ∩ π2, choose α ∈ Γ˜
and set
G+
Γ˜
=
∑
k∈〈i1,i2〉
kα, G−
Γ˜
=
∑
k∈〈i1,i2〉
(−1)(k)kα.
Obviously the G+
Γ˜
(respectively G−
Γ˜
non-zero) form a basis for the 〈i1, i2〉 invariant (re-
spectively anti-invariant) elements of h′. In the notation of 5.2, we have
K
(
G+
Γ˜
, dΓ˜α
)= 0, ∀Γ˜ ∈ E′0, α ∈ π ′′+, (∗)
since Γ˜ ∩ Γ˜α = ∅. For a similar reason
K
(
G−
Γ˜
, hΓ˜α
)= 0, ∀Γ˜ ∈ E′0, α ∈ π ′′−. (∗∗)
5.7. It is convenient to define further involutions ipj : i, j = 1,2 on h through
i
p
j 
α = 
ijα, ∀α ∈ π.
Unless πj = π , it is false that ipj = ij . Yet by [12, 5.2.4] we have the
Lemma. Take j ∈ {1,2}. Suppose h ∈ h′ satisfies ipj (h) ∈ h′. Then ipj (h) = ij (h).
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Proposition.
(i) The hΓ˜α : α ∈ π ′′− are linearly independent mod h′.
(ii) The δΓ˜α : α ∈ π ′′+ are linearly independent.
Proof. (i) Suppose
h :=
∑
α∈π ′′−
cαhΓ˜α
∈ h′.
Since hΓ˜α ∈ Rπ , we can assume cα ∈ R, so then h = h¯. Since hΓ˜α is 〈i
p
1 , i
p
2 〉 anti-invariant,
it follows from 5.7 that h is 〈i1, i2〉 anti-invariant and so a linear combination of the G−
Γ˜
:
Γ˜ ∈ E′0. Then, by 5.6(∗∗), we obtain K(h,h) = 0 and so h = 0. Hence cα = 0, ∀α ∈ π ′′−,
since the Γ˜α are disjoint. This gives (i).
For (ii) suppose ∑
α∈π ′′+
cαδΓ˜α = 0.
As before we may assume cα ∈ R. Set
d =
∑
α∈π ′′+
cαdΓ˜α ,
so d = d¯ and w1d = w2d . Then by 5.2(i) we obtain w1d + d = w2d + d ∈ M1 ∩M2 = 0.
We may write
d =
∑
α∈πˆj
c′αα mod Rπj .
Then
wjd =
∑
α∈πˆj
c′αα mod Rπj
forcing c′α = 0, ∀α ∈ πˆj . Consequently d ∈ Rπ1 ∩ Rπ2 ⊂ h′ and then d = −wjd = ij d .
This forces d to be a linear combination of the G+
Γ˜
: Γ˜ ∈ E′0 and so K(d,d) = 0 by 5.6(∗),
giving d = 0. Hence cα = 0, ∀α ∈ π ′′+, since the Γ˜α are disjoint. Hence (ii). 
Remark. Of course one may also show that the dΓ˜α : α ∈ π ′′+ are linearly independent
mod h′. However, unlike the parabolic case [12, 5.2.6] one does not have δΓ˜α ∈ h′ up to a
multiple of dΓ˜α .
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and hE .
Proposition.
(i) hE = h′ ⊕⊕α∈π ′′− ChΓ˜α ,
(ii) ΛE =⊕α∈π ′′+ CδΓ˜α ,(iii) hE is the orthogonal of ΛE in h with respect to K .
Proof. The sums in (i) and (ii) are direct by 5.8 and contained in their left-hand sides. The
sum hE + ΛE is direct by 5.5 and the positivity of K . Then dim(hE + ΛE) = dimhE +
dimΛE  |π1 ∩ π2| + |π ′′−| + |π ′′+| = |π |. This forces (iii) and equality in (i) and (ii). 
6. Systems of strongly orthogonal roots
6.1. Let qπ1,π2 be a biparabolic algebra. As noted in 3.6 we may write qπ1,π2 as a
sum of a parabolic subalgebra π2qπ1∩π2 of rπ2 and a parabolic subalgebra π1q
−
π1∩π2 of rπ1 ,
whose intersection is their common Levi factor rπ1∩π2 and whose nilradicals are respec-
tively t+ := n+2 ∩ m+1 , t− := n−1 ∩ m−2 . Now [t+, t−] ⊂ m+1 ∩ m−2 = 0. Hence q := qπ1,π2
has nilradical t = t+ ⊕ t− and Levi factor r := rπ1∩π2 .
6.2. In this section we show that there exists an element ξ ∈ q∗ such that the bilinear
form Bξ (X,Y ) := ξ [X,Y ] on q× q restricted to t× q has a trivial kernel on t. This implies
that T ξ has dimension dim t. In the case of a parabolic this was a significant aspect of our
calculations in [11,15]. As a by-product we note that ξ may be viewed as an element of t∗
by restriction. Then Qξ is open dense in t∗. Just as in [15, 4.6] we show that this implies
that S(t)q′ is a polynomial algebra.
6.3. In the case of a parabolic subalgebra the appropriate linear form ξ is just that of
[15, 2.4]. When π1 ∩π2 = ∅, we may simply take the sum of two such forms. However the
general case is less trivial and two difficulties must be overcome. The first was resolved by
Tauvel and Yu [21, 3.9 Remarque]. It enabled them to compute dim Qξ and hence an upper
bound to index q. They conjectured that this upper bound is an equality or equivalently
that ξ ∈ qreg. (We shall show in 8.4, though rather indirectly, that this is so.) Basically the
Tauvel–Yu solution is the sum of two such forms which nevertheless must each be put in
slightly more general position.
The second difficulty is overcome by a technical result involving a little case by case
analysis and which we relegate to Appendix A (Proposition A.1).
6.4. The above construction, as well as our proof of the Tauvel–Yu conjecture, is based
on the canonical system Bπ of strongly orthogonal roots associated to π (and similarly to
π1 and π2) constructed in [15, Section 2]. This seems to have first occurred in unpublished
work of Kostant and is important in the study of unitary representations (as first noticed by
W. Schmid [20]) particularly those of highest weight [7,8].
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construct Bπ it is enough to suppose that π is indecomposable. In this case π admits a
unique highest root β . The root vectors defined by H := {α ∈ Δ+ | K(α,β) = 0} span a
Heisenberg subalgebra gH of n+. On the other hand, Δ+β := Δ+ \H = Δ+ ∩ Nπ ′, where
π ′ = π ∩ (Δ+ \H). Then Bπ = {β} ∪Bπ ′ . Set S = CBπ .
Observe that Bπ is equipped with a natural partial order extended from Bπ ′ through
β > β ′, ∀β ′ ∈ Bπ ′ .
Let o+ denote the unique h stable complement in n+ to the span s+ of the root vectors
xβ : β ∈ Bπ . Similarly define o−, s− with respect to n−.
The product of the reflections defined by the {β}β∈Bπ sends Bπ to −Bπ which is the
corresponding canonical system for Δ−. Consequently it sends Δ+ to Δ− and is hence the
unique longest element wπ of W . Set i = −wπ . Then iβ = β , ∀β ∈ Bπ . On the other hand,
if say β is the highest root, then H ∩ π is a union of i orbits and in fact a single i orbit.
Hence S = (Cπ)i . Consequently
dimS = 1
2
(|π | + ∣∣πi∣∣). (∗)
6.6. The above definitions extend to the root systems π1,π2, though one should note
that a root in Bπ1 is not necessarily orthogonal to a root in Bπ2 . Indeed we have the
Lemma.
S1 ∩ S2 =
⊕
Γ˜ ∈E′0
CG+
Γ˜
.
In particular
dimS1 ∩ S2 =
∣∣E′0∣∣= ∣∣E10 ∣∣+ 12
∣∣E20 ∣∣.
Proof. One has Sj = (Cπj )ij : j = 1,2. Hence S1 ∩ S2 ⊂ (Cπ1 ∩ Cπ2)〈i1,i2〉 ⊂ S1 ∩ S2.
Yet the central term is just C(π1 ∩ π2)〈i1,i2〉 and so has basis G+
Γ˜
: Γ˜ ∈ E′0 by 5.5. 
6.7. Identify qπ2,π1 with q∗π1,π2 through the Killing form. Define ξ ∈ q∗π1,π2 by
ξ = ξ1 + ξ2, where ξ1 =
∑
β∈Bπ1
cβxβ, ξ2 =
∑
β∈Bπ2
cβx−β.
Set o = o+2 + o−1 . The following result is due to Tauvel and Yu [21, 3.9 Remarque]. We
sketch a proof for completeness.
Proposition. There exists a choice of the cβ : β ∈ Bπ1 ∪Bπ2 such that the restriction of Bξ
to o× o is non-degenerate.
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gebras it follows (as already in [15, 2.4]) that Bξ1 (respectively Bξ2 ) restricts to a non-
degenerate form of o−1 × o−1 (respectively o+2 × o+2 ) as long as the cβ are all non-zero.
To ensure that the off-diagonal terms Bξ (o+2 ,o
−
1 ) cause no degeneracy, it suffices to take
cβ ∈ R and cβ  cβ ′ whenever β > β ′ for β,β ′ ∈ Bπj : j = 1,2. 
6.8. Following Tauvel and Yu [21, 4.1] we set
d(π1,π2) = dimh+ dimS1 + dimS2 − 2 dim(S1 + S2).
The following result is due to Tauvel and Yu [21, 3.10].
Theorem. For some choice of ξ ∈ q∗π1,π2 one has dimQξ = dimo + 2 dim(S1 + S2). In
particular qπ1,π2  d(π1,π2) with equality if and only if ξ ∈ q∗reg.
Proof (sketch). Clearly q = o⊕s−1 ⊕s+2 ⊕h. Again the rank of Bξ restricted to s−1 ⊕s+2 ⊕h
is just 2 dim(S1 + S2) by the positivity of K on h∗. Due to the possible non-orthogonality
of β ∈ Bπ1 with β ′ ∈ Bπ2 , it is not quite true Bξ (o,h⊕ s−1 ⊕ s+2 ) = 0; but the choice in 6.7
of ξ ensures that these off-diagonal terms do not decrease rank. 
6.9. Set Bπ1∧π2 = {β ∈ (−Bπ1 ∪ Bπ2) ∩ Z(π1 ∩ π2)} and Bπ1∨π2 = (−Bπ1 ∪ Bπ2) \
Bπ1∧π2 . Then s := t∩ (s−1 ⊕s+2 ) is just the linear span of the xβ : β ∈ Bπ1∨π2 . The following
resolves our second difficulty:
Lemma. The elements of Bπ1∨π2 are linearly independent.
Proof. Take j ∈ {1,2} and let S′j denote the linear span of the (strongly orthogonal) roots
in β ∈ Bπj which do not lie in Z(π1 ∩ π2). Consider d ∈ S′1 ∩ S′2. Then K(d,β) = 0,∀β ∈ Bπ1∧π2 by the strong orthogonality of the elements of Bπj : j = 1,2. Thus d lies in
the orthogonal of Bπ1∧π2 in S1 ∩ S2, which is zero by Proposition A.1. Hence S′1 ∩ S′2 = 0,
which again by strong orthogonality gives the required assertion. 
6.10. From now on we fix ξ ∈ q∗ of the form given in 6.7 and in particular satisfying
the conclusion of Proposition 6.7.
Theorem. {x ∈ t | Bξ (x, y) = 0, ∀y ∈ q} = 0.
Proof. Obviously t = (o ∩ t) ⊕ s. By hypothesis Bξ is non-degenerate on o × o. A for-
tiori {x ∈ o ∩ t | Bξ (x, y) = 0, ∀y ∈ o ⊕ s−1 ⊕ s+2 } = 0. Yet Bξ (o,h) = 0, whilst {x ∈ s |
Bξ (x,h) = 0, ∀h ∈ h} = 0, by 6.9. Hence the assertion. 
6.11. Let A be an associative k-algebra with identity. If A is generated by a finite-
dimensional subspace V which we can assume contains the identity then
sup lim
(
log dimk V m
)logm
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mension GK dimA of A. If A is not finitely generated then one simply takes the supremum
over all finitely generated subalgebras. See [1] for further details.
Suppose from now on that A is commutative. Then if A is also finitely gener-
ated GK dimA is an integer  0. It follows that in general if GK dimA < ∞, then
GK dimA = n, for some n ∈ N and moreover, A is algebraic over a polynomial subalgebra
on n generators.
Let a be a finite-dimensional Lie algebra of locally nilpotent derivations of A. Assume
that the invariant subalgebra Aa has no zero divisors of A (for example, if A is itself a
domain). Assume char k = 0. Then by [14, 2.6, 4.2] one has
GK dimAa GK dimA− dima. (∗)
The case for which equality holds is rather special. It means that we can find a basis {xi}ni=1
of a and elements {aj }nj=1 in the localization of A at the Ore subset Aa \ {0} such that the
matrix {xiaj }ni,j=1 is triangular with ones on the diagonal. This played an important role
in our analysis [11] of S(p)n and then of Sy(p). The following result is needed to compute
GK dim Sy(q).
Lemma. Let q be a biparabolic Lie subalgebra of g with nilradical t. Then
GK dimS(q)t = dimq− dim t.
Proof. This is an immediate consequence of 6.10. Indeed if M is a connected Lie group
acting on a vector space V , then
tr deg
(
FractS(V )
)M  dimV − max
v∈V dimMv. (∗∗)
Taking V = q∗, M = T and v = ξ , the right-hand side is less than or equal to dimq −
dimT ξ = dimq− dim t, by 6.10. The opposite equality to (∗∗) follows from (∗). 
Remark. If M is an algebraic group, then by a result of Chevalley–Dixmier [4, Lemma 7]
equality holds in (∗).
6.12. As a bi-product of the above analysis we have the following analogue of
[15, 4.6].
Theorem. Let q be a biparabolic Lie subalgebra of g with nilradical t. Then
(i) (FractS(t))q reduces to scalars,
(ii) the weights of S(t)q′ have multiplicity  1,
(iii) S(t)q′ is a polynomial algebra.
Proof. (i) follows from 6.10 and 6.11(∗∗) taking V = t∗, M = Q, v = ξ |t∗ . Assertion
(ii) follows from (i), since the ratio of two vectors in S(t)q′ of the same weight lies in
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Then the required assertion follows from (ii) and [15, 4.2]. 
7. Semi-invariants and index
7.1. Take λ ∈ P(π)+. Following [12, Proposition 3.1] we define degλ =∑α∈π kα ,
where the kα (which are positive integers) are determined through the decomposition
2λ =
∑
α∈π
kαα.
Set A = C[G]. Then
FmA :=
⊕
λ∈P(π)+|degλm
CV (λ): m ∈ N
defines a filtration on A with the property that
grF CV (λ) grF CV (μ) ⊂ grF CV (λ+μ), ∀λ,μ ∈ P(π)+. (∗)
By the argument in [16, 9.1.9(i)] one may check that grF A is a domain. Hence equality
holds in the right-hand side of (∗) due to the simplicity of grF CV (λ+μ) as a U(g)−U(g)
module.
For any pair π1,π2 ⊂ π let F denote the induced filtration on A(π1,π2). Then
grF A(π1,π2) being a subalgebra of grF A is again a domain.
Lemma. A(π1,π2) is finitely generated.
Proof. It is enough to show that grF A(π1,π2) is finitely generated. As a U(g) − U(g)
(respectively U(rπ1)−U(rπ2)) module A (respectively A(π1,π2)) is isomorphic to grF A
(respectively grF A(π1,π2)). Then grF A(π1,π2) is, by 3.5(∗), a direct sum of the images
B(μ) of the V −π2(−μ) ⊗ Vπ1(μ) in grF CV (μ). In particular with respect to multiplication
in grF A(π1,π2) the product B(μ)B(ν) is contained by 7.1(∗) in the space of m+1 − m−2
invariants of grF CV (μ+ν), which is just B(μ + ν). Equality holds since grF A(π1,π2) is
a domain and B(μ + ν) is a simple U(rπ1) − U(rπ2) bimodule. Thus grF A(π1,π2) is
generated by the B(
α): α ∈ π , which are finite dimensional. 
7.2. Recall 3.6 and for all λ ∈ Dππ1,π2 fix a non-zero r′π1∩π2 invariant pλ in A(π1,π2)∩
CV (λ) =˜ V −π2(−λ) ⊗ Vπ1(λ). Since grF A(π1,π2) is a domain, it follows from 7.1(∗) that
grpλ grpμ is a non-zero multiple of grpλ+μ, for all λ,μ ∈ Dππ1,π2 . Since Dππ1,π2 is a free
sub-semigroup of P(π)+, it follows that grF (A(π1,π2)
r′π1∩π2 ) is the polynomial algebra
on generators grF pλ as λ runs over the free generators of Dππ1,π2 .
Since F is bounded from below, a standard argument then gives the following general-
ization of [10, 3.1]:
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π1,π2 is a polynomial algebra on |E(π1,π2)| generators being of
weight δΓ : Γ ∈ E(π1,π2).
7.3. Consider the double coset space M−2 \G/M+1 and recall that A(π1,π2) = m
+
1 Am
−
2 ,
is the subspace of left m+1 and right m
−
2 invariant elements of A. Since m
+
1 × m−2 acts
nilpotently on A, all its semi-invariants are invariants (that is lie in A(π1,π2)). Hence
A(π1,π2) separates the points of M−2 \G/M+1 , by say [16, 2.4.7]. One may therefore view
A(π1,π2), which is finitely generated by 7.1, as the algebra C[M−2 \G/M+1 ] of regular
functions on M−2 \G/M+1 .
7.4. Consider c ∈ A(π1,π2) = m+1 Am−2 . Then for all a ∈ m−2 U(g)m+1 one has
c(a) = 0. Observe that via the PBW theorem we have a direct sum decomposition
U(g) = U(qπ2,π1)⊕m−2 U(g)+U(g)m+1 .
We deduce that U(g)/m−2 U(g)+U(g)m+1 identifies with U(qπ2,π1).
Lemma. A(π1,π2) separates U(g)/m−2 U(g) + U(g)m+1 , that is if u ∈ U(g) satisfies
c(u) = 0, ∀c ∈ A(π1,π2), then u ∈ m−2 U(g)+U(g)m+1 .
Proof. It suffices to show that A(π1,π2) separates U(qπ2,π1). Now Qπ2,π1 is contained
in M−2 \G/M+1 and so the assertion follows from 7.3. A more algebraic argument may be
given as in [11, 6.4]. 
7.5. As in [11, 6.1] we define the Kostant filtration FK on U(g)∗ to be that induced by
the canonical filtration F on U(g) and transport of structure. Precisely we set
FkK
(
U(g)∗
)= {c ∈ U(g)∗ | c(Fk−1(U(g)))= 0}.
From the above we obtain as in [11, 6.4], a canonical map ψ of grFK (U(g)∗) onto the
graded dual of S(g) which identifies with S(g∗). Restricted to A(π1,π2) this map induces
an embedding of grFK A(π1,π2) into S(q
∗
π2,π1), which by 7.4 is an isomorphism. More-
over, q∗π2,π1 identifies with qπ1,π2 through the Killing form. Summarizing we obtain the
Proposition. The canonical map induces an isomorphism ψ of grFK A(π1,π2) onto
S(qπ1,π2).
7.6. Since the canonical filtration is stable under the adjoint action of g it follows that
ψ commutes with the adjoint action of q′π1,π2 . Consequently we obtain the
Corollary. The canonical map restricts to an embedding of grFK (A(π1,π2)q
′
π1,π2 ) into
Sy(qπ1,π2).
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map to be surjective. Surprisingly, when qπ1,π2 is a parabolic, the above map is surjective
in most cases. Indeed this is a main result of [11]. It suggests the following
Conjecture. Sy(qπ1,π2) is a polynomial algebra on |E(π1,π2)| generators.
In Part II we establish this as well as surjectivity for most biparabolic subalgebras.
However surjectivity fails in general.
7.8. Set Y(π1,π2) = Sy(qπ1,π2) and let Y ◦(π1,π2) denote the image of
grFK (A(π1,π2)
q′π1,π2 ) in Y(π1,π2). We shall show that Y(π1,π2) is algebraic over
Y ◦(π1,π2).
7.9. Recall that we are assuming π1 ∪ π2 = π . We can and shall assume that
π1 ∩ π2  π , otherwise qπ1,π2 = g. We shall also assume that g is simple. Recall the nota-
tion of 7.8 and denote Y ◦(π1,π2) (respectively Y(π1,π2)) simply by Y ◦ (respectively Y ).
Set B = A(π1,π2).
Lemma. The weight subspaces of Y ◦ are finite dimensional.
Proof. It suffices to prove the corresponding assertion for Bq′ which is isomorphic to Y ◦
as an h module.
By 7.2, Bq′ is a polynomial algebra on generators of weight δΓ : Γ ∈ E. Now by 5.1,
4.5 and 5.2(ii), we have (α, δΓ ) 0 (respectively (α, δΓ ) 0) for all α ∈ π1 (respectively
α ∈ π2). Hence it suffices to show that δΓ = 0, for all Γ ∈ E. For this it is enough to show
that the zero weight space Y0 of Y , and hence the zero weight space of Y ◦, reduces to
scalars.
Suppose v ∈ Y0 and recall that qπ1,π2 = n+π2 ⊕h⊕n−π1 . For all α ∈ π , set hα = [xα, x−α].
If α ∈ π2, then xαv = 0 and hαv = 0, so x−αv = 0 by sl(2) theory. Similarly, if α ∈ π1, then
x−αv = 0 and hαv = 0, so xαv = 0. Since π = π1 ∪ π2, we conclude that gv = 0. Yet by
[11, 4.2.8, 5.4.2 and 5.4.3], S(p)g reduces to scalars for any proper parabolic subalgebra,
and a fortiori for any proper biparabolic subalgebra, of g. Consequently Y0 reduces to
scalars. This proves the lemma. 
7.10. Despite 7.2, it is not obvious that Y ◦(π1,π2) is a polynomial algebra. Indeed
calculations of I. Heckenberger [13] have shown that it can even fail to be a unique factor-
ization domain, in the case that π2 = π is of type B4 with π1 = π2 \ {α2} in the Bourbaki
convention [2]. In this case Y(π1,π2) is polynomial. We remark that this last assertion may
be shown by the method described in [17] for the case of a proper parabolic in type G2.
Again it is not even obvious that Y ◦(π1,π2) (nor indeed Y(π1,π2)) is finitely generated.
Nevertheless one has the
Proposition. GK dimY ◦ = |E|.
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rates of dimensions of weight subspaces of Y ◦, noting that Y ◦ is isomorphic to A(π1,π2)q
′
as an h module and is a subalgebra of the commutative finitely generated domain S(q). This
latter fact is needed to apply [1, Satz 4.5]. 
7.11. Recall that B = A(π1,π2).
Lemma. GK dim grFK B
t  dimq− dim t.
Proof. Since B is finitely generated by 7.1 and indeed identifies with the algebra of regular
functions on M−2 \G/M+1 , it follows that
GK dimB = dim(M−2 \G/M+1 )= dimq.
Since B is a commutative domain on which t acts by locally nilpotent derivations it follows
from 6.11(∗) and the above that
dimqGK dimBt  dimq− dim t. (∗)
Now let V be a finite-dimensional subspace of Bt containing the identity which generates
a subalgebra of the same GK dimension as that of Bt. Since V is finite dimensional and⋃Fm(U(g)) = U(g) we can choose s ∈ N such that F s(U(g)) separates the elements
of V . Then for each n ∈ N, the subspace Fns(U(g)) separates the elements of V n, equiva-
lently V n ∩Fns+1K (Bt) = 0. Consequently
GK dimBt  sup lim
log dim(Bt/Fns+1K Bt)
logn
. (∗∗)
On the other hand, as a vector space
Bt/Fn+1K Bt ∼=
n⊕
m=0
FmKBt/Fm+1K Bt.
Thus the right-hand side of (∗∗) is just the growth rate of grFK Bt defined by the dimen-
sions of its graded subspaces. Yet grFK B
t is a graded subalgebra of the commutative
finitely generated domain S(q), so by [1, Satz 4.5] the right-hand side of (∗∗) is just
GK dim grFK B
t
. (By contrast it was not immediate that equality holds in (∗∗).) Com-
bining (∗) and (∗∗) gives the assertion of the lemma. 
7.12. We need the following easy
Lemma. Let A ↪→ B be commutative C-algebras on which a semisimple Lie algebra a
acts by locally finite derivations. Then if B is algebraic over A the invariant algebra Ba is
algebraic over Aa.
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where p is the projection of A onto Aa defined by the reductive action of a. 
7.13. Recall the definitions of Y ◦, Y .
Proposition.
(i) S(q)t is algebraic over grFK Bt.(ii) Y is algebraic over Y ◦.
Proof. Since FK commutes with adjoint action, grFK Bt is contained in (grFK B)t which
equals S(q)t by 7.5. Then (i) obtains from 6.11 and 7.11. On the other hand, r′ is semi-
simple and acts by locally finite derivations, hence reductively, on Bt. Consequently
grFK B
t is isomorphic to Bt, as an r′ module and so the inclusion Y ◦ = grFK ((Bt)r
′
) ↪→
(grFK (B
t))r
′ is an isomorphism. Then by (i) and 7.12, Y = ((grFK B)t)r
′ is algebraic over
(grFK B
t)r
′ ←˜ Y ◦. 
7.14. Combined with 7.10 the above gives the following
Theorem. Let qπ1,π2 be a biparabolic subalgebra of g. Then
GK dim Sy(qπ1,π2) = |Eπ1,π2 |.
Remark. In principle this could have been proved by the method used in [10, Proposi-
tion 3.1]. Unfortunately (even for a parabolic) there is a gap in the proof of that result as
we are unable to justify the statement in [10, p. 141, line 27]. In the case of a parabolic [10,
Proposition 3.1] was superceded by [11, Proposition 7.1]. Our present proof is a shortcut
to [11, Proposition 7.1]. It becomes much easier for a parabolic since so do the results of
Section 6 on which this proof is based. In Part II we give a second proof of Theorem 7.14
mirrored on [11, Proposition 7.1].
7.15. Let Ω(Y ◦) (respectively Ω(Y)) denote the set of weights of Y ◦ (respectively Y )
and recall the notation of 5.5.
Lemma. CΩ(Y) = ΛE .
Proof. By 7.2
Ω(Y ◦) =
∑
Γ ∈E
NδΓ ,
and so CΩ(Y) ⊃ CΩ(Y ◦) = ΛE.
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n ∈ N+ and ai ∈ Y ◦ such that
n∑
i=0
aiy
i = 0.
We can assume that n is minimal, so an = 0. Moreover, since Y is a domain we must also
have a0 = 0. Again through the action of h we can assume that every term in the above
sum has the same weight. In particular
nλ+wt an = wt a0.
Hence
λ ∈ 1
n
ZΩ(Y ◦) ⊂ ΛE,
as required. 
7.16. We may now deduce a formula for the index of a biparabolic algebra.
Theorem. Take π1,π2 ⊂ π with π1 ∪ π2 = π . Then
indexqπ1,π2 =
∣∣E(π1,π2)∣∣− dimΛE(π1,π2).
Proof. Since qπ1,π2 is an algebraic Lie algebra, the Chevalley–Dixmier lemma (see Re-
mark 6.11) gives
indexqπ1,π2 = tr deg
(
FractS(qπ1,π2)
)qπ1,π2 .
By an argument of Dixmier (see [10, p. 141, last paragraph]) FractS(qπ1,π2))qπ1,π2 is just
the subalgebra of Fract Sy(qπ1,π2) of elements of weight zero. Clearly the latter has tran-
scendence degree equal to
tr deg Sy(qπ1,π2)− rkΩ
(
Sy(qπ1,π2)
)= ∣∣E(π1,π2)∣∣− dimΛE(π1,π2),
by 5.9(ii) and 7.14. 
7.17. Let qπ1,π2 be a biparabolic subalgebra of g. Recalling the notation of 5.5, set
qπ1,π2,E := q′π1,π2 + hE.
By 5.9(iii) and 7.15 this is just the canonical truncation (qπ1,π2)Λ, where Λ = ΛE(π1,π2),
of qπ1,π2 defined in [12, 3.1]. Since qπ1,π2 is algebraic, we obtain from [12, Corollary 3.1]
the
Lemma. Y(qπ1,π2,E) = Sy(qπ1,π2).
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c(a) = 1
2
(dima+ indexa),
which is an integer (since any co-adjoint orbit is even dimensional).
Lemma. c(qπ1,π2,E) = c(qπ1,π2).
Proof. Indeed dimqπ1,π2,E = dimq′π1,π2 + |π ′′−|, by 5.9(i). On the other hand, index
qπ1,π2,E = tr degY(qπ1,π2,E) = |E(π1,π2)|, by 7.17 and 7.14. Then 2c(qπ1,π2,E) = |E| +
dimq− |π ′′+| = 2c(qπ1,π2) by 7.16 and 5.9(ii). 
8. The Tauvel–Yu conjecture
8.1. Here we use 7.16 to establish equality in 6.8. This gives the more transparent
formula for index qπ1,π2 conjectured by Tauvel and Yu [21]. The calculations are purely
combinatorial and follow closely [12, Section 6] which proved their conjecture for a par-
abolic.
8.2. Let Γ be a 〈i1i2〉 orbit in π . By a slight abuse of convention, we shall say that
γ ∈ Γ is a fixed point of Γ if there exists j ∈ {1,2} such that ij γ = γ . We shall count a
fixed point γ twice if i1γ = i2γ = γ , that is if Γ = {γ }.
Lemma.
(i) Γ ∈ E20 E2 ⇔ Γ has no fixed points.
(ii) Γ ∈ E10 E1 ⇔ Γ has two fixed points.
Proof. Recall that E20 E2 are just the 〈i1i2〉 orbits which are not 〈i1, i2〉 orbits and hence
have no fixed points. Conversely, if Γ ∈ E10  E1 then i1Γ = i2Γ = Γ . The assertion of
the lemma then follows by some elementary combinations of 〈i1, i2〉 orbits which we omit
(see also [12, 6.3.1]). 
8.3. Comparing fixed points gives the following
Corollary. ∣∣πi11 ∣∣+ ∣∣πi22 ∣∣= 2∣∣E10 ∣∣+ |E1|.
Proof. Suppose Γ ∈ E10 . Then Γ ⊂ π1 ∩π2, so |Γ ∩ (πi11 ∪πi22 )| = 2, by 8.2(ii). Suppose
Γ ∈ E1. Then we can write Γ = Γα . Suppose α ∈ πˆ1. Then i1α = α by the way i1 is
extended to π . This accounts for one fixed point (of i1, which is not in π1). Then by 8.2(ii)
one has |Γ ∩ (πi11 ∪ πi22 )| = 1. Hence the assertion. 
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Theorem. For a biparabolic subalgebra qπ1,π2 of a semisimple Lie algebra g one has
indexqπ1,π2 = d(π1,π2).
Proof. Indeed, by 7.16
indexqπ1,π2 =
∣∣E(π1,π2)∣∣− dimΛE(π1,π2)
= ∣∣E10 ∣∣+ ∣∣E20 ∣∣+ |E1| + |E2| − ∣∣π ′′+∣∣, by 5.9(ii).
Yet |π ′′+| = 12 |E2|+ |E1| and |π ′′−| = 12 |E2|, so |E1|+ |E2|− |π ′′+| = |π ′′−| = 12 |π ′′|− 12 |E1|.
On the other hand,
d(π1,π2) = |π | − dimS1 − dimS2 + 2 dimS1 ∩ S2
=
(
|π | − 1
2
|π1| − 12 |π2|
)
− 1
2
(∣∣πi11 ∣∣+ ∣∣πi22 ∣∣)+ 2∣∣E10 ∣∣+ ∣∣E20 ∣∣, by 6.6,
= 1
2
|π ′′| − ∣∣E10 ∣∣− 12 |E1| + 2
∣∣E10 ∣∣+ ∣∣E20 ∣∣, by 8.3,
= indexqπ1,π2 , by the above. 
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Appendix A. A combinatorial result
A.1. Let qπ1,π2 be a biparabolic algebra and define Bπ1∧π2 , S1, S2 as in 6.9 and 6.5,
6.6. Let B⊥π1∧π2 denote the orthogonal of Bπ1∧π2 in h∗ with respect to the Killing form.
Our aim is to prove the following
Proposition. B⊥π1∧π2 ∩ (S1 ∩ S2) = ∅.
The proof is not difficult but rather messy. It is given in the paragraphs below. It fails
for g affine even if q is finite dimensional.
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the assertion for SRj := (Rπj )ij . By the positivity of K on Rπ we immediately obtain the
Lemma. If SR1 ∩ SR2 ⊂ RBπ1∧π2 , then the conclusion of A.1 holds.
Remark. We shall see (A.6) that the above hypothesis is not always satisfied.
A.3. Take j ∈ {1,2} and let {πj,k} denote the set of connected components of πj .
Let Bπj,k , or simply Bj,k , denote the set of strongly orthogonal roots defined by πj,k . We
set n(j) = j + 1 (respectively j − 1) if j = 1 (respectively j = 2). We shall say that a
component πj,k is isolated if it has null intersection with πn(j). Obviously we can assume
that there are no isolated components. Recall that we are assuming π = π1 ∪ π2. We shall
say that π can be split into disjoint subsets π ′,π ′′, if all components lie either in π ′ or
in π ′′. Obviously we can assume that π cannot be split.
A.4. A component πj,k is said to be embedded if πj,k ⊂ πn(j),k′ , for some k′. In this
case we say that πj,k can be omitted, if the conclusion of A.1 follows from its conclusion
when πj,k is omitted from πj .
Lemma. An embedded component πj,k can be omitted.
Proof. Recall 4.3 and let F ′k denote the set of 〈i1, i2〉 orbits in E′0 which meet πj,k . These
are exactly the orbits removed from E′0 when πj,k is omitted. Let πˆj,k denote the comple-
ment of πj,k in π1 ∩ π2. Given Γ˜ ∈ F ′k we can write
G+
Γ˜
=
∑
α∈πj,k/〈ij 〉
α
(
α + ij (α)
)+ ∑
γ∈πˆj,k
γ γ (∗)
for some α, γ ∈ {0,1} with the α not all zero. Then
K
(
β,G+
Γ˜
)= ∑
α∈πj,k/〈i1〉
αK
(
β,α + ij (α)
)
, ∀β ∈ Bj,k. (∗∗)
Observe that α + ij (α) ∈ (Qπj,k)ij ⊂ QBj,k by 6.5. On the other hand, if Γ˜ ∈ E′0 \ F ′k ,
then (∗) still holds, but with α = 0, ∀α ∈ πj,k . In this case
K
(
β,G+
Γ˜
)= 0, ∀β ∈ Bj,k. (∗∗∗)
Finally suppose that
d :=
∑
Γ˜ ∈E′
cΓ˜ G
+
Γ˜
∈ B⊥π1∧π2
for some cΓ˜ ∈ R. Let dk denote the corresponding partial sum taken just over orbits
in F ′ . Observe that Bj,k ⊂ ±Bπ ∧π . Then by (∗∗∗) we obtain K(β,dk) = K(β,d) = 0,k 1 2
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to πj,k . Then by the observation following (∗∗) one has d ′k ∈ QBj,k , whilst K(β,d ′k) = 0,
∀β ∈ Bj,k . Then K(d ′k, d ′k) = 0, so d ′k = 0, by the positivity of K . Since the Γ˜ are disjoint,
this implies that cΓ˜ = 0, ∀Γ˜ ∈ F ′k . The assertion of the lemma follows. 
A.5. From now on we assume that there are no embedded components, no isolated
components and that π cannot be split. Notice that this means that every component has
cardinality > 1. In particular in types D, E a component containing the root on a short leg
must also contain the simple root with three neighbours. This means that we can linearly
order the components πj,1,πn(j),1,πj,2, . . . , along the Dynkin diagram so that successive
components overlap. The first and last components in this chain will be called end compo-
nents. Our next result will prove the proposition when at most some end component is not
of type A. Then it will remain to check the proposition for seven exceptional cases.
The property which makes type A special is the following. Just for the moment let π
denote a component of type A and set i = −wπ . For all α ∈ π , let πα denote the subset of
π consisting of α, i(α) and all roots between them (in the sense of the Dynkin diagram).
Then Bπα which is a basis of (Qπα)i , is also a subset of Bπ . This is completely false in
other cases.
It is convenient to assume π indecomposable.
Lemma. Assume that every component, excepting possibly an end component, is of type A.
Then the assertion of A.1 holds.
Remark. Except in type E only an end component can fail to be of type A.
Proof. Consider Γ˜ ∈ E′0 and take α ∈ Γ˜ . Then α ∈ π1 ∩π2 and so belongs to some compo-
nent πj,k of type A. Let πn(j), be the unique second component containing α. Obviously
ij (α) ∈ πj,k ; but let us assume that ij (α) ∈ πn(j), also. It follows that πα ⊂ πj,k ∩πn(j),.
Moreover we can assume that |πα| is maximal with this property. This means that α or
ij (α) lies on the boundary of πj,k ∩ πn(k),j . Let πˆα denotes the complement of πα in
π1 ∩ π2.
Let F ′α denote the set of all Γ˜ ⊂ E′0 which meet πα . Take Γ˜ ∈ F ′α . We can write
G+
Γ˜
=
∑
β∈πα/〈ij 〉
β
(
β + ij (β)
)+ ∑
β∈πˆα∩Γ˜
γ , (∗)
for some β ∈ {0,1} not all zero.
Notice that the maximality of |πα| and the fact that Γ˜ ⊂ π1 ∩ π2, implies
K(πˆα ∩ Γ˜ , πα) = 0. Consequently
K
(
γ,G+
Γ˜
)= ∑
β∈πα/〈i 〉
βK
(
γ,β + ij (β)
)
, ∀γ ∈ Bπα . (∗∗)j
512 A. Joseph / Journal of Algebra 305 (2006) 487–515By 6.5 one has (β + ij (β)) ∈ QBπα , for all β ∈ πα . Suppose Γ˜ ∈ E′0 \F ′α . Using again the
maximality of |πα|, we obtain
K
(
β,G+
Γ˜
)= 0, β ∈ Bαj,k. (∗∗∗)
Finally Bπα ⊂ Bπ1∧π2 since πj,k is of type A. It follows just as in A.4 that if d ∈
B⊥π1∧π2 ∩ (S1 ∩ S2) then it has no coefficient of G+Γ˜ : Γ˜ ∈ F ′α . Moreover this holds for
every α with the above property.
It remains to show that there are no other orbits in E′0. Suppose α ∈ πj,k ∩ Γ˜ with πj,k
of type A. Then α, ij (α) must be in different components of πn(j). It follows that such an
orbit meets every component and in particular both end components. If one of these is of
type A we obtain a contradiction because one cannot go beyond an end component. This
completes the proof of the lemma. 
A.6. The seven exceptional cases are given below. In this we use the Bourbaki con-
ventions [2, Planches V–VIII]. First we exclude some trivial exceptions. Let π1,1 be a
component of π1 which is not an end component and not of type A. Then π must be of
type E and π1,1 must be of type D4,D5,D6 with α1 /∈ π1,1. Let π2,1 be the component of
π2 containing α1. Then α3 ∈ π2,1. Thus α4 cannot be contained in the remaining compo-
nents πj,k : j = 1,2; k > 1, which must therefore all be of type A. Observe also that the
restriction of i1 to π1,1 ∩ π2,2 must be the identity. Then using A.5 or directly, one may
reduce to the case when π1,1 = π \ {α}, that is to say when π1,1 is an end component.
With the above excluded, the remaining seven exceptions occur in types E, F with π1,π2
connected.
One has
E6(1): π1 = π \ {α6}, π2 = π \ {α1},
E7(1): π1 = π \ {α6, α7}, π2 = π \ {α1},
E7(2): π1 = π \ {α7}, π2 = π \ {α1},
E8(1): π1 = π \ {α6, α7, α8}, π2 = π \ {α1},
E8(2): π1 = π \ {α7, α8}, π2 = π \ {α1},
E8(3): π1 = π \ {α8}, π2 = π \ {α1},
F4(1): π1 = π \ {α4}, π2 = π \ {α1}.
For types E7(1), E7(2), E8(1), F4(1) one checks that S1 ∩ S2 ⊂ Bπ1∧π2 , so the assertion
of A.1 follows from A.2. The remaining types are similar to one another and we consider
just E6(1). Then Bπ1∧π2 = {α4, α2 + α3 + α4, α2 + α4 + α5} whilst the orbit sums of E′0
are {α4, α2 + α3 + α5}. From this A.1 is also checked.
This completes the proof of A.1.
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affine Lie algebras. For these A.1 can fail. Here K denotes the Kac form on h∗ deduced
from the Cartan matrix being symmetrizable.
For example, let π be the affinization of D8 and denote by α0 the additional root. Then
if we set
π1 = {α0, α1, . . . , α5}, π2 = {α3, α4, . . . , α8}
which are both of type D6, we obtain Bπ1∧π2 = {α3, α5}. On the other hand, the orbit sums
of E′0 are {α3, α4, α5}. Hence A.1 fails in this case. When α0 is suppressed we obtain
S1 ∩ S2 ⊂ CBπ1∧π2 .
Again let π = {α0, α1, . . . , α7} be the set of simple roots for the affinization of A7 and
take
π1 = {α0, α1, α2} ∪ {α4, α5, α6}, π2 = {α2, α3, α4} ∪ {α6, α7, α0}.
Then Bπ1∧π2 = ∅, whilst S1 ∩ S2 = C(α0 + α2 + α4 + α6). Here there are no end com-
ponents. When α0 is suppressed then S1 ∩ S2 = 0 also.
One can expect from these examples that 6.12(ii) fails for g affine. This will be shown
in Part II. However, we shall also show that 6.12(iii) and 7.14 (with the right-hand side
increased by one) still hold for a finite-dimensional biparabolic subalgebra of an affine Lie
algebra.
Index of Notation
Symbols occurring frequently are noted below in the paragraph in which they are de-
fined.
1.1 g.
1.2 S(a), Y(a), Sy(a), GK dim.
2.1 G, n+, h, n−, π , W , P(π), P(π)+, Δ, Δ+, κ , xα .
2.2 p+
π ′ , b
+
, p−
π ′ , b
−
, rπ ′ , n
+
π ′ , n
−
π ′ , m
+
π ′ , m
−
π ′ .
2.3 qπ1,π2 .
2.4 Wπj , wπj .
3.1 U(g), C[G].
3.2 V (μ), vμ.
3.3 cμξ,v , CV (μ).
3.4 m±1 , n
±
1 , Vπ1(μ).
3.5 A(π1,π2), V −π2(−μ).
3.6 π2qπ1∩π2 , π1q
−
π1∩π2 .
3.7 Dππ1,π2 .
4.2 πˆj , wj .
4.3 i′j , E′(π1,π2), E′k , E10 , E20 .
4.4 Γα , ij , E1.
4.5 Γα,α′ , Γα˜ , E2.
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α , dΓ , δΓ , Mj .
5.2 Γ˜ , dΓ˜ , δΓ˜ , π ′′−, π ′′+, Γ˜α .
5.3 (•), hΓ˜ .
5.4 K .
5.5 h′, hE , ΛE .
5.6 G+
Γ˜
, G−
Γ˜
.
5.7 ipj .
6.1 t+, t−, t, r.
6.2 Bξ .
6.5 gH , Δ+β , Bπ , S, o+, s+, o−, s−, wπ , i.
6.7 o.
6.8 d(π1,π2).
6.9 Bπ1∧π2 , Bπ1∨π2 , s.
6.11 GK dimA.
7.1 F .
7.5 FK .
7.8 Y(π1,π2), Y ◦(π1,π2).
7.9 Y ◦, Y .
7.15 Ω(Y ◦), Ω(Y).
A.3 πj,k , Bj,k , n(j).
A.5 πα .
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