Science simulations are interactive tasks that allow students to explore a science phenomenon, collect data, and test hypotheses and allow researchers to investigate the science inquiry processes. Though simulations are increasingly being used in assessment, little is known about how students' confidence and understanding relate to their within-simulation assessment behaviors. To explore the relationship between metacognition and science inquiry in a simulation assessment, 309 adult participants answered a series of questions about the simulated phenomenon of concentration. For example, in the concentration simulation, participants interacted with a concentration of solutions simulation to answer questions about saturation. Participants could manipulate variables in the simulation, such as the amount of solute and solvents added to a container, and create and modify data tables. The variables available for hypothesis testing (e.g., continuous vs. categorical input variables) were manipulated between participants and interactive inquiry behaviors, test performance, ratings of understanding of concentration, and confidence in test responses were measured. Results showed that overconfidence was related to reductions in adaptive inquiry behaviors and poorer assessment performance.
Active science inquiry involves the formulation of a question, generation of competing hypotheses, planning and execution of experiments to evaluate hypotheses, analysis and summarization of collected data, and revision of hypotheses based on accumulated data (Metz, 2004; White & Frederiksen, 1998; White & Horwitz, 1988) . Metacognition is integral to this process. To effectively engage in inquiry students must accurately monitor their learning and performance and apply that information in refining their hypotheses and experiments (Brown, Bransford, Ferrara, & Campione, 1983; Piaget & Inhelder, 1956; Schraw, Crippen, & Hartley, 2006; Schunk, 1996; White & Frederiksen, 1998 , 2000 Zimmerman, 1990) . For example, while working on a science problem, a student must determine whether they should explore the variables in the system, evaluate whether they have enough information to generate a hypothesis, decide what variables they should manipulate to test their hypothesis, judge whether the hypothesis that they have generated is supported by the data that they have collected, determine whether the data collected allows them to answer particular questions, and monitor whether their responses to questions are accurate. The student may then revise their hypotheses or collect more data based on the outcome of these metacognitive evaluations.
Most science classrooms do not have the resources in place to bring students into a laboratory to physically test their hypotheses in authentic science environments (Buckley et al., 2004; Quellmalz et al., 2012) . Technologies such as computerized simulations can simulate such phenomenon and are now widely being used to expose students to dynamic science environments and practices. According to Wieman, Adams, and Perkins (2008) interactive simulations "encourage authentic and productive exploration of scientific phenomena" (p. 683). Though interactive inquiry based simulation tasks are regularly used during classroom instruction (Rutten, van Joolingen, & van der Veen, 2012) they are now also increasingly being used for assessment purposes. For example, science simulations have been embedded in large-scale assessments such as the Programme of International Student Assessment (PISA) and the National Assessment of Educational Progress (NAEP). A number of states have also incorporated science simulations in to their K-12 assessment programs (Quellmalz et al., 2012) .
During learning scenarios, scaffolds are often incorporated into science instruction to guide scientific reasoning, prompt monitoring of progress, elicit reflection on one's understanding of the concepts and encourage evaluation of collected data (Berardi-Coletta, Buyer, Dominowski, & Rellinger, 1995; Blank, 2000; Schraw, Crippen, & Hartley, 2006) . In contrast, during an inquiry-based assessment, students are tasked with monitoring and regulating their inquiry behaviors instruction. Given the important role of metacognition in science inquiry, and the increasing use of simulation to evaluate science inquiry skills (National Research Council [NRC, 2011] ), it is important to understand how people monitor and regulate their performance during a simulation based assessment. The current study evaluated people's metacognitive ratings of confidence and ratings of understanding of the topic after answering each item in a science simulation about the phenomenon of concentration. A primary goal was to investigate whether participants' confidence in their responses was related to the processes involved in answering the inquiry based assessment item.
While there has been extensive research investigating the role of metacognitive monitoring and self-regulatory processes during learning scenarios (e.g., Dunlosky & Metcalfe, 2009; Pintrich & Degroot, 1990) , metacognitive monitoring and control of regulatory behaviors during interactive educational assessment contexts and, in turn, the influence of interactive test taking behaviors on metacognitive evaluations has been less well explored. In the metamemory literature, research addressing the monitoring and regulation of test performance, albeit in contexts much less dynamic than a science simulations, has documented the influence of retrieval processes on response confidence (e.g., Benjamin, Bjork, & Schwartz, 1998; Karpicke, 2009; Krebs & Roebers, 2010) . Not surprisingly, people have greater confidence following a test response that is perceived to be successful as compared to one that is perceived to be unsuccessful (Butterfield & Metcalfe, 2006; Finn & Metcalfe, 2007 , 2008 . Pressley and Ghatala (1990) evaluated students' confidence in their multiple-choice performance on three different types of content. Students were somewhat able to discriminate between items that they had answered correctly from incorrectly, and overall gave lower confidence ratings to items they had identified as incorrect as compared with correct. Higher judgments for correct responses and lower for incorrect responses demonstrate that people's confidence judgments have fairly good relative accuracy.
Calibration, a focus of the current study, is another commonly used measure of judgment accuracy that has important implications in educational contexts. Calibration is a measure of absolute accuracy and indicates the degree to which perceived performance and actual performance align. When a confidence judgment is made after each item, as was the case in the current study, calibration is often calculated as the difference between average confidence and average performance over items (see Keren, 1991 and Yates, 1990 , for a discussion of alternative methods of calculating calibration). A student is overconfident if their average confidence judgment overestimates average performance, well calibrated if there is little discrepancy between confidence and performance, and underconfident if confidence judgments underestimate actual performance.
According to Winne, Jamison-Noel, and Muis (2002) "Productive self-regulation theoretically requires strong correspondence between perceptions of achievement and actual achievement . . . That is, calibration should be high" (p. 551). Miscalibrated confidence, in contrast, is linked to maladaptive learning and performance (e.g., Hacker, Bol, Horgan, & Rakow, 2000) . A student who has misplaced confidence in what they have learned, how prepared they are to respond or how well they have performed, will necessarily have poorer educational outcomes (e.g., Bol & Hacker, 2001) .
A large body of research has documented the inaccuracy of people's confidence in their knowledge (Keren, 1991; Kruger & Dunning, 1999; Lichtenstein & Fischhoff, 1977) , with much focus on overestimation. In general, people of all ages tend to demonstrate overconfidence in their performance (at least initially, see, e.g., Finn & Metcalfe, 2007 , 2008 , across a wide range of subject areas (see Hacker et al., 2000 for a review) and with many test types, including tests of general knowledge, recognition tests, multiple-choice tests, vocabulary tests, math tests, comprehension tests, and nonverbal tests of reasoning abilities (Bol, Hacker, O'Shea, & Allen, 2005; Erikson & Heit, 2017; Finn & Tauber, 2015; Lundeberg, Fox, & Punćcohaà, 1994; Pajares & Kranzler, 1995; Stankov, 1998) . Poorer performers tend to show greater overconfidence about their performance than more skilled performers (Hacker et al., 2000; Kruger & Dunning, 1999) .
Confidence in one's knowledge and performance can also incorporate information about the processing that occurs as people learn or generate responses. One reason that students may demonstrate overconfidence in their performance is because they overestimate the importance or effectiveness of the some of the processes that are involved in coming up with an answer. For example, the fluency or ease with which a response is retrieved is used as a heuristic to infer the strength of one's knowledge (Benjamin & Bjork, 1996; Benjamin et al., 1998; Jacoby & Whitehouse, 1989; Son & Metcalfe, 2005) . When information is processed more easily is it often used as a cue to indicate that retrieval was successful or that knowledge is accurate, which leads to higher confidence in one's knowledge or response (e.g., Benjamin et al., 1998) . However, numerous studies have shown that processing fluency can be nondiagnostic of actual accuracy, resulting in overestimations of actual performance (Finn & Tauber, 2015; cf. Koriat, 2008) .
In more complex scenarios like comprehension and problem solving tasks, overconfidence can arise when students inaccurately monitor the efficacy of the strategies they are using (Schraw & Dennison, 1994; Swanson, 1990) . If students are overconfident in the strategies they are using as they read, study, or problem solve they will likely have a false sense of their own effectiveness (Hacker, 1998) and, as a result, overestimate their performance. Evidence for this claim comes from Winne and collaborators (Chu, Jamieson-Noel & Winne, 2000; Winne, Jamison-Noel, & Muis, 2002) , whose research has shown that students overestimate the effectiveness of their study strategies, and their performance. In one investigation, Winne, Jamison-Noel, and Muis (2002) used a software tool to track the strategies that undergraduate students used as they studied an educational psychology text for an upcoming test. The results showed that students overestimated their use of adaptive study strategies, and overestimated the accuracy of their test responses.
In the current study, participants engaged in science inquiry to answer questions in a simulation about concentration. Participants' performance on the simulation questions as well as their confidence in their performance was hypothesized to be linked to their inquiry behaviors and strategies they used during the simulation. On a standard recall-based test item, confidence in one's response is related to aspects of the retrieval-such as fluency of retrieval or the time it takes to respond (e.g., Benjamin et al., 1998) . During a simulation based assessment, participants may base their confidence in their response on any number of variables-the amount of data they collected, the time they spent answering the item, the number of hypotheses they developed, or whether their predictions were confirmed by the data that they collected. The findings of Winne, Hacker, and other researchers (Hacker et al., 2000; Lin & Zabrucky, 1998; Winne et al., 2002) suggest that overconfidence may be related to poor preparatory behaviors. In the simulation task, an overconfident student may not collect enough data to effectively answer the target question, but incorrectly believe that they have, and, ultimately, provide an incorrect response. A central target of the current investigation was whether metacognitive inaccuracies such as overconfidence were related to the quantity and quality of inquiry behaviors.
The Current Study
In the current study, participants interacted with a science simulation to answer a series of questions about concentration. The simulation was designed as research tool to explore a simulation based assessment that allowed test takers to engage in authentic science investigation and inquiry practices, as per recommendations in the current National Research Council K-12 science education framework called the Next Generation Science Standards (NRC, 2011) . Participants could manipulate variables in the simulation, such as the amount of solute and solvents added to a container and create and modify data that was presented in a table on screen. To illustrate, in the concentration simulation task, Item 1 asked participants to evaluate whether the concentration of the simulated drink mix solution increases when the amount of drink mix in the container is increased (see Figure 1) . The participants were able to run trials in which they could vary the amount of solute (e.g., drink mix or Chemical A) and solvent (i.e., water). After running a trial, the amount of solute and solvent used as well as the resulting concentration of the solution populated a row in a data table presented beneath the simulation. Participants could run as many trials as they wanted. Participants could use the data that they collected to provide a response.
The primary target of investigation was whether participants' confidence in their responses accurately reflected performance and whether confidence was related to the quantity and quality of inquiry behavior. There were two secondary research questions that evaluated (a) whether learning could occur during a simulation-based assessment that did not provide explicit feedback and (b) whether ratings of understanding would track any learning gains that did occur during the simulation.
Relating Confidence to Inquiry Behaviors
As the participant engaged with the simulation, the expectation was that they would be actively involved in hypothesis development, gathering data, and revising their hypotheses and theories based on the interpretation of the data that they collected. Successful performance required that the participant sample a sufficient range and combination of variables. As detailed in the introduction, overconfidence can make one less critical of the strategies they have used and the responses they have made (Efklides, 2006) . Students who are unjustifiably confident in their knowledge may conduct an inadequate examination of the data and evidence they have collected and fail to reconsider and review the response they have provided (Flannelly, 2001; Gaskins, Dunn, Forte, Wood, & Riley, 1996; Hacker et al., 2000) . Overconfidence in the current task may lead to the erroneous belief that the inquiry approach being utilized was yielding information that was adequate to respond to the test item. Overconfidence was therefore expected to be related to abbreviated inquiry, such as insufficient data collection, or inadequate time spent manipulating variables within the simulation.
Learning During a Simulation Assessment
While the simulation was designed as an assessment instrument, it was possible that participants would learn about the simulated phenomenon as they collected data to answer each of the questions (De Jong and Van Joolingen, 1998) . Because the task was an assessment, explicit feedback about the correctness of a given response was not provided. Thus, any gains that occurred over the simulation with respect to the simulated phenomenon or to inquiry behaviors were in this context considered learning via implicit feedback. For example, even without explicit feedback participants could observe the results of their actions as they answered each item in the simulation (e.g., manipulating a variable in a given way causes a specific change to the outcome) and reason about the represented phenomena. This opportunity for learning could occur via implicit feedback that would bolster understanding or reasoning about causal relationships and outcomes (Podolefsky, Moore, & Perkins, 2013; Wieman, Adams, Loeblein, & Perkins, 2010) . This learning should impact both selected response performance and inquiry performance as measured by data table scores (data table scoring is described in detail below). To investigate whether learning could occur in a simulation assessment that did not provide explicit feedback, Items 1 and 7 in the simulation were identical. That is, the question on Item 1 was repeated on Item 7. If participants had learned about concentration by collecting data to answer the other simulation questions, then a comparison of Item 1 and Item 7 was expected to show that selected response performance and inquiry performance (as measured by data table performance) was better on Item 7.
Sensitivity of Ratings of Understanding to Learning
A secondary question of interest was whether ratings of understanding would show sensitivity to learning. If participants did learn via the inquiry process, then reasoning about concentration should improve over the course of the simulation and ratings of understanding should also increase. Although participants could still overestimate how much they actually understood, if answering items in the simulation did facilitate learning, then ratings of understanding were expected to show a linear increase over items, even if performance did not.
It was possible that confidence ratings and ratings of understanding would show a distinct pattern of effects with respect to learning in the simulation. While ratings of understanding were expected to be sensitive to increases learning over the simulation, response confidence might not show the same pattern. A number of studies have shown decreases to confidence following experience answering items on a test, even without explicit feedback provided to the test-taker (Finn & Metcalfe, 2007 , 2008 Koriat, Sheffer, & Ma'ayan, 2002; Rozenblit & Keil, 2002) . For example, in a study by Rozenblit and Keil (2002) participants were shown a list of phenomenon (e.g., how a cylinder lock works; how a zipper works; how a nuclear reactor produces electricity) and were first asked to rate their confidence in their knowledge of how each phenomenon worked. After making their ratings participants were asked to write a step-by-step explanation of several of the phenomenon and then reevaluate their knowledge. Participants were initially very confident in their knowledge. Rozenblit and Keil (2002) called this bias the "illusion of explanatory depth." After writing the explanations, participants' confidence ratings dropped substantially, ostensibly because the attempt to generate the explanation gave them implicit feedback about the gaps in their knowledge that they had not known were there before attempting to provide an explanatory response.
Similarly, as participants engaged in inquiry in the simulation the experience may have made them more aware of task demands and limitations in their inquiry skills. Whereas initial confidence in one's performance might be high, experience with the task and implicit feedback as one attempted to answer the item might lead participants to adjust their initial confidence downward. Because Item 1 and Item 7 were identical, it was possible to evaluate whether confidence changed based on experience with the simulation.
Method Participants
Three-hundred and nine people participated in the experiment. Participants were recruited from Amazon.com's Mechanical Turk (MTurk) online survey program, and completed the study for monetary compensation ($5). There were no particular entry conditions for participation. Background information was collected in a separate survey of which 248 participants responded. Of those participants, which were assumed to reflect the demographic proportions included in the larger 309 person participant pool, 112 were female and 137 were male. Their mean age was 35 (range 20 -61 years). The platform records each participant's IP address in order to minimize the possibility that any given individual would complete the same questionnaire or procedure more than once (for a review of the psychological properties of samples obtained through MTurk, and the issues involving with Internet sampling more generally, see Sargis, Skitka, & McKeever, 2014) . Participants were randomly assigned to a high interactivity group and low interactivity group (described below) with 156 in the high and 153 in the low interactivity group. An a priori power analysis was conducted in G-POWER to determine sample size estimation using an alpha of 0.05, a power of 0.80, a small effect size (d ϭ 0.5), and two tails (Fau, Erdfelder, Buchner & Lang, 2009 ) based on effect sizes reported in previous studies evaluating science simulations (Quellmalz et al., 2012) . The desired sample size was 128, which our sample (N ϭ 309) exceeded. All participants were treated according to the ethical guidelines of the American Psychological Association.
Materials
Concentration simulation. The simulation was designed to assess participants' understanding of the impact of solute and water amounts on the concentration level and the inquiry related behaviors they used to answer the question in the simulation. A description of the phenomenon of concentration can be found in Appendix A. The simulation was originally designed to be used with middle school students. However, the current study tested adult participants. The expectation was that adults would not have engaged in learning or assessment related to concentration in their recent past and would similarly need to manipulate variables in the simulation to answer the questions. The results bore out this expectation. All of the items were designed around the concept of saturation (i.e., concentration does not further increase once maximum is reached). The simulation was originally developed by PhET (Wieman et al., 2008) and was modified for the purpose of the study to include selected response questions, confidence ratings and ratings of understanding. The simulation was an HTML5 application written in JavaScript and delivered through a standard web browser. The simulation allowed participants to design and run simulation trials to investigate the relationship between the solute, water and level of concentration. As shown in Figure 1 , the presentation of each item in the simulation was split over two screens. The first screen (i.e., the collect screen) presented a question and prompted participants to run trials with the simulation to answer the question. The second screen (i.e., analyze screen) requested a response to the prompt but no further interaction with the simulation was permitted. Participants could return to the collect screen if they found that they did not have enough data to answer the question.
As can be seen in the collect screen in the figure, the top left panel displays the slider and button controls used to set the amounts of solute and water. When the participant had set the variables, they could run a trial. When the trial was run, the solute and water were mixed to form a solution. The concentration level of the solution that results from the run trial, as well as the variable settings that were used to obtain that level of concentration, appeared in the data table, located in the bottom left panel of the collect screen in Figure 1 . On most of the assessment items, the right panel displayed the question and the response options and/or space for response specific text entry. To illustrate, the correct response to Item 1 is "Sometimes, but not always." Although the concentration increases with solute amount at first, at some point the concentration stops changing. To arrive at the correct response to this item, participants needed to increment the solute amount while holding the water amount constant at various values.
Simulation items. Items 1 and 7 were identical and involved investigation of a solute type ("drink mix") that was distinct from the solute used in Items 2-6 ("Chemical A"). While the two solutes were different, knowledge gained from investigations with one solute was expected to transfer to investigations with the other solute. Thus, the first and last items could be treated as pre-and posttests to allow evaluation of learning gained through investigations. Items 2-6 asked participants to investigate the impact of several different variables on the concentration level, such as using a larger range of solute values or using a smaller amount of water. The inquiry focus of Items 2-6 is outlined in Appendix B. The investigations conducted in Items 2-6 were expected to facilitate observation of saturation.
Design
The experiment constituted a 2 (Interactivity Group: high interactivity vs. low interactivity) ϫ 2 (Item Number 1-7) mixed measures design with interactivity group a between participants variable and metacognitive query type manipulated within participants. The high interactivity and low interactivity conditions differed in three ways: (a) the slider-button controls could be manipulated by 1 g (high) or by 25 g (low; see Figure 2 for an example); (b) the number of trials that could be presented in the table were unlimited (high) or a requirement that rows be deleted to run more trials (low); and (c) the ability to reorder rows in the data table (high) or not (low). In sum, in the low interactivity condition there were fewer options for manipulating variables within the simulation. It was possible that as compared with the high interactivity condition, participants would experience more fluent inquiry processing, which could inflate confidence and understanding as feelings of fluency can give rise to an illusion of knowing (Alter & Oppenheimer, 2008) . The primary dependent variables of interest were (a) performance on the simulation selected response assessment items; (b) data table performance (a measure of the use of appropriate inquiry behaviors); (c) confidence in performance; and (d) ratings of understanding of the concentration phenomenon.
Procedure
The simulation began with a brief tutorial phase followed by the main assessment phase. During the tutorial participants were introduced to the terminology used in the simulation and to the various interactive features of the simulation and data table, such as the slider and button controls. They also completed two trial items. Each tutorial item was focused on a different control setting, to ensure that the mechanics of interaction with the simulation were clear. Following the tutorial, participants gave a single rating (ranging from 0 ϭ no understanding to 100 ϭ complete understanding) of their current level of understanding of the phenomenon of concentration. Following this rating the seven assessment items were presented one at a time. Participants were asked to use the simulation to conduct investigations necessary for answering each item and could complete each item at their own pace. As participants ran trials in the simulation in which they could manipulate the amount of solute and solvent in the solution, a data table beneath the simulation would populate the amount of the solute and solvent they had used in the trial and the resulting concentration. Item 1, the first item, and Item 7, the last item, were identical and were an open investigation of the relationship between one independent variable and the dependent variable. On Items 1 and 7 participants were asked to test the following: "Does the concentration of a drink mix solution increase when you increase the amount of drink mix in the container?" Participants were required to choose one of the selected response options (e.g., never; sometimes, but not always; and always). They were also asked to explain how specific trials from the data table supported their answer in a constructed response text entry box. The second through sixth items involved investigation of the same relationship in a slightly different context (i.e., a different solute type). Finally, the seventh question was identical to the first item. The presentation order of the seven items was the same for all participants.
After providing a response to each item participants made two metacognitive ratings. The first asked them to indicate their confidence that the answer that they just submitted was correct. They made a rating on a scale of 1 (not at all confident) to 10 (completely confident). After making their confidence ratings, they were asked to make a rating of understanding. When making their rating of understanding, participants were shown their prior rating and told "Last time you rated your understanding of concentration as shown below. How would you rate your understanding of concentration now? (You do not need to change this number if your understanding has not changed)." Participants were prompted to enter a number from 0 -100 to indicate their level of understanding. The one exception was that a rating of understanding was not solicited on Item 2. Item 2 was designed mainly to familiarize participants with the new solute (Chemical A) that they would be interacting with. A rating of understanding was therefore solicited after Item 3 (and not on Item 2), which was a follow-up question to Item 2. A slightly different scale was used for the confidence (0 -10) and understanding (0 -100) ratings so that participants would be more likely to reflect on the metacognitive evaluation before making their rating.
The instructions that were used in the high and low interactivity conditions were nearly identical except for the following: The tutorial instructions described the data table controls specific to each condition. The participants in low interactivity group were told "You can run as many trials as you like during a simulation problem, but once the table is full, you will need to delete old rows to make room for new rows." In contrast, the participants in high interactivity group were instructed "You can reorder the rows in the data table using the up/down arrows to the right. Go ahead and move one row. You can also delete the rows using this X button. You can run as many trials as you like during a simulation problem. Once your table is filled, you'll see a scroll bar next to the table." The scroll bar allowed them to view all of the trials that they had run for that query. All of the other instructions were identical for the two groups.
After participants had answered all of the simulation items and had provided their confidence ratings and ratings of understanding were debriefed, thanked and given MTurk credits for their time.
Results

Selected Response Performance
Selected response performance for all items is reported first followed by a comparison of performance on Items 1 and 7 to evaluate learning over the simulation. Participants performance on the selected responses items was evaluated with a 2 (Interactivity Group: high vs. low) ϫ 7 (Item Number: 1-7) mixed measures ANOVA with interactivity group randomly assigned between participants and item number manipulated within participants. The overall average proportion correct across items was .64 (SE ϭ .01). There was not a main effect of the interactivity manipulation, F(1, 301) ϭ 1.81, MSE ϭ .29, p Ͼ .05, p 2 ϭ .006, and interactivity group did not interact with item number, F(6, 1842) ϭ 1.15, MSE ϭ .16, p Ͼ .05, p 2 ϭ .002. Thus, the level of interactivity with variable manipulation in the simulation did not have an impact on selected response performance. There was a significant effect of item number, demonstrating that the simulation items differed in how difficult they were to answer, F(6, 1842) ϭ 119.58, MSE ϭ .16, p ϭ .001, p 2 ϭ .28. As can be seen in Figure 3 , performance (collapsed over interactivity condition) varied over items and was lowest on Item 1 (smallest t(308) ϭ 5.63, p ϭ .001) and highest on Item 2 (smallest t(308) ϭ 3.62, p ϭ .001; multiple comparisons in this and in the analyses that follow have been Bonferonni corrected).
One question of interest was whether learning would occur as participants interacted with the simulation during the assessment task. The comparison of performance on Items 1 and 7 revealed a significant increase, t(308) ϭ 9.29, p ϭ .001, d ϭ .53, which indicated that participants were indeed learning about the phenomenon of concentration as they engaged in the simulation.
Data Table Performance
Data table performance was used as a primary metric of inquiry behaviors. Table scores were calculated using a scoring rubric developed by science inquiry experts and were used to document and evaluate the inquiry processes that the participant had engaged in to answer each item. For example, for Item 1, participants were awarded full credit if the data collected in their table revealed that they had held the water constant at more than one value and tried three or more Figure 3 . Performance on the selected responses for Items 1 through 7. The ** indicates that the difference between performance on identical Items 1 and 7 was significant at p Ͻ .001. Error bars depict standard error of the mean. solute values for each or had held water constant at one value and tried at least two solute values (spaced at least 24 g apart) that each showed saturation. For the current purposes a strictly scored version of the rubric was used such that engaging in high-level inquiry processes earned the participant a point, whereas less comprehensive data collection earned the participant zero points.
Data table performance was evaluated with a 2 (Interactivity Group: high vs. low) ϫ 6 (Item Number: 1-7) mixed measures ANOVA. The one change from the selected response analysis was that because data collection was not required for Item 2 it was not included in the analysis. Thus, the item number variable had six (rather than seven) levels. In contrast to item response scores (and to all other analyses) there was a main effect of the interactivity manip- ulation, F(1, 261) Figure 4 , data table scores (collapsed over interactivity condition) echoed selected response performance and varied similarly over items. A correlation between average selected response scores (averaged over items for each participant) and average data table scores (averaged over items for each participant; both measures were normally distributed) was r ϭ .60, p ϭ .001. The comparison of performance on Items 1 and 7 revealed a significant increase from Item 1 (M ϭ .16, SE ϭ .02) to Item 7 (M ϭ .36, SE ϭ .03), t(263) ϭ 5.48, p ϭ .001, d ϭ .48. This pattern indicated that participants' inquiry behaviors were improving over the simulation, in parallel with selected response performance.
To further appraise the relationship between selected performance and data table scores, a learning gains metric was calculated for selected response scores and for data table scores. A separate score was computed for each dependent measure. For selected response performance, participants were given a learning gain score of 1 if they had answered incorrectly on Item 1 and correctly on Item 7 (learning group). Participants were given a learning gain score of 0 they had answered incorrectly on both Item 1 and Item 7 (no learning group). Similarly, for data table performance, the learning group included participants who received a 0 data table score on Item 1 and a 1 data table score on Item 7 and the no learning group included participants who received a 0 data table score on both Item 1 and Item 7. In both cases, participants who answered correctly (or received a data table score of 1) on both Items 1 and 7 were not included in the analysis as the primary interest was in learning gains in the simulation.
The correlation between the selected response learning gain score and the data table learning gain score was r ϭ .51, p ϭ .001. Hence, there was a strong positive correspondence between improvements in inquiry skills and improvements in selected response performance. Converging evidence emerged in an analysis of data table scores conditionalized on selected response learning gains. As can be seen in Figure 5 , participants who did not demonstrate learning gains in their selected response performance, had the same low data How did learning gains relate to inquiry behaviors in the simulation? If participants were learning about how to test hypotheses related to concentration during the simulation, they may have demonstrated changes to the inquiry behaviors they used to answer Items 1 and 7. One hypothesis was that poorer performance would be related to reduced inquiry and investigative behaviors. To evaluate, the relationship between learning gains and inquiry behaviors (the number of data trials run and the time spent engaged in inquiry) on Item 1 and Item 7 was evaluated. Data trials run was the number of data trials that had been run during the collect phase of the answering each simulation item and time spent engaged in inquiry was the time participants spent interacting with the simulation before answering each selected response item. A first analysis contrasted the average number of data trials run on Item 1 and Item 7 and the average time spent engaged in inquiry on Item 1 and Item 7 conditionalized on selected response learning gains. The second analysis conditionalized the same inquiry measures on data table learning gains. As can be seen in the bottom panel of Figure 6 , participants who did not show learning gains to selected response performance, did not show a significant difference in the time spent answering Items 1 and 7, t(129) ϭ 1.51, p Ͼ .05, d ϭ .13. In contrast, participants who did show learning gains to selected response performance, did show a significant difference in the time spent answering Items 1 and 7, t(133) ϭ 5.76, p ϭ .001, d ϭ .57. As shown in the top panel of Figure 6 , an analysis using the average number of data trials run on Item 1 and Item 7 showed that participants who did not show learning gains to selected response performance, showed a small but significant increase in the number of data trials run on Items 1 and 7, t(129) ϭ 5.12, p ϭ .001, d ϭ .31. When learning gains to selected response performance did occur however, there was a much larger increase in the number of data trials run on Items 1 and 7, t(133) ϭ 7.75, p ϭ .001, d ϭ .26. The difference between the increase in data trials run for the no learning and the learning groups was significant, t(262) ϭ 4.41, p ϭ .001, d ϭ .54. Figure 6 shows that the same patterns emerged when time spent and data trials run was conditionalized on data table learning gains.
Response Confidence
Confidence in performance on the simulation items was evaluated with a 2 (Interactivity Group: high vs. low) ϫ 7 (Item Number: 1-7) mixed measures ANOVA. There was not a main effect of the interactivity manipulation, F Ͻ 1, p Ͼ .05, p 2 ϭ .001, and interactivity group did not interact with item number, F Ͻ 1, p Ͼ .05, p 2 ϭ .003. As with selected response performance, the number of options for manipulating variables within the simulation did not influence confidence. There was a significant effect of item number, F(6, 1842) ϭ 26.27, MSE ϭ 1.08, p ϭ .001, p 2 ϭ .08. As can be seen in Figure 7 , overall confidence was high, but varied somewhat over items. Participants' confidence was lowest on Item 3 (smallest t(308) ϭ 5.49, p ϭ .001, d ϭ .32), which also showed the lowest performance. Note, however, that confidence was very high across all items in the simulation and so had little room to vary. To evaluate whether confidence was at ceiling, an independent samples test against 10 (the highest possible judgment) revealed mean confidence judgments for each item were significantly lower than 10 (smallest t(308) ϭ 9.05, p ϭ .001, p ϭ .001, d ϭ .74). In contrast to performance, confidence on Items 1 and 7 did not show a significant increase over the simulation, t(308) ϭ 1.20, p Ͼ .05, d ϭ .07.
Calibration measure. Confidence accuracy was measured as calibration, or the absolute accuracy between confidence judgments and performance. A calibration score ([confidence rating/10] Ϫ performance]) was computed for each participant for each item. A 2 (Interactivity Group: high vs. low) ϫ 7 (Item Number: 1-7) mixed measures ANOVA revealed that there was not a main effect of the interactivity manipulation on calibration, F(1, 207) ϭ 1.07, p Ͼ .05, p 2 ϭ .003, and interactivity group did not interact with item number, F(6, 1842) ϭ 1.19, p Ͼ .05, p 2 ϭ .004. This was not surprising given the lack of an interactivity effect in either the selected response or confidence analyses. There was a significant effect of item number, F(6, 1842) ϭ 97.46, MSE ϭ .18, p ϭ .001, p 2 ϭ .24. Participants were most overconfident on Item 1 (M ϭ .66, SE ϭ .03) and slightly underconfident on Item 2 (M ϭ Ϫ.04, SE ϭ .01), which may be due to performance being at ceiling on that item. The comparison of confidence accuracy on Items 1 and 7 did show a significant decrease in overconfidence from Item 1 to Item 7, t(308) ϭ 9.12, p Ͻ .001, d ϭ .52; however, this should be interpreted with caution as performance changed but confidence did not (see above).
Confidence and learning gains. To further understand how confidence related to performance an analysis was conducted to examine whether there were changes to confidence that reflected learning gains. This analysis evaluated whether learning was related to adjustments to confidence that served to correct or, at least ameliorate the overconfidence that was demonstrated for Item 1 performance. To evaluate, mean confidence ratings on Item 1 and Item 7 were conditionalized on whether selected response learning gains did or did not occur from Item 1 to Item 7. As in previous analyses that conditionalized based on learning gains, the analysis excluded those participants who were correct on both Item 1 and 7 and collapsed over interactivity condition. As can be seen in Figure 8 , for those who did not show selected response learning gains (no learning group), confidence on Item 1 (M ϭ 8.95, SE ϭ .12) was the same as on Item 7 (M ϭ 8.92, SE ϭ .12), t(130) ϭ .210, p Ͼ .05, d ϭ .03. In contrast, for those who did show learning gains, confidence decreased (M ϭ 9.22, SE ϭ .11 vs. M ϭ 8.95, SE ϭ .14, for Item 1 and Item 7, respectively), t(133) ϭ 1.94, p ϭ .05, d ϭ .17. This finding demonstrated that a downward shift in confidence was related to learning gains in the simulation. In contrast, when participants failed to show learning gains, their confidence remained unchanged; judgments on Item 7 were as overconfident they were on Item 1.
A central question of interest was how confidence accuracy related to inquiry behaviors. One hypothesis was that overconfidence would be related to abbreviated inquiry and investigative behaviors, and, accordingly to poorer data table scores. To evaluate, a calibration score was computed for each participant on each item, then averaged over items. The average calibration score was correlated with the average number of data trials run on each item, average time spent engaged in inquiry on each item, and the average data table score for each item. Data trials run was the number of data trials that had been run during the collect phase of the answering each simulation item and time spent engaged in inquiry was the time participants spent running trials before answering each selected response item.
If the average time spent engaged in inquiry and the average number of trials run during the simulation were indices of adaptive inquiry then there should be a positive relationship between the data table score and these measures. As can be seen in Table 1, data table  scores were positively correlated with the number of data trials run but not the time spent engaging with the simulation. Of particular interest was the relationship of overconfidence to these measures. If overconfidence was detrimental to robust science inquiry, then calibration should be negatively related to number of trials run and data table scores. A negative relationship between calibration and time spent was not expected because time spent was not related to better data table scores. As can be seen in Table 1 , there was a significant negative correlation between calibration and the number of data trials run. The correlation between calibration and the amount of time spent on data collection was not significant, however. As anticipated, there was also a negative correlation between calibration and data table scores. In sum, the results demonstrated that greater overconfidence was related to reductions in the number of data trails run, an adaptive inquiry behavior, and to decreased table scores.
To evaluate whether overconfidence was correlated with worse learning outcomes a correlation between average calibration and the average learning gains metric for selected response performance was conducted. A correlation between average calibration and average data table learning gains was also conducted. There was a significant negative correlation between calibration and selected response learning gains, r ϭ Ϫ.43, p ϭ .001. There was also a negative correlation between calibration and data table learning gains, r ϭ Ϫ.26, p ϭ .001. But because performance on Items 1 and 7 was a component of both average calibration and the learning gains metric for selected response performance a second analysis, which correlated the average calibration per participant for Items 2-6 with learning gains on selected response performance was conducted. This analysis also showed a negative correlation between calibration and learning, r ϭ Ϫ.21, p ϭ .001. In sum, overconfidence during the simulation was related to Figure 8 . Confidence ratings on Items 1 and 7 conditionalized on whether learning occurred over the simulation. The no learning group included participants who did not answer correctly on either Item 1 or Item 7. The learning group included participants who answered incorrectly on Item 1 and correctly on Item 7. The * indicates that the difference between table scores on identical Items 1 and 7 was significant at p ϭ .05. Error bars depict standard error of the mean. poorer learning gains in both selected response performance and inquiry based data table performance.
Ratings of Understanding
A secondary question of interest was how participants' metacognitive ratings of understanding related to learning in the simulation. Participants' initial rating of understanding was M ϭ 53.61 (SE ϭ 1.67), which was significantly greater than zero, t(308) ϭ 32.01, p ϭ .001, d ϭ .02, and significantly lower that the rating following the first item in the simulation, t(308) ϭ 13.04, p ϭ .001, d ϭ 1.34. To evaluate the item level ratings made during the simulation, the same mixed measures ANOVA was conducted with ratings of understanding on Items 1-7 that had been conducted with confidence ratings. There was one change in the analysis from that conducted with confidence ratings: A rating of understanding was not taken on Item 2, thus the item number variable had six (rather than seven) levels. As with confidence, the interactivity manipulation did not show a significant main effect or interaction, Fs Ͻ 1, ps Ͼ .05, p 2 s Յ .002. Having more options for variable manipulation in the simulation did not influence perceived understanding. As can be seen in Figure 7 , there was a significant effect of item number, which showed that in contrast to confidence, ratings of understanding steadily increased over items, F(5, 1535) 
Discussion
The primary goal of the current study was to evaluate how inquiry behaviors and performance in a science simulation-based assessment related to test-taker metacognitions. The study evaluated how metacognitive ratings of confidence and ratings of understanding related to interactive inquiry in the simulation, such as data collection, and to performance outcomes such as selected response performance. Successful performance in the current simulation depended on engaging in effective inquiry behaviors, such as sampling a sufficient range from the solute and solution variables to answer selected response questions. Results showed that when participants were more overconfident they engaged in less thorough inquiry and investigation during the simulation. Accordingly, overconfidence was negatively related to performance outcomes: Greater overconfidence was associated with worse selected response and worse data table performance.
The current study also assessed whether learning occurred in the simulation-based assessment. Performance improved from Item 1 to Item 7, which were identical items, for both selected response performance and for data table performance. Improvement to performance from Items 1 and 7 may be due, in part, to practice effects and greater familiarity with the simulation task. However, practice effects are not adequate to explain the learning gains over the simulation. Participants were never given explicit feedback during the simulation. Improvements were more likely due to knowledge gained from investigations. Indeed, the solutes used on Items 2-6 were distinct from those tested on Items 1 and 7. Thus, learning via interactions with one solute transferred to investigations with another solute. Furthermore, the distinct pattern of inquiry behaviors for those who showed performance improvements and those that did not, suggested that improvements were related to adaptive changes to inquiry strategies that were likely based on experience with answering other items in the simulation. In sum, even without explicit feedback, participants were able to learn about how to more effectively test hypotheses related to concentration while answering other assessment items in the simulation, which ultimately benefitted their performance outcomes.
After answering each item in the simulation, participants made confidence ratings and ratings of understanding. Ratings of understanding were sensitive to the learning that occurred in the simulation. The findings demonstrated that ratings of understanding systematically increased over items from Item 1 to Item 7. In contrast, confidence ratings did not steadily increase over trials. Indeed, on Items 1 and 7 there was a significant decrease in confidence despite an increase in performance. As participants engaged in the simulation the experience may have highlighted task demands and limitations in their inquiry skills. Whereas initial confidence in performance might be mistakenly high, experience with the task as one attempted to answer the item might provide participants with implicit feedback that would lead to downward adjustments in confidence. However, this adjustment downward was primarily due to changes in confidence shown by those who had shown learning gains. When participants failed to show learning gains, their confidence remained unchanged; judgments on Item 7 were as overconfident they were on Item 1. In contrast, a downward shift in confidence was related to learning gains in the simulation, suggesting that revisions to overconfidence were related to improved performance outcomes.
The main experimental manipulation in the study was whether the simulation allowed a high or low level of interactivity with particular variables, with the low interactivity condition having fewer options for manipulating variables within the simulation than the high interactivity condition. One prediction was that in the low interactivity condition, participants might experience more fluent inquiry processing, which could inflate confidence and understanding. This prediction was not borne out, however. Neither confidence ratings, nor ratings of understanding showed an effect of the interactivity manipulation. The only significant effect of the interactivity manipulation was with data table scores. Data table scores were higher in the low interactivity group than in the high interactivity group. One possible explanation for this pattern is that in the low interactivity condition, having fewer variables to manipulate may have made hypothesis testing and data collecting more efficient. For example, in the high interactivity condition the scale increased in smaller increments in the high (1 g) as compared with the low (25 g) interactivity condition which may have reduced the efficiency of the data collection. Further experimentation is needed however to evaluate whether fewer options for manipulation increase the effectiveness of data collection or whether high interactivity in the manipulability of particular variables impacted the inquiry process more than others.
There are a number of other important questions that the current study did not address. For example, the current study employed number of data trials run and time spent during data collection as a proxy for inquiry related behaviors. Future research should target the kinds of hypotheses that participants tested to answer each item, whether hypothesis testing was refined over items and how particular hypotheses relate to performance and metacognitive evaluations. Answers to these questions, as well as how school-age children perform and evaluate their performance and whether there are gender differences in inquiry behaviors are critical follow-up questions that await investigation.
Another limitation of the study was that it evaluated questions related to metacognition and inquiry behaviors in a single simulation context. In progress work seeks to extend these questions to additional simulation contexts that target distinct science content. In addition, the level of interactivity was the only experimentally manipulated variable, and aside from data table scores it did not have any noteworthy effects. Future studies should be aimed at manipulating factors that could influence metacognition and performance, such as providing explicit feedback. For example, how might explicit feedback influence metacognitions and produce changes to inquiry related behaviors? Feedback may allow students to better understand how their answer or inquiry related behaviors could improve, which may serve to reduce overconfidence and improve performance outcomes in formative assessment scenarios.
The current study provides new detail about the relationship between test takers' metacognitions during assessment and inquiry processes. Much more research remains to be done utilizing data captured from interactive behaviors within a simulation. This research will ultimately provide researchers with rich evidence about cognitive processes, conceptual knowledge, and inquiry practices, which can and should be communicated with educators to improve student learning and assessment outcomes. A major advantage of simulation based science inquiry is that simulations allow students to actively participate in scientific inquiry by providing a dynamic medium to manipulate variables and test hypotheses. Metacognition is critical to this process. The current study showed that when metacognitions are inaccurate the inquiry process and, ultimately, simulation based science assessment outcomes are negatively affected.
