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VECTOR-VALUED FOURIER HYPERFUNCTIONS AND
BOUNDARY VALUES
KARSTEN KRUSE
To the memory of Professor Paweł Domański.
Abstract. This work is dedicated to the development of the theory of Fourier
hyperfunctions in one variable with values in a complex non-necessarily metris-
able locally convex Hausdorff space E. Moreover, necessary and sufficient
conditions are described such that a reasonable theory of E-valued Fourier hy-
perfunctions exists. In particular, if E is an ultrabornological PLS-space, such
a theory is possible if and only if E satisfies the so-called property (PA). Fur-
thermore, many examples of such spaces having (PA) resp. not having (PA)
are provided. We also prove that the vector-valued Fourier hyperfunctions can
be realized as the sheaf generated by equivalence classes of certain compactly
supported E-valued functionals and interpreted as boundary values of slowly
increasing holomorphic functions.
1. Introduction
The aim of the present work, which is the main result of the author’s PhD
thesis [46] with some improvements, is the development of the theory of Fourier
hyperfunctions in one variable with values in a complex non-necessarily metrisable
locally convex Hausdorff space E and to find necessary and sufficient conditions
such that a reasonable theory of E-valued Fourier hyperfunctions is possible. In
particular, we show that, if E is an ultrabornological PLS-space, such a theory
exists if and only if E satisfies the so-called property (PA). It turns out that
the vector-valued Fourier hyperfunctions can be realised as the sheaf generated
by equivalence classes of certain compactly supported E-valued functionals and
interpreted as boundary values of slowly increasing holomorphic functions.
Scalar-valued Fourier hyperfunctions R, indicated by Sato [69](1958), were in-
troduced by Kawai [36] in 1970. He constructed them as a flabby sheaf on Dd,
where Dd means the radial compactification of Rd, d ∈ N, using cohomology theory
and Hörmander’s L2-estimates [16]. He proved that the global sections are sta-
ble under Fourier transformation F , i.e. F ∶R(Dd) → R(Dd) is an isomorphism.
This sheaf is a generalisation of the sheaf B of hyperfunctions on Rd, which was
developed by Sato [70] (and [71]); in particular, R∣Rd = B holds. Hyperfunctions
emerged as an useful tool in the theory of partial differential equations (see [39]), in
particular, in the solution of the abstract Cauchy problem. Komatsu developed the
theory of Laplace hyperfunctions, a theory of operator-valued generalised functions
with a suitable Laplace transform, more precisely, for operators in Banach spaces,
and the abstract Cauchy problem was solved by a condition on the resolvent of the
operator which characterised the generators of hyperfunction semigroups (see [41],
[42], [43] and [44]). This theory was improved and extended beyond operators in
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Banach spaces by Domański and Langenbruch (see [8], [9]). Since some partial dif-
ferential equations can be taken as ordinary vector-valued equations (e.g. [67], [68]),
the question arose whether there was a vector-valued counterpart for the theory of
(Fourier) hyperfunctions. Whereas Schwartz achieved this in the analogous theory
of distributions by tensor products [73], one faces a crucial problem in the devel-
opment of such a theory of vector-valued, in short, E-valued where E is a locally
convex Hausdorff space over C, (Fourier) hyperfunctions, namely, the lack of a nat-
ural linear Hausdorff topology on the scalar-valued (Fourier) hyperfunctions (with
the exception of the space of global sections in the case of Fourier hyperfunctions).
Despite of this difficulty, Ion and Kawai [18](1975) developed a theory of hyperfunc-
tions with values in Fréchet spaces, Ito and Nagamachi [30], [31](1975) a theory of
Fourier hyperfunctions with values in separable Hilbert spaces (see [27] for general
Hilbert spaces), which was used by Mugibayashi and Nagamachi ([65], [66]) for an
axiomatic formulation of quantum field theory in terms of Fourier hyperfunctions,
and Junker [33](1979) a theory of Fourier hyperfunctions with values in Fréchet
spaces (cf. [20], [21], [22], [23], [24], [25], [26]). Since Fourier hyperfunctions with
values in non-metrisable spaces E like the space of distributions, are of interest
as well, there were some efforts to extend the theory of Fourier hyperfunctions to
non-Fréchet spaces E (see [29]). However, to the best of our knowledge the present
paper is the only fully correct theory of E-valued Fourier hyperfunctions including
non-Fréchet spaces E (see Remark 5.3, Remark 5.13).
Domański and Langenbruch [7](2008) not only overcame these obstacles and de-
veloped a theory of vector-valued hyperfunctions beyond the class of Fréchet spaces,
but also found natural limits of this kind of theory. They characterised in a large
natural class of locally convex Hausdorff spaces those spaces for which a reasonable
theory of E-valued hyperfunctions exists at all (see [7, Theorem 8.9, p. 1139]). To
be more precise: they state that a reasonable theory of E-valued hyperfunctions
should generate a flabby sheaf with the property that the set of sections supported
by a compact subset K ⊂ Rd should coincide with L(A (K),E), the space of con-
tinuous linear operators from A (K) to E where A (K) denotes the space of germs
of real analytic functions on K. Transferring this condition to the theory of Fourier
hyperfunctions, we are convinced that a reasonable theory of E-valued Fourier hy-
perfunctions (in one variable) should produce a flabby sheaf such that the set of
sections supported by a compact subset K ⊂ R should coincide with „the space of
E-valued P∗-functionals“ L(P∗(K),E) where D
1 = R is the radial compactification
of R and P∗(K) the space of rapidly decreasing holomorphic germs near K (see
Proposition 3.5). If one restricts such a sheaf to R, the restricted sheaf fulfils the
condition of Domański and Langenbruch for a reasonable theory of E-valued hyper-
functions, since P∗(K) = A (K) for compact K ⊂ R, which is desirable in the spirit
of the property R∣R = B of the scalar-valued case. Furthermore, the global sections
of such a sheaf are stable under Fourier transformation (see Corollary 3.10). This
implies that for those spaces E, for which a reasonable theory of E-valued hyper-
functions is impossible, a reasonable theory of E-valued Fourier hyperfunctions is
impossible as well. A long list of examples of spaces E for which a reasonable the-
ory of E-valued Fourier hyperfunctions is possible resp. impossible can be found in
Example 4.4 resp. Example 4.5.
In the approach of Domański and Langenbruch the existence of an E-valued
sheaf of hyperfunctions is deeply connected with the solvability of the E-valued
Laplace equation; namely, if the (d + 1)-dimensional Laplace operator
∆d+1∶ C
∞(Ω,E) → C∞(Ω,E)
is surjective for every open set Ω ⊂ Rd+1 where C∞(Ω,E) is the space of smooth
E-valued functions on Ω, then a reasonable theory of E-valued hyperfunctions on
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d is possible (see [7, Theorem 6.9, p. 1125]). For E-valued Fourier hyperfunctions
in one variable the corresponding counterpart is the following. A complex locally
convex Hausdorff space E is called admissible if the Cauchy-Riemann operator
∂∶ Eexp(C ∖K,E) → Eexp(C ∖K,E)
is surjective for any compact set K ⊂ R where C ∶= R + iR and Eexp(C ∖K,E) is,
roughly speaking, the space of slowly increasing smooth E-valued functions outside
K (see Definition 3.1). E is called strictly admissible if E is admissible and, in
addition,
∂∶ C∞(Ω,E) → C∞(Ω,E)
is surjective for any open set Ω ⊂ C. We prove that E being strictly admissible
yields to the existence of a reasonable theory of E-valued Fourier hyperfunctions in
one variable (see Theorem 5.9).
The outline of the present paper is as follows. In Section 2 we introduce some
notations and preliminaries needed to phrase our concepts. In Section 3 we define
the spaces Eexp(C ∖K,E), its subspace Oexp(C ∖K,E) of holomorphic functions
and P∗(K). Further, we recall some of their properties and a kind of Silva-Köthe-
Grothendieck duality (see Theorem 3.6), give a boundary value representation of
Lb(P∗(R,E) and define the Fourier transformation on this space. In Section 4
we collect some results on strict admissibility (see Theorem 4.3) and give many
examples of strictly admissible spaces E. In correspondence with the scalar-valued
case, the E-valued Fourier hyperfunctions are defined in Section 5 from two different
points of view for a strictly admissible space E. On the one hand, as the sheaf
generated by equivalence classes of E-valued P∗-functionals, and on the other, as the
sheaf of boundary values of the elements ofOexp(U∖R,E). This is, to put it roughly,
the space of holomorphic E-valued slowly increasing functions on U outside an open
set Ω ⊂ R where U is an open set in C with U ∩ R = Ω (see Definition 5.6). The
construction of these sheaves benefits from our kind of Silva-Köthe-Grothendieck
duality and it turns out that both sheaves are flabby and isomorphic (see Theorem
5.9), solving two problems of Ito (see Lemma 5.2, Remark 5.3, Corollary 5.10). At
the end of the fifth section, we show that, if E is an ultrabornolgical PLS-space, a
reasonable theory of E-valued Fourier hyperfunctions in one variable exists if and
only if E satisfies the property (PA) (see Theorem 5.12).
2. Notation and Preliminaries
The notation and preliminaries are essentially the same as in [47, 52, 55, Section
2]. We denote by ∣⋅∣ the Euclidean norm on R2 and C, identify R2 and C as (normed)
vector spaces, write Dr(z) ∶= {w ∈ C ∣ ∣w − z∣ < r} for the open ball with radius r > 0
around z ∈ C and denote the restriction of a function f ∶M → C to K ⊂ M ⊂ C by
f∣K . We define the distance of two subsets M0,M1 ⊂ R
2 w.r.t. ∣ ⋅ ∣ on R2 via
d(M0,M1) ∶=
⎧⎪⎪
⎨
⎪⎪⎩
infx∈M0, y∈M1 ∣x − y∣ , M0, M1 ≠ ∅,
∞ , M0 = ∅ orM1 = ∅,
and write d(z,M1) ∶= d({z},M1) for z ∈ R2. We denote by R ∶= R∪{±∞} the radial
compactifaction of R, i.e. we equip R with the following topology. A set Ω ⊂ R is
called open if Ω∩R is open in (R, ∣ ⋅ ∣) and, in addition, there exists a ∈ R such that
[−∞, a] ⊂ Ω resp. [a,∞] ⊂ Ω if −∞ ∈ Ω resp. ∞ ∈ Ω. R becomes a compact space
with this topology. We set C ∶= R+ iR and equip it with the product topology. For a
topological space X we denote the complement of a subsetM ⊂X byMC ∶=X∖M ,
the closure of M in X by M and the boundary of M by ∂M .
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By E we always denote a non-trivial locally convex Hausdorff space over the field
C (C-lcHs) equipped with a directed fundamental system of seminorms (pα)α∈A. If
E = C, then we set (pα)α∈A ∶= {∣ ⋅ ∣}. Further, we denote by L(F,E) the space of
continuous linear maps from a locally convex Hausdorff space F to E and sometimes
use the notation ⟨T, f⟩ ∶= T (f), f ∈ F , for T ∈ L(F,E). If E = C, we write
F ′ ∶= L(F,C) for the dual space of F . We denote by Lt(F,E) the space L(F,E)
equipped with the locally convex topology of uniform convergence on the absolutely
convex compact subsets of F if t = κ, and on the bounded subsets of F if t = b. The
ε-product of Schwartz [73, Chap. I, §1, Définition, p. 18] is defined by
FεE ∶= Le(F ′κ,E)
where L(F ′κ,E) is equipped with the topology of uniform convergence on equicon-
tinuous subsets of F ′. By F ⊗̂piE we denote the completion of the projective tensor
product F ⊗pi E. The space F ⊗̂piE is topologically isomorphic to FεE if F and E
are complete and one of them is nuclear.
We recall the following well-known definitions concerning continuous partial dif-
ferentiability of vector-valued functions (cf. [48, p. 4]). A function f ∶Ω → E on an
open set Ω ⊂ R2 to E is called continuously partially differentiable (f is C1) if for
the nth unit vector en ∈ R
2 the limit
∂enf(x) ∶= lim
h→0
h∈R,h≠0
f(x + hen) − f(x)
h
exists in E for every x ∈ Ω and ∂enf is continuous on Ω (∂enf is C0) for every
n ∈ {1,2}. For k ∈ N a function f is said to be k-times continuously partially
differentiable (f is Ck) if f is C1 and all its first partial derivatives are Ck−1. A
function f is called infinitely continuously partially differentiable (f is C∞) if f is
Ck for every k ∈ N. The linear space of all functions f ∶Ω → E which are C∞ is
denoted by C∞(Ω,E) and we write C∞(Ω) ∶= C∞(Ω,C). Let f ∈ C∞(Ω,E). For
β = (βn) ∈ N20 we set ∂βnf ∶= f if βn = 0, and
∂βnf ∶= ∂en⋯∂en´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
βn-times
f
if βn ≠ 0 as well as
∂βf ∶= ∂β1∂β2f.
Due to the vector-valued version of Schwarz’ theorem ∂βf is independent of the
order of the partial derivatives on the right-hand side and we call ∣β∣ ∶= β1 + β2 the
order of differentiation.
A function f ∶Ω→ E on an open set Ω ⊂ C to E is called holomorphic if the limit
∂1Cf(z0) ∶= lim
h→0
h∈C,h≠0
f(z0 + h) − f(z0)
h
exists in E for every z0 ∈ Ω. As before we define derivatives of higher order recur-
sively, i.e. for n ∈ N0 we set ∂
0
C
f ∶= f and ∂n
C
f ∶= ∂1
C
∂n−1
C
f , n ≥ 1, if the corresponding
limits exist. The linear space of all functions f ∶Ω → E which are holomorphic is
denoted by O(Ω,E) and we write O(Ω) ∶= O(Ω,C). If E is locally complete and
f ∈ O(Ω,E), then ∂n
C
f(z0) exists in E for every z0 ∈ Ω and n ∈ N0 by [12, 2.2
Theorem and Definition, p. 18] and [12, 5.2 Theorem, p. 35]. E is called locally
compete if every closed disk in E is a Banach disk (see [32, 10.2.1 Proposition, p.
197]). In particular, every sequentially complete space is locally complete.
For the convenience of the reader we recall the definition of a (pre)sheaf and a
flabby sheaf.
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2.1. Definition ((pre)sheaf, [2, 1.1 Definition, p. 1, 1.7, p. 6]). Let X be a topo-
logical space and for every open U ⊂X let there be a vector space F(U) such that
F(∅) = 0 and for every pair V ⊂ U of open sets in X let there be a linear map
RU,V ∶F(U)→ F(V ). Let F ∶= {F(U) ∣ U ⊂X open} and R ∶= RF ∶= {RU,V ∣ U,V ⊂
X open}. The tuple (F ,R) is called a presheaf on X and the maps in R restrictions
if:
(i) RU,U = id for every open U , and
(ii) RV,W ○RU,V = RU,W for every open W ⊂ V ⊂ U .
A presheaf (F ,R) is a sheaf on X if for every family of open sets {Uj ∣ j ∈ J} with
U ∶= ⋃j∈J Uj the following is valid:
(S1) If f ∈ F(U) is such that RU,Uj(f) = 0 for all j ∈ J , then f = 0.
(S2) Let fj ∈ F(Uj), j ∈ J , be given such that for every pair (j, i) ∈ J2
RUj ,Uj∩Ui(fj) = RUi,Uj∩Ui(fi)
holds. Then there is f ∈ F(U) such that RU,Uj (f) = fj .
2.2. Definition (flabby, [2, 5.1 Definition, p. 47]). Let X be a topological space.
A sheaf (F ,R) on X is called flabby if RX,U ∶F(X) → F(U) is surjective for every
open set U ⊂X .
The following simple observation will turn out to be a useful tool in the proof of
Theorem 5.9 c).
2.3. Proposition ([46, 6.6 Proposition, p. 115]). Let X be a topological space,
(G,RG) a presheaf and (F ,RF) a sheaf on X. Let h∶G → F be a homomorphism of
presheaves such that hΩ∶G(Ω) → F(Ω) is an isomorphism for every open set Ω ⊂X.
Then (G,RG) is a sheaf (and h an isomorphism of sheaves).
Proof. First, we remark that h∶G → F is a homomorphism of presheaves (see [2, p.
8]), i.e. the diagram
G(Ω) hΩ //
RG
Ω,Ω1

F(Ω)
RF
Ω,Ω1

G(Ω1)
hΩ1
// F(Ω1)
commutes for open sets Ω1 ⊂ Ω ⊂ X . Let f ∈ F(Ω). Since hΩ and hΩ1 are isomor-
phisms by our assumption, we have
h−1Ω1(f∣Ω1) = h−1Ω1(hΩ(h−1Ω (f))∣Ω1) = h−1Ω1(hΩ1(h−1Ω (f)∣Ω1)) = h−1Ω (f)∣Ω1
since h is a homomorphism of presheaves, which means that the diagram
G(Ω)
RG
Ω,Ω1

F(Ω)h
−1
Ωoo
RF
Ω,Ω1

G(Ω1) F(Ω1)
h
−1
Ω1
oo
commutes as well, so h−1 is homomorphism of presheaves.
(S1): Let {Ωj ∣ j ∈ J} be a familiy of open subsets of X and Ω ∶= ⋃j∈J Ωj . Let
f ∈ G(Ω) such that f∣Ωj = 0 for all j ∈ J . Then hΩ(f) ∈ F(Ω) and
hΩ(f)∣Ωj = hΩ(f∣Ωj) = hΩ(0) = 0
for all j ∈ J due to the assumption and since h is a homomorphism of presheaves.
As F is a sheaf, hence satisifies (S1), we obtain hΩ(f) = 0. Due to the injectivity
of hΩ, we get f = 0.
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(S2): Let {Ωj ∣ j ∈ J} and Ω be like above. Let fj ∈ G(Ωj) such that fj ∣Ωj∩Ωk =
fk ∣Ωj∩Ωk for all j, k ∈ J . Then hΩj(fj) ∈ F(Ωj) and
hΩj(fj)∣Ωj∩Ωk − hΩk(fk)∣Ωj∩Ωk = hΩj∩Ωk(fj ∣Ωj∩Ωk) − hΩj∩Ωk(fk ∣Ωj∩Ωk) = 0
for all j, k ∈ J by the assumption and since h is a homomorphism of presheaves. As
F is a sheaf, hence satisifies (S2), there exists G ∈ G(Ω) such that G∣Ωj = hΩj(fj)
for every j ∈ J . Now, we define F ∶= h−1
Ω
(G) ∈ F(Ω). By virtue of the remark in
the beginning, we gain
F∣Ωj = h
−1
Ω (G)∣Ωj = h−1Ωj(G∣Ωj ) = h−1Ωj(hΩj(fj)) = fj
for all j ∈ J . Therefore, G is a sheaf and thus h an isomorphism of sheaves. 
For the notions not explained we refer the reader to the literature. For the
classical theory of (Fourier) hyperfunctions we refer the reader to [11], [17], [35],
[64], [72] or [75], for the sheaf theory to [2] or [56], for the theory of locally convex
spaces to [10], [32] or [62], for PLS-spaces to [6] and for the theory of ε-products
and tensor products to [4], [32], [34] or [47].
3. Silva-Köthe-Grothendieck duality, boundary values and Fourier
transformation
This section is devoted to a duality theorem, a resulting boundary value rep-
resentation and the Fourier transformation. We recall the well-known topological
Silva-Köthe-Grothendieck isomorphism
O(C ∖K,E)/O(C,E) ≅ Lb(A (K),E) (1)
for a quasi-complete C-lcHs E and compact ∅ ≠ K ⊂ R (see e.g. [74, p. 6], [13,
Proposition 1, p. 46], [76, Satz 9, p. 90], [45, §27.4, p. 375-378], [64, Theorem 2.1.3,
p. 25]). Here O(C∖K,E) is equipped with the compact-open topology, the quotient
space with the induced quotient topology and A (K) is the space of germs of real
analytic functions on K with its inductive limit topology. We introduce the spaces
Eexp(C∖K,E), Oexp(C∖K,E) and P∗(K) for a compact set K ⊂ R in this section
which will be used in the counterpart of the Silva-Köthe-Grothendieck isomorphism
with O(C∖K,E) and A (K) replaced by Oexp(C∖K,E) and P∗(K), respectively.
Then we come to a boundary value representation of Lb(P∗(R,E) and define the
Fourier transformation on it.
For a compact set K ⊂ R and t ∈ R, t ≥ 1, we define the open sets
Ut(K) ∶= {z ∈ C ∣ d(z,K ∩C) < 1t }
∪
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∅ ,K ⊂ R,
(t,∞) + i(− 1
t
, 1
t
) ,∞ ∈K, −∞ ∉K,
(−∞,−t) + i(− 1
t
, 1
t
) ,∞ ∉K, −∞ ∈K,
((−∞,−t) ∪ (t,∞)) + i(− 1
t
, 1
t
) ,±∞ ∈K,
Figure 1. Un(K) for ±∞ ∈K
FOURIER HYPERFUNCTIONS 7
and
St(K) ∶= (Ut(K))C ∩ {z ∈ C ∣ ∣ Im(z)∣ < t}, t > 1,
where the closure and the complement are taken in C.
Figure 2. Sn(K) for ±∞ ∈K
3.1. Definition ([46, 3.2 Definition, p. 12-13]). Let K ⊂ R be a compact set and
E a C-lcHs. We define the space of E-valued slowly increasing smooth functions
outside K by
Eexp(C∖K,E) ∶= {f ∈ C∞(C∖K,E) ∣ ∀ n ∈ N, n ≥ 2, m ∈ N0, α ∈ A ∶ ∣f ∣K,n,m,α <∞}
where
∣f ∣K,n,m,α ∶= sup
z∈Sn(K)
β∈N2
0
,∣β∣≤m
pα(∂βf(z))e−(1/n)∣Re(z)∣.
We define the space of E-valued slowly increasing holomorphic functions outside K
by
Oexp(C ∖K,E) ∶= {f ∈ O(C ∖K,E) ∣ ∀ n ∈ N, n ≥ 2, α ∈ A ∶ ∣f ∣K,n,α <∞}
where
∣f ∣K,n,α ∶= ∣f ∣K,n,0,α = sup
z∈Sn(K)
pα(f(z))e−(1/n)∣Re(z)∣.
Further, we set Eexp(C∖K) ∶= Eexp(C∖K,C) and Oexp(C∖K) ∶= Oexp(C∖K,C).
We exclude the case n = 1 because
(U1(R))C ∩ {z ∈ C ∣ ∣ Im(z)∣ < 1} = ∅
but we could also include the case n = 1 with definition S1(K) ∶= St0(K) for some
t0 ∈ (1,2) which would not change the spaces Eexp(C ∖K,E) and Oexp(C ∖K,E).
In the literature the symbols Ẽ(C ∖ K,E) resp. Õ(C ∖ K,E) are also used for
Eexp(C ∖K,E) resp. Oexp(C ∖K,E) (see [33, 1.2 Definition, p. 5]).
Several times we will use the following useful relation between real and complex
partial derivatives of a holomorphic function.
3.2.Proposition ([53, 3.23 Proposition, p. 19]). Let E be a locally complete C-lcHs,
Ω ⊂ C open and f ∈ O(Ω,E). Then f ∈ C∞(Ω,E) and
∂βf(z) = iβ2∂ ∣β∣
C
f(z), z ∈ Ω, β ∈ N20. (2)
For complete E this was already observed in [46, 3.4 Lemma, p. 17].
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3.3. Proposition. Let E be a locally complete C-lcHs, a1 ≤ a2 < 0, Ω1 ⊂ Ω2 ⊂ C be
open and let there exist 0 < r ≤ 1 such that Dr(z) ⊂ Ω2 for all z ∈ Ω1. Then for all
f ∈ O(Ω2,E), m ∈ N0 and α ∈ A it holds that
sup
z∈Ω1
k∈N0,k≤m
pα(∂kCf(z))ea1∣Re(z)∣ ≤ e−a1rm!
rm
sup
z∈Ω2
pα(f(z))ea2∣Re(z)∣.
Proof. a) Let m ∈ N0. We note that
a1∣Re(z)∣ ≤ a1∣Re(ζ)∣ − a1∣Re(z)−Re(ζ)∣ ≤ a2∣Re(ζ)∣ − a1r, z ∈ Ω1, ζ ∈ Dr(z).
By Cauchy’s inequality [53, 3.14 Corollary, p. 14] we have
pα(∂kCf(z)) ≤ k!
rk
sup
ζ∈C, ∣ζ−z∣=r
pα(f(ζ)), z ∈ Ω1,
for all f ∈ O(Ω2,E) and α ∈ A, which implies
sup
z∈Ω1
k∈N0,k≤m
pα(∂kCf(z))ea1∣Re(z)∣ ≤ sup
z∈Ω1
k∈N0,k≤m
k!
rk
sup
ζ∈C, ∣ζ−z∣=r
pα(f(ζ))ea1∣Re(z)∣
≤ e−a1r
m!
rm
sup
ζ∈Ω2
pα(f(ζ))ea2∣Re(ζ)∣.

Proposition 3.3 in combination with (2) implies that the topology of Oexp(C ∖
K,E) coincides with the induced topology of Eexp(C ∖K,E) for compact K ⊂ R
and locally complete E. For Fréchet spaces E this can also be found in [33, 1.4
Lemma (1), p. 5] and for complete E in [46, 3.6 Theorem (4), p. 21].
3.4. Remark. Let K ⊂ R be compact.
a) The spaces Eexp(C ∖K) and Oexp(C ∖K) are nuclear Fréchet spaces, e.g.
by [48, 3.7 Proposition, p. 7] and [50, Theorem 3.1, p. 13] combined with
[50, 2.7 Remark, p. 5] and [50, 2.8 Example (ii), p. 5].
b) We have the topological isomorphisms
Eexp(C ∖K,E) ≅ Eexp(C ∖K)εE and Oexp(C ∖K,E) ≅ Oexp(C ∖K)εE
for a locally complete C-lcHs E by [49, 3.23 Corollary c), p. 16] and thus
Eexp(C ∖K,E) ≅ Eexp(C ∖K)⊗̂piE and Oexp(C ∖K,E) ≅ Oexp(C ∖K)⊗̂piE
for a complete C-lcHs E due to nuclearity.
Part a) of the preceding remark can also be found in [33, 1.4 Lemma (2), p. 5]
and [33, 1.6 Folgerung, p. 7] as well as [46, 3.6 Theorem (2), p. 21] and [46, 3.7
Theorem, p. 23]. Part b) for Fréchet spaces E is also given in [33, 1.7 Satz, p. 8-9]
and for complete spaces E in [46, 3.11 Theorem, p. 31] and [46, 3.12 Corollary, p.
35].
3.5. Proposition. Let K ⊂ R be a non-empty compact set. For n ∈ N let
On(Un(K)) ∶= {f ∈ O(Un(K))∩ C0(Un(K)) ∣ ∥f∥K,n <∞}
where
∥f∥K,n ∶= sup
z∈Un(K)
∣f(z)∣e(1/n)∣Re(z)∣
and the spectral maps for n, k ∈ N, n ≤ k, be given by the restrictions
pin,k ∶On(Un(K))→ Ok(Uk(K)), pin,k(f) ∶= f∣Uk(K).
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Then the space of rapidly decreasing holomorphic germs near K ≠ ∅ given by the
inductive limit
P∗(K) ∶= limÐ→
n∈N
On(Un(K))
exists and is a DFS-space. If K = ∅, we set P∗(∅) ∶= 0.
The preceding proposition is a special case of [54, 3.3 Proposition a), p. 6-7].
It is already mentioned in [36, p. 469] resp. proved in [33, 1.11 Satz, p. 11] and
[46, 3.5 Theorem, p. 17] that P∗(K) is a DFS-space. In the literature the symbol
Õ(K) is also used for P∗(K) and the symbol P∗ for the special case P∗(R) (see[36, Definition 1.1.3, p. 468-469]). If ∅ ≠ K ⊂ R is compact, then P∗(K) = A (K).
The counterpart of the Silva-Köthe-Grothendieck isomorphism (1) for vector-valued
slowly increasing holomorphic functions outside a non-empty compact set K ⊂ R
reads as follows.
3.6. Theorem ([54, 3.15 Corollary (iii), p. 21, Eq. (6), p. 14, Eq. (12), p. 20]). Let
K ⊂ R be a non-empty compact set and E a sequentially complete C-lcHs. Then
the map
HK ∶Oexp(C ∖K,E)/Oexp(C,E) → Lb(P∗(K),E)
given by
HK(f)(ϕ) ∶= ∫
γK,n,r
F (ζ)ϕ(ζ)dζ
for f = [F ] ∈ Oexp(C ∖K,E)/Oexp(C,E) and ϕ ∈ On(Un(K)), n ∈ N, where the
integral is a Pettis-integral and γK,n,r a suitable path along K in Un(K), is a
topological isomorphism.
Figure 3. Path γK,n,r for ±∞ ∈K
Its inverse
H−1K ∶Lb(P∗(K),E)→ Oexp(C ∖K,E)/Oexp(C,E)
is given by
H−1K (T ) ∶= [C ∖K ∋ z z→ 1
2pii
⟨T, e
−(z−⋅)2
z − ⋅ ⟩], T ∈ Lb(P∗(K),E),
In addition, for all non-empty compact sets K1 ⊂K it holds that
HK ∣Oexp(C∖K1,E)/Oexp(C,E) =HK1 (3)
on P∗(K) and
H−1K (T ) =H−1R (T ), T ∈ L(P∗(K),E). (4)
The topological isomorphism Oexp(C ∖ K,E)/Oexp(C,E) ≅ Lb(P∗(K),E) in
Theorem 3.6 is already known for special cases. For E = C it can be found in [36,
Theorem 3.2.1, p. 480], and if E is a Fréchet space in [33, 3.9 Satz, p. 41] but the
proof is different. For an interval K = [a,∞], a ∈ R, and E = C the duality in
Theorem 3.6 was proved in [63, Theorem 3.3, p. 85-86] and was the starting point
to prove Theorem 3.6 for complete E in [46, 4.1 Theorem, p. 41]. The map ΘK is
also called (weighted) Cauchy transformation (see [63, p. 84]).
10 K. KRUSE
As nuclearity is inherited by quotient spaces, we derive from Remark 3.4 a),
Theorem 3.6 with E = C and the reflexivity of P∗(K) that P∗(K) is nuclear for
every compact set K ⊂ R (cf. [33, 1.11 Satz, p. 11]). By [36, Theorem 2.2.1, p.
474] P∗(R) is dense in P∗(K) for a non-empty compact set K ⊂ R. So for different
compact sets K,J ⊂ R we may identify elements of L(P∗(K),E) and L(P∗(J),E)
by means of their restrictions to P∗(R). Then the following result defining the
support of a vector-valued P∗-functional is valid, whose counterpart for compact
subsets of R is given in [7, Proposition 5.3, p. 1121].
3.7. Proposition (support). Let K ⊂ R be compact and E a sequentially complete
C-lcHs.
a) If J ⊂ R is compact and K ∩ J ≠ ∅, then
L(P∗(K),E) ∩L(P∗(J),E) = L(P∗(K ∩ J),E).
b) For any T ∈ L(P∗(K),E) there is a minimal compact set J ⊂ K such that
T ∈ L(P∗(J),E). The set J is called the support of T .
Proof. a) „⊂“: Let T ∈ L(P∗(K),E) ∩L(P∗(J),E). Then H−1K (T ) = H−1J (T )
by (4) and
H−1K (T ) ∈ (Oexp(C ∖K,E)/Oexp(C,E)) ∩ (Oexp(C ∖ J,E)/Oexp(C,E))
= Oexp(C ∖ (K ∩ J),E)/Oexp(C,E)
and T = (HK∩J ○H−1K )(T ) ∈ L(P∗(K ∩J),E) by Theorem 3.6 and (4). The
other inclusion is obvious.
b) This is clear by Theorem 3.6 since for any f ∈ Oexp(C ∖K,E) there is a
minimal compact set J such that f ∈ Oexp(C ∖ J,E).

3.8. Remark. Let E be a C-lcHs. Proposition 3.7 improves [46, 4.3 Proposition, p.
50] from complete E to sequentially complete E. If K,J ⊂ R are compact sets with
K ∩ J ≠ ∅, then Proposition 3.7 is still valid for locally complete E since Theorem
3.6 holds in this case as well by [54, 3.15 Corollary (i), p. 21].
For K = R we look at the duality Theorem 3.6 once again, but from a different
point of view. Let f ∈ Oexp(C ∖ R,E). In the spirit of [57] and [72, Chap. II, p.
77-97] we assign the boundary value
⟨R(f), ϕ⟩ ∶= lim
t, t′↘0
⟨Rt,t′(f), ϕ⟩ ∶= lim
t, t′↘0
∫
R
(f(x+ it)−f(x+ it′))ϕ(x)dx, ϕ ∈ P∗(R),
to this function, if the limit in E of this Pettis-integral exists. Furthermore, we
define the upper boundary value by
⟨R+(f), ϕ⟩ ∶= lim
t↘0
⟨R+t (f), ϕ⟩ ∶= lim
t↘0
∫
R
f(x + it)ϕ(x)dx, ϕ ∈ P∗(R),
and the lower boundary value by
⟨R−(f), ϕ⟩ ∶= lim
t↘0
⟨R−t (f), ϕ⟩ ∶= lim
t↘0
∫
R
f(x − it)ϕ(x)dx, ϕ ∈ P∗(R),
if the limit in E of these Pettis-integrals exists.
3.9. Theorem. Let E be a sequentially complete C-lcHs.
a) (Rt,t′(f)), (R+t (f)) and (R−t (f)) converge to R(f), R+(f) and R−(f) in
Lb(P∗(R),E), respectively, and
R(f) = R+(f)−R−(f) = −H
R
([f])
for all f ∈ Oexp(C ∖R,E).
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b) The map [f]↦ R(f) from Oexp(C ∖R,E)/Oexp(C,E) to Lb(P∗(R),E) is
a topological isomorphism.
Proof. a) Let f ∈ Oexp(C ∖R,E). We fix t > 0 and observe that f(⋅ ± it)ϕ is Pettis
integrable for every ϕ ∈ P∗(R) on every compact set K ⊂ R by [51, 4.7 Lemma, p.
14], i.e. there is e±K = e
±
K(±t, f,ϕ) ∈ E such that
⟨e′, e±K⟩ = ∫
K
⟨e′, f(x ± it)ϕ(x)⟩dx, e′ ∈ E′.
We set a−k,− ∶= e−[−k,0] and a−k,+ ∶= e−[0,k] for k ∈ N. Let α ∈ A, n ∈ N and ϕ ∈
On(Un(R)). We choose m ∈ N with m > 2max(n, t) and observe that for k, p ∈ N,
k > p,
pα(a−k,− − a−p,−) ≤ ∫
[−k,−p]
pα(f(x ± it))∣ϕ(x)∣dx ≤ ∣f ∣R,m,α∥ϕ∥R,n
−p
∫
−k
e
1
m
∣x−it∣− 1
n
∣x∣dx
≤ e
1
2n
t∣f ∣
R,m,α
∥ϕ∥
R,n
−p
∫
−k
e−
1
2n
∣x∣dx.
We derive that (a−k,−) and, analogously, (a−k,+) are Cauchy sequences in the sequen-
tially complete space E. Hence they have limits a−
−
resp. a−
+
in E and it is easy to
check that
⟨e′, a−
−
+ a−
+
⟩ = ∫
R
⟨e′, f(x − it)ϕ(x)⟩dx, e′ ∈ E′,
which means that f(⋅ − it)ϕ is Pettis-integrable on R with R−t (f)(ϕ) = a−− + a−+. In
the same way, it follows that f(⋅+ it)ϕ is Pettis-integrable on R. Further, we obtain
pα(R±t (f)(ϕ)) ≤ 2e 12n t∣f ∣R,m,α∥ϕ∥R,n
∞
∫
0
e−
1
2n
xdx = 4ne
1
2n
t∣f ∣
R,m,α
∥ϕ∥
R,n
<∞.
Thus R±t (f) ∈ L(On(Un(R)),E) for every n ∈ N, implying R±t (f) ∈ L(P∗(R),E).
Now, we set ϕ±t (x) ∶= ϕ(x ± it). Then the functions
t↦ R±t (f)(ϕ±t ) = ∫
R
f(x ± it)ϕ(x ± it)dx (5)
are defined for ϕ ∈ On(Un(R)), n ∈ N, on (0, 1n) and constant by Cauchy’s in-
tegral theorem (see the proof of [54, 3.7 Proposition c), p. 10]). Thus the limits
limt↘0R
±
t (f)(ϕ±t ) exist in E for every ϕ ∈ P∗(R).
Let α ∈ A, n ∈ N, and ϕ ∈ On(Un(R)). For 0 < t < 13n and z ∈ U3n(K) we have
∣ϕ(z) −ϕ(z ± it)∣e 13n ∣Re(z)∣
= ∣ ∫
[z±it,z]
ϕ′(w)dw∣e 13n ∣Re(z)∣ ≤ t sup
w∈[z±it,z]
∣ϕ′(w)∣e 13n ∣Re(z)∣
≤ t sup
w∈[z±it,z]
6n max
∣ζ−w∣= 1
6n
∣ϕ(ζ)∣e 13n ∣Re(z)∣
≤ 6ne
1
18n2 t sup
w∈[z±it,z]
max
∣ζ−w∣= 1
6n
∣ϕ(ζ)∣e 13n ∣Re(ζ)∣ ≤ 6ne 118n2 ∥ϕ∥
R,n
t
by Cauchy’s inequality where [z ± it, z] is the line segment from z ± it to z. Hence
we get
∥ϕ −ϕ(⋅ ± it)∥
R,3n
≤ 6ne
1
18n2 ∥ϕ∥
R,n
t. (6)
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Further, we have for 0 < t < 1
3n
and x ∈ R
∣ Im(x ± i 1
3n
)∣ = 1
3n
plus 6n > 1
n
> ∣ Im(x ± t ± i 1
3n
)∣ = t + 1
3n
> 1
6n
.
Due to Cauchy’s integral theorem we obtain for all 0 < t < 1
3n
pα(R±t (f)(ϕ) −R±t (f)(ϕ±t )) = pα(∫
R
f(x ± it)(ϕ(x) −ϕ(x ± it))dx)
= pα(∫
R
f(x ± it ± i 1
3n
)(ϕ(x ± i 1
3n
) − ϕ(x ± it ± i 1
3n
))dx)
≤ ∣f ∣
R,6n,α
∥ϕ −ϕ(⋅ ± it)∥
R,3n
∞
∫
−∞
e
1
6n
∣x±it∣− 1
3n
∣x∣dx
≤ 12ne
1
6n
t∣f ∣
R,6n,α
∥ϕ −ϕ(⋅ ± it)∥
R,3n
≤
(6)
(72n2e 118n2 ∥ϕ∥
R,n
∣f ∣
R,6n,α
)e 16n tt →
t↘0
0.
Since the limits limt↘0R
±
t (f)(ϕ±t ) exist in E for every ϕ ∈ P∗(R), we deduce that
the limits ⟨R±(f), ϕ⟩ = limt↘0R±t (f)(ϕ) exist in E, more precisely,
⟨R±(f), ϕ⟩ = lim
t↘0
R±t (f)(ϕ) = lim
t↘0
R±t (f)(ϕ±t ).
The space P∗(R) is a DFS-space by Proposition 3.5 and hence a Montel space. Thus
it is barrelled and by the Banach-Steinhaus theorem [10, 10.3.4 Satz, p. 53] we ob-
tain that R±(f) ∈ Lb(P∗(R),E) and (R±t (f)) converges to R±(f) in Lb(P∗(R),E)
as t↘ 0. Furthermore, we get
⟨R(f), ϕ⟩ = lim
t, t′↘0
(R+t (f)(ϕ) −R−t′(f)(ϕ)) = lim
t↘0
R+t (f)(ϕ) − lim
t↘0
R−t (f)(ϕ)
= ⟨R+(f), ϕ⟩ − ⟨R−(f), ϕ⟩ = lim
t↘0
(R+t (f)(ϕ+t ) −R−t (f)(ϕ−t ))
= lim
t↘0
(∫
R
f(x + it)ϕ(x + it)dx − ∫
R
f(x − it)ϕ(x − it)dx) = −H
R
([f])(ϕ)
(7)
for every ϕ ∈ P∗(R) by Theorem 3.6 and [54, 3.7 Proposition c), p. 10]. In particular,
this means that Rt,t′(f) converges to R(f) in Lb(P∗(R),E) as t, t′ ↘ 0 for every
f ∈ Oexp(C ∖R,E).
b) By the first part the considered map coincides with −H and the statement
follows directly by Theorem 3.6. 
Theorem 3.9 improves [46, 4.5 Theorem, p. 51] from complete E to sequentially
complete E. In particular, this theorem contains, at least in one variable, [36,
Theorem 3.2.9, p. 483-484] for E = C and [33, Satz 3.13, p. 44] for Fréchet spaces
E, where it is stated that the map
R̃∶Oexp(C ∖R,E)/Oexp(C,E) → Lb(P∗(R),E),
defined by
R̃([f])(ϕ) ∶= R+t (f)(ϕ+t ) −R−t (f)(ϕ−t )
for f ∈ Oexp(C ∖ R,E) and ϕ ∈ P∗(R) and fixed t small enough, is a topological
isomorphism. This result is contained since the functions in (5) are constant and
due to (7).
Finally, we define the Fourier transformation on Lb(P∗(R),E). By [36, Propo-
sition 3.2.4, p. 483] (cf. [35, Proposition 8.2.2, p. 376]) the Fourier transformation
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F ∶P∗(R)→ P∗(R) defined by
F(ϕ)(ζ) ∶= ϕ̂(ζ) ∶= ∫
R
ϕ(x)eixdx, ϕ ∈ On(Un(R)), ζ ∈ Uk(R), k > n,
is a topological isomorphism. The Fourier transformation on Lb(P∗(R),E) is now
defined by transposition (see e.g. [33, 3.14 Folgerung, p. 45], [36, Definition 3.2.5,
p. 483], [46, 4.6 Theorem, p. 53]).
3.10. Corollary. Let E be a C-lcHs. The Fourier transformation
F⋆∶Lb(P∗(R),E) → Lb(P∗(R),E),
F⋆(T )(ϕ) ∶= ⟨T,F(ϕ)⟩, T ∈ Lb(P∗(R),E), ϕ ∈ P∗(R),
is a topological isomorphism with inverse given by F−1
⋆
(T )(ϕ) ∶= ⟨T,F−1(ϕ)⟩, for
T ∈ Lb(P∗(R),E), ϕ ∈ P∗(R).
This follows directly from the fact that F is a topological isomorphism.
4. Strict admissibility
In this section we recall some results on the notion of strict admissibility from
the introduction.
4.1. Definition ((strictly) admissible, [46, p. 55]). Let E be a C-lcHs. We call E
admissible if the Cauchy-Riemann operator
∂ ∶= 1
2
(∂e1 + i∂e2)∶Eexp(C ∖K,E) → Eexp(C ∖K,E)
is surjective for every compact set K ⊂ R. We call E strictly admissible if E is
admissible and
∂∶C∞(U,E)→ C∞(U,E)
is surjective for every open set U ⊂ C.
Using that E = C is admissible (see e.g. [46, 5.16 Theorem, p. 80] or [52, 4.8
Theorem, p. 20]), it follows from Grothendieck’s classical theory of tensor products
[14] and Remark 3.4 that Fréchet spaces E are admissible, from Vogt’s splitting
theory for Fréchet spaces that E ∶= F ′b, where F is a Fréchet space satisfying the
condition (DN), is admissible by [78, Theorem 2.6, p. 174], and from Bonet’s
and Domański’s splitting theory for PLS-spaces that an ultrabornological PLS-
space E having the property (PA) is admissible by [7, Corollary 3.9, p. 1112]
since Oexp(C ∖K) = ker∂ in Eexp(C ∖K) has the property (Ω) (see [62, Chap. 29,
Definition, p. 367]) by [46, 5.20 Theorem, p. 85] or [55, 4.5 Corollary, p. 13] if K = ∅
and [46, 5.22 Theorem, p. 92] or [54, 4.9 Corollary (ii), p. 29] if K ≠ ∅.
We recall that a Fréchet space (F, (∣∣∣⋅∣∣∣k)k∈N) satisfies (DN) by [62, Chap. 29,
Definition, p. 359] if
∃ p ∈ N ∀ k ∈ N ∃ n ∈ N, C > 0 ∀ x ∈ F ∶ ∣∣∣x∣∣∣2k ≤ C ∣∣∣x∣∣∣p∣∣∣x∣∣∣n.
A PLS-space is a projective limit X = lim
←Ð
N∈N
XN , where the inductive limits XN =
lim
Ð→
n∈N
(XN,n, ∣∣∣⋅∣∣∣N,n) are DFS-spaces, and it satisfies (PA) if
∀N ∃M ∀K ∃ n ∀m ∀ η > 0 ∃ k,C, r0 > 0 ∀ r > r0 ∀ x′ ∈X ′N ∶
∣∣∣x′ ○ iMN ∣∣∣∗M,m ≤ C(rη ∣∣∣x′ ○ iKN ∣∣∣
∗
K,k
+ 1
r
∣∣∣x′∣∣∣∗N,n)
where ∣∣∣⋅∣∣∣∗ denotes the dual norm of ∣∣∣⋅∣∣∣ (see [1, Section 4, Eq. (24), p. 577]). By
[55, 5.5 Remark, p. 20] a Fréchet-Schwartz space F satisfies (DN) if and only if
the DFS-space E ∶= F ′b satisfies (PA).
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4.2. Theorem ([52, 4.10 Example a), p. 22], [54, 5.3 Corollary (ii), p. 32], [55, 5.7
Corollary, p. 21]). Let K ⊂ R be a compact set. If
a) E is a Fréchet space over C, or if
b) E ∶= F ′b where F is a Fréchet space over C satisfying (DN), or if
c) E is an ultrabornological PLS-space over C satisfying (PA),
then E is admissible, i.e.
∂∶Eexp(C ∖K,E)→ Eexp(C ∖K,E)
is surjective for every compact set K ⊂ R.
This result can also be found in [46, 5.17 Theorem, p. 82] and [46, 5.24 Theorem,
p. 85]. In the non-weighted case the Cauchy-Riemann operator
∂∶C∞(U,E)→ C∞(U,E) (8)
is surjective for every open set U ⊂ C if E = C by [16, Theorem 1.4.4, p. 12].
Furthermore, O(U) and C∞(U), both equipped with the topology of uniform con-
vergence on compact subsets (of partial derivatives of any order in the latter case),
are nuclear Fréchet spaces by [62, Examples 5.18 (3), (4), p. 42], [62, Examples 28.9
(1), (4), p. 349-350] and we have the topological isomorphisms
C∞(U,E) ≅ C∞(U)εE ≅ C∞(U)⊗̂piE
plus
O(U,E) ≅O(U)εE ≅O(U)⊗̂piE
by [77, Theorem 44.1, p. 449] resp. [32, 16.7.5 Corollary, p. 366] for open U ⊂ C
and complete E. By [34, Theorem 10.10, p. 240] the ∂-operator in (8) is surjective
if E is a Fréchet space. If E ∶= F ′b where F is a Fréchet space satisfying (DN)
or E is an ultrabornological PLS-space satisfying (PA), this holds due to [78, 2.6
Theorem, p. 174] resp. [7, Corollary 3.9, p. 1112] as well because O(U) = ker∂ in
C∞(U) has the property (Ω) by [78, Proposition 2.5 (b), p. 173] for every open
U ⊂ C. In combination with Theorem 4.2 this means:
4.3. Theorem ([46, 5.25 Theorem, p. 98]). If
a) E is a Fréchet space over C, or if
b) E ∶= F ′b where F is a Fréchet space over C satisfying (DN), or if
c) E is an ultrabornological PLS-space over C satisfying (PA),
then E is strictly admissible.
To close this section we provide some examples of ultrabornological PLS-spaces
satisfying (PA) and spaces of the form E ∶= F ′b where F is a Fréchet space satisfying(DN). Most of them are already contained in [7, Corollary 4.8, p. 1116].
4.4. Example ([55, 5.8 Example, p. 21]). a) The following spaces are ultrabornolog-
ical PLS-spaces with property (PA) and also strong duals of a Fréchet space sat-
isfying (DN), hence are strictly admissible:
● the strong dual of a power series space of inifinite type Λ∞(α)′b,● the strong dual of any space of holomorphic functions O(U)′b where U is a
Stein manifold with the strong Liouville property (for instance, for U = Cd),
● the space of germs of holomorphic functions O(K) where K is a completely
pluripolar compact subset of a Stein manifold (for instance K consists of
one point),
● the space of tempered distributions S(Rd)′b and the space of Fourier ultra-
hyperfunctions P ′
∗∗
(with the strong dual topology),
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● the weighted distribution spaces (K{pM})′b of Gelfand and Shilov if the
weight M satisfies
sup
∣y∣≤1
M(x + y) ≤ C inf
∣y∣≤1
M(x + y), x ∈ Rd,
● D(K)′b for any compact set K ⊂ Rd with non-empty interior,
● C∞(U)′b for any non-empty open bounded set U ⊂ Rd with C1-boundary.
b) The following spaces are ultrabornological PLS-spaces with property (PA):
● an arbitrary Fréchet-Schwartz space,
● a PLS-type power series space Λr,s(α,β) whenever s =∞ or Λr,s(α,β) is a
Fréchet space,
● the spaces of distributions D(U)′b and ultradistributions of Beurling type
D(ω)(U)′b for any open set U ⊂ Rd,● the kernel of any linear partial differential operator with constant coeffi-
cients in D(U)′b or in D(ω)(U)′b when U ⊂ Rd is open and convex,● the space Lb(X,Y ) where X has (DN), Y has (Ω) and both are nuclear
Fréchet spaces. In particular, Lb(Λ∞(α),Λ∞(β)) if both spaces are nuclear.
c) The following spaces are strong duals of a Fréchet space satisfying (DN), hence
are strictly admissible:
● the strong dual F ′b of any Banach space F ,● the strong dual λ2(A)′b of the Köthe space λ2(A) with a Köthe matrix
A = (aj,k)j,k∈N0 satisfying
∃ p ∈ N0 ∀ k ∈ N0 ∃ n ∈ N0,C > 0 ∶ a2j,k ≤ Caj,paj,n.
4.5. Example ([7, Corollary 4.9, p. 1117]). a) The following ultrabornological PLS-
spaces do not have (PA):
● the strong dual of power series space of finite type Λ0(α)′b,● the space of ultradifferentiable functions of Roumieu type E{ω}(U) where
ω is a non-quasianalytic weight and U ⊂ Rd is an arbitrary open set,
● the strong dual of any space of holomorphic functions O(U)′b where U is
a Stein manifold which does not have the strong Liouville property (for
instance, U = Dd the polydisc, U = Bd the unit ball etc.),
● the space of germs of holomorphic functions O(K) where K is compact and
not completely pluripolar (for instance, K = D
d
or K = Bd),
● the space of distributions E ′(U) and ultradistributions E ′(ω)(U) (with the
strong dual topology) with compact support for U ⊂ Rd open,
● the space of real analytic functions A (U) for any open set U ⊂ Rd.
b) For the following LFS-spaces E the map (8) is not surjective and hence E is not
strictly admissible:
● the space of test functions D(U) (with its inductive limit topology) where
U ⊂ Rd is any open set,
● the space of test functions for ultradistributions D(ω)(U), the space of
ultradistributions of Roumieu type with compact support E{ω}(U)′b where
ω is a non-quasianalytic weight, U ⊂ Rd is any open set,
● the strong dual A (U)′b for any open set U ⊂ Rd.
5. Duality method
In this section we present the main results of [46, Chapter 6]. We construct E-
valued Fourier hyperfunctions in one variable as the sheaf generated by equivalence
classes of compactly supported E-valued P∗-functionals and show that they form
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a flabby sheaf under the condition that E is strictly admissible. This construc-
tion relies on the Silva-Köthe-Grothendieck duality Theorem 3.6 and the method,
which goes back to Martineau [58], is sometimes called duality method (see [7] and
[28]). Furthermore, a description of E-valued Fourier hyperfunctions as boundary
values of slowly increasing holomorphic functions is provided and finally the neces-
sity of the conditions that are used for the construction of vector-valued Fourier
hyperfunctions will be examined.
5.1. Definition (Fourier hyperfunctions). For an non-empty open set Ω ⊂ R and
C-lcHs E we define the space of E-valued Fourier hyperfunctions on Ω by
R(Ω,E) ∶= L(P∗(Ω),E)/L(P∗(∂Ω),E)
andR(∅,E) ∶= 0. For T ∈ L(P∗(Ω),E) we denote by [T ] the corresponding element
of R(Ω,E). If the set Ω is equipped with an index, then we sometimes do the same
with the corresponding equivalence class in order to distinguish between different
classes. Further, we use the notation R(Ω) ∶=R(Ω,C).
We observe that L(P∗(∅),E) = L(0,E) = 0 and hence R(R,E) = L(P∗(R),E)
(more precisely, we identify L(P∗(R),E) and {{T } ∣ T ∈ L(P∗(R),E)}). Thus
there is a reasonable locally convex Hausdorff topology on R(R,E). For Ω ≠ R
there is no reasonable locally convex Hausdorff topology on R(Ω,E) by [33, 3.10
Bemerkung, p. 41-42].
Let us first take a look at the scalar case. Let Ω ⊂ Ω1 ⊂ R be open. It is
straightforward to prove that the canonical injective (by Proposition 3.7 a)) linear
map
I ∶ P∗(Ω)′/P∗(∂Ω)′ → P∗(Ω1)′/P∗(Ω1 ∖Ω)′.
is surjective (see [46, p. 101-102]), thus an algebraic isomorphism. Therefore the
restrictions and a sheaf structure may be defined on RΩ1 ∶= {RΩ ∣ Ω ⊂ Ω1 open}
like in Definition 5.4. It is not known whether the corresponding map I in the
vector-valued case is always an algebraic isomorphism (see Remark 5.3). But this
holds if we additionally assume that
∂∶ Eexp(C ∖K,E)→ Eexp(C ∖K,E)
is surjective for any compact set K ⊂ R, i.e. that E is admissible. Let us turn to
the already indicated statement whose counterpart for hyperfunctions is given in
[7, Lemma 6.2, p. 1122].
5.2. Lemma. Let E be admissible, Ω2 ⊂ Ω1 ⊂ R be open and Ω2 ≠ ∅. Then the
canonical map
I ∶L(P∗(Ω2),E)/L(P∗(∂Ω2),E)→ L(P∗(Ω1),E)/L(P∗(Ω1 ∖Ω2),E),
[T ]2 ↦ [T ],
is an algebraic isomorphism.
Proof. This map is well-defined, in particular, independent of the choice of the
representative since P∗(Ω1) is continuously and densely embedded in P∗(Ω2) (see
the remark right above Proposition 3.7) and thus the embedding of L(P∗(Ω2),E)
into L(P∗(Ω1),E) is defined as well as the map of L(P∗(∂Ω2),E) into L(P∗(Ω1 ∖
Ω2),E) in this manner.
If R ⊂ Ω2, then Ω2 = Ω1 = R and therefore Ω1 ∖Ω2 = ∂Ω2. Hence the statement
is obviously true.
Now, let R /⊂ Ω2. Let T ∈ L(P∗(Ω2),E) with [T ] = 0. Then we get by Proposition
3.7 a)
T ∈ L(P∗(Ω2),E)∩L(P∗(Ω1∖Ω2),E) = L(P∗(Ω2∩(Ω1∖Ω2)),E) = L(P∗(∂Ω2),E)
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and thus [T ]2 = 0, implying the injectivity of I.
The surjectivity of I is equivalent to the surjectivity of the map
I0∶L(P∗(Ω1 ∖Ω2),E) ×L(P∗(Ω2),E)→ L(P∗(Ω1),E), (T1, T2)↦ T1 + T2.
By Theorem 3.6 the surjectivity of I0 is equivalent to the surjectivity of
I1∶Oexp(C ∖ (Ω1 ∖Ω2),E)/Oexp(C,E) ×Oexp(C ∖Ω2,E)/Oexp(C,E)
→ Oexp(C ∖Ω1,E)/Oexp(C,E), (f1, f2)↦ f1 + f2,
and thus to the surjectivity of
I2∶Oexp(C∖ (Ω1 ∖Ω2),E)×Oexp(C∖Ω2,E) →Oexp(C∖Ω1,E), (f1, f2)↦ f1 + f2.
The proof is now done in several steps, beginning with the construction of a cut-off
function. We restrict to the case that ±∞ ∈ Ω1, −∞ ∈ Ω2 and ∞ ∉ Ω2. For the
similar treatment of the other cases we refer to the proof of [46, 6.2 Lemma, p.
103].
(i) There is x0 ∈ R such that [x0,∞] ⊂ ΩC2 since ΩC2 ⊂ R is open and ∞ ∉ Ω2.
Further, there is x̃1 ∈ R such that [−∞, x̃1] ⊂ Ω2, since Ω2 is open and −∞ ∈ Ω2,
[−∞, x̃1] ⊂ (Ω1 ∖Ω2)C . We define the sets
F0 ∶= (R∖Ω2)∪ ([x0 + 2,∞)× [−1,1]) and F1 ∶= (R∩Ω2)∪ ((−∞, x̃1 − 2]× [−1,1]).
The sets F0 and F1 are non-empty and closed in R
2, F0∩R = R∖Ω2, F1∩R = Ω2∩R
and F0 ∩ F1 = ∂Ω2 ∩R. By [15, Corollary 1.4.11, p. 31] there exists ϕ ∈ C∞((F0 ∩
F1)C) = C∞(R2 ∖ ∂Ω2), 0 ≤ ϕ ≤ 1, such that ϕ = 0 on V0 and ϕ = 1 on V1 where V0,
V1 ⊂ R
2 are open and
V0 ⊃ F0∖(F0∩F1) = F0∖∂Ω2 ⊃ (R∖Ω2) and V1 ⊃ F1∖(F0∩F1) = F1∖∂Ω2 ⊃ (R∩Ω2).
Figure 4. case: ±∞ ∈ Ω1, −∞ ∈ Ω2, ∞ ∉ Ω2
Furthermore,
∣ϕ(k)(z;y1,⋯, yk)∣ ≤ Ck ∣y1∣⋯∣yk ∣d(z)−k
d1⋯dk (9)
for all z ∈ R2 ∖ ∂Ω2 and all yi ∈ R2, 1 ≤ i ≤ k, k ∈ N, where ϕ(k) denotes the
differential of order k of ϕ, C > 0 is a constant independent of z, yi and k,
d(z) ∶=max(d(z,F0),d(z,F1)) =max(min
x∈F0
∣z − x∣,min
x∈F1
∣z − x∣)
and (dn)n∈N is any decreasing sequence with ∑∞n=1 dn = 1, e.g. dn ∶= ( 12)n. We
observe that for β = (β1, β2) ∈ N20 the relation
∂βϕ(z) = ϕ(∣β∣)(z; e1,⋯, e1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
β1−times
, e2,⋯, e2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
β2−times
)
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holds between the differential of order ∣β∣ and the βth partial derivative where ej ,
j = 1,2, is the jth unit vector in R2. Thus we obtain from (9) the estimate
∣∂βϕ(z)∣ ≤ C ∣β∣ d(z)
−∣β∣
d1⋯d∣β∣ , z ∈ R
2 ∖ ∂Ω2, β ∈ N20, (10)
where we set d1⋯d∣0∣ ∶= 1 which is consistent with ∣∂0ϕ∣ = ϕ ≤ 1. Let us take a closer
look at the right-hand side of this inequality. For z ∈ R2 ∖ ∂Ω2 there is zi ∈ Fi such
that d(z,Fi) = ∣z − zi∣, i = 0,1, since F0 and F1 are closed. Let n ∈ N, n ≥ 2. We
claim that
d(z) ≥ 1
n
, z ∈ Sn(∂Ω2).
Let z ∈ Sn(∂Ω2).
case z0, z1 ∈ R: Let us assume that d(z) < 1n . The definition of the set Sn(∂Ω2)
implies zi ∉ ∂Ω2 ∩ R, i = 0,1. Thus we get by the definition of the sets Fi that
z0 ∈ R ∖ Ω2 and z1 ∈ R ∩ Ω2, in particular, z0 ≠ z1. W.l.o.g. z0 < z1. Then
O0 ∶= (z0, z1) ∩ (R ∖Ω2) and O1 ∶= (z0, z1) ∩ (R ∩Ω2) are disjoint, open sets in R.
Assume that there is no z̃ ∈ ∂Ω2 ∩R with z0 < z̃ < z1. Due to this assumption, we
obtain
O0 ∪O1 = (z0, z1) ∩ [(R ∖Ω2) ∪ (R ∩Ω2)] = (z0, z1) ∩ (R ∖ ∂Ω2) = (z0, z1)
and hence, as (z0, z1) is connected, (z0, z1) ⊂ O0 or (z0, z1) ⊂ O1. If (z0, z1) ⊂ O0,
we get z1 ∉ R∩Ω2, and if (z0, z1) ⊂ O1, we have z0 ∉ R∖Ω2, which is a contradiction.
So there must be a z̃ ∈ ∂Ω2 ∩R with z0 < z̃ < z1. The convexity of Dd(z)(z) implies
z̃ ∈ (z0, z1) ⊂ Dd(z)(z), but then the following is valid
1
n
< ∣z − z̃∣ ≤max(∣z − z0∣, ∣z − z1∣) = d(z) < 1
n
,
which is again a contradiction.
case (z0 ∉ R, z1 ∈ R) or (z0 ∈ R, z1 ∉ R): We only consider the first case, the
latter one is analogous. We have z1 < x0 and Re(z0) ≥ x0 + 2. Therefore, we get
∣z1 −Re(z0)∣ ≥ ∣x0 − (x0 + 2)∣ = 2.
If ∣z − z0∣ < 1n , we obtain by the estimate above
d(z) ≥ ∣z − z1∣ ≥ ∣Re(z)− z1∣ ≥ ∣z1 −Re(z0)∣ − ∣Re(z0) −Re(z)∣ > ∣z1 −Re(z0)∣ − 1
n
≥ 2 − 1
n
≥
1
n
.
case zi ∉ R, i = 0,1: If ∣z − z0∣ < 1n , we have
Re(z1) ≤ x̃1 − 2 < x̃1 < x0 < x0 + 2 − 1
n
≤ Re(z)
and thus we get
d(z) ≥ ∣z − z1∣ ≥ ∣Re(z)−Re(z1)∣ ≥ 4 − 1
n
>
1
n
.
Hence the claim is proved and via (10) we obtain
∣∂βϕ(z)∣ ≤ C ∣β∣ n∣β∣
d1⋯d∣β∣ , z ∈ Sn(∂Ω2). (11)
(ii) Let f ∈ Oexp(C ∖ Ω1,E). Due to the choice of ϕ, the function ∂(ϕf) may
be regarded as an element of C∞(R2 ∖ ∂Ω2,E) by C∞-extension via ∂(ϕf) ∶= 0 on
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R ∖ ∂Ω2. Furthermore,
∂(ϕf)(z) =
⎧⎪⎪⎨⎪⎪⎩
0 , z ∈ V0 ∪ V1,
(∂ϕ)(z)f(z) , else,
is valid.
Let n ∈ N, n ≥ 2, m ∈ N0 and α ∈ A. We define the set S(n) ∶= Sn(∂Ω2)∖(V0∪V1).
By applying the Leibniz rule (see e.g. [48, 3.9 Proposition, p. 7]), we obtain
∣∂(ϕf)∣∂Ω2,n,m,α
= sup
z∈Sn(∂Ω2)
β∈N2
0
,∣β∣≤m
pα(∂β∂(ϕf)(z))e− 1n ∣Re(z)∣
≤ sup
z∈Sn(∂Ω2)∖(V0∪V1)
β∈N2
0
,∣β∣≤m
∑
γ≤β
(β
γ
)∣∂β−γ∂ϕ(z)∣pα(∂γf(z))e− 1n ∣Re(z)∣
≤
(2)
(m!)2 ∑
∣γ∣≤m+1
sup
z∈S(n)
∣∂γϕ(z)∣ sup
z∈S(n)
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣
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=∶C(f)
≤
(11)
(m!)2C(f) ∑
∣γ∣≤m+1
C ∣γ∣
n∣γ∣
d1⋯d∣γ∣
≤ (m!)2 [max(C,1)]
m+1
d1⋯dm+1 C(f) ∑∣γ∣≤m+1n
∣γ∣ (12)
where we used the properties of (dj), which imply 0 < dj < 1 for all j ∈ N, in the
last estimate.
Now, we have to take a closer look at C(f). We decompose the set S(n) in the
following manner:
S(n) = [S(n) ∩ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
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∪ [S(n) ∖ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
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Figure 5. case: ±∞ ∈ Ω1, −∞ ∈ Ω2, ∞ ∉ Ω2
Due to Proposition 3.3, we get for r ∶= 1
2
( 1
2n
− 1
3n
)
C(f) ≤ sup
z∈S2n(Ω1)
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣ + sup
z∈M
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣
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≤ e
r
n
m!
rm
∣f ∣
Ω1,3n,α
+ sup
z∈M
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣. (13)
Let us turn our attention to the set M . First, we observe that
R ⊂ [V0 ∪ V1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
⊃R∖∂Ω2
∪ ⋃
x∈∂Ω2∩R
D1/n(x)] =∶ V.
V ⊂ R2 is open as the union of open sets and so we get by the definition of M that
M ⊂ V C = V C ⊂ (R2 ∖R). (14)
We claim that M is bounded. As ∣ Im(z)∣ ≤ 1
2n
for every z ∈M , it suffices to prove
that there is C1 > 0 such that ∣Re(z)∣ ≤ C1 for every z ∈M . The choice of the sets
F0 and F1 gives C1 ∶= max(∣x̃1 − 2∣, ∣x0 + 2∣). Hence M is compact and we have by
(14) and the continuity of ∂
∣β∣
C
f on R2 ∖R for all β ∈ N20 that
sup
z∈M
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣ ≤ sup
z∈M
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣ <∞.
Thus C(f) < ∞ by (13) and therefore ∣∂(ϕf)∣∂Ω2,n,m,α < ∞ for all n ∈ N, n ≥ 2,
m ∈ N0 and α ∈ A by (12), implying ∂(ϕf) ∈ Eexp(C ∖ ∂Ω2,E). As E is admissible,
there is g ∈ Eexp(C ∖ ∂Ω2,E) such that
∂g = ∂(ϕf). (15)
(iii) We set f1 ∶= (1 − ϕ)f + g and f2 ∶= ϕf − g. It remains to be proved that
f1 ∈ Oexp(C ∖ (Ω1 ∖ Ω2),E) and f2 ∈ Oexp(C ∖Ω2,E). The proof is quite similar
to part (ii). f1 is defined on C ∖ (Ω1 ∖Ω2) (by setting (1−ϕ)f ∶= 0 on Ω2 ∩R) and
can be regarded as an element of O(C ∖ (Ω1 ∖Ω2),E) due to (15).
Let n ∈ N, n ≥ 2, and set S(n) ∶= Sn(Ω1 ∖Ω2) ∖ V1. Remark that Sn(Ω1 ∖Ω2) ⊂
Sn(∂Ω2) and
S(n) = [S(n) ∩ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
⊂S2n(Ω1)
∪ [S(n) ∖ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶M
.
Figure 6. case: ±∞ ∈ Ω1, −∞ ∈ Ω2, ∞ ∉ Ω2
For α ∈ A we have by the choice of ϕ
∣f1∣Ω1∖Ω2,n,α = sup
z∈Sn(Ω1∖Ω2)
pα(f1(z))e− 1n ∣Re(z)∣
FOURIER HYPERFUNCTIONS 21
≤ sup
z∈Sn(∂Ω2)
pα(g(z))e− 1n ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣g∣∂Ω2 ,n,0,α
+ sup
z∈Sn(Ω1∖Ω2)
pα((1 − ϕ)f(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω2,n,0,α + sup
z∈S(n)
∣1 −ϕ(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≤1
pα(f(z))e− 1n ∣Re(z)∣
≤ ∣g∣∂Ω2,n,0,α + sup
z∈S2n(Ω1)
pα(f(z))e− 1n ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣f ∣
Ω1,2n,α
+ sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω2,n,0,α + ∣f ∣Ω1,2n,α + sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣. (16)
Again, we have to take a closer look at the set M . First, we observe that
R ∩Ω1 ⊂ [ V1´¸¶
⊃R∩Ω2
∪ ⋃
x∈(Ω1∖Ω2)∩R
D 1
n
(x)] =∶ V.
V ⊂ R2 is open and so we get by the definition of the set M
M ⊂ V C = V C ⊂ (R2 ∖Ω1).
Like in part (ii) the set M is bounded because the real part is bounded with
∣Re(z)∣ ≤max(∣x̃1 −2∣, n) for all z ∈M . Since f is continuous on R2 ∖Ω1, we obtain
sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣ <∞.
Thus we get ∣f1∣Ω1∖Ω2,n,α < ∞ for every n ∈ N and α ∈ A by (16), implying f1 ∈
Oexp(C ∖ (Ω1 ∖Ω2),E).
f2 is defined on C∖Ω2 (by setting ϕf ∶= 0 on Ω1∖Ω2) and can be regarded as an
element of O(C ∖Ω2,E) due to (15). Let n ∈ N, n ≥ 2. We set S(n) ∶= Sn(Ω2) ∖ V0
and remark that Sn(Ω2) ⊂ Sn(∂Ω2) as well as
S(n) = [S(n)∩ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
⊂S2n(Ω1)
∪ [S(n) ∖ {z ∈ C ∣ ∣ Im(z)∣ > 1
2n
}]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶M
.
Figure 7. case: ±∞ ∈ Ω1, −∞ ∈ Ω2, ∞ ∉ Ω2
For α ∈ A we have by the choice of ϕ
∣f2∣Ω2,n,α = sup
z∈Sn(Ω2)
pα(f2(z))e− 1n ∣Re(z)∣
22 K. KRUSE
≤ sup
z∈Sn(∂Ω2)
pα(g(z))e− 1n ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣g∣∂Ω2,n,0,α
+ sup
z∈Sn(Ω2)
pα(ϕf(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω2,n,0,α + sup
z∈S(n)
∣ϕ(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymod¶
≤1
pα(f(z))e− 1n ∣Re(z)∣
≤ ∣g∣∂Ω2,n,0,α + sup
z∈S2n(Ω1)
pα(f(z))e− 1n ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣f ∣
Ω1,2n,α
+ sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω2,n,0,α + ∣f ∣Ω1,2n,α + sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣. (17)
Again, we have to take a closer look at the set M and observe that
R ⊂ [ V0´¸¶
⊃R∖Ω2
∪ ⋃
x∈Ω2∩R
D 1
n
(x)] =∶ V.
V ⊂ R2 is open and so we get by the definition of the set M
M ⊂ V C = V C ⊂ (R2 ∖R).
Like before the set M is bounded because the real part is bounded with ∣Re(z)∣ ≤
max(∣ − n∣, ∣x0 + 2∣) for all z ∈M . Again, we gain
sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣ <∞
and thus get ∣f2∣Ω2,n,α < ∞ for every n ∈ N, n ≥ 2, and α ∈ A by (17), implying
f2 ∈ Oexp(C ∖Ω2,E). Obviously f1 + f2 = f , completing the proof by part (i). 
Ito (see [29, p. 15, l. 16]) states that Lemma 5.2 is valid for any C-lcHs E, but
he does not prove that I is surjective. Nevertheless, he states as an open problem
(see [29, Problem A, p. 17]) whether for two compact sets K1,K2 ⊂ R the map
L∶L(P∗(K1),E) ×L(P∗(K2),E) → L(P∗(K1 ∪K2),E),
given by L(T1, T2) ∶= T1 − T2, is surjective for non-Fréchet spaces E.
5.3. Remark. Let Ω2 ⊂ Ω1 ⊂ R be open and E an C-lcHs. Then the following
assertions are equivalent:
a) The canonical map
I ∶L(P∗(Ω2),E)/L(P∗(∂Ω2),E) → L(P∗(Ω1),E)/L(P∗(Ω1 ∖Ω2),E)
is an algebraic isomorphism.
b) The map
L∶L(P∗(Ω1 ∖Ω2),E) ×L(P∗(Ω2),E) → L(P∗(Ω1),E)
is surjective.
Proof. I is obviously surjective if and only if L is surjective. Moreover, I is always
linear and injective by Proposition 3.7 a). 
The corresponding issue in Ito’s paper [28] on vector-valued hyperfunctions (see
[28, p. 34, l. 2, Problem A, p. 35]) was pointed out by Domański and Langenbruch
in [7, Remark 6.3, p. 1123]. Using Lemma 5.2, we can define the restrictions on
R(Ω,E), if E is admissible, as follows.
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5.4. Definition. Let E be admissible. For open sets Ω2 ⊂ Ω1 ⊂ R, Ω2 ≠ ∅, we
denote by
q∶L(P∗(Ω1),E)/L(P∗(∂Ω1),E)→ L(P∗(Ω1),E)/L(P∗(Ω1 ∖Ω2),E)
the canonical quotient map. We define the restriction maps via Lemma 5.2 by
RΩ1,Ω2 ∶R(Ω1,E) →R(Ω2,E), RΩ1,Ω2([T ]) ∶= [T ]∣Ω2 ∶= I−1(q([T ])),
and for an open set Ω1 ⊂ R
RΩ1,∅∶R(Ω1,E) →R(∅,E), RΩ1,∅([T ]) ∶= [T ]∣∅ ∶= 0.
The next lemma is the counterpart of [7, Lemma 6.5, p. 1124].
5.5. Lemma. Let E be admissible, Ω ⊂ R open and set RΩ(E) ∶= {R(ω,E) ∣ ω ⊂
Ω open}. Then RΩ(E), equipped with the restrictions of Definition 5.4, forms a
presheaf on Ω, satisfying the condition (S1):
For every family of open sets {ωj ⊂ Ω ∣ j ∈ J} with ω ∶= ⋃j∈J ωj holds: If[T ] ∈R(ω,E) such that Rω,ωj([T ]) = 0 for all j ∈ J , then [T ] = 0.
Proof. (i) We begin with the proof that RΩ(E) with its restrictions is a presheaf.
We clearly have Rω,ω = idR(ω,E). Let ω3 ⊂ ω2 ⊂ ω1 ⊂ Ω be open. We have to
show that Rω2,ω3 ○ Rω1,ω2 = Rω1,ω3 is valid. This is obvious if one of the sets is
empty, so let them all be non-empty. Let T ∈ L(P∗(ω1),E). Let T0 ∈ L(P∗(ω3),E)
be a representative of Rω1,ω3([T ]1), let T1 ∈ L(P∗(ω2),E) be a representative of
Rω1,ω2([T ]1) and T2 ∈ L(P∗(ω3),E) a representative of Rω2,ω3 ○ Rω1,ω2([T ]1) =
Rω2,ω3([T1]2). By the definition of the restrictions the following is true:
(1) T0 − T ∈ L(P∗(ω1 ∖ ω3),E),
(2) T1 − T ∈ L(P∗(ω1 ∖ ω2),E),
(3) T2 − T1 ∈ L(P∗(ω2 ∖ ω3),E).
First, we observe that
T0 − T2 ∈ L(P∗(ω3),E). (18)
It remains to be shown that T0 − T2 ∈ L(P∗(∂ω3),E). The equality
T0 − T2 = (T0 − T )+ (T − T1) + (T1 − T2)
holds on P∗(R) and the right-hand side is an element of
L(P∗(ω1 ∖ ω3) ∩P∗(ω1 ∖ ω2) ∩ P∗(ω2 ∖ ω3),E) = L(P∗(ω1 ∖ ω3),E)
by (1)-(3) and as ω3 ⊂ ω2 ⊂ ω1. So due to the remark above Proposition 3.7,
T0 − T2 can also be regarded as an element of L(P∗(ω1 ∖ ω3),E) and thus we get
by Proposition 3.7 a) and (18)
T0 − T2 ∈ L(P∗(ω3),E) ∩L(P∗(ω1 ∖ ω3),E) = L(P∗(ω3 ∩ (ω1 ∖ ω3)),E)
= L(P∗(∂ω3),E).
(ii) Let T be like in (S1) and j ∈ J . Then for a representative Tj of Rω,ωj([T ])
it holds Tj ∈ L(P∗(∂ωj),E), since Rω,ωj([T ]) = 0, and T − Tj ∈ L(P∗(ω ∖ ωj),E)
by the definition of the restriction. Again, the equality
T = (T − Tj) + Tj
holds on P∗(R) and the right-hand side is an element of
L(P∗(ω ∖ ωj) ∩P∗(∂ωj),E) = L(P∗(ω ∖ ωj),E).
By the same argument as in part (i), we can regard T as an element of L(P∗(ω ∖
ωj),E) and get
suppT ⊂ ω ∖ ωj
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where the support suppT is meant in the sense of Proposition 3.7 b). Since this is
valid for all j ∈ J , we obtain
suppT ⊂ ⋂
j∈J
(ω ∖ ωj) = ω ∖ ⋃
j∈J
ωj = ω ∖ ω = ∂ω
and thus T ∈ L(P∗(∂ω),E), i.e. [T ] = 0. 
For the special case Ω = R we use the notation R(E) ∶= R
R
(E). We will see
that the presheaf RΩ(E), which satisfies (S1), is already a sheaf, so satisfies, in
addition, the sheaf condition (S2) if we assume that E is not only admissible, but
strictly admissible. For this purpose we introduce a boundary value representation
of R(E) in the following way. Let Ω ⊂ R, Ω ≠ ∅, be an open set and we define
U(Ω) ∶= {U ∣ U ⊂ C open, U ∩R = Ω}.
Now, we define, similar to Definition 3.1, spaces of vector-valued slowly increasing
holomorphic functions on U ∖R resp. U for U ∈ U(Ω).
If −∞ ∈ Ω or ∞ ∈ Ω, we define
Oexp(U ∖R,E) ∶= {f ∈ O((U ∖R) ∩C,E) ∣ ∀ n ∈ N, n ≥ 2, α ∈ A ∶ ∣∣∣f ∣∣∣U∗,n,α <∞}
where
∣∣∣f ∣∣∣U∗,n,α ∶= sup
z∈Sn(U)
pα(f(z))e− 1n ∣Re(z)∣
and
Sn(U)
∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U ∩ {z ∈ C ∣ 1
n
< ∣ Im(z)∣ < n, Re(z) > −n, d(z,C ∩ ∂U) > 1
n
} , −∞ /∈ Ω, ∞ ∈ Ω,
U ∩ {z ∈ C ∣ 1
n
< ∣ Im(z)∣ < n, Re(z) < n, d(z,C ∩ ∂U) > 1
n
} , −∞ ∈ Ω, ∞ /∈ Ω,
U ∩ {z ∈ C ∣ 1
n
< ∣ Im(z)∣ < n, d(z,C ∩ ∂U) > 1
n
} , ±∞ ∈ Ω.
Figure 8. Sn(U) for ∞ ∈ Ω, −∞ ∉ Ω
If ±∞ /∈ Ω, we define
Oexp(U ∖R,E) ∶= O((U ∖R) ∩C,E).
If −∞ ∈ Ω or ∞ ∈ Ω, we define
Oexp(U,E) ∶= {f ∈ O(U ∩C,E) ∣ ∀ n ∈ N, n ≥ 2, α ∈ A ∶ ∣∣∣f ∣∣∣U,n,α <∞}
where
∣∣∣f ∣∣∣U,n,α ∶= sup
z∈Tn(U)
pα(f(z))e− 1n ∣Re(z)∣
and
Tn(U)
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∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U ∩ {z ∈ C ∣ ∣ Im(z)∣ < n, Re(z) > −n, d(z,C ∩ ∂U) > 1
n
} , −∞ /∈ Ω, ∞ ∈ Ω,
U ∩ {z ∈ C ∣ ∣ Im(z)∣ < n, Re(z) < n, d(z,C ∩ ∂U) > 1
n
} , −∞ ∈ Ω, ∞ /∈ Ω,
U ∩ {z ∈ C ∣ ∣ Im(z)∣ < n, d(z,C ∩ ∂U) > 1
n
} , ±∞ ∈ Ω.
If ±∞ /∈ Ω, we define
Oexp(U,E) ∶= O(U ∩C,E).
We remark that Oexp(U ∖ R,E) and Oexp(U,E) for complete E are complete
C-lcHs by [48, 3.7 Proposition, p. 7] if −∞ ∈ Ω or ∞ ∈ Ω. If ±∞ ∉ Ω, then this is
obviously valid for the corresponding spaces as well if equipped with the topology
of uniform convergence on compact subsets. Moreover, if U = C, so Ω = R, then the
definition of Oexp(C∖R,E) and Oexp(C,E) in the just introduced sense coincides
with the one in the sense of Definition 3.1 (and therefore the spaces have the same
symbol).
5.6. Definition. For an open set Ω ⊂ R, Ω ≠ ∅, and U ∈ U(Ω) we define the space
of boundary values by
bv(Ω,E) ∶= Oexp(U ∖R,E)/Oexp(U,E)
and bv(∅,E) ∶= 0.
The counterpart of the next observation in the context of vector-valued hyper-
functions can be found in [7, Lemma 6.7, p. 1124].
5.7. Lemma. Let Ω ⊂ R be non-empty and open and E admissible. The definition
of bv(Ω,E) is independent of the choice of U ∈ U(Ω) and for every f ∈ bv(Ω,E)
there is F ∈ Oexp(C ∖Ω,E) such that f = [F ].
Proof. Let U,U1 ∈ U(Ω), w.l.o.g. U1 ∶= (C ∖ R) ∪Ω. Then U ⊂ U1. The canonical
map
J ∶Oexp(U1 ∖R,E)/Oexp(U1,E) → Oexp(U ∖R,E)/Oexp(U,E), [f]↦ [f∣(U∖R)∩C],
is well-defined since Oexp(U1,E) ⊂ Oexp(U,E).
Let f ∈ Oexp(U1 ∖R,E) with [f∣(U∖R)∩C] = 0, i.e. f∣(U∖R)∩C ∈ Oexp(U,E). Then
f ∈ Oexp((U1 ∖R) ∪U,E) =Oexp(U1,E)
and therefore [f] = 0, yielding the injectivity of J .
The proof of surjectivity resembles the one of Lemma 5.2, but it is sometimes
necessary to use two cut-off functions. We restrict to the case that ∞ ∈ Ω and
−∞ ∈ ∂Ω. For the similar treatment of the other cases we refer to the proof of [46,
6.8 Lemma, p. 118].
(i) There are x̃0 ∈ R, w.l.o.g. x̃0 ≥ 0, and ε0 > 0 such that [x̃0,∞] ⊂ Ω and
[x̃0,∞] × [−ε0, ε0] ⊂ U since ∞ ∈ Ω, Ω is open and U ∈ U(Ω). We define the sets
F0 ∶= (UC ∩R2)∪[R × (R ∖ (− ε02 , ε02 ))]
and
F1 ∶= (R ∩Ω) ∪ ([x̃0 + 2,∞) × [− ε04 , ε04 ]).
The sets F0 and F1 are non-empty and closed in R
2 and F0 ∩F1 = R ∩ ∂Ω. By [15,
Corollary 1.4.11, p. 31] there exists ϕ0 ∈ C∞((F0∩F1)C) = C∞(R2∖∂Ω), 0 ≤ ϕ0 ≤ 1,
such that ϕ0 = 0 on V0 and ϕ0 = 1 on V1 where V0, V1 ⊂ R
2 are open and
V0 ⊃ F0 ∖ (F0 ∩F1) = F0 ∖ ∂Ω ⊃ (R ∖Ω)
and
V1 ⊃ F1 ∖ (F0 ∩F1) = F1 ∖ ∂Ω ⊃ (R ∩Ω)
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as well as
∣∂βϕ0(z)∣ ≤ C ∣β∣ d(z)
−∣β∣
d1⋯d∣β∣ , z ∈ R
2 ∖ ∂Ω, β ∈ N20, (19)
where C, d and (dn) with d1⋯d∣0∣ ∶= 1 are like in part (i) of the proof of Lemma
5.2.
Figure 9. case: ∞ ∈ Ω, −∞ ∈ ∂Ω
Furthermore, we define the sets K0 ∶= {(x, y) ∈ R2 ∣ y ≤ −2e−∣x∣ or y ≥ 2e−∣x∣} and
K1 ∶= {(x, y) ∈ R2 ∣ − e−∣x∣ ≤ y ≤ e−∣x∣} as well as
F̃0 ∶=K0 ∪ ([0,∞) × [R ∖ (−2,2)]) and F̃1 ∶=K1 ∪ ([0,∞) × [−1,1]).
The sets F̃0 and F̃1 are non-empty and closed in R
2 and F̃0 ∩ F̃1 = ∅. Like above
there is ϕ1 ∈ C∞((F̃0 ∩ F̃1)C) = C∞(R2), 0 ≤ ϕ1 ≤ 1, such that ϕ1 = 0 on W0 and
ϕ1 = 1 on W1 where W0, W1 ⊂ R
2 are open and
W0 ⊃ F̃0 ∖ (F̃0 ∩ F̃1) = F̃0 and W1 ⊃ F̃1 ∖ (F̃0 ∩ F̃1) = F̃1
as well as
∣∂βϕ1(z)∣ ≤ C̃ ∣β∣ d̃(z)
−∣β∣
d1⋯d∣β∣ , z ∈ R
2, β ∈ N20, (20)
where C̃, d̃ and (dn) are like above.
Figure 10. case: ∞ ∈ Ω, −∞ ∈ ∂Ω
Again, we take a closer look at the right-hand side of (19) resp. (20) and claim that
B ∶= inf
z∈Sn(∂Ω)
d(z) > 0 (21)
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and
D ∶= inf
z∈Sn(∂Ω)
d̃(z) > 0 (22)
for all n ∈ N, n ≥ 2. We begin with (21).
(21.1) For z ∈ Sn(∂Ω) with Re(z) ≤ −n we have
d(z) =max(d(z,F0),d(z,F1)) ≥ d(z,F1) ≥min(n + x̃ + 2 − 1
n
,
1
n
) ≥ 1
n
.
For z ∈ Sn(∂Ω) with Re(z) ≥ x̃0 + 2 we have
d(z) ≥
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ε0
4
, z ∈ F0,
min( 1
2
ε0
4
,2) , z ∉ F0, z ∉ F1,
min( ε0
4
,2) , z ∈ F1,
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
≥min(ε0
8
,2).
(21.2) For z ∈ Sn(∂Ω) with Re(z) ≤ x̃0 and ∣ Im(z)∣ ≥ 1n we get
d(z) ≥ d(z,F1) ≥min(2, 1
n
) = 1
n
.
(21.3) By [54, 3.5 Remark a), p. 9] the set Un(∂Ω) has finitely many components
Zj , so there exists k ∈ N with Un(∂Ω) = ⋃kj=1 Zj . Since −∞ ∈ ∂Ω and ∞ ∉ Ω, all but
one Zj are bounded. Denote by Z1 the unbounded component and by Zj , 2 ≤ j ≤ k,
the bounded components if k ≥ 2. Let aj ∶=min(Zj∩∂Ω) and bj ∶=max(Zj∩∂Ω), 2 ≤
j ≤ k, if k ≥ 2. Ifmax(Z1∩∂Ω) exists, we set b1 ∶=max(Z1∩∂Ω), and ifmax(Z1∩∂Ω)
does not exist, implying ∂Ω = {−∞}, Ω = (−∞,∞] and Z1 = (−∞, n]× [− 1n , 1n ], then
we set b1 ∶= −n − 1n . We observe that bk =max1≤j≤k bj < x̃0.
Let k ≥ 2. W.l.o.g. aj < aj+1 for 2 ≤ j ≤ k (otherwise renumber). Due to [54, 3.5
Remark b)(i), (iii), (v), p. 9] there is 0 < rj <
1
n
such that {z ∈ C ∣ d(z, (−∞, b1]) ≤
r1} ⊂ Z1 {z ∈ C ∣ d(z, [aj , bj]) ≤ rj} ⊂ Zj for all 2 ≤ j ≤ k (see Figure 3). Since
k ≥ 2, we have a1 ∶= −n < bk. Let z ∈ Sn(∂Ω) such that a1 = −n < Re(z) < bk and∣ Im(z)∣ < 1
n
. If aj < bj for some 2 ≤ j ≤ k, we obtain for z with aj < Re(z) < bj
d(z) ≥ d(z,F1) ≥ rj .
Now, we consider z ∈ Sn(∂Ω) with bj < Re(z) < aj+1 for 1 ≤ j ≤ k−1 and ∣ Im(z)∣ < 1n .
If d(z) ≤ 1
2n
, we have with N0 ∶= {w ∈ C ∣ ∣ Im(w)∣ > 32n} and N1 ∶= {w ∈ C ∣ d(R ∩
∂Ω) < 1
3n
} that
d(z,F1) = d(z,F1 ∖N1) = d(z, ([bj , aj+1] ∩Ω) ∖N1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶K1,j
)
and
d(z,F0) = d(z,F0 ∖ (N0 ∪N1))
= d(z, (F0 ∩ {w ∈ C ∣ bj ≤ Re(w) ≤ aj+1}) ∖ (N0 ∪N1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶K0,j
)
because 1
n
− 1
3n
> 1
2n
and 1
n
+ 1
2n
= 3
2n
. The sets K0,j and K1,j are bounded closed
sets in R2, thus compact, and disjoint. Hence cj ∶= d(K0,j,K1,j) > 0, yielding to
d(z) = max
i∈{0,1}
d(z,Ki,j) ≥ cj
2
> 0
for all 1 ≤ j ≤ k − 1. Combining these results, we obtain
d(z) ≥min( min
1≤j≤k,aj≠bj
rj , min
1≤j≤k−1
cj
2
,
1
2n
) > 0
for z ∈ Sn(∂Ω) with ∣ Im(z)∣ ≤ 1n and a1 < Re(z) < bk with k ≥ 2.
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(21.4) Let k ∈ N, z ∈ Sn(∂Ω) such that bk ≤ Re(z) < x̃0 + 2. If d(z) ≤ 12n ,
we get with N2 ∶= {w ∈ C ∣ Re(w) > x̃0 + 2 + 12n} and N3 ∶= {w ∈ C ∣ ∣ Im(w)∣ >
n + 1
2n
or Re(w) < bk}
d(z,F1) = d(z,F1 ∖ (D 1
3n
(bk) ∪N2))
= d(z,{w ∈ F1 ∣ Re(w) ≥ bk} ∖ (D 1
3n
(bk) ∪N2)
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)
as well as
d(z,F0) = d(z,F0 ∖ (D 1
3n
(bk) ∪N2 ∪N3)
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).
K̃0 and K̃1 are compact and disjoint. Thus we have c0 ∶= d(K̃0, K̃1) > 0, implying
d(z) = max
i∈{0,1}
d(z, K̃i) ≥ c0
2
> 0.
(21.5) Merging (21.1)-(21.4), we gain
B = inf
z∈Sn(∂Ω)
d(z) ≥min( 1
n
,min(ε0
8
,2),min(min
j∈J
rj , min
1≤j≤k−1
cj
2
,
1
2n
), c0
2
) > 0
if k ≥ 2 and J ∶= {j ∈ N ∣ j ≤ k, aj < bj} ≠ ∅. If J = ∅ resp. k = 1, then the
minj∈J -term resp. the min1≤j≤k−1-term does not appear in the estimate above.
Let us turn to (22).
(22.1) For z ∈ Sn(∂Ω) with Re(z) ≥ 1 we have
d̃(z) =max(d(z, F̃0),d(z, F̃1)) ≥
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 , z ∈ F̃0,
min( 1
2
,1) , z ∉ F̃0, z ∉ F̃1,
min(1,1) , z ∈ F̃1,
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
≥
1
2
.
(22.2) Let z ∈ Sn(∂Ω) such that 0 ≤ Re(z) < 1. If d̃(z) ≤ 12n , then
d(z, F̃0) = d(z, F̃0 ∖ (N0 ∪N1)) and d(z, F̃1) = d(z, F̃1 ∖N1)
where N0 ∶= {w ∈ C ∣ ∣ Im(w)∣ > n + 12n} and N1 ∶= {w ∈ C ∣ Re(w) < − 1n or Re(w) >
1+ 1
n
}. The sets F̃0 ∖(N0 ∪N1) and F̃1 ∖N1 are compact and disjoint, thus we gain
c0 ∶= d(F̃0 ∖ (N0 ∪N1), F̃1 ∖N1) > 0 and therefore
d̃(z) ≥ c0
2
> 0.
(22.3) Let z ∈ Sn(∂Ω) with Re(z) < 0. If d̃(z) ≤ 12n , then
d(z, F̃0) = d(z, F̃0 ∖ (N0 ∪N2)) and d(z, F̃1) = d(z, F̃1 ∖N2)
with N0 from (22.2) and N2 ∶= {w ∈ C ∣ (∣ Im(w)∣ < 13n and Re(w) < −n −
1
2n
) or Re(w) > 1
n
}. The sets F̃0 ∖ (N0 ∪N2) and F̃1 ∖N2 are compact and disjoint,
so we obtain c1 ∶= d(F̃0 ∖ (N0 ∪N2), F̃1 ∖N2) > 0 and hence d̃(z) ≥ c12 > 0.
(22.4) By combining these results, we have
D = inf
z∈Sn(∂Ω)
d̃(z) ≥min(1
2
,
1
2n
,
c0
2
,
c1
2
) > 0.
(ii) Let f ∈ Oexp(U ∖R,E). By the choice of ϕ0 and ϕ1 the function ∂(ϕ1ϕ0f)
may be regarded as an element of C∞(R2∖∂Ω,E) by C∞-extension via ∂(ϕ1ϕ0f) ∶= 0
on [(UC ∩R2) ∪R] ∖ ∂Ω. Moreover, with the definition
V ∶= (V0 ∪W0) ∪ (V1 ∩W1),
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the equation
∂(ϕ1ϕ0f)(z) =
⎧⎪⎪⎨⎪⎪⎩
0 , z ∈ V,
[(∂ϕ1)ϕ0f + (∂ϕ0)ϕ1f](z) , else,
is valid.
The next step is similar to (12). Let n ∈ N, n ≥ 2, m ∈ N0 and α ∈ A. We define
the set S(n) ∶= Sn(∂Ω) ∖ V and the cardinality Cm ∶= ∣{γ ∈ N20 ∣ ∣γ∣ ≤ m}∣. By
applying the Leibniz rule twice, we obtain
∣∂(ϕ1ϕ0f)∣∂Ω,n,m,α
= sup
z∈Sn(∂Ω)
β∈N2
0
,∣β∣≤m
pα(∂β∂(ϕ1ϕ0f)(z))e− 1n ∣Re(z)∣
≤
(2)
(m!)2 sup
z∈S(n)
β∈N2
0
,∣β∣≤m
∑
γ≤β
∣∂β−γ[(∂ϕ1)ϕ0 + (∂ϕ0)ϕ1](z)∣ sup
z∈S(n)
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣
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=∶C(f)
≤ (m!)4C(f) sup
z∈S(n)
β∈N2
0
,∣β∣≤m
∑
γ≤β
∑
τ≤β−γ
∣∂τ (∂ϕ1)(z)∂β−γ−τϕ0(z)+ ∂τ(∂ϕ0)(z)∂β−γ−τϕ1(z)∣
≤ (m!)4C(f) ∑
∣γ∣≤m
∣τ ∣≤m+1
sup
z∈S(n)
∣∂τϕ1(z)∣ sup
z∈S(n)
υ∈N2
0
,∣υ∣≤m
∣∂υϕ0(z)∣ + sup
z∈S(n)
∣∂τϕ0(z)∣ sup
z∈S(n)
υ∈N2
0
,∣υ∣≤m
∣∂υϕ1(z)∣
≤
(19),
(20)
(m!)4CmC(f) ∑
∣τ ∣≤m+1
C̃ ∣τ ∣ sup
z∈S(n)
d̃(z)−∣τ ∣
d1⋯d∣τ ∣ supz∈S(n)
υ∈N2
0
,∣υ∣≤m
C ∣υ∣
d(z)−∣υ∣
d1⋯d∣υ∣
+C ∣τ ∣ sup
z∈S(n)
d(z)−∣τ ∣
d1⋯d∣τ ∣ supz∈S(n)
υ∈N2
0
,∣υ∣≤m
C̃ ∣υ∣
d̃(z)−∣υ∣
d1⋯d∣υ∣
≤
(21),
(22)
(m!)4Cm [max(C, C̃,1)]
m+1
(d1⋯dm+1)2 C(f) ∑∣τ ∣≤m+1D
−∣τ ∣ sup
υ∈N2
0
∣υ∣≤m
B−∣υ∣ +B−∣τ ∣ sup
υ∈N2
0
∣υ∣≤m
D−∣υ∣.
(23)
Now, we have to take a closer look at C(f). First of all, we remark that
[(UC ∪R) ∩R2] = ([(UC ∩R2) ∪ (R ∩Ω)] ∖ ∂Ω) ∪ (∂Ω ∩R)
⊂ [(V0 ∪W0) ∪ (V1 ∩W1) ∪ ⋃
x∈R∩∂Ω
D 1
n
(x)]
= V ∪ ⋃
x∈R∩∂Ω
D 1
n
(x) =∶W.
W is an open set in R2 as the union of open sets and we get
S(n) = [Sn(∂Ω) ∖ V ] ⊂WC =WC ⊂ [(U ∖R) ∩R2]. (24)
In the following we prove that there are k ∈ N, k ≥ 2, M0 ⊂ S(n) bounded and
M1 ⊂ Sk(U) such that
S(n) ⊂ (M0 ∪M1).
As ∣ Im(z)∣ ≤ 1
n
for every z ∈ S(n), it suffices to prove that there is C1 > 0 such that
∣Re(z)∣ ≤ C1 for every z ∈M0. We define the set M ∶= {z ∈ C ∣ Re(z) > x̃0 + 2} and
decompose
S(n) = [S(n) ∖M]
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∪ [S(n) ∩M]
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.
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Figure 11. case: ∞ ∈ Ω, −∞ ∈ ∂Ω
We observe that the inequality 1
n
≥ 2e−∣x∣ is equivalent to ln(2n) ≤ ∣x∣ for all x ∈ R.
Hence M0 is bounded since
∣Re(z)∣ ≤max(∣ − n∣, ∣ − ln(2n)∣, ∣x̃0 + 2∣)
for all z ∈M0. Let
r ∶= 1
2
min(2, ε0
2
,
ε0
4
) =min(1, ε0
8
),
choose k ∈ N with k >max(n, ε0) with 1k < ε08 and −k < x̃0. Then
ε0
8
≤
ε0
4
− r and 1
k
<min( 1
n
,
ε0
8
)
is valid and thus we have for all z ∈M1
Dr(z) ⊂ {w ∈ C ∣ d(w,M1) ≤ r}
⊂ ([x̃0 + 2 − r,∞) × [− ε02 − r, ε02 + r]) ∖ {w ∈ C ∣ ∣ Im(w)∣ < ε04 − r}
⊂ ([x̃0 + 1,∞) × [− 5ε08 , 5ε08 ]) ∖ {w ∈ C ∣ ∣ Im(w)∣ < ε08 } ⊂ Sk(U). (25)
From Proposition 3.3 follows that
sup
z∈M1
β∈N
2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣ ≤ e rn m!rm supζ∈Sk(U)pα(f(ζ))e
−
1
k
∣Re(ζ)∣
= e
r
n
m!
rm
∣∣∣f ∣∣∣U∗,k,α.
Since M0 ⊂ [(U ∖R)]∩R2 by (24), M0 is compact and f ∈ Oexp(U ∖R,E), we have
C(f) ≤ sup
z∈M0
β∈N2
0
,∣β∣≤m
pα(∂ ∣β∣C f(z))e− 1n ∣Re(z)∣ + e rn m!rm ∣∣∣f ∣∣∣U∗,k,α <∞.
Due to (23) this implies that ∣∂(ϕ1ϕ0f)∣∂Ω,n,m,α < ∞ for all n ∈ N, n ≥ 2, m ∈ N0
and α ∈ A and thus ∂(ϕ1ϕ0f) ∈ Eexp(C ∖ ∂Ω,E). As E is admissible, there exists
g ∈ Eexp(C ∖ ∂Ω,E) such that
∂g = ∂(ϕ1ϕ0f). (26)
(iii) We set F ∶= ϕ1ϕ0f − g. The next step is to show that F ∈ Oexp(C ∖Ω,E),
which implies F ∈ Oexp(U1∖R,E) since Oexp(C∖Ω,E) ⊂ Oexp(U1∖R,E), and that
f − F ∈ Oexp(U,E). F is defined on C ∖Ω (by setting ϕ1ϕ0f ∶= 0 on [(UC ∪Ω) ∖
∂Ω]∩C) and can be regarded as an element of O(C∖Ω,E) due to (26). Let n ∈ N,
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n ≥ 2. We set V ∶= V0 ∪W0, S(n) ∶= Sn(Ω) ∖ V and remark that Sn(Ω) ⊂ Sn(∂Ω).
For α ∈ A we have by the choice of ϕi, i = 1,2,
∣F ∣
Ω,n,α
= sup
z∈Sn(Ω)
pα(F (z))e− 1n ∣Re(z)∣
≤ sup
z∈Sn(∂Ω)
pα(g(z))e− 1n ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣g∣∂Ω,n,0,α
+ sup
z∈Sn(Ω)
pα(ϕ1ϕ0f(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω,n,0,α + sup
z∈S(n)
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pα(f(z))e− 1n ∣Re(z)∣
≤ ∣g∣∂Ω,n,0,α + sup
z∈S(n)
pα(f(z))e− 1n ∣Re(z)∣. (27)
First, we observe that
(UC ∪R) ∩C ⊂ [V0 ∪ ⋃
x∈Ω∩R
D 1
n
(x)] =∶W.
W ⊂ C is open and so we get by the definition of the set S(n) that
S(n) ⊂WC =WC ⊂ (U ∖R) ∩C.
Again, we claim that there are M0 ⊂ S(n) bounded, k ∈ N, k ≥ 2, and M1 ⊂ Sk(U)
such that S(n) =M0 ∪M1. For the boundedness we just have to prove that there
is C1 > 0 such that ∣Re(z)∣ ≤ C1 for every z ∈M0. We choose k ∈ N such that k > n,
1
k
< ε0
2
< k and −k < x̃0 + 2. Then we decompose the set S(n) as follows
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=∶M0
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=∶M1
.
Figure 12. case: ∞ ∈ Ω, −∞ ∈ ∂Ω
Obviously M1 ⊂ Sk(U) and M0 ⊂ S(n) ⊂ (U ∖R) ∩C. By the choice of V0 we have
M0 = [S(n) ∖ Sk(U)] ⊂ (Sn(Ω) ∖ V0) ⊂ {z ∈ C ∣ ∣ Im(z)∣ < ε0
2
} (28)
and by the choice of W0
M0 ⊂ (Sn(Ω) ∖W0) ⊂ {z ∈ C ∣ Re(z) >min(−n,− ln(2n))}. (29)
Let z ∈ S(n) with ∣ Im(z)∣ < ε0
2
and Re(z) ≥ x̃0 + 2. Then
z ∈ ([x̃0 + 2,∞) × [−ε0
2
,
ε0
2
]) ⊂ ([x̃0,∞) × [−ε0, ε0]) ⊂ U
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and therefore
d(z,C ∩ ∂U) ≥min(2, ε0
2
) > 1
k
by the choice of k. Furthermore,
k > n > ∣ Im(z)∣ > 1
n
>
1
k
as [x̃0,∞] ⊂ Ω and due to the choice of k. In addition, Re(z) ≥ x̃0 + 2 > −k and
z ∈ U by the choice of k and since z ∈ S(n) ⊂ U . Hence we obtain z ∈ Sk(U). So it
follows from (28) that
M0 = [S(n) ∖ Sk(U)] ⊂ {z ∈ C ∣ Re(z) < x̃0 + 2}
and due to (29) we gain the claim with C1 ∶=max(n, ln(2n), ∣x̃0 + 2∣). By the same
arguments as in part (ii) we get supz∈S(n) pα(f(z))e− 1n ∣Re(z)∣ <∞ and by (27) that
F ∈ Oexp(C ∖Ω,E).
(iv) f −F is defined on U ∩C (by the setting in the beginning of part (iii)) and
can be regarded as an element of O(U ∩C,E) due to (26). Let n ∈ N, n ≥ 2. We
set V ∶= V1 ∩W1 and T (n) ∶= Tn(U) ∖ V . With R ∶= {z ∈ C ∣ Re(z) ≤ −n} we have
[Un(∂Ω) ∪ {z ∈ C ∣ ∣ Im(z)∣ ≥ n}] ⊂ [R ∪ {z ∈ C ∣ ∣ Im(z)∣ ≥ n} ∪ ⋃
x∈C∩∂U
D 1
n
(x)] =∶ R̃
and thus
Tn(U) ⊂ [(U ∩C) ∖ R̃] ⊂ (C ∖ [Un(∂Ω) ∪ {z ∈ C ∣ ∣ Im(z)∣ ≥ n}]) = Sn(∂Ω). (30)
For α ∈ A we have by the choice of ϕi, i = 1,2,
∣∣∣f −F ∣∣∣U,n,α = sup
z∈Tn(U)
pα([(1 −ϕ1ϕ0)f + g](z))e− 1n ∣Re(z)∣
≤
(30)
sup
z∈Sn(∂Ω)
pα(g(z))e− 1n ∣Re(z)∣
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=∣g∣∂Ω,n,0,α
+ sup
z∈Tn(U)
pα((1 −ϕ1ϕ0)f(z))e− 1n ∣Re(z)∣
= ∣g∣∂Ω,n,0,α + sup
z∈T (n)
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≤1
pα(f(z))e− 1n ∣Re(z)∣
≤ ∣g∣∂Ω,n,0,α + sup
z∈T (n)
pα(f(z))e− 1n ∣Re(z)∣. (31)
We choose k ∈ N such that 1
k
<min( 1
n
, ε0
4
). First, we observe that
(UC ∪R) ∩C ⊂ [V ∪ ⋃
x∈UC∩C
D 1
n
(x)] =∶W.
The set W ⊂ C is open and thus we get by the definition of the set T (n)
T (n) = Tn(U) ∖ V = [Tn(U) ∖ ( ⋃
x∈UC∩C
D 1
n
(x))]
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=Tn(U)
∖V ⊂WC
and so
T (n)∖ Sk(U) ⊂ T (n) ⊂WC =WC ⊂ (U ∖R) ∩C. (32)
Then we can decompose the set T (n) in the following manner
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=∶M0
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=∶M1
.
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Figure 13. case: ∞ ∈ Ω, −∞ ∈ ∂Ω
We claim that the set M0 is bounded. Again, we just have to prove that there is
C1 > 0 such that ∣Re(z)∣ ≤ C1 for every z ∈M0. By the choice of k and the definition
of V1 and W1 we have Re(z) ∈ [−n,max(0, x̃0 + 2)] for every z ∈ M0, proving the
claim. Therefore, M0 is compact and by (32) we get M0 ⊂ (U ∖R) ∩C. Then
sup
z∈T (n)
pα(f(z))e− 1n ∣Re(z)∣ ≤ sup
z∈M0
pα(f(z))e− 1n ∣Re(z)∣ + sup
z∈M1
pα(f(z))e− 1n ∣Re(z)∣
≤ sup
z∈M0
pα(f(z))e− 1n ∣Re(z)∣ + ∣∣∣f ∣∣∣U∗,k,α <∞
for all n ∈ N, n ≥ 2, and α ∈ A since f ∈ Oexp(U ∖R,E). Hence we obtain by (31)
that f −F ∈ Oexp(U,E).
So we have found F ∈ Oexp(C ∖Ω,E) ⊂ Oexp(U1 ∖R,E) such that [F∣(U∖R)∩C] =[f], proving the surjectivity of J . For arbitrary U , U0 ∈ U(Ω) we have, with U1
from the proof,
Oexp(U ∖R,E)/Oexp(U,E) ≅ Oexp(U1 ∖R,E)/Oexp(U1,E)
≅ Oexp(U0 ∖R,E)/Oexp(U0,E)
algebraically, yielding the general statement. 
By virtue of Lemma 5.7 we may define restrictions in bv(Ω,E) in the following
manner.
5.8. Definition. Let E be admissible and Ω,Ω1 ⊂ R, Ω1 ⊂ Ω, be open. For Ω1 ≠ ∅
let [f] ∈ bv(Ω,E) = Oexp(U ∖ R,E)/Oexp(U,E) where U ∈ U(Ω). Setting U1 ∶=
U ∩ (Ω1 ×R), we may define the restriction map by
RΩ,Ω1([f]) ∶= [f]∣Ω1 ∶= [f∣(U1∖R)∩C] ∈ Oexp(U1 ∖R,E)/Oexp(U1,E) = bv(Ω1,E).
In addition, we define for an open set Ω ⊂ R
RΩ,∅∶ bv(Ω,E) → bv(∅,E), RΩ,∅([f]) ∶= [f]∣∅ ∶= 0.
We denote the family {bv(Ω,E) ∣ Ω ⊂ R open} by bv(E).
5.9. Theorem. Let E be strictly admissible.
a) bv(E), equipped with the restrictions from Definition 5.8, is a sheaf on R.
b) bv(E) is flabby, i.e. R
R,Ω
is surjective for any open Ω ⊂ R.
c) bv(E) is isomorphic to R(E) =R
R
(E). In particular, R(E) is a sheaf.
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Proof. a)(i) For open Ω ⊂ R the map RΩ,Ω can be regarded as idbv(Ω,E) by Lemma
5.7. Let Ω3 ⊂ Ω2 ⊂ Ω1 ⊂ R be open. We have to prove that RΩ2,Ω3 ○RΩ1,Ω2 = RΩ1,Ω3
holds. This is obviously true if one of the sets is empty, so let them all be non-
empty. Let [f] ∈ bv(Ω1,E) = Oexp(U1∖R,E)/Oexp(U1,E) where U1 ∈ U(Ω1). With
U2 ∶= U1 ∩ (Ω2 ×R) and
U3 ∶= U2 ∩ (Ω3 ×R) = [U1 ∩ (Ω2 ×R)] ∩ (Ω3 ×R) =
Ω3⊂Ω2
U1 ∩ (Ω3 ×R) (33)
we get
RΩ2,Ω3 ○RΩ1,Ω2([f]) = RΩ2,Ω3([f∣(U2∖R)∩C]) =U3⊂U2 [f∣(U3∖R)∩C] =(33) RΩ1,Ω3([f]).
(ii) (S1): Let {Ωj ⊂ R ∣ j ∈ J} be a family of open sets and Ω ∶= ⋃j∈J Ωj . Let [f] ∈
bv(Ω,E) = Oexp(U ∖R,E)/Oexp(U,E), where U ∈ U(Ω), such that RΩ,Ωj([f]) = 0
for all j ∈ J . The assumption RΩ,Ωj([f]) = 0 is equivalent to f ∈ Oexp(Uj ,E) for
every j ∈ J where Uj ∶= U ∩ (Ωj ×R). Thus we obtain
f ∈ Oexp([U ∖R] ∪ ⋃
j∈J
Ωj ,E) = Oexp([U ∖R] ∪Ω,E) =
U∈U(Ω)
Oexp(U,E)
and hence [f] = 0.
(iii) (S2): Let (Ωj)j∈J and Ω be like in part (ii). Let [fj] ∈ bv(Ωj ,E) = Oexp(Uj∖
R,E)/Oexp(Uj,E), where Uj ∈ U(Ωj), such that [fj]∣Ωj∩Ωk = [fk]∣Ωj∩Ωk . Hence
we have, using that bv(Ωj ∩ Ωk,E) does not depend on the choice of the open
neighbourhood in C of Ωj ∩Ωk by Lemma 5.7, that
gjk ∶= fj ∣[(Uj∩Uk)∖R]∩C − fk ∣[(Uj∩Uk)∖R]∩C ∈ Oexp(Uj ∩Uk,E)
and gjk = −gkj as well as gjk + gkl + glj = 0 on Uj ∩Uk ∩Ul by a simple calculation.
(iii.1) If ±∞ ∉ Ω and thus ±∞ ∉ Ωj , then exactly like in [16, Theorem 1.4.5,
p. 13], where one uses that E is strictly admissible instead of [16, Theorem 1.4.4,
p. 12], there are gj ∈ O(Uj ∩ C,E) such that gjk = gk − gj on Uj ∩ Uk ∩ C (here
the adjunct strictly is needed). The setting Fj ∶= fj + gj defines a function F ∈
O((U ∖R) ∩C,E) = Oexp(U ∖R,E) since
Fj − Fk = fj + gj − fk − gk = fj − fk + gj − gk = gjk − gjk = 0
on Uj ∩Uk ∩C such that [F ]∣Ωj = [fj] for any j ∈ J .
(iii.2) Now, let −∞ ∈ Ω or ∞ ∈ Ω, i.e. there exists j ∈ J such that −∞ ∈ Ωj or
∞ ∈ Ωj . We only consider the case that there are j0, j1 ∈ J such that −∞ ∈ Ωj0 and
∞ ∈ Ωj1 . For the other two cases the proof is analogous. Then there are x0, x1 ∈ R
and ε0, ε1 > 0 such that [−∞, x0]×[−ε0, ε0] ⊂ Uj0 and [x1,∞]×[−ε1, ε1] ⊂ Uj1 . Now,
let x ∶=max(∣x0∣, ∣x1 ∣) and ε ∶=min(ε0, ε1). We define the sets
G0 ∶= [(−∞,−x − 1) × (− ε2 , ε2)]C , H0 ∶= (−∞,−x − 2] × [− ε4 , ε4 ]
as well as
G1 ∶= [(x + 1,∞) × (− ε2 , ε2)]C , H1 ∶= [x + 2,∞) × [− ε4 , ε4 ].
By the proof of [15, Theorem 1.4.1, p. 25] there are ϕi ∈ C∞(R2), i = 0,1, such that
0 ≤ ϕi ≤ 1 and ϕi = 0 near Gi plus ϕi = 1 near Hi as well as ∣∂βϕi∣ ≤ Ci,β ε̃ −∣β∣ for all
β ∈ N20 where ε̃ ∶= 14 min( ε4 ,1) and Ci,β > 0.
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Figure 14. case: −∞ ∈ Ωj0 , ∞ ∈ Ωj1
Figure 15. case: −∞ ∈ Ωj0 , ∞ ∈ Ωj1
Due to case (iii.1) there is F ∈ O((U ∖R)∩C,E) such that [F ]∣Ωj∩R = [fj]∣Ωj∩R for
every j ∈ J . By Lemma 5.7 there exists F̃ ∈ Oexp(C∖Ω,E) with F −F̃ ∈ O(U∩C,E).
Thus we obtain
fj − F̃ = (fj − F )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈O(Uj∩C,E)
+ (F − F̃ )
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈O(U∩C,E)
∈ O(Uj ∩C,E) (34)
for all j ∈ J . So by the choice of ϕi we can regard ∂(ϕ0(fj0 − F̃ ) + ϕ1(fj1 − F̃ )) as
an element of C∞(R2,E) (set ϕi(fji − F̃ ) ∶= 0 outside Uji). Let n ∈ N, n ≥ 2, m ∈ N0
and α ∈ A. Then we obtain by applying the Leibniz rule and the choice of ϕi like
in (12) resp. (23)
∣∂(ϕ0(fj0 − F̃ ) +ϕ1(fj1 − F̃ ))∣∅,n,m,α
= sup
z∈Sn(∅)
β∈N2
0
,∣β∣≤m
pα(∂β∂(ϕ0(fj0 − F̃ ) +ϕ1(fj1 − F̃ ))(z))e− 1n ∣Re(z)∣
≤ (m!)2 ∑
i=0,1
sup
z∈Sn(∅)∖(Gi∪Hi)
β∈N2
0
,∣β∣≤m
∑
γ≤β
∣∂β−γ(∂ϕi)(z)∣pα(∂γ(fji − F̃ )(z))e− 1n ∣Re(z)∣
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≤
(2)
(m!)2 ∑
i=0,1
∣γ∣≤m+1
sup
z∈Sn(∅)∖(Gi∪Hi)
∣∂γϕi(z)∣
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=∣g∣∅,n,α
≤ ∑
i=0,1
sup
z∈Sn({±∞})∖Gi
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣ + ∣g∣∅,n,α. (39)
Furthermore, if we choose k ∈ N such that k > n and 1
k
<min(1, ε
2
) and, in addition,
−k < x + 1, if ∞ ∉ Ωj0 resp. −∞ ∉ Ωj1 , then [Sn({±∞}) ∖ Gi] ⊂ [Mi ∪ Sk(Uji)],
i = 0,1, where
Mi ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∅ , n ≤ x + 1,
{z ∈ C ∣ − n < Re(z) < −x − 1, ∣ Im(z)∣ ≤ 1
n
} , n > x + 1, i = 0,
{z ∈ C ∣ x + 1 < Re(z) < n, ∣ Im(z)∣ ≤ 1
n
} , n > x + 1, i = 1,
and its closure M i is a compact subset of Uji ∩C.
Figure 17. case: −∞ ∈ Ωj0 , ∞ ∈ Ωj1 , n > x + 1, i = 1
In addition, Sk(Uji) ⊂ Sk(Ω) and hence, keeping (34) in mind,
sup
z∈Sn({±∞})∖Gi
pα((fji − F̃)(z))e− 1n ∣Re(z)∣
≤ ∑
i=0,1
sup
z∈Mi
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣ + sup
z∈Sk(Uji)
pα((fji)(z))e− 1n ∣Re(z)∣
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=∣∣∣fji ∣∣∣U∗
ji
,k,α
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+ 2 sup
z∈Sk(Ω)
pα(F̃ (z))e− 1n ∣Re(z)∣
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=∣F̃ ∣
Ω,n,α
≤ 2∣F̃ ∣
Ω,n,α
+ ∑
i=0,1
∣∣∣fji ∣∣∣U∗
ji
,k,α
+ ∑
i=0,1
sup
z∈M i
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣ <∞.
So we gain h ∈ Oexp(C ∖ {±∞},E) by (39).
(iii.4) Now, we define the function F ∗ ∶= F̃ + h. Then we have
F ∗ = F̃ + h ∈ Oexp(C ∖Ω,E) ⊂ Oexp(U ∖R,E).
The last step is to prove that F ∗ has the desired property, i.e. [F ∗]∣Ωj = [fj] for all
j ∈ J . If j ∈ J with ±∞ ∉ Ωj , then
fj −F ∗ = (fj − F̃ ) − h ∈ O(Uj ∩C,E)
by (34) and since Oexp(C ∖ {±∞},E) ⊂ O(C,E). Thus we have [F ∗]∣Ωj = [fj].
Let j ∈ J such that −∞ ∈ Ωj or ∞ ∈ Ωj . Then we have for n ∈ N, n ≥ 2, and α ∈ A
∣∣∣fj −F ∗∣∣∣Uj ,n,α
= sup
z∈Tn(Uj)
pα((fj − F̃ − ϕ0(fj0 − F̃ ) −ϕ1(fj1 − F̃) + g)(z))e− 1n ∣Re(z)∣
≤ ∑
i=0,1
sup
z∈Tn(Uj)∩Hi
pα((fj − fji)(z))e− 1n ∣Re(z)∣ + sup
z∈Sn(∅)
pα(g(z))e− 1n ∣Re(z)∣
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=∣g∣∅,n,α
+ sup
z∈Tn(Uj)∖(H0∪H1)
pα((fj − F̃ −ϕ0(fj0 − F̃ ) −ϕ1(fj1 − F̃ ))(z))e− 1n ∣Re(z)∣ (40)
where we used Tn(Uj) ⊂ Sn(∅) plus
H0 ⊂ G1 and H1 ⊂ G0. (41)
Moreover, the following estimate holds
sup
z∈Tn(Uj)∖(H0∪H1)
pα((fj − F̃ −ϕ0(fj0 − F̃ ) − ϕ1(fj1 − F̃ ))(z))e− 1n ∣Re(z)∣
≤ sup
z∈Tn(Uj)∖(H0∪H1)
pα((fj − F̃ )(z))e− 1n ∣Re(z)∣
+ ∑
i=0,1
sup
z∈Tn(Uj)∖(Hi∪Gi)
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣ (42)
by (41) and the properties of ϕi. Choose k ∈ N such that k > max(n, ε2) and 1k < ε4
and, in addition, −k < x + 1, if ∞ ∉ Ωj0 resp. −∞ ∉ Ωj1 . We remark that
Tn(Uj) ∖ (Hi ∪Gi) ⊂
⎧⎪⎪⎨⎪⎪⎩
[(−∞,−x − 1) × (− ε
2
, ε
2
)] ∖ ((−∞,−x − 2] × [− ε
4
, ε
4
]) , i = 0,
[(x + 1,∞) × (− ε
2
, ε
2
)] ∖ ([x + 2,∞) × [− ε
4
, ε
4
]) , i = 1,
⊂ Sk(Uji) ∪Mi, i = 0,1,
with
Mi ∶=
⎧⎪⎪⎨⎪⎪⎩
{z ∈ C ∣ − x − 2 < Re(z) < −x − 1, ∣ Im(z)∣ ≤ 1
k
} , i = 0,
{z ∈ C ∣ x + 1 < Re(z) < x + 2, ∣ Im(z)∣ ≤ 1
k
} , i = 1,
by the choice of k.
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Figure 18. case i = 1: ∞ ∈ Ωj , −∞ ∉ Ωj , ∞ ∈ Ωj1 , −∞ ∉ Ωj1
The sets Mi, i = 0,1, are obviously bounded and M i ⊂ (Uji ∩C). Further, we define
the set
M2 ∶= [Tn(Uj) ∖ (H0 ∪H1)] ∖ Sk(Uj)
which is bounded, since M2 ⊂ {z ∈ C ∣ − x − 2 < Re(z) < x + 2, ∣ Im(z)∣ ≤ 1k} due to
the choice of k, and we have M2 ⊂ Tn(Uj) ⊂ (Uj ∩C).
Figure 19. case: ∞ ∈ Ωj , −∞ ∉ Ωj , −∞ ∈ Ωj0 , ∞ ∈ Ωj1
These results yield to
sup
z∈Tn(Uj)∖(Hi∪Gi)
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣
≤ ∣∣∣fji ∣∣∣U∗
ji
,k,α
+ ∣F̃ ∣
Ω,k,α
+ sup
z∈Mi
pα((fji − F̃ )(z))e− 1n ∣Re(z)∣ <∞
for i = 0,1 and
sup
z∈Tn(Uj)∖(H0∪H1)
pα((fj − F̃ )(z))e− 1n ∣Re(z)∣
≤ ∣∣∣fj ∣∣∣U∗
j
,k,α
+ ∣F̃ ∣
Ω,k,α
+ sup
z∈M2
pα((fj − F̃ )(z))e− 1n ∣Re(z)∣ <∞
by (34). Thus the right-hand side of (42) is bounded from above.
Let us turn to the still pending estimates in (40), so we have to take a look at
the sets Tn(Uj) ∩Hi, i = 0,1.
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Figure 20. case: ∞ ∈ Ωj , −∞ ∉ Ωj , ∞ ∉ Ωj0 , −∞ ∈ Ωj0 , ∞ ∈ Ωj1 ,
−∞ ∉ Ωj1
We choose k ∈ N such that k > n and 1
k
< min(1, ε
2
) and, in addition, −k < x + 1, if
∞ ∉ Ωj0 resp. −∞ ∉ Ωj1 . Let z ∈ Hi, i = 0,1, with ∣ Im(z)∣ < k. Then z ∈ Uji and
Re(z) ≤ −x−2 < k, if i = 0, ∞ ∉ Ωj0 , resp. Re(z) ≥ x+2 > −k, if i = 1, −∞ ∉ Ωj1 ,
by the choice of k as well as
d(z,C ∩ ∂Uji) ≥min(1, ε
2
) > 1
k
,
implying z ∈ Tk(Uji). Since k > n, we have Tn(Uj) ⊂ Tk(Uj) and thus (Tn(Uj) ∩
Hi) ⊂ [Tk(Uj) ∩ Tk(Uji)]. Now, let (Tn(Uj) ∩Hi) ≠ ∅ for some i = 0,1 (in the case
„= ∅“ we have supz∈Tn(Uj)∩Hi . . . = −∞ in (40)). Let z ∈ Tk(Uj) ∩ Tk(Uji), which is
a non-empty set. Then z ∈ Uj ∩Uji and ∣ Im(z)∣ < k. Since C∩∂(Uj ∩Uji) is closed,
there is z0 ∈ C ∩ ∂(Uj ∩Uji) with
d(z,C ∩ ∂(Uj ∩Uji)) = ∣z − z0∣
if C ∩ ∂(Uj ∩Uji) ≠ ∅. Moreover,
[C ∩ ∂(Uj ∩Uji)] ⊂ [(C ∩ ∂Uj) ∪ (C ∩ ∂Uji)]
and thus we obtain
d(z,C ∩ ∂(Uj ∩Uji)) = ∣z − z0∣ ≥
⎧⎪⎪⎨⎪⎪⎩
d(z,C ∩ ∂Uj) , z0 ∈ C ∩ ∂Uj,
d(z,C ∩ ∂Uji) , z0 ∈ C ∩ ∂Uji ,
⎫⎪⎪⎬⎪⎪⎭
>
1
k
if C ∩ ∂(Uj ∩Uji) ≠ ∅. In the case C∩ ∂(Uj ∩Uji) = ∅ we note that d(z,C∩ ∂(Uj ∩
Uji)) = ∞ > 1k . If ±∞ ∉ Ωj ∩ Ωji , we have in addition −k < Re(z) < k. Therefore,
Tk(Uj)∩Tk(Uji) is bounded and its closure is a subset of Uj∩Uji∩C if ±∞ ∉ Ωj∩Ωji ,
and [Tk(Uj) ∩ Tk(Uji)] ⊂ Tk(Uj ∩ Uji) if −∞ ∈ Ωj ∩Ωji or ∞ ∈ Ωj ∩ Ωji . Because
fj − fji ∈ Oexp(Uj ∩Uji ,E), this yields to
sup
z∈Tn(Uj)∩Hi
pα((fj − fji)(z))e− 1n ∣Re(z)∣
≤
⎧⎪⎪⎨⎪⎪⎩
sup
z∈Tk(Uj)∩Tk(Uji)
pα((fj − fji)(z))e− 1k ∣Re(z)∣ , ±∞ ∉ Ωj ∩Ωji ,
∣∣∣fj − fji ∣∣∣Uj∩Uji ,k,α , else,
<∞.
Combining our results, we conclude ∣∣∣fj − F ∗∣∣∣Uj ,n,α < ∞ for all n ∈ N, n ≥ 2, and
α ∈ A by (40) and thus fj −F ∗ ∈ Oexp(Uj,E), i.e. [F ∗]∣Ωj = [fj].
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b) Let [f] ∈ bv(Ω,E) = Oexp(U ∖R,E)/Oexp(U,E) where U ∈ U(Ω) and Ω ⊂ R
open. By Lemma 5.7 there is F ∈ Oexp(C ∖ Ω,E) ⊂ Oexp(C ∖ R,E) such that
f −F ∈ Oexp(U,E). Hence [F ] ∈ bv(R,E) is an extension of [f] to R.
c)(i) For an open set Ω ⊂ R, Ω ≠ ∅, we have the following (algebraic) isomor-
phisms
R(Ω,E) = L(P∗(Ω),E)/L(P∗(∂Ω),E) ≅ Oexp(C ∖Ω,E)/Oexp(C ∖ ∂Ω,E)
≅ Oexp((Ω ×R) ∖R,E)/Oexp(Ω ×R,E) = bv(Ω,E).
(ii) The first isomorphism is due to Theorem 3.6 and given by the map
GΩ∶L(P∗(Ω),E)/L(P∗(∂Ω),E)→ Oexp(C ∖Ω,E)/Oexp(C ∖ ∂Ω,E),
[T ]↦ [T̃ ]∼, with [T̃ ]Ω =H−1Ω (T ),
whereH
Ω
is the isomorphism from Theorem 3.6 and we denote by [⋅] the equivalence
classes in L(P∗(Ω),E)/L(P∗(∂Ω),E), by [⋅]∼ the ones in Oexp(C∖Ω,E)/Oexp(C∖
∂Ω,E) and by [⋅]
Ω
the ones in Oexp(C ∖Ω,E)/Oexp(C,E).
well-defined : Let T0, T1 ∈ L(P∗(Ω),E) such that [T0] = [T1], i.e. T0 − T1 ∈
L(P∗(∂Ω),E). Then
H−1
Ω
(T0 − T1) =H−1∂Ω(T0 − T1)
by (4) and
[T̃0 − T̃1]Ω = [T̃0]Ω − [T̃1]Ω =H−1Ω (T0) −H−1Ω (T1) =H−1Ω (T0 − T1)
=H−1∂Ω(T0 − T1) ∈ Oexp(C ∖ ∂Ω,E)/Oexp(C,E)
holds. Thus T̃0 − T̃1 ∈ Oexp(C ∖ ∂Ω,E), i.e. [T̃0 − T̃1]∼ = 0. On the other hand, let
T ∈ L(P∗(Ω),E) and T̃0, T̃1 ∈ Oexp(C ∖ Ω,E) such that [T̃0]Ω = [T̃1]Ω = H−1Ω (T ).
Then T̃0 − T̃1 ∈ Oexp(C,E) ⊂ Oexp(C ∖ ∂Ω,E) and hence [T̃0 − T̃1]∼ = 0.
injectivity: Let T ∈ L(P∗(Ω),E) with GΩ(T ) = [T̃ ]∼ = 0. Then T̃ ∈ Oexp(C ∖
∂Ω,E) and thus
H−1
Ω
(T ) = [T̃ ]
Ω
∈ Oexp(C ∖ ∂Ω,E)/Oexp(C,E).
Therefore, we get
T =H
Ω
(H−1
Ω
(T )) =H∂Ω(H−1
Ω
(T )) ∈ L(P∗(∂Ω),E)
by (3) and so [T ] = 0.
surjectivity: Let T0 ∈ Oexp(C ∖Ω,E). Then we have HΩ([T0]Ω) ∈ L(P∗(Ω),E)
by Theorem 3.6. We define T ∶=H
Ω
([T0]Ω) and get
H−1
Ω
(T ) =H−1
Ω
(H
Ω
([T0]Ω)) = [T0]Ω
by Theorem 3.6 again. This means that GΩ([T ]) = [T0]∼.
(iii) The second isomorphism is defined by the map
JΩ∶Oexp(C ∖Ω,E)/Oexp(C ∖ ∂Ω,E)→ Oexp((Ω ×R) ∖R,E)/Oexp(Ω ×R,E),
[f]∼ ↦ [f∣((Ω×R)∖R)∩C]Ω,
where [⋅]Ω denotes the equivalence classes in Oexp((Ω×R)∖R,E)/Oexp(Ω×R,E).
This map is well-defined since Oexp(C ∖ ∂Ω,E) ⊂ Oexp(Ω ×R,E).
injectivity: Let f ∈ Oexp(C ∖ Ω,E) with JΩ([f]∼) = 0, i.e. f ∈ Oexp(Ω × R,E).
Then it follows that f ∈ O(C ∖ ∂Ω,E). Further, the estimate
∣f ∣∂Ω,n,α ≤ sup
z∈Sn(Ω)
pα(f(z))e− 1n ∣Re(z)∣
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=∣f ∣
Ω,n,α
+ sup
z∈Sn(∂Ω)∖Sn(Ω)
pα(f(z))e− 1n ∣Re(z)∣ (43)
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holds for all n ∈ N, n ≥ 2, and α ∈ A. Let us examine the set Sn(∂Ω) ∖ Sn(Ω). We
have for z ∈ Sn(∂Ω) ∖ Sn(Ω)
Re(z) ∈
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[min(R ∩ ∂Ω),max(R ∩ ∂Ω)] , ±∞ ∉ Ω,
[−n,n] , ±∞ ∈ ∂Ω,
(−∞, n] , −∞ ∈ Ω, ∞ ∈ ∂Ω,
[−n,∞) , −∞ ∈ ∂Ω, ∞ ∈ Ω,
R , ±∞ ∈ Ω,
[−n,max(R ∩ ∂Ω)] , −∞ ∈ ∂Ω, ∞ ∉ Ω,
(−∞,max(R ∩ ∂Ω)] , −∞ ∈ Ω, ∞ ∉ Ω,
[min(R ∩ ∂Ω), n] , −∞ ∉ Ω, ∞ ∈ ∂Ω,
[min(R ∩ ∂Ω),∞) , −∞ ∉ Ω, ∞ ∈ Ω,
and ∣ Im(z)∣ ≤ 1
n
. Furthermore, we observe that W ∶= ⋃x∈R∩∂ΩD 1
n
(x) is open and
Sn(∂Ω) ∖ Sn(Ω) = ([Sn(∂Ω) ∖ Sn(Ω)] ∖W ) ⊂WC =WC ⊂ C ∖ ∂Ω. (44)
So, if ±∞ ∉ Ω, then Sn(∂Ω) ∖ Sn(Ω) is a compact subset of C ∖ ∂Ω. Due to (43)
and since f ∈ O(C∖∂Ω,E), we get ∣f ∣∂Ω,n,α <∞ in this case. Let −∞ ∈ Ω or∞ ∈ Ω.
Then there are xi ∈ R, i = 0,1, such that [−∞, x0] ⊂ Ω resp. [x1,∞] ⊂ Ω. We choose
k ∈ N such that k > n and, in addition,
k > x0, if −∞ ∈ Ω, ∞ ∉ Ω, resp. − k < x1, if −∞ ∉ Ω, ∞ ∈ Ω.
Then we obtain for z ∈ [Sn(∂Ω)∖ Sn(Ω)] ∖ Tk(Ω ×R) =∶M
∣Re(z)∣ ≤
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
max(∣x0∣, n) , −∞ ∈ Ω, ∞ ∈ ∂Ω,
max(∣x1∣, n) , −∞ ∈ ∂Ω, ∞ ∈ Ω,
max(∣x0∣, ∣x1 ∣) , ±∞ ∈ Ω,
max(∣x0∣, ∣max(R ∩ ∂Ω)∣) , −∞ ∈ Ω, ∞ ∉ Ω,
max(∣min(R ∩ ∂Ω)∣, ∣x1 ∣) , −∞ ∉ Ω, ∞ ∈ Ω,
by the choice of k and as ∂Ω ⊂ ΩC . Hence M is bounded, thus M compact, and
M ⊂ (C ∖ ∂Ω) by (44). Therefore, we gain
sup
z∈Sn(∂Ω)∖Sn(Ω)
pα(f(z))e− 1n ∣Re(z)∣
≤ sup
z∈Tk(Ω×R)
pα(f(z))e− 1k ∣Re(z)∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∣∣∣f ∣∣∣
Ω×R,k,α
+ sup
z∈M
pα(f(z))e− 1n ∣Re(z)∣ <∞
since f ∈ Oexp(Ω ×R,E) and f ∈ O(C ∖ ∂Ω,E). By (43) we have ∣f ∣∂Ω,n,α <∞ for
all n ∈ N, n ≥ 2, and α ∈ A in this case as well and thus f ∈ Oexp(C∖∂Ω,E), proving
the injectivity of JΩ.
surjectivity: Let [f]Ω ∈ Oexp((Ω × R) ∖ R,E)/Oexp(Ω × R,E). By Lemma 5.7
there is F ∈ Oexp(C∖Ω,E) such that f −F ∈ Oexp(Ω×R,E), i.e. JΩ([F ]∼) = [f]Ω.
(iv) The last step is to prove that these isomorphisms, which we denote by
hΩ ∶= JΩ ○GΩ, are compatible with the respective restrictions, i.e. that for open sets
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Ω1 ⊂ Ω ⊂ R the diagram
R(Ω,E) hΩ //
RR
Ω,Ω1

bv(Ω,E)
R
bv
Ω,Ω1

R(Ω1,E)
hΩ1
// bv(Ω1,E)
commutes. Let T ∈ L(P∗(Ω),E). We choose a representative T0 of RRΩ,Ω1([T ]). By
the definition of the restriction
T0 − T ∈ L(P∗(Ω ∖Ω1),E) (45)
is valid. Let T̃0 be a representative of H
−1
Ω
(T0). Then we have
(hΩ1 ○RRΩ,Ω1)([T ]) = hΩ1([T0]1) = (JΩ1 ○GΩ1)([T0]1) = [T̃0∣((Ω1×R)∖R)∩C]Ω1 .
On the other hand, let T̃ be a representative of H−1
Ω
(T ). Then we get
(RbvΩ,Ω1 ○ hΩ)([T ]) = RbvΩ,Ω1([T̃∣((Ω×R)∖R)∩C]Ω) = [T̃∣((Ω1×R)∖R)∩C]Ω1 .
Further,
[T̃0 − T̃ ]Ω =H−1Ω (T0 − T ) =H−1Ω∖Ω1(T0 − T ) ∈ Oexp(C ∖ (Ω ∖Ω1),E)/Oexp(C,E)
by (45) and (4). Therefore, T̃0− T̃ ∈ Oexp(C∖(Ω∖Ω1),E) ⊂Oexp(Ω1×R,E), which
implies (hΩ1 ○ RRΩ,Ω1)([T ]) = (RbvΩ,Ω1 ○ hΩ)([T ]). By virtue of Proposition 2.3 it
follows that R(E) is a sheaf which is isomorphic to bv(E). 
Theorem 5.9 a), b) for E = C can be found in [36, Corollary 3.2.3, p. 482], and
Theorem 5.9 a)-c) for Fréchet spaces E in [33, 3.8 Folgerung, p. 40], [33, 3.12 Satz,
p. 44] and [33, Satz, p. 45-46]. The counterpart of Theorem 5.9 in the theory of
vector-valued hyperfunctions is [7, Theorem 6.9, p. 1125] and immediately we get
the following corollary whose counterpart for hyperfunctions is [7, Corollary 6.10,
p. 1126].
5.10. Corollary. Let E be strictly admissible and Ω ⊂ R open. {R(ω,E) ∣ ω ⊂
Ω open}, equipped with the restrictions of Definition 5.4, forms a flabby sheaf.
Corollary 5.10 provides an answer to a problem stated by Ito, at least for E-
valued Fourier hyperfunctions in one variable (see [29, Problem B, p. 18]).
Now, we want to describe the sections with support in a given compact setK ⊂ R.
We recall the definition of the support of a section of a sheaf (see [2, 1.10 Definition,
p. 7]). Let Ω be a topological space, (F ,RF) a sheaf on Ω and f ∈ F(Ω) a section
of a sheaf. Then the support of f , denoted by suppF f or shortly supp f , is the
complement of the largest open subset of Ω on which f = 0, i.e.
suppf = Ω ∖ ⋃
V ∈Zf
V
where Zf ∶= {V ∣ V ⊂ Ωopen, f∣V = 0} (condition (S1) is used in this definition).
This directly yields to the following description of the support of an element of
bv(Ω,E) for an open set Ω ⊂ R and a strictly admissible space E. Namely, let
f = [F ] ∈ Oexp(U ∖ R,E)/Oexp(U,E), where U ∈ U(Ω), and Ω1 ⊂ Ω is open. If
−∞ ∈ Ω or ∞ ∈ Ω, we define the set
Sn(U,Ω1) ∶= {z ∈ U ∩C ∣ d(z, (Ω ∩R) ∖Ω1) > 1n , d(z,C ∩ ∂U) > 1n , ∣ Im(z)∣ < n}
∩
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C , ±∞ ∈ Ω,
{z ∈ C ∣ Re(z) > −n} , ∞ ∈ Ω, −∞ ∉ Ω,
{z ∈ C ∣ Re(z) < n} , ∞ ∉ Ω, −∞ ∈ Ω,
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∖
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[(−∞,−n] ∪ [n,∞)] + i[− 1
n
, 1
n
] , ±∞ ∉ Ω1,
(−∞,−n] + i[− 1
n
, 1
n
] , −∞ ∉ Ω1, ∞ ∈ Ω1,
[n,∞) + i[− 1
n
, 1
n
] , ∞ ∉ Ω1, −∞ ∈ Ω1,
∅ , ±∞ ∈ Ω1,
for n ∈ N, n ≥ 2.
If −∞ ∈ Ω or ∞ ∈ Ω, then f∣Ω1 = 0 is equivalent to
a) F can be extended to a holomorphic function on [(U ∖ R) ∪ Ω1] ∩ C if
±∞ ∉ Ω1, or
b) F can be extended to a holomorphic function on [(U ∖R) ∪Ω1] ∩C and
∣F ∣U,Ω1,n,α ∶= sup
z∈Sn(U,Ω1)
pα(F (z))e− 1n ∣Re(z)∣ <∞ (46)
for every n ∈ N, n ≥ 2, and α ∈ A if −∞ ∈ Ω1 or ∞ ∈ Ω1.
We remark that (46) is valid in (a) as well. If ±∞ ∉ Ω, then f∣Ω1 = 0 is equivalent
to statement a).
Observing that
[(U ∖R) ∪ ⋃
V ∈Zf
V ] ∩C = [(U ∖R) ∪ (Ω ∖ suppf)] ∩C = (U ∖ suppf) ∩C,
since U ∈ U(Ω), and
(Ω ∩R) ∖ ⋃
V ∈Zf
V = (suppf ∪ ∂Ω) ∩R,
where the closure and the boundary are taken in R, we get F ∈ O((U∖suppf)∩C,E)
and, if −∞ ∈ Ω1 or ∞ ∈ Ω1, in addition,
∣F ∣U,⋃V ∈Zf V,n,α = sup
z∈Sn(U,⋃V ∈Zf V )
pα(F (z))e− 1n ∣Re(z)∣ <∞
for every n ∈ N, n ≥ 2, and α ∈ A where we have
d(z, (Ω ∩R) ∖ ⋃
V ∈Zf
V ) = d(z, (suppf ∪ ∂Ω) ∩R)
in the definition of Sn(U,⋃V ∈Zf V ).
Now, let K ⊂ Ω be compact, set
bvK(Ω,E) ∶= {f ∈ bv(Ω,E) ∣ supp f ⊂K}
and for U ∈ U(Ω)
Oexp(U ∖K,E) ∶= {f ∈ O((U ∖K)∩C,E) ∣ ∀ n ∈ N, n ≥ 2, α ∈ A ∶ ∣F ∣U,Ω∖K,n,α <∞}
if −∞ ∈ Ω or ∞ ∈ Ω, resp.
Oexp(U ∖K,E) ∶= O((U ∖K) ∩C,E)
if ±∞ ∉ Ω. Due to the considerations above and Lemma 5.7 we gain the following
description of bvK(Ω,E) whose special cases that E = C or more general that E is
a Fréchet space are given in [36, Theorem 3.2.1, p. 480] and [33, 3.6 Satz, p. 37].
5.11. Lemma. Let E be strictly admissible, Ω ⊂ R open and K ⊂ Ω compact. For
any U ∈ U(Ω) we have the (algebraic) isomorphism
bvK(Ω,E) ≅ Oexp(U ∖K,E)/Oexp(U,E).
In particular, we have
bvK(R,E) ≅Oexp(C ∖K)/Oexp(C,E) ≅ L(P∗(K),E).
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Proof. Using Lemma 5.7, we represent bv(Ω,E) by Oexp(U ∖ R,E)/Oexp(U,E).
Then the identity-map
{[F ] ∈ Oexp(U ∖R,E)/Oexp(U,E) ∣ supp[F ] ⊂K}→ Oexp(U ∖K,E)/Oexp(U,E),
[F ]↦ [F ],
is (well-)defined and surjective by the considerations above and obviously injective.
Now, let Ω ∶= R, set Ω1 ∶= R∖K and choose U ∶= C. We claim that the definition
of the space Oexp(C ∖K,E) in the sense above and in the sense of Definition 3.1
coincide (and therefore the spaces have the same symbol). Let n ∈ N, n ≥ 2. Then
d(z, (Ω ∩R) ∖Ω1) = d(z,K ∩R)
and
d(z,C ∩ ∂U) = d(z,∅) =∞ > 1
n
holds for z ∈ C. Further,
±∞ ∉ R ∖K
−∞ ∉ R ∖K
∞ ∉ R ∖K
±∞ ∈ R ∖K
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
±∞ ∈K
−∞ ∈K
∞ ∈K
±∞ ∉K
and hence we obtain Sn(C,R ∖K) = Sn(K). Thus the claim is proved. Therefore,
bvK(R,E) ≅Oexp(C ∖K,E)/Oexp(C,E) ≅ L(P∗(K),E)
holds by Theorem 3.6, which proves the endorsement. 
We remark that this isomorphism induces a reasonable locally convex Hausdorff
topology on bvK(R,E) since L(P∗(K),E) has such a topology.
As already mentioned, we are convinced that a reasonable theory of E-valued
Fourier hyperfunctions (in one variable) should produce a flabby sheaf F on R
such that the set of sections supported by a compact subset K ⊂ R coincides, in
the sense of being isomorphic, with L(P∗(K),E) since the restricted sheaf F∣R
then satisfies the conditions of Domański and Langenbruch for a reasonable theory
of E-valued hyperfunctions. In addition, the map F∶F(R) → F(R), defined by
F ∶= J−1 ○ F⋆ ○ J , where J ∶F(R) → L(P∗(R),E) is an isomorphism existing by
assumption and F⋆ the Fourier transformation of Corollary 3.10, can be regarded
as the Fourier transformation on the space of global sections and is an isomorphism.
If E is strictly admissible, the sheaves bv(E) and R(E) satisfy this condition
for a reasonable theory of E-valued Fourier hyperfunctions by Theorem 5.9 and
Lemma 5.11 (for R(E) remark that sheaf isomorphisms preserve supports, so the
definition of a support in Proposition 3.7 b) was well-chosen). The next theorem
confirms that the sufficient condition of E being strictly admissible is also necessary
for a reasonable theory of E-valued Fourier hyperfunctions in one variable if E
is an ultrabornological PLS-space and describes further equivalent sufficient and
necessary conditions. We use its counterpart for vector-valued hyperfunctions [7,
Theorem 8.9, p. 1139] in the proof.
5.12. Theorem. Let E be a complex ultrabornological PLS-space. Then the follow-
ing assertions are equivalent:
a) There is a flabby sheaf F on some open set ∅ ≠ Ω ⊂ R such that
FK(Ω) ∶= {T ∈ F(Ω) ∣ suppF(T ) ⊂K}
≅L(P∗(K),E) for any compact K ⊂ Ω.
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b) There is a flabby sheaf F on R such that
FK(R) ∶= {T ∈ F(R) ∣ suppF(T ) ⊂K}
≅L(P∗(K),E) for any compact K ⊂ R.
c) E is strictly admissible.
d) P (D)∶ C∞(U,E) → C∞(U,E) is surjective for some (any) elliptic linear
partial differential operator P (D) and some (any) open set U ⊂ Rd and
some (any) d ∈ N, d ≥ 2.
e) E has (PA).
Proof. e)⇔ d): [7, Corollary 4.1, p. 1113] resp. [7, Corollary 3.9, p. 1112]
e)⇒ c): Theorem 4.3 c)
c)⇒ b): Theorem 5.9 and Lemma 5.11
b)⇒ a): Obvious with Ω ∶= R.
a)⇒ e): Let there be a flabby sheaf F on some open set ∅ ≠ Ω ⊂ R such that
FK(Ω) = {T ∈ F(Ω) ∣ suppF(T ) ⊂K}
≅ L(P∗(K),E) for any compactK ⊂ Ω.
Then the restriction F∣Ω∩R of F to Ω ∩R is a flabby sheaf as well such that
(F∣Ω∩R)K(Ω ∩R) = {T ∈ F∣Ω∩R(Ω ∩R) ∣ suppF∣Ω∩R(T ) ⊂K}
≅ L(A (K),E) for any compactK ⊂ (Ω ∩R)
since P∗(K) = A (K) for every compact set K ⊂ R. By virtue of [7, Theorem 8.9,
p. 1139] this implies that E has (PA). 
Due to the preceding theorem a reasonable theory of E-valued Fourier hyper-
functions (in one variable) does not exist for the ultrabornological PLS-spaces E
from Example 4.5 a).
5.13. Remark. It follows from Theorem 5.12 „d) ⇔ e)“ with P (D) = ∂ and the
fact that ultrabornological PLS-spaces are complete, in particular, quasi-complete
that [19, Theorem 3.1, p. 989] (Dolbeaut-Grothendieck resolution of EÕp, cf. [20,
2.1.3 Theorem, p. 76]) is not correct for p = n = 1 and ultrabornological PLS-spaces
E without (PA), for instance, for the spaces E from Example 4.5 a).
Clearly, there are still some open problems.
5.14. Problem. (i) Is strict admissibility a necessary condition for the exis-
tence of a reasonable theory of E-valued Fourier hyperfunctions for general
C-lcHs E? In particular, does such a reasonable theory exist for the spaces
E from Example 4.5 b)?
(ii) Are strict admissibility and admissibility equivalent?
(iii) Is strict admissibility of E equivalent to belonging to the classes of spaces
from Theorem 4.3?
(iv) Do the results for E-valued Fourier hyperfunctions in one variable (d = 1)
carry over to several variables (d ≥ 2)?
One way to tackle Problem 5.14 (iv) might be to adapt the approach from vector-
valued hyperfunctions [7] as decsribed in [46, Chapter 7, p. 153-155]. Maybe, an-
other way is to use the heat method developed by Matsuzawa in [59], [60] and [61],
namely, to represent C-valued hyperfunctions as boundary values of solutions of
the heat equation, which was transferred to C-valued Fourier hyperfunctions in [3],
[5], [37] and [38].
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