Abstract. In this paper we continue the study of R enyi entropies of measurepreserving transformations started in 22]. We h a ve established there that for ergodic transformations with positive e n tropy, the R enyi entropies of order q, q 2 R, are equal to either plus in nity ( q < 1), or, to the measure-theoretic (KolmogorovSinai) entropy ( q 1). The answer for non-ergodic transformations is di erent: the R enyi entropies of order q > 1 are equal to the essential in mum of the measuretheoretic entropies of measures forming the decomposition into ergodic components.
For a xed probability distribution (p 1 : : : p n ) the standard entropy is recovered from the generalized entropies as follows H(p 1 : : : p n ) = l i m q!1 H q (p 1 : : : p n )
Since then the R enyi entropies have been successfully used in information theory and statistics, and more recently in thermodynamics and quantum mechanics. In dynamical systems, Hentschel and Procaccia 8] suggested a one-parameter family of generalized dimensions based on R enyi's approach. These dimensions proved to be Date: December 21, 2000. 1 extremely useful in problems of multifractal analysis and characterization of chaotic attractors, see e.g. 13] . Some attempts 7], 6] were made to introduce the generalized entropies of dynamical system using R enyi's approach. The idea was to produce a su ciently rich family of invariants of a dynamical system, which will take into account the non-uniform behavior of invariant measures. However, the proposed way of generalizing the Kolmogorov-Sinai entropy using H q instead of H 1 , turned out to be non-productive. In 22] we have established the following fact. Theorem 1.1. For an ergodic dynamical system (X B T ) with positive measure{ theoretic entropy h(T ) > 0, the R enyi entropies are given by the following formula h(T q ) = ( +1 q < 1 h(T ) q 1: Also in 22] we suggested another family of generalized entropies, which recovers the results reported in the physics literature 1].
The proof of Theorem 1.1 relies heavily on Sinai's theorem on Bernoulli factors 19], for which the assumptions of ergodicity and positiveness of the measure{theoretic entropy are crucial.
In this paper we prove a result, similar to Theorem 1.1, but without the above assumptions. We consider aperiodic measure-preserving automorphisms, i.e., transformations T of some Lebesgue space (X B ) s u c h that ; x : T n (x) = x for some n = 0 :
Surprisingly, t h e result for such systems is di erent from the ergodic case. q < 1 h(T ) = R h(T t ) dm(t) q = 1 h (T ) q > 1: This result is a bit surprising because of the following: an entropy-based invariant can detect ergodicity. However, we are not aware of any interesting example, where this observation could beuseful. The rst candidates, which come to mind, are the non-ergodic Markov shifts, i.e., the shifts for which the transition probability matrix P is not irreducible. It is possible in this case (provided h(T ) > h (T ), of course) to show the R enyi entropies of order q > 1 are strictly smaller than the measuretheoretic entropy, and thus, the system is not ergodic. However, this proof is much more involved than the standard one, and follows the same idea.
The paper is organized as follows: in the next section we give a formal de nition of the R enyi entropies and establish the basic properties in section 3 we recall facts about the decomposition into ergodic components. We discuss a non-ergodic version of Sinai's theorem on Bernoulli factors, and use it for the computation of the R enyi entropies of order q > 1 in section 4. In section 5 we d e v elop a notion of independent partitions in Rokhlin{Halmos towers and subsequently prove the statement f o r q < 1. Finally, in the last section, we pose some open questions about the possible connection between the R enyi entropiesand the recently introduced entropy convergence rates.
2. R enyi entropies of measure preserving transformations The de nition of the R enyi entropy of order q of a measure-preserving transformation goes along the lines of the standard de nition of the measure-theoretic (Kolmogorov-Sinai) entropy, and consists of 3 steps: the de nition of the R enyi entropy of a nite partition, R enyi entropy of an automorphism with respect to a partition, and, nally, after taking the supremum over all nite partitions, the R enyi entropy of an automorphism, which is a metric invariant.
For any q 2 R the entropy of order q of the partition = f i g n i=1 is the number
with the standard convention 0 q = 0 for all q 2 R and 0 l o g 0 = 0 .
It is easy to check the following monotonicity property H (q 1 ) H (q 2 ) for any and q 1 q 2 : The R enyi entropy of order q with respect to a partition is de ned as h(T q ) = l i m i n f
where (n) = _ T ;1 _ : : : _ T ;n+1 is the partition into sets T n;1 k=0 T ;k i k with i k 2 .
Remark. For q = 1 it is known (see for example 4]) that the limit in (2.2) exists. The proof of this fact is based on a so-called subadditivity property of the Shannon entropy H(1 ):
for all partitions . As it was shown by R enyi in 14], the later is not the case for any q 6 = 1 . This creates some additional problems in the treatment of the R enyi entropies. Nevertheless, if and are independent partitions then H (q _ ) = H (q ) + H (q ) for all q 2 R. We will often exploit this fact.
Finally, w e de ne the R enyi entropy of an automorphism T of order q as the number h(T q) = s u p h(T q ) (2.3) where the supremum is taken over all nite partitions of X.
Proposition 2.1. The R enyi entropies have the following properties:
, where h(T ) is the measure{theoretic (or Kolmogorov{ Sinai) entropy.
4) h(T n q ) = nh(T q ) for any q 2 R and every n 0.
Properties 1-3 follow easily from the de nition of h(T q ), and 4 has beenestablished in 22].
Decomposition into ergodic components
Let (X B ) be a Lebesgue space 4]. For a measurable partition = fC t g t2 , where c a n be nite, countable or uncountable, we identify and the quotient (or, factor) X= { the space, whose points are the elements of . The set is a Lebesgue space as well: the set E is measurable if the set t2E C t is a measurable subset of X, and we obtain a measure m on by letting m(E) = ( t2E C t ). A system of measures f t g, t 2 , is called a canonical system of conditional measures belonging to the partition = fC t g t2 , if 1) t is de ned on some -algebra B t of subsets of C t , such that (C t B t t ) is a Lebesgue space. there exists a T-invariant measurable partition = fC t g and a canonical system of conditional measures f t g such that for almost all t (C t B t t T j Ct ) is ergodic: Suppose = fC t g is the decomposition into ergodic components of (X B T ),
Consider the essential in mum and the essential supremum of measure-theoretic entropies of the measures t from the decomposition into ergodic components:
h (T ) = m-essinffh(T t )j t 2 = X= g := sup c : m(ft : h(T t ) < c g) = 0 h (T ) = m-esssupfh(T t )j t 2 = X= g := inf c : m(ft : h(T t ) > c g) = 0 :
The quantity h (T ), sometimes called the entropy rate, has been previously studied in the literature 9, 21, 23] in relation with the existence of nite generators (generating partitions) for non-ergodic systems. A w ell-known theorem of Krieger 11] states that an ergodic dynamical system with a nite measure-theoretic entropy h(T ) admits a nite generator with card( ) exp(h(T ) ) + 1 . It turns out that for nonergodic aperiodic dynamical systems a similar result is true, provided h (T ) < 1: a nite generator exists whose cardinality d o e s not exceed exp(h (T )) + 1.
Denote by m = fP = ( P 1 : : : P m )g the set of all ordered partitions of X into m sets. For any measure on (X B) d e n e the partition (pseudo-)metric on m as follows
If (P Q) = 0 then P and Q agree except on a set of measure 0, and, of course, in this case we say that P = Q. The space ( m ) i s a complete metric space. For an at most countable ordered partition P of (X B ) the distribution vector of P is given by d(P ) = ; (P 1 ) (P 2 ) : : : :
Suppose P and P are partitions into m sets of (X B ), (Y F ) respectively, then the distribution distance is
Suppose we have a set f t g t2 of measures on (X B). For every t 2 consider the metric t on m . The following fact will be used later: there exists a countable set~ m m , w h i c h is t -dense in for almost every t 2 .
The existence of such~ m follows from the fundamental properties of the Lebesgue spaces. By de nition, a Lebesgue space (X B ) admits a countable basis ; = fB g. This in particular means that for any measurable set A 2 B there exists a set C from a minimal -algebra generated by ; such that C A and (A n C) = 0 : Hence~ m is an at most countable collection of ordered partitions into m sets, where elements of these partitions are taken from A. From (3.1) we conclude that~ m is dense in m . Moreover, for almost every t 2 ,~ m is t -dense in m as well. This is a consequence of the following fact ( 15] , see also 16]): for almost every t 2 , the countable collection of sets ; t = ; \ C t is a b a s i s i n t h e Lebesgue space (C t B t t ).
R enyi entropies of order q > 1
In this section we are going to prove t h a t h(T q ) = h (T ) f o r e v ery q > 1. We start by showing that h(T q ) h (T ). Note that due to (4.1) h(T ) h(T 1 ). Let besome nite partition. For any C 2 one has (C) = 1 (C) + ( 1 ; ) 2 (C) and, therefore, (C)1 (C) q for q > From the above one easily concludes that
On the other hand, due to the monotonicity of the R enyi entropies with respect to q, for q > 1 w e have h(T 1 q ) h(T 1 q ) h(T 1 1) = h(T 1 ): Combining the two last inequalities we nally obtain that for any q > 1 h(T q ) h(T 1 ): Thus we see that the R enyi entropy of a linear combination of two measures does not exceed a minimum of the measure-theoretic entropies of these two measures. It is evident that the above argument goes through in the case of a nite or countable decomposition: = P k k k , where k 0 a n d P k k = 1 . Moreover, the above argument can be equally easily generalized to the case of, generally, uncountable decomposition of an invariant measure into ergodic components f t g. This is done in the following lemma. Lemma 4.1. For a measure preserving system (X B T ) one has h(T q) h (T ) (4.2) for every q > 1. Proof. Consider an ergodic decomposition of (X B T ) as in section 3. By the de nition of h (T ) for every " > 0 the set E 1 = ft : h(T t ) < h (T ) + "g has a positive m-measure. Suppose, there exists " 0 > 0 such that for any " 2 (0 " 0 ) one has m(E 1 ) < 1.
If such " 0 > 0 does not exist, then h(T t ) = h (T ) for m ; a:a: t:
As a result we immediately conclude that h(T ) = h (T ), and using the fact that h(T ) h(T q) for any q > 1 w e obtain our claim (4.2).
Assume such " 0 > 0 exists and chose any " 2 (0 " 0 ). Since m(E 1 ) 2 (0 1) we can de ne
It is clear that 1 and 2 are invariant probability measures. Moreover, h(T 1 ) h (T ) + ". Using the above argument for two measures 1 and 2 we conclude that for any q > 1 h(T q ) h (T ) + ": Since " > 0 can bechosen arbitrary small, we obtain the claim (4.2). If T is a Bernoulli automorphism then there exists a partition P of X such that 1) P is generating, 2) fT n Pg n2Z is a sequence of independent partitions. Such partition P is called an independent generator for T. A well known theorem by Sinai 19] states that for every ergodic automorphism T with entropy h(T ), and every positive numberh such that h h(T ), there exists a Bernoulli factor with entropy h. A non-ergodic version of the Sinai theorem srt appeared in 10]. Theorem 4.3. Suppose T is an automorphism of a Lebesgue space (X B ). Let T be a Bernoulli automorphism of (Y F ) with a nite independent generator P, card( P) = k. Let fC t t g be a d e composition of (X B T ) into ergodic components and m be a corresponding measure on the factor X=fC t g. Assume that h (T ) h( T ). Then there exists a partition Q, card(Q) = k, such that i) fT i Qg is a sequence of independent partitions,
In fact, using the techniques of 10] one can establish a non-ergodic version of the Ornstein fundamental lemma 12, 18, 20] as well. The strategy of generalizing \ergodic" results to the non-ergodic case consists of the following. Suppose that fC t t g is the decomposion of into ergodic components, and that for almost every t there exists a partition P t of C t into m elements which satis es some required property. We recall that there exists a countable family of partitions~ m which is t -dense in the set all partitions into m elements for almost all t, see section 3. Using this familỹ m one can construct a universal partition P such that P \ C t = P t for almost all t. 4.3. Estimate from below. Now we can prove a lower estimate: h(T q ) h (T ) for all q > 1. Before we proceed with this estimate we would like t o make a few remarks. Firstly, we compute the R enyi entropy of order q for a Bernoulli shift. 
= : : : = p k = 1=k, then h( q ) = log k. In this case, since h( ) = log k, w e immediately conclude that h( q ) = l o g k for q > 1.
We would also need the following statement. Hence, we conclude that if ( T ) is ergodic, then h ( T p ) = ph( T ) f o r a n y prime p, p 1 .
Assume now that (T ) is not ergodic and let = R t dm be the decomposition of into ergodic components. Applying the argument a b o ve to each ( T t ) w e conclude that h (T p t ) = ph(T t ), and therefore h (T p ) = ph (T ). Now let us proceed with the proof of the inequality: h(T q ) h (T ) for all q > 1. Assume the opposite, i.e., there exists q > 1 such that h(T q ) < h (T ). Take a su ciently large prime p such that there exists an integer k satisfying ph(T q ) < log k < p h (T ) = h (T p ): . Hence, h(T q) h (T ) for q > 1, and together with (4.2), this gives the equality h(T q) = h (T ) for all q > 1. 5. R enyi entropies of order q < 1 In this section we will prove the remaining part of Theorem 1.2. The techniques which we are going to use will bedi erent from the previous section. The reason is that we do not want to assume h (T ) > 0 (or, even h(T ) > 0). In the case when h (T ) > 0, we can (with the help of the non-ergodic version of Sinai's theorem on Bernoulli factors obtained in the previous section) proceed as in 22].
Our main goal is to construct partitions with arbitrarily large R enyi entropy of order q, q < 1: for every C > 0 w e have to nd a partition such that h(T q ) = l i m i n f
Since the R enyi entropies are monotonic in q we can restrict ourselves to q 2 (0 1).
First of all, let us make an observation which w i l l a l l o w us to simplify the estimate of the R enyi entropy of a partition from below.
De nition 5.1. The R enyi entropy of order q, q 6 = 1 , of a nite partition = f i g restricted to a set F, (F ) > 0, is the number H (q jF) = ; 1 q ; 1 log X i 2
It is easy to see that any each q 2 (0 1) and for any set F, (F ) > 0, one has H (q ) H (q jF):
(5.2) In the next subsection we will show h o w this can be used when F is a base of some Rokhlin{Halmos tower and is some special partition.
5.1. Rokhlin{Halmos towers and independent collections of sets. We have assumed that T is an aperiodic automorphism. It is well known that for such automorphisms one can construct Rokhlin{Halmos towers of any height and measure arbitrarily close to 1. We will use the same letter for m;1 k=0 T k M. The height of the tower is said to be m and ( ) = m (M) is its measure.
We n o w g i v e a de nition of an independent collection of sets relative to a RokhlinHalmos tower. We will associate to such collections certain partitions, which will be analogous to Bernoulli partitions. is a collection of independent partitions of M.
For convenience we will always assume that Collections of independent sets exist in every tower. This follows from the following two observations. Firstly, since T is assumed to beaperiodic, the invariant measure has no atoms. Secondly, for any Lebesgue space (X B ), where has no atoms, for every measurable set A and each 2 0 (A)] one can nd a set B A with (B) = .
It follows immediately from the de nition 5.2, that if I is a collection of independent sets in and I is the corresponding partition, then 0000000000000 0000000000000 0000000000000 1111111111111 1111111111111 1111111111111 0000 0000 1111 1111 00000 00000 11111 11111 0 1 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 000 000 111 111 00 00 11 11 00 00 11 11 Proof. This lemma is a generalization of lemmas 2.6 and 2.7 from 3], and its proof follows quite closely the proofs of the corresponding results in 3]. Nevertheless, due to the necessary modi cations and for the sake of completeness we provide a proof here.
We shall use the following notation: let = f1 : : : N g and (r) = I r 1 \ T ;1 I r 2 \ : : : \ T ;m+1 I rm for r = ( r 1 : : : r m ) 2 m ~ (s) = E s 1 \ T ;1 E s 2 \ : : : \ T ;m+1 E sm for s = ( s 1 : : : s m ) 2 m : We k n o w t h a t ( (r) \ M) = (M)=N m . Since is close to I in , w e e x p e c t t h e sets (m) \ M to have approximately the same measure as the sets of (m) \ M. Let us make it precise. We say that~ (s), s 2 m , is a`bad' (or, a`fat') element of (m) if (~ (s) \ M) 2 m N ;m=4 (M) and is`good' (or`thin') otherwise. We collect the indexes of all`bad' elements into the set S = fs 2 m :~ (s) is`bad' g:
We will now show that`bad' elements of (m) cover less than a half of M in measure, i.e., The proof is straightforward: let j = 1 : : : N ; 1 a n d k = 1 : : : m , then (E j M I j ) \ E s k \ I r k = (E j n I j ) \ E s k \ I r k (I j n E j ) \ E s k \ I r k =: A B: Suppose rst that s k = r k . Then for j = s k = r k we have A B (E j n I j ) \ I j (I j n E j ) \ E j = ?
since I j for j = 1 : : : N ; 1. For j 6 = s k = r k we have A B (E j n I j ) \ E s k (I j n E j ) \ I r k = ? since E j \ E s k = I j \ I r k = ?. Now consider the case s k 6 = r k . If j 6 = s k and j 6 = r k , then A B (E j \ E s k ) (I j \ I r k ) = ?: If j 6 = s k and j = r k , then A (E j n I j ) \ E s k = ? but B = ( I j n E j ) \ E s k \ I r k = ( I r k \ E s k ) since E j \ E s k = ?.
Similarly, for j = s k and j 6 = r k , we conclude that B = ?, but A = E s k \ I r k .
Hence we proved (5.6), and therefore (5.5). Using (5.5) and the fact that T is measure{preserving, we can simplify (5. 
From this we conclude that there exists E j 2 B such that E j (k) ! E j for k ! 1 :
It follows from the construction that (E j \ E i ) = 0 for i 6 = j. Since we can neglect sets of measure zero we m a y assume that E i \E j = ? and hence we h a ve a collection E = ( E 1 : : : E N;1 ) o f pairwise disjoint subsets of X. Furthermore, for every j = 1 : : : N ; 1 and any L > k one has Everywhere above we have assumed that q 2 (0 1). However, since h(T q ) h(T 1=2 ) for all q 0 and every partition , we have obtained partitions with large R enyi entropies of all orders q, q 0, as well. Finally, since N is an arbitrary integer, we proved the remaining part of Theorem 1.2.
6. Final remarks a) Another version of R enyi entropies can be de ned using lim sup instead of lim inf in (2.2). In principle, due to the lack of subadditivity o f H q , there might exist a nite partition such that for all q 2 R.
Since h(T q) = +1 for q < 1 in the ergodic and aperiodic cases, the claim is obviously true for q < 1.
To complete the proof we have to show that for q > 1 sup
in the ergodic case, and sup nite h(T q ) h (T ) (6.2) in the aperiodic case. The rst inequality (6.1) follows immediately from the monotonicity properties (Proposition 2.1), and the fact that for q = 1 (standard entropy) the limit in (2.2) exists. The second inequality (6.2) is proved exactly in the same manner as an inequality h(T q ) h (T ) in section 4.1. b) Formally speaking, the pair of metric invariants (h(T ) h (T q)), q > 1, can detect ergodicity: if h(T ) ;h(T q ) > 0, then (T ) cannot be ergodic. However, we were not able to nd any relevant examples where this could be useful. In our opinion, an example of a measure-preserving system (X B T ), where the non-ergodicity can bedecided from the positiveness of h(T ) ; h(T q ) would be interesting.
c) The di erence between ergodicity and non-ergodicity i s l e s s i n teresting than the di erence between ergodicity and weak mixing. As it is well known, weak mixing of T is equivalent to the ergodicity of any direct products of T with an ergodic automorphism S. Suppose, T is ergodic, but not weakly mixing. Then there exists an ergodic measure-preserving dynamical system (Y F S ) such t h a t ( X Y G T S) is not ergodic. Unfortunately, the R enyi entropies are not able to detect non-ergodicity o f such systems: for q > 1 one has h(T S q) = h(T q ) + h(S q) = h(T ) + h(S ) = h(T S ) where the rst and the third equalities are standard facts for entropy-like characteristics, and the second equality follows from Theorem 1.1 d) Entropy convergence rates were introduced in 3]. Let (X B ) bea Lebesgue space and T bea measure-preserving automorphism. Suppose that (X B T ) h a s zero entropy. Hence, for any nite partition one has h(T ) = lim inf n!1 1 n H ( (n) ) = 0 : Let c > 0 and a n , n 1, is a sequence of positive numbers such that a n ! 1.
Denote by the set of all non-trivial partitions (X B ) i n to two sets.
The automorphism T is said to be of type (LI c) for ((a n ) ) if for every 2 lim inf n!1 1 a n H( (n) ) c of type (LS c) f o r ((a n ) ) if for every 2 lim sup n!1 1 a n H( (n) ) c:
Similarly one de nes types (LI c), (LS c), (LI < c ), etc. Clearly, the type of a measure-preserving transformation is a measure-theoretic invariant.
It was shown in 3] that there are no aperiodic transformations of type (LI < 1)
for ((a n ) ), where a n = o(n), n 1. Every totally ergodic transformation (i.e., T k is ergodic for every k 1) is of type (LS = 1) f o r ( g(log n) ), where g : 0 +1) ! R is positive, monotone increasing and
x 2 dx < 1:
Also, in 2] F.Blume constructed a class of weakly mixing systems, which can be distinguished by these invariants.
It would interesting to know if the corresponding notions for the R enyi entropies, both in the case of q < 1 and q > 1, can produce useful convergence rates, which are di erent from the case of standard entropy. 
