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Exact dynamics and thermalization of an open bosonic quantum system in presence of
a quantum phase transition induced by the environment
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We derive the exact out-of-equilibrium Wigner function of a bosonic mode linearly coupled to
a bosonic bath of arbitrary spectral density. Our solution does not rely on any master equation
approach and it therefore also correctly describes a bosonic mode which is initially entangled with
its environment. It has been recently suggested that non-Markovian quantum effects lead to dissi-
pationless dynamics in the case of a strong coupling to a bath whose spectral density has a support
bounded from below. We show in this work that such a system undergoes a quantum phase transi-
tion at some critical bath coupling strength. The apparent dissipationless dynamics then correspond
to the relaxation towards the new ground-state.
PACS numbers: 03.65.Yz, 03.65.Ta, 05.70.Ln
Introduction. - The decoherence of an open quantum
system has been studied by a variety of methods in the
past [1]. One frequently used approach is based on an
exact (non-Markovian) master equation for the reduced
density-matrix (RDM) of the system [2–5]. While its
success is undeniable, all known master equations are
however derived under the assumptions that the system
and its environment are initially uncoupled. The ques-
tion of how to describe a non-Markovian time evolution
of open quantum systems, preferably via a closed equa-
tion for the RDM subject to arbitrary [i.e. entangled]
initial conditions, is still under debate.
The objective of this letter is twofold. We first show
how to derive the exact Wigner function of a bosonic
mode linearly coupled to a bosonic bath in the general
case of arbitrary, possibly non-factorizing initial condi-
tions. Hence, our analysis will go beyond the range of
validity of the master equations. We then focus on a
particular environment which conserves the total number
of excitations. We revisit the issue concerning “dissipa-
tionless dynamics” recently raised in the literature [5, 6],
where it has been argued that the relaxation is inhibited
by strong non-Markovian effects in the bath. We show
that this peculiar behavior is on the contrary related to
a [static] quantum phase transition in the global system
and hence it does not directly result from dynamic mem-
ory effects in the environment.
Model. - Let us consider the dynamics of a bosonic
(aˆ†, aˆ)-mode [of mass m and frequency ω0], the “system”
S, in contact with a “bath” B modeled as a set of NB
harmonic oscillators (bˆ†i , bˆi) [of mass mi and frequency
ωi]. The Hamiltonian is then given by [~ = kB = 1
throughout this letter]
Hˆ = ω0 aˆ
† aˆ+ HˆB + Hˆc , (1)
where HˆB =
∑NB
i=1 ωi bˆ
†
i bˆi is the Hamiltonian of the bath
and Hˆc describes the SB-coupling. We assume Hˆc to be
quadratic in the ladder operators. Furthermore, all the
parameters appearing in Hˆ [and Hˆc] can depend on time,
implying that the whole system U = S⊕B may be driven
out-of-equilibrium. The general dynamics after arbitrary
initial conditions governed by Eq. (1) will be analyzed
in the following in terms of the Wigner function Wt(q, p)
of the RDM ρˆ of the system: ρˆ(t) = TrB
{
ρˆU (t)
}
, with
ρˆU(t) = Uˆ(t)ρˆU (0)Uˆ †(t) the total density-matrix at time
t with initial condition ρˆU(0) [the evolution operator Uˆ(t)
solves i∂tUˆ(t) = Hˆ(t)Uˆ(t)]. Wt(q, p) is defined as
Wt(q, p) =
1
2pi
ˆ
du e−ipu 〈q + u
2
| ρˆ(t) |q − u
2
〉 , (2)
with |q ± u/2〉 position eigenstates.
In the last part of this letter we discuss the effects of
a particular environment, the so-called resonant bath for
which
Hˆc = Hˆr =
∑
i
Ci(aˆ bˆ
†
i + aˆ
† bˆi) . (3)
Let us first analyze the physical content of the above
model. The canonical model for dissipative quantum dy-
namics is the quantum Brownian motion (QBM) modeled
by Hˆc = HˆQBM =
∑
i Ci(aˆ+ aˆ
†)(bˆi + bˆ
†
i ). Under certain
circumstances one disregards the term aˆ bˆi + aˆ
†bˆ†i which
then leads to Hˆr defined in Eq. (3). This is the well-
known rotating wave approximation (RWA). Note how-
ever, that the Eq. (3) can be more than a simple approxi-
mation of QBM since it models an interaction which con-
serves the total number of particles Nˆ = aˆ† aˆ+
∑
i bˆ
†
i bˆi,
a symmetry that can be imposed by nature right from
the start to describe possible experimental setups [7].
Note that the influence of the bath on the system in the
resonant model is completely determined by the spectral
2function S(ω) = 2pi
∑
iC
2
i δ(ω − ωi). In the present case
the spectral function is non-zero only for ω ≥ 0 [in con-
trast to QBM]. If the number of bath modes is infinite
we can also write S(ω) = η ωsf(ω/ωc), where η ∝ C2i
characterizes the strength of the SB-coupling and f(x)
is a cut-off function. Depending on the exponent s which
describes the low-ω behavior of S(ω) the bath is said to
be Ohmic, super-Ohmic or sub-Ohmic [s = 1, s > 1 or
s < 1, respectively].
Wigner function of a Gaussian initial state. - In order
to obtain the exact Wigner function of S, we analyze first
ρˆG(t). The superscript G indicates that we start from a
Gaussian initial condition. One can show that the matrix
elements ρGx,y(t) = 〈x| ρˆG(t) |y〉 satisfy [see Appendix]
ρGx,y(t) =
ˆ
dr e−
i
2 r(x+y)〈e−i(x−y)pˆ+irqˆ〉t , (4)
where 〈· · ·〉t = TrU
{
ρˆU (t) · · ·
}
is the time-dependent sta-
tistical average and qˆ = 1√
2mω0
(aˆ†+ aˆ), pˆ = i
√
mω0
2 (aˆ
†−
aˆ) are the position and momentum operators of S. Since
we assume in this paragraph ρU (0) to be Gaussian, the
average in Eq. (4) can be readily done by realizing that
– within a path-integral formalism [8] – pˆ and qˆ become
Gaussian random variables. One then obtains
〈e−i(x−y)pˆ+irqˆ〉t = (5)
eirq¯−
Cpp
2 (x−y)2−
Cqq
2 r
2+r(x−y)Cqp−ip¯(x−y) ,
where we denote the mean value by A¯(t) = 〈Aˆ〉t and
the correlation functions by CAB(t) =
1
2 〈Aˆ Bˆ + Bˆ Aˆ〉t −
A¯(t)B¯(t) for any two operators Aˆ and Bˆ. These correla-
tion functions can be determined by using path integral
methods [9] or by averaging the solution of the equa-
tions of motion over the initial density-matrix ρU(0) [see
a more detailed discussion below].
From Eq. (4) we find in conjunction with Eq. (5) the
final expression for the RDM of a Gaussian initial condi-
tion after the time evolution under a quadratic [possibly
time-dependent] Hamiltonian:
ρGx,y(t) =
em˜(x−q¯)(y−q¯)−
m
2 (x−q¯)2−m
∗
2 (y−q¯)2−ip¯(x−y)√
2piCxx
, (6)
with m˜ = Cpp − (14 + C2xp)/Cxx and m = Cpp +
(12 − iCxp)2/Cxx. Note that this result also allows
the study of quantum quenches by setting ρU (0) =
e−Hˆinit/T /Tr
{
e−Hˆinit/T
}
with Hˆinit, a quadratic [possi-
bly interacting] Hamiltonian different from Hˆ , and T ,
the initial temperature of the system.
Let us now determine the Wigner function associated
with the Gaussian density-matrix (6) by using the defi-
nition (2). After a straightforward calculation one finds
WGt (z) =
e−
1
2 (z−z¯)T ·AGt
−1·(z−z¯)
2pi
√
detAGt
. (7)
We introduced the vector notation zT = (q, p) and ζi =
(qi, pi) [which we shall use later] for the mode i of B, as
well as the euclidean scalar product · of R2. Furthermore,
AGt = 12 〈zˆ · zˆT +(zˆ · zˆT )T 〉Gt − z¯(t) · z¯(t)T is the covariance
matrix [note that zˆ · zˆT 6= (zˆ · zˆT )T since qˆ and pˆ do not
commute] which can be recast as
AGt =
(
Cqq(t) Cqp(t)
Cqp(t) Cpp(t)
)
. (8)
The various correlators can be computed by using the
equations of motion of the operators zˆ and ζˆi:
i∂tzˆ(t) = M0(t) · zˆ(t) +
∑
i
M˜0i(t) · ζˆi(t), (9)
i∂tζˆi(t) = Mi(t) · ζˆi(t) + M˜i0(t) · zˆ(t) , (10)
whereM0, Mi, M˜0i, and M˜i0 are two-dimensional matri-
ces, the details of which depend on the model. By solving
first the equations of the bath operators we find the so-
lutions ζˆi(t) = Li(t) · ζˆi(0)+
´ t
0
dτLi(t− τ) ·M˜i0(τ) · zˆ(τ),
with i∂tLi(t) = Mi(t) · Li(t) and Li(0) = 1. By insert-
ing these solutions into the equations of motion of zˆ we
further obtain
zˆ(t) = Φ(t) · zˆ(0) +
∑
i
Mi(t) · ζˆi(0) , (11)
with
Mi(t) =
ˆ t
0
dτ Φ(t− τ) · M˜0i(τ) · Li(τ) , (12)
and Φ(t) the solution of
0 = i∂tΦ(t)−M0(t) · Φ(t) (13)
−
∑
i
ˆ t
0
dτM˜0i(t) · Li(t− τ) · M˜i0(τ) · Φ(τ) ,
with Φ(0) = 1. From Eq. (11) the covariance matrix AGt
can be readily computed by averaging over ρˆU (0) [10].
Wigner function of an arbitrary initial state. - We
show now how the density-matrix of an arbitrary non-
Gaussian initial condition can be constructed from the
density-matrix of a coherent-state initial condition. Note
that coherent-states are Gaussian states such that we can
make the link with the previous section.
It is well known that any density-matrix can be writ-
ten as a diagonal matrix in the coherent-state basis by
using the Glauber-Sudarshan P -function [see e.g. [11]]:
ρˆU(0) =
´
d2α
∏
i d
2βiP0
(
α; {βi}
) |α; {βi}〉 〈α; {βi}|,
where a state of U is written as |α; {βi}〉 with α the state
of S and {βi} = {β1, β2, · · · } the state of B. By taking a
partial trace over the B-states we find the RDM
ρx,y(t) =
ˆ
d2α
∏
i
d2βi P0(α; {βi}) ρGx,y(t) , (14)
3where ρGx,y(t) is now associated with the particular Gaus-
sian initial condition ρˆ|α;β〉 = |α; {βi}〉 〈α; {βi}|.
Hence, by using Eqs. (14) and (2) the Wigner function
corresponding to an arbitrary initial state is given by
Wt(z) =
ˆ
dz˜
∏
i
dζ˜i W
G
t (z) P0(z˜, ζ˜i) , (15)
where WGt (z) is given in Eq. (7) with the initial con-
dition ρˆ|α;β〉. Note that the P -function contains all
the information on the non-Gaussian initial condition.
However, the P -function is in general highly singu-
lar and therefore not suited for concrete applications.
We therefore proceed by eliminating P0(z˜, ζ˜i). Let
us first express the problem solely in terms of the
variables z˜ and {ζ˜i}. By definition, we can write´
dz˜
∏
i dζ˜iP0(z˜, ζ˜i) = d
2α
∏
i d
2βiP0(α; {βi}) with z˜T =
(
√
2/mω0 Re(α),
√
2mω0 Im(α)) and similar relations
between the ζ˜i and βi. Hence, W
G
t (z) now depends
via its initial condition ρˆ|α;β〉 = |z˜; {ζ˜i}〉 〈z˜; {ζ˜i}| on the
new variables z˜ and ζ˜i, too. Note that we have rela-
beled the coherent state |α; {βi}〉 by virtue of the above
relation between z˜T , Re(α) and Im(α). In the follow-
ing we use the convention for the Fourier transform
F˜ (k) =
´
dz e−ik
T ·zF (z) of a function F (z), defining
analogously the Fourier transform of functions of many
variables.
Second, let us introduce the Wigner function
W0(z˜, {ζ˜i}) of the [non-Gaussian] initial condition ρˆU(0).
According to [11] it can be written in terms of P0(z˜, ζ˜i)
in the Fourier domain as
W˜0(k; {κi}) = P˜0(k; {κi}) e− 12k
T ·A0·k−
∑
i
1
2κ
T
i ·Ai·κi , (16)
where
A0 =
(
1
2mω0
0
0 mω02
)
, Ai =
(
1
2miωi
0
0 miωi2
)
, (17)
are the covariance matrices of a coherent state.
Third, the Fourier transform of Eq. (15) with respect
to z [using Eq. (7)] now reads
W˜t(k) =
ˆ
dz˜
∏
i
dζ˜i e
− 12 kT ·AGt ·k−ikT ·z¯ P0(z˜, {ζ˜i}) . (18)
From Eq. (11) one easily shows that z¯(t) = Φ(t) · z˜ +∑
iMi(t) · ζ˜i , and Eq. (18) can be recast as
W˜t(k) =e
− 12kT ·[AGt −Φ·A0·ΦT−
∑
i
Mi·Ai·MTi ]·k
× W˜0(ΦT · k, {MTi · k}) . (19)
Finally, with the definition AGt = 12 〈zˆ · zˆT +(zˆ · zˆT )T 〉Gt −
z¯(t) · z¯(t)T and by noting that AGt has to be calculated
with ρˆ|α;β〉 [see above] one can show after some algebra
that At = Φ · A0 ·ΦT −
∑
iMi · Ai ·MTi : The exponent
in the rhs of Eq. (19) thus cancels out exactly and
Wt(z) =
ˆ
dk
2pi
eik
T ·z W˜0
(
ΦT (t) · k, {MTi (t) · k}
)
.
(20)
Note that Eq. (20) holds regardless of the entanglement
in the initial condition [12]. In the particular case where
the initial condition is factorized, ρˆU (0) = ρˆS ⊗ ρˆB, we
further have W0
(
z, {ζi}
)
= WS(z) WB
({ζi}). By defin-
ing the propagator Kt(z) =
´
dk
2pi e
ikT ·zW˜B
({MTi (t) · k})
we can write
Wt(z) =
ˆ
dz˜ Kt (z − Φ(t) · z˜) WS(z˜) . (21)
Since Kt=0(z) = δ(z) [by definition Mi(0) = 0 and by
normalization W˜B({κi = 0}) = 1], the term “propagator”
is particularly well suited for Kt.
Eq. (20) and in particular Eq. (21) will be used in
the following to analyze the relaxation dynamics of the
resonant model.
Quantum phase transition and equilibration in the res-
onant model. - Let us come back to the resonant model
with time-independent coupling. The central aspect of
our argumentation is the analysis of the time evolution
of ρˆU(0) = |1; {0}〉 〈1; {0}| which describes a factorizing
initial condition between the system in its first Fock state
and the bath ground-state [i.e. at zero temperature].
The equation of motion (11) is now readily solved and
[at zero T ] its solution is totally determined by the Green
function Φ(t) [6]. More precisely, the dynamics is given
by [see below] u(t) ≡ Φ11(t) − imω0Φ12(t). We have in
the Laplace domain u˜(λ) = [λ+ iω0 +Σ(λ)]
−1
, with the
self-energy Σ(λ) =
´∞
0
dω
2pi S(ω)/(λ+ iω). The relaxation
of the system is then completely determined by the long-
time behavior of u(t). Note that Σ(λ) has a branch cut
on the imaginary half-axis for Imλ < 0. Generically, for
sufficiently strong interactions, η ≥ ηc, where ηc depends
on the details of S(ω), an isolated pole λ1 appears in the
denominator of u˜(λ) with Reλ1 = 0 and Imλ1 > 0. This
pole is defined by the equation λ1 + iω0 + Σ(λ1) = 0.
In real time such a pole gives rise to a purely oscillatory
mode. One thus has u(t) = Z1eλ1t+ · · · in the long time
limit where the ellipsis stands for decaying terms. Here,
Z1 = [1 + Σ′(λ1)]−1 is the residue of the pole [see Ref. [6]
for a detailed discussion]. Accordingly, for η > ηc it has
been argued that the system’s relaxation is inhibited by
the emergence of this isolated pole and the resulting dy-
namics have been called “dissipationless” in the recent
literature [5, 6].
Let us further interpret these formal equations by
analyzing the spectrum of Hˆ . Consider in particular
the eigenstates of Hˆ with zero and one total excitation
(the number of which is conserved), which we write as
|φ0〉 = |0; {0}〉 and |φ1〉 = c0 |1; {0}〉+
∑
i ci |0; i〉, where
|0; i〉 = bˆ†i |0; {0}〉. The vacuum state |0; {0}〉 has zero
4energy, e0 = 0, regardless of the SB-coupling. When η is
very small the vacuum is obviously the ground state of
U . Let us denote the energies of the one-excitation eigen-
states by e
(j)
1 : By construction one has Hˆ |φj1〉 = e(j)1 |φj1〉.
Let us further denote the smallest of these energies by
e1 = min(e
(j)
1 ) which satisfies [with all the other e
(j)
1 ] the
condition
e1 = ω0 +
NB∑
i=1
C2i
e1 − ωi . (22)
Also, c0 is determined by
c20 =
(
1 +
NB∑
i=1
C2i
(e1 − ωi)2
)−1
= 1−
NB∑
i=1
c2i . (23)
The last equation is a consequence of the normaliza-
tion condition 1 = 〈φ1 |φ1〉. Moreover, upon inspecting
Eqs. (22) and (23) it is clear that
λ1 = −ie1 , c20 =
1
1 + Σ′(e1)
= Z1 . (24)
Obviously, when e1 > 0 the sum in Eq. (23) diverges
in the limit of an infinite bath [NB → ∞] and c0 ∼
1/
√
NB → 0. However, if Eq. (22) has a solution e1 < 0
then c0 remains finite which implies that 〈φ1| aˆ†aˆ |φ1〉 =
c20 > 0 [13]. Moreover, in that case we have e1 < e0 and
the ground-state changes due to a level crossing. Such a
behavior implies a quantum phase transition [14]. The
critical value ηc for this to happen is found by setting
e1 = 0 in Eq. (22) which translates into Σ(0) = −iω0.
The one-excitation eigensubspace of Hˆ is spanned by
the states |φ1〉 , |φ11〉 , |φ21〉 , · · · and for η > ηc it is straight-
forward to show that e1 < 0 < e
(j)
1 . Let us now make
the connection to the system which is initially described
by ρˆU (0) = |1; {0}〉 〈1; {0}|. In order to find the time
evolution we expand |1; {0}〉 into a sum over |φ1〉 and all
|φj1〉: |1; {0}〉 = d|φ1〉+
∑NB
j=2 dj |φj1〉, from which we find
dj = c
(j)
0 by multiplying the previous equation by |φj1〉.
Hence, after a time lag t
〈1|ρˆ(t)|1〉 = d2〈1, {0}|φ1〉〈φ1|1, {0}〉
+
NB∑
j=2
d2j〈1, {0}|φ1〉〈φ1|1, {0}〉+ osc , (25)
where “osc” stands for oscillating terms ∼ eit(e(j)1 −e(j
′)
1 ),
j 6= j′, which cancel out for t → ∞. Since dj = c(j)0 =
〈φ1|1, {0}〉 ∼ 1/
√
NB [note that e
(j)
1 > 0] and d = c0 we
have in the NB →∞ limit 〈1|ρˆ(t)|1〉 ≃ c20|〈1, {0}|φ1〉|2 =
c40. Accordingly, the RDM relaxes towards
ρˆ(t→∞) = (1− c40)|0〉〈0|+ c40|1〉〈1| . (26)
This result can indeed be directly derived within our for-
malism [see, i.e., Eq. (21)], as it can be shown that for the
initial condition ρˆU (0) = |1; {0}〉 〈1; {0}| [see Appendix]
Wt(z) =
e−
1
2 z
T ·A−10 ·z
2pi
√
detA0
(|u|2zT · A−10 · z − 2|u|2 + 1) ,
(27)
which then, in the large-t limit, [for η > ηc note that
u(t)→ Ze−ie1t] yields
Wt(z) =
e−
1
2 z
T ·A−10 ·z
2pi
√
detA0
(
c40 z
T · A−10 · z + 1− 2c40
)
. (28)
This is indeed the Wigner-function associated with
Eq. (26). On the other hand, if η < ηc, u(t) → 0 in
the long-time limit and Wt(z) → 2pie−2|z|
2
, which is the
Wigner function of the vacuum. Note that, while the
number of total excitations is conserved, the single oc-
cupation number of the system aˆ†aˆ is not. The RDM of
the system can thus relax towards |0〉 〈0| for η < ηc.
Discussion and conclusion. - Let us briefly summa-
rize what we have achieved in this letter. Eq. (20) gives
the general form of the Wigner function in the case of
a Gaussian evolution, but arbitrary initial conditions [in
particular non-factorizing ones] which are encoded in the
Fourier transform of their Wigner function W˜0. Since the
time evolution [given after Eqs. (11)] is in principle ex-
actly solvable [note that we assumed Hˆ to be quadratic]
a remaining difficulty may arise when calculating W˜0 via
Eq. (2). However, in the case where a superposition of
Gaussian states is considered [i.e. Schro¨dinger cat states],
or for Fock states, the effort for determining W˜0 is mini-
mal.
In the case of a factorized initial condition, Eq. (21)
yields the evolution of the reduced initial Wigner func-
tion WS through the convolution with the propagator
Kt. Eq. (21) can be considered as the solution to
the corresponding master equations : For instance it is
straightforward to show that with ρˆB = e−HˆB/T /ZB [with
ZB = Tr e−HˆB/T ], Eq. (21) reproduces the solutions of
the exact master-equation of the QBM, see for instance
[4], and the resonant coupling [5], as shown in the Ap-
pendix.
Finally, we have investigated the relaxation dynam-
ics of the resonant model by analyzing its exact Wigner
function. In contrast to previous interpretations, the so-
called “dissipationless” dynamics, which appear when the
SB-coupling is strong, are not caused by memory effects
in the non-Markovian environment. It is rather a quan-
tum phase transition in the whole system-bath ensemble
which alters the dynamics. The emergence of the new
ground state does not prevent the system from relaxing;
on the contrary, we have shown that – within the con-
straints imposed by energy and total particle conserva-
tion – the system shows standard relaxation towards its
5new ground state. We want to stress that this peculiar
behavior could not happen in the QBM, as the spectral
function is unbounded in this model and therefore no
stable pole can appear.
We emphasize that our approach can be easily gen-
eralized to the case of several bosonic modes and used
to study entanglement in such extended systems. Also,
Eq. (21) can be used as a guide to derive more easily the
correct master equations for other systems in the future.
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Appendix
Exact equation for the density-matrix
matrix-elements
We show here that the RDM, with Gaussian initial
conditions, can be entirely written in terms of the non-
equilibrium correlation functions. This can be demon-
strated by starting from the average
〈e−i(y−x)pˆ(t)eirqˆ(t)〉0 ≡ 〈e−i(y−x)pˆeirqˆ〉t
= TrU
{
e−i(y−x)pˆeirqˆρˆU (t)
}
=
ˆ
dx′ 〈x′| e−i(y−x)pˆeirqˆρˆ(t) |x′〉
=
ˆ
dx′eir(x
′+x−y)ρx′+x−y,x′(t) , (29)
where TrU
{ · · ·} = ´ dx′ 〈x′|TrB{ · · ·} |x′〉. If we mul-
tiply both sides of Eq. (29) by
´
dr
2pi e
−irx, and use the
Baker-Campbell-Hausdorff formula, we find
ρx,y(t) =
ˆ
dr
2pi
e−
i
2 r(x+y)〈e−i(y−x)pˆ(t)+irqˆ(t)〉0 . (30)
The rhs of Eq. (30) can be evaluated in a path integral
formalism, where the operators qˆ(t) and pˆ(t) are replaced
by c-numbers q and p. Moreover, we know that q and p
are, as soon as the initial condition is Gaussian, Gaussian
random variables for all time. Therefore
ρx,y(t) =
ˆ
dr
2pi
e−
i
2 r(x+y−2q¯)−i(x−y)p¯
× e− 12Cpp(x−y)2− 12Cqqr2+r(x−y)Cqp ,
(31)
where A¯(t) = 〈Aˆ〉t and CAB(t) = 12 〈AˆBˆ + BˆAˆ〉t −
A¯(t)B¯(t) for any two operators Aˆ and Bˆ. The integral
over r is then straightforward and one obtains Eq. (6) of
the main text.
Equivalence with the solutions of the master
equations
Case of the Quantum Brownian Motion
We show here, that in the case of the QBM with fac-
torized initial condition ρˆU(0) = ρˆS ⊗ e−HˆB/T /ZB and
constant evolution Hamiltonian Hˆ , our calculation re-
duces to the known solution of the master equation, see
for instance [4]. It is convenient to write the interaction
term HˆQBM =
∑
i giqˆ qˆi with qˆi the position operator
of the mode i. The renormalization of the frequency ω0
can be absorbed in a redefinition as usual. With our no-
tation, the solution of the master equation given in [4]
is
W˜MEt (k) = e
− 12kT ·σ·kW˜S(ΦT (t) · k) . (32)
where
σ(t) =
ˆ t
0
dτ
ˆ t
0
dτ ′Φ(t− τ) ·
(
0 0
0 ν(τ, τ ′)
)
· ΦT (t− τ ′) ,
(33)
and
ν(τ, τ ′) =
∑
i
g2i
2miωi
coth
( ωi
2T
)
cos[ωi(τ − τ ′)] . (34)
Our task is thus to show that in this case, K˜t(k) =
e−
1
2 k
T ·σ(t)·k.
By definition, K˜t(k) = W˜B({MTi (t) · k}). If the
density-matrix of B is given by e−HˆB/T /ZB, it is fac-
torized and therefore the initial Wigner function fac-
torizes into a product over Wigner functions of each
bath mode, WB(ζi) =
∏
iWi(ζi), which in turn implies
K˜t(k) =
∏
i W˜i(MTi (t) · k). Let us first focus on one
mode i of the bath. Its initial density-matrix is given
by e−ωibˆ
†
i bˆi/T /Zi, the Wigner function of which is well
known (see e.g. [11])
Wi(ζi) =
e
− 12
ζT
i
·A
−1
i
·ζi
1+2n(ωi)
2pi
√
detAi
(
1 + 2n(ωi)
) , (35)
where Ai is given in Eq. (17) and n(ωi) = 1/(eωi/T − 1)
is the Bose function. From this, we obtain
W˜i(k) = e
− 12 coth(
ωi
2T ) k
T ·Ai·k , (36)
where we have used 1+2n(ωi) = coth(
ωi
2T ). Next we need
to find the expression of Mi(t) [the definition of which
is given in Eq. (12)] for the case under study. Here, the
equations of motion are given by
i∂tzˆ(t) = i
(
0 1m
−mω20 0
)
· zˆ(t) + i
∑
i
(
0 0
gi 0
)
· ζˆi(t) ,
i∂tζˆi(t) = i
(
0 1mi−miω2i 0
)
· ζˆi(t) + i
(
0 0
gi 0
)
· zˆ(t) ,
(37)
6From this, we find [one easily verifies that Φ solves the
same equation as the corresponding one in [4]]
Li(t) =
(
cos(ωit)
sin(ωit)
mωi−mωi sin(ωit) cos(ωit)
)
,
Mi(t) = gi
ˆ t
0
dτ Φ(t− τ) ·
(
0 0
cos(ωiτ)
sin(ωiτ)
mωi
)
.
(38)
By using
(
0 0
cos(ωiτ)
sin(ωiτ)
mωi
)
· Ai·
(
0 cos(ωiτ
′)
0 sin(ωiτ
′)
mωi
)
=
(
0 0
0 cos[ωi(τ − τ ′)]
)
,
(39)
it is straightforward to obtain
W˜i(MTi (t) · k) = e−
1
2k
T ·σi(t)·k , (40)
with
σi(t) =
ˆ t
0
dτ
ˆ t
0
dτ ′Φ(t− τ) ·
(
0 0
0 νi(τ, τ
′)
)
·ΦT (t− τ ′) ,
(41)
and
νi(τ, τ
′) =
g2i
2miωi
coth
( ωi
2T
)
cos[ωi(τ − τ ′)] . (42)
We therefore have
K˜t(k) = e
− 12kT ·
∑
i σi(t)·k ,
= e−
1
2k
T ·σ(t)·k ,
(43)
which had to be shown.
Case of the resonant interaction
We demonstrate here that the main formula (21) yields
also the solution of the exact master equation derived
in the case of the resonant interaction Hˆr given in [5],
with initial density-matrix ρˆU (0) = ρˆS ⊗ e−HˆB/T /ZB and
constant Hamiltonian.
In the same spirit as in the previous calculation, let
us start by determining W˜i(MTi (t) · k) in the case of
a resonant coupling, keeping in mind that W˜i(k) =
e−
1
2 coth(
ωi
2T ) k
T ·Ai·k as soon as the initial condition is
given by ρˆS ⊗ e−HˆB/ZB.
In the resonant case, it is easier to solve the equations
of motion for the ladder operators, which are
i∂taˆ(t) = ω0aˆ(t) +
∑
i
Cibˆi(t) ,
i∂tbˆi(t) = ωibˆi(t) + Ciaˆ(t) ,
(44)
the solutions of which read
aˆ(t) = u(t)aˆ(0) +
ˆ t
0
dτ u(t− τ)
∑
i
Cie
−iωiτ bˆi(0) ,
bˆi(t) = e
−iωitbˆi(0)− iCi
ˆ t
0
dτ e−iωi(t−τ)aˆ(τ) ,
(45)
where the function u(t) is such that u(0) = 1 and
i∂tu(t) = ω0u(t) − i
´ t
0
dτ
∑
i C
2
i e
−iωi(t−τ)u(τ). The op-
erator zˆ is obtained by zˆ = P · (aˆ, aˆ†)T , with the transfer
matrices
P =
( 1√
2mω0
1√
2mω0
−i√mω02 i√mω02
)
,
P−1 =
(√
mω0
2
i√
2mω0√
mω0
2
−i√
2mω0
)
,
(46)
and a similarly for ζˆi, such that ζˆi = Pi · (bˆi, bˆ†i )T . From
this, we find that Φ(t) = P ·U(t) ·P−1, Li(t) = Pi ·Li(t) ·
P−1i and M˜0i = Ci P · P−1i , where
U(t) =
(
u(t) 0
0 u∗(t)
)
,
Li(t) =
(
e−iωit 0
0 eiωit
)
.
(47)
Furthermore,
Mi · Ai ·MTi = C2i P ·
ˆ t
0
dτ
ˆ t
0
dτ ′U(t− τ) · Li(τ)
· P−1i · Ai · (P−1i )T · Li(τ ′) · U(t− τ ′) · PT . (48)
By using
P−1i · Ai · (P−1i )T =
(
0 12
1
2 0
)
= P−1 · A0 · (P−1)T ,
(49)
we finally obtain
Mi · Ai ·MTi = (50)
A0
ˆ t
0
dτ
ˆ t
0
dτ ′u(t− τ)u∗(t− τ ′)C2i e−iωi(τ−τ
′) .
With the equal-time commutation relation of the ladder
operators [aˆ(t), aˆ†(t)] = 1 [or equivalently by using the
equation of motion of u(t)], one can show that
ˆ t
0
dτ
ˆ t
0
dτ ′u(t− τ)u∗(t− τ ′)
∑
i
C2i e
−iωi(τ−τ ′)
= 1− |u(t)|2 . (51)
After introducing v(t) =
´ t
0 dτdτ
′u(t − τ)u∗(t −
τ ′)
∑
i n(ωi)C
2
i e
−iωi(τ−τ ′) and by putting all pieces to-
gether, we obtain
K˜t(k) = e
− 12 (1+2v(t)−|u(t)|2)kT ·A0·k ,
= e−
1
2 (1+2v(t))k
T ·A0·k+ 12 ·k·Φ(t)·A0·Φ(t)T ·k ,
(52)
7where we have used Φ(t) · A0 · ΦT (t) = P · U · P−1 · A0 ·
(P−1)T ·U ·PT = |u(t)|2A0. The second term in the expo-
nential will compensate the opposite contribution which
stems from W˜S(ΦT · k). In order to compare this result
with the one from the solution of the master equation, it
is useful to express the Wigner function in terms of the
initial P function [W˜S(k) = P˜S(k) exp(− 12kT · A0 · k)]:
W˜t(k) = e
− 1+2v2 kT ·A0·k P˜S(ΦT · k) , (53)
Wt(z) =
ˆ
dz˜
e−
1
2(1+2v)
(z−Φ·z˜)T ·A−10 ·(z−Φ·z˜)
2pi
√
detA0(1 + 2v)
PS(z˜) .
(54)
The Wigner function solution of the master equation
is given in [5] by (we have corrected here two typos [15])
Wt(α) =
ˆ
d2α˜
pi
ˆ
d2β˜
pi
e−
|α˜|2
2 − |β˜|
2
2 〈α˜| ρˆ0 |β˜〉 Jt(α; α˜, β˜) ,
(55)
where Jt is defined as
Jt(α; α˜, β˜) = Ω
pi
e−Ω|α|
2+α∗Ωuα˜+β˜∗u∗Ωα+β˜∗(1−|u|2Ω)α˜ ,
(56)
with Ω = 21+2v . Here and below, the greek letters cor-
respond the coherent state basis zT = P · (α, α∗)T . We
have also defined d2α˜ = dRe(α˜) dIm(α˜) and this change
of variables is such that the Jacobian is one.
The easiest way to show that Eq. (55) is equivalent to
our result is to write the initial density-matrix as ρˆS =´
d2γ PS(γ) |γ〉 〈γ| and perform the two Gaussian inte-
grals over α˜ and β˜, such that Wt(α) =
´
d2γ PS(γ)I(γ)
with
I(γ) =
Ω
pi
ˆ
d2α˜
pi
ˆ
d2β˜
pi
e−
|α˜|2
2 − |β˜|
2
2 〈α˜| γ〉〈γ |β˜〉 eα∗Ωuα˜+β˜∗u∗Ωα+β˜∗(1−|u|2Ω)α˜−Ω|α˜|2
=
Ω
pi
ˆ
d2α˜
pi
ˆ
d2β˜
pi
e−|α˜|
2−|β˜|2−|γ|2+α˜∗γ+γ∗β˜+α∗Ωuα+β˜∗u∗Ωα+β˜∗(1−|u|2Ω)α˜−Ω|α˜|2
=
Ω
pi
ˆ
d2α˜
pi
e−|α˜|
2−|γ˜|2+α˜∗γ˜+α∗Ωuα˜+γ∗u∗Ωα+γ∗(1−|u|2Ω)α˜−Ω|α˜|2 = eα
∗Ωuγ+γ∗u∗Ωα−|u|2Ω|γ|2−Ω|α˜|2 , (57)
which then leads to
Wt(α) =
ˆ
d2γ PS(γ)
Ω
pi
e−Ω|α−uγ|
2
. (58)
By using the following relations which allow to go back to
the usual basis, zT = P · (α, α∗)T and z˜T = P · (γ, γ∗)T ,
z − Φ · z˜ = P · (α− uγ, α∗ − u∗γ)T ,
1
2
zT · A−10 · z = 2|α|2 ,
(59)
where the second equality comes from
PT · A−10 · P =
(
0 2
2 0
)
, (60)
one readily shows that Eq. (58) is equal to Eq. (54).
Wigner function of a Fock state for the resonant
model
We compute now the Wigner function of the RDM
of the initial factorized condition ρˆU (0) = |1〉 〈1| ⊗
e−HˆB/T /ZB. The Wigner function of the Fock state with
one boson is well known and is given by
WS(z) =
zT · A−10 · z − 1
2pi
√
detA0
e−
1
2 z
T ·A−10 ·z , (61)
the Fourier transform of which is
W˜S(k) = (1− kT · A0 · k)e− 12k
T ·A0·k . (62)
By using the formulae derived previously in the case of
the resonant model, we obtain
W˜t(k) = (1− |u|2kT · A0 · k)e−(1+2v) 12 k
T ·A0·k , (63)
and therefore
8Wt(z) =
(
|u|2 z
T · A−10 · z
(1 + 2v)2
− 2|u|
2
1 + 2v
+ 1
)
e−
1
2 z
T ·A
−1
0
1+2v ·z
2pi
√
detA0(1 + 2v)
, (64)
which yields at T = 0 [translating into v → 0]
Wt(z) =
(|u|2zT · A−10 · z − 2|u|2 + 1) e−
1
2 z
T ·A−10 ·z
2pi
√
detA0
. (65)
The Wigner function of an arbitrary Fock state |n〉 is
WS(z) =
(−1)nLn
(
zT · A−10 · z
)
2pi
√
detA0
e−
1
2 z
T ·A−10 ·z , (66)
where Ln(x) is the n-th Laguerre polynomial. It is not too hard to convince oneself that with this result, the Wigner
function of the system after a time t is given by
Wt(z) =
(
1− 2|u|
2
1 + 2v
)n
Ln
( |u|2
2|u|2 − 1− 2v
zT · A−10 · z
1 + 2v
)
e−
1
2 z
T · A
−1
0
1+2v ·z
2pi
√
detA0
. (67)
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