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Executive Summary  
This is a UQ-SDAAP working paper only.  
It is included in final SDAAP reporting for completeness. It consists of two parts; the first (Part A) is a brief 
review of CCS literature with respect to cost and unit cost estimates. Part B is a review of real option value 
(ROV) literature and a consideration of its applicability to the appraisal investment decision. 
Part A 
The intent of Part A was to briefly review literature in order trawl for CCS cost and unit cost estimates which 
might be applied to the project. A wide variety of methodologies and assumptions have been applied 
historically often with key economic pieces of information missing such that costs cannot be compared or 
levelised e.g. to a common year. 
Ultimately, capture costs were derived from more recent industry and government literature (by Gamma 
Energy Technology 2019), transport costs were adapted (ibid) from Surat –specific estimates made by 
ZeroGen (Garnett et al 2012). Storage costs were estimated from recent estimates based on high level 
market information (Honari and Garnett, 2019a) with facilities, scoping level 5 costs estimated by Advisian 
(2019). Overall, scoping level costs and unit costs were derived and modified specifically for the study 
(Garnett et al, 2019) rather than adopted from values found in this literature review. 
Part B 
The intent of Part B was to assess whether a real option value (ROV) methodology would be suitable to 
address the “appraisal problem” i.e. how to justify putting exploration funds at risk in the absence of any 
conventional value for a storage resource found and appraised.  
None of the studies reviewed to date addressed the question of how to assess and justify the investment of 
“funds at risk” in exploration and appraisal expenditure which is required to establish whether or not storage 
at scale (and therefore CCS as whole) are real options. Ultimately, a methodology was developed as an 
extension to classical exploration economics in the oil and gas industry (Garnett et al. 2019; section 5 and 
Garnett 2019). 
It was concluded that the next stage of investment should not be considered a “real option” in a technical 
sense, in that if would not procure the rights to develop. Rather, the next stage of investment would create a 
“real option” opportunity (if technical risks were down-graded, a regulatory pathway was shown ot exist and if 
license or development rights were awarded). Nevertheless, even at that stage there would be significant 
contingency on those rights, dependent on the results of an Environmental Impact Statement and permitting 
process. 
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PART A – Brief review of selected published costs 
1. Part A - Introduction 
There is a growing consensus that the link between man-made emissions of greenhouse gases and climate 
change is sufficiently likely to motivate global actions (Campbell 2008). Globally, CCS has been identified as 
a potential solution to reduce the emissions for the world to meet its CO2 emission target by 2050. In spite of 
the continuous interest in the CCS technology, knowledge on its implementation has been slow with lingering 
questions on its costs, timing and relative attractiveness. 
To ensure the success of determining the CCS storage potential of Australia, the economic cost of CCS 
needs to be assessed. Existing research on the value and cost of CCS within an Australian context is 
inadequate in spite of the successful research outputs in other jurisdictions. The investigation of the 
economic value of CCS promises enormous economic and environmental benefits.  
Deloitte’s report “Blueprint for enabling investment in CO2 storage” focused on investigating the risks of 
offshore CO2 storage development and identifying suitable potential commercial models for project and 
private investment in CO2 transport and offshore storage infrastructure (Goldthorpe 2016). 
Campbell 2008 opined that public understanding of CCS is low and there is some confusion around its true 
economics exacerbated by the wide range of cost numbers and the limited information on how the cost 
estimates were derived. According to Parsons 2011, the business case in developing CCS is challenging as 
a result of the relatively high cost of the technology required to capture, transport and safely store CO2. The 
economics of CCS has been a subject of much conjecture and debate because of differing studies providing 
different results as key variables such as capital and operating costs, location and cost year differ (Parsons 
2011). 
Economic modelling by the Energy Technology Institute (ETI) shows that failure to deploy CCS would 
approximately double the annual cost of meeting the UK’s carbon targets by 2040, adding considerably to 
the economic burden imposed on the consumers and business (Goldthorpe 2016). This cost could be higher 
in Australia considering its current energy mix and efforts towards CO2 emission reduction policies and 
strategies. However, according to the ETI report (ibid), deploying CCS would present significant returns to 
the UK economy.  
To optimise the benefit of CCS, it is important to first gain sufficient technical feasibility and cost information 
of potential CCS sites (Goldthorpe 2016). Garnett and Greig 2014 adds that knowledge of CCS cost 
estimates is required to inform policy makers and industry sectors on the comparative costs of competing 
CO2 mitigation technologies. According to Campbell 2008, the cost of storage is the component with the 
highest variability due to the range of possible characteristics of large storage locations. The high degree of 
uncertainty in estimating the costs for CCS is a result of significant variations between the technical 
characteristics of CCS projects. Allinson, Cinar et al. 2009 carried out Australia’s most comprehensive CCS 
study where over 10 Australian storage fields where understudied. IEAGHG 2012 identified a wide cost 
range, “… mainly due to natural variability between storage reservoirs (i.e. field capacity and well injectivity) 
and only to a lesser degree to uncertainty in cost elements”. Noureld in, Allinson et al. 2017 recommends 
probabilistic techniques as a complement to existing methods to address the challenges of risks and 
variability in determining the economic potential of CCS technology.  
According to McCoy and Rubin 2008, many studies of carbon capture processes have been undertaken and 
engineering-economic models linking process cost to key engineering parameters have been developed, but 
the majority have not yet been linked with transport and storage models to determine the cost of an 
integrated CCS process. Most cost studies either exclude transport and storage costs or assume a constant 
cost per tonne of CO2 in addition to capture costs. The ZeroGen report published by The University of 
Queensland identified that over “70% of expenditure incurred during the prefeasibility stage of their study 
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was related to storage (and this was to ultimately establish the site was not appropriate) with another 20% 
going towards the plant and capture process” (Garnett, Greig et al. 2014). According to this report, forecasts 
to evaluate an entirely new storage area to a mature stage of characterisation would have resulted in over 
90% of costs, to the end of prefeasibility, being storage related. 
2. How cost is calculated and results 
This section focuses on looking at the approach used in determining the storage and transport costs. 
Allinson, Ho et al. 2006 identified three approaches in estimating the cost of a CCS project: cost of CO2 
avoided, cost of CO2 injected and annualised costs. Rubin (2012) added increased cost of electricity. Each of 
the papers considered in this review will be aligned with one of these and discussed.  
𝐶𝑜𝑠𝑡 𝑜𝑓 𝐶𝑂2 𝑎𝑣𝑜𝑖𝑑𝑒𝑑 ($/𝑡𝐶𝑂2) =  
(𝐶𝑂𝐸)𝐶𝐶𝑆 − (𝐶𝑂𝐸)𝑟𝑒𝑓
(
𝑡𝐶𝑂2
𝑀𝑊ℎ)𝑟𝑒𝑓
− (
𝑡𝐶𝑂2
𝑀𝑊ℎ)𝐶𝐶𝑆
 
Where: (tCO2/MWh) captured = total mass of CO2 captured per net MWh for plant with capture.  
𝐶𝑜𝑠𝑡 𝑜𝑓 𝐶𝑂2 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 (
$
𝑡𝐶𝑂2
) =  
(𝐶𝑂𝐸)𝐶𝐶 − (𝐶𝑂𝐸)𝑟𝑒𝑓
(
𝑡𝐶𝑂2
𝑀𝑊ℎ)𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑
 
Where: COE = cost of electricity generation, tCO2/MWh = CO2 mass emission rate to the atmosphere and 
the subscripts “ccs” and “ref” refer to plants with and without CCS, respectively.  
3. Brief Literature Review (costs) 
Garnett A & Grieg C (2014) 
This paper focuses on storage costs and identifies four main types of costs: 
• Finding and appraisal costs 
• Failed costs 
• Development and operating costs 
• Fiscal costs (tax, royalty and depreciation) 
In calculating the storage cost for CCS projects, the authors focused on the Present Value (PV) unit costs 
which is measured by $/tonne. The authors then defined the present value as the Unit Technical Costs 
(UTC). The pre-tax, UTC was also considered as the proxy for a pre-tax, break-even, constant real terms 
CO2 price – this can be calculated before and after tax.  
𝑈𝑛𝑖𝑡 𝑇𝑒𝑐ℎ𝑛𝑖𝑐𝑎𝑙 𝐶𝑜𝑠𝑡𝑠 (𝑈𝑇𝐶) 𝑎𝑓𝑡𝑒𝑟 𝑡𝑎𝑥 =  
𝑃𝑉[𝐶𝑎𝑝𝑒𝑥 +  𝑂𝑝𝑒𝑥(𝑡) + 𝑇𝑎𝑥(𝑡)]
𝑃𝑉[𝐶𝑂2 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 & 𝑠𝑡𝑜𝑟𝑒𝑑(𝑡)]
 
 
𝑈𝑛𝑖𝑡 𝑇𝑒𝑐ℎ𝑛𝑖𝑐𝑎𝑙 𝐶𝑜𝑠𝑡𝑠 (𝑈𝑇𝐶) 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡𝑎𝑥 =  
𝑃𝑉[𝐶𝑎𝑝𝑒𝑥 +  𝑂𝑝𝑒𝑥(𝑡)]
𝑃𝑉[𝐶𝑂2 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 & 𝑠𝑡𝑜𝑟𝑒𝑑(𝑡)]
 
 
𝑈𝑇𝐶 = 𝑈𝑛𝑖𝑡 𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝐶𝑜𝑠𝑡 (𝑈𝐷𝐶) + 𝑈𝑛𝑖𝑡 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝐶𝑜𝑠𝑡 (𝑈𝑂𝐶) 
Where pre-tax: 
𝑈𝐷𝐶 =
𝑃𝑉[𝐶𝑎𝑝𝑒𝑥(𝑡)]
𝑃𝑉[𝐶𝑂2 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 & 𝑠𝑡𝑜𝑟𝑒𝑑(𝑡)]
 
𝑈𝑂𝐶 =  
𝑃𝑉[𝑂𝑝𝑒𝑥(𝑡)
𝑃𝑉[𝐶𝑂2 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 & 𝑠𝑡𝑜𝑟𝑒𝑑(𝑡)]
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The paper did not account for Unit Finding Cost (UFC) also known as failed costs citing Davis 1964 that “this 
uncertainty decreases with a field’s development and production …but it is many years before it is resolved. 
We never knew exactly how much oil was found in any field until it is abandoned, and by then the information 
has little value”. This claim will be investigated in the UQ-SDAAP project and experiment the application of 
dynamic modelling in the cost estimation in order to integrate it with the failed costs.  
The authors identified reservoir size and quality as the main cost drivers influencing the UTC of CCS Storage 
costs. According to the authors unit technical costs for sub-surface “fluid” resources vary widely with geology 
and location. For example, for large oil field developments, a range of at least 400% from lowest break-even 
cost to highest break-even unit cost ($/bl) has been reported (GS 2011), driven not least by geological 
factors. Hence, the Garnett and Greig 2014 suggested that the largest cost and unit cost reduction lever is to 
pre-invest in Exploration and Appraisal (E&A) to enable proponents to find “the most suitable rocks”. The 
main cost drivers for E&A were identified as:  
• Play or site maturity  
• Geological complexity  
• Location 
• Depth 
This paper presented a general overview of the CCS storage industry in Australia and how its cost can be 
estimated. It relied on the projected capital and operational expenses to determine the cost of CCS storage. 
Although the method is not backed with a case study nor empirical evidence, its overview helps put the 
discussion of CCS costs into perspective.  
Moving on, the UQ-SDAAP project will focus on building on the concept of Present Value introduced in this 
paper to determine the appropriate break-even cost of storage and transport costs in CCS development and 
deployment.  
Zero Emission Platform: CO2 Storage Report (2011) 
This report by ZEP aimed at developing realistic cost estimates based on ZEP members’ extensive 
knowledge and experiences in CO2 storage and associated costs. The geological options considered by 
authors are: Depleted Oil Gas Field (DOGF) or Saline Aquifer (SA), Offshore or Onshore, Legacy Wells or 
No Legacy Wells.  
This report used the most popular method of cost estimation in CCS, “expert elicitations”. The report drew on 
the expertise of a wide group industry professionals from companies such as Schlumberger, Shell, Vattenfall 
and IEA GHG. The members of the group used their individual comprehensive and technical knowledge of 
various cost elements.  
According to the authors, all data were validated, challenged and verified to guarantee quality. In spite of 
these guarantees, the assumptions and estimates provided by the group of experts could still contain 
subjective biases as a result of an individual’s geography of operation, industry, years of experience and 
level of responsibility.  
To aid in the elicitations by the working group, a hypothetical CCS storage project was assumed. The project 
is made up of 26 cost elements to enable the cost of a CCS storage project to be estimated. In Table 1, the 
main eight major cost drivers are outlined.  
Table 1 The main eight major cost drivers affecting the estimation of storage costs for CCS projects 
(ZEP 2011) 
Cost driver Medium case 
assumption 
Upper case 
Lower case 
Rationale 
Field capacity  66 Mt per field 200 Mt per field 
40 Mt per field  
Based on geological 
capacity  
Well injection rate   0.8 Mt/year per well 2.5 Mt/year 
0.2 Mt/year 
Medium value based on 
actual projects 
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Liability transfer costs €1.00 per tonne CO2 
stored 
€0.20 
€2.00 
Wide ranges reflect 
uncertainty 
WACC 8% 6% 
10% 
Similar to McKinsey 
report published in 2008 
Well depth 2000 m  1000 m 
3000 m 
Well cost strongly 
proportional to costs 
Well completion cots Offshore costs 3 times 
onshore costs 
-50% 
+50% 
Ranges based on actual 
project experience 
Observation wells 1 for onshore  
0 for offshore 
2 for onshore 
1 for offshore 
1 well extra to better 
monitor field 
Exploration wells  4 for SA; 0 for DOGF 2 for SA; 0 for DOGF 
7 for SA; 0 for DOGF 
DOGF sites are well 
known with certainty, 
hence, no sensitivity 
required 
SA reflects expected 
exploration success rate.  
The cost estimates provided were grouped under three scenarios: low, medium and high. Under the six 
possible cases of CCS development and implementation, the following cost estimates were produced: 
Table 2 The six possible cases for CCS development and implementation (ZEP, 2011) 
Case Low case (€/tonne CO2 
stored) 
Medium case (€/tonne 
CO2 stored) 
High case (€/tonne CO2 
stored) 
Onshore; DOGF; Legacy 
well 
1 3 7 
Onshore; DOGF; No 
legacy well 
1 4 10 
Onshore; SA; No legacy 
well 
2 5 12 
Offshore; DOGF; Legacy 
well 
2 6 9 
Offshore; DOGF; No 
legacy well 
3 10 14 
Offshore; SA; No legacy 
well 
6 14 20 
The report identified onshore as a cheaper option compared to offshore. Also, DOGF was seen as a cheaper 
option compared to SA and even cheaper when a legacy well is used. The paper did not adequately address 
the realities and risks inherent in using legacy (old) oil and gas infrastructure.  
The expert elicitation method used by the study could be saddled with subjective judgement resulting in 
potential errors. The cost presented have a high variability with some high case estimates being four times 
that of the low case. This variability makes it very difficult to practically rely on the results for the evaluation of 
a CCS storage project.  
The reliance on other people’s expertise to produce the cost estimates also makes it difficult to replicate the 
study and the subsequent results. In spite of its contribution to gaining a general insights to what the cost of 
CCS storage project could be, it does not provide a robust guide investment into a CCS storage project.  
Zero Emission Platform: CO2 Transport Report (2011) 
The report identified three main means of transporting CO2 for subsequent storage: These were:  
• Onshore pipeline transport 
• Offshore pipeline transport 
• Ship transport 
Under each of these options, the report considered the pressure, temperature and flow rate of the CO2.  
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The method adopted for the estimation of the cost of transport of CCS was the expert elicitations where a 
diverse group of experts were tasked to assign assumptions, cost elements and cost numbers to the three 
main means of transporting CO2.  
The reported identified the pipeline options as being dominated by capital costs and also being proportional 
to distance. However, ship transport was proportionally lower than pipeline costs. A combination of pipes and 
ships for offshore will significantly lower costs of CO2 transport.  
The report assumed a storage facility with a 2.5 million tonnes per annum (Mtpa) capacity with a point-to-
point connection assumption.  
Table 3 Summarises the unit cost in €/tonne for the transportation of CO2 from capture points to storage 
facilities in Europe 
Distance (km) 180 500 750 1500 
Onshore pipe 5.4 n/a n/a n/a 
Offshore pipe 9.3 20.4 28.7 51.7 
Ship 8.2 9.5 10.6 14.5 
Liquefaction(for ship treatment) 5.3 5.3 5.3 5.3 
The breakdown of the network structure cost of the 180km pipeline for a 10 Mtpa CCS facility is presented in 
Table 4. 
Table 4 The breakdown of cost for a 180km pipeline 
Network 1, 10 Mtpa CO2, 
Pipeline spine 
 
Cost item  
 
Feeder 
 
Spine 
 
Network cost 
 
 
Pipe Base Case: 180km 
onshore spine 
 
CAPEX (M€) 15.06 225.90  
Annuity (M€ p. a.) 1.26 18.94  
OPEX (M€ p. a.) 0.06 1.08  
Cost (M€ p. a.) 1.32 20.02 21.35 
Unit cost (€/T CO2) 2.13 
 
 
Pipe Base Case: 180km 
offshore spine 
 
CAPEX (M€) 15.06 337.95  
Annuity (M€ p. a.) 1.26 28.34  
OPEX (M€ p. a.) 0.06 4.76  
Cost (M€ p. a.) 1.32 33.10 34.42 
Unit cost (€/T CO2) 3.44 
The report provided a comprehensive analysis in the estimation of transport cost of CO2 for CCS projects. 
The report looked at three main options available for exports and provided a detailed network scenario 
analysis for each option and the accompanying cost involved with its implementation.  
The major gap identified in this research is the static nature of the cost estimation. Further research can be 
conducted using a dynamic approach to cost modelling based on the same network assumptions. Also, it will 
be prudent to include the uncertainties identified in the modelling of the potential cost of the transportation of 
CCS. 
McKinsey (2008) 
According to Campbell (2008), the aim of this report is to provide an objective, fact-based and generally 
accessible overview of CCS, focusing on the economics and key issues to help stakeholders understand and 
assess the technology. 
In estimating the cost, the report used the cost of CO2 abated method. According to Rubin 2012, the costs of 
CO2 abated method involves the moving of cost from one situation, like the current mix of energy, to a 
different situation with lower CO2 emission. In this report, the cost of CCS is defined as the additional full cost 
that is, including initial investments and ongoing operational expenditures of a CCS power plan compared to 
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the cost of a state-of-the-art non-CCS plant with the same net electricity output and using the same fuel. The 
cost is expressed in real terms; adjusted for projected inflation.  
Table 5 The cost of CO2 abatement for three plants at demonstration, early and mature phases 
Definition: 
Key assumptions 
Demonstration phase Early commercial phase Mature commercial 
phase 
Size 300 MW 900 MW 900 MW 
Efficiency penalty  ~10% ~10% ~9% 
Utilisation 80% 86% 86% 
Economic life 25 years 40 years 40 years 
WACC 8% 8% 8% 
Transport distance Onshore: 110km 
Offshore: 200km 
Onshore: 200km 
Offshore: 300km 
Onshore: 300km 
Offshore: 400km 
Onshore/Offshore split 80%/20% 50%/50% 20%/80% 
Earliest start date 2015 2020 2030 
Cost of CO2 abatement 
(€/tonne CO2) 
 
€60 - €90 
 
€35 - €50 
 
€30 - €45 
The report highlights the total value chain of a CCS project. It discusses the cost of capturing, transporting 
and storing carbon, focusing on the EU region. The major contribution to knowledge is the empirical focus on 
developing a cost model using industry consensus and comparing similar projects. It also details the 
assumptions used and approach used in estimating the values. 
Hare (2007) 
The paper developed economic supply curves for CCS projects in the United Kingdom over future periods 
and the impact of economic variations as volume of deployment increases. The authors developed an 
economic model that investigated the outcome of CCS projects under major economic uncertainties. An 
optimisation component is also incorporated to match the outcome to the lowest cost storage sites.  
The authors used the cost of abatement method to determine the costs. In this paper, cost of abatement is 
defined as the additional cost of reducing emissions divided by the reduction in volume of emissions 
expressed in pounds (£) per tonne (t) of reduced emissions (£/tCO2).  
In calculating the costs, the following steps were used: 
Table 6 Steps taken to estimate the cost of transport and storage for CCS projects 
Transport Storage 
Details assumptions Details assumptions 
Estimate distance between each source and each 
gas terminal 
List characteristics of store oil and gas fields and 
aquifers 
Manually select gas terminal for each source Estimate number of wells and cost of drilling and 
operating wells 
Estimate cost of pipeline and boosters for between 
source and gas terminal 
Cost based on the CO2 captured and abated  
Manually select storage site for each terminal Cost based on the CO2 capacity of storage 
The report identified that there is a significant potential for CCS projects to be initiated at £20/tCO2 based on 
current EU ETS prices. Fuel prices proved to be the most sensitive to the cost of abatement of CO2.  
Heddle, Herzog et al. (2003) 
This report considered the cost of seven storage options namely: 
• Enhanced oil recovery 
• Enhanced coalbed methane recovery 
• Depleted oil reservoir storage  
• Depleted gas reservoir storage 
 UQ-SDAAP | Summary of previous work on costs in Australian carbon capture and storage 11 
 
• Deep saline aquifer storage 
• Ocean storage via pipeline 
• Ocean storage via tanker 
According to the authors, a nominal 500 MVe gross integrated gasification combined cycle plant operating at 
an 80% capacity factor was utilised as the production of CO2. The report utilised the modification of 
published values approach to estimate the cost of the parameters considered for the evaluation. In 
estimating the cost of the CCS project, the cost of CO2 avoided method was utilised. The authors did not 
explicitly specify the base year under consideration for the cost estimates hence, we assume the year in 
which the report was published, 2003.  
Table 7 Summary of the storage cost estimates calculated in the MIT report under the seven storage 
scenarios. 
 
Base case (US$/tonne 
CO2) 
High cost case 
(US$/tonne CO2) 
Low cost case 
(US$/tonne CO2) 
Enhanced oil recovery (12.21) 73.84 (91.26) 
Enhanced coalbed 
methane recovery 
(5.59) 18.88 (25.72) 
Depleted oil reservoir 
storage  
4.87 19.43 1.20 
Depleted gas reservoir 
storage 
3.82 11.16 1.21 
Deep saline aquifer 
storage 
2.93 11.71 1.14 
Ocean storage via 
pipeline 
5.53 14.23 2.90 
Ocean storage via tanker 17.64 22.79 15.76 
According to the report, excluding the more expensive ocean tanker option, the typical base case costs for 
CO2 storage (transport and injection) without oil or gas by-product credit are in the range of $3 to $5.50 per 
tonne CO2 ($11 to $20 per tonne C). The cost range can be characterized as $2 to $15 per tonne CO2 ($7 to 
$55 per tonne C). With an oil or gas by-product, the net costs have a wide large range.  
The parameters most responsible for this variability are the by-product (i.e., the gas or oil) price and the ratio 
of CO2 stored to the oil or gas produced. With more oil or gas produced per unit of CO2 stored, the lower net 
CO2 storage cost, but the less CO2 stored. 
McCoy and Rubin (2008) 
The objective of this paper was to estimate total cost and the cost per tonne of transporting varying amounts 
of CO2 over a range of distances for different regions of the continental United States. An engineering-
economic model of pipeline CO2 transport was developed for this purpose. The model incorporates a 
probabilistic analysis capability that can be used to quantify the sensitivity of transport cost to variability and 
uncertainty in the model input parameters.  
The results of a case study show a pipeline cost of US$ 1.16 per tonne of CO2 transported for a 100 km 
pipeline constructed in the Midwest handling 5 million tonnes of CO2 per year (the approximate output of an 
800 MW coal-ﬁred power plant with carbon capture). For the same set of assumptions, the cost of transport 
is US$0.39 per tonne lower in the Central US and US$0.20 per tonne higher in the Northeast US.  
Costs are sensitive to the design capacity of the pipeline and the pipeline length. For example, decreasing 
the design capacity of the Midwest US pipeline to 2 million tonnes per year increases the cost to US$ 2.23 
per tonne of CO2 for a 100 km pipeline, and US$ 4.06 per tonne CO2 for a 200 km pipeline. 
The total construction cost for each project is broken down into four categories: materials, labour, right-of-
way (ROW), and miscellaneous charges. The materials category includes the cost of line pipe, pipe coatings, 
and cathodic protection. Labour is the cost of pipeline construction labour. ROW covers the cost of obtaining 
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right-of-way for the pipeline and allowance for damages to landowners’ property during construction. 
Miscellaneous includes the costs of surveying, engineering, supervision, contingencies, telecommunications 
equipment, freight, taxes, allowances for funds used during construction (AFUDC), administration and 
overheads, and regulatory filing fees. 
The general form for the capital cost model according to the authors is: 
log(𝐶) = 𝑎0 + 𝑎1𝐴 + 𝑎2𝐵 + 𝑎3𝐶 + 𝑎4𝐷 + 𝑎5𝐸 + 𝑎6 log(𝐿) + 𝑎7log (𝐷𝑛𝑝𝑠) 
Where; A, B, C, D, E are different geographical areas in the USA considered for this study. The variable L is 
the total length of the pipe, D is the pipeline nominal pipe size.  
For a typical 500 MW power plant in the Midwest, the model estimates costs that ranged from US$ 0.15 per 
tonne for a 10 km pipeline to US$ 4.06 per tonne for a 200 km pipeline. Cost of construction is generally 
greatest in the Northeast and least in the Central region of the US. An illustrative probabilistic analysis 
showed how the model can yield a range of transport costs for a particular project reflecting the uncertainty 
or variability of project parameters.  
The probabilistic analysis further showed that the most important determinants of the pipeline cost for a 
specific project were likely the pipeline capacity factor and the capital recovery factor. Using this model in 
combination with performance and cost models of CO2 capture and storage technologies can allow the 
overall cost of an integrated project to be estimated with greater accuracy than afforded by with generic rule-
of-thumb estimates for transport costs, as often found in the literature. 
Gale and Davison (2004) 
The paper drew on the experiences that can be gained from the existing CO2 pipeline networks to derive 
estimates of the risk of CO2 releases from CO2 transmission pipelines; the results show that such pipelines 
do not represent a significant risk in terms of potential for release, which should help build confidence that 
such lines would not represent a significant public hazard. The paper also presented information on costs of 
onshore and offshore CO2 pipelines and the sensitivity of cost to distance and capacity. 
The cost of transmitting CO2 from 5000 MW of gas fired power generation for 300 km onshore in a single 
pipeline would be about $2/t CO2, equivalent to 0.07 c/kWh. This is much less than the cost of transmitting 
CO2 from a 500 MW power station. When the first plants with CO2 capture are being built, it may be 
advantageous to install large trunk CO2 pipelines in the expectation that other plants may be built which 
could utilise the spare capacity in the pipeline. This would be cheaper in the long run than for each plant to 
build its own small dedicated pipeline.  
Another advantage of a trunk pipeline network is that it would provide greater operating flexibility. Power 
stations operate intermittently because of the need for equipment maintenance and because of fluctuations 
in electricity demand, but it may be advantageous to have a continuous supply of CO2 for storage. If each 
CO2 storage project were connected to more than one CO2 source, it should be possible to ensure a more 
continuous supply of CO2.  
In addition, a large pipeline grid would contain a large quantity of CO2, which would provide a buffer to help 
smooth out short-term fluctuations in CO2 availability. Natural gas is normally transmitted in integrated 
pipeline networks rather than separate pipelines for these same reasons of cost and operating flexibility. 
Svensson, Odenberger et al. (2004) 
This paper identified and analysed different transportation scenarios with respect to costs, capacity, 
distance, means of transportation, and type of storage. The scenario analysis shows that feasible 
transportation alternatives are pipelines (on and off shore), water carriers (off shore) and combinations of 
these.  
Transportation scenarios are given for different transportation capacities ranging from a demonstration plant 
with an assumed capacity of 200 MWe (1Mt/y of CO2) up to a system of several large 1000 MWe power 
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plants in a coordinated network (40 Mt/y up to 300Mt/y of CO2). The transportation costs for the 
demonstration plant scenario range from 1 to 6€/ton of CO2 depending on storage type and means of 
transportation. 
The paper used a module based cost and capacity analysis which results in the capacity and overall 
transportation cost per ton of CO2 for various distances for each means of transportation understudy. This 
method is a combination of the expert elicitations and the usage of published values. The cost for each 
module was estimated based on three different scenarios with variations on the volume of CO2 to be 
transported, the distance and the type of storage under consideration. The paper considered the project 
being implemented within Europe.  
4. Data and discussion  
This report found a wide variety in key data that common for modelling the cost of CCS project (Section 6: 
Part A – Appendices):  
• Power plant type 
• Fuel type and cost 
• Capacity factor  
• Net efficiency  
• Overall CO2 Capture rate 
• Net CO2 emissions 
• Capital Cost 
• Operation and Maintenance cost  
• Year of Cost Data  
• Location of Power Plant  
The results from the published studies were reviewed and re-evaluated in order to compare results of 
different studies, the updated results are compared under the following results where appropriate: 
• Overnight costs 
• Levelised cost of electricity (LCOE) 
• Cost of CO2 avoided 
Figure 1; Schematic CCS Cost model  
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 Frameworks for cost estimation  
Predominantly the cost for CCS implementation for a plant is compared with a reference plant. Techno-
economic studies on CCS are limited. In this report, selected CCS cost and performance data of selected 
reports are reviewed, re-evaluated and updated to most recent dollar levels. The report considered broad 
based studies undertaken by reputable organisations. The data and results contained in the studies must be 
replicable. The re-evaluation and comparison of cost and performance results across independent studies 
presents research challenges in the area of extrapolation, verification, replicability and triangulation. The 
report identified the following studies for further analysis. These were based on the consistency of the 
assumptions and methodologies. They highlight the major cost inputs and provide in-depth analysis of cost 
and performance estimates. The studies considered are: 
• Carnegie Mellon University – CMU (2007: Rubin, et al. Energy Policy) 
• China-UK Near Zero Emissions Coal Initiative – NZEC (NZEC 2009) 
• CO2 Capture Project – CCP (Melien 2009) 
• Electric Power Research Institute – EPRI (EPRI 2009) 
• Global CCS Institute – GCCSI (GCCSI 2009) 
• Greenhouse – Gas Implementing Agreement – GHG IA (Davison 2007; GHG IA 2009) 
• National Energy Technology Laboratory – NETL (NETL 2008; NETL 2010a-f) 
• Massachusetts Institute of Technology – MIT (MIT 2007) 
• Zero Emissions Platform (ZEP) – (ZEP 2011) 
ECOFYS and TNO – NITG – (ECOFYS 2004) 
The studies considered for this research are based on bottom-up engineering studies, which perform cost 
and performance estimates based on detailed process flow sheet data that account for main equipment or 
process unit islands. They provide the main cost and performance for the reference power plant.  
The report reviewed and analysed published report, which contains the techno-economic information for 
CCS projects. The applicable study is researched and reviewed. In order to ensure consistency, the cost 
estimates were updated to present AUD cost levels using market exchange rates and process equipment 
indices. However, performance related data are not recalibrated. The major steps used in data analysis: 
1. Review of individual techno-economic studies 
2. Calibration of economic data of major studies  
3. Re-evaluation for CO2 avoidance 
4. Data analysis, discussion and comparison of results.  
5. Conclusions and recommendations  
Several approaches are used in the estimation of economic data for energy projects, particularly capital 
costs for CCS projects. Presently, there no standardised methodology adopted by the industry. Although 
there are no consistently applied methodology for cost evaluation, similarities exist through studies in terms 
of how CCS cost are conceptually assessed. Sources of capital costs are not often stated in the studies. 
Assumptions for costs widely vary across different studies. Within the OECD, overnight costs are: 
• Pre-construction or owners cost 
• Engineering, procurement and construction (EPC) costs 
• Contingency costs 
Pre-construction or owner’s costs are miscellaneous additional costs directly incurred by the owner of a 
project such as owner’s staff, land, permitting, environmental reporting and facilities. This is an area of 
contention among CCS cost studies because most studies do not provide the precise scope and content of 
owner’s cost or in some cases are all lumped together.  
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Engineering, procurement and construction costs mostly cover the required total process capital. This 
includes direct and indirect costs for equipment labour, general supporting facilities, but also costs related to 
the engineering and project management.  
Contingency costs are included in order to account for project uncertainties. They usually are determined 
based on technology maturity, performance and policy uncertainties.  
In addition to the currency conversion, it is imperative that the estimates account for changes in installed 
equipment cost over time. The published information does not allow for detailed escalation on a component 
by component bases hence general cost index are used to recalibrate cost to current levels. In this study: 
• Currency were converted to AUD 
• Cost were updated to present cost using varying cost indices 
The technical performance of power plants with CCS are characterised in the areas of plant efficiencies, 
power output, CO2 omissions and CO2 injected. In this report, performance related data was not re-
evaluated as a result of the complexity.  
Table 8 Spread of techno-economic assumptions made by various organisations in CCS cost estimation  
TECHNO-ECONOMIC ASSUMPTIONS USED BY DIFFERENCE ORGANISATIONS 
Organisation CCP CMU EPRI GCCSI GHG IA NETL NZEC MIT 
Discount rates 10% 
 
9-10% 9% 10% 10% 10% 
 
Owner's Cost 
  
5-7% 15% 7% 15-25% 7% 10% 
Capacity factor, Coal 
 
75% 80% 85% 85% 85% 85% 85% 
Capacity factor, Natural 
gas 
95% 75% 
  
85% 85% 
  
Economic Life, Coal 
(years) 
 
30 30 30 25 30% 25% 20 
Economic Life, Natural gas 
(years) 
25 30 
 
30 25 30 
  
Construction time, Coal 
(years) 
 
40 
 
40 30 30 
 
30 
Construction time, Natural gas 
(years) 
   
30 
   
Contingencies with CCS 
(%) 
20% 5-30% 13-14% 5-20% 10% 15-20% 10% 
 
Over the past decade, there has been significant activity in developing CCS pilot plants and demonstration 
projects (Rubin et al. 2012; GCCSI 2014). Even though only a fraction of the proposed demonstration 
projects have been built, some of the cancelled projects left behind detailed Front-End Engineering and 
Design (FEED) studies that include information on project costs (ZEROGEN). One message from these 
FEED studies is very clear: the first-of-a-kind (FOAK) costs associated with the above projects are 
significantly greater than the cost estimates for a mature Nth-of-a-kind (NOAK) plant reported in most CCS 
cost studies. These higher costs for FOAK CCS projects are consistent with earlier studies that found initial 
cost estimates for other types of large-scale facilities are systematically optimistic compared to the actual 
final cost of FOAK projects. Quantitatively, however, the magnitude of cost differences between FOAK and 
NOAK installations is very difficult to predict for a particular project or technology (Al-Juaied and Whitmore 
2009). For the most part, however, the recent literature on CCS costs continues to assume NOAK plant 
designs, with only a small number of studies adjusting certain parameter values to represent FOAK costs, as 
discussed below. Later sections of this paper discuss other cost-related developments stemming from recent 
experience in the context of specific CO2 capture options 
CO2 Transport Costs 
Most CCS studies assume “generic” estimates. Although such studies are far less common than power plant 
capture cost studies, several recent transportation cost studies provide important updates to the earlier 
literature. CO2 pipelines were a mature technology in 2005, with over 3000 miles of installed capacity in the 
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US. Since then, there have been modest additions to this network (Suresh, 2010), but no technological 
developments that significantly impacted costs. While other modes of CO2 transport, such as ships, are still 
discussed in the literature, all current and proposed large-scale transport of CO2 remains with pipelines. 
There is no indication that this will change soon. Pipeline costs are highly variable, due in large part to the 
type of terrain they are going through and the nature of existing land use (e.g., urban areas vs. rural areas). 
There are strong economies of scale based on pipeline capacity, with costs decreasing significantly with 
rising CO2 capacity up until about 10 MtCO2/yr. Beyond this, much more modest economies of scale are 
realised.  
CO2 Storage Costs 
As with CO2 transport costs, most studies of total CCS costs assume a generic cost for CO2 storage in 
dollars per ton, or a combined cost for transport and storage. While detailed studies of CO2 storage costs 
are less prevalent than studies of capture costs, a number of important contributions in recent years are 
discussed. The SRCCS had two major chapters on CO2 storage—geologic storage and ocean storage. The 
biggest change since then is that ocean storage of CO2 is no longer an active option being pursued by the 
international research community or project developers. As such, this section focuses solely on storage of 
CO2 in geologic formations. Much research on geologic storage has occurred in the past decade, which has 
allowed a more detailed breakdown of costs associated with geologic storage. However, much uncertainty 
still remains. This includes the impact of regulations on costs, especially related to requirements for 
monitoring, long-term stewardship and liability. Another area of uncertainty relates to public acceptance and 
how it may impact project economics.  
Costs for geologic storage are highly variable because of the heterogeneity of storage reservoirs. This 
includes reservoir type (e.g., onshore vs. offshore, depleted field vs. deep saline formation) and reservoir 
geology (e.g. porosity, permeability, depth). Therefore, the literature presents the cost of storage as a range. 
This range is based on the judgment of study authors rather than a detailed statistical analysis, in part 
because data on a large percentage of potential storage reservoirs is quite sparse. Poor candidates for 
storage reservoirs could have storage costs well above the high value of the reported ranges.  They broke 
down costs into onshore and offshore storage and separated saline formations from depleted oil and gas 
fields. Furthermore, for depleted fields, they looked at cases where existing infrastructure could or could not 
be reused.  
In 2014, the USDOE developed a comprehensive CO2 Saline Storage Cost Model (updated: USDOE 2017). 
Using the model, they generated a cost supply curve for the US. The graph has two inflection points, with 
over 70% of the storage capacity contained between these two points. Using these points as high/low 
estimates, the cost range is $7–$13 2011 USD/tCO2. Table 9 lists unit storage costs from various sources 
Unlike the SDAAP project costs, the USDOE model however is not based directly on underlying dynamic 
considerations (injection decline and pressure build up rates) rather it relies on well numbers (presumably 
from some dynamic simulation not discussed) and corrected pore volume type capacities and storage 
efficiency factors. Furthermore, the cost-base is a US cost base and influenced by variations in upstream 
capital cost which is volatile and varies with (though lags) oil price (IHS 2019). 
The Carbon Storage Taskforce for the Department of Resources, Energy and Tourism developed something 
similar for Australia.  
Table 9 Summary of Cost (USD/tCO2) 
Study Low High 
IPCC (2005) 1 12 
ZEP (2011) 2 18 
USDOE (2014) 7 13 
GCCSI (2011) 6 13 
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5. Part A - Conclusions 
Significant efforts have been undertaken to derive CCS costs. While methodologies, costs, base years, and 
economics assumptions have been selected for different, study-specific purposes, the result is that they all 
vary widely across the literature. There is also considerably more written about than has actually happened 
i.e. more studies of costs than costs incurred – the calibrated literature is poor. 
In common with many area-specific and project-specific studies, following this brief review, it was decided to 
not use ranges of costs or unit costs from published literature, because the central values and ranges are 
more influenced by study-specific factors than by ranges of costs that might be expected. 
The UQ SDAAP study aimed to investigate whether or not material scale CCS would be feasible in southern 
Queensland. Within this, it was required to produce scoping level cost and unit cost estimates only in order 
to give indicative investment values required and a range of unit costs of abatement and for electricity 
generation (LCOE). 
Ultimately, for UQ SDAAP, capture costs were derived, and adapted to the deployment scenarios studied, 
from more recent industry and government literature (by Gamma Energy Technology 2019), transport costs 
were adapted (ibid) from detailed, Surat–specific estimates made by ZeroGen (Garnett et al 2012). Storage 
capital costs were estimated from recent estimates based on high level Queensland well construction and 
data gathering market information (Honari and Garnett, 2019a) with facilities costs estimated by Advisian 
(2019). The immediate investment decision which this study should support is only to appraise the well site 
through seismic, drilling and testing (with supporting regulatory and community work programmes). Major 
capital investment in the scenario developed would not start until the early 2030s and could be spread over 
10 years. Operating costs would be incurred 13-23 years from now and if needed for discounted cash-flow or 
unit cost analysis were factored simply and sensitivities investigated. 
6. Part A – Appendices 
 Appendix 1: Indices 
Cost year reported  CAPEX + 
O & M 
Multiplier 
T&S Cost 
Multiplier 
US Coal 
Cost 
Multiplier 
Europe 
Coal Cost 
Muliplier 
US Gas 
Cost 
Multiplier 
Europe 
Gas Cost 
Multiplier 
AUD/USD AUD/EUR 
2005 1.643 1.434 1.88 2.274 1.216 3.768 0.7625 0.6125 
2006 1.573 1.412 1.836 2.138 0.803 3.052 0.7535 0.6 
2007 1.472 1.277 1.728 1.58 0.727 2.635 0.8386 0.6119 
2008 1.353 1.212 1.526 1.411 0.527 2.134 0.8532 0.5775 
2009 1.172 1.136 1.391 1.386 0.624 1.629 0.7921 0.5662 
2010 1.064 1080 1.328 1.188 0.609 1.535 0.9197 0.6933 
2011 1.011 0.986 1.135 0.752 0.481 1.175 1.0339 0.7421 
2012 1.04 1.087 1.063 1.052 0.914 1.457 1.0339 0.806 
2013 1.051 1.03 1.035 0.958 0.851 1.39 0.9679 0.7288 
2014 1.04 0.969 0.983 0.728 0.917 1.08 0.9028 0.6795 
2015 1.022 0.97 0.987 0.886 1.266 1.009 0.7521 0.6779 
2016 1 1 1 1 1 1 0.7437 0.6722 
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 Appendix 2: Parameters & Estimates by selected 
parties 
Study Assumptions and Results USDOE EPRI IEA GHG GCCSI ZEP Average 
Year 2013 2014 2014 2011 2011 
 
Source currency USD USD Euro USD Euro 
 
Reference Plant Size (MW) 550 750 1030 550 736 723.2 
Plant Capacity Factor (%) 85 80 85 
 
85.6 67.12 
Net Plant Efficiency, HHV (%) 39.3 39 42.3 39.1 44.2 40.78 
Reference Plant Emission Rate (tCO2/MWh) 0.802 0.84 0.746 0.804 0.789 0.7962 
Capture plant design 
      
Net plant size, with capture (MW) 543 500 874 694 900 702.2 
Net Plant Efficiency, HHV (%) 32.6 29.9 33.9 32 36.5 32.98 
CO2 Capture System Efficiency (%) 90 86 90 90 90 89.2 
CO2 Emission rate after capture (t/MWh) 0.102 0.15 0.095 0.098 0.096 0.1082 
CO2 captured (Mt/yr) 3.52 3.31 5.44 
 
5.81 3.616 
CO2 product pressure (MPa) 15.3 
 
11 20.2 11 11.5 
CCS energy requirement (% more 
input/MWh) 
27 30 28 22 21 25.6 
CO2 reduction per kWh (%) 88 82 87 88 88 86.6 
Cost results (adjusted to 2013$) 
      
Cost year basis (Constant Dollars) 2007 2011 2013 2010 2009 2010 
Inflation factor to 2013 (Fuel Costs) 1.328 0.983 1 1.035 1.052 1.0796 
Inflation factor to 2013 (CAPEX and O&M) 1.064 1.04 1 1.051 1.04 1.039 
Fixed charge factor (%) 0.116 
 
0.1 0.096 
 
0.0624 
Reference plant COE (US$/MWh) 66.4 78.8 67.7 79.5 64.2 71.32 
Capture plant COE (US$/MWh) 126.1 130 141.2 118.3 100.2 123.16 
Incremental COE for capture (US$/MWh) 59.7 51.2 73.3 38.8 36.2 51.84 
% increase in COE (over ref. plant) 90 65 108 49 56 73.6 
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PART B – A review of the application of real option values 
for CCS investments 
1. Introduction 
This Part B was first submitted in large part as an interim milestone submission. It is divided into three 
section. The first section () is a scoping study of real options application in the resource industry and 
presents: 
• A general overview of the real options analytical method, 
• A literature review of existing research on real options and the resource industry, and  
• A discussion on the major gaps between real options and decision science application. 
With respect to this section, none of the many studies reviewed to date have addressed the question of how 
to assess and justify the investment of significant “funds at risk” in exploration and appraisal expenditure 
which is required to establish whether or not storage at scale (and therefore CCS as whole) are real options. 
Rather than adapt an ROV methodology, following the review in this Part B, the investment analysis gap has 
been addressed by reverting to and adapting analyses more typical of classical exploration economics 
(Garnett et al, 2019: Section 5.6) 
2. Real options application with CCS: A brief review 
 Context 
Carbon capture and storage (CCS) implementation is characterised by uncertainty. A large amount of capital 
investment is needed to explore, appraise and develop a CCS project. Existing valuation techniques, such 
as the discounted cash flow technique may not account fully or properly for uncertainty and market risks. To 
ensure investment into CCS projects are safeguarded from uncertainties and market risks at the early stage 
of decision making, UQ SDAAP is investigating the application of real options to ensure that uncertainty is 
adequately captured during the decision making stage of projects.  
 Introduction 
In 1973, Black and Scholes (1973) developed a decisions formula for options to be derived to prevent 
arbitration in the market; this would become known as the Black-Scholes model (a term coined in Merton 
(1973) and Merton (1998)). Robert Merton and Myron Scholes would later be the recipients of the Sveriges 
Riksbank Prize in Economic Sciences in Memory of Alfred Nobel 1997 for developing “a new method to 
determine the value of derivatives” (The Nobel Foundation). In his lecture upon receiving the award, Merton 
(1998) described the future as uncertain, and in an uncertain environment, having the flexibility to decide 
what to do after the uncertainty is resolved definitely has value. Real options provide the means for 
assessing that value. A real option is the right and not the obligation to take an action (e.g. defer or abandon) 
at a predetermined cost, called the exercise price, for a predetermined period of time, that is, the life of the 
option (Copeland and Antikarov, 2001). Prior to the seminal work of Black and Scholes (1973), the general 
equilibrium solution to estimate the value of the pay-off, an option was non-existent, although several 
attempts had been made by earlier researchers (Fisher 1907; Abdel Sabour et al. 2008; Samuelson 1965; 
Chen 1970). 
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Although traditional approaches to estimating project value are easy to apply, they are built on faulty 
assumptions (Dixit and Pindyck, 2001). Increasingly, authors have highlighted the need for much improved 
valuation techniques (Cortazar and Casassus, 1998; Dube, 2012; Fernandes et al., 2011) since current 
investment project are becoming more risky (Botin et al., 2012), with increased cases of production 
uncertainties coupled with high volatility in commodity prices. Notable among these early researchers are: 
Bhappu and Guzman (1995), who attributed the failure of traditional valuation methods to their lack of ability 
to capture flexibility in management decision-making (Trigeorgis and Brennan, 2000; Abdel Sabour and 
Dimitrakopoulos, 2011). The approach to introducing flexibility and managing uncertainty has become a 
basic requirement for effective valuations. 
Another vital area of weakness in traditional valuation techniques has been the volatility of commodity prices. 
It has been noted that, in periods of low volatility and high commodity prices, resource companies are 
naturally inclined to use simple valuation methods that offer a binary “yes” or “no” answer. However, in times 
of high volatility, coupled with low commodity prices, more comprehensive approaches are required for 
investment decision-making to reveal the true value of projects and the managerial flexibility available 
(Topal, 2008). According to Bratvold and Begg (2002), poor decision-making has the potential of 
jeopardising the success of a resource project. Therefore, good financial management combined with good 
capital investment decisions is critical to the survival of projects (Fernandes et al., 2011). The evolution of 
valuation techniques from traditional to sophisticated ones has become imperative, because currently there 
exists a major challenge in tracking resource valuation, deployment scenarios, marketing and financial 
valuation into one integrated resources project valuation process (Dube, 2012). 
Additionally, the weakness of traditional methods of resource project valuation to capture the full value of 
resource investments may lead to the rejection of good investment opportunities or intensively allocating 
capital to marginal ones (Sabour and Poulin, 2010; Davis, 1996). The application of interpretations of risk in 
conventional processes is based more on a subjective approach instead of a quantitative approach, which 
results in biased outcomes and the inability to fully capture the risk associated with the various uncertainties 
and how to turn them into value (Abdel Sabour et al., 2008; Haque et al., 2014). This has highlighted the 
need to improve valuation techniques towards a more efficient system for deployment scenarios in the face 
of multiple uncertainties that minimise subjective judgements (Abdel Sabour et al., 2008).The resource 
industry has been working towards a consistent approach to determine the effect of project risk on value and 
operating policy, with a variety of valuation techniques. Project analysts are attempting to build asset 
valuation models that successfully integrate market information about risk with a detailed description of 
project structure (Blais et al., 2007). Valuation techniques from the financial industry (Faiz, 2000) are being 
adapted so that resource valuation model can successfully integrate market information about risk with a 
detailed description of project structure (Blais et al., 2007). 
In addition, considering the uncertainties faced by resource companies, should a resource project be 
successful, options such as: “decision to defer, expand, shrink and abandon” must be considered in a variety 
of ways at different stages (Shafiee and Abbate, 2012). 
Real options has the potential to be more than just a better method to calculate an asset’s worth in all these 
instances (Faiz, 2000). The method is a reality-based approach to reconcile strategic and financial analysis 
(Enders et al., 2010). However, despite its benefits, the adoption of the real options approach has been slow 
because most firms that use it limit its abilities to restricted formulas based on financial claims by Black and 
Scholes (1973), without taking advantage of the full potential of real options (Cortazar and Casassus, 1998). 
Guj (2011) concedes that the practical acceptance in the resource industry for real options has, until recently 
been slow because of its perceived computational complexity. The level of mathematics involved in 
developing a real options model for evaluating a small asset is arguably a more complex process than 
standard NPV mathematics (Davis, 1998, 1996; Haque et al., 2014). Haque et al. (2014) further highlight the 
weakness of real options,  
“Although the concept of real options valuation arose a few decades ago, most of the models that have been 
developed to-date are generally theoretical and restricted to the areas of research and academia and, as 
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such, the application of real options valuation methods remains poorly understood and often not used in real 
resource project valuations”. 
Zambujal-Oliveira (2013) argues that in spite of all the merits of real options, option pricing models still need 
to bypass some realistic shortfalls such as the complexities associated with their computations. Herder et al. 
(2011) express their dissatisfaction with this question,  
“Why is it that, while real option analysis shows great potential and superior valuation in academic literature, 
it is not widely implemented in the practice of infrastructure projects valuation?” 
 Literature review 
The variety in the application of real options methods has given rise to a degree of controversy in which real 
options valuation method are most reliable, accurate and provide easier-to-interpret results (Guj and 
Chandra, 2012; Topal, 2008). The option to change operating scale (to expand, contract, shut down or 
restart) provides decision-makers with the potential to expand the scale of production or accelerate resource 
utilization if markets are promising (Fernandes et al., 2011) and this provides the bedrock for the choice of 
method. Blais and Poulin (2004) outlined the four major types of real options and their founders as shown in  
Table 10. For example, Borison (2005) suggests that decision trees, particularly those making use of 
dynamic programming capability should be used for greater accuracy and more intuitive interpretation of 
optimal decision paths. He further contends that different real option valuation methods may generate 
different and, in some cases, wrong results. 
 
Table 10: Real options methods and founders. Source: Borison (2005). 
Real Options Method Founder 
Analytical solutions for European-type claims  Black and Scholes (1973) 
Lattice methods  Cox, Ross and Rubinstein (1979) 
Finite difference method  Brennan and Schwartz (1985) 
Stochastic Monte Carlo Simulations  Boyle (1977) 
With respect to the integration of other sources of uncertainty and risk with the evaluation of resource 
projects, real options have proven to be a reliable tool towards the determination of market uncertainty 
(Abdel Sabour and Dimitrakopoulos, 2011) although there seems to be much more to be desired in this area. 
Shafiee and Abbate (2012) also opine that real options has the potential of providing a solution to industry’s 
current problem of uncertainty, as seen in Table 11, based on the historical trend of other methods. Its failure 
to look beyond its single variable uncertainty approach has caused a lot of credibility issues at the 
implementation phase in real cases (Blais et al., 2007). 
One distinct feature of the real options approach has been its ability to adjust for risk within cash flow 
components, whereas the discounted cash flow method discounts for risk at the aggregate net cash flow 
(Blais et al. 2007; Samis et al. 2005; Schwartz and Cortazar 1998). In other words, adjusting for risk through 
probabilities rather than discounting at a blanket risk premium (Faiz, 2000). At this point in the industry, it 
must be noted that risk in the resource industry cannot be eliminated but can only be minimized (Groeneveld 
and Topal, 2011). 
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Although the Monte Carlo simulation approach to real options modelling has weakness in eliminating 
subjective judgment in the selection of projects with the highest value, some authors (Blais et al., 2007; 
Longstaff and Schwartz, 2001) still consider the stochastic Monte Carlo simulation numerical technique of 
real options as the most favourable approach. Their choice is centred on its ability to calculate option values 
in multidimensional economic environment without constraint (Blais et al., 2007). Also, its efficient use of 
market price information in the commodity market (Faiz, 2000), which seem to be neglected by traditional 
evaluation methods, gives it a superior modelling edge since there is no requirement for making estimates 
for commodities with high uncertainty, given their volatility (Cortazar and Casassus, 1998). 
One key success of real options valuation is its ability to include the value of decisions associated with 
uncertainties into its initial model. This increases its reliability and helps managers to foresee future events 
so that change finds them prepared and ready to act accordingly when certain red light figures are triggered 
(Botin et al., 2012). 
Real options have been limited in terms of application largely due to computational challenges for the past 
years, with constant attention by researchers, the question is gradually shifting from real options being 
complicated to real options valuation method being relatively reliable, accurate and providing easier to 
interpret results (Guj and Chandra, 2012). 
 Gaps in real options  
Real options may be more than just a better method to calculate an asset’s worth in all instances (Faiz, 
2000). The method is a powerful approach to reconcile strategic and financial analysis (Enders et al., 2010). 
However, despite the wide consensus on the benefits of using a real options approach to valuing commodity 
contingency claims, its adoption has been rather slow because most firms that use this new approach limit 
themselves to restricted formulas based on financial claims, without taking advantage of the full potential of 
real options (Cortazar and Casassus, 1998). This section summarizes the major gaps that have hindered the 
adoption of the real options approach the evaluations of resource projects.  
7.4.1. Uncertainty  
The risks associated with resource investments arise mainly from the uncertainties of price, host country’s 
investment climate, exchange rates and exploration and recovery technology (Fan and Zhu, 2010). 
Uncertainties affecting resource projects can be demarcated into two, based on the type of risk associated 
with them: exogenous and endogenous risks (Guj and Chandra, 2012). Exogenous risks or external risks 
(Topal, 2008) which are mostly market influenced are related to commodity prices and exchange rates, these 
are uncertainties which cannot be reduced by increased information gathering but can only unfold by waiting 
and observing relevant price changes. Endogenous or internal risks (Topal, 2008), on the other hand, are 
mostly private or project related inputs which ranges from grades to reserve volumes and also their 
uncertainty can be reduced up to a limit as result of increased information gathering through additional 
drilling at a significant cost. Shafiee and Abbate (2012) outline how various evaluation techniques have 
handled uncertainty in Table 2 based on the work of Faiz (2000). 
Table 11: Historical trend in project evaluation and uncertainty. Source: Shafiee and Abbate (2012). 
Method Uncertainty Time 
Multiples  No Uncertainty 1960s 
Discounted Cash Flow Ignores Uncertainty  1970s 
 UQ-SDAAP | Summary of previous work on costs in Australian carbon capture and storage 24 
 
Monte Carlo Simulation Asses Uncertainty  1980s 
Decision Tree Manage Uncertainty  1990s 
Real Option  Exploit Uncertainty  2000s 
 
Real options have not only proven to be a superior asset valuation vis-a-vis the traditional approaches as 
seen in Table 2, but also provide a road map on both whether and how to pursue an opportunity under 
uncertainty (Faiz, 2000). How far resource companies are able to exploit these uncertainties remains a 
question to be answered by research. In practice, project planners cannot know with certainty the quantity 
and quality of ore in the ground. Future exchange rates can equally not be known with certainty (Abdel 
Sabour and Dimitrakopoulos, 2011; Abdel Sabour et al., 2008; Shafiee and Abbate, 2012). Valle (2000) 
revealed that shortcomings in geological modelling and financial analysis in the early 1991 accounted for a 
loss of US$1.4 billion. Cortazar (1998) highlights the need for focus on the economic uncertainties, because 
traditional finance theory states that only economic uncertainty plays a role in the value of a given expected 
cash flow because technical uncertainties are diversifiable. 
However Botin et al. (2012) opine that the applicability of real options must not be limited to market changes 
such as prices and rates, but also have potential to take account of internal and technical uncertainties 
affecting projects. On market uncertainty, the assumption that risk adjusted resource price forecast is the 
same as the forward price for a resource could also lead to miscalculations of uncertainties, contrary to the 
research by Samis et al. (2005). With continuous focus on the market opportunities available in considering 
options, one area practitioners and researchers alike have ignored is what Davis (1996) terms the “growth 
option” where additional value is generated through skills held within the firm upon exercising an option. This 
includes: upgrade of managerial skills; technical knowledge; reputation; and labour quality. 
Another case of the gaps in uncertainty has been the assumption that corporate management exercises 
each option available at an optimal time, which is very unrealistic (Davis, 1996). Rather option premiums 
should be treated as upper bounds on realised premiums to reflect the very uncertain and volatile nature of 
the industry. As a move towards effectively managing uncertainties, Dube (2012) models all risks associated 
with a project into one single measure of risk, conveniently referred to as the risk premium, which is 
accounted for by the modification of the discount cash flow of a net cash flow by the introduction of a 
covariate. Although its application is evidently an improvement over the existing single discounting rate of 
risk, it equally has the pitfall of failing to account for the value of time and the essence of management 
flexibility in dealing with uncertainties to create value for shareholders and investors in resource project 
(Zambujal-Oliveira, 2013). 
7.4.2. Flexibility  
Until the introduction of real options, it was practically impossible to quantify the value, if any, associated with 
how flexibility can improve managerial decision-making. Most asset managers still favour continuation of 
exploitation until depletion of the reserve without consideration of flexibility as best practice (Shafiee and 
Abbate, 2012). 
Unlike the traditional methods of project evaluation, the real options approach centres on the evaluation 
managerial flexibility to answer questions concerning different scenarios with high levels of uncertainty 
(Fernandes et al., 2011). The continuous usage of single (expected) discounting rates in making strategic 
decisions for resource projects without considering the value of stochastic nature of variables, such as 
commodity prices, impairs the ability of a decision maker to justify additional flexibility (Groeneveld et al., 
2012). 
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In addition to valuation, an area that has received much criticism in the resource industry lately has been the 
sequential deployment of resource projects. This has been a result of the way flexibility is handled 
(Groeneveld and Topal, 2011). How flexible are resource projects? How do they respond to future risks 
posed by uncertainties? Researchers and practitioners alike have addressed the absence of flexibility in 
evaluation and project deployment. For example the application of financial option theory has helped in 
quantifying the explicit value of managerial flexibility (Haque et al., 2014) likening the added value that 
managerial flexibility creates to an option premium (Davis, 1996). Yet, gaps remain. Dube (2012) suggests 
otherwise in terms of the effect of managerial flexibility in project evaluation. He posits that, 
“The overestimation or underestimation of a project value is as a result of mathematical flaws in the 
discounted cash flow method and less due to managerial flexibility.”  
What the research by Dube (2012) fails to capture is the definition of managerial flexibility used. 
Flexibility could either be defined as an evaluator’s subjective judgment or ability to exercise options in 
changing times. By acknowledging that asset valuation and asset management are intertwined, real options 
valuation emphasizes the modelling of flexibility and learning across the life of a resource project (Faiz, 
2000). 
The real options approach to project valuation is superior because it brings flexibility and strategic value into 
resource investment evaluation at even country level, which has not been witnessed in earlier works (Fan 
and Zhu, 2010). However, in its application, the assumption of very linear and straight-forward tax rate 
(Samis et al., 2005) in project evaluation has impacts on the reliability of the cash flow analysis, although it 
proves to simplify computations (Abdel Sabour and Dimitrakopoulos, 2011; Abdel Sabour et al., 2008; Samis 
et al., 2007). With respect to taxes, path dependence and non-linearity of effective tax rates has been 
recognised extensively in academia, but with a very slow take-up by industries and government (Samis et 
al., 2007). 
To further advance the take-up of real options under resource investment uncertainty, Elkington and Gould 
(2012) propose the integration of real options with existing optimizing models. Since uncertainties cannot be 
eliminated but can only be minimized, it becomes imperative that the resource industry will be more 
sustainable if projects were developed in a manner that increases flexibilities in order to respond to 
uncertainties (Groeneveld and Topal, 2011). 
 Challenges of real options  
7.5.1. Decision science 
According to Inthavongsa et. al. (2016), a decision making process involves formulating options, predicting 
their outcomes and evaluating these against some objectives of company. This process is regularly repeated 
until either the objective is met or there is no more time to consider more options or refine existing ones. 
Bratvold and Begg (2002) opine that the inherent limitations of decision making in the oil and gas industry 
are intuition and heuristics. The limitation of intuition and heuristics gave rise to more complex approaches 
such as the Monte Carlo simulation, Markowitz efficient frontier optimisation, decision trees, real option 
valuation and holistic asset modelling. Recently, real options analysis has emerged as a decision science 
tool in oil and gas industry. In spite the recent attention, the challenge of integrating risk with decision-making 
sciences as identified in Kahneman and Tversky (1979) still abounds. Subsequent areas of this research will 
exploit this gap.  
 UQ-SDAAP | Summary of previous work on costs in Australian carbon capture and storage 26 
 
7.5.2. Computation 
The level of mathematics involved in developing a real options model for the evaluation of a small oil and gas 
field is arguably a more sophisticated process than standard net present value mathematics (Davis, 1996, 
1998; Haque et al., 2014). It has been argued that its slow rate of acceptance by practitioners has been on 
the perception that real options valuation methodology will be unacceptable to practical application because 
of computational complexity (Guj and Chandra, 2012). Most of the models for real options seem to be 
generally limited to theoretical research and academia, making real options poorly understood, and often 
ignored in real case industrial project evaluation (Guj, 2011). The analytical and numerical solutions derived 
through the application of real options are rarely found in practice, due to the complexity associated with 
solving the partial differential equations which are dependent on several conditions and parameters (Haque 
et al., 2014). 
The factors that make project evaluation with real options difficult are outlined below: 
The numerical simulation concept for determining project values through the real option method is not readily 
available; 
The mathematical challenge in solving high order and dimensional partial differential equations due to the 
several inclusions of parameters and conditions; and 
The determination of the project value of resource projects is challenging due to the several and complex 
uncertainties associated with resource projects. 
To make real options applications look easier and simple, most authors make simplified assumptions (Davis, 
1998) which in-turn causes models to deviate from reality. One basic assumption has been the approach 
where cash flows are treated as linear and each time-period depends on key variables, such as commodity 
price in a linear fashion (Samis et al., 2005). In Elkington and Gould (2012), the sale price was assumed as 
the only source of risk in a resource project by using a price tree with a discrete number of branches as well 
as associated probabilities to represent price distribution over time. 
Another revealing area in complex computations is the case of an asset producing multiple commodities (oil 
and gas). Blais et al. (2007) opine that, some numerical techniques used by real options practitioners have 
limitations that force many valuation professionals to consider primary output as the only underlying state 
variable. Any other secondary resource are either converted into the primary resource equivalent or treated 
as pre-set risk discounted revenue stream. 
In arriving at a numerical solution for a resource project through a simple approach, a high ordered partial 
differential equation is constructed using a geometric Brownian motion model, with the inclusion of financial 
market tools such as options, hedging, and futures market contracts, after which the equation is solved to 
obtain a real value (Haque et al., 2014). This ‘simplified’ approach certainly will not look simple to a 
practitioner, no matter the added advantage it presents. 
In developing a real options model based on Black and Scholes (1973) there should be six parameters 
considered for computations. These parameters are difficult or in some cases impossible to estimate 
accurately (Davis, 1998; Majd and Pindyck, 1987). Notable among these are the assumptions that drift and 
volatility of the value of the project are constant. Although it seems convenient, it is mathematically 
unrealistic in practice (Davis, 1998). In the case where historical time series data exist for a project market 
value, a constant assumption can be made, but it is rarely the case (Davis, 1998). In the modelling of the 
stochastic behaviour of commodity prices, a two factor model for the stochastic behaviour of prices has been 
assumed (Schwartz and Cortazar, 1998). This considered the price of the commodity and its convenience 
yield. The introduction of the exchange-traded funds with respect to gold on the commodity market has 
introduced a new form of risk and uncertainty to the modelling behaviour of commodity prices. 
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7.5.3. Implementation 
The majority of resource firms through which real options were developed do not use option pricing in their 
capital decision-making (Block, 2007). Although the subject of real options is enjoying a bull market in 
academia, top managers do not appear to be sharing in the increasing interest Baker and Dutta (2011). 
According to estimates approximately 70% of research conducted on real options valuation in resource 
focused on hypothetical projects, with the main reason being attributed to unavailability of data for the 
analysis on actual projects because of confidentiality issues (Shafiee and Abbate, 2012). Only 8.1% of firms 
considered real options in their evaluation in the research conducted by Meredith and Bennouna (2010) and 
Block (2007) in North America. Graham and Harvey (2001) report close figures of 14.3% and 11.4% 
respectively with respect to real options implementation in the North America region, while Baker and Dutta’s 
(2011) recent research puts the figure at 16.8% for Canada. The most recent case for Australia in 2001 
concluded that its companies are making strides in the application of real options with a reported figure of 
32% applying real options in the evaluation of their projects (Graham and Harvey, 2001).  
Several reasons have been attributed to the lack of implementation of real options. Chief among them are:  
• Scepticism;  
• Complex and cumbersome techniques;  
• Lack of management support;  
• The discounted cash flow being considered a proven method; and 
• Real options too risky (Block, 2007; Cotter et al., 2003).  
Practically, one major weakness that has hampered the implementation of real options in several projects 
has been the application of a single variable, in most cases the commodity price as the only source of 
uncertainty in resource project evaluations (Blais et al., 2007; Cortazar, 1998; Samis et al., 2005) to prove 
similarities with financial options (Davis, 1996). It must be noted that not all cases justifies the utilization of 
several variables in its application, but in most cases simplifying these variables seriously hinders the 
understanding of the operational behaviour of a firm subject to high uncertainty and high operational 
flexibility (Cortazar, 1998). Blais et al. (2007) attributes this simplification to the complexities associated with 
numerical techniques which makes it difficult to include multiple sources of uncertainties in real option 
models. For example, cases where foreign exchange rate are treated as a constant (Blais et al. 2007) 
hampers the holistic take-up of real options by industry since it then becomes no better than subjective 
judgment because, in reality, the uncertainty of foreign exchange rates have damaged the value of several 
potential projects in the medium to long term.  
Lately, as a move towards a practical implementation, there is the need to optimise project plans but 
optimising based on single plans with aggregated source of risk leaves much to be desired (Elkington and 
Gould, 2012). It has been shown that uncertainty of future resource prices affects the satisfactory price to 
exercise the option as well as the decision rule upon which the option is exercised (Sabour, 2002). However 
that should not limit resource prices as the only uncertainty in the resource investment enclave. In addition to 
foreign exchange is the assumption of linearity for taxes in various evaluation techniques, of which most 
current real option approaches are no exemption. To avoid this, a non-linearity contingency is proposed 
(Cortazar and Casassus, 1998), under uncertain conditions where taxable income is treated as stochastic, in 
such a case it becomes impossible to estimate the tax burden using one point forecast of the input variable 
and ordinary spread sheet techniques (Samis et al., 2007). Another area of uncertainty that has been 
ignored in its application is geological uncertainty and conditional simulation (Botin et al., 2012). To improve 
the implementation of real options among practitioner community, there have been three areas that have 
been outlined to ensure the participation of real options by the practitioner community according to Cortazar 
and Casassus (1998): 
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7.5.4. A realistic modelling of uncertainties; 
A careful modelling of the real asset to be valued; and 
User-friendly computer programs should be developed. 
A holistic application of these observations will guarantee the much more anticipated industry participation in 
real options. Researchers and practitioners should also not consider real options as a substitute to traditional 
approaches in project evaluation, rather a complement that fills the gaps that the discounted cash flow 
cannot address (Botin et al., 2012). 
7.5.5. CCS and real options 
According to Blyth et. al. (2007), the price of carbon required to trigger investment in low-emitting 
technologies may be substantially higher than expected if risk is not taken into account. Zhu and Fan (2011) 
developed a CCS investment evaluation model under the background of climate change using real options. 
Their model considered four main uncertainties: thermal power generation cost, carbon price, investment in 
CCS technology deployment and thermal power with CCS generating cost. Zhu and Fan (2011) identified 
climate change policy has the highest impact on future CCS deployment. Heydari, Ovenden and Siddiqui 
(2010) considered two scenarios of CCS deployment, full CCS (FCCS) or partial CCS (PCCS), and used real 
options analysis to determine the option value of either investing in FCCS or PCCS. Reedman, Graham and 
Combes (2006) developed a real options mode to contrast timing of the uptake of various electricity 
technologies under two carbon tax simulations, when a carbon tax of known size commences at a certain 
date and when it commences at an uncertain date in future.  
8. Part B - Conclusions 
None of the studies reviewed to date have addressed the question of how to assess and justify the 
investment of “funds at risk” in exploration and appraisal expenditure which is required to establish whether 
or not storage at scale (and therefore CCS as whole) are real options. There are, in principle ways to 
imagine or construct a range of futures which could feed into an ROV analysis. However, any discussion of 
future worth requires a series of compounding future factors to be in play for any value to be positive. A 
value needs to be somehow placed on CO2 emissions, on having low emissions baseload power in an 
increasingly intermittent, renewables grid, on creating and retaining regional employment. The deployment 
scenario constructed (Garnett et al, 2019) would see the first very large Final Investment Decision in the 
early 2030s. Before then, around $200 million may need to be spent, this includes an appraisal spend in the 
first 3-4 years of the order of $100 million. Of this appraisal spend, up to $30 million may need to be spent 
before a technical "continue or stop" decision can be made (ibid).  
The appraisal funds are "at risk", therefore exploration and appraisal economics and decision tree analyses 
were employed to explore the question of how these investments might be justified,  
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