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ZEROTH HOCHSCHILD HOMOLOGY OF PREPROJECTIVE ALGEBRAS
OVER THE INTEGERS
TRAVIS SCHEDLER
Abstract. We determine the Z-module structure of the preprojective algebra and its zeroth
Hochschild homology, for any non-Dynkin quiver (and hence the structure working over any base
commutative ring, of any characteristic). This answers (and generalizes) a conjecture of Hesselholt
and Rains, producing new p-torsion classes in degrees 2pℓ, ℓ ≥ 1. We relate these classes by p-th
power maps and interpret them in terms of the kernel of Verschiebung maps from noncommuta-
tive Witt theory. An important tool is a generalization of the Diamond Lemma to modules over
commutative rings, which we give in the appendix.
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1. Introduction and Main Results
This paper concerns the Z-module Acyc := A/[A,A] = A/Span({ab− ba | a, b ∈ A}) (also known
as the zeroth Hochschild homology, HH0(A)) for certain graded algebras A over Z related to quivers
and noncommutative Witt theory. Here, the span means the integral span. For these algebras, a
curious phenomenon emerges:
(*) Over a characteristic p field k, the dimension of the 2pℓ-th graded part of Acyc ⊗ k exceeds
by one the dimension of the same part over a characteristic zero field, for all ℓ ≥ 1; in all other
degrees, the two dimensions are the same.
The simplest such algebra we study is
(1.0.1) Π := Z〈x1, x2, . . . , xn, y1, y2, . . . , yn〉/(
n∑
i=1
[xi, yi]), n ≥ 2,
where Z〈t1, . . . , tm〉 is by definition the free associative (noncommutative) algebra on m generators
t1, . . . , tm. For this algebra A = Π, the phenomenon (*) was conjectured by Hesselholt and Rains,
motivated by noncommutative Witt theory.
Moreover, Hesselholt and Rains produced specific homogeneous classes of Πcyc that, if nonzero,
are p-torsion, and conjectured that they are all nonzero and generate the p-torsion. These classes are
given as follows: One has the commutative diagram of quotients, where P := Z〈x1, . . . , xn, y1, . . . , yn〉
2
is the free algebra used above:
(1.0.2) P
α // //
π

Π
π

Pcyc
α // // Πcyc.
Define
(1.0.3) r :=
n∑
i=1
[xi, yi].
Then, the class π(rp) is a multiple of p in Pcyc. Hence, one may consider the class r
(p) := α¯(1pπ(r
p)) ∈
Πcyc, which evidently satisfies pr
(p) = 0. Similarly, π(rp
ℓ
) ∈ Pcyc is a multiple of p for all ℓ ≥ 1,
and one may thus define r(p
ℓ) := α¯(1pπ(r
pℓ)) ∈ Πcyc.
Conjecture 1.0.4 (Hesselholt-Rains). For all primes p ≥ 2, if n ≥ 2, the classes r(p
ℓ) are nonzero
and generate the p-torsion of Πcyc. There is no p
2-torsion in Πcyc.
The conjecture implies (*). We give an elementary proof of this conjecture in §3 below, which is
the first main result of this paper.
In terms of noncommutative Witt theory, the conjecture in particular implies that the noncom-
mutative p-adic Verschiebung map is not, in general, injective, and the ghost components of its
kernel are given by the nonvanishing p-torsion classes in Πcyc stated in the conjecture. We will
explain this in more detail in §2.
Remark 1.0.5. If we work over Fp, then the classes r(p
ℓ) := r(p
ℓ) ⊗ 1 ∈ Πcyc ⊗Z Fp are related by
p-th power maps: generally, for every associative Fp-algebra A, we have a well defined p-th power
map Acyc → Acyc, [a]cyc 7→ [a
p]cyc, which is well-defined since (a + b)
p − ap − bp ∈ [A,A] (modulo
p).1 Then, it is easy to verify explicitly that r(p
ℓ) = (r(p
ℓ−1))p. Hence, working over Z, all the
p-torsion of Πcyc is generated from r
(p) + pΠcyc by taking p-th powers (i.e., replacing a class [f ] by
a class [fp], which is well defined modulo pΠcyc) and sums of resulting classes (since the images of
the p-torsion modulo pΠcyc are all generated from r
(p) by p-th power maps and sums). Note that
pΠcyc itself contains no p-torsion since Πcyc has no p
2-torsion.
1.1. Quiver generalization. A quiver is an oriented graph whose edges are called arrows. We will
always assume the quiver to be connected, i.e., its underlying undirected graph is connected. We
are interested in the quiver generalization of the preceding, in which P is replaced by the algebra
of paths in a quiver, and the n ≥ 2 condition is replaced by a certain non-Dynkin condition. The
algebra Π is replaced by the preprojective algebra of Q, which was originally defined by Gelfand
and Ponomarev [GP79] in the study of quiver representations.
In detail, for any quiver Q, let PQ be the algebra over Z (i.e., the ring) generated by paths in
Q, with concatenation as multiplication, called the path algebra (later on we will also work over
a general commutative ring k, in which case the path algebra over k is PQ ⊗Z k). Let Q1 denote
the set of arrows in the quiver Q and Q0 the set of vertices. We will equip PQ with the grading by
length of paths, with (PQ)m the subspace spanned by paths of length m; thus Q0 forms a basis for
(PQ)0 and Q1 forms a basis for (PQ)1.
Define the double quiver, Q, to be the quiver obtained from Q by adding a reverse arrow a∗ for
every a ∈ Q1, with the same endpoints but the opposite orientation, and keeping the same set of
1In fact, as observed by Jacobson in the 1940’s, (a+ b)p ≡ ap + bp modulo the Lie algebra generated by a and b.
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vertices. We replace P above with PQ, and recover the P of the previous subsection in the special
case when Q has only one vertex and n arrows.
Let us assume that Q is finite (i.e., it has finitely many arrows, and hence, by connectivity,
finitely many vertices). Define
(1.1.1) r =
∑
a∈Q1
(aa∗ − a∗a), ΠQ := PQ/(r).
Our main object of study in this paper is (ΠQ)cyc, and as such we define notation for it:
(1.1.2) ΛQ := (ΠQ)cyc.
We may consider again the commutative diagram
(1.1.3) PQ
α // //
π

ΠQ
π

(PQ)cyc
α // // ΛQ
Then the Hesselholt-Rains conjecture generalizes as follows. We say that a quiver Q is (ADE)
Dynkin if the underlying undirected graph is Dynkin of type An,Dn, or En (with n = |Q0| equal to
the number of vertices); in particular this means there are no loops and at most one arrow between
any pair of vertices. We say a quiver Q is extended Dynkin if its underlying undirected graph is
the extended Dynkin diagram of a type ADE Dynkin diagram (in particular, this implies that it
obtained from the latter by adding an additional vertex and one or two arrows). We consider the
diagram with one vertex and one arrow (from the vertex to itself) to be extended Dynkin, and call
it type A˜0. Thus, the algebras P and Π from the previous subsection are path and preprojective
algebras of an extended Dynkin quiver of type A˜0 in the case n = 1 and of a Dynkin quiver of type
A1 in the case n = 0, whereas for n ≥ 2 the corresponding quiver is neither Dynkin nor extended
Dynkin.
Theorem 1.1.4. For all primes p ≥ 2, if Q is non-Dynkin and non-extended Dynkin, the classes
r(p
ℓ) := α¯(1pπ(r
(pℓ))) are nonzero and generate the p-torsion of ΛQ. There is no p
2-torsion.
We also present a much more general question (Question 6.2.1), based on conversations with P.
Etingof, that asks whether, for finitely-presented graded algebras over Z (or ZQ0), for primes in
which they are “asymptotic representation complete intersections (RCIs)” (see [EG06]) the new
torsion is generated by classes of the above form, for relations r which lie in the integral span of
commutators modulo p.
Remark 1.1.5. As in Remark 1.0.5, over Fp one has the statement (r(p
ℓ)) = (r(p))p
ℓ−1
using the
p-th power maps on ΛQ⊗Z Fp, so all the p-torsion of ΛQ is generated, modulo p, by r(p) using p-th
power maps and sums.
1.2. Strategy of proof of Theorem 1.1.4. The main strategy for the proof of the theorem is
to exploit an extended Dynkin subquiver Q0 ( Q, i.e., a quiver such that Q00 := (Q
0)0 ⊆ Q0 and
Q01 := (Q
0)1 ⊆ Q1. (It is well-known that such a quiver exists whenever Q is neither Dynkin or
extended Dynkin, although there may be more than one choice of it.) We then use and develop
facts about extended Dynkin quivers, and the relationship between ΠQ and ΠQ0 . Let Q\Q
0 denote
the quiver with the same vertex set as Q, and with arrows Q1 \Q
0
1 (thus, (Q \Q
0)0 := Q0).
We prove that there is an isomorphism as Z-modules, ΠQ ∼= ΠQ0 ∗ZQ00 ΠQ\Q0,Q00 , where ΠQ\Q0,Q00
is a partial preprojective algebra (defined in [EE05]; see §4.1 below), an algebra over ZQ0 (which
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in turn we consider as a ZQ
0
0-algebra in the canonical way). The proof is then divided into three
somewhat overlapping cases:
(1) The case of primes p which are good for the extended Dynkin quiver Q0 (i.e., not a factor
of the size of the corresponding finite group Γ under the McKay correspondence), given
in Theorem 4.2.13. To prove this, we use the well-known Morita equivalence ΠQ0 ⊗Z k ≃
k[x, y] ⋊ Γ for k is an algebraically closed field of characteristic p. This induces a Morita
equivalence ΠQ,Q00⊗Zk ≃ (k〈x, y〉⋊Γ)∗k[Γ](k[Γ]⊗ZQ00ΠQ\Q0,Q00). We then prove the theorem
in essentially the same manner as in the one-vertex case (where Γ = {1}). The latter case,
which is essentially the original Hesselholt-Rains conjecture, is proved in §3 below in an
elementary fashion using (a mild generalization of) the Diamond Lemma.
(2) The case when Q0 is of type A˜ or D˜, given in Theorems 9.1.2 and 10.1.9. To prove these
theorems, we use explicit integral bases for ΠQ0 ,ΠQ and their zeroth Hochschild homology
modulo torsion. We explicitly present these bases and verify that they are bases using the
Diamond Lemma for modules over a commutative ring (which is discussed in Appendix A).
(3) The remaining cases where Q0 is of type E˜n (for n ∈ {6, 7, 8}) and p ≤ 5: these are proved in
§13.2. Here we need to prove a more refined statement, given in Theorem 7.0.9, which relies
on p-th power maps. For the cases at hand, the proof follows via Theorem 13.1.1, which
computes ΛQ in the type E Dynkin and extended Dynkin cases via straightforward com-
putation using Gro¨bner generating sets (cf. Appendix A.1 and Proposition A.1.1 therein),
and Proposition 12.5.8, which computes the zeroth Poisson homology of the necklace Lie
algebra structure on ΛQ [Gin01, BLB02, CBEG07] in these cases.
Above and below, we use the term “Gro¨bner generating set” since we work over arbitrary commu-
tative rings (such as Z) and it is slightly inconvenient for us to define the minimal such sets that,
when working over fields, are customarily called Gro¨bner bases (and we do not need minimality
here).
In the process, we obtain integral, rational, and characteristic p bases for ΠQ and ΛQ modulo
torsion. This relies on the Z-module decomposition ΠQ ∼= ΠQ0 ∗ZQ00 ΠQ\Q0,Q00 . For ΛQ, we can then
(essentially) write classes as cyclic words in ΛQ0 and (ΠQ\Q0,Q00)cyc. For details, see §9.4 for the
case Q0 = A˜n, §10.4 for the case Q
0 = D˜n, Propositions 7.0.5 and 7.0.7 for the case where p is good
for Q0 as above (i.e., not a factor of the size of the group given by the McKay correspondence);
and for the general case see Theorem 7.0.9 and the preceding (note that only Q0 = E˜n and p ≤ 5
are not covered by the preceding cases). As observed above, these cases are overlapping, but note
that the bases we obtain do not coincide in overlapping cases.
The bases should be interesting in their own right. As one simple application of the bases for
ΠQ, we may deduce that ΠQ is torsion-free (which was proved in [EE05] for non-Dynkin quivers
using Gelfand-Kirillov dimension). (This follows from much less work than is required for the proof
of Theorem 1.1.4 itself, where the essential difficulty is in finding the Z-module structure of ΛQ,
rather than merely ΠQ.)
In the Dynkin and extended Dynkin cases, we also compute explicit bases for ΠQ and ΛQ modulo
torsion, and give an explicit description of the torsion of ΛQ. Here, it turns out that the torsion is
finite, and the nonzero classes r(p
ℓ) only occur in “stably bad primes”: none for A˜n; p = 2 for D˜n,
p ∈ {2, 3} for E˜6, E˜7, and p ∈ {2, 3, 5} for E˜8. The precise result is Theorem 13.1.1 (which refines
a result of [MOV06], which established the cases in which ΛQ ⊗ Fp vanishes). Note that there is
good reason why this torsion must be as described: indeed, our proof of Theorem 1.1.4 via the
method of the proof of Theorem 7.0.9 in §13 could also be used backwards to deduce, assuming the
statement of Theorem 1.1.4 (which does not single out any primes), the precise torsion structure
of ΛQ without computing it directly.
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Remark 1.2.1. In fact, there are precise ways in which ΠQ is well-behaved in all primes, unlike
k[x, y]⋊ Γ when k is a field of characteristic dividing |Γ|: for instance, ΠQ is a Calabi-Yau algebra
over the base ring ZQ0 , in the sense that ΠQ has a self-dual finitely-generated projective bimodule
resolution of length two (see, e.g., [CBEG07, (9.2.2)]). In particular, this implies that ΠQ⊗Z k has
global dimension two for all fields k, unlike k[x, y]⋊Γ, which has infinite global dimension when k
is a field of characteristic dividing |Γ|.
1.3. Outline of the paper. First, in §2, we explain the motivation and interpretation using
noncommutative Witt theory.
Then, in §3, we prove Hesselholt and Rains’s conjecture.
In §4 we prove its generalization, Theorem 1.1.4, in the case of good primes (not dividing |Γ|
where Γ < SL2(C) is associated to an extended Dynkin subquiver).
Next, §5 recalls the notion of NCCI algebras and proves a general result we will need about
them.
In §6, we explain in detail the (suggestive) Hilbert series formulas resulting from Theorem 1.1.4.
We also pose a more general question on asymptotic RCI algebras in positive characteristic (Ques-
tion 6.2.1).
In the next crucial section, §7, we prove one direction of Theorem 1.1.4: that the classes r(p
ℓ) are
nonzero (Proposition 7.0.8). We then proceed to state a refinement of the main theorem (Theorem
7.0.9), using prime powers, which implies Theorem 1.1.4. The goal of the remainder of the paper
will be to prove this refinement.
In §8, we study some algebraic structures related to the preprojective algebra that we will need.
In particular, we define and generalize the Lie bialgebra structure on ΛQ, obtained as a quotient
of the necklace Lie algebra. We explain that it is actually a Poisson algebra in the extended
Dynkin case, modulo torsion (by identifying ΛQ modulo torsion with the center of ΠQ, which is a
commutative algebra). We explain how PQ is a “free product” deformation of ΠQ, and prove that
in the extended Dynkin case it quantizes the Poisson bracket on the center coming from the McKay
correspondence.
In §§9 and 10, we prove the main results in the cases where there exists a subquiver Q0 which
is extended Dynkin of type A˜n (Theorem 9.1.2) or D˜n (Theorem 10.1.9). These results imply
Theorem 7.0.9 and hence the main Theorem 1.1.4 in these cases.
In preparation for the type E˜n cases, in §11, we prove some results on preprojective algebras of
star-shaped quivers. Then, in §12, we give explicit bases (via Gro¨bner generating sets) for ΠQ in
the case of (extended) Dynkin quivers of type E (Proposition 12.0.1). We also compute the Lie
structure on ΛQ (Proposition 12.5.1).
Finally, we complete the proof of Theorem 7.0.9 in §13.
In the appendix, we give a generalized version of the Diamond Lemma for modules over commu-
tative rings (which we use to compute bases).
Remark 1.3.1. In this paper we make use of two structures on (PQ)cyc ⊗ Fp and ΛQ ⊗ Fp: the p-th
power maps [f ] 7→ [fp] discussed above, and the necklace Lie algebra structure of [Gin01, BLB02]
discussed in §8 below. It is natural to ask if these structures are compatible in any way. In
particular, one might ask if they form a restricted Lie algebra. This is, however, not true, because
in the latter case an axiom of restricted Lie algebras would be ad[fp] = (ad f)p, but the LHS is
an operator of degree p|f | − 2 whereas the RHS is an operator of degree p(|f | − 2), which are not
equal. We could not find any compatibility axiom which these structures enjoy.
1.4. Notation and Definitions. We will always let k denote a base commutative ring and will
work with algebras and their modules over k. When considering a quotient A/B for A an algebra,
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we will usually only require B to be a graded k-submodule rather than an ideal (so that the quotient
is only a graded k-module).
To avoid confusion with k-submodules whose definition requires parentheses, the ideal generated
by elements will henceforth be denoted with double parentheses: ((r)) = the ideal generated by r.
Given a k-module M and a subset S ⊆ M , we will let 〈S〉 denote the k-linear span of the
set S. This is a completely different use of 〈−〉 than that for the free algebra k〈x1, . . . , xn〉 on
indeterminates x1, . . . , xn, and the usage will be clear from the context.
Given a set S, we let the free k-module generated by S be denoted by k · S.
We will use square braces to indicate that the expression inside is taken up to cyclic permutations:
i.e., we write cyclic words as [a1a2 · · · am] = [a2a3 · · · ama1]. We will use this in many cases where it
is not strictly necessary (i.e., where the context already guarantees that the expression is invariant
under cyclic permutations).
As stated earlier, a quiver Q is a finite, directed, connected graph, allowing loops and multiple
edges. The edges are called arrows and the set of arrows is denoted by Q1, while the set of vertices
is denoted by Q0. Connected here means the underlying undirected graph is connected. We will
maintain the definition of the path algebra PQ and the preprojective algebra ΠQ above, as well
as the double quiver Q. Note that, in PQ, the product p1p2 of two paths is zero if p1 does not
terminate at the same vertex at which p2 begins.
For an arrow a ∈ Q1, the reverse arrow is denoted a
∗, and we also use the notation (a∗)∗ := a.
If an arrow a goes from vertex i ∈ Q0 to j ∈ Q0, we say a : i → j, and set as = i; at = j
(“s”=“source”, “t”=“target”).
Let kQ0 =
⊕
i∈Q0
k denote the ring which, as a k-module, is the free k-module k · Q0 with
basis Q0, and which has product ij = δiji. Then, we consider k · Q1 to be a k
Q0-bimodule with
multiplication iaj = δiasδjate. One has PQ ⊗Z k = TkQ0 (k ·Q1).
The “length” of a path in a quiver is the number of arrows in the path. Similarly, the length of
a line segment of arrows is the number of arrows in the segment. As above, PQ and ΠQ are graded
by path length.
When A is a graded k-module, we let Am denote the degree-m component of A, so that A =⊕
mAm. The gradings we will need will be by path length (hence nonnegative).
We will let Z/n denote Z/nZ throughout.
1.5. Acknowledgements. The author is very grateful to Pavel Etingof for communicating Rains
and Hesselholt’s conjecture and for many useful discussions. The author also thanks Victor
Ginzburg for discussions, Lars Hesselholt for explaining patiently his work on Witt theory and
much of §2 in detail, Eric Rains and Pavel Etingof for assistance with and access to Magma, and
the anonymous referee for many helpful suggestions and corrections and his/her great patience dur-
ing revisions. This work was partially supported by an NSF GRF and an AIM five-year fellowship.
2. Relations to Witt theory
In [Hes97] (see also [Hes05]), Hesselholt defined the abelian group of p-typical Witt vectors W (A)
for any noncommutative ring A, and the vectors of a given length ℓ, Wℓ(A). In the case where A
is commutative, this reduces to the usual Witt vectors [Wit37] (which form a commutative ring in
this case). We recall briefly their definition.
First, one defines the Wℓ(A) and the restriction maps R : Wℓ+1(A) ։ Wℓ(A), and then W (A)
will be the inverse limit of the Wℓ(A). Each Wℓ(A) is defined as a certain quotient of A
ℓ, such that
there exist restriction maps R completing the commutative diagrams (where the left vertical arrow
7
is the projection to the first ℓ components):
(2.0.1) Aℓ+1 // //

Wℓ+1(A)
R

Aℓ // // Wℓ(A).
We therefore represent elements of Wℓ(A) (nonuniquely) by coordinates (a0, . . . , aℓ−1).
In terms of these coordinates, the sum and difference operations on Wℓ(A) are expressed using
noncommutative versions of the usual Witt polynomials for these operations. In more detail, define
first the noncommutative ghost map, w : Aℓ → Aℓcyc, w(a0, . . . , aℓ−1) = ([a0], [a
p
0+ pa1], [a
p2
0 + pa
p
1+
p2a2], . . .). There exist (nonunique) noncommutative polynomials si, di, i = 0, 1, . . . in infinitely
many variables (x0, x1, x2, . . .) such that, for all ℓ, s = (s0, s1, . . . , sℓ−1) and d = (d0, d1, . . . , dℓ−1)
are transported under w to the usual sum and difference in Aℓcyc. Then, the Wℓ(A) are the unique
quotients (of sets) of the Aℓ, compatible with (2.0.1), such that s and d descend to each Wℓ(A), and
each composition ({0}ℓ−1×A) ⊂ Aℓ ։Wℓ(A) has zero fiber {0}
ℓ−1×[A,A] (i.e., one may inductively
define a noncanonical bijection of sets Aℓcyc
∼= Wℓ(A)). Hesselholt showed that Wℓ(A) then is an
abelian group under s and d and the operations are independent of the choice of noncommutative
polynomials si, di.
In addition to defining W (A) for associative algebras A, Hesselholt generalized the Frobenius
(F ) and Verschiebung (V ) operators onW (A) to the noncommutative setting. These have the form
F : Wℓ(A)→Wℓ−1(A) and V : Wℓ(A)→Wℓ+1(A).
In terms of coordinates, the Verschiebung operator continues to have the form
(2.0.2) V (a0, a1, . . . , aℓ−1) = (0, a0, a1, . . . , aℓ−1),
and the Frobenius operator is the unique functorial operation whose expression in terms of ghost
components w(a0, . . . , aℓ−1) = (w0, w1, . . . , wℓ−1) ∈ A
ℓ
cyc is
(2.0.3) w(F (a0, . . . , aℓ−1)) = (pw1, pw2, . . . , pwℓ−2).
While, in the commutative case, the Verschiebung operator is always injective, it turns out this
may not be the case in the noncommutative setting. Hesselholt defined functorial exact sequences,
(2.0.4) HH1(A)
δℓ→Wℓ(A)
V
→Wℓ+1(A),
using the polynomials si, di. In particular, if
∑n
i=1 x¯i ⊗ y¯i ∈ A ⊗ A is a Hochschild one-cycle
(i.e.
∑n
i=1[x¯i, y¯i] = 0) for some x¯i, y¯i ∈ A, one may consider the map φ : Π → A mapping xi 7→
x¯i, yi 7→ y¯i (for Π as in the beginning of §1 with parameter n); then one has a commutative diagram
with exact rows,
(2.0.5) HH1(Π)
δℓ //
φ

Wℓ(Π)
V //
φ

Wℓ+1(Π)
φ

HH1(A)
δℓ // Wℓ(A)
V // Wℓ+1(A),
so that φ ◦ δℓ[
∑
i xi ⊗ yi] = δℓ[
∑
i x¯i ⊗ y¯i]. Hence, the kernel of the Verschiebung map is generated
by all classes that can be obtained as the image of the classes δℓ[
∑
i xi ⊗ yi] under algebra maps
Π→ A (for all choices of n).
Furthermore, one has W1(A) = A/[A,A], and Hesselholt computed that δ1(
∑
i xi ⊗ yi) = r
(p).
More generally,
(2.0.6) w(δℓ(
∑
i
xi ⊗ yi)) = (r
(p), r(p
2), . . . , r(p
ℓ)).
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Hence, Conjecture 1.0.4 says that, not only is the kernel of V nonzero in general, but the universal
elements of the kernel, δ∞(
∑n
i=1 xi ⊗ yi) ∈W (Π), have all nonzero ghost components (for n ≥ 2).
Note that, by (2.0.2),(2.0.3), the ghost components of any element of ker(V ) are p-torsion in
Acyc.
2 Conjecture 1.0.4 implies that, in fact, the ghost components of the universal element of
ker(V ) above form a Fp-basis for the p-torsion in Πcyc.
Remark 2.0.7. The quiver generalization of the above should be as follows: Given any set of vertices
Q0, one may consider noncommutative algebras over ZQ0 instead of over Z. The Witt group itself is
unchanged, only the category of algebras is changed. Now, the universal elements of ker(V ) should
instead be written as δ∞(
∑
a∈Q1
a⊗a∗−a∗⊗a) ∈W (ΠQ), replacing the parameter n by the quiver
Q. We then see that, for non-Dynkin, non-extended Dynkin quivers, not only is the corresponding
universal element nonzero, but all its ghost components are nonzero, and they form a Fp-basis for
the p-torsion of ΛQ.
3. Hesselholt and Rains’ conjecture
The purpose of this section is to prove the following main combinatorial result, which in particular
implies Conjecture 1.0.4. The proof of this lemma will be generalized later, to compute bases of Π
and Λ modulo torsion for quivers containing A˜n or D˜n:
Definition 3.0.1. For a sequence (x1, . . . , xk) ∈ X
k for any set X, let per(x·) be the period (the
least positive integer such that xi = xi+per(x·), with indices taken modulo k), and let rep(x·) :=
k/per(x·) be the number of cyclic permutations which fix the sequence (the size of the stabilizer in
Z/k of the sequence), which we can call the “number of times the sequence repeats itself”, hence
“rep”.
Let A := F/R where F := Z〈x, y, r′〉 is the free algebra and R := ((r)) with r := xy − yx + r′.
Let V := A/[Ar′A,A]. Let Vˆ be the Z-module obtained from V by adjoining [1p(r
′)p
ℓ
] for all p
prime and ℓ ≥ 1, i.e., the quotient of V ⊕ Z · {tp}p prime,ℓ≥1 by the relations p · tp = [(r′)p
ℓ
] for all p
prime and ℓ ≥ 1. Similarly let ̂F/[F,F ] and ̂A/[A,A] be the modules obtained from F/[F,F ] and
A/[A,A], respectively, by adjoining [1p(r
′)p
ℓ
] for all p prime and ℓ ≥ 1.
Henceforth, a “monomial” in X refers to a noncommutative monomial, i.e., an element of the
form x1 · · · xk for x1, . . . , xk ∈ X (with any of the xi allowed to be equal to each other), unless we say
“cyclic monomial.” A cyclic monomial [x1 · · · xk] is the same except where [x1 · · · xk] = [x2 · · · xkx1]
by definition.
Lemma 3.0.2. (1) A basis for A is given by monomials in x, y, and r′ such that the maximal
submonomials in x, y are of the type
(3.0.3) za,b :=
{
(xy)bxa−b, if a ≥ b,
(yx)ayb−a, if a < b,
i.e. of the form za1,b1r
′za2,b2 · · · r
′zam+1,bm+1 for m,ai, bi ≥ 0;
(2) A basis for A/[Ar′A,A] is given by
(a) za,b; and
(b) classes of the form [za1,b1r
′za2,b2 · · · zam,bmr
′] (up to simultaneously cyclically permuting
the a and b indices).
2In fact, F ◦ V is multiplication by p in W (A), so ker(V ) is p-torsion in W (A) as well.
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(3) The canonical quotient map V = A/[Ar′A,A] ։ A/[A,A] has kernel the free submodule
W ⊂ V with basis given by the classes (for a > b ≥ 1):
Wa,b :=
∑
a·,b·
gcd(a, b)
rep(a·, b·)
[
|{a·}|∏
ℓ=1
(−r′)zaℓ,bℓ ],(3.0.4)
Wb,a :=
∑
a·,b·
gcd(a, b)
rep(a·, b·)
[
|{a·}|∏
ℓ=1
r′zbℓ,aℓ ],(3.0.5)
Wa,a = [(xy + r
′)a]− [(xy)a],(3.0.6)
where the sums
∑
a.,b. are over all distinct pairs (a., b.) of tuples of the same length, modulo
simultaneous cyclic permutations of the indices, such that Wc,d always has bidegree (c, d)
in x, y (with r′ having bidegree (1, 1), so in the summation a =
∑
(ai + 1) and similarly
for b) and such that aℓ > bℓ for all ℓ. The coefficient rep(i·, j·) is as defined in (3.0.1)
above, viewing (i., j.) as a k-tuple of elements of Z≥0 × Z≥0. Finally, the product is taken
in left-to-right order, i.e., in (3.0.4) it expands as [(−r′)za1,b1(−r
′)za2,b2 · · · (−r
′)zaℓ,bℓ ], and
similarly for (3.0.5). Note that the coefficients of Wa,b,Wb,a, and Wa,a above are integers.
(4) None of the classes Wa,b, considered as elements of V , are multiples of any non-unit in Z.
Under the quotient V ։ V/〈[(r′)m]〉m≥1, the images of only the classes Wpℓ,pℓ are multiples
of a non-unit in Z, the greatest of which is p.
Then, the classes 1pWpℓ,pℓ ∈ Vˆ and
1
p [r
pℓ ] ∈ ̂F/[F,F ] have the same image in ̂A/[A,A],
are nonzero, and generate the torsion of ̂A/[A,A] (Z/p in degrees 2pℓ and 0 otherwise).
We note that abstractly understanding A/[A,A] is easy if we wanted to use cyclic words in x
and y, but the point of finding bases of the above form is to allow one to obtain bases in a further
quotient by a power of r′, or in an extension of A (cf. Corollary 3.0.14). In particular, to prove
Conjecture 1.0.4, we will view F as a subalgebra of the free algebra P = Z〈x1, . . . , xn, y1, . . . , yn〉
by x = x1, y = y1, and r
′ =
∑n
i=2[xi, yi], in which case the image of (r
′)ℓ in Λ is zero for all ℓ ≥ 1.
Proof. (1) We use the Diamond Lemma for modules as formulated in Appendix A. First, define the
disorder Dis(M) of a monomial M in x, y to be the minimal number of swaps of adjacent letters in
M needed to bring it to the form za,b. For a monomial M = M1r
′M2 · · · r
′Mn+1 for n ≥ 1, define
the disorder to be Dis(M) := Dis(M1) + . . . + Dis(Mn+1): that is, Dis(M) is given by the sum of
the above disorder over each maximal monomial in x’s and y’s.
Let O(M) be the maximal nonnegative integer such that M ∈ (r′)O(M). Then, we define the
partial order on monomials such that M1 ≺M2 if and only if either O(M1) > O(M2) or O(M1) =
O(M2) and Dis(M1) < Dis(M2). Every relation f(xy − yx+ r
′)g, where f and g are monomials in
x, y, and r′, then has leading term equal to either fxyg or fyxg (because of the O condition), and
thus can be viewed as a reduction fyxg 7→ fxyg + fr′g or fxyg 7→ fyxg − fr′g which reduces the
disorder of the leading term.
To prove that the reductions are confluent, we have to show that, if a monomial f in x, y, and r′
can be reduced in two different ways, then their difference is integrally spanned by relations with
leading monomials strictly less than f in the partial ordering. That is, we need to consider f in
which there are two distinct instances where x and y are adjacent and swapping the pair of x and
y results in a smaller monomial in the partial ordering.
We claim that these two adjacent instances of x and y do not overlap. If not, then there must be
either an instance of xyx in f such that the disorder decreases if xyx is replaced by yxx as well as
if xyx is replaced by xxy, or alternatively an instance of yxy in f such that the disorder decreases
if yxy is replaced by yyx as well as if it is replaced by xyy. But this is impossible. Indeed, in the
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case that the disorder of a monomial f1yxxf2 is less than that of f1xyxf2, then it easily follows
that Dis(f1xyxf2) = Dis(f1yxxf2) + 1 and also Dis(f1xxyf2) = Dis(f1xyxf2) + 1.
So, the two adjacent instances of x and y in f in question do not overlap. Call the two reductions
of f obtained by the two corresponding swaps f ′ and f ′′. Then f ′ and f ′′ both admit a common
reduction, obtained by swapping the pair of x and y which was not yet swapped (i.e., reducing f ′ by
swapping the pair of x and y which was swapped to obtain f ′′, and vice-versa). Since all monomials
appearing in f ′ and f ′′ are strictly less than f , this implies that f ′ − f ′′ is a linear combination of
relations (defining reductions) whose leading monomials are strictly less than f , which yields the
confluence property in this case.
With either approach, all reductions yield relations with leading coefficient 1, so by Proposi-
tion A.2.5, the quotient F/R is a free bigraded Z-module with the given basis (the elements not
appearing as leading coefficients of relations).
(2) Let F ′ ⊂ F be integrally spanned by monomials not containing r′ and let V ′ := F ′ ⊕
Fr′F/[Fr′F,F ]. There is an obvious surjection β : V ′ ։ V := A/[Ar′A,A]. V ′ has a basis
consisting of monomials in x and y and cyclic monomials in x, y, and r′, i.e., monomials in x, y,
and r′ up to cyclic permutation. On cyclic monomials, let O(f) denote the number of times that r′
occurs in f . Let us define a partial order on monomials in V ′: f ≺ g if either (1) O(f) > O(g); or
(2) O(f) = O(g) and there are fewer swaps yx↔ xy needed to bring f to normal form than for g.
Note that, in V ′, monomials in x, y, and r′ are invariant under cyclic permutations, which is why
we place them in square braces (in accordance with §1.4).
Then, it is not difficult to see that the set of elements f(xy− yx)g+[fr′g], [h(xy− yx+ r′)] ∈ V ′
(for f, g, h monomials, with h ∈ ((r′)) and f, g /∈ ((r′))) form a confluent set W ′, so that V ′/W ′ ∼=
A/[Ar′A,A] = V , as desired: the normal-form basis of the quotient is given by the classes listed
in the statement of (2). One makes the same arguments as before: the main point is that cyclic
monomials that contain r′ behave similarly to regular monomials in that one can compute the
minimal number of swaps xy ↔ yx needed to reduce to a normal-form element, and any two
reductions can be performed in either order with the same result.
In detail, to prove confluence, as before, it suffices to show that, if f is either a monomial in
x and y, or a cyclic monomial in x, y, and r′, and if there are two adjacent instances of x and y
in f such that swapping either pair decreases the disorder of f , then the corresponding reductions
f ′ and f ′′ admit a common reduction. In the case of monomials in x and y, this is exactly the
same argument as before. In the case of cyclic monomials in x, y, and r′, then as before, in this
case the two adjacent instances of x and y must be disjoint, since Dis([f1yxxf2]) < Dis([f1xyxf2])
(for f1 and f2 monomials in x, y, and r
′ at least one of which contains r′) implies Dis([f1xyxf2]) =
Dis([f1yxxf2]) + 1 and Dis([f1xxyf2]) = Dis([f1xyxf2]) + 1. Therefore f
′ and f ′′ admit common
reductions, obtained by swapping the other instance of x and y not yet swapped. Thus f ′− f ′′ is a
linear combination of relations with smaller leading (cyclic) monomial than that of f , proving the
confluence property.
Again, the leading coefficients of the relations generating W ′ (corresponding to the reductions)
all are one, so by Proposition A.2.5, the desired set (which consist of the generators of V ′ which
are not leading coefficients of any relations) forms a basis of V .
(3) We claim that [A,A] = [Ar′A,A] + [〈za,b−1〉a,b≥1, y] + [〈za−1,b〉a,b≥1, x]. This follows immedi-
ately from the fact that the za,b form a basis of A (Part (1)). This means that [A,A] = V/W where
W is integrally spanned by the relations
wa,b,y := η([za,b−1, y]), wa,b,x := η([za−1,b, x] ∈ V,(3.0.7)
where
η : A։ A/[Ar′A,A] ∼= V is the quotient.(3.0.8)
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It remains to show that
(3.0.9) 〈wa,b,x, wa,b,y〉 = 〈Wa,b〉.
This will complete the proof of (3).
We will prove the sharper result that
(3.0.10)
gcd(a, b)
b
wa,b,x = −
gcd(a, b)
a
wa,b,y = ±Wa,b, a, b ≥ 1,
using the positive choice of gcd, where ± is plus if a ≤ b and minus if a > b. Here the division by
a or b makes sense since V is a free Z-module.
First, we note that awa,b,x + bwa,b,y = 0, since the left-hand side is equivalent in A/[Ar
′A,A] to
(3.0.11)
a+b∑
i=1
η([hi+1hi+2 · · · ha+bh1h2 · · · hi−1, hi]), h1 · · · ha+b = za,b, hi ∈ {x, y},∀i.
Thus, it remains to compute only one of wa,b,x and wa,b,y for all positive integers a and b. Let
us suppose that a > b. Then, it follows that wa,b,x is the result of successively commuting the x
on the right of (xy)bxa−b all the way to the left, and subtracting the resulting x(xy)bxa−b−1. So,
wa,b,x =
∑
0≤b′≤b−1[(xy)
b′xr′(xy)b−b
′−1xa−b−1]. Each summand can then be reduced to a linear
combination of monomials in r′ and the monomials zc,d for all c, d. Specifically, this is the sum
of all possible terms of the form [r′za1,b1r
′ · · · r′zak ,bk ] such that b1 ≥ b− b
′ − 1, and satisfying the
conditions of (3.0.4): aℓ > bℓ for all ℓ, and a1 + · · · + ak + k = a, b1 + · · · + bk + k = b. So, when
we add up all the contributions to wa,b,x, we get −((b1 + 1) + · · ·+ (bm + 1) = b)/rep(a·, b·) copies
of each [(−r′)za1,b1(−r
′) · · · (−r′)zam,bm ], i.e., −
b
gcd(a,b)Wa,b.
For the same reason, when b > a we get wa,b,y = −
a
gcd(a,b)Wa,b. So it remains to consider wb,b,x.
Here, we get η((yx)b − (xy)b) = [(xy + r′)b]− [(xy)b], as desired.
It is clear that the classes Wa,b are zero if either of a or b is zero. This completes the proof of
part (3).
(4) Since V is a free Z-module, and each relation (3.0.4)–(3.0.6) lives in a different bigraded
degree, we find that the torsion part of V/W is a direct sum of its bigraded components, which
are all cyclic (or trivial). In bidegree (a, b), this module is Z/ga,b, where ga,b is the gcd of all
the coefficients
gcd(a, b)
rep(a·, b·)
that appear in (3.0.4)–(3.0.6). To compute this, we claim first that the
numbers rep(a·, b·) range over all positive factors of gcd(a, b): it’s clear that any cyclic monomial of
the form [f ℓ] with bidegree (a, b) must have ℓ be a factor of a and b; on the other hand, for any such
factor, we can form the cyclic monomial [f ℓ] where f = r′x
a
ℓ
−1y
b
ℓ
−1. So, the gcd of the coefficients
gcd(a, b)
rep(a·, b·)
is 1 for all a, b. When a 6= b, the same is true if we restrict to terms not of the form
[(r′)m], since such terms cannot have bidegree (a, b). On the other hand, in the case a = b, we see
that, if we restrict to the terms other than [(r′)m], then the gcd is equal to p in the case m = pℓ
where p is prime (but still one in any other case). To see this, first note that the term [(r′)m] is
the unique one that can have coefficient equal to 1 = gcd(a,a)a , since rep(a·, b·) = a = b if and only
if a· = b· = (0, 0, . . . , 0) (tuples of length a = b with all zeros). Next, the gcd of all positive factors
of m other than one equals p when m = pℓ and equals one otherwise. This proves the claims of the
first paragraph.
Finally, we need to show that the classes 1pWpℓ,pℓ ∈ Vˆ and
1
p [r
pℓ] ∈ ̂F/[F,F ] have the same image
in ̂A/[A,A], are nonzero, and generate its torsion. First, we have already seen that the images of the
classes 1pWpℓ,pℓ ∈ Vˆ are nonzero and generate the torsion of
̂A/[A,A], since ̂A/[A,A] is obtained by
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modding by the classes Wa,b, which now have greatest integer factor = p if a = b = p
ℓ and greatest
integer factor = 1 otherwise.
We can write the image of the class 1p [r
pℓ ] in A/[A,A] as follows:
(3.0.12)
1
p
[rp
ℓ
− (xy)p
ℓ
− (−yx)p
ℓ
] +
1
p
(1 + (−1)p
ℓ
)[(xy)p
ℓ
],
and since the first term in square braces is actually p times an integral combination of cyclic words,
we can replace terms (yx) by (xy + r′) (without destroying the ability to divide by p), and obtain
(3.0.13)
1
p
[−(xy)p
ℓ
− (−xy− r′)p
ℓ
] +
1
p
(1+ (−1)p
ℓ
)[(xy)p
ℓ
] ≡
1
p
(
[(xy+ r′)p
ℓ
]− [(xy)p
ℓ
]
)
(mod p),
which is the image of 1pWpℓ,pℓ under
̂F/[F,F ]։ ̂A/[A,A], as desired. 
From the proof, we deduce the more general
Corollary 3.0.14. Let B = B+ ⊕ k be any (graded) augmented k-algebra such that B+ is a free
k-module. Let r′ ∈ B \k (of degree 2). Let r := xy−yx+ r′, and set F ′ = Z〈x, y〉∗B (with Z〈x, y〉
the free algebra) and A′ = F ′/((r)). Then
(3.0.15) A′cyc
∼← (Z[x, y] ∗B)cyc/W,
where W is as defined in Lemma 3.0.2. In particular,
(3.0.16) torsion(A′cyc)
∼← torsion(Bcyc)⊕
⊕
p,ℓ
〈r(p
ℓ)〉,
where the sum is over all primes p and all ℓ ≥ 1 such that (r′)p
ℓ
∈ pB + [B,B], and 〈r(p
ℓ)〉 denotes
the subgroup of A′cyc generated by r
(pℓ). The isomorphisms are obtained from F ′ ։ A′ by picking
a Z-module section Z[x, y] →֒ F ′ of the submodule Z[x, y] ⊆ A′. The classes r(p
ℓ) are all nonzero.
In the corollary, the class r(p
ℓ) is defined as follows: Let f(x, y, r′) be a noncommutative polyno-
mial in x, y, r′ such that f(x, y, r′)+ (r′)p ≡ (xy− yx+ r′)p modulo commutators, and such that all
the coefficients of f(x, y, r′) are divisible by p (such an f exists by the construction of r(p
ℓ) ∈ ΛQ).
Let g ∈ B be an arbitrary element such that pg − (r′)p ∈ [B,B]. Then we can define r(p
ℓ) as the
image of 1pf(x, y, r
′) + g in A′cyc.
Proof. We apply the argument of the lemma. Namely, we apply the Diamond Lemma for free
modules (as found in Appendix A) now to F ′/[F ′, F ′B+F
′] (note that our F ′ now replaces what
was F before, and there is no notation for what was F ′ in the proof of the lemma). Since B+ is
free as a k-module, we can do this. Our partial ordering only concerns, as before, the x and y
variables. Namely, we can write F ′/[F ′, F ′B+F
′] as the direct sum of (B+)cyc and a free k-module
whose basis consists of noncommutative words in x and y together with cyclic noncommutative
words in x, y, and a basis for B+, with no two elements of B+ appearing next to each other (a
cyclic noncommutative word is, as before, a noncommutative word modulo cyclic permutations).
Our partial ordering is based as before on the degree in x and y and on the disorder function,
giving the number of swaps of x and y needed to yield an element which is a word in the za,b and
the basis of B. Then, the rest of the proof goes through in the same manner. 
Remark 3.0.17. The corollary immediately implies Conjecture 1.0.4, settingB := Z〈x2, y2, . . . , xg, yg〉
to be the free algebra, and defining r′ =
∑g
j=2[xj , yj ]. (In fact, it implies Theorem 1.1.4 for arbitrary
quivers Q containing a loop, i.e., Q ) Q0 ∼= A˜0. See Remark 4.2.21.)
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Remark 3.0.18. The proof of parts (1)–(2) of Lemma 3.0.2 and some of (3) is slightly shorter if we
used xayb instead of za,b; in this case we have
(3.0.19) Wa,b =
∑
a·,b·
gcd(a, b)
rep(a·, b·)
[
k∏
ℓ=1
(r′xaℓybℓ)],
and the Diamond Lemma argument is a bit simpler. However, the disadvantage is that the given
formula for Wa,a does not follow explicitly from the computation; more importantly, the chosen
convention resembles more closely theQ ) D˜n case (however, the elements xayb do have an analogue
for the Q ) A˜n−1 case).
In more detail, replacing za,b by x
ayb, we could avoid using our version of the Diamond Lemma
altogether for part (1) above, using instead the Gro¨bner generating set (xy − yx+ r′) with respect
to the graded lexicographical ordering with |r′| = |x| = |y| = 1 and r′ < x < y (see Appendix A.1
and Proposition A.1.1 therein). To prove part (3) from parts (1) and (2), we could use that the
normal form of za,b with respect to the basis of monomials in x and y has leading term x
ayb.
4. Proof of Theorem 1.1.4 for good primes: a Γ-equivariant version
In this section, we will prove a “Γ-equivariant” version of Lemma 3.0.2, which will allow us to
prove the main Theorem 1.1.4 for good primes.
4.1. Partial preprojective algebras. We will need the notion of partial preprojective algebra,
denoted ΠQ,J , which depends on a subset of vertices J ⊆ Q0, and is defined as a quotient of PQ
by the relations iri only at vertices i ∈ Q0 \ J , called black vertices. In particular, this includes
PQ = ΠQ,Q0 as well as ΠQ = ΠQ,∅. We define this in detail below.
We remark that there is an analogy between ΠQ and closed Riemann surfaces, in which ΠQ,J is
obtained by adding punctures at the points corresponding to J : for more details, see §11.
Notation 4.1.1. If Q′0 ⊂ Q0, and k is any commutative ring, then let 1Q′0 ∈ k
Q0 denote the
matrix which is 1 in entries (i, i),∀i ∈ Q′0, and zero elsewhere. In terms of vertex idempotents,
1Q′0 =
∑
i∈Q′0
i.
Definition 4.1.2. [EE05] Given any quiver Q, and any subset J ⊂ Q0 of vertices (called the white
vertices, with Q0 \ J the set of black vertices), define the partial preprojective algebra ΠQ,J
by:
(4.1.3) ΠQ,J := PQ/((1Q0\Jr1Q0\J)).
Definition 4.1.4. ΛQ,J := (ΠQ,J)cyc.
4.2. Proof of Theorem 1.1.4 for good primes. Let Q0 be an extended Dynkin quiver, and
Γ ⊂ SL2(C) the corresponding finite subgroup under the McKay correspondence. Identify x and y
with the standard basis of C2, and hence let SL2(C) and therefore Γ act on C · {x, y}. By [CBH98],
§3, for k = C, we know that there are Morita equivalences
P
Q0
⊗ k ≃ k〈x, y〉 ⋊ Γ,(4.2.1)
ΠQ0 ⊗ k ≃ k[x, y] ⋊ Γ,(4.2.2)
where, as before, k〈x, y〉 is the free algebra, and for any algebra A with an action by a group Γ,
A⋊ Γ denotes the skew group algebra. These Morita equivalences are given by
(4.2.3) P
Q0
⊗ k ∼→ f(k〈x, y〉⋊ Γ)f
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where f ∈ k[Γ] is a sum of primitive idempotents, one for each irreducible representation of Γ.
In more detail, f =
∑
i∈Q00
fi, where the vertices Q
0
0 of the extended Dynkin quiver Q
0 also label
the irreducible representations Ui of Γ, and fi is chosen so that k[Γ]fi ∼= Ui. Then, one may
choose elements a˜ ∈ k〈x, y〉 ⋊ Γ for each arrow a ∈ Q1 so that the map a 7→ fa˜f, i 7→ fi gives the
isomorphism (4.2.3), and furthermore that the element xy − yx ∈ k〈x, y〉⋊ Γ maps to the element
r ∈ P
Q0
, yielding (4.2.2) (specifically, (4.2.3) descends to ΠQ0 ⊗ k
∼→ f(k[x, y]⋊ Γ)f).
Then, the idea of the proof of Theorem 1.1.4 for good primes is to repeat the arguments
of the previous section, generalizing to a “Γ-equivariant” version. This involves replacing A =
k〈x, y, r′〉/((xy − yx+ r′)) ∼= k〈x, y〉 by A = (k〈x, y, r′〉/((xy − yx+ r′))) ⋊ Γ ∼= k〈x, y〉 ⋊ Γ. Here,
we set the Γ-action on r′ to be trivial.
There are a few problems with this. First, in the previous section, we worked over Z; we cannot
get any torsion information setting k = C as above. We resolve this problem by restricting to
“good characteristic”: primes that do not divide |Γ|, where all of the above easily generalizes (as
is well-known). As a slight modification, rather than working over an algebraically closed field
in good characteristic, we will set k := Z[ 1|Γ| , e
2πi
|Γ| ], since this allows us to see all of the torsion
(except in bad primes) simultaneously. Moreover, for this choice of k, up to conjugation, we can
assume that Γ < SL2(k). (Note that Z[ 1|Γ| , e
2πi
|Γ| ] is not a principal ideal domain, but this will not
cause us any difficulties, as we did not and will not need to assume that we obtain a direct sum of
cyclic modules; in any case, the torsion information we obtain could equivalently be obtained by
working over finite fields of all good characteristics, and the modules we are actually interested in
are defined over Z.)
Second, we will need a way to get from A above to actual preprojective algebras of quivers
properly containing Q0. This will follow from a generalization of Corollary 3.0.14 and some general
arguments about (partial) preprojective algebras, further developing some of the ideas of [EE05,
EG06].
Third, to understand (a presentation of) A/[A,A], we first need to understand F/[F,F ] where
F = k〈x, y, r′〉⋊Γ. For this, we use the general (known) Hochschild theory for skew group algebras,
as follows:3
Proposition 4.2.4. Let A be an associative algebra over a commutative ring k and Γ a finite group
acting on A. Assume that k contains 1|Γ| (in particular, the characteristic of k does not divide Γ).
For any γ ∈ Γ, let Γγ := {γ
′ | γ′γ = γγ′} denote the centralizer of γ. Then, for any A⋊Γ-bimodule
M , one has
HH•(A⋊ Γ,M) ∼= HH•(A,M)Γ, HH•(A⋊ Γ) ∼=
⊕
γ
HH•(A,Aγ)Γγ ;(4.2.5)
HH•(A⋊ Γ,M) ∼= HH•(A,M)Γ, HH•(A⋊ Γ) ∼=
⊕
γ
HH•(A,Aγ)Γγ ,(4.2.6)
where we sum over a collection of representatives of the conjugacy classes of Γ (one for each
conjugacy class).
Proof. We prove the second result (for Hochschild homology) since we will use that one more
heavily; the first follows from the co-version of the proof.
We write
(4.2.7) HH•(A⋊ Γ,M) = Tor
(A⊗Aop)⋊(Γ×Γop)
• (A⋊ Γ,M).
For any algebra B, let LHB denote the left-derived functor of B −Bimod→ k−mod, given by
M 7→M/〈mb−bm〉m∈M,b∈B: that is, the derived functor which yields the Hochschild homology of B
3Thanks to P. Etingof for explaining this (known) proposition and proof.
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with coefficients in the given B-bimoduleM . Let Γ∆ := {(g, g
−1) ∈ Γ×Γop}. By Shapiro’s lemma,
since IndΓ×Γ
op
Γ∆
(A) = A⊗k[Γ] ∼= A⋊Γ as a Γ×Γop-module, where A (and M) are Γ∆ ∼= Γ-modules
by conjugation,
(4.2.8) Tor
(A⊗Aop)⋊(Γ×Γop)
• (A⋊ Γ,M) = H•(LHA⊗A
op
(LHk[Γ]⊗k[Γ]
op
((A⋊ Γ)⊗M)))
∼= H•(LH
A⊗Aop(LHk[Γ∆](A⊗M))) = H•(LH
k[Γ∆](LHA⊗A
op
(A⊗M))).
Now, by our assumption on k, taking Γ-coinvariants (or invariants) is exact, so the RHS is
(4.2.9) TorA⊗A
op
• (A⊗M)Γ = HH•(A,M)Γ.
Finally, specializing to M := A⋊ Γ, we note that
(4.2.10) k[Γ] =
⊕
C
k[Γ, C], k[Γ, C] :=
⊕
γ∈C
〈γ〉,
where C ranges over the conjugacy classes of Γ. Since k[Γ, C] is stable under the k[Γ]-action (given
by the conjugation action of Γ), we end up with the second formula in (4.2.6). 
Let us introduce the notation (for a, b ∈ A and γ ∈ Γ)
(4.2.11) [a, b]γ := a(γ · b)− ba,
where · denotes the action of Γ on A (so γ · b = γbγ−1 ∈ A⋊ Γ). Then, in the case of degree zero,
we may rewrite (4.2.6) as
(4.2.12) (A⋊ Γ)cyc ∼=
⊕
C
(A/[A,A]γC )ΓγC ,
where C ranges over the conjugacy classes of Γ, γC ∈ C is a fixed choice of representative for each C,
and Γγ ⊂ Γ denotes the centralizer of γ in Γ. Note that this formula may also be obtained directly
without using any homological algebra, but only the definition Bcyc := B/[B,B] = HH0(B) and
the decomposition of k[Γ] into a direct sum of conjugacy classes. However, we will use the above
formulas later on, and felt it is better to explain the general result.
We now state our
Theorem 4.2.13. Let k := Z[ 1|Γ| , e
2πi
|Γ| ] and A = k〈x, y, r′〉/((xy − yx + r′)), and let Γ ⊂ SL2(k)
be a finite subgroup, which acts on x and y by the tautological action on k · {x, y} ∼= k2 (the free
k-module generated by x and y), and fixes r′.
Then, the k-module (A⋊ Γ)cyc has a canonical decomposition along conjugacy classes C of Γ,
(A⋊ Γ)cyc =
⊕
C
(A⋊ Γ)cyc,C ,(4.2.14)
presented as follows:
(i) For C 6= {1} and any choice γC ∈ C, (A⋊ Γ)cyc,C is torsion-free (and in fact k-projective).
(ii) For C = {1}, there is an isomorphism V1/W1
∼→ (A⋊ Γ)cyc,{1}, where V1 is the direct sum
of k[x, y]Γ and the k-module of Γ-invariant classes of elements of the form
(4.2.15)
∑
a·,b·
αa·,b·za1,b1r
′ · · · zam,bmr
′,
modulo cyclic permutations, with αa·,b· ∈ k, andW1 is k-linearly spanned by the Γ-invariant
classes in W of Lemma 3.0.2, part (3) ((3.0.4)–(3.0.6)). This map is induced by the obvious
morphism V1 → (A⋊ Γ)cyc,{1}.
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(iii) The projection W1 → [((r
′))]Γ/[((r′))2]Γ ∼= (〈r′〉 ⊗ k[x, y]Γ) is a monomorphism and becomes
an isomorphism after tensoring by C. The image is
(4.2.16)
(⊕
a,b
〈gcd(a, b)r′ ⊗ xa−1yb−1〉
)Γ
.
(iv) (A ⋊ Γ)cyc,{1} is torsion-free (in fact, projective over k), but its quotient by the image
of 〈[(r′)ℓ]〉ℓ≥1 has k/((p))-torsion in each degree 2p
ℓ for p prime and p ∤ |Γ|. The torsion
then appears in V1/(W1 + 〈[(r
′)ℓ]〉ℓ≥1 and is k-linearly spanned by the image of r
(pℓ) =
1
p [(xy − yx+ r
′)p
ℓ
] under the map (k〈x, y, r′〉)cyc ։ (A⋊ Γ)cyc/〈[(r′)ℓ]〉ℓ≥1.
The proof of the theorem will be given at the end of the section. First, we give consequences
and comments.
Remark 4.2.17. In fact, one can deduce from the theorem that (A ⋊ Γ)cyc itself is not merely
k-projective but free over k. Namely, with f as in (4.2.3), we have f(A ⋊ Γ)f = A′ ⊗Z k, where
A := (P
Q0
∗
ZQ
0
0
Z[r′])/((r0 + r′)), r0 ∈ PQ0 is the standard element r0 =
∑
a∈Q01
[a, a∗], the path
algebra is defined over the integers, and the ZQ
0
0-bimodule structure on Z[r′] is defined by the
augmentation ZQ
0
0 ։ Z. Therefore (A ⋊ Γ)cyc = (f(A ⋊ Γ)f)cyc = A′cyc ⊗Z k. On the other hand,
A′cyc⊗ZZ[
1
|Γ| ] is torsion-free, and hence free (since Z[
1
|Γ| ] is a principal ideal domain). Thus (A⋊Γ)cyc
itself is free over k. In the proof below, we will give a simple reason why the summands (A⋊Γ)cyc,C
are projective, which does not immediately explain why their direct sum, (A⋊ Γ)cyc, is free.
The analogue of Corollary 3.0.14 is then
Corollary 4.2.18. Let B be any nonnegatively graded k⊕k[Γ]-algebra, whose graded components
are finitely-generated free k-modules. Let r′ ∈ B \ k, of degree two, be such that (0⊕ 1k[Γ])r
′(0⊕
1k[Γ]) = r
′. Set F ′ = (k〈x, y〉⋊Γ)∗k[Γ]B where k[Γ] acts on B by inclusion into the right summand
(so does not contain the unit in k⊕ k[Γ]). Let r := xy − yx+ r′, and set A′ := F ′/((r)). Then one
has isomorphisms
(4.2.19) A′cyc
∼← ((k[x, y] ⋊ Γ) ∗k[Γ] B)cyc/W1,
where W1 is as described in Theorem 4.2.13 (in terms of x, y, and r
′). In particular,
(4.2.20) torsion(A′cyc)
∼← torsion(Bcyc)⊕
⊕
p,ℓ
〈r(p
ℓ)〉,
where p ranges over all primes and ℓ ≥ 1 ranges over positive integers such that (r′)p
ℓ
∈ pB+[B,B].
The isomorphisms are obtained from F ′ ։ A′ by picking a section of (k[x, y] ⋊ Γ) into F ′. All of
the classes r(p
ℓ) are nonzero.
(We omit the proof, which is similar to that of Corollary 3.0.14. Note that r(p
ℓ) is also defined
in exactly the same way as is done there.) This corollary immediately gives us Theorem 1.1.4 for
good primes:
Proof of Theorem 1.1.4 for good primes. Assume Q ) Q0. We will prove the theorem for this
quiver Q.
We will use the fact that ΠQ\Q0,Q00 and (ΠQ\Q0,Q00)cyc are torsion-free (see Proposition 7.0.1, whose
proof does not use any other results from this paper aside from the Diamond Lemma as formulated
in Appendix A). To prove the theorem, we claim that it suffices to work over k := Z[ 1|Γ| , e
2πi
|Γ| ], i.e.,
to replace ΠQ and ΠQ\Q0,Q00 by ΠQ ⊗ k and ΠQ\Q0,Q00 ⊗ k. This is because ΛQ is a direct sum of
cyclic modules, and the number of copies of Z/p, for p ∤ |Γ|, is still detected after tensoring by k
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(it becomes the number of copies of k/((p))), as is the fact that r(p
ℓ) is nonzero. So, it suffices to
prove that ΛQ ⊗ k has torsion in degrees 2p
ℓ for p ∤ |Γ| and ℓ ≥ 1, and that that torsion is a copy
of k/((p)) which is k-linearly spanned by r(p
ℓ).
For readability, we will omit the ⊗k and work over k in the proof. We need to show that the
torsion is k-linearly spanned by nonzero classes r(p
ℓ) for p ∤ |Γ|.
Viewing kQ
0
0 as the center of k[Γ], set B = k[Γ]⊗
k
Q0
0
ΠQ\Q0,Q00 , which is a k[Γ]⊕k
Q0\Q00-algebra.
Using the map k →֒ kQ0\Q
0
0 sending 1 to 1Q0\Q00 , we view B as a k⊕ k[Γ]-algebra.
Let the element r′ ∈ B be given by r′ := 1Q00rQ\Q01Q00 . Now, F
′ = (k〈x, y〉 ⋊ k[Γ]) ∗k[Γ] B.
By definition and the precise version of Morita equivalence from [CBH98] outlined above, we see
that fF ′f ∼→ ΠQ,Q00, and that frf = f(xy − yx + r
′)f maps to the element r of ΠQ,Q00 under the
isomorphism.
Then, by the corollary, ΛQ, viewing ΠQ now as ΠQ,Q00/((r)), has torsion k-linearly spanned by
the nonzero classes r(p
ℓ) for ℓ ≥ 1 and primes p ∤ |Γ|. 
Remark 4.2.21. Using the above argument with Γ = {1}, we obtain Theorem 1.1.4 in the case of
quivers containing a loop, A˜0, for which all primes are good. This only requires Corollary 3.0.14,
and not the Γ-generalization (Corollary 4.2.18).
Proof of Theorem 4.2.13. Specializing (4.2.12) to our case,
(4.2.22) (A⋊ Γ)cyc ∼=
⊕
C
(
A/([A,Ar′A]γC + 〈[za,b, x]γC , [za,b, y]γC 〉a,b≥1)
)
ΓγC
.
Next, fix C, and let λC , λ
−1
C ∈ {e
2πik/|Γ|}1≤k≤|Γ| be the eigenvalues of γC (which has determinant
one). Let us choose an eigenbasis xC , yC of γC acting on k · {x, y} ∼= k
2, which we may obtain using
the projections 1
λ±1
C
−λ∓1
C
(γC − λ
∓1
C ), unless γC = ±1 (which is equivalent to λC = ±1 since in the
latter case λC = λ
−1
C ). If γC = ±1, we set xC = x, yC = y. Let us assume γC · xC = λCxC and
γC · yC = λ
−1
C yC . Since [xC , yC ] must be a unit multiple of [x, y] = −r
′, we may further assume
that [xC , yC ] = [x, y], by rescaling. Then, for g ∈ 〈x, y〉 = 〈xC , yC〉,
(4.2.23) [g, xC ]γC = [g, xC ] + (λC − 1)gxC , [g, yC ]γC = [g, yC ] + (λ
−1
C − 1)gyC .
Let us also define zCa,b as in (3.0.3), but replacing x and y by xC and yC .
There now remain two steps: (1) to understand (A/[A,Ar′A]γC )ΓγC , and (2) to compute the
needed relations analogous to (3.0.4)–(3.0.6). Both use the C-versions of x, y, and z and γC -
commutators.
We begin with (1), which is the easier step. Since |Γ| is invertible in k, we may replace coinvariants
by invariants in (4.2.22). Then, the RHS of (4.2.22) is isomorphic to
(4.2.24)
(
A〈γC 〉/(([A,Ar′A]γC )
〈γC 〉 + (〈[za,b, x]γC , [za,b, y]γC 〉a,b≥1)
〈γC〉)
)ΓγC ,
where 〈γC〉 < ΓγC is the cyclic subgroup generated by γC . Invariants under this subgroup are those
polynomials in xC and yC such that the bidegree (a, b) satisfies λ
a−b
C = 1 (in other words, letting
|γC | denote the order of γC , |γC | | (a− b)).
Next, we generalize the argument of Lemma 3.0.2 to prove the following claim:
(4.2.25) A〈γC〉/([A,Ar′A]γC )
〈γC 〉
is a free graded k-module with basis the classes
(a) zCa,b for a, b ≥ 0 and λ
a−b
C = 1,
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(b) [zCa1,b1r
′ · · · zCam,bmr
′], for m ≥ 1 and ai, bi ≥ 0, except for those classes of the form
(4.2.26) [f ℓ], where f has bidegree (a, b) with λa−bC 6= 1 (i.e., γC · f = λ
a−b
C f 6= f).
We now prove the claim. Set F := k〈x, y, r′〉. Then F 〈γC 〉 itself has a basis consisting of non-
commutative monomials in x, y, and r′ of bidegrees (a, b) satisfying λa−bC . In particular, part (i) of
Lemma 3.0.2 generalizes, with the same proof, to yield that A〈γc〉 itself has a basis consisting of
elements of the form
zCa1,b1r
′ · · · zCam,bmr
′zCam+1,bm+1 , s.t. λ
∑
i(ai−bi)
C = 1.
To do so, we apply again the Diamond Lemma with the same partial ordering as before.
Next, note that F 〈γC 〉/[F,Fr′F ]〈γC 〉 has a basis consisting of (1) noncommutative monomials in
x and y of bidegrees (a, b) such that λa−bC = 1, and (2) cyclic words in x, y, and r
′, of bidegrees
(a, b) such that λa−bC = 1, and such that, if the cyclic word repeats itself m times (i.e., it is periodic
of length 1m times the length of the word), then it remains true that λ
(a−b)/m
C = 1. In particular,
F 〈γC〉/[F,Fr′F ]〈γC 〉 is a free k-module.
Now, we can use the same partial ordering defined in the proof of Lemma 3.0.2 on F 〈γC 〉/[F,Fr′F ]〈γC〉
to deduce the claim.
(2) Taking invariants under ΓγC preserves the property of being torsion-free, and in fact yields a
projective module (since it passes to a summand, namely the image of the symmetrizer idempotent
1
|ΓγC |
∑
g∈ΓγC
g). By (4.2.24), it remains only to compute the remaining relations (〈[za,b, x]γC ,
[za,b, y]γC 〉a,b≥1)
〈γC〉, so that modding (4.2.25) by these, and taking ΓγC -invariants, yields (A⋊Γ)cyc.
We claim that
(4.2.27) 〈[zCa,b, xC ]γC , [z
C
a,b, yC ]γC 〉a,b≥0 = 〈[z
C
a,b, xC ]γC , [z
C
a,b, xCyC ]γC , [y
b
C , yC ]〉a,b≥0.
This follows from the general formula [f, gh]γC = [f(γC · g), h]γC + [hf, g]γC .
Thus, we will consider commutators of the form
(4.2.28) [zCa−1,b, xC ]γC (a ≥ 1), [z
C
a−1,b−1, xCyC ]γC (a, b ≥ 1), [y
b−1
C , yC ]γC (b ≥ 1).
We would like to eliminate the second commutator above similarly to (3.0.10). There are two
complications: the first is that we are now using γC-commutators; the second is that we are
working in the k-module of γC-twisted cyclic words (A
〈γ〉/([A,Ar′A]γC )
〈γC〉).
Let us assume C 6= {1}, since otherwise all our work is done in Lemma 3.0.2. For a > b, let us
consider the equation
(4.2.29)
a−b−1∑
i=0
[xiC(xCyC)
bxa−b−i−1C , xC ] +
b−1∑
i=0
[(xCyC)
ixa−bC (xCyC)
b−i−1, xCyC ] = 0.
To turn this into an identity involving the γC-commutators in (4.2.28), we first note the following:
if f ∈ A is an eigenvector for the action of γC (e.g., if f is monomial in xC , yC) with eigenvalue λ
ℓ
C ,
and g ∈ A is arbitrary, then
(4.2.30) [fg, f ] = f [g, f ] ≡ λℓC [g, f ]f = λ
ℓ
C [gf, f ] (mod ([A,Ar
′A]γC )
〈γC 〉).
In particular, for a > b (requiring λa−bC = 1),
[xiC(xCyC)
bxa−b−i−1C , xC ] ≡ λ
i
C [z
C
a−1,b, xC ] (mod ([A,Ar
′A]γC )
〈γC 〉),(4.2.31)
[(xCyC)
ixa−bC (xCyC)
b−i−1, xCyC ] ≡ [z
C
a−1,b−1, xCyC ] (mod ([A,Ar
′A]γC )
〈γC 〉).(4.2.32)
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Now, we combine (4.2.23) with (4.2.29),(4.2.31), (4.2.32) to obtain
(4.2.33)
1− λa−bC
1− λC
([zCa−1,b, xC ]γC + (1− λC)z
C
a,b) + b[z
C
a−1,b−1, xCyC ] ∈ ([A,Ar
′A]γC )
〈γC〉.
Since λa−bC = 1 and ([A,Ar
′A]γC )
〈γC〉 is saturated in A〈γC〉, this says that
(4.2.34) [zCa−1,b−1, xCyC ]γC ∈ ([A,Ar
′A]γC )
〈γC〉.
It should be possible to verify this explicitly without using (4.2.29), but it seems more difficult.
Also,
(4.2.35) [(xCyC)
b−1, xCyC ]γC = 0, [y
b−1
C , yC ]γC = (λ
−1
C − 1)y
b
C .
Thus, we conclude that, for C 6= {1},
(4.2.36) (〈[zCa−1,b, xC ]γC , [z
C
a,b−1, yC ]γC 〉a,b≥1)
〈γC 〉 = 〈[zCa−1,b, xC ]γC , (λ
−1
C − 1)y
b
C〉a,b≥1;λa−b
C
=1.
Also, we easily see that
(4.2.37) [zCa−1,b, x]γC ≡ (λC − 1)z
C
a,b (mod ((r
′))).
Finally, note that λC − 1 is invertible in k, as it is a factor of |γC | (by plugging t = 1 into
1−t|γC |
1−t ),
which is a factor of |Γ|. Thus, for C 6= {1}, the image of the classes (〈[za,b, x]γC , [za,b, y]γC 〉a,b≥1)
〈γC〉
in A〈γC 〉/([A,Ar′A]γC+((r
′)))〈γC〉 has the same k-linear span as the image of the elements {zCa,b}a,b≥0.
We conclude that the summand of (4.2.24) corresponding to C is torsion-free. More precisely,
this summand is the ΓγC -invariant part of the free k-module with basis given by the classes (b)
from our list above (in part (1) of the proof), and hence k-projective.
In the case C = {1}, on the other hand, we are back in the situation of Lemma 3.0.2, except
that we have to take invariants at the end. So we get the summand (V/W )Γ ∼= V Γ/WΓ where
V,W are given in Lemma 3.0.2 (by construction, W is a k[Γ]-module in this case). Furthermore,
the projection of W modulo ((r))2 to
⊕
a,b〈[r
′za,b]〉 is an monomorphism of graded free k-modules
and a Γ-morphism, hence gives an embedding of k[Γ]-modules (which is a C-isomorphism). Thus,
the quotient-mod-((r))2 map gives a monomorphism
(4.2.38) WΓ →֒ (〈r′〉 ⊗ k[x, y]Γ),
with image equal to (4.2.16). Explicitly, WΓ can be obtained by the inverse of (4.2.16) by pulling
back
∑
αa,bx
ayb ∈ k[x, y]Γ with gcd(a, b) | αa,b to
∑ αa,b
gcd(a,b)Wa,b, which must be in W
Γ by the
isomorphism.
Since V/W is torsion-free, so is (V/W )Γ. If we considered instead V/(W + 〈[(r′)ℓ]〉ℓ≥1), then
V/W has a single copy of k/((p)) in each degree 2pℓ for p prime and p ∤ |Γ|, and ℓ ≥ 1. To conclude
that (V/W )Γ has the same torsion, we need only check that each summand of k/((p)) is Γ-invariant.
This follows because it is generated by the image of 1p [r
pℓ] ∈ F/[F,F ], which is Γ-invariant.
The rest of the theorem follows as in Lemma 3.0.2. For the statement about projectivity of
(A ⋊ Γ)cyc,{1} in (iv), this follows because it is the Γ-invariant submodule of the free k-module
V/W constructed in Lemma 3.0.2, so it is a direct summand of a free module (as in step (2)
above). 
5. Background on NCCI algebras
In order to state and prove many of our results, we will make essential use of the fact that the
preprojective algebra of a non-Dynkin quiver is a noncommutative complete intersection (NCCI)
(cf. e.g., [EG06, Definition 1.1.1]). This essentially follows from [EE05], although in the course of
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our proof we will recover this fact without needing to refer to it (the arguments needed are similar,
however).
In this section, we briefly recall the definitions of NCCI and formulate and prove properties of
them that we will need. We begin with recollections from [EG06], then proceed to give somewhat
different properties and characterizations (e.g., Proposition 5.2.1).
5.1. Recollections. Let A be a finitely-presented algebra A = TRV/J . Assume for a moment R
is a field. Then, in [EG06], A is called an NCCI if J/J2 is a projective A-bimodule, or equivalently,
A has a projective bimodule resolution of length 2. In the general case of R a commutative ring,
we also require that A is a projective R-module.
We will additionally assume the following:
• R = kI for some commutative ring k and some finite set I;
• V is a finitely-generated, Z+-graded (by “weight”) R-bimodule, which is free over k;
• J = ((L)) where L ⊂ TRV is a finitely-generated, homogeneous (with respect to total
degree), positive-weight R-subbimodule;
• L is a minimal generating R-subbimodule of ((L));
• For all i, j ∈ I and all m ≥ 0, (iAj)m is free over k (although this will be automatic in our
usual context of k = Z or a field).
Recall above that Am denotes the m-th graded part of A. In particular, we can define the graded
matrix Hilbert series of A, which is the following power series in t with coefficients in I-by-I matrices
with nonnegative entries:
(5.1.1) h(A; t) :=
∑
m≥0
[rk (iAj)m]i,j∈It
m ⊂ ZI×I≥0 [[t]];
similarly, we can define the same for J , or any other graded module M whose components (iMj)m
are free over k.
Recall the following characterizations of NCCI (the first of which is (6.1.2) discussed earlier).
Proposition 5.1.2. [Ani82], cf. [EG06, Theorem 3.2.4] The following are equivalent:
(1) A is an NCCI (= ((L))/((L))2 is a projective TRV -bimodule);
(2) h(A; t) = (1− h(V ; t) + h(L; t))−1;
(3) The Koszul complex of A-modules,
(5.1.3) 0→ L⊗R A→ V ⊗R A→ A։ R→ 0,
is exact, where the first nontrivial map is given by restriction of the map
(5.1.4) TRV ⊗R A→ V ⊗R A, (v1 · · · vn)⊗ a 7→ v1 ⊗ (v2 · · · vna),
and the second nontrivial map is given by multiplication;
(4) Anick’s A-bimodule complex [Ani86],
(5.1.5) 0→ A⊗R L⊗R A→ A⊗R V ⊗R A→ A⊗R A։ A→ 0,
is exact, where the first nontrivial map is given by restriction of the map
(5.1.6) A⊗RTRV ⊗RA→ A⊗RV ⊗RA, a⊗(v1 · · · vn)⊗b 7→
n∑
i=1
(av1 · · · vi−1)⊗vi⊗(vi+1 · · · vnb),
and the second nontrivial map is given by
(5.1.7) a⊗ v ⊗ b 7→ av ⊗ b− a⊗ vb.
It is easy to prove the equivalence of parts (2), (3), and (4): this follows from the Euler-Poincare´
principle (that the alternating sum of Hilbert series of an exact sequence is zero).
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Remark 5.1.8. When k is a field and L ⊆ V ⊗R V is quadratic, it is easy to deduce from the above
that, if A is an NCCI, it is also Koszul; cf. [EE05, Theorem 2.3.4].
In [EE05], it is proved that, in the special case where A is a preprojective algebra of a non-Dynkin
quiver or A is a partial preprojective algebra with at least one white vertex (and k is any field),
then A is Koszul; but actually the proof there shows A is an NCCI (the definition of NCCI came
slightly later in [EG06]). Moreover, it is well-known that, when A is the preprojective algebra of a
Dynkin quiver, then A is not NCCI; in fact, the minimal bimodule resolution of A is periodic (in
particular infinite), as is the Koszul complex. Thus one concludes from [EE05] the following, over
Z and hence over an arbitrary commutative ring k:
Proposition 5.1.9. A (partial) preprojective algebra ΠQ,Q′0 is an NCCI if and only if either Q is
not Dynkin or Q′0 is nonempty.
As we mentioned at the beginning of the section, we will not need to use this proposition.
5.2. General results on NCCIs. We will use the following alternative characterization of NCCIs:
Proposition 5.2.1. The following are equivalent for A as above:
(1) A is an NCCI.
(2) Equip TRV with the descending filtration by powers of ((L)). Then the canonical map
A ∗R TRL→ grTRV is an isomorphism.
(3) For any section A →֒ TRV of the quotient map, the induced map A ∗R TRL → TRV is an
isomorphism.
Proof. It is clear that parts (2) and (3) are equivalent since A is a free k-module. We show that
(2) is equivalent to exactness of (5.1.3) ((3) of Proposition 5.1.2). It is easy to see that exactness
is equivalent to injectivity of L ⊗R A → V ⊗R A (by definition of A). The latter is equivalent to
the following formula in TRV :
(5.2.2) (L · TRV ) ∩ (V · ((L))) = L · ((L)).
This last equation obviously follows from (2) or (3). Conversely, we may proceed by induction on
L-degree of the filtered vector space TRV . Let gr
L
i TRV := ((L))
i/((L))i−1. As the base case, it is
clear that A ∼= grL0 TRV . Inductively, assume that gr
L
i TRV = (A ∗R TRL)
L
i . Then, (5.2.2) shows
that
grLi+1(LTRV )
∼= L · ((L))i/L · ((L))i+1.
Since the multiplication L ⊗R TRV → TRV is injective, the RHS identifies with L ⊗R gr
L
i TRV
∼=
L⊗R (A ∗R TRL)
L
i . Similarly, for all j ≥ 1,
grLi+1(V
jL((L))i) = Aj ⊗R L⊗R (A ∗R TRL)
L
i . 
Note that, using the formula (Lemma 2.2.5 of [EE05])
(5.2.3) h(A) =
1
1− α
, h(B) =
1
1− β
⇒ h(A ∗R B) =
1
1− α− β
, if α, β ∈ tZ[[t]]⊗ End(R),
one obtains an alternative proof of the fact that (2) of Proposition 5.2.1 is equivalent to (2) of
Proposition 5.1.2. (Note that (5.2.3) is TRV ∗R TRW ∼= TR(V ⊕ W ) in the case that α, β are
positive, or for arbitrary α, β if one allows V and W to be graded super-vector spaces.) We
preferred a proof using tensors rather than Hilbert series.
We do not actually need to say much about NCCIs in general, but we mention these to explain
the meaning of conditions (2), (3) of Proposition 5.2.1, which we will use heavily.
Proposition 5.2.1 easily implies the following analogue of Lemma 5.1.1 of [EG06] (which was for
RCI algebras):
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Proposition 5.2.4. Let A and B be finitely-presented as in Proposition 5.2.1.
(i) A∗RB is an NCCI if and only if A and B are NCCIs. More generally, consider a commutative
diagram
(5.2.5) B 
 // C // // A
B 
 // A ∗R B // //
∼,Rgr
OO
A
whose rows are graded R-algebra morphisms, and whose middle vertical arrow is an iso-
morphism of graded R-bimodules (but not necessarily an algebra homomorphism). Suppose
that C is generated as a B-algebra by a positively-graded R-bimodule section A˜ ⊂ C of
A intersecting B only in k, and that the middle vertical arrow is obtained by taking the
associated graded with respect to the descending filtration generated by the grading on B
and by |A˜ \ {0}| = 0. Then, C is an NCCI if and only if A and B are.
(ii) Assume L ⊃ L′ are finitely-generated, positively-graded homogeneous bimodules, which
minimally generate the ideals ((L)), ((L′)). If TRV/((L)) is an NCCI, then TRV/((L
′)) is an
NCCI.
Proof. (i) Set A = TRV/((L)) and B = TRW/((L
′)) for minimal, finitely-generated L,L′, so that
A ∗R B = TR(V ⊕W )/((L,L
′)), and C = TR(V ⊕W )/((L
′, L˜)) for some L˜ mapping isomorphically
to L under the projection to TRV . The result then follows from (2) of Proposition 5.2.1.
(ii) Assume TRV/((L)) is an NCCI. Then,
(5.2.6) TRV ∼= TRV/((L)) ∗R TRL
as graded R-bimodules (considering some section TRV/((L)) →֒ TRV ). Modding by ((L
′)), we obtain
(5.2.7) TRV/((L
′)) ∼= TRV/((L)) ∗R (TRL/((L
′))),
By part (i), we may conclude the desired result if TRL/((L
′)) is an NCCI. But, this is obvious since
L′ ⊂ L is a subbimodule. 
Remark 5.2.8. More generally, part (ii) of Proposition 5.2.4 shows that, for any NCCI TRV/((L))
(with L minimal and finitely-generated), if L′ ⊂ TRL, then letting L¯
′ be the image of L′ in TRV ,
one has that TRV/((L¯
′)) is an NCCI if and only if TRL/((L
′)) is an NCCI.
Now, we note that all of the above results also hold for k = Z, dealing with free Z-modules (since
the definition, in Proposition 5.1.2.(i), of an NCCI includes being a free Z-module).
We then deduce the following important result (needed for writing bases), now with R = ZQ0
for a quiver Q:
Corollary 5.2.9. (i) If ΠQ,J is an NCCI and J ⊂ J
′ ⊆ Q0, then ΠQ,J ′ is an NCCI, and
(5.2.10) gr((1J′\Jr1J′\J )) ΠQ,J ′ ∼= ΠQ,J ∗R TR〈1J ′\Jr1J ′\J〉,
by taking the associated graded algebra with respect to powers of the ideal ((1J ′\Jr1J ′\J)).
One also has a graded R-bimodule isomorphism ∼← by choosing any graded R-bimodule
section ΠQ,J →֒ ΠQ,J ′ ;
(ii) If Q′ and Q′′ are subquivers of Q with vertex set Q0 such that Q1 = Q
′
1 ⊔Q
′′
1 (all arrows of
Q are in either Q′ or Q′′ but not both), and I ⊂ Q0 is the set of vertices incident to arrows
from both Q′1 and Q
′′
1, then if ΠQ′,J is an NCCI, one has
(5.2.11) gr((Q
′′
1 )) ΠQ,J ∼= ΠQ′,J ∗R ΠQ′′,J∪I ,
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by taking the associated graded algebra with respect to the filtration by powers of the ideal
((Q¯′′1)). Similarly, one can obtain a graded R-bimodule isomorphism
(5.2.12) ΠQ,J
∼← ΠQ′,J ∗R ΠQ′′,J∪I
by picking any weight-graded R-bimodule section ΠQ′,J ⊂ ΠQ,J of the quotient, and using
the composition ΠQ′′,J∪I →֒ ΠQ,J∪I ։ ΠQ,J of obvious maps.
(iii) In the situation of (ii), ΠQ,J is an NCCI if and only if ΠQ′′,J∪I is an NCCI.
Proof. (i) Let V = 〈Q1 〉. Let Π˜Q,J ⊆ TRV be a graded R-bimodule section of TRV ։ ΠQ,J . Then,
(5.2.13) TRV = Π˜Q,J ∗R TR〈1I\Jr1I\J〉 = (Π˜Q,J ∗R TR〈1J ′\Jr1J ′\J〉) ∗R 〈1I\J ′r1I\J ′〉.
If we mod by TR1I\J ′r1I\J ′ , we obtain (5.2.10), which together with (5.2.13) proves the desired
result.
(ii) It is easy to see that
(5.2.14) ΠQ,J∪I ∼= ΠQ′,J∪I ∗R ΠQ′′,J∪I .
Now, let V1 = 〈Q′1 〉 and V2 = 〈Q
′′
1 〉. By our hypotheses and (5.2.10), we may rewrite (5.2.14) as
(5.2.15) gr((1I\Jr1I\J))ΠQ,J∪I ∼= ΠQ′,J ∗R TR〈1I\JrQ′1I\J〉 ∗R ΠQ′′,J∪I .
Now, modding by ((1I\JrQ1I\J )), we replace all instances of 1I\JrQ′1I\J with −1I\JrQ′′1I\J , and
obtain (5.2.11) (upon further taking the associated graded algebra with respect to ((Q′′1))).
(iii) This follows from (5.2.11) and Proposition 5.2.4.(i). 
The corollary implies the inductive result used in [EE05] to show that non-Dynkin quivers or
partial preprojective algebras with at least one white vertex are Koszul: that is, it allows one to
reduce to the case of extended Dynkin quivers and star-shaped quivers whose special vertex is white
and whose branches are of unit length.
6. Hilbert series and a question about RCI algebras
In this short section, we explain the consequences of our results for Hilbert series in positive
characteristic, and pose a question which would generalize our main theorem. This section is not
needed for the proof of our main results.
Throughout this section, we will use the abusive notation ΠQ := ΠQ⊗k, where k will be always
a field, since we are only interested in Hilbert series.
A main result of [EG06] is a formula for the Hilbert series h(A; t) of certain Z≥0-graded algebras
A :=
⊕
m≥0Am over semisimple rings R = C
I which are noncommutative analogues of complete
intersections, and also for A/[A,A]. For the latter, it turns out to be more natural to describe the
graded vector space O(A) := Sym(A/[A,A])+, where the + means to pass to the positively-graded
C-linear subspace of A/[A,A], which we need to do in order for the symmetric algebra to have
finite dimension in each graded component. (The reason why O(A) is more natural to describe
is because it is closely related to the C-linear subspace of functions on the representation variety
which are invariant under change of basis.)
Computing h(O(A); t) is tantamount to computing h(A/[A,A]; t): explicitly, if h(A/[A,A]; t) =∑
m amt
m, then
(6.0.1) h(Sym(A/[A,A])+; t) =
∏
m≥1
1
(1− tm)am
.
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6.1. The non-Dynkin, non-extended Dynkin and partial preprojective cases. First, let
us work over the field k = C. Let (Q,J) be any pair where Q is a quiver, J ⊂ Q0 is a subset of
vertices, and either J 6= ∅ or Q is neither Dynkin nor extended Dynkin. Then, by [EG06]:
(6.1.1)
h(ΠQ,J ; t) = (1−t·C+t
2·1Q0\J )
−1, h(O(ΠQ,J); t) =
( 1
1− t2
)δJ,∅ ∏
m≥1
1
det(1− tm · C + t2m · 1Q0\J),
where C is the adjacency matrix of Q, and δJ,∅ = 1 if J = ∅ and 0 otherwise.
The above formulas have the following representation-theoretic interpretation (which was used
in their proof in [EG06]): Let V = 〈Q1〉 and let L = 〈1Q0\Jr1Q0\J 〉: thus, ΠQ = TkQ0V/((L)). Let
L◦ = L ∩ [T
kQ0
V, T
kQ0
V ]. Then, (6.1.1) expresses as the following formula [EG06]:
(6.1.2)
h(ΠQ,J ; t) = (1−h(V ; t)+h(L; t))
−1, h(O(ΠQ,J)) =
1
1− h(L◦; t)
∏
m≥1
1
det(1− h(V ; tm) + h(L; tm))
.
Since L is a minimal generating bimodule of ((L)), the first formula above (for h(Π; t)) says that Π is
a noncommutative complete intersection (NCCI) (cf. Proposition 5.1.2, taken from [EG06, Theorem
3.2.4], which was itself taken from, e.g., [Ani82]), and both formulas above together say that Π is
an asymptotic representation-complete intersection (asymptotic RCI), by [EG06, Theorem 3.7.7
and Proposition 3.7.1]. Note also that, in fact, Π is Koszul (by [EE05, Theorem 2.3.4], any NCCI
with quadratic relations (i.e., L ⊂ T 2
kQ0
V ) is Koszul).
Furthermore, the expression
∏
m≥1
1
1−h(V ;tm)+h(L;tm) can be viewed as an analogue of the zeta
function, so (following [EG06]) we define
(6.1.3) ζ(V,L; t) :=
∏
m≥1
1
det(1− h(V ; tm) + h(L; tm))
.
Finally, the expression 1 − t · C + t2 = t · ((1t + t) − C) can be viewed as the “t-analogue” of
the Cartan matrix. Also, 1
1−tx+x2
is the generating function for (suitably normalized) Chebyshev
polynomials φ of the second type, so that h(Π; t) = φ(C; t) := 1 +
∑
m≥1 φm(C)t
m.
Our main result, Theorem 1.1.4, together with the fact that ΠQ is torsion-free (which is a
consequence of [EE05], or alternatively of the bases we construct), generalizes the above formulas
to arbitrary characteristic:
Corollary 6.1.4. Take any pair (Q,J) where Q is a quiver and J ⊂ Q0 is a subset of vertices, such
that either J 6= ∅ or Q is neither Dynkin nor extended Dynkin. Over any field k of characteristic
p > 0, the Hilbert series of ΠQ,J and O(ΠQ,J) are given as follows:
(6.1.5)
h(ΠQ,J) = (1−t·C+t
2 ·1Q0\J )
−1, h(O(ΠQ,J); t) =
(∏
ℓ≥0
1
1− t2pℓ
)δJ,∅ ∏
m≥1
1
det(1− tm · C + t2m · 1),
Using the notation ζ, V, L, L◦ above, the formulas become
(6.1.6) h(ΠQ,J) =
1
1− h(V ; t) + h(L; t)
, h(O(ΠQ,J); t) = ζ(V,L; t)
∏
ℓ≥0
1
1− h(L◦; tpℓ)
.
6.2. A question on asymptotic RCI algebras in positive characteristic. P. Etingof and
the author have also done computer tests of some finitely presented algebras over Z which are
asymptotic RCI over Q, and in most sufficiently random cases, (6.1.6) has held. This motivates the
following generalization of Theorem 1.1.4. Fix a prime p ∈ Z, and let k := Z((p)) be the localization
of Z at the ideal ((p)). Let I be a set, and R := kI .
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Question 6.2.1. (P. Etingof and the author) Let A = TRV/((L)) be a finitely-presented algebra
over R, with L a minimal generating bimodule. Further suppose that L and L ∩ [TRV, TRV ] are
saturated, and A is an asymptotic RCI [EG06] (roughly, this says that the Koszul complex of the
representation varieties over k are asymptotically exact). Is it then true that the p-torsion of Acyc
is isomorphic to a graded Fp-vector space with basis the classes r
(pℓ)
j , for ℓ ≥ 1? Here, (rj) is a lift
to L of an Fp-basis of (L ∩ [TRV, TRV ])⊗ Fp, and r
(pℓ)
j is the image of
1
p [r
pℓ
j ].
As before, the classes r
(pℓ)
j must be p-torsion if they are nonzero. Beginning with an algebra A
over Z, the question asks whether these classes are always nonzero in primes such that A⊗Z Z((p))
is an asymptotic RCI, and whether they generate all the p-torsion.
6.3. The extended Dynkin case. The formula for h(ΠQ,J) above still holds when Q is extended
Dynkin and J = ∅, but the second must be modified (since ΠQ is still an NCCI but no longer an
asymptotic RCI).
Suppose that i0 ∈ Q0 is an extending vertex of Q, i.e., removing i0 and its incident arrows leaves
one with the corresponding Dynkin quiver. Over k = C, one has the following isomorphisms of
graded vector spaces:
(6.3.1) (HH0(ΠQ)⊗ k)
∼→ (i0ΠQi0 ⊗ k)
∼→ (HH0(ΠQ)+ ⊗ k)⊕ k = ((ΛQ)+ ⊗ k)⊕ k,
where the final k is placed in degree zero. The first map is given by the projection x 7→ i0xi0, and
the second is given by restriction of the obvious projection (ΠQ)+ ։ HH0(ΠQ)+, together with
(i0(ΠQ)0i0 ⊗ k) ∼= k. The isomorphisms of (6.3.1) follow from the Morita equivalences recalled in
§4 together with the computation of Hochschild (co)homology there, since ΠQ ∼= f(k[x, y] ⋊ Γ)f
induces i0ΠQi0 ∼= k[x, y]
Γ = HH0(k[x, y] ⋊ Γ), and Hochschild (co)homology is invariant under
Morita equivalence.
Note that the maps in (6.3.1) make sense also over Q, and they must also be isomorphisms.
Using the second isomorphism of (6.3.1), we obtain the following formula:
h(O(ΠQ)⊗Q; t) = h(Sym(i0ΠQi0 ⊗Q)+; t) =
∏
m≥1
1
(1− tm)am
,(6.3.2)
where
1 +
∑
m≥1
amt
m = h(i0ΠQi0; t) =
( 1
1− t · C + t2 · 1
)
i0i0
= φ(C; t)i0i0 .(6.3.3)
Here, i0i0 denotes the entry of the matrix in the i0, i0 component. There is a general formula for
NCCI algebras over a characteristic zero field [EG06]:
(6.3.4) h(O(A); t) = h(SymHH2(A); t) · ζ(V,L; t).
Setting this equal to (6.3.2) in our case yields the following curious identity from [EG06], of which
we will provide a more direct proof:
(6.3.5)
∏
m≥1
1
(1− tm)ϕm(C)i0i0
=
1
1− t2
·
∏
m≥1
1
det(1− tm · C + t2m · 1)
,
where ϕm := φm − φm−2 is the m-th Chebyshev polynomial of the first type. Specifically, we use
i0ΠQi0 ⊗ Q ∼= ΛQ ⊗ Q, compute the Hilbert series of the former using bases, and compare it with
the determinant of the t-analogue of the Cartan matrix, to obtain the RHS of (6.3.5). To compare
it with the LHS, we use that ΠQ is an NCCI over C, which could be verified explicitly using our
bases, but it is easier to use the Morita equivalence.
26
From Theorem 13.1.1 below, together with the fact that ΠQ is torsion-free [EE05], we deduce
the following generalization to arbitrary characteristic:
Proposition 6.3.6. Let Q be any extended Dynkin quiver, and k any field of characteristic p > 0.
Then one has the following formulas:
h(ΠQ) = (1− t · C + t
2 · 1)−1 = φ(C; t), h(ΛQ; t) = hT (Q) + φ(C; t)i0i0 ,(6.3.7)
hT (Q) =

∑⌊n−2
2
⌋
m=1 t
4m, if p = 2 and Q = D˜n,
t4, if p = 2 and Q = E˜6,
t4 + t8 + t16, if p = 2 and Q = E˜7,
t4 + t8 + t16 + t28, if p = 2 and Q = E˜8,
t6, if p = 3 and Q ∈ {E˜6, E˜7},
t6 + t18, if p = 3 and Q = E˜8,
t10, if p = 5 and Q = E˜8,
0, otherwise.
(6.3.8)
Here and elsewhere, we abuse notation and say that Q = some Dynkin or extended Dynkin
quiver if, when orientations are discarded, one obtains the corresponding quiver (in other words, Q
is given by choosing an orientation on each arrow of the Dynkin or extended Dynkin quiver).
Note that the torsion of ΛQ in the extended Dynkin case only appears in what we call “stably
bad primes”: 2 for Dn, 2 and 3 for E6 and E7, and 2, 3, and 5 for E8 (this was observed also in
[MOV06] where they were called merely “bad primes”). We will see that the same is true in the
Dynkin case. These primes are a subset of what we call “bad primes”: primes dividing the order
of the group Γ ⊂ SL2(C) associated to the quiver under the McKay correspondence. We use the
term “stably bad” because, for types An and Dn, these primes are bad independently of n.
6.4. The Dynkin case. In the case that Q is Dynkin and J = ∅, the formula for h(ΠQ; t) is no
longer valid: instead, h(ΠQ; t) records the dimensions of irreducible representations of Q (because
ΠQ ⊗ C is a direct sum of one copy of each). One may easily show that ΠQ is torsion-free using
Gro¨bner generating sets (cf. Appendix A.1 and Proposition A.1.1 therein).
Furthermore, as is proved in [MOV06], ΛQ ⊗Q = 0, and in fact ΛQ ⊗ Fp = 0 if p is not a stably
bad prime. As explained in Theorem 13.1.1, ΛQ is isomorphic to the torsion of ΛQ˜ (for Q˜ the
extended Dynkin quiver which extends Q), so so we may compute the Hilbert series over any field:
Proposition 6.4.1. Let Q be a Dynkin quiver. Then h(ΛQ; t) = hT (Q˜), given in (6.3.8) (for Q˜ =
the extended Dynkin quiver associated to Q).
7. Refinement and partial proof of the main theorem (r(p
ℓ) 6= 0)
Recall that a forest is a (directed) graph without (undirected) cycles.
Proposition 7.0.1. Take any quiver Q together with a nonempty subset of white vertices, J ⊂ Q0.
Let G ⊂ Q1 be a forest such that the map G → Q0, a 7→ as (the source vertex) yields a bijection
G ∼→ Q0\J . Then, a free Z-basis of ΠQ,J is given by monomials in the arrows Q that do not contain
a subword aa∗ for any a ∈ G. In particular, ΠQ,J is an NCCI.
Furthermore, ΛQ,J is a free Z-module with basis given by cyclic words not containing aa∗ for
any a ∈ G.
Proof. A forest satisfying the given condition can be constructed inductively as follows: To begin,
for every vertex in Q0 \ J which is adjacent to J , add an arrow to G with source at that vertex
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and target in J . Inductively, for each vertex of Q0 \ J which is not incident to G, but is adjacent
to a vertex which is incident to G, add an arrow with source at that vertex and target at a vertex
incident to G. When the process is completed, one obtains a forest satisfying the desired condition.
The first result follows immediately from the Diamond Lemma (Propositions A.2.3–A.2.5) if we
let the partial order on monomials be given by the number of subwords aa∗ with a ∈ G that appear.
To see that ΠQ,J is an NCCI, we show (2) of Proposition 5.2.1. To do this, we adjoin generators
ri(= iri) for all i ∈ Q0 \ J , and apply the Diamond Lemma to reduce any path to a unique sum of
monomials in Q1 and the ri not containing aa
∗ for any a ∈ G.
For the final result, we note that one may still use the Diamond Lemma for ΛQ,J because the
maximum number of swaps aa∗ 7→ a∗a for a ∈ G that may be performed in a cyclic word is still
finite, since a ∈ G cannot be a loop. This follows reverse-inductively on the distance of an arrow a
from J , using that this distance is bounded. 
The fact that ΠQ,J is an NCCI was first shown in [EE05] using Hilbert series, and in [EG06],
ΠQ,J was further shown to be a RCI. The fact that ΛQ,J is torsion-free over Z appears to be new.
As an application of the proposition, by comparing the above basis and the formula (6.1.2) for
h(O(ΠQ,J); t) in the asymptotic RCI case (a generalization of RCI), one obtains a formula for
computing the number of cyclic words in letters xi, yi, zj not containing xiyi for any i.
To handle the case where there are no white vertices, we need the
Proposition 7.0.2. [EE05] The algebra ΠQ is an NCCI over Z if Q is non-Dynkin (in particular,
it is torsion-free).
Proof. By Corollary 5.2.9 (and the comments afterward), and Proposition 7.0.1, one may reduce
to the case that Q is extended Dynkin. For the extended Dynkin case, the easiest proof is to use
our bases to show that ΠQ is torsion free; then, after tensoring with C, one may use the Morita
equivalence of ΠQ with C[x, y] ⋊ Γ from §4. Alternatively, one could deduce the NCCI property
from our computation of bases with some effort. 
For any non-Dynkin, non-extended Dynkin quiver Q, it is well-known (and easy to check) that
Q ) Q0 for some extended Dynkin quiver Q0 with vertex set Q00. The results of the previous section
then allow us to write, as graded R-bimodules,
(7.0.3) ΠQ = Π˜Q0 ∗R ΠQ\Q0,Q00,
where Π˜Q0 is an arbitrary graded R-bimodule section of ΠQ ։ ΠQ0 , and ΠQ\Q0,Q00 embeds canon-
ically into ΠQ via the sequence ΠQ\Q0,Q00 →֒ ΠQ,Q00 ։ ΠQ.
Notation 7.0.4. In general, if Q ) Q0 where Q0 is extended Dynkin, then we will fix a graded
R-bimodule section Π˜Q0 ⊂ ΠQ of ΠQ ։ ΠQ0 , which exists because ΠQ0 is torsion-free. Then, for
any subset U ⊂ ΠQ0 , we denote its image under the section by U˜ .
Now, we proceed to one of our main goals: a description of ΛQ when Q is non-Dynkin and
non-extended Dynkin. We begin with
Proposition 7.0.5. Let Q ) Q0 where Q0 is non-Dynkin. Let V := ΠQ/[((〈Q1 \ Q
0
1〉)),ΠQ]. Let
B be the algebra B := TR((ΠQ0)+ ⊗R (ΠQ\Q0,Q00)+). We have
(i)
(7.0.6) V ∼← ΠQ0 ⊕ (B/[B,B])+ ⊕ ΛQ\Q0,Q00 ,
as Z-modules, where the map is given using (7.0.3).
(ii) ΛQ ∼= V/W where W is the image in V of [Π˜Q0 , 〈Q
0
1 〉], using Notation 7.0.4.
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Note that (B/[B,B])+ in (7.0.6) has a basis consisting of alternating cyclic words in (ΠQ0)+
and (ΠQ\Q0,Q00)+. Here and below, an “alternating cyclic word” in sets A and B means a word of
the form a1b1 · · · ambm (for m ≥ 1) modulo simultaneous cyclic permutations of the indices, where
ai ∈ A and bi ∈ B.
Proof of Proposition 7.0.5. The first part follows from (7.0.3) and its proof, together with the
Diamond Lemma argument from Lemma 3.0.2.(2). The second part follows from the observation
(cf. Lemma 3.0.2.(3)) that [ΠQ,ΠQ] = [ΠQ〈Q1 \Q
0
1〉ΠQ,ΠQ] + [Π˜Q0 , 〈Q
0
1〉]. 
From now on we will consider the case where Q0 is extended Dynkin. Let i0 ∈ Q
0
0 be a fixed
choice of extending vertex. Fix any quiver Q ) Q0. Let Γ ⊆ SL2(C) be the group corresponding
to Q0.
First, we describe W (defined in Proposition 7.0.5.(ii) above) away from bad primes, i.e., we
describe W ⊗ Z[ 1|Γ| ]. For simplicity, when we say “we work over S”, for a commutative ring S, we
mean that all Z-modules should be tensored by S, e.g., W denotes W ⊗Z S, and we will omit the
tensor product for ease of notation.
Proposition 7.0.7. We work over Z[ 1|Γ| ], with W the Z[
1
|Γ| ]-module obtained by tensoring the
one in Proposition 7.0.5.(ii) by Z[ 1|Γ| ]. Let W0 ⊂ W be the image of [ΠQ0 ,ΠQ0 ] under (7.0.6).
Let V ′ := V/W0 and W
′ := W/W0. Then, these are graded modules with finitely-generated free
homogeneous components, and
(i) h(W ′; t) = t2 · h(HH0(ΠQ0)+; t) = t
2 · h((i0ΠQ0i0)+; t).
(ii) The composition W ′ →֒ V ′ ։ V ′/[((r′))2] is injective, giving an isomorphism
W ′ ∼→ [r′ ˜HH0(ΠQ0)+], using Notation 7.0.4.
Proof. Over k := Z[ 1|Γ| , e
2πi
|Γ| ], this follows from Theorem 4.2.13.(iii) and the partial proof of Theorem
1.1.4 contained there, using the projection k[x, y] ⋊ Γ ։ f(k[x, y] ⋊ Γ)f ∼= ΠQ0 . Since Z[
1
|Γ ] is a
principal ideal domain, and the modules V ′ andW ′ are graded with finitely-generated homogeneous
components, each homogeneous component of V ′ and W ′ is a direct sum of finitely many cyclic
modules. On the other hand, the functor M 7→M ⊗Z[ 1
|Γ|
] k does not annihilate any cyclic modules.
Thus, since the target of this functor is free in each graded component, all of the cyclic modules
occurring in V ′ and W ′ must be Z[ 1|Γ| ], i.e., V
′ and W ′ are free in each homogeneous component.
Then, the result on Hilbert series follows because the aforementioned functor preserves Hilbert
series of graded modules with finitely-generated free homogeneous components. 
As a corollary, we can deduce in full generality the easier direction of Theorem 1.1.4, that the
classes r(p
ℓ) are nonzero. We will use this in the proof of the other direction:
Proposition 7.0.8. For every prime p > 0 and any ℓ ≥ 1, the class r(p
ℓ) ∈ ΛQ is nonzero.
Proof. For any quiver Q0, we may perform the same procedure as in Proposition 7.0.5 to obtain
a basis of A′ := P
Q0
〈r′i〉i∈Q00/((iri + r
′
i))i∈Q00
∼= PQ0 . First, (7.0.3) becomes A
′ ∼= ΠQ0 ∗ZQ
0
0
〈r′i〉
where we view 〈r′i〉 as Z
Q00-modules by jr′ij
′ = δijδij′r
′
i. Let r
′ :=
∑
i r
′
i. Then, Proposition 7.0.5
presents VA′ := A
′/[A′, A′r′A′] as the direct sum of Π˜Q0 and the free Z-module with basis given
by alternating cyclic words in a basis of ΠQ0 and (r
′)ℓ, ℓ ≥ 1. We may also compute the relations
WA′ as in the proposition. For any quiver Q ) Q0, we have a canonical map A′ → ΠQ which
induces maps VA′ → VQ and WA′ → WQ. It is easy to see that WA′ ։ WQ is a surjection, since
the relations are integrally spanned by commutators [Π˜Q0 , Π˜Q0 ], which can be taken in A
′.
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Now, assume Q0 is extended Dynkin. By Proposition 7.0.7, the rank of WQ (which is free) does
not depend on the choice of Q, but only on Q0 (provided Q ) Q0). Also, if Q′ ) Q0 is the quiver
obtained from Q0 by adjoining a loop to each vertex in Q00, then the map VA′ → VQ′ has kernel
equal to 〈[r′]〉. By Proposition 7.0.7, this shows that the map WA′ →WQ′ also has kernel equal to
〈[r′]〉, using Theorem 4.2.13.(iii). So, we obtain an isomorphism WA′/〈[r
′]〉 ∼→WQ′ . Since WQ and
WQ′ have the same Hilbert series, one also must obtain an isomorphism WA′/〈[r
′]〉 ∼→WQ. Finally,
the kernel of VA′ → VQ contains the kernel of VA′ → VQ′ , since [r
′] is also zero in VQ.
Hence, in each graded degreem, one obtains an isomorphism (WQ′)m
∼→ (WQ)m, and a monomor-
phism of their saturations, Sat((WQ′)m) →֒ Sat((WQ)m). Here, the saturation of a Z-submodule
M ⊆ V is the module Sat(M) := {x ∈ V | ∃n ≥ 1 s.t. n · x ∈M}. We are taking the saturation of
(WQ′)m inside VQ′ [m] and of (WQ)m inside (VQ)m.
In particular, if we lift the class r(p
ℓ) in any way to VQ′ , it lies in Sat((WQ′)m) \ (WQ′)m by
Conjecture 1.0.4 (i.e., the A˜0 case of Theorem 1.1.4, proved in §3), and hence any lift to VQ also
has this property. 
To prove the other direction of Theorem 1.1.4 in full generality, we generalize the theorem by an
analysis in each prime p using p-th powers, as follows.
Let us define W ′ := W ∩ [((r′))] (similarly when we work over more general commutative rings
than Z). This coincides with W ∩ [((〈Q1 \Q
0
1〉))], since W/W
′ is integrally spanned by [Π˜Q0 ]. Let
W ′p ⊂ V ⊗ Fp be the image of the map W
′ ⊗ Fp → V ⊗ Fp induced by inclusion. Then, for any
[w] ∈ W ′p, we may consider [w]
p = [wp] ∈ (V ∩ [((r′))]) ⊗ Fp. Note that [w]p 7→ 0 ∈ ΛQ, since the
same is true for [w]. Hence, [w]p ∈ W ′p as well. This observation allows us to state the following
theorem, which will be proved in §13.2, and refines the main Theorem 1.1.4. We will use the
canonical projection V ։ ΠQ0 whose kernel is the image of ((r
′)). We will work below over Z((p)),
and note that tensoring by Fp still makes sense, and in particular W ′p = (W
′ ⊗ Z((p)))⊗Z((p)) Fp.
Theorem 7.0.9. We work over Z((p)) for any prime p. Then, W has the form
(7.0.10) W =W0 ⊕W
′,
where W ′ = W ∩ [((r′))] and W0 is a Z((p))-submodule such that the composition W0 →֒ V ։ ΠQ0
is a monomorphism with image [ΠQ0 ,ΠQ0 ]. Moreover, these satisfy the following conditions:
(i) W0 is saturated except in the cases that (Q
0, p) ∈ {(D˜n, 2), (E˜n, 2), (E˜n, 3), (E˜8, 5)}, when
W0 = W0,s ⊕W0,r with W0,s saturated, and W0,r has finite rank and will be described in
(iii).
(ii) W ′ =W ′s ⊕W
′
r, where W
′
s is saturated (see (iv)) and W
′
r will be described in (iii).
(iii) Wr :=W0,r ⊕W
′
r has a basis of classes {fℓ}, ℓ ≥ 1, with |fℓ| = 2p
ℓ, satisfying
(7.0.11) ordp(fℓ) = 1,
1
p
fℓ+1 ≡ (
1
p
fℓ)
p (mod p),
where ordp(f) denotes the greatest nonnegative integer m such that f is a multiple of p
m.
One has h(W0,r; t) ≤ hT (Q
0) from (6.3.8) (with the same p). The image of 1pfℓ in ΛQ is
r(p
ℓ).
(iv) W ′s has a basis of classes {gi,ℓ} as follows:
(7.0.12) gi,ℓ+1 ≡ g
p
i,ℓ (mod p).
Here, the gi,0 Z((p))-linearly span a submodule which projects isomorphically mod [((〈Q1 \
Q01〉))
3] + ((p)) to [r′Up], and Up ⊂ HH
0(ΠQ0) ⊗ Fp is a certain Fp-vector subspace with
Hilbert series h(HH0(ΠQ0)+; t) − t
2p−2h(HH0(ΠQ0); t
p) + Cp(t). Here, Cp(t) = 0 unless
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ΛQ0 has p-torsion, in which case, letting m be the smallest positive integer such that r
(pm)
is zero in ΛQ0 ,
(7.0.13) t2Cp(t) = t
2p − t2p
m
+

∑⌊n
4
⌋−1
ℓ=1 t
4(2ℓ+1) − t2
⌊log2
2(n−2)
2ℓ+1
⌋+1
·(2ℓ+1), if p = 2 and Q0 = D˜n,
t28 − t56, if p = 2 and Q0 = E˜8,
0, otherwise.
i0Upi0 contains the image of the Poisson bracket {, } : (i0ΠQ0i0 ⊗ Fp)
⊗2 → (i0ΠQ0i0)⊗ Fp,
to be defined in §§9.5, 10.5, and 12.5.
Here, the Poisson algebra i0ΠQ0i0 ⊗ Fp is an analogue of C[x, y]
Γ (and, if p is a good prime,
then i0ΠQ0i0 ⊗ F¯p ∼= F¯p[x, y]
Γ by the McKay correspondence [CBH98]). For good primes, the
above theorem (except for the final statement about Poisson bracket) is not difficult to deduce
from Theorem 4.2.13.
Theorem 1.1.4 follows from Theorem 7.0.9, since we deduce that the torsion of ΛQ ⊗ Z((p)) for
Q ) Q0 is at most Z/p in each degree 2pℓ, and this is Z((p))-linearly spanned by the nonzero classes
r(p
ℓ).
Proposition 7.0.7 (together with Propositions 7.0.5 and 7.0.1) gives us explicit Q-bases of ΛQ. Fix
a basis P of ΠQ0 by paths (which can be explicitly done using Theorems 9.1.2.(iii) and 10.1.9.(i),
and Proposition (12.0.1).(ii)), such that, for every vertex i ∈ Q00, the basis P includes a subset
Pi of paths beginning (and ending) at i which maps to a basis of ΛQ0 ⊗ Q: this is possible since
ΛQ0\i ⊗ Q = 0 for all i, with Q
0 \ i the quiver obtained by deleting i and all arrows incident to i.
Fix also the basis B of (ΠQ\Q0,Q00)+ given by Proposition 7.0.1.
Proposition 7.0.14. For every non-Dynkin, non-extended Dynkin quiver Q, a Q-basis for ΛQ⊗Q
is given as follows, depending on a choice of extended Dynkin subquiver Q0 ( Q on vertices
Q00 ( Q0, and a fixed vertex i
′ ∈ Q00 incident to an arrow of Q \Q
0:
(1) The basis P above;
(2) Alternating cyclic words in P and B such that the source and target vertices of the basis
elements match up (to give a nonzero product), excluding cyclic words of the form [i′a∗aπ]
for a ∈ G and π ∈ Pi′ , where G ⊂ Q1 \ Q
0
1 is the forest chosen in Proposition 7.0.1 (so a
must be the unique arrow of G incident to i′);
(3) A basis of ΛQ\Q0,Q00 ⊗Q, given in Proposition 7.0.1.
Theorem 7.0.9 similarly gives explicit Fp-bases of ΛQ ⊗ Fp. One way to express this is as above,
but replacing a∗aπ by elements (a∗aπ)p
ℓ
where π is a leading path of a basis element of U˜p; we also
have to add in basis elements r(p
ℓ) which have nonzero image in ΛQ0 . The details are omitted.
8. The necklace Lie structure on ΛQ and generalizations
In this section, we will recall the necklace Lie structure on (PQ)cyc and its quotient ΛQ. In this
section only, for convenience, we will let P := PQ, L := (PQ)cyc, and Λ := ΛQ. We will also let Q
be an arbitrary quiver until §8.5, where we will have it contain an extended Dynkin quiver once
again.
First, we will recall the fundamental necklace Lie bracket on L [BLB02, Gin01] as well as the
fact that it descends to ΛQ (by the comment after Lemma 8.3.2 in [CBEG07]). Then we will recall
the related “double Poisson” bracket on P defined by [VdB08]. We will need to generalize these
structures a bit, and in particular prove a noncommutative Leibniz identity (8.2.7). Then, we will
deduce a fundamental formula relating commutators with the necklace bracket in the extended
31
Dynkin case (Proposition 8.5.9). As explained in §8.5, we interpret the latter as expressing P = PQ
as a “free-product” deformation of ΠQ in the sense of [GS12].
At the same time, we recall the necklace Lie bialgebra structure on L [Sch05] and prove that it
also descends to (ΛQ)+, and derive some results such as a Batalin-Vilkovisky style identity (8.3.2),
since they arise naturally in the above context and may be of independent interest. However, we
will not require anything about the Lie cobracket in this paper, so the reader not interested in this
can skip all results involving the Lie cobracket.
We will also prove in this section that the classes r(p
ℓ) are in the kernel of the Lie bracket and
cobracket (Proposition 8.1.9); in fact, as we mention in Remark 8.1.10 below, this is true for all of
the torsion of ΛQ. However, we will not need these results in this paper, so the reader may skip
this as well if desired.
8.1. The necklace Lie and double Poisson brackets. We first recall the necklace Lie bracket
[BLB02, Gin01]. Let L := (PQ)cyc = PQ/[PQ, PQ]. Let ω be the natural symplectic form on the
free Z-module Z · Q1, of rank |Q1| = 2|Q1|, with symplectic basis (a, a
∗)a∈Q1 . Also, for any arrow
a : i→ j in Q, let as := i and at := j. Then one defines the bracket { , } by
{[a1a2 · · · am], [b1b2 · · · bn]} =
∑
i,j
ω(ai, bj)[(ai)tai+1 · · · ai−1bj+1 · · · bj−1],(8.1.1)
δ([a1a2 · · · am]) =
∑
i<j
ω(ai, aj)[(aj)taj+1 · · · ai−1] ∧ [(ai)tai+1 · · · aj−1].(8.1.2)
Here, we need the terms (ai)t, (aj)t in case one has n = m = 1 in the first line, and in case j = i+1
or j = m, i = 1 in the second line.
Proposition 8.1.3. [Sch05] The above defines the structure of an involutive Lie bialgebra on L:
that is, L is a Lie bialgebra satisfying br ◦ δ = 0, where br : L⊗ L→ L is the bracket.
To define these more suggestively, we may define [Sch05] operators ∂a : L→ P,Da : P → P ⊗ P
by the formulas
∂a([a1 · · · am]) :=
∑
i: ai=a
(ai)tai+1 · · · ai−1,(8.1.4)
Da(a1 · · · am) :=
∑
i: ai=a
a1 · · · ai−1(ai)s ⊗ (ai)tai+1 · · · am,(8.1.5)
so that { , } : L⊗L→ L, δ : L→ L⊗L are given by (letting m : P ⊗P → P be the multiplication)
(8.1.6) { , } =
∑
a∈Q1
pr ◦m ◦ (∂a ⊗ ∂a∗ − ∂a∗ ⊗ ∂a), δ =
∑
a∈Q1
(pr⊗ pr)(Da∂a∗ −Da∗∂a).
(Note that ∂a was notated
∂
∂a in [Sch05] and Da was notated D˜a.)
Our first result is then
Proposition 8.1.7. The submodule Z·Q0⊕[Pr] ⊂ P/[P,P ] = L is a Lie bi-ideal, where Z·Q0 = L0
is the Z-linear span of vertices. Hence, Λ+ := Λ/Λ0 is a Lie bialgebra. Furthermore, [Pr] ⊂ L is a
Lie ideal, so that Λ itself is a Lie algebra.
(As mentioned above, the Lie part was proved in [CBEG07] in greater generality: see Proposition
4.4.3.(ii) and the comment after Lemma 8.3.2.)
Remark 8.1.8. It is an interesting question to explicitly quantize Λ in the sense of Drinfeld (cf. [EK96]):
by [EK96] there exists a functorial quantization of Lie bialgebras; however, we were unable to find
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any natural formulas or even an explicit algorithm for computing formulas which produces a quan-
tization of Λ. In more detail, in [Sch05] we found an explicit quantization of L itself, but we were
unable to find a Hopf ideal of that quantization corresponding to the Lie bi-ideal 〈Q0〉 ⊕ [Pr].
We can also answer the natural question of how the classes r(p
ℓ) behave under the Lie structure:
Proposition 8.1.9. In Λ+, r
(pℓ) is in the kernel of both the bracket and cobracket. More generally,
[irm] ∈ L is in the kernel of the bracket for any i ∈ Q0,m ≥ 1, and is in the kernel of the cobracket
on L+ := L/L0.
Remark 8.1.10. The complete kernel of the Lie bracket can be found in [Sch07, Theorem 9.2.2],
and in [Sch07, Proposition 9.2.1] the first statement is also generalized to all of the torsion of Λ.
We will prove Propositions 8.1.7 and 8.1.9 in §8.4, after developing the noncommutative BV
structure on L.
8.2. Lifting brackets to P . In [VdB08], lifts of the Lie bracket on L to P were defined as follows.
Let τ denote the operator which permute components of tensor products. Namely, if σ ∈ Σn, then
τσ : V1 ⊗ V2 ⊗ · · · ⊗ Vn → Vσ−1(1) ⊗ Vσ−1(2) ⊗ · · · ⊗ Vσ−1(n) is the result of applying the permutation
σ.
Then, one has the double Poisson bracket { , } : P ⊗ P → P ⊗ P :
(8.2.1) { a1 · · · am, b1 · · · bn} :=
∑
i
ω(ai, bj)b1 · · · bj−1(ai)tai+1 · · · am ⊗ a1 · · · ai−1(ai)sbj+1 · · · bn.
In terms of the operator De of (8.1.5), one has
(8.2.2) { , } :=
∑
a∈Q1
(m⊗m) ◦ τ(13) ◦ (Da ⊗Da∗ −Da∗ ⊗Da).
As mentioned in [VdB08], the formula m ◦ { , } : P ⊗ P → P defines a Loday bracket. Since
this kills [P,P ] ⊗ P , for our purposes it will be more convenient to work with the induced map
{ , } : L⊗ P → P , which we henceforth call the Loday bracket:
(8.2.3) {[a1 · · · am], b1 · · · bn} :=
∑
i
ω(ai, bj)b1 · · · bj−1(ai)tai+1 · · · ai−1bj+1 · · · bm.
In terms of (8.1.4), (8.1.5),
(8.2.4) { , }
∣∣∣
L⊗P
:=
∑
a∈Q1
m ◦ (m⊗ 1) ◦ τ(12) ◦ (∂a ⊗Da∗ − ∂a∗ ⊗Da).
Combining this with the Lie bracket { , } : L⊗L→ L, one can consider { , } to be a Lie bracket on
P˜ := L⊕ P , by defining
(8.2.5) { , }
∣∣∣
P⊗L
:= −{ , }
∣∣∣
L⊗P
◦ τ(12), { , }
∣∣∣
P⊗P
= 0,
without losing any information: in fact, this encodes the fact that the bracket { , } is skew on L.
We may now compare the bracket { , } with the algebra multiplication on P , and it turns out
that this satisfies a kind of Leibniz rule:
Proposition 8.2.6. Defining multiplication m
∣∣
(L⊗P )⊕(P⊗L)⊕(L⊗L)
= 0 by L to be zero, (P˜ , { , },m)
satisfies
(8.2.7) {a, bc} = b{a, c}+ {a, b}c.
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Proof. The fact that P˜ is Lie follows from a straightforward computation, and (8.2.7) follows
immediately from the definitions. Alternatively, one may derive this from the double Poisson
axioms that { , } satisfies (see [VdB08]). 
Also, one has the rather obvious identity:
(8.2.8) pr ◦{ , }
∣∣∣
P⊗L
= { , } ◦ (pr⊗1), and similarly pr ◦{ , }
∣∣∣
L⊗P
= { , } ◦ (1⊗ pr).
It turns out that the cobracket lifts to P as well:
δℓ : P → L⊗ P, δ : P˜ → P˜ ⊗ P˜ ,
δℓ(a1 · · · an) :=
∑
i<j
−ω(ai, aj)[(ai)tai+1 · · · aj−1]⊗ a1 · · · ai−1(ai)saj+1 · · · an,(8.2.9)
δℓ =
∑
a∈Q1
(pr⊗m)τ(12)
(
(1⊗Da)Da∗ − (1⊗Da∗)Da
)
,(8.2.10)
δ
∣∣∣
P
= δℓ − τ(12)δℓ,(8.2.11)
with δ defined on L as usual. One then has
Proposition 8.2.12. The structure (P˜ , { , }, δ) is an involutive Lie bialgebra.
Proof. This follows from the same proof as [Sch05, §2] (one simply needs to remember where the
start and end of pieces that come from P are). 
As before, one may view δ on P as a lift of δ on L: If we define pr
∣∣∣
L
= id, one has
(8.2.13) (pr⊗ pr)δ = δ ◦ pr .
8.3. Noncommutative BV structure. One notices a BV-style connection encompassing the
Poisson and Lie bialgebra structures, whose proof is straightforward and omitted:
Proposition 8.3.1. The following BV-style identity is satisfied by P˜ : For any a, b ∈ P , one has
(8.3.2) δℓ(ab) = δℓ(a)(1 ⊗ b) + (1⊗ a)δℓ(b) + (pr⊗1){ a, b} .
To get an equation involving δ, one can apply (1 − τ(12)) to each side (which originally lives in
L⊗ P ).
What this says is that δ can be defined as the unique cobracket satisfying (8.3.2) which vanishes
on P0 ⊕ P1. Since δ has total degree −2, it must be the unique homogeneous cobracket (or,
indeed, homogeneous linear map P → L⊗ P ) of degree −2 satisfying (8.3.2).
8.3.1. More general cobrackets. The results of this subsection will not be needed elsewhere in
the paper.
One could define more general inhomogeneous cobrackets which do not vanish on P1. For exam-
ple, one could start with δ′ℓ(a) = Fa⊗ a, for elements Fa ∈ L assigned to arrows a ∈ Q1, satisfying:
δ(Fa) = 0 (using the old δ from (8.1.2)), Fa = −Fa∗ , and {bb
∗, Fa} = 0,∀a, b ∈ Q1. This extends
to a unique δ′ℓ on P satisfying (8.3.2), which induces a Lie coalgebra structure on L.
However, this does not necessarily yield an involutive Lie bialgebra: to obtain involutivity and
the one-cocycle condition, we can set δℓ =
∑
a∈Q1
−Fa ⊗ ad[aa
∗] + [aa∗]⊗ adFa.
More generally, any δ′ℓ satisfying (8.3.2) must be of the form
(8.3.3) δ′ℓ = δℓ +
∑
i
Fi ⊗ θi,
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where Fi ∈ L and θi ∈ Der(P ). The condition that δ
′
ℓ induce a cobracket on L (the co-Jacobi
condition) is then
(8.3.4) Skew ◦
(
δ(
∑
i
Fi ⊗ θi) +
1
2
{
∑
i
Fi ⊗ θi,
∑
j
Fj ⊗ θj}
)
= 0,
where
δ(F ⊗ θ) := δ(F ) ⊗ θ − F ⊗ [δℓ, θ],(8.3.5)
[δℓ, θ] := δℓ ◦ θ − (θ ⊗ 1− 1⊗ θ) ◦ δℓ,(8.3.6)
{F ⊗ θ, F ′ ⊗ θ′} := (F ∧ θ(F ′))⊗ θ′ + (F ′ ∧ θ′(F ))⊗ θ − (F ∧ F ′)⊗ [θ, θ′], and(8.3.7)
Skew =
∑
σ∈S3
sign(σ) · τσ.(8.3.8)
In the case that the θi are inner derivations (equivalently, they kill r; in particular, they descend
to Π), then we may consider maps of the form δ′ = δ+
∑
(Fi ⊗ adGi −Gi ⊗ adFi). Then, one has
[δℓ, adF ] = (1⊗ ad)δ(F ). Thus, (8.3.4) says
(8.3.9) Skew
(
(δ ⊗ 1)(
∑
i
Fi ∧Gi) +
1
2
{
∑
i
Fi ∧Gi,
∑
j
Fj ∧Gj}
)
= 0,
where now {F ⊗G,F ′ ⊗G} = F ⊗ {G,F ′} ⊗G, extended linearly.
This is a version of the Maurer-Cartan equation. The explanation is that it is the condition
(D′)2 = 0, where D′ is the operator on the exterior algebra Λ•L induced by δ′ := (pr⊗Id) ◦ δ′ℓ and
the bracket. Indeed, as observed in [Gin01, §2.10], involutive Lie (super)bialgebra structures on g
are equivalent to BV structures on the exterior algebra Λ•g with a differential obtained from maps
g → ∧2g and ∧2g → g. As a consequence, solutions of (8.3.9) will give solutions of (8.3.2) which
descend to involutive Lie bialgebra structures (not merely cobrackets). Furthermore, given that δ
descends to Λ, so does the above δ′.
For example, for any Fi, Gi ∈ [PQ], one obtains the class δ
′
ℓ = δ +
∑
i(Fi ⊗ adGi −Gi ⊗ adFi),
which gives an involutive Lie bialgebra satisfying (8.3.2). Note that this still gives a graded Lie
bialgebra using the “geometric” grading, given by setting |Q∗| = 1 and |Q| = 0: the bracket and
cobracket then both have degree −1. (The total grading we are using everywhere else in this paper
is the analogue of the Bernstein or additive grading. In [GS10], we use the geometric grading since
it exists for much more general algebras (replacing PQ = TPQ Der(PQ, PQ⊗PQ) by TADer(A,A⊗A)
for more general A.)
For more details and a general construction of noncommutative BV structures, see [GS10]. For
our purposes, we will only need the identity (8.3.2).
8.4. Proof of Propositions 8.1.7 and 8.1.9. We break Proposition 8.1.7 into two lemmas:
Lemma 8.4.1. The Z-submodule [Pr] ⊂ L = P/[P,P ] is a Lie ideal.
Proof. Note that this is actually a special case of Proposition 4.4.3(ii) from [CBEG07]. We give an
elementary proof. Pick f = [a1 · · · am] ∈ L and let g ∈ P be arbitrary. We make use of the Poisson
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bracket { , } on P˜ = L⊕ P , to obtain
(8.4.2) {[a1 · · · am], gr} − {[a1 · · · am], g}r = g{[a1 · · · am], r}
= g
∑
j
ω(aj , a
∗
j )(−1)
[a∗j∈Q1] (aj+1 · · · aj−1aj − ajaj+1 · · · aj−1)
= g
∑
j
(aj+1 · · · aj−1aj − ajaj+1 · · · aj−1) = 0.
Here [statement] is defined to equal one if “statement” is true and to equal zero if “statement” is
false. Now, the result follows from (8.2.8). 
Lemma 8.4.3. The Z-submodule [Pr] + L0 ⊂ L is a Lie bi-ideal.
Proof. It is obvious that L0 is in the kernel of the Lie bracket, so we need only show that [Pr]⊕L0
is a Lie coideal. Let f ∈ P be arbitrary; we compute δℓ(rf) by means of the BV identity (8.3.2):
(8.4.4) δℓ(rf) = δℓ(r)(1⊗ f) + (1⊗ r)δℓ(f) + (pr⊗1){ r, f} .
Now, δℓ(r) =
∑
a∈Q1
(at⊗ as− as⊗ at), so that the first term on the RHS is in L0⊗P . The second
term is obviously in L⊗Pr. Let us compute the last term on the RHS. Let us assume f = a1 · · · an
is a single path:
(8.4.5) { r, a1 · · · an} =
∑
i
ω(a∗i , ai)(−1)
[ai∈Q1]
(
a1 · · · ai−1ai ⊗ (ai)tai+1 · · · an
− a1 · · · ai−1(ai)s ⊗ ai · · · an
)
= a1 · · · an ⊗ (an)t − (a1)s ⊗ a1 · · · an,
since ω(a∗i , ai)(−1)
[a∗i ∈Q1] = 1 as before. This is in P0 ⊗ P + P ⊗ P0. The lemma now follows from
(8.2.13). 
Proof of Proposition 8.1.9. We prove the second assertion (which clearly implies the first, since L
is a free module). To show that [irm] is in the kernel of the Lie bracket on L for any i ∈ Q0 and
m ≥ 0, one simply applies (8.4.2) multiple times, replacing r with iri (and hence limiting the sum
to those arrows aj which are adjacent to i).
Showing that [irm] is in the kernel of the cobracket is a bit more difficult. We show more generally
that irm is in the kernel of δ′ℓ := (q ⊗ q
′) ◦ δℓ : P → L+ ⊗ P+, where q : L։ L/L0 = L+, q
′ : P ։
P/P0 = P+ are the projections. Inductively, we need to show that
(8.4.6) 0 = δ′ℓ(ir
m+1) = irδ′ℓ(ir
m) + δ′ℓ(ir)r
m + (q ◦ pr⊗q′){ ir, irm} = (q ◦ pr⊗q′){ ir, irm} .
Now, considering (8.4.5), one verifies that most of the terms in { ir, irm} cancel, leaving irm ⊗ i−
i⊗ irm. This is killed by q ◦ pr⊗q′, verifying the desired result. 
8.5. Commutators and Poisson brackets in the extended Dynkin case. Throughout this
subsection, let Q0 be a (fixed) extended Dynkin quiver. Let Γ < SL(2,C) be the corresponding
finite group under the McKay correspondence.
8.5.1. Preliminaries on i0ΠQ0i0 and ΛQ0. It will be useful to consider the following sequence of
natural maps (cf. (6.3.1)):
(8.5.1) HH0(ΠQ0) →֒ ΠQ0 ։ HH0(ΠQ0) = ΛQ0 .
Tensoring over k := Z[ 1|Γ| , e
2πi
|Γ| ], this composition is an isomorphism onto ((ΛQ0)+ ⊗ k)⊕ k (where
1 ∈ k is the class of the unit in P
Q0
). To see this, we can use the graded Morita equivalence
ΠQ0 ⊗ k ≃ k[x, y] ⋊ Γ (cf. §4), which induces isomorphisms on HH
0 and HH0. Thus, we can
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replace ΠQ0 ⊗ k by k[x, y] ⋊ Γ, and the result follows from the fact that HH
0(k[x, y] ⋊ Γ) =
k[x, y]Γ → HH0(k[x, y] ⋊ Γ) = (k[x, y]Γ ⊕ k[Γ]Γ)/k is an isomorphism in positive degrees.
Note that, if we work over Z or a field of characteristic dividing |Γ|, then the map HH0(ΠQ0)→
ΛQ0 is not an isomorphism in positive degrees, even for the cases of A˜n−1, D˜n. For example, in the
case A˜n−1, a central element involves a sum over all vertices of cycles beginning and ending at that
vertex; for each vertex, the corresponding summand has the same image in ΛQ0 and hence the sum
must be a multiple of n, which does not yield an isomorphism when we don’t invert |Γ| = n.
Back to the situation above with k = Z[ 1|Γ| , e
2πi
|Γ| ], we may transplant the commutative multipli-
cation on HH0(ΠQ0 ⊗ k) ∼= k[x, y]
Γ ∼= i0ΠQ0i0 ⊗ k to ((ΛQ0)+ ⊗ k) ⊕ k using the isomorphism
HH0(ΠQ0⊗k)
∼→ ((ΛQ0)+⊗k)⊕k above. It is easy to check that this multiplication is compatible
with the necklace bracket, i.e., induces a graded Poisson algebra structure on ((ΛQ0)+ ⊗ k) ⊕ k
(it essentially follows from Proposition 8.2.6). Since there is a unique generically nondegener-
ate Poisson bracket on HH0(ΠQ0 ⊗ k) ∼= k[x, y]
Γ up rescaling, this shows that the isomorphism
HH0(ΠQ0 ⊗ k)
∼→ ((ΛQ0)+ ⊗ k) ⊕ k carries the standard Poisson bracket to the necklace bracket,
up to scaling. This actually works over Z[ 1|Γ| ] since we do not need the roots of unity to express
the center of HH0(ΠQ0 ⊗ Z[
1
|Γ| ]).
It is useful to have the following result (still with k = Z[ 1|Γ| , e
2πi
|Γ| ]):
Proposition 8.5.2. Let Q0 be any extended Dynkin quiver with extending vertex i0 ∈ Q
0
0, and
let i ∈ Q00 be any vertex. Let z ∈ HH
0(ΠQ0 ⊗ k) be any central element. Then, taking image in
HH0(ΠQ0 ⊗ k) = ΛQ0 ⊗ k, we obtain
(8.5.3) [iz] = dim(ρi)[i0z], [z] = |Γ|[i0z].
Proof. Let us consider the sequence
(8.5.4) HH0(ΠQ0 ⊗ k) →֒ k[x, y]⋊ Γ։ HH0(k[x, y]⋊ Γ)
∼→ ΛQ0 ⊗ k
We know that the sequence is injective. By the analysis in §4, the image of [iz] in HH0(k[x, y]⋊Γ)
consists of projection of zfi to ze where e ∈ Γ is the identity. But this is the projection of the
idempotent fi to e, which is taking the trace of the identity element in the representation ρi, which
is the dimension. 
8.5.2. PQ0 as a free-product deformation of ΠQ0. Next, let Q ) Q0 be any quiver, and as
in §4 let r′ :=
∑
a∈Q1\Q01
1Q00(aa
∗ − a∗a)1Q00 . For any f ∈ ΠQ0 and z ∈ HH
0(ΠQ0), choose lifts
f˜ , z˜ ∈ P
Q0
. It follows using the Morita equivalence of §4 that
(8.5.5) [z˜, f˜ ] ≡ −µr′{ z˜, f˜} (mod ((r
′))2 + [((r′)), f ]),
where
(8.5.6) µr′(a⊗ b) := ar
′b.
For example, in the case Γ = {1}, the above is an expansion of [xayb, xcyb] under the relation
[x, y] = r′. In this case, Q0 is the quiver with one vertex and one loop, and
(8.5.7) [xn, y] = −
n−1∑
i=0
xir′xn−i−1 ≡ −r′xn−1 (mod [((r′))2] + [((r′)),ΠQ]).
Let us return to the case of general extended Dynkin Q0.
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Remark 8.5.8. Because of Proposition 11.2.5, or by the same argument, one deduces that (8.5.5)
remains true after replacing ΠQ by PQ0 , or more generally by ΠQ,J , for Q ⊃ Q
0 and either Q 6= Q0
or J 6= ∅; we then set r′ = −
∑
a∈Q01
(aa∗ − a∗a) ∈ ΠQ,J .
Now, replace ΠQ by PQ0 . By (7.0.3), as in the proof of Proposition 7.0.5.(i), one deduces that
P
Q0
/[((r′)), f ] and P
Q0
/([((r′)), f ] + ((r′))2) are torsion-free. Hence, (8.5.5) holds over Z (working in
P
Q0
).
We interpret (8.5.5), together with the NCCI property that P
Q0
∼= ΠQ0 ∗R TZ〈r〉 (with R =
ZQ0), as saying that P
Q0
is a noncommutative or free product deformation of ΠQ0 , which
“quantizes” the double bracket { , } (more precisely, the Poisson bracket on HH0(ΠQ0), using the
following propositions). One can also say that PQ is a noncommutative deformation of ΠQ for
any non-Dynkin, non-extended Dynkin quiver (the NCCI property yields “flatness”), but without
a statement about Poisson bracket. For more details and the general theory of this type of “free
product” deformation, see [GS12].
We may now deduce the following useful result, over Z:
Proposition 8.5.9. Let Q ) Q0 where Q0 is extended Dynkin. For any z ∈ HH0(ΠQ0) and
x ∈ ΠQ0 , and any lifts z˜, x˜ to ΠQ,
(8.5.10) z˜x˜− x˜z˜ ≡ [r′ψ({[i0z], [x]})] (mod [((〈Q1 \Q
0
1〉)),ΠQ] + [((Q1 \Q
0
1))
3]),
where ψ : ΛQ0 = HH0(ΠQ0)։ HH
0(ΠQ0) is the composition
HH0(ΠQ0)։ HH0(ΠQ0)/(torsion ⊕
⊕
i 6=i0
[i]) ∼= i0ΠQ0i0 ∼= HH
0(ΠQ0).
Proof. It follows from Proposition 7.0.5 that ΠQ/([((〈Q1 \Q
0
1〉)),ΠQ]+((〈Q1 \Q
0
1〉))
3) is torsion-free.
Hence, it is enough to prove the above formula tensored over k, where this follows from (8.5.5) and
Proposition 8.5.2. 
Remark 8.5.11. Equation (8.5.5) also implies that, letting
(8.5.12) π : P
Q0
։ ΠQ0
be the projection,
(8.5.13) µ{P
Q0
, π−1(HH0(ΠQ0))} ⊂ π
−1(HH0(ΠQ0)),
where µ is the multiplication map. In other words, π−1(HH0(ΠQ0)) is a Loday ideal with respect
to the Loday bracket L
Q0
⊗ P
Q0
→ P
Q0
of §8.2.
9. Quivers containing A˜n−1
9.1. Bases of ΠQ for type A quivers and refinement of Theorem 1.1.4. Here we describe
bases of ΠQ for extended Dynkin quivers of type A and quivers which properly contain them. The
resulting Theorem 9.1.2 proves Theorem 1.1.4 for all quivers containing a cycle. We work over Z
throughout, i.e., with Z-modules.
Let Q0 = A˜n−1, as depicted in Figure 1, forming a polygon which is oriented counter-clockwise
(none of the results depend on this choice; in particular the choice of orientation does not af-
fect the structure of ΠQ0 ,ΠQ, or their zeroth Hochschild homology; we only make this choice for
convenience). We define the following:
(9.1.1) x =
∑
a∈Q01
a, y =
∑
a∈Q0
a∗.
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We call an arrow is counter-clockwise-oriented or clockwise-oriented depending on whether it forms
part of the counter-clockwise or clockwise orientation of the polygon in Figure 1, i.e., whether it is
in Q0 or not. Let the vertex set Q00 be given the natural structure of a Z/n-torsor (i.e., affine space
over Z/n), where adding one means moving once counter-clockwise (if the reader prefers, one can
let Q00 = Z/n, choosing a fixed vertex to be labeled by zero).
Figure 1. Q0 = A˜n−1 with counter-clockwise orientation
We then have the
Theorem 9.1.2. Let Q0 = A˜n−1 with the above notation and orientation.
(i) For any i, j ∈ Q00, a basis of iΠQ0j is given by ix
aybj for (a− b) ≡ (j − i) (mod n).
(ii) A basis of iΠQ0j is also given by the nonzero elements iza,bj (3.0.3), which are equal to the
ixaybj above.
(iii) ΛQ0 is a free Z-module with basis given, for any fixed i0 ∈ Q00, by the classes [i0x
ayb] =
[i0za,b] for a, b ≥ 0 and n | (b− a).
(iv) A basis of HH0(ΠQ0) is given by za,b for a, b ≥ 0 and n | (b− a).
(v) For any Q ) Q0, and any fixed vertex i0 ∈ Q00, W of Proposition 7.0.5.(ii) has the form
W = W ′ ⊕W0, where W0 is the image of [ΠQ0 ,ΠQ0 ] under (7.0.6) and and W
′ is a free
Z-module with basis the classes Wa,b given by (3.0.4)–(3.0.6). As in the case of Lemma
3.0.2, Wa,b is a generator of the Z-submodule 〈[iza−1,b, x], [iza,b−1, y]〉i∈Q00 .
(vi) The integral span of the classes Wa,b, for (a, b) 6= (p
ℓ, pℓ) is a saturated Z-submodule of V .
The order of Wpℓ,pℓ in V is p.
(vii) The image of 1pWpℓ,pℓ in ΛQ is nonzero, equal to r
(pℓ), and every p-torsion class in ΛQ is an
integral combination of these classes.
Parts (i)–(iv) are easy and their proofs are omitted. The remainder of the theorem will be proved
in §9.3. As a corollary, one deduces Theorem 1.1.4 in this case, and moreover easily obtains a Z-
basis of ΛQ modulo torsion together with Fp-bases of all of the p-torsion for all p. Also, note that
Conjecture 1.0.4 is a special case of n = 1 (the case of quivers with one vertex). We remark also
that the above yields bases of ΠAn−1 as well, by taking the images of all paths in the above basis
of ΠA˜n−1 and discarding those whose image is zero. This is true because, for each i, j ∈ Q
0
0 and
m ≥ 1, there is at most one basis element in (iΠA˜nj)m above that projects to a nonzero element of
(iΠAnj)m.
9.2. The case of A˜0. Although Corollary 3.0.2 already implies Theorem 1.1.4 in the case Q
0 = A˜0
(cf. Remark 4.2.21), and in fact Theorem 9.1.2 for A˜0, we give a slightly different explanation using
bases, as this will be generalized to A˜n−1 for general n in the next subsection.
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Let Q ) Q0 = A˜0, i.e., Q is a quiver containing an arrow which is a loop, say x ∈ Q1, based at
the vertex i0 ∈ Q0. Let Q
0 be the subquiver consisting of just the vertex i0 and the loop x. Fix
a maximal tree G ⊂ Q as in Proposition 7.0.1: here this means that all arrows of G are oriented
towards the vertex i0 (one can follow oriented arrows of G to arrive at i0 from any vertex). We
define G∗ := {a∗ | a ∈ G}, and one evidently has G ∩G∗ = ∅.
Let the reverse of the arrow x be y := x∗, and take za,b defined as in (3.0.3).
Let us make the isomorphism ΛQ ∼= V/W from Proposition 7.0.6 more explicit in this case.
Define rQ00 = 1Q00r1Q00 = i0ri0 as in the setup of Proposition 7.0.5. Let F := ΠQ,Q00 , and set
r′ := rQ00 − xy + yx ∈ ΠQ\Q0,Q00. Set A = F/((i0ri0))
∼= ΠQ.
Then, V := A/[A(Q1 \Q
0
1)A,A] has a basis consisting of:
(1) Cyclic words in Q1 containing an arrow from Q \Q
0, such that maximal subwords from
Q \Q0 are as dictated by Proposition 7.0.1, and maximal subwords from Q0 are of the form
za,b;
(2) Monomials of the form za,b,
and is free (cf. Proposition 7.0.1). Then, ΛQ ∼= A/[A,A] ∼= V/W where W = 〈Wa,b〉a,b≥1,(a,b)6=1 is
as described in Lemma 3.0.2. We have assumed that Q \ Q0 is nonempty, so that r′ 6= 0. Also,
since r′ is a sum of commutators, [(r′)p
ℓ
] is a multiple of p (as a class of F/[F,F ], and hence in V ).
Then, the rest of the result follows immediately from (the proof of) Lemma 3.0.2. We note that
we could have alternatively proved this result by presenting ΠQ as a case of Corollary 3.0.14 (using
that ΛQ\Q0,Q00 is torsion free).
This finishes the proof of Theorem 9.1.2 and hence Theorem 1.1.4 in the A˜0 case, which includes
Conjecture 1.0.4 as a special case.
9.3. Proof of Theorem 9.1.2. The proof generalizes the argument of the previous subsection.
When there is any chance of confusion, if i ∈ Q00 and m ∈ Z, we use underlined notation, i+m ∈
Q00, for the result of adding m, i.e., moving m steps in the counterclockwise direction. We can
describe the path algebra P
Q0
as generated by Q00, x, and y, with relations/conditions: (1) Q
0
0 are
idempotents of degree zero; (2) x and y have degree 1; and (3) ix = x(i + 1), (i + 1)y = yi, and
ixj = jyi = 0 if j 6= i + 1. As before, we can define za,b by (3.0.3). Here x and y are given in
(9.1.1).
We define rQ00 :=
∑
i∈Q00
iri and r′ := rQ00−
∑
a∈Q1
(aa∗−a∗a) analogously to the case n = 0. Let
F = ΠQ,Q00 and A = F/((rQ00)) = ΠQ. We will compute W and the quotient V/W , in the notation
of Proposition 7.0.5. Clearly, iWj = iV j when i 6= j, so it suffices to consider W¯ :=
⊕
i∈Q00
iWi.
In this case, W¯ is generated by reducing the elements [za−1,b, ix], [za,b−1, iy] ∈ PQ for all a, b ∈ Z≥0
with n | |b − a|, and all i ∈ Q00, modulo rQ00 = xy − yx + r
′ and commutators of elements which
include a multiple of 〈Q \Q0〉 (including r′).
One finds relations similar to (3.0.4)–(3.0.6), keeping track of the idempotents Q00, and substi-
tuting rQ00−xy+yx for r. We will now see why our choice of the za,b’s (intended originally to carry
over well to the present setting) is convenient, stemming from the property that ixy = xyi for all
i ∈ Q00. Let us assume that a > b, since essentially the same relations result in the other case (and
the torsion must be the same). We may assume that n | (b− a), or else the bidegree (a, b)-part is
zero. Let η : A։ V be the projection. Since, writing iza,b = t1t2 · · · ta+b where tj ∈ Q01, one has
(9.3.1)
a+b∑
m=1
η([tmtm+1 · · · tm−2, tm−1]) = 0,
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it follows (using η([Ar′A,A]) = 0) that
(9.3.2) bη([iza,b−1, y]) + bη([(i + 1)za−1,b, x]) +
a−b−1∑
m=0
η([(i +m)za−1,b, x]) = 0.
So, we need only compute the η([iza−1,b, x]), or equivalently, the η([za−1,b, ix]): (recall that Q
0
0 is
considered as a Z/n-torsor and i+m is the operation of adding m ∈ Z to i ∈ Q00):
(9.3.3) η([za−1,b, ix]) = [(i+ 1− i)za,b] + [
b−1∑
c=0
(i− (a− b− 2))r′(xy)cxa−b−1(xy)b−1−cx].
Using only n− 1 of the above n relations for each fixed a, b, this can be interpreted as eliminating
the classes [iza,b] for all i ∈ Q
0
0 except any fixed vertex i0 ∈ Q
0
0. To add the last relation in, we
need only consider the sum of all n relations, which together with (9.3.2) (allowing us to divide
by
b
gcd(a−bn , b)
) gives (3.0.4) for a > b (the coefficients of Q00 disappear as we are summing over
all translations around the cycle: every vertex of Q00 becomes 1Q00). The same argument works
for a < b, and so the proof from §9.2 shows that ΛQ has no torsion in these cases. Note that the
Wa,b remain nonzero in this case since Q 6= Q
0—even if there is only an additional arrow at one
particular vertex i ∈ Q00, there are terms in Wa,b where r only appears adjacent to this vertex i.
In the case a = b = m, again we see that the quotient V/W is the same as eliminating [izm,m]
for all i 6= i0, and considering only the relation Wa,a from (3.0.4)–(3.0.6). For the same reasons
as in §9.2, it follows that V/W has torsion Z/p in exactly those bidegrees (pℓ, pℓ) for p prime and
ℓ ≥ 1, and the torsion is generated by the class [rp
ℓ
]/p ∈ PQ/[PQ, PQ]. This implies parts (v)–(vii)
of Theorem 9.1.2, which were all that remained to be proved.
9.4. Hilbert series and (6.3.5) in the A˜n case. In this section, we verify the Hilbert series of
ΛA˜n using our bases, and give a direct proof of the curious identity (6.3.5) from [EG06] in this case.
We provide this since it is an easy consequence of Theorem 9.1.2 (which we just proved), and gives
a different proof from what is found elsewhere.
First, from Theorem 9.1.2 we deduce
Proposition 9.4.1. The Hilbert series of ΛA˜n−1 and iΠA˜n−1 i, for any vertex i, are given by
(9.4.2) h(iΠA˜n−1 i; t) = h(ΛA˜n−1 ; t) =
1 + tn
(1− t2)(1− tn)
=
1− t2n
(1− t2)(1− tn)2
.
It immediately follows that one has the formula
(9.4.3) h(ΛA˜n−1 ; t)(1− t
2) = 1 +
2tn
1− tn
,
which we can use to verify the following formula for Hilbert series from [EG06] (using (6.3.4)):
h(O(Π); t) =
∏
m≥1
1
(1− tm)am
,(9.4.4)
∏
m≥1
1
(1− tm)am−am−2
=
1
1− t2
·
∏
m≥1
1
det(1− tm · C + t2m · 1)
,(9.4.5)
where C is the adjacency matrix of Q˜, and a−1 = a0 = 0. The element 1− t ·C + t
2 · 1 is 1/t times
the so-called “t-analogue of the Cartan matrix”, (1 + 1t ) · 1− C. For A˜n−1, one has
(9.4.6) det(1− t · C + t2 · 1) = (1− tn)2.
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To verify (9.4.5), set h((ΛA˜n−1)+; t) =
∑
m amt
m; one then has from (9.4.3)
(9.4.7) am − am−2 = 2[n | m], m ≥ 3,
which implies the desired identity.
Since h(i0ΠA˜n−1 i0; t) = h(ΛA˜n−1 ; t), by (6.1.1), the am’s above satisfy
(9.4.8) 1 +
∑
amt
m =
( 1
1− t · C + t2 · 1
)
i0i0
.
That is, am = φm(C)i0i0 , where φm is the m-th Chebyshev polynomial of the second type. Since
φm − φm−2 = ϕm, a Chebyshev polynomial of the first type, our work above explicitly verifies the
identity (6.3.5) from [EG06].
So, from our point of view, this identity is the fact that ΛA˜n−1
∼= i0ΠA˜n−1i0, together with the
similarity between the identity (9.4.3) and the formula for the determinant of the t-analogue of the
Cartan matrix, (9.4.6).
9.5. Poisson structure on i0ΠQi0 for Q = A˜n−1. For Q extended Dynkin, there is an injection
i0ΠQi0 →֒ ΛQ, whose cokernel is isomorphic to the torsion of ΛQ. Hence, the necklace Lie bracket
on ΛQ induces a bracket on i0ΠQi0, obtained by taking the image in ΛQ, applying the bracket,
and then using the isomorphism i0ΠQi0 ∼= ΛQ/torsion. It is clear that the result is a Lie bracket.
Moreover, i0ΠQi0 is commutative. Then, it follows from (8.2.7) that i0ΠQi0 is actually a Poisson
algebra, i.e., that the Leibniz identity is satisfied.
In the case Q = A˜n−1, by Theorem 13.1.1, ΛQ is torsion-free, so in this case i0ΠQi0 → ΛQ is an
isomorphism. Here we describe explicitly the resulting Poisson structure.
The simplest way to understand ΛA˜n−1 is in terms of the basis [i0x
ayb], where x denotes moving
clockwise one arrow, and y denotes moving counterclockwise, and i0 is a fixed vertex. One requires
that n | (a − b), and a, b ∈ Z≥0. To compute the bracket, we first compute the bracket in terms
of the rational basis [1xayb], where 1 is the identity (the sum of all vertices); since there is no
torsion in ΛA˜n−1 , this suffices. Then, it immediately follows that one can compute the bracket
(and cobracket) by summing over ways to pair letters x, y that correspond to opposite arrows. One
easily computes that δ is zero. The bracket is then
(9.5.1) [[i0x
ayb], [i0x
cyd]] = i0
ad− bc
n
xa+c−1yb+d−1.
In other words, the Poisson structure on i0ΠQi0 is given by {i0za,b, i0zc,d} =
ad−bc
n i0za+c−1,b+d−1.
In terms of the isomorphism ΛA˜n−1
∼→ ΛA˜n−1⊗1 ⊂ ΛA˜n−1⊗C
∼→ C[x, y]Z/n, one has integral basis
elements xn, yn, xy, with Poisson bracket which is 1n times the usual Poisson bracket on C[x, y],
restricted to C[x, y]Z/n.
Summarizing, we can give an explicit presentation of i0ΠQi0 as a graded Poisson algebra over Z
as follows:
Proposition 9.5.2. The following is an explicit presentation of i0ΠQi0 for Q = A˜n−1:
X := [i0x
n], Y := [i0y
n], Z := [i0xy],(9.5.3)
i0ΠQi0
∼← Z[X,Y,Z]/((XY − Zn)),(9.5.4)
{X,Y } = nZn−1, {X,Z} = X, {X,Y } = −Y,(9.5.5)
|X| = n, |Y | = n, |Z| = 2.(9.5.6)
We remark that i0ΠQi0 can be thought of as “Z[x, y]Γ” = C[x, y]Γ ∩ Z[x, y] (using 1n times the
standard bracket), and this also allows one to make sense of “Fp[x, y]Γ” for primes p | n. The same
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comment will apply for other extended Dynkin quivers Q, when we explicitly compute i0ΠQi0 as a
Poisson algebra in those cases as well.
10. Quivers containing D˜n
10.1. Bases of ΠQ for type D quivers and refinement of Theorem 1.1.4. Here we describe
bases of ΠQ for extended Dynkin quivers of type D and quivers properly containing them, leading
to Theorem 10.1.9 which implies Theorem 1.1.4 in the case of quivers containing a D˜n quiver, i.e.,
containing either multiple nodes (vertices of valence ≥ 3) or a node of valence 4. Together with
the type A˜ case in the previous section, this proves Theorem 1.1.4 in all cases except star-shaped
quivers with three branches.
We will need the following notation. Suppose that Q0 = D˜n is drawn and oriented as follows:
Figure 2. Q0 = D˜n with the preferred orientation
As in the figure, we let iLU , iLD, iRU , iRD denote the four external vertices (L,R,U,D stand for
“left, right, up, down”, respectively). Furthermore, we set iL := iLU + iLD and iR := iRU + iRD,
the sum of the leftmost and rightmost external vertices. We then define
(10.1.1) 1in :=
∑
i internal
i,
the sum of internal vertices.
Next, we define
(10.1.2) R :=
∑
a∈Q01|a is oriented rightward
a, L :=
∑
a∈Q01|a is oriented leftward
a.
Here, “leftward” means an arrow which is either oriented from right to left in the diagram, or
one whose terminal endpoint is one of the two leftmost vertices, iLU and iLD; similarly we define
“rightward” to be all other arrows. One can think of R and L as analogous to x and y in the
A˜n−1 case (although the behavior is not exactly the same). The choice of orientation above is not
essential, since none of the results (essentially) depend on it; in particular, the structures of ΠQ0
and ΠQ remain the same.
We will consider a slightly larger set of paths, called “generalized paths,” GP ⊂ P
Q0
(we will also
use the term for the image of such paths in ΠQ0 or ΠQ) as follows: Elements of GPm are products
of the form
(10.1.3) i1X1i2X2 · · · imXmim+1, ij ∈ Q
0
0 ∪ {iL, iR}, Xj ∈ {L,R}.
In other words, we allow products of not merely arrows, but also the sums of two external arrows
which are pointed in the same left-right direction and share either the same initial vertex or share
the same terminal vertex (note that the shared vertex is necessarily an internal vertex). Generalized
paths have well-defined “generalized endpoints”, which means either a vertex of Q00 or one of the
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elements iL, iR (the sum of the two left or right endpoints). In (10.1.3) these are given by i1 and
im+1.
It will be convenient to define “F ,” for “forward,” as follows: if Y is any generalized path, then
(10.1.4) Y F :=
{
Y R, if Y = Y iL or Y = Y
′Ri where i ∈ Q00 is internal and Y
′ ∈ GP,
Y L, if Y = Y iR or Y = Y
′Li where i ∈ Q00 is internal and Y
′ ∈ GP.
A` priori, in order for symbols F to become elements of P
Q0
, they must be multiplied on the
left by a generalized path Y . It is easy to check, however, that one obtains a well-defined product
(P
Q0
)+×{F} → PQ0 by linearity (i.e., it is enough to multiply on the left by any positively-graded
element of the path algebra).
We call an arrow “upward” if, in Figure 2, it goes diagonally up and to the left or diagonally
up and to the right, i.e., it has either initiates at iLD or iRD, or else terminates at iLU or iRU .
Similarly define “downward” to be an arrow going diagonally down and to the left or down and to
the right.
Then, we define LU and LD by:
(10.1.5) LU :=
∑
a∈Q1|a is leftward and not downward
a, LD :=
∑
a∈Q1|a is leftward and not upward
a,
where the notation is chosen because, if P is a path, then PLU , if nonzero, is a path of length one
more which follows P by a leftward arrow which is not downward, i.e., either an arrow diagonally up
and to the left, or a leftward arrow whose incident vertices are both internal; the similar statement
holds for LD.
We similarly define RU and RD to be the sum of all rightward arrows which are not downward
and the sum of all rightward arrows which are not upward, respectively. Finally, define FU by
(10.1.4), replacing L and R by LU and RU , and similarly define FD.
We now define our proposed basis elements, for any c, C ≥ 0, and any choice of initial vertex i,
terminal vertex j, and initial direction R or L:
zc,C,R,i,j :=

i(RL)cj, if C = 0,
i(RL)cRj, if C = 1,
i(RL)cRUF
C−2
U Fj, if C ≥ 2.
(10.1.6)
zc,C,L,i,j :=

i(LR)cj, if C = 0,
i(LR)cLj, if C = 1,
i(LR)cLUF
C−2
U Fj, if C ≥ 2.
(10.1.7)
Remark 10.1.8. The indices c, C in the D˜n case are analogous to the quantities min(a, b) and |a−b|
in the A˜n−1 case: c gives the number of short cycles (RL or LR) and
1
2(n−2) · C gives the number
of long cycles (a power of fU or fD). We cannot keep the same notation in both cases because
in the A˜n−1 case, the winding number is a meaningful quantity (which is
1
n · (a − b)), whereas in
the D˜n case, the only meaningful quantity is the number of short and long cycles: the starting
direction R or L is only meaningful if beginning at an internal vertex, and the meaning is lost
modulo commutators (or when passing to the center).
The main result of this section is:
Theorem 10.1.9. Let Q0 = D˜n. We use the notation of Proposition 7.0.5.
(i) A basis for iΠQ0j for any i, j ∈ Q
0
0 consists of all nonzero elements having the form
(a) zc,C,R,i,j, for c, C ≥ 0 and any i, j, or
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(b) zc,C,L,i,j, for c, C ≥ 0, i, j ∈ Q
0
0 such that either i ∈ {iRU , iRD} or C ≥ 1.
In particular, for i0 := iLU , a basis of i0ΠQ0i0 is given by zc,C,R,i0,i0 for c, C ≥ 0.
(ii) For any quiver Q ) Q0, W = W1 ⊕W2, where W1 ⊂ W projects isomorphically under
V ։ ΠQ0 ։ ΠQ0/〈zc,C,R,iLU ,iLU , zc,0,L,iRU ,iRU 〉c,C≥0 onto the (saturated) submodule
(10.1.10)
⊕
i 6=j
iΠQ0j ⊕
⊕
i∈Q00|i/∈{iLU ,iRU}
iΠQ0i⊕ 〈zc,C,L,iRU ,iRU 〉c≥0,C≥1,
and W2 has a basis of classes Wc,C , for C = 2(n− 2) · C
′ and c, C ′ ≥ 0, having the form
Wc,C :=
∑
c·,C·,i·,X·|(∗)
gcd(c, C ′)
rep(c·, C·)
[
|{c·}|∏
m=1
r′zcm,Cm,Xm,im,im+1 ] (C > 0),(10.1.11)
where (∗) is the condition that Xm always begin going forward:
m−1∏
m′=1
z0,Cm′ ,Xm′ ,im′ ,im′+1F =
m−1∏
m′=1
z0,Cm′ ,Xm′ ,im′ ,im′+1Xm, and(10.1.12)
c = |{c·}|+
∑
m
cm, C =
∑
m
Cm;(10.1.13)
finally,
Wc,0 := (RL)
c − (LR)c = iL(RL)
c − iR(LR)
c + 1in((RL)
c − (RL+ r′)c)1in.(10.1.14)
(iii) The integral span of Wc,C for C > 0 or c 6= p
ℓ for any prime p and ℓ > 1 is saturated, and
the order of Wpℓ,0 is p (modulo the other Wc,C ’s or otherwise).
(iv) The image of 1pWpℓ,0 is r
(pℓ) and these classes generate the torsion of ΛQ (ranging over all
p and ℓ).
Although we could have included a description of ΛQ0 above, we relegate this to Theorem 13.1.1.
Note that, as in the An case, one way to obtain bases for ΠDn is from the above basis. One can
set i0 := iLD and Dn := D˜n \ {i0}, and use those basis elements zc,C,X,i,j which are nonzero under
the quotient ΠD˜n ։ ΠDn , and which do not pass through iLU (but may begin or end at iLU ).
10.2. Proof of Theorem 10.1.9.(i). Define a filtration on ΠQ0 by powers of the two-sided ideal
((1inRL1in,1inLR1in)). We will show that grΠQ0 is a free Z-module with the given basis (more
precisely, its image in grΠQ0), which shows that the same is true for ΠQ0 .
We begin by showing that the given elements integrally span ΠQ0 and grΠQ0 . We first show that
ΠQ0 and gr ΠQ0 are integrally spanned by a larger set: elements of the form i(RL)
kY or i(LR)kY
where Y is a path that satisfies the following property: The paths change from going to the left to
right or vice-versa only at the four endpoints of D˜n. This differs from the proposed basis only by
allowing FU ’s to change to FD’s, and replacing the first FU or F by any of LU , LD, RU ,or RD.
First, ΠQ0 , as well as grΠQ0 , is obviously generated by elements i(RL)
kY or i(LR)kY where Y
is a generalized path. We can assume that Y does not begin with LR, RL, or any expression equal
to one of these, since otherwise we could absorb this into the product (LR)k or (RL)k: if Y begins
at an internal vertex i, then iLR = iRL, whereas if Y begins at an external vertex, only one of
iLR and iRL is nonzero. Next, we show that, if Y includes a change of left-right direction at a
vertex other than an external one, then it is equivalent to an element that makes such a change of
direction strictly earlier, up to elements of ((1inRL1in,1inLR1in))
k+1. Since we assume the change
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of direction cannot happen at the beginning, this will prove the desired result (obviously, there are
only finite number of possible expressions (LR)kY, (RL)kY of a fixed length to consider).
Suppose that the first change of direction at an internal vertex (say j) is of the form iLjR where
i is also an internal vertex. Then, it must follow L, so that LiLjR = LiLR = LiRL, giving the
desired element which changes direction at an internal vertex earlier. Similarly, we can handle iRjL
where i, j are internal.
Next, suppose that the first change of direction at an internal vertex (say j) is of the form iLjR
where i is external. Then it must be preceded by RX for the appropriate X ∈ {U,D}, so we get
RXLjR = RXLRX = RLRX for X 6= X ∈ {U,D}. If these three arrows are the first of Y , then we
can absorb an additional RL (or LR) into the initial power of RL or LR. In this case, the element
i(RL)kY or i(LR)kY lies in ((1inRL1in,1inLR1in))
k+1, so we can discard it. Otherwise, these three
arrows must be preceded by R, since we assumed this was the first change of direction. Then, we
get RiRLRX = RiLRRX , again yielding an expression that changes direction at an internal vertex
earlier.
This proves the desired claim. Now, to show that ΠQ0 , as well as grΠQ0 , is integrally spanned
by the elements stated in the theorem, we make two observations. First of all, if we have a nonzero
expression i(RL)kY for k ≥ 1, where Y does not begin with RU or RD, then i must be an internal
vertex and Y must begin with LU or LD. In this case, because i(LR)
k = i(RL)k, this expression
is already equal to i(LR)kY , so we don’t need i(RL)kY to integrally span ΠQ0 .
Next, take an expression of the form i(RL)kY where k ≥ 1 and Y begins with RU or RD. If
Y includes LD anywhere except at the very end, then it precedes R, and we may freely replace
LDR with LR− LUR. Since Y does not begin with LD, the occurrence LDR in Y is preceded by
L. Thus, we replace the resulting LLDR in Y by LLR − LLUR = LRL − LLUR. The resulting
LRL term involves changing direction at an internal vertex, which we showed above must be in
((1inRL1in,1inLR1in))
k+1. In other words, in grΠQ0 , one can replace the LD in Y by −LU , and
obtain the same element. Hence, the elements stated in the theorem integrally span gr ΠQ0 , as well
as ΠQ0 .
It remains to show linear independence of the given elements over Z (i.e., that they form a basis
for the free Z-module ΠQ0). We do this by mirroring the above, but using the Diamond Lemma
and a bit more careful analysis. For any generalized path Y ∈ GP , we can construct an alternating
sequence
(10.2.1) E(X) := (t1, t2, t3, . . . , tm)tℓ∈{L,R},
which we call “the ends of X”, as follows: Start with the empty sequence, unless the initial vertex
of X is an external one, in which case we start with the side L for left or R for right. Every time
we hit the left end (a left external vertex or the superposition of both) we add an L to the sequence
E(X), unless E(X) is already nonempty with last term equal to L. Every time we hit the right
end, we add an R, unless the sequence is nonempty with last term R. That is, the sequence records
the order in which the path hits left and right endpoints, throwing out multiple hits of one side
before next hitting the opposite side. Put another way, it records which is the first side the path
reaches, and the number of times it alternates from one side to another.
Now, for any X ∈ GP ∩ (P
Q0
)k of length k, with E(X) = (t1, t2, . . . , tm), we can write X =
X1it1X2it2 . . . itmXm+1 in the unique way such that X1 ∈ PQ0 has minimal possible length, and for
this value of X1, X2 has minimal possible length, etc.
Finally, let us consider the places ℓ ∈ {1, 2, . . . , k} where X is “not going in the correct direction.”
By “not the correct direction at ℓ”, we mean that the path is headed away from the next endpoint
itm (=towards the previous endpoint itm−1) appearing in the path. Precisely, suppose that X =
a1a2 · · · ak and X hits the endpoint itm , at the time corresponding to when we add tm to the
sequence, between aℓi−1 and aℓi (i.e., if the last endpoint tm is hit at the very end, set ℓm := k+1).
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Then, for all ℓi ≤ ℓ < ℓi+1, we say that ℓ is a place where X heads in the “wrong direction”
if aℓ 6= ti+1. Now, for any X ∈ GP ∩ (PQ0)k of the form X = iXj for some i, j ∈ Q
0
0, let
WD(X) ⊂ {1, 2, . . . , k} be the subset of places where X goes in the wrong direction. One easily
sees that the size of WD(X) is the difference between k and the shortest path with the same
endpoints as X (this makes sense since we assumed X had definite endpoints).
Now, we may define X ≺ Y if either |WD(X)| > |WD(Y )|, or else |WD(X)| = |WD(Y )| and
there is an order-preserving bijection φ : WD(X) → WD(Y ) such that φ(c) ≤ c for all c ∈ C(X).
That is, the places where X goes in the “wrong direction” occur strictly before the corresponding
places in Y .
Now, we finally have the ordering we need such that the relations on 〈GP ∩ (P
Q0
)k〉 modulo
which one gets (ΠQ0)k are confluent and give the desired elements as the normal form (one reduces
as in the first part of this proof). So, the desired elements are linearly independent and form a
basis of ΠQ0 . Also, since their images integrally span grΠQ0 , they form a basis of grΠQ0 as well,
which is therefore also a free Z-module.
Similarly to the A˜n−1 case, it is not difficult to deduce from the above procedure that ΠQ0 is an
NCCI (that one has a unique reduction of P
Q0
to words in the above basis and the relations iri).
Also, it is clear from the above proof that for any of the basis elements, we can feel free to replace
any of the FU ’s in the zc,C,X,i,j by FD’s, and we will still be left with a basis.
10.3. Proof of the remainder of Theorem 10.1.9. Suppose Q is any quiver with a proper
subquiver Q0 ( Q with Q0 ∼= D˜n. Define rQ00 :=
∑
i∈Q00
iri. Fix a forest G ⊂ Q1 \ Q
0
1 as in
Proposition 7.0.1.
As in the A˜ case, and using the same notation V , W , and A, it suffices to compute W¯ :=⊕
i∈Q00
iWi ⊂ V , which is integrally spanned by η([X, e]) for X listed in Theorem 10.1.9.(i) and
a ∈ Q01 such that Xa ∈ Π¯Q :=
∑
i∈Q0
iΠQi (cf. Proposition 7.0.5.(iii)). We can instead let a be one
of LU , LD, RU , or RD.
First, we need to eliminate some of the commutators η([X, a]). We prefer to eliminate those
X = zc,C,X,i,j with smaller c, so as to maximize the c of the remaining commutators. Essentially,
this means continuing to use the filtration on A by powers of the ideal (LR,RL).
First note the basic
Lemma 10.3.1. If X is obtained from zc,C,X,i,j by changing α instances of RUL to RDL or LUR
to LDR, then X ≡ (−1)
αzc,C,X,i,j modulo 〈zc′,C′,X,i,j〉c′>c.
Proof. This follows from the fact that RUL+RDL = RL, using the ideas in the proof of Theorem
10.1.9.(i) (in the last subsection). 
We use this to write some relations which are deduced similarly to (9.3.1), (9.3.2). These will
allow us to express certain commutators in terms of commutators involving basis elements living
in a smaller power of ((1inRL1in,1inLR1in)).
Notation 10.3.2. We say that an equality holds “modulo commutators with higher powers of
((1inRL1in,1inLR1in))” if the equation is true up to η of commutators with elements zc′,C′,X′,i′,j′ ,
where c′ is greater than all the indices c which appear in the equation.
Take C such that 2(n−2) | C and C > 0. This is equivalent to the condition that a basis element
of the form zc,C,X,i,i has either (1) i is internal and zc,C,X,i,i = zc,C−1,X,i,jX for some j (i.e., it ends
in X); or (2) i is external. Pick any choice of i,X such that zc,C,X,i,i is a basis element; let c > 0.
Let X˜ be defined to be X when i is internal (first case), and X otherwise (second case), where
here and below X ∈ {L,R} denotes the opposite direction from X ∈ {L,R}. That is, X˜ is the last
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direction in zc,C,X,i,i. One then computes, using (9.3.1), Lemma 10.3.1, and Notation 10.3.2, for
c ≥ 1,
(10.3.3)
∑
j
cη([zc−1,C+1,X,i,j, jXi]) + cη([zc,C−1,X˜,j,i, iXj])
+
C
2(n− 2)
∑
i′,j′∈Q00\{ird,iℓd},Y ∈{L,R}
(−1)cδX,Y η([zc,C−1,Y,i′,j′ , j
′(L+R)i′]) = 0
modulo commutators with higher powers of ((1inRL1in,1inLR1in)),
which shows that we can eliminate the relations
∑
j η([zc−1,C+1,X,i,j, jXi]). In terms of commutators
of basis elements with arrows, we do the following: In the case that i is not adjacent to external
vertices by an arrow moving in the X direction (beginning with i), this sum is only over a single
value of j, so we eliminate the relation η([zc−1,C+1,X,i,j, jXi]). Otherwise, the first sum is over
two possible values of j, then we can choose to eliminate the relation η([zc−1,C+1,X,i,iXD , iXDXi]).
Note in the above that the sums over all i′, j′ are effectively only over adjacent pairs i′, j′, and the
j′(L+R)i′ is shorthand for the unique arrow in Q0 from j to i.
Also, the relation η([zc−1,C+1,X,i,iXU , iXUXi]) we left above can be interpreted simply as express-
ing zc−1,C+2,X,i,i as zc,C,X,iXU ,iXU plus some multiple of r
′ = rQ00 −
∑
a∈Q01
(aa∗ − a∗a) in the quo-
tient V/W . So we can also eliminate this relation if we also eliminate the generator zc−1,C+2,X,i,i
from V . Actually, this paragraph is still true if C = 0, so we can also eliminate the relation
η([zc−1,1,X,i,iXU , iXUXi]) and the generator zc−1,2,X,i,i (for i adjacent to external vertices by arrows
of the form iXU j or iXDj).
Next, consider a basis element zc,C,X,i,i such that 2(n − 2) ∤ C and 2(n − 2) ∤ (C − 2) (we dealt
with the other cases in the last paragraph). In particular, i is internal and not adjacent to external
vertices by moving in the X direction. Let g = g(X, i) be defined to be the distance from i to the
X-end. One has g = C2 − (n−2)⌊
C
2(n−2)⌋ since the F
C
U -portion of the element zc,C,X,i,i goes forward
g units, cycles ⌊ C2(n−2)⌋ times around the long distance of D˜n, and then moves g units forward back
to i. We will show that (1) η([zc,C−1,X,i,j , jXi]) ≡ −η([zc,C−1,X,j,i, iXj]) modulo commutators with
higher powers (in particular, modulo terms that begin and end closer to the external vertices on
the X-side than i), and that (2) either of these (sums of) commutators can be taken to express
zc,C,X,i,i in terms of zc+m,C−2m,X,j′,j′ for m > 0 (and g(X, j
′) < g(X, i)); eventually this will reduce
us to basis elements beginning and ending at an external vertex.
(1) follows from the identity
(10.3.4) [zc,C−1,X,i,j, jXi] + [j(XX)
cz0,C−1,X,j,i, iXj] = [jXXj, zc,C−2,X,j,j],
and (2) follows because η([zc,C−1,X,i,j, jXi])− (zc,C,X,i,i − zc+1,C−2,X,j,j) ∈ [r
′A].
Similarly to (10.3.4), for C > 2 we can also show that η([zc,C−1,X,i,iXD , iXDXi]) is in the integral
span of other commutators (note that 2(n− 2) | C for this to be nonzero):
(10.3.5) [i(XX)cz0,C−1,X,i,iXD , iXDXi] + [i(XX)
cz0,C−1,X,i,iXU , iXUXi] + [zc,C−1,X,iXD,i, iXiXD]
+ [zc,C−1,X,iXU ,i, iXiXU ] = [(XX)
cz0,C−2,X,i,i,XX ],
which shows that
(10.3.6) η([zc,C−1,X,i,iXD , iXDXi]) + η([zc,C−1,X,i,iXU , iXUXi]) + η([zc,C−1,X,iXD,i, iXiXD ])
+ η([zc,C−1,X,iXU ,i, iXiXU ]) ∈ η([((1inRL1in,1inLR1in))
c+1,ΠQ]),
so we can indeed throw out any one of these commutators: we choose η([zc,C−1,X,i,iXD , iXDXi]).
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The only other commutators of the form η([X, e]), with X as in Theorem 10.1.9.(i) such that
Xe is nonzero and in Π¯Q, that we have not yet mentioned, are those of the form η([zc,1,X,i,j , jXi])
where j is an internal vertex. Here we can make use of the identity, similar to the above: if i and
j are internal, then
(10.3.7) η([zc,1,X,i,j, jXi]) = η([zc,1,X,j,i, iXj]),
and otherwise,
(10.3.8)
∑
Y ∈{U,D}
η([zc,1,X,iXY ,j, jXi]) =
∑
Y ∈{U,D}
η([zc,1,X,j,i
XY
, iXYXj]).
Thus, we can eliminate the commutators η([zc,1,L,i,j, jRi]) for i 6= iRD, j 6= iLD. Furthermore, in
the cases i = iRD and j = iLD, these commutators allow one to express zc,0,L,iRD,iRD in terms
of zc,0,L,iRU ,iRU , and zc,0,R,iLD ,iLD in terms of zc,0,R,iLU ,iLU , so we can eliminate all commutators
η([zc,1,L,i,j, jRi]) along with the generators zc,0,X,iXD,iXD for X ∈ {L,R}. To summarize the result
of the computation (with parenthetical English versions):
(1) We can eliminate zc,C,X,i,i from the basis if i is internal and 2(n − 2) ∤ C, thus passing
to a submodule V0 ⊂ V (that is, we consider only cyclic paths that are a combination of
length-two cycles at a vertex and long cycles around the length of D˜n);
(2) The only commutators we then need to consider, in order to integrally span W ∩ V0 (up to
dividing certain commutators by certain integers), and thus present ΛQ ∼= V0/(W ∩V0), are
(a) η([zc,C−1,X,i,j, j(L + R)i]) for 2(n − 2) | C and j /∈ {iLD, iRD} (we only need consider
commutators obtained from the previous elements by separating the last arrow off and
writing the commutator), and
(b) η([zc,1,R,i,j, jLi]).
In computing the remaining commutators, we use the following basic identities, which are similar
to those for A˜0, A˜n: First, note that, by the choice of orientation of D˜n = Q
0 in the previous
subsection, in A = ΠQ, one has 1in(LR−RL)1in = 1in(LR−RL+rQ00)1in ∈ 〈Q1 \Q
0
1〉
2. So, letting
r′ := rQ00 −
∑
a∈Q01
(aa∗ − a∗a) (as before),
(10.3.9) RX(LR)iR = (RXLR)iR = (RLRX +RXLRX −RXLRX)iR
= ((RL)RX −RXr
′)iRX +RXr
′iRX ;
(10.3.10) R(RL)1in = ((RL)R−Rr
′)1in;
and similarly swapping left with right, and the element r′ ∈ ΠQ with −r
′. We can use these to
move an R (or L) past a power of RL (or LR), thus allowing one to compute η([zc,C−1,X,i,j, jRi])
for X = R and i internal, or for X = L and i a right external vertex (and similarly swapping left
with right). For i internal and j 6= iLD a vertex adjacent to i on the left, one obtains
(10.3.11) η([zc,C−1,R,i,j, jRi]) = zc,C,R,i,i − zc,C,R,j,j +
∑
0≤c′<c
[r′zc′,C−1,R,i,jzc−c′−1,1,R,j,i].
(We already noted that we can discard the relation in the case j = iLD.)
For i ∈ {iRU , iRD} right external, one obtains the following. We use the simplified notation
i(c) :=
{
i, if c is even,
i, if c is odd,
where i is the other right external vertex from i. We’ll need the same
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definition for left external vertices later.
(10.3.12) η([zc,C−1,L,i,j, jRi]) = zc,C,L,i,i − η(zc,1,R,j,i(c)z0,C−1,L,i(c),j)
+
∑
c′<c,ǫ∈{0,1}
(−1)1+c
′+ǫ[r′zc′,C−1,L,i(ǫ),j · zc−c′−1,1,R,j,i(ǫ)];
We simplify the RHS by noting that
(10.3.13) η(zc,1,R,j,i(c)z0,C−1,L,i(c),j) =
{
zc,C,R,j,j, if i
(c) = iRU ,
−zc,C,R,j,j + Y, if i
(c) = iRD,
where Y ∈ 〈zc+m(n−2),C−2m(n−2),R,j,j〉m≥1 (that is, Y consists of “higher powers of ((1inRL1in,1inLR1in))”).
We can thus consider the above relations (10.3.11),(10.3.12) as eliminating for each a, b the
basis elements zc,C,X,i,i (where i is not lower external) for all but a single pair (X0, i0) where
i0 /∈ {iRD, iLD}, leaving only a single relation. We can conveniently choose this relation to be the
sum of (10.3.11) and (10.3.12) over all i /∈ {iRD , iLD} (with j 6= iLD for (10.3.11)), together with
(−1)c times the sum of the commutators obtained from these by swapping left and right. This is
zero if c = 0, so we can assume c ≥ 1. By (10.3.3), to include all of the commutators we discarded,
we need only divide the resulting relation by
c
gcd(c, C2(n−2))
.
We thus get the single relation (for all choices of c, C ≥ 1 such that 2(n − 2) | C):
(10.3.14)
gcd(c, C2(n−2))
c
∑
i,j /∈{iLD,iRD}
η([zc,C−1,R,i,j , jLi] + (−1)
c[zc,C−1,L,i,j, jRi]) =
gcd(c, C2(n−2) )
c
∑
c′,i,X;j /∈{iLD ,iRD}
(−1)
cδX,L+(c−c
′)(δi,i
XD
+δi,i
XU
)+δi,i
XD [r′zc′,C−1,X,i,jzc−c′−1,1,X,j,i]+Y,
where Y is in the integral span of products of terms zc′,C′,X,i′,j′ and r
′, such that the sum of C ′-
degrees is strictly less than b. That is, Y is the image of a greater power of the ideal ((1inRL1in,1inLR1in))
than c (as is zc,C,X,i,j for any X, i, j). In other words, if we pass to the associated graded al-
gebra of ΠQ with respect to the filtration by powers of the ideal ((1inRL1in,1inLR1in)) consid-
ered earlier, and the associated graded Z-module with respect to the image of this filtration in
Π¯Q/([Π¯Q(Q1 \Q
0
1)Π¯Q, Π¯Q] ∩ Π¯Q), then we can eliminate the Y term and have an equality above.
In any case, by induction on filtration degree, we will see that one can neglect the Y portion.
We then expand the RHS in terms of the basis of V previously described: (1) the elements
zc,C,X,i,j from Theorem 10.1.9.(i); and (2) cyclic alternating products of elements zc,C,X,i,j and
monomials in Q1 \ Q
0
1 not containing aa
∗ for any a ∈ G (the forest we picked as in Proposition
7.0.1). This results in the expression
(10.3.15)
gcd(c, C2(n−2))
c
∑
(c·,C·,X·,i·,j·)|(∗)
(c1 + 1)s(c·, C·, i·,X·)[
|{c·}|∏
m=1
r′zcm,Cm,Xm,im,im+1 ] + Y,
(10.3.16) s(c·, C·, i·,X·) := (−1)
cδX1,L
|{c·}|∏
m=1
(−1)(δim,iRD+δim,iLD )+cm(
∑
k≥mBk),
where Bk = # of times that an arrow of the form RZiRZ or LZiLZ
appears in the factor zck,Ck,Xk,ik,ik+1 , and Y ∈ ((1inRL1in,1inLR1in))
c+1.
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where the (∗) in the first sum indicates that we sum only over distinct |{c·}|-tuples of elements of
Z≥0 × Z≥0 × {L,R} × Q00 × Q
0
0 such that
∑
cm = c − |{c·}|,
∑
Cm = C,Cm ≥ 1,∀m, and Xm+1
is always a forward direction that follows zcm,Cm,Xm,im,im+1 (which can be upward or downward).
We take indices modulo the length of the tuples (e.g. i|{c·}|+1 = i1).
Since
∑|{c·}|
m=1 Bm is always even (because 2(n − m) | C), when we pass to summing only over
distinct cyclic |{c·}|-tuples, all of the contributing terms have the same sign, leaving us with
(10.3.17)
∑
(c·,C·,X·,i·,j·)|(∗)
±
gcd(c, C2(n−2))
rep(c·, C·,X·, i·, j·)
[
∏
m∈Z/|{c·}|
r′zcm,Cm,Xm,im,im+1 ] + Y,
which now so closely resembles (3.0.4)–(3.0.6) that it is straightforward to conclude that there is no
torsion in the portion of ΛQ corresponding to C ≥ 1. To be precise, consider the grading on ΠQ and
ΛQ by length of paths, so that (ΠQ)m, (ΛQ)m denote the Z-submodules integrally spanned by paths
of length m. Consider the filtration by powers of the ideal ((1inRL1in,1inLR1in)) in ΠQ, and the fil-
tration by the image of these powers in ΛQ. Then we have the associated graded Z-modules, grΠQ =⊕
g grg ΠQ and gr ΛQ =
⊕
g grg ΛQ. Thus, grg ΠQ = ((1inRL1in,1inLR1in))
g/((1inRL1in,1inLR1in))
g+1,
and grg ΛQ is its quotient by the integral span of commutators.
Then, the precise statement we infer from the above is that there is no torsion in (grg ΛQ)m
except possibly when 2g = m. This is the maximum possible value of g, so that (grg ΛQ)2g =
[((1inLR1in,1inRL1in))
g]2g is actually a submodule of (ΛQ)2g. Therefore it has torsion if and only
if (ΛQ)2g itself does.
It remains to see if the module [((1inLR1in,1inRL1in))
g]2g has torsion. We can present the
module as follows. It is integrally spanned by [zc,0,R,i,i], [zc,0,L,iRY ,iRY ], and multiples of Q1 \ Q
0
1
(with each zct,0,Xt,i,i having Xt = R unless i is right external, in which case each Xt = L). The
relations are spanned by η([zc−1,1,R,i,j, jLi]) for j 6= iRD, i 6= iLD (we can ignore other commutators
by our initial arguments), and by (
∑
i∈Q0\Q00
iri). When i and j are internal vertices, we can
view this as eliminating zc,0,R,i,i for all internal vertices except one, and expressing the other in
terms of that one and multiples of r′. This leaves us with only two relations. Let j be the
internal vertex adjacent to the left end. For convenience, let us replace η([zc−1,1,R,iLU ,j, jLiLU ])
by η([zc−1,1,R,iLU ,j, jLiLU ]) + η([zc−1,1,R,iLD ,j, jLiLD]). (The added term is exactly what is used
to eliminate the zc,2,L,j,iLY we would otherwise need as a generator, cf. (10.3.3) and the following
paragraphs.) Then, this relation can be viewed as expressing zc,0,R,j,j in terms of zc,0,R,iLU ,iLU , since
we already expressed zc,0,R,iLD,iLD in terms of the latter. This eliminates the generator zc,0,R,i,i for
the last remaining internal vertex i, since we may take i = j.
To express the final relation in terms of remaining basis elements, we take the sum over all
adjacent i, j of η([zc−1,1,R,i,j , jLi]). The result is
(10.3.18)∑
i∈Q00
η(i((RL)c−(LR)c)i) =
∑
i∈Q00|i is internal
[i((RL)c−(RL+r′)c)i]+
∑
X∈{U,D}
(iLX(RL)
ciLX−iRX(LR)
ciRX ),
where we used the non-basis elements zc,0,R,iLD,iLD and zc,0,L,iRD,iRD for convenience, which can be
replaced by basis elements with only a slight modification.
The result is nonzero, since there exists a vertex i ∈ Q00 such that i is adjacent to an arrow
of Q \Q0; in this case, for every proper factor 1 6= m | c, one has the term [i((RL)
c
m
−1r′)mi],
nonzero and independent of other terms in the expansion, with coefficient m. Hence, the gcd of
all coefficients is one unless c is a prime power. We conclude that there is only torsion in ΛQ in
degrees 2pk for p prime and k ≥ 1, where it is generated by the single relation (10.3.18). For much
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the same reason as in the A˜n−1-case (by the similarity of (10.3.18) and (3.0.4)–(3.0.6); see the end
of the proof for A˜n−1), the torsion is a single copy of Z/p, generated by 1p [r
pk ].
This completes the proof of Theorem 10.1.9.
10.4. Hilbert series for D˜n and (6.3.5). From Theorem 10.1.9, we deduce the
Proposition 10.4.1. The Hilbert series of i0ΠD˜ni0 over any field, for i0 the extending vertex
(i.e. an external vertex) of D˜n, and the Hilbert series of ΛD˜n over characteristic zero, are given by
(10.4.2) h(i0ΠD˜n−1i0; t) = h(ΛD˜n ; t) =
1
(1− t2n−4)(1 − t2)
−
t2
1− t4
=
1 + t2n−2
(1− t4)(1 − t2n−4)
.
It immediately follows from the above that one has the formula
(10.4.3) h(ΛD˜n ; t)(1 − t
2) = 1 +
t2n−4
1− t2n−4
+
2t4
1− t4
−
t2
1− t2
,
which we can use to verify the formulas (9.4.4),(9.4.5). Namely, letting C be the adjacency matrix
of D˜n, one has
(10.4.4) det(1 − t · C + t2 · 1) =
(1− t2n−4)(1 − t4)2
1− t2
.
One then has from (10.4.3)
(10.4.5) am − am−2 = [(2n − 4) | m] + 2[4 | m]− [2 | m], m ≥ 3,
which implies the desired identity (9.4.5) and verifies (6.3.5) for D˜n.
10.5. The Poisson algebra i0ΠQi0 for Q = D˜n. As in §9.5, the Lie structure on ΛQ can be
described in terms of a Poisson algebra structure on i0ΠQi0. In particular, by Theorem 13.1.1
(which does not rely on the results of this subsection) we can define a Lie bracket on i0ΠQi0 using
the projection q : (ΛQ)+ ։ (i0ΠQi0)+ and inclusion j : i0ΠQi0 →֒ ΛQ by the formula
(10.5.1) {f, g} = q{j(f), j(g)}.
It follows as before from (8.2.7) that this endows i0ΠQi0 with the structure of a Poisson algebra.
In view of Proposition 8.1.9 and Remark 8.1.10, in fact the Poisson structure on i0ΠQi0 entirely
captures the Lie algebra structure on ΛQ.
We then compute the following:
Proposition 10.5.2. Let Q = D˜n, and let i0 := iLU be the upper-left external vertex. Set
X := i0z2,0i0, Y := i0z0,2(n−2)i0, and Z := i0z1,2(n−2)i0. Then, one has
i0ΠQi0
∼← Z[X,Y,Z]/((Z2 +XY 2 − δ2|nX
n
2 Y − δ2∤nX
n−1
2 Z)),(10.5.3)
{X,Y } = 2Z − δ2∤nX
n−1
2 , {X,Z} = 2XY − δ2|nX
n
2 ,(10.5.4)
{Y,Z} = Y 2 − δ2|n
n
2
X
n−2
2 Y − δ2∤n
n− 1
2
X
n−3
2 Z,(10.5.5)
|X| = 2, |Y | = 2(n − 2), |Z| = 2(n − 1).(10.5.6)
Notice that, over Z[12 ], i0ΠQi0 ⊗ Z[
1
2 ] is generated as a Poisson algebra by X and Y .
Proof. This can all be computed using the results of the preceding sections. To see that the given
relation is the only relation (i.e., the map in (10.5.3) is injective), we can compare Hilbert series.
The rest can all be computed using the basis. To compute {Y,Z}, it is easiest to compute everything
else first, and then compute {Y,Z2} two ways: either as 2Z{Y,Z}, or using the formula (10.5.3)
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for Z2, and then use that i0ΠQi0 is an integral domain (which is easy to see from the filtration and
bases). 
11. (Partial) Preprojective algebras of star-shaped quivers
The purpose of this section is to establish some basic results about the structure of (partial)
preprojective algebras of star-shaped quivers, and more generally to study what happens to pre-
projective algebras when one adds line segments or loops to the quiver. We will begin in §11.1
with geometric motivation, relating preprojective algebras to Riemann surfaces. The reader not
interested in this purely motivational material may safely skip §11.1.
11.1. A geometric analogy. There is a known analogy between the preprojective algebra of
star-shaped quivers with branches of lengths d1, . . . , dn and the Riemann spheres with orbifold
points of orders d1 + 1, . . . , dn + 1, wherein the preprojective algebra is the “additive” version
and the fundamental group of the associated orbifold is the “multiplicative” version. Namely, the
fundamental group of the latter orbifold is the quotient of the free group on x1, . . . , xn by the
relations
(11.1.1) xd1+11 , . . . , x
dn+1
n , x1x2 · · · xn,
whereas, for is the special vertex of the preprojective algebra of the associated quiver Q, and now
letting xi := eie
∗
i where ei is the arrow in Q in the i-th branch which begins at is (which we will
assume for simplicity lies in Q),
(11.1.2) isΠQis ∼= Z〈x1, . . . , xn〉/((x
d1+1
1 , . . . , x
dn+1
n , x1 + x2 + · · · + xn)).
Next, suppose that j ∈ Q0 is the endpoint of a branch, say the first branch. Then, if we take
the partial preprojective algebra with respect to {j}, this changes the is-part by eliminating the
relation xd1+11 , i.e.:
(11.1.3) isΠQ,{j}is ∼= Z〈x1, . . . , xn〉/((x
d2+1
2 , . . . , x
dn+1
n , x1 + x2 + · · ·+ xn)).
This is the same as letting d1 → ∞, and corresponds geometrically to replacing the first orbifold
point by a puncture point.
11.2. Preprojective algebras of quivers with line segments added. The last comment sug-
gests the following interpretation of the partial preprojective algebra: Take the underlying quiver
and adjoin, at each white vertex j ∈ J , an infinite ray based at j, to form an extended quiver QˆJ,∞.
Then, the projection 1Q0ΠQˆJ,∞1Q0 of the preprojective algebra of this extended quiver to the span
of paths beginning and ending at Q0 (see Remark 11.2.3 below) is the partial preprojective algebra
ΠQ,J . Precisely, for any quiver Q and any subset J ⊆ Q0, we make the following definition:
Definition 11.2.1. For any map f : J → Z≥0, let QˆJ,f be the quiver obtained from Q by attaching
a segment of length f(j) to each j ∈ J (i.e., the segment has f(j) arrows and f(j) vertices), oriented
outward from j.
The choice of orientation in the definition is not important; we make it only for definiteness.
Of course, we could have taken J = Q0 in the above definition without loss of generality, but it
will be convenient for the limit we consider below to sometimes have J be a proper subset (i.e., to
compare ΠQ,J with a limit lim
←
f
ΠQˆJ,f ).
Definition 11.2.2. For any two functions f, g : J → Z≥0, we say that f ≤ g if f(j) ≤ g(j) for all
j ∈ J .
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Note that, for any f ≥ g, one has a surjection ΠQˆJ,f ։ ΠQˆJ,g . One may consider the inverse limit
of graded algebras, lim
←
f
ΠQˆJ,f . Here, the fact that we are taking the limit as graded algebras means
that the limit is defined separately in each degree, using sequences of homogeneous elements.
We may think of this limit as ΠQˆJ,∞ , where QˆJ,∞ is the “infinite quiver” described above, using
the following remark:
Remark 11.2.3. The definition of preprojective algebra makes sense even if the quiver has infinitely
many arrows, as long as there are only finitely many arrows incident to each vertex. Call such a
quiver a locally finite quiver. Then the preprojective algebra of a locally finite quiver Q on vertex
set Q0 is
(11.2.4) ΠQ := PQ/(
∑
a∈Q1:as=i
(aa∗ − a∗a))i∈Q0 ,
i.e., even though the element r may no longer exist, we can still define the elements ri :=
∑
a∈Q1:as=i
(aa∗−
a∗a), and take the ideal generated by these elements. In the case of a finite quiver, ri = iri and
((r)) = ((iri))i∈Q0 , so this indeed recovers the original definition.
Note that Hochschild homology does not commute with the above inverse limit. One has instead
the following result:
Proposition 11.2.5. We have the following natural isomorphisms:
(i) ΠQ,J ∼= lim
←
f
1Q0ΠQˆJ,f1Q0 .
(ii) lim
←
f
ΛQˆJ,f
∼= ΛQ,J/〈jr
ℓj〉j∈J,ℓ≥1.
Proof. (i) This follows from the formula
(11.2.6) 1Q0ΠQˆJ,f1Q0
∼= ΠQ,J/((jr
f(j)j))j∈J .
Note that the limit is of graded algebras, and in each degree the RHS stabilizes to the LHS; in
particular all classes in the RHS are represented by finite linear combinations of paths in QˆJ,∞.
(ii) Let I be the vertex set of QˆJ,f . By the following Proposition 11.2.9, the inclusion 1Q0ΠQˆJ,f1Q0 →֒
ΠQˆJ,f induces an isomorphism (1Q0ΠQˆJ,f1Q0)cyc/〈[a
ℓ
s], [i]〉s∈J,ℓ≥1,i∈I\Q0
∼→ ΛQˆJ,f , where, for each
s ∈ J , as is the cycle of length two obtained by beginning at s, traversing one arrow in QˆJ,f \Q,
and then its reverse back to is. If we now assume that f is such that f(i) ≥ N for all i ∈ J , then
in degrees m < 2N , we evidently have ((1Q0ΠQˆJ,f1Q0)cyc)m
∼= (ΛQ,J)m, using the isomorphism
(11.2.6). Under this isomorphism, the image of aℓs is isr
ℓis, for every is ∈ J . Now taking the limit
N →∞ gives the result. 
In the above proposition, we used the following result for for (still more general) quivers Qˆ
obtained from Q by attaching any number of line segments to its vertices (not limiting to one line
segment per vertex). In particular, this explains why adding infinite rays to a vertex is like adding
“punctures” to the corresponding “surface.”
Definition 11.2.7. Beginning with a quiver Q, a (not necessarily distinct) collection of vertices
i1, . . . , im ∈ Q0, and some positive integers d1, . . . , dm, let Qˆ := Qˆi1,...,im,d1,...,dm be the quiver
obtained from Q by attaching line segments Ls, s ∈ {1, . . . ,m} of lengths ds to vertices is ∈ Q0,
oriented outward from the vertex. That is, Ls is a quiver whose arrows are disjoint from Q, sharing
only the vertex is. Then (Ls)1 ∩ Q1 = ∅ and (Ls)0 ∩ Q0 = {is}. Let L
∗
s ⊆ Qˆ
∗ be the oppositely
oriented quiver and Ls := Ls ∪ L
∗
s ⊆ Qˆ the double.
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The choice of orientation in the definition of the segments Ls is not important; we made an
arbitrary choice. We will also make use of the following notation:
Notation 11.2.8. For any branch Ls based at vertex is and any vertex i ∈ (Ls)0, let pisi and
piis denote the straight-line paths in Qˆ from is to i and from i to is inside Ls, respectively. Let
dis,i = di,is denote the lengths of these paths. For each line segment Ls, let Cs be the cycle in
¯ˆ
Q of
length two which begins at s, travels one arrow along the segment Ls, and then takes the reverse
arrow back to s.
Proposition 11.2.9. (i) The inclusion 1Q0ΠQˆ1Q0 →֒ ΠQˆ induces a surjection
(11.2.10) (1Q0ΠQˆ1Q0)cyc ։ ΛQˆ
with kernel 〈[Cℓs]〉s∈{1,...,m},ℓ≥1. As a consequence, the inclusion induces an isomorphism
(11.2.11) ΛQˆ
∼← (1Q0ΠQˆ1Q0)cyc/〈[C
ℓ
s ]〉s∈{1,...,m},ℓ≥1.
(ii) One obtains isomorphisms, for J = {i1, . . . , im},
ΛQˆ
∼← (ΠQ,J ∗ZQ0 B)cyc/〈[C
ℓ
s ]〉s∈{1,...,m},ℓ≥1, where(11.2.12)
B =
⊕
j∈J
Bj, Bj = Z〈Cs | is = j〉/((Cdss ,
∑
s′|is′=j
Cs′))s|is=j.(11.2.13)
Note that it is easy to combine Propositions 11.2.5 and 11.2.9 to describe the case of a quiver
with some finite and some infinite line segments added. In this direction, we only state the promised
Corollary 11.2.14. Let Q be the quiver obtained by beginning with one vertex is, and attaching
g loops, and m line segments of lengths d1, . . . , dm (allowing for dj = ∞). Then, defining ΛQ =
(ΠQ)cyc where ΠQ = PQ/((iri))i∈Q0 , one obtains formulas
isΠQis ∼= A := Z〈x1, . . . , xg, y1, . . . , yg, p1, . . . , pm〉/((
g∑
i=1
[xi, yi] +
m∑
i=1
pi, p
dj+1
j ))j∈{1,...,m},(11.2.15)
ΛQ ∼= A/([A,A] + 〈p
ℓ
j〉j∈{1,...,m},ℓ≥1),(11.2.16)
where we set by definition p∞j := 0 (for any j). Thus, ΛQ is the “additive analogue of the orbifold
surface of genus g with orbifold/puncture points p1, . . . , pm of orders d1 + 1, . . . , dm + 1.”
The corollary easily follows from part (ii) of Proposition 11.2.9 using the argument of the proof
of Proposition 11.2.5.
The rest of this section is devoted to the proof of Proposition 11.2.9.
Proof of Proposition 11.2.9. (i) First, we show surjectivity in (11.2.10). Any path in P
Qˆ
which lies
entirely in one of the line segments Ls (for any fixed s) maps to zero in ΛQˆ. Then, any other
path projects to the same class as a path that begins and ends at a vertex in Q00. This proves the
surjectivity. Also, it is clear that [aℓs] is in the kernel of (11.2.10) for any ℓ ≥ 1 and s ∈ {1, . . . ,m},
so it remains to show that the resulting map (11.2.11) is injective (and hence an isomorphism).
To do this, we construct an explicit inverse. For this, we need to characterize the Z-module j1Πj2
in terms of 1Q0ΠQˆ1Q0 (in cases when at least one of j1, j2 are not in Q0). We use the following
lemma.
Lemma 11.2.17. In the situation of Proposition 11.2.9, let Qˆ0 be the vertex set of Qˆ, and let
j1, j2 ∈ Qˆ0 \ Q0, which are on line segments Ls1 and Ls2 , respectively. Then, there is an exact
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sequence of Z-modules,
(11.2.18)
0→ a
ds1−dis1 ,j1+1
s1 ΠQˆ +ΠQˆa
ds2−dis2 ,j2+1
s2 →֒ is1ΠQˆis2
x 7→pj1s1xps2j2
−−։ j1ΠQˆj2 → 0, if s1 6= s2,
(11.2.19) 0→ a
ds1−dis1 ,j1+1
s1 ΠQˆ +ΠQˆa
ds2−dis2 ,j2+1
s2 →֒ is1ΠQˆis2
x 7→pj1s1xps2j2−→ j1ΠQˆj2
→
min(dis1 j1 ,dis2 j2 )−1∑
ℓ=0
pj1j2(a
′)ℓpj2j1 → 0, if s1 = s2,
where a′ is any cycle of length two inside Ls2 , beginning and ending at j2.
Furthermore, if one of j1, j2 is in Q0 and the other is in Qˆ0 \Q0, we have the exact sequence
0→ a
ds1−dis1 ,j1+1
s1 ΠQˆ →֒ is1ΠQˆj2
x 7→pj1s1x
−−։ j1ΠQˆj2 → 0, if j1 ∈ (Ls1)0, j2 ∈ Q0, or(11.2.20)
0→ ΠQˆa
ds2−dis2 ,j2+1
s2 →֒ is1ΠQˆis2
x 7→xps2j2
−−։ j1ΠQˆj2 → 0, if j2 ∈ (Ls2)0, j1 ∈ Q0.(11.2.21)
Proof. The image of any path in ΠQˆ which lies strictly inside a line segment Ls only depends on its
endpoints and length. This and the fact that any path from j1 to j2 must pass through Q if is1 6= is2
shows the exactness at j1ΠQˆj2 above. Exactness (injectivity) at a
ds1−dis1 ,j1
s1 ΠQˆ + ΠQˆa
ds2−dis2 ,j2
s2
and at
∑min(dis1 j1 ,dis2 j2 )−1
ℓ=0 pj1j2(a
′)ℓpj2j1 (surjectivity) is obvious. It remains to show exactness at
is1ΠQˆis2 . That is, it remains to compute the kernel of x 7→ pj1s1xps2j2 . To do this, let us consider
(11.2.22) j1P ¯ˆQj2 ։ j1ΠQˆj2.
The kernel of this is j1((r))j2, which we may rewrite as follows. For all s, let 1Ls be the sum of all
vertices on Ls except is (so, the vertices from Qˆ0 \Q0 on Ls). Then,
(11.2.23) j1((r))j2 = j1(((1s1 + 1s2)r))j2 + pj1is1 ((r))pis2j2 .
We deduce (using the RHS and the observations at the beginning of the proof) that
(11.2.24)
pj1is1P ¯ˆQpis2 j2 ∩ j1((r))j2 = pj1is1a
ds1−dis1 ,j1+1
s1 ΠQˆpis2j2+pj1is1ΠQˆa
ds2pis2 j2−dis2 ,j2+1
s2 +pj1is1 ((r))pis2j2 .
This yields the desired result. 
Now, we define the map ΛQˆ → (1Q0ΠQˆ1Q0)cyc/〈[C
ℓ
s ]〉s∈{1,...,m},ℓ≥1 as follows. First, let us define
a map
(11.2.25) ΠQˆ → (1Q0ΠQˆ1Q0)cyc.
First, the map sends ixj to zero if i 6= j for vertices i, j ∈ Qˆ0. Next, on 1Q0ΠQˆ1Q0 , the map is
the tautological one. Then, for any j ∈ Qˆ0 \ Q0, with j in the line segment Ls (j ∈ (Ls)0), we
set pjisxpisj 7→ [x(pisjpjis)] = [xC
disj
s ]. To see that this is well-defined, by the lemma it suffices to
show that if x ∈ C
ds−disj+1
s ΠQˆ +ΠQˆC
ds−disj+1
s , then [xC
disj
s ] = 0 ∈ (1Q0ΠQˆ1Q0)cyc. However, this
follows from the fact that [C
ds−disj+1
s ΠQˆC
disj
s ] + [ΠQˆC
disj
s C
ds−disj+1
s ] ⊂ [1Q0ΠQˆ1Q0 ,1Q0ΠQˆ1Q0 ] +
[Cds+1s 1Q0ΠQˆ1Q0 ]. Then, the only elements of jΠQˆj which can not be written in the form pjisxpisj
are (by the Lemma) those classes represented by paths lying entirely in Ls, of total length less than
2djis . Let us define such paths to map to zero. We thus get a well-defined map (11.2.25).
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Next, if we post-compose the map with the quotient
(1Q0ΠQˆ1Q0)cyc ։ (1Q0ΠQˆ1Q0)cyc/〈[C
ℓ
s]〉s∈{1,...,m},ℓ≥1,
then all elements of Π represented by paths which lie entirely in Ls (of any length) map to zero. It
remains to show that the composite map kills [ΠQˆ,ΠQˆ]. For this, we need to show that
(1) [pjisfpisj, pjisf
′pisj] maps to zero for any f, f
′ ∈ isΠQˆis and j ∈ (Ls)0,
(2) [pjisfpisj, a
′] maps to zero for any f ∈ isΠQˆis, j ∈ (Ls)0 (j 6= is), and where a
′ is a path of
length two beginning and ending at j.
The image of the class in part (1) is [fC
disj
s f ′C
disj
s ] − [f ′C
disj
s fC
disj
s ] = 0. The image of the class
in part (2) is [fC
disj+1
s ]− [CsfC
disj
s ] = 0. This proves that our map descends to a map
(11.2.26) ΛQˆ → (1Q0ΠQˆ1Q0)cyc/〈C
ℓ
s〉s∈{1,...,m},ℓ≥1.
By definition, this map inverts the map in (11.2.11) induced by the inclusion.
(ii) This easily follows from (i) using the formula
(11.2.27) 1Q0ΠQˆ1Q0
∼= ΠQ,Q00 ∗ZQ0 B.
11.3. Presentation of ΠQ and ΛQ for star-shaped quivers. We will need the following nota-
tion, which makes sense not just for star-shaped quivers but for tree-shaped quivers (i.e., quivers
such that, forgetting the orientations of arrows, one obtains a tree):
Notation 11.3.1. For two vertices i, j in a tree-shaped quiver Q, let di,j denote their distance, i.e.,
the minimum number of arrows that must be traversed in Q to go from i to j. Let pi,j ∈ PQ be
the unique path of length di,j from i to j.
Note that, in the case that i and j lie in an external line segment of the tree Q, then the above
notation is consistent with Notation 11.2.8.
From Corollary 11.2.14 and Lemma 11.2.17 we immediately deduce the following general result:
Proposition 11.3.2. Let Q be a star-shaped quiver with branches Lk of lengths dk, for k ∈
{1, . . . ,m}, and special vertex is ∈ Q0. Then:
(i) isΠQis ∼= A := Z〈x1, . . . , xm〉/((x1 + · · · + xm, x
d1+1
1 , . . . , x
dm+1
m )).
(ii) For every pair of vertices j1, j2 in branches Lk1 , Lk2 , respectively, iΠQj
∼= A/〈x
dk1−dis,j1+1
1 A+
Ax
dk2−dis,j2+1
2 〉.
(iii) ΛQ ∼= A/([A,A] + 〈x
q
k〉1≤k≤m,q≥1).
Note that the torsion structure of ΛQ, as a special case of all quivers Q, is the main result of
this article, but this cannot be obviously deduced for star-shaped quivers using only the above
proposition.
12. Type E˜n quivers
Specializing Proposition 11.3.2 to the case of quivers of type E˜n, and using noncommutative
Gro¨bner generating sets (cf. Appendix A.1 and Proposition A.1.1 therein), we obtain the following
bases of ΠQ:
Proposition 12.0.1. Let Q be an extended Dynkin quiver of type E. Let A be defined as in
Proposition 11.3.2.(i). For readability, set x := x1, y := x2, z := x3, assume d1 ≥ d2 ≥ d3, and set
d := d1.
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(i) A basis for A ∼= isΠQis (as a free Z-module) is given by the elements, for all 0 ≤ ℓ1 < d,
ℓ2 ≥ 0, and ℓ3 ≥ 0,
xℓ1(yxd)ℓ2(yxd−1)ℓ3 · Y, Y ∈ {yxd−2y, yxℓ4 , 1}0≤ℓ4≤d−2.(12.0.2)
(i.e., Y is an initial subword of yxd−2y).
(ii) A basis for i0ΠQi0, (as a free Z-module), via Proposition 11.3.2.(ii), is given by
i0,(12.0.3)
pi0is
(
(yxd)ℓy
)
pisi0 (ℓ ≥ 0),(12.0.4)
pi0is
(
(yxd)ℓ1(yxd−1)ℓ2yxd−2y
)
pisi0 (ℓ1, ℓ2 ≥ 0).(12.0.5)
This proposition follows from a computation of Gro¨bner generating sets that we performed with
Magma for the E˜6, E˜7, and E˜8 cases separately. We give the details in the following four subsections.
12.1. Type E˜6. We first compute a basis for the ring A := Z〈x, y, z〉/((x3, y3, z3, x + y + z)) ∼=
isΠis (cf. Proposition 11.3.2). We do this by computing a Gro¨bner generating set for the ideal
((x3, y3, z3, x+ y+ z)) ⊂ Z〈x, y, z〉, which we can do by computer using Buchberger’s algorithm (we
used Magma). It is also straightforward to verify by hand that the given elements form a Gro¨bner
generating set.
Proposition 12.1.1. In the graded lexicographical order with x ≺ y ≺ z, the Gro¨bner generating
set for the ideal ((x3, y3, z3, x+ y + z)) ⊂ Z〈x, y, z〉 is
yxyx2 − xyxyx+ x2yxy + x2yx2,(12.1.2)
y3,(12.1.3)
y2x+ yxy + yx2 + xy2 + xyx+ x2y,(12.1.4)
x3,(12.1.5)
z + y + x.(12.1.6)
By definition of Gro¨bner generating sets we immediately deduce Proposition 12.0.1.(i). We will
prove Proposition 12.0.1.(ii) for E6, E7, and E8 simultaneously in §12.4.
As a result of Proposition 12.0.1.(ii), we deduce, where Φm(t) denotes the cyclotomic polynomial
whose roots are the primitive m-th roots of unity:
Corollary 12.1.7.
(12.1.8) h(i0Πi0; t) =
Φ24(t)
(1− t4)(1− t6)
=
1− t4 + t8
(1− t4)(1− t6)
=
(1− t24)
(1− t6)(1− t8)(1 − t12)
.
Furthermore, one has the following partial fraction decomposition:
(12.1.9) h(i0Πi0)(1− t
2) = 1 +
2t6
1− t6
+
t4
1− t4
−
t2
1− t2
.
Proof. For the first part, we note that our basis above shows that h(i0Πi0; t) = 1 +
t6
(1−t6)
+
t8
(1−t6)(1−t4)
. Putting this over the common denominator (1 − t4)(1 − t6), we get a numerator of
1− t6 − t4 + t6 − t10 + t10 + t8 = 1− t4 + t8 = Φ24(t).
For the second part, one may explicitly verify the identity. Note that, since (1−t6)(1−t4) = (1+
t2+t4)(1+t2)(1−t2)2 is a decomposition into relatively prime factors, one sees that h(i0Πi0)(1−t
2)
must have a partial fraction decomposition with denominators 1− t6, 1− t4, 1 − t2, and the above
is one such. 
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The meaning of the partial-fraction decomposition (12.1.9) is again the identity (6.3.5) (cf. §9.4):
setting h(i0Πi0) =
∑
amt
m,
(12.1.10) am − am−2 = 2[6 | m] + [4 | m]− [2 | m], m ≥ 2.
This bears similarity to the determinant of the t-analogue of the Cartan matrix:
(12.1.11) det(1− t · C + t2 · 1) =
(1− t6)2(1− t4)
1− t2
.
Indeed, (12.1.10) says that
(12.1.12)
∏
m≥1
1
(1− tm)am−am−2
=
∏
m≥1
1− t2
(1− t6)2(1− t4)
,
Then, as in §9.4, we verify (6.3.5) in this case.
12.2. Type E˜7. We first compute a Gro¨bner generating set for the ideal ((x
4, y4, z2, x+ y + z)) ⊂
Z〈x, y, z〉 (cf. Proposition 11.3.2), which we can do with Magma. It is also straightforward to verify
by hand that the given elements form a Gro¨bner generating set.
Proposition 12.2.1. In the graded lexicographical order with a ≺ b ≺ c, the Gro¨bner generating
set for the ideal ((x4, y4, z2, x+ y + z)) ⊂ Z〈x, y, z〉 is
yx2yx3 − xyx2yx2 + x2yx2yx− x3yx2y,(12.2.2)
yxyx+ yx2y + yx3 + xyxy + x3y,(12.2.3)
x4,(12.2.4)
y2 + yx+ xy + y2,(12.2.5)
z + y + x.(12.2.6)
We immediately deduce Proposition 12.0.1.(i) for E7. See the next subsection for the proof of
(ii). As a result of (ii) we deduce the
Corollary 12.2.7. One has the formula
(12.2.8) h(i0ΠE˜7i0; t) =
Φ36(t) = 1− t
6 + t12
(1− t6)(1− t8)
=
1− t36
(1 − t8)(1− t12)(1− t18)
.
Additionally, one has the partial fraction decomposition
(12.2.9) h(i0ΠE˜7i0; t)(1 − t
2) = 1 +
t4
1− t4
+
t6
1− t6
+
t8
1− t8
−
t2
1− t2
.
Since, letting C be the adjacency matrix of E˜7, one has the formula
(12.2.10) det(1− t · C + t2 · 1) =
(1− t4)(1− t6)(1 − t8)
1− t2
,
the identity (6.3.5) is verified.
12.3. Type E˜8. We first compute a Gro¨bner generating set for the ideal ((x
6, y3, z2, x+ y + z)) ⊂
Z〈x, y, z〉 (cf. Proposition 11.3.2), which we can do with Magma. It is also straightforward to verify
by hand that the given elements form a Gro¨bner generating set.
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Proposition 12.3.1. In the graded lexicographical order with x ≺ y ≺ z, the Gro¨bner generating
set for the ideal ((x6, y3, z2, x+ y + z)) ⊂ Z〈x, y, z〉 is
yx4yx5 − xyx4yx4 + x2yx4yx3 − x3yx4yx2 + x4yx4yx− x5yx4y,(12.3.2)
yx3yx+ yx4y + yx5 + xyx3y − x2yx3 − x3yx2 + x5y,(12.3.3)
x6,(12.3.4)
yx2y + yx3 + xyx2 + x2yx+ x3y + 2x4,(12.3.5)
yxy − xyx− x3,(12.3.6)
y2 + yx+ xy + x2,(12.3.7)
z + y + x.(12.3.8)
We immediately deduce Proposition 12.0.1.(i) for the E8 case, which completes the proof of that
part.
Corollary 12.3.9. The Hilbert series of i0ΠE˜8i0 is given by
(12.3.10) h(i0ΠE˜8i0) =
Φ12(t)Φ60(t) = 1− t
10 + t20
(1− t10)(1− t12)
=
(1− t60)
(1− t12)(1− t20)(1 − t30)
.
Additionally, one has the partial fraction decomposition
(12.3.11) h(i0ΠE˜8i0)(1 − t
2) = 1 +
t4
1− t4
+
t6
1− t6
+
t10
1− t10
−
t2
1− t2
.
Since, letting C be the adjacency matrix for E˜8, one has the formula
(12.3.12) det(1− t · C + t2 · 1) =
(1− t4)(1 − t6)(1− t10)
1− t2
,
the identity (6.3.5) is verified.
12.4. Proof of Proposition 12.0.1.(ii). We prove this proposition simultaneously for all cases
E˜6, E˜7, and E˜8.
By Lemma 11.2.17, the map isΠis → i0Πi0, f 7→ pi0isfpisi0 has image (i0Πi0)+ and kernel
integrally spanned by elements of the form xg, gx, g ∈ isΠis. First, the basis elements that begin
or end in x are killed. Conversely, for any basis element g, expressing xg in terms of basis elements
consists only of terms beginning with x. On the other hand, gx might not consist only of terms
beginning or ending with x: this can happen in the case that g = (yxd)ℓ1(yxd−1)ℓ2yxd−2y. In this
case, gx is a sum of basis elements beginning or ending in x, and the element (yxd)ℓ1(yxd−1)ℓ2+1.
Hence, we can simply eliminate the latter element from our basis, and we obtain the stated result
and hence the proposition.
12.5. Poisson structure on i0ΠQi0. As in §§9.5 and 10.5, Theorem 13.1.1 (which does not rely
on any results of this subsection) implies that i0ΠQi0 can be given a Poisson algebra structure
for Q of types E˜6, E˜7, or E˜8, by (10.5.1). Here we give a description of this Poisson structure
for Q = E˜n over Z using the bases of Proposition 12.0.1. Note that, by Remark 8.1.10, this also
entirely describes the Lie structure on ΛQ.
Proposition 12.5.1. The Poisson structure of i0ΠQi0 is given as follows for Q = E˜n. Let us use
the notation of Proposition 12.0.1, and define
(12.5.2) X := pi0isypisi0 , Y := pi0isyx
d−2ypisi0 , Z := pi0isyx
d−1yxd−2ypisi0 .
Finally, let us assume that all arrows of the quiver Q are oriented towards the special vertex.
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(i) For Q = E˜6, i0ΠQi0
∼← Z[X,Y,Z]/((Z2 + Y 3 + ZX2)), and
(12.5.3) {X,Y } = −2Z −X2, {X,Z} = 3Y 2, {Y,Z} = −2XZ.
(ii) For Q = E˜7, i0ΠQi0
∼← Z[X,Y,Z]/((Z2 −X3Y + Y 3)), and
(12.5.4) {X,Y } = −2Z, {X,Z} = 3Y 2 −X3, {Y,Z} = 3X2Y.
(iii) For Q = E˜8, i0ΠQi0
∼← Z[X,Y,Z]/((Z2 +X5 + Y 3)), and
(12.5.5) {X,Y } = −2Z, {X,Z} = 3Y 2, {Y,Z} = −5X4.
In particular, the homogeneous elements X,Y,Z generate i0ΠQi0 as a graded algebra, and after
tensoring over any commutative ring containing 12 , X,Y generate as a Poisson algebra. The degrees
are |X| = 2(d+ 1), |Y | = 4d, and |Z| = 6d.
Proof. This can all be verified by an explicit computation. To see that the given relation (e.g.,
Z2+ Y 3 +ZX2 for E˜6) is the only relation, we can also use the Hilbert series computed in [EG06]
(cf. the first formula of (6.1.1), which holds for extended Dynkin quivers). To compute the relation
and the necklace bracket formulas, we used Magma, but it is also tractable by hand (and only
requires computations in fairly low degrees). 
We note that, in the above, the presentation in (i) of E˜6 is somewhat more inconvenient than
the presentations of E˜7, E˜8 since the latter have the form Z
2 = P (X,Y ) for polynomials P in X,Y
(i.e., i0ΠQi0 is a direct sum of the part with odd degree in Z and the part with even degree). Over
Z[12 ], one can fix this:
Z ′ := Z +
1
2
X2, i0ΠE˜6i0[
1
2
] ∼← Z[
1
2
][X,Y,Z ′]/(((Z ′)2 + Y 3 +
1
4
X4)),(12.5.6)
{X,Z ′} = 3Y 2, {Y,Z ′} = X3, {X,Y } = −2Z ′.(12.5.7)
Finally, we explicitly compute the zeroth Poisson homology of i0ΠQ0i0 ⊗ Fp where p is a bad
prime for Q0, which will be needed to finish the proof of the main theorem. Let M(m) denote the
shift of a graded Z-module M by degree m, i.e., M(m)n =Mn+m.
Proposition 12.5.8. Let (Q0, p) be one of the seven exceptional cases (E˜6, 2), (E˜6, 3), (E˜7, 2),
(E˜7, 3), (E˜8, 2), (E˜8, 3), (E˜8, 5). Let A := i0ΠQ0i0 be the Poisson algebra, and set Ap := A ⊗ Fp
and AQ := A⊗Q. If (Q0, p) 6= (E˜8, 2), then the zeroth Poisson homology HP0(Ap) = Ap/{Ap, Ap}
is given, as a graded A
(p)
p := 〈fp〉f∈Ap-module, by
(12.5.9) HP0(Ap) ∼= (A
(p)
p )+(2− 2p)⊕HP0(Ap)
′,
where HP0(Ap)
′ is an Ap-module of the form U ⊗Fp, where Fp is the augmentation module, and U
is a graded Fp-module with Hilbert series ≤ h(HP0(AQ); t). Moreover, a basis of HP0(Ap)′ can be
taken to be the image of a subset of A which projects to linearly independent classes in HP0(AQ).
If (Q0, p) = (E˜8, 2), then we have a correction, related to the torsion class in (ΛQ0)28:
(12.5.10) HP0(A2) ∼= (A
(2)
2 )+/〈X
2〉 ⊕HP0(A2)
′, X = pi0isypisi0 .
Proof. This is done on a case-by-case basis. In all cases, we can assume that the quiver is oriented
as in Proposition 12.5.1, because for any a ∈ Q01, letting (Q
0)a be the quiver with the arrow a
reversed, there is an isomorphism ΠQ0
∼→ Π(Q0)a sending a to −a and fixing all other arrows and
all vertices, which induces a Poisson isomorphism i0ΠQ0i0
∼→ i0Π(Q0)a .
Now, we show how to prove the proposition for the case (E˜6, 2), and omit the other six cases
(which are all similar). Note first that, by Proposition 12.5.1.(i), a basis of i0ΠQ0i0 is given by
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{XaY b,XaY bZ}a,b≥0. We wish to compute the image of the Poisson bracket explicitly. As in the
commutator case (in Lemma 3.0.2), we may use the formula
(12.5.11) {fg, h} = f{g, h} + g{f, h} = {f, gh}+ {g, fh}
to reduce to computing Poisson brackets of the form {X, f}, {Y, f}, and {Z, f}. Next, by (12.5.3),
we may compute, now over F2:
{x, xayb} = bxa+2yb−1, {y, xayb} = axa+1yb, {z, xayb} = axa−1yb+2,(12.5.12)
{x, xaybz} = bxa+2yb−1z + xayb+2, {y, xaybz} = axa+1ybz, {z, xaybz} = axa−1yb+2z.
(12.5.13)
Now, it follows from this that the image of the Poisson bracket is integrally spanned by the elements
xayb, xaybz, where a or b is even, and a ≥ 2, b ≥ 0,(12.5.14)
x2a+1y2b(y3 + x2z), a, b ≥ 0, xy2b+2, y2b+2, y2b+2z, a, b ≥ 0.(12.5.15)
In other words, the following gives a basis of HP0(A2):
(12.5.16) xy(x2ay2b), xyz(x2ay2b), xz(y2b), yz, z, y, x, 1.
It is easy to see that the last five elements are killed by multiplication by A22. The first three elements
form a A22-submodule isomorphic to ((A2)+)
2(−2), which can be seen by formally adjoining an
element r′ in degree two and setting r′x2 = xy, r′y2 = xz, and r′z2 = xyz.
Finally, we note that HP0(AQ) ∼= 〈xy, yz, z, y, x, 1〉, which is known and can be computed di-
rectly.4 
13. Proof of Theorem 7.0.9 and hence Theorem 1.1.4
In this section we complete the proof of the main results. First we prove a result, Theorem 13.1.1,
which explicitly describes the torsion of ΛQ in the Dynkin and extended Dynkin cases, which is
interesting in its own right. Note that, in the Dynkin case, ΛQ is entirely torsion (and finite), so
this actually describes all of ΛQ in that case.
13.1. The torsion of ΛQ in the extended Dynkin and Dynkin cases. This subsection is
devoted to the following result:
Theorem 13.1.1. For any Dynkin quiver Q with corresponding extended Dynkin quiver Q˜ ⊃ Q,
with extending vertex i0 ∈ Q˜0, one has the split exact sequence
(13.1.2) i0ΠQ˜i0 →֒ ΛQ˜ ։ ΛQ, ΛQ˜
∼= i0ΠQ˜i0 ⊕ ΛQ,
using the natural maps. Furthermore, i0ΠQ˜i0 is a free Z-module, and ΛQ is finite, given as follows:
(1) (ΛAn)+ = 0.
(2) (ΛDn)m = 0 for all m ≥ 1 except when 4 | m and m ≤ 2(n − 2), in which case Λm
∼= Z/2,
and is integrally spanned by the class [is(xy)
m/4], where is is the special vertex and x, y are
the length-two cycles along the branches of length one (to the endpoint and back). This
class equals [r(m/2)] when m is a power of 2.
4As pointed out by P. Etingof, by a spectral sequence argument, whenever V is a finite-dimensional complex
symplectic vector space and G a finite subgroup of symplectic automorphisms, the dimension of HP0(C[V ]G) is at
least the dimension of the zeroth Hochschild homology of the Weyl algebra of V smashed with G, which by [AFLS00]
is the number of conjugacy classes of G which do not have 1 as an eigenvalue. In our case, this is one less than
the number of vertices of the quiver, and one in fact has equality. The equality does not hold in general, but in the
appendix to [BEG04], HP0(C[V ]G) is at least shown to always be finite-dimensional.
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In ΛD˜n , the above class lifts to the torsion class [iRU (LR)
m/2] + [iLU (RL)
m/2], which
may also be described as Xm/4−1 ∪ r(2) :=
[
Xm/4−1r˜(2)
]
for X ∈ HH0(ΠD˜n) as defined in
Proposition 10.5.2, and r˜(2) ∈ ΠD˜n any class such that
[
r˜(2)
]
= r(2) (cf. Proposition 12.5.1).
(3) (ΛE6)m = 0 for all m ≥ 1 except for m ∈ {4, 6}, where (ΛE6)4
∼= Z/2 and (ΛE6)6 ∼= Z/3,
generated by the classes r(2) and r(3).
(4) (Λ)E7)m = 0 for all m ≥ 1 except when m is 4, 6, 8, or 16, where we get Z/2,Z/3,Z/2, and
Z/2, respectively, generated by the classes r(2), r(3), r(4), and r(8).
(5) (ΛE8)m = 0 for all m ≥ 1 except when m is 4, 6, 8, 10, 16, 18, or 28, where we get
Z/2,Z/3,Z/2,Z/5, Z/2, Z/3, and Z/2, respectively, generated by the classes r(2), r(3),
r(4), r(5), r(8), r(9), and [isx
4yx4yx3y], where x is a length-two cycle in the direction of the
longest branch, and y is a length-two cycle in the direction of the second-longest branch,
and is is the special vertex.
In (ΛE˜8)28, the last class above lifts to the class X
2∪ r(2) =
[
X2r˜(2)
]
, where X is defined
in (12.5.2).
The classes above also lift to classes which generate the torsion of ΛQ˜, which is isomorphic to ΛQ
under the second map of (13.1.2). Explicitly, these classes are the corresponding r(p
ℓ), and in the
ΛD˜n and (ΛE˜8)28 cases, they are as noted above.
Proof of Theorem 13.1.1. Since the cokernel of (13.1.2), ΛQ, is always torsion (i.e., ΛQ ⊗ Q = 0
[MOV06], which is also easy to check using Gro¨bner generating sets), and the free rank of the first
two terms in (13.1.2), i0ΠQ˜i0 and ΛQ˜, are the same in each degree (6.3.1), the map i0ΠQ˜i0 → ΛQ˜
is always a monomorphism. It remains only to compute ΛQ where Q is Dynkin, and check that
the above descriptions indeed give a splitting ΛQ →֒ ΛQ˜. We first explain the second step (the
splitting). We define the splitting on the torsion classes r(p
ℓ) by r(p
ℓ) 7→ r(p
ℓ). This obviously
is well-defined. Next, in the Dn case, it is easy to check that, in ΛQ˜, and hence also in ΛQ,
([iRU (LR)
m/2] + [iLU (RL)
m/2]) is two-torsion using (10.1.14) for c = m2 . Thus we can define the
splitting to send the corresponding class in ΛQ to that in ΛQ˜. For both the Dn and E8 cases,
the cup-product formula for the remaining elements of ΛQ can be checked using Magma; the same
formula defines two-torsion elements of ΛQ˜, so we can define the splitting similarly to send the
corresponding element of ΛQ to that of ΛQ˜.
It remains to verify the formulas for the torsion of ΛQ where Q is Dynkin. This is a finite
computation, since ΠQ is finite-dimensional. We do this directly as follows: (1) We note that
here iΠAni is one-dimensional for each i, corresponding to the path of length zero. Thus ΛAn is
torsion-free (and isomorphic to iΠAni as a graded Z-module).
(2) Consider the quiver Dn obtained from D˜n by cutting the vertex iLD. In this case, ΛDn is
generated by closed paths that sit entirely on the two rightmost external arrows (we can apply
relations of Π and cyclic rotations to move any cycle of length two there). Let i be the rightmost
internal vertex. Then, such classes are zero if they are not a power of the length-four cycle of the
form iRULRDL. Furthermore, the additional relations that one obtains are: (i) any closed path
that does not touch the rightmost external arrows is zero; (ii) 0 = [i(RL)m] = [i((RU +RD)L)
m] for
all i and m; and (iii) i(RL)n−3 = 0 (the latter is an algebra relation from ΠDn). The last condition
says that any closed cycle along the rightmost external arrows of length ≥ 2(n − 2) is zero. The
second condition says that [(RULRDL)
m] + [(RDLRUL)
m] = 0, which combined with the fact that
these two are equal (which was already true in ΛD˜n), shows that [(LURLDR)
m] generates a copy
of Z/2. Finally, it is straightforward to check that the class r(2m) reduces to this class when m is
a power of two.
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(3),(4),(5) Using Proposition 11.3.2, we may give an explicit presentation of isΠEnis and ΛEn
for n ∈ {6, 7, 8}; this immediately cuts off the degree at ≤ 10 for E˜6, ≤ 16 for E˜7, and ≤ 28 for
E˜8 (these numbers may also be computed using the Coxeter numbers of the corresponding root
systems: see e.g. [MOV06, EE07]). We completed the remaining finite computation by hand with
the help of Magma: we computed the torsion abstractly by hand using Gro¨bner generating sets,
and checked with Magma that the given classes generate the torsion. (We also double-checked the
Hilbert series over finite fields including F2,F3,F5 in Magma.) 
Theorem 13.1.1, together with the explicit bases we already gave for i0Πi0 of an extended Dynkin
quiver, gives an explicit basis of Λ for all extended Dynkin quivers.
13.2. Proof of Theorem 7.0.9 (completing the proof of Theorem 1.1.4).
Proof of Theorem 7.0.9. Recall that we are working over Z((p)); e.g., when we write ΠQ we mean
ΠQ ⊗ Z((p)).
First, in the cases that (Q0, p) is a good pair (p ∤ |Γ| where Γ ⊂ SL2(C) is the finite group
associated to Q0), the result follows from Theorem 4.2.13: it remains only to verify the statements
concerning p-th powers and image of Poisson bracket. The statements about p-th powers follow from
the form of the relations Wa,b appearing in Theorem 4.2.13 (these elements should not be confused
with the submodules of W appearing Theorem 7.0.9); in particular, it follows from (3.0.4)–(3.0.6)
that:
(13.2.1) Wpa,pb ≡W
p
a,b (mod p),
1
p
Wpℓ,pℓ ≡ (
1
p
Wp,p)
pℓ−1 (mod p).
The final statement about Poisson bracket (iv) then follows immediately from Proposition 8.5.9.
Next, in the cases that Q0 = A˜n or Q
0 = D˜n, the results follow from Theorems 9.1.2 and 10.1.9,
by a similar analysis of the given relations.
In the seven remaining cases {(E˜6, 2), (E˜6, 3), (E˜7, 2), (E˜7, 3), (E˜8, 2), (E˜8, 3), (E˜8, 5)}, we make
use of the following claim, which follows from Proposition 12.5.8 (as we will explain):
Claim 13.2.2. If Mp is the image of the Poisson bracket on i0ΠQi0 ⊗ Fp, then
(13.2.3) t2h(i0ΠQi0; t) =
∑
ℓ≥0
t2p
ℓ
(h(Mp; t
pℓ) + F (tp
ℓ
)),
where F (t) = h(HP0(i0ΠQi0 ⊗ Fp)′; t) ≤ h(HP0(i0ΠQi0 ⊗Q); t).
Let us first use this claim. By Proposition 8.5.9, r′·M and [HH0(ΠQ0), i0ΠQ0i0] = [i0ΠQ0i0, i0ΠQ0i0]
are equivalent mod [((〈Q1 \Q
0
1〉))
3] + [((〈Q1 \Q
0
1〉)),ΠQ] + ((p)). Moreover, this image lies in the im-
age of r′HH0(ΠQ0), which we call [r
′HH0(ΠQ0)]⊗Fp. So, there exists a saturated free submodule
M˜ ⊂ W ′ which projects to [r′M ]. We will find a (saturated) Z((p))-submodule U
′
p ⊂ HH
0(ΠQ0)
with Hilbert series h(U ′p; t) = F (t) − t
2pm−2 (where m is the smallest positive integer such that
r(p
m) is zero in ΠQ0), such that the image of U
′
p and M in HH
0(ΠQ0) ⊗ Fp are linearly inde-
pendent (over Fp). We will then find a submodule U˜ ′p ⊂ W
′ which projects isomorphically mod
[((〈Q1 \ Q
0
1〉))
3] + [((〈Q1 \ Q
0
1〉)),ΠQ] to [r
′U ′p]. In view of the observations before the statement of
the theorem (given any element of W ⊗ Fp, its p-th power must also be in W ⊗ Fp), it then follows
that W ′ ⊗ Fp contains the direct sum of all p-th powers of [r′U ′p]⊗ Fp and [r
′M ]⊗ Fp. We can set
W ′s := M˜ ⊕ U˜
′
p, which by the claim satisfies the conditions of (iv).
Once we also describe W0 and Wr as claimed, the sum U := W0 ⊕ (W
′
s ⊕ W
′
r) is a graded
submodule U ⊆ W which has the correct Hilbert series, i.e., such that W/U is torsion. Moreover,
we obtain that V/U is torsion and generated by the classes r(p
ℓ). Since we know that these classes
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are nonzero by Proposition 7.0.8 (the easy direction of Theorem 1.1.4), we conclude that U = W ,
which proves the theorem.
It remains to find the submodules U ′p andWr, and to describeW0. We begin with the description
of W0. This is easy: using Theorem 13.1.1, it already has the desired form, except in the case of
(E˜8, 2), where it is not immediately clear that (W0)28 is saturated. However, this can be verified
explicitly (with the help of Magma): [x4y, x4yx3y] projects to 2x4yx4yx3y−x5yx5y = 2x4yx4yx3y−
[pisi0r
′pi0isypisi0r
′pi0isy] in V , and this is not a multiple of 2 (working over Z, the above relation is
in fact not a multiple of any positive integer).
Next, we find U ′p. For Hilbert series reasons, U
′
p should be Z((p))-linearly spanned by elements of
i0ΠQi0 which project to a subset of the generators of the zeroth Poisson homology of i0ΠQi0 ⊗ Q
(note that i0ΠQi0⊗C ∼= C[x, y]Γ). The degrees of elements of U ′p are ≤ 20 for E˜6, ≤ 32 for E˜7, and
≤ 56 for E˜8. For these low degrees, the needed U˜ ′p ⊂ W
′ can be found (or its existence verified)
using Magma.
Finally, let us find Wr. For each ℓ ≥ 1, define fℓ = p · f¯ℓ, such that f¯ℓ is any noncommutative
polynomial in x, y which projects, modulo commutators, to 1p [(x + y)
pℓ − xp
ℓ
− yp
ℓ
]. Our choice
of fℓ = pf¯ℓ makes it clear that, in fact, r
(pℓ) and f¯ℓ have the same image in V/W . In particular,
p[f¯ℓ] = [fℓ] ∈ W and [fℓ] ∈ W
′ for ℓ ≥ m. Thus, it suffices to show that f¯ℓ is independent of
W ′s ⊗ Fp for all ℓ ≥ m; to do this it suffices to show it for ℓ = m. In these cases, W
′
|f¯m|
⊗ Q ∼=
HH0(ΠQ0 ⊗Q)(2)|f¯m| is one-dimensional; thus, it suffices to show that f¯m /∈ pV + [((r
′))2]. This we
can explicitly verify with Magma.
It remains only to prove the claim. In general, G(t) =
∑
ℓ≥0H(t
pℓ) if and only if H(t) =
G(t)−G(tp). This observation, together with Proposition 12.5.8, proves the desired result. 
Appendix A. The Diamond Lemma for modules
In this section, we prove a generalization of the Diamond Lemma that applies to free modules,
rather than to free algebras (as in [Ber78]). As a consequence, we deduce results on Gro¨bner
generating sets for free algebras (which are probably known). In the case of fields, one recovers
usual Gro¨bner bases and the Diamond Lemma of [Ber78]. The arguments used are essentially the
same.
We first recall Gro¨bner generating sets, since they are simpler, then proceed with the generalized
Diamond Lemma, which implies the result on Gro¨bner generating sets.
A.1. Gro¨bner generating sets. First, suppose that F = k〈x1, . . . , xn〉 is the free noncommutative
algebra over the commutative ring k generated by indeterminates x1, . . . , xn. Consider the graded
lexicographical ordering, which means that M1 ≺ M2 if either |M1| < |M2| (where |M | denotes
the length of a monomial M), or |M1| = |M2| and M1 ≪ M2 with respect to the lexicographical
ordering ≪ on x1, . . . , xn where x1 < x2 < . . . < xn.
5
Given a set of elements Pi ∈ F , another polynomial P is said to be reducible with respect to
the Pi if the leading monomial (with respect to ≺) LM(P ) of P contains as a subword the leading
monomial of one of the Pi’s. Otherwise, P is said to be irreducible with respect to the Pi’s. If
P is reducible, then a reduction of P is an element of the form P − λXPiY where X and Y are
monomials, λ ∈ k, and λX ·LM(Pi) ·Y is the leading term of P (i.e., X ·LM(Pi) ·Y is the leading
monomial of P , which appears with coefficient λ).
Let us call an ideal generating set {Pi} for an ideal I = ((Pi)) a Gro¨bner generating set if
the leading monomial of each Pi has coefficient which is a unit in k, and any polynomial has a
5We can generalize this to replace lexicographical ordering by any total ordering on monomials of a given degree,
and generalize the degree | | to a weighted degree where each xi is assigned a positive integer, not necessarily 1.
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unique reduction to an irreducible element with respect to the Pi. In other words, the irreducible
monomials form a basis of the quotient F/I as a free k-module.
The following criterion is well-known (and is the basis for the Buchberger algorithm for computing
Gro¨bner generating sets):
Proposition A.1.1. A set (Pi) forms a Gro¨bner generating set for I = ((Pi)) if and only if,
for all elements Pi and Pj with leading terms λiMi and λjMj, and all monomials M such that
M = MiX = YMj for some monomials X and Y , one can reduce the element λjPiX − λiY Pj to
zero, meaning that there is a sequence of reductions, using the Pℓ, taking this element to zero.
Proof. This follows from the Diamond Lemma in the next subsection. 
A.2. The Diamond Lemma for modules. Here, we formulate and prove a version of the Dia-
mond Lemma for free modules over a arbitrary commutative ring k, which we haven’t seen in the
literature. We then specialize to the free algebra case.
Let k be a commutative ring. Given any free module V over k with a fixed basis (vi)i∈I labeled
by a partially ordered set (I,≺) which satisfies the descending chain condition (meaning every
strictly descending sequence in I is finite), and given any submoduleW ⊆ V , the Diamond Lemma
gives a criterion for a set S = (wj)j∈J ⊆ W (for some index set J) to be a confluent spanning set,
which is a generalization of the notion of Gro¨bner generating set, essentially meaning that applying
reductions in any order yields the same result. In the case S is confluent, every element of V has
a unique reduction to certain k-linear combinations of the irreducible monomials (vi)i∈I′⊆I for a
certain subset I ′ ⊆ I determined by S. More precisely, for each i ∈ I ′, there exists a subset Ri ⊆ k
so that every monomial has a unique reduction to a finite sum of the form
∑
i∈I′ λivi, with λi ∈ Ri
for all i. (The subset Ri ⊆ k will be an arbitrary choice of representatives of the quotient k/Yi for
some ideal Yi.)
Let i  i′ mean i = i′ or i ≺ i′. An element wj ∈ V defines a “reduction” if, writing wj =∑
i∈I λjivi (all but finitely many λji are nonzero for each j), there exists a unique ψ(j) ∈ I such
that λjψ(j) 6= 0 and λji 6= 0 implies i  ψ(j). Then, the “reduction” associated to wj sends
λjψ(j)vψ(j) to −
∑
i≺ψ(j) λjivi.
For every collection S = (wj)j∈J ⊆ W of elements defining reductions and every i ∈ I, let
Si := {wj | j ∈ J, ψ(j) = i} be the set of wj which reduce scalar multiples of vi (i.e., elements of the
form λvi for λ ∈ k). Also, let V≺i := Spanℓ≺i(vℓ), where here and below span means the k-linear
span.
Definition A.2.1. A confluent set is a collection S = (wj)j∈J of elements which define reductions
such that, for all i ∈ I, Span(Si)∩V≺i ⊆ Span(Sℓ)ℓ≺i. A confluent spanning set forW is a confluent
set S ⊆W which k-linearly spans W .
Remark A.2.2. Unlike the definition of Gro¨bner generating sets, we have included no minimality
condition in the definition of confluent spanning sets. For example, if S is a confluent spanning
set, then any superset of S obtained by adjoining scalar multiples of some elements of S with the
same leading monomials (this last condition would be automatic if k were an integral domain) is
still a confluent set. We have no need for minimality (this would be useful if we wanted minimal
confluent spanning sets to be unique, but we do not need this).
Given S = (wj)j∈J , define for all i ∈ I the ideal Yi ⊆ k generated by all λ ∈ k such that there is
an element wj ∈ S of the form wj = λvi +
∑
i′≺i µi′vi′ (in particular, when wj defines a reduction,
ψ(j) = i).
Proposition A.2.3. (The Diamond Lemma I) For any confluent set (wj), and any choices of
representatives Ri ⊆ k of k/Yi (i.e. Ri maps bijectively to k/Yi) such that 0 ∈ Ri for all (but
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finitely many) i, every class in V/W has a unique expression as a linear combination
∑
i µivi where
µi ∈ Ri.
Proposition A.2.4. (The Diamond Lemma II) For any confluent spanning set (wj), one may
obtain another confluent spanning set (ui,r) for W by choosing, for each i ∈ I such that Yi 6= (0),
arbitrary elements ui,r ∈ Span Wi such that ui,r = λi,rvi +
∑
ℓ≺i µi,ℓ,rvℓ such that the λi,r satisfy
((λi,r))r = Yi.
Proposition A.2.5. (The Diamond Lemma III) Again suppose S = (wj)j∈J is a confluent spanning
set. Let I 6=1 ⊆ I be the subset such that i ∈ I 6=1 if and only if Yi 6= (1). Let I 6=1,0 be the subset
such that i ∈ I 6=1,0 if and only if Yi 6= (1) and Yi 6= (0). Then V/W may be presented as
Spani∈I 6=1(vi)/Spani∈I 6=1,0(Ti), where Ti = {ui,r} is a set of elements as in Proposition A.2.4.
We only prove the first version, since the other two follow fairly easily.
Proof of Proposition A.2.3. We claim that it is enough to assume that I is finite. In general, I is
an inductive limit of finite subsets I ′ ⊆ I which are downward-closed, i.e., if i < i′, then i′ ∈ I ′
implies i ∈ I ′. For such I ′ ⊆ I, WI′ := Spani∈I′(Si) ⊆ VI′ := Spani∈I′(vi), and then V is the union
of such VI′ , and W is the union of such WI′ . Hence, it is enough to prove the statement for every
(VI′ ,WI′).
So, assume I is finite. We prove the statement by induction on the size of I. If |I| = 1, the
statement is clear. Inductively, suppose that i0 ∈ I is a maximal element and that the result is
true for the submodules V ′ ( V,W ′ ⊆ W where V ′ = Spani 6=i0(vi) and W
′ = Spani≺i0(Si). Then,
the result also holds for the pair (V,W ′). Next, write V/W = (V/W ′)/Span(Si0). It is evident that
every element of V/W is the class of an element of the form
∑
i∈I µivi (for µi ∈ Ri), since for every
y ∈ Yi0 , y · vi0 ∈ (V
′ +W ). It remains to show that every class is uniquely represented in this way.
For this, it suffices to prove the following claim: If
∑
i∈I µivi ∈ W for some µi, then if i1 ∈ I is
maximal such that µi1 6= 0, then µi1 ∈ Yi1 . Let us prove the claim by induction on |I|: that is, let
us strengthen the inductive hypothesis to include this (it is clear when |I| = 1).
The claim is evident for i1 = i0, since for every element of W , the coefficient of vi0 lies in
Yi0 . More generally, if i1 6≺ i0, then this follows by the inductive hypothesis, since any k-linear
combination of elements of Si0 has nonzero coefficients only on vi with i  i0. It remains to prove
the claim for i1 ≺ i0. Given any element
∑
i∈I µivi, we may subtract, for every maximal i
′ with
i′ 6≺ i0, some element of Span(Si′), so that the new element
∑
i∈I µ
′
ivi has µ
′
i′ = 0 for all such i
′, by
the case i1 6≺ i0 of the claim above. This will not change the set of maximal i1 such that µi1 6= 0
which instead have the property i1 ≺ i0. Thus, it suffices to assume that, for all maximal i1 with
µi1 6= 0, i1 ≺ i0. In this case,
∑
i∈I µivi ∈ W ∩ V≺i0 , and by the confluence condition, it follows
that
∑
i∈I µivi ∈ Span(S≺i0). Now, the claim follows by induction. 
Note that we did not actually describe the abstract module structure of V/W above: for example,
for k = Z, one could have V = 〈v1, v2〉 and W = 〈3v1 − v2, 3v2〉, where Proposition A.2.3 says that
the quotient is set-theoretically the same as sums λ1v1 + λ2v2 for λi ∈ {0, 1, 2}. The abstract
Z-module structure, however, is Z/9.
In the situation of Gro¨bner generating sets, as we will explain below, W as above could be taken
to be multiples of a Gro¨bner generating set by monomials on either side; in particular, W is much
larger than an actual Gro¨bner generating set.
Remark A.2.6. In the case that k is a field, then the Diamond Lemma says that a basis of V/W
is given by (v¯i)i∈I′ where I
′ = I 6=1 is the set of indices such that vi does not appear as the leading
term of any of the relations (wj) in the confluent set.
Remark A.2.7. We could have instead taken ≺ to be a well-ordering (e.g. a labeling by Z≥0 if
the module is countably generated) with no loss of generality. This is because we may convert
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any partial ordering satisfying the descending chain condition into an arbitrary well ordering that
preserves all relations x ≺ y from the partial order (i.e. such that there is a map of partially ordered
sets from the original set to the totally ordered one), without changing any of the above objects.
(Note that this requires the Axiom of Choice in general, and it works because the descending chain
condition is equivalent to saying that any subset has a minimal element.) This would yield exactly
the same results and proof. We state it in the generality of partially ordered sets because that
setting is sometimes more convenient.
Now, let us specialize to the free algebra case. Let A = k〈x1, . . . , xm〉 be a free noncommutative
algebra generated by indeterminates xi. Let ≺ be a partial order on the monomials in the xi’s
satisfying the descending chain condition, such that f ≺ g implies h1fh2 ≺ h1gh2 for any monomials
h1, h2 (for instance, this is satisfied by the graded lexicographical ordering). Suppose B ⊆ A is
an ideal. Then we can define a set (bi) to be a confluent ideal generating set of B if the elements
(fbig), for f, g ranging over all monomials in the xi, form a confluent spanning set for B as an
k-module (with basis the monomials and partial order ≺). To understand what this means, call
the “leading monomial” LM(P ) of an element P ∈ A the highest monomial which appears with
nonzero coefficient with respect to ≺, if such a monomial exists and exceeds all other monomials
which have nonzero coefficient. In order to be confluent, we first require that each bi have a leading
monomial. Then, elements of the form fbig define reductions, which reduce certain multiples
of f · LM(bi) · g into linear combinations of smaller monomials. Then, the confluence condition
says: if h ∈ A admits multiple reductions, then every linear combination of elements defining such
reductions which has a lower leading monomial than h is itself a linear combination of elements
defining reductions whose leading monomials are all less than h.
Then, in this case, one concludes all of the Diamond Lemma versions. In the case k is a field, for
example, one finds that A/B has a basis, as a vector space, given by those monomials in “normal
form”, which means that they do not contain the leading monomial of any of the bi’s as a subset
(as a word).
Letting ≺ be the graded lexicographical ordering (or a variant as discussed in §A.1), we find
that a minimal confluent ideal generating set (with leading monomials having coefficient one) is a
Gro¨bner generating set for B, and recover Proposition A.1.1. In fact, at the cost of relinquishing
uniqueness, we recover a version of Gro¨bner generating sets over arbitrary commutative rings (which
should perhaps be called Gro¨bner generating sets).
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