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Given a pair M,M ′ of finite-dimensional modules over a string special biserial algebra
Λ, a fully verifiable criterion, expressed in terms of a finite set of simple linear algebra
invariants, deciding ifM andM ′ lie in the same orbit in module variety, equivalently, ifM
andM ′ are isomorphic, is formulated and proved.
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0. Introduction
Given a finite-dimensional k-algebraΛ = kQ/I defined by a finite quiver Q = (Q0,Q1) and an admissible ideal I in the
path algebra kQ , the problem of deciding whether or not two pointsM andM ′ in the affine variety
X = mod Λ(n) ⊆
∏
δ∈Q1
M nt(δ)×ns(δ)(k)
ofΛ-modules with a fixed dimension vector n = (nv)v∈Q0 lie in the same G-orbit of a regular action of an algebraic group
G = G(n) :=
∏
v∈Q0
Glnv (k)
has in fact purely algebraic sense. It can be phrased in the form of the question
‘‘WhenΛ-modulesM,M ′ ∈ mod Λ(n) are isomorphic?’’
sometimes called the isomorphism question for the pair (M,M ′).
The isomorphism question is a very natural and classical problem of representation theory. It was intensively studied in
various contexts, in particular, formodular representations of finite groups (see [1,2]). It was also considered inmore general
situations. There exists a result that formulates rather a theoretical answer to this question for modules over any finite-
dimensional algebra Λ (see [3,4]). It can be even converted into an algorithmic procedure, ifΛ = kQ/I is a representation
finite algebra and a complete classification of indecomposableΛ-modules togetherwith a precise description of theirmatrix
forms is known; in the opposite case it seems to be rather useless, in the sense that it fails to provide an effective method.
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In [5] a variant of the isomorphism question was also discussed for matrix problems. There some method (in fact not
always effective) for reducing a matrix to a certain canonical form is constructed. Clearly, in a natural way, it yields a tool
for determining an ‘‘isomorphism for a pair of matrices’’.
Recently this problem was studied also for some class of representation infinite algebras. In [6] an effective criterion
answering the isomorphism question for a pair of modules over an arbitrary domestic canonical algebra is given.
The proposed approach is totally different from that in [5]. It relies on computing a certain part of multiplicities in
indecomposable decompositions into a direct sums for the pair (M,M ′). For this aim one uses some elements of the
Auslander–Reiten theory (see [7], cf. [3,4]). However, themain role is played by a concept of the so-called t-matrix associated
with aΛ-module. Considering thesematrices allows, roughly speaking, to avoid computingmultiplicities of indecomposable
summands from 1-parameter families, for the compared modules.
In this paper we follow the line initiated in [6]. We present a complete, finite and fully verifiable criterion, that answers
to the isomorphism question for any fixed pair (M,M ′) of modules over a string special biserial algebra Λ, given as points
in the variety mod Λ(n); equivalently, to decide, ifM,M ′ lie in the same G(n)-orbit in mod Λ(n) (see Theorem 2.2).
In the proof of our main result, besides ingredients listed above, we apply standard techniques of contemporary
representation theory of algebras like reflection functors and coverings. In particular, we combine some extracted detail
facts which up to now seemed to play rather auxiliary role in the proofs of certain classical results.
1. Preliminaries and notation
In the paper we use definitions and notation which are well known and commonly used. Nevertheless for the benefit of
the reader, we briefly recall themost important of them. For other information concerning representation theory of algebras
(respectively, ring theory, linear algebra) we refer to [8,9] (respectively, [10,11]).
1.1
Throughout the paper k denotes a fixed algebraically closed field. We denote by P1(k) the projective line over k. We
usually identify its points with elements of the set k ∪ {∞} in a standard way. By a k-algebra we always mean a finite-
dimensional associative connected basic algebrawith unit over k. For a k-algebraΛ (respectively, locally bounded k-category
Λ) we denote by MOD Λ the category of all right Λ-modules and by mod Λ the full subcategory of MOD Λ formed by all
finite-dimensionalΛ-modules (see [12]). In caseΛ is a locally bounded k-category we consider also the subcategoryModΛ
of all locally finite-dimensionalΛ-modules. (Recall thatM inMODΛ is locally finite dimensional if all spacesM(x), x ∈ obΛ,
are finite dimensional, see [13]).
Let (Q , I) be a bounded quiver, where I is an admissible ideal in kQ , andΛ the algebra (resp. locally bounded category)
of the formΛ = kQ/I . (For definition of a path algebra and a path category kQ we refer to [8,12], cf. also 1.2). In the paper
we identify modΛ with the category of all finite-dimensional representations of the quiver Q , satisfying all relations from
the ideal I .
For any M in mod Λ, we denote by dim(M) the dimension vector of M , given by the formula dim(M) = (dimkMx)x∈Q0 ,
where M = (Mx,Mδ : Ms(δ) → Mt(δ))x∈Q0,δ∈Q1 . To study the category mod Λ, it usually suffices to consider only its dense
subcategory formed by all matrix representations of (Q , I). For a fixed n = (nx)x∈Q0 ∈
⊕
x∈Q0 N, a matrix representation of
dimension vector n is just a collection A = (Aδ) ∈ ∏δ∈Q1 M nt(δ)×ns(δ)(k) of matrices satisfying all relations from I . Clearly,
A can be regarded as a representation of (Q , I) given by (knx , Aδ : kns(δ) → knt(δ))x∈Q0,δ∈Q1 , denoted also by A; conversely, to
each M in mod Λ one can attach a matrix representation, formed by matrices of the homomorphisms Mδ , δ ∈ Q1, under a
fixed selection of basis of the spacesMx, x ∈ Q0.
In this paper we will usually consider matrix representations ofΛ = kQ/I .
By Auslander–Reiten quiver ΓΛ ofΛwe always mean here the translation quiver
Γ = (Γ0,Γ1, τ ).
The set of verticesΓ0 consists of isoclasses of indecomposable objects inmodΛ, arrows [X] → [Y ] inΓ1 reflect the existence
of irreducible maps from X to Y and τ [X] = [τX], where τ is the Auslander–Reiten translate.
For any [X] ∈ Γ0 we denote by −[X] (resp. [X]+) the set of all direct predecessors (resp. successors) of [X] in ΓΛ, i.e. the
set of all vertices [Y ] ∈ Γ0 such that there exists an arrow [Y ] → [X] (resp. [X] → [Y ]) in ΓΛ. Sometimes we omit square
brackets in the above notation.
For any pair of modules X and Y in modΛ, we denote by [X, Y ] = [X, Y ]Λ the dimension dimk HomΛ(X, Y ).
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1.2
Let Q = (Q0,Q1) be a quiver, where Q0 is a set of vertices and Q1 a set of arrows. A source (resp. sink) of γ ∈ Q1 will
be always denoted by s(γ ) (resp. t(γ )). For any γ ∈ Q1 we denote by γ−1 the formal inverse of γ , we set (γ−1)−1 = γ ,
s(γ−1) = t(γ ) and t(γ−1) = s(γ ). Then a nonoriented path (simply path) in Q is a sequencew = γ1γ2 · · · γn, n ≥ 0, where
γi ∈ Q1 or γ−1i ∈ Q1, and t(γi) = s(γi+1), for every i. (The number |w| = n is called a length of w). We set s(w) = s(γ1)
and t(w) = t(γn), we denote by w−1 the path γ−1n · · · γ−11 . If w′ is another path such that s(w′) = t(w) then by the
composition ofw andw′ we always mean the pathww′. In the paper we mainly considerwalks, i.e. the pathsw such that if
w = w1αβ−1w2 or w = w1α−1βw2, for some paths w1, w2 and arrows α, β ∈ Q1, then α 6= β . The trivial walks of length
0 are simply identified with the vertices of Q0.
Assume that Q is a tree. Then any walkw defines an indecomposable kQ -module V (w), called a line module. The module
V (w), as a representation of Q , has one-dimensional spaces k in all vertices ‘‘visited’’ by w and zero spaces otherwise; the
structure maps are given by identities for arrows belonging to w and zero maps otherwise. Of course in case w = a ∈ Q0,
V (w) is just a simple module S(a) associated with the vertex a. Note that V (w) = V (w−1) and V (w) ' V (v) if and only if
w = v orw = v−1.
1.3
Recall that an algebraΛ is called a string special biserial (or simply a string algebra) ifΛ = kQ/I , where I is an admissible
ideal in kQ , and the bounded quiver (Q , I) satisfies the following conditions:
(S1) The numbers of arrows starting from, respectively ending in, any fixed vertex of Q are bounded by 2.
(S2) For any arrow α of Q , there is at most one arrow β and at most one arrow γ such that βα and αγ are not in I .
(S3) The ideal I is generated by zero relations.
To describe indecomposable modules over a string algebra Λ = kQ/I one uses some special walks. Following [14], a
walk w in the quiver Q is called a V -sequence in (Q , I) if for any oriented path u such that u or u−1 is a subpath of w, u
does not belong to I . Denote by V = V(Q , I) the set of all V -sequences in (Q , I) and by V0 = V0(Q , I) a fixed selection of
representatives of sets {w,w−1} (these sets define a partition of V and they consist of two elements for nontrivialw). Note
that, if Q is a tree then the indecomposable kQ -module V (w) defined by any walkw ∈ V (see 1.2) belongs to modΛ, since
V (w) is annihilated by I .
Let (Q˜ , I˜) be a universal cover of the bound quiver (Q , I) in the sense of [15]. Note that in our situation Q˜ is a universal
cover of the quiver Q (in the topological sense), so it is a tree, and that (Q˜ , I˜) also satisfies (S1)–(S3). In particular, vertices
of Q˜ (resp. elements of the fundamental group Π1(Q , I) = Π1(Q )) are simply homotopy classes of paths starting (resp.
starting and ending) at some fixed x0 ∈ Q0 and can be represented by walks. In the paper we will use in some places this
presentation of elements from Q˜0.
Let F : (Q˜ , I˜) → (Q , I) be the canonical Galois covering of bound quivers, defined under the identification Q = Q˜/G
by passing to orbits, where G is the fundamental group Π1(Q ) of Q acting on Q˜ in the usual way. Denote by Λ˜ the locally
bounded k-category kQ˜/I˜ which is a factor of the path category kQ˜ of Q˜ modulo the ideal I˜ . We have at our disposal the
induced pull-up functor F• : modΛ→ Mod Λ˜ and its left (and right) adjoint, the push-down functor Fλ: mod Λ˜→ modΛ,
which, due to the fact thatG acts freely on indecomposables, havenice properties (see [16]). It is clear that thenotions ofwalk,
V -sequence and line module, introduced above, can be naturally extended to the situation of Q˜ , (Q˜ , I˜) and Λ˜, respectively.
For any V -sequence w ∈ V = V(Q , I) we denote by X(w) = XΛ(w) the indecomposable Λ-module of the form
Fλ(V (w˜)), where w˜ is a fixed lifting ofw to Q˜ (clearly, w˜ ∈ V˜ = V(Q˜ , I˜)). By the properties of Fλ the definition of X(w) does
not depend on the choice of lifting w˜ of w. Notice that X(w) is indecomposable since so is the line module V (w) and G is a
free group. Clearly, we have X(w) = V (w) if Q is a tree, since then Q˜ = Q and V = V˜ .
For technical reasons we sometimes admit to our consideration also the empty walk ∅ and set X(∅) = 0.
Recall [13] that X in mod Λ is called the first kind Λ-module, if X ∼= Fλ(V ) for some V in mod Λ˜. We say that X is of the
second kind if it has no nonzero direct summand of the first kind. We denote by mod 1Λ (resp. mod 2Λ) the full subcategory
of modΛ formed by allΛ-modules of the first (resp. second) kind. Note that since G is a free group, mod 1Λ is closed under
direct summands and modΛ = mod 1Λ, ifΛ is representation finite.
For any X in modΛwe have a decomposition
X ∼= X (1) ⊕ X (2)
where X (1) ∈ obmod 1Λ and X (2) ∈ obmod 2Λ. The modules X (1) and X (2) are determined uniquely (only) up to
isomorphism.
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Proposition ([17,13]). Let Λ = kQ/I be an arbitrary string algebra. The set
{X(w) : w ∈ V0}
is a complete family of all pairwise non-isomorphic indecomposable objects in mod 1Λ.
(For some information on the description of indecomposable objects in mod 2Λ see 3.2 and 4.2).
1.4
LetΛ be as in 1.2. We set V0 = V0(Q , I). In [14] it is given an algorithmic purely combinatorial and precisely described
construction, which can be viewed in form of three functions
(−)R, (−)L, τ : V0 → V0 ∪ {∅}
allowing to compute the components of Auslander–Reiten quiver ΓΛ, for Λ-modules of the first kind. More precisely, we
have the following:
• if X = X(w) for w ∈ V0, then the term Y in the minimal almost split map Y → X is again a Λ-module of the first kind
and has up to two indecomposable direct summands; moreover, Y ∼= X(wL) ⊕ X(wR) (recall that wL = ∅ = wR if and
only if w is a trivial path consisting of a sink in Q , or equivalently, X(w) is a simple projective),
• if X = X(w) is in addition non-projective, then τX is again a module of the first kind and τX(w) ∼= X(τw) (recall that
τw = ∅ if and only if X(w) is projective).
1.5
For a matrix A ∈ Mm×n(k) by r(A) we denote the rank of A, by Ai (resp. Aj) ith row (resp. jth column) of A and by
A¨ ∈ Mm×n(k) the (unique) reduced row echelon form of A. (We require that A¨ is as follows: all nonzero rows are above
any zero rows, the pivot of a row is always to the right of the pivot of the row above it, all pivots are 1 and all but one entry
in a column containing a pivot are equal to zero; see [11]). Recall that Gauss–Jordan row elimination yields an algorithm
which transforms A to A¨. We denote by In (resp. Jn(µ)) the identity matrix (resp. Jordan block with eigenvalue µ ∈ k) in
Mn×n(k).
With A ∈ Mn×m(k) we associate the matrix B = B(A) ∈ Mm×(m−r)(k) of the so-called canonical nullspace base of A, as
follows. Let P = {m1, . . . ,mr} be the indices of pivot columns of A¨ and F = {m′1, . . . ,m′m−r} = {1, . . . ,m} \ P , where
r = r(A),m1 < · · · < mr andm′1 < · · · < m′m−r . Then
Bs =
{
(Im−r)i, if s = m′i,
A′j, if s = mj,
where A′ is the submatrix of−A¨ determined by first r rows and columns with indices from F . Note that columns of B form a
basis of kernel of the linear map A· : km → kn. (Observe that there exists a decompositionMn×m(k) = ⋃ms=1 Us ofMn×m(k)
into a union of sets Us, locally closed in the Zariski topology, such that the coefficients of B(A) depend regularly on A, for
A ∈ Us, for every s).
1.6
Let A ∈ Mx×y(k[t]) be a t-matrix (elements of Mx×y(k[t]) are usually called t-matrices). Following [18], for any
1 ≤ j ≤ r = r(A)we denote by Dj = Dj(A) the monic greatest common divisor of all (j× j)-minors ofA in k[t], where r(A)
denotes the rank ofA over the quotient field k(t). Note that the polynomials Dj are uniquely determined and that Dj−1|Dj,
for all j = 1, . . . , r (we set D0(A) = 1).
We say that t-matricesA,A′ ∈ Mx×y(k[t]) are equivalent (and writeA ∼ A′), if
A′ = BAC
for some invertible elementsB ∈ Mx×x(k[t]) andC ∈ My×y(k[t]), or equivalently, ifA can be transformed toA′ by applying
a finite sequence of row and column ‘‘elementary transformations over k[t]’’. It is well known that each equivalence class
[A ]∼,A ∈ Mx×y(k[t]), contains precisely one t-matrix∆(A) in the so-called canonical diagonal form, i.e. the matrix
D =

E1 . . . 0 . . . 0
...
. . .
...
...
0 . . . Er . . . 0
...
...
...
0 . . . 0 . . . 0
 ∈ Mx×y(k[t])
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such that Ej ∈ k[t], j = 1, . . . , r , 1 ≤ r ≤ x, y, are nonzero monic polynomials satisfying E1|E2, . . . , Er−1|Er , and that all
other entries ofD are equal to zero (see [18]). Moreover, there exists a precise algorithm determining ∆(A). On the other
hand, one can compute the matrix∆(A) directly, by applying the formulas
Ej(A) = Dj(A)Dj−1(A) , j = 1, . . . , r.
2. The main result
2.1
First we define an important invariant for modules over the simplest representation infinite string algebras, namely,
those of type A˜n.
We set K = ⋃m≥1K(m), where K(m) = {(p, q) : p = (p1, . . . , pm), q = (q1, . . . , qm) ∈ (N≥1)m}. We identify the
elements (p, q) ∈ K(m)with the quivers Q(p,q) of the form
1

α
1
1

α
1
2
..
.

α
1
p1
1′
A
AK
β1q1
..
.
A
AK
β12
A
AK
β11 2

α
2
1

α
2
2
..
.

α
2
p2
2′
A
AK
β2q2
..
.
A
AK
β22
A
AK
β21 3
. . .
m

αm1

αm2
..
.

αmpm
m′
A
AK
βmqm
..
.
A
AK
βm2
A
AK
βm1 1
(the first and the last vertices 1 are identified). Note that any acyclic quiver Q of type A˜n has the form Q = Q(p,q), for some
(p, q) ∈ K(m),m ≥ 1. For anym ≥ 2 we define the function
(̂ ) : K(m)→ K(m− 1),
by setting (̂p, q) = ( p̂, q̂ ), where p̂ = (̂p1, p̂2 . . . , p̂m−1) := (p1 + 1, p2, . . . , pm−1) and q̂ = (̂q1, q̂2 . . . , q̂m−1) :=
(q1, q2, . . . , qm−1 + 1), for (p, q) ∈ K(m).
Now, given a matrix representation M = (Mγ )γ∈(Q(p,q))1 of kQ(p,q) we construct the matrix representation M̂ =
(M̂γ ′)γ ′∈(Q( p̂,̂q))1 of kQ( p̂,̂q), where (p, q) ∈ K(m), m ≥ 2,. Denote arrows in Q( p̂,̂q) by symbols α̂ji , for 1 ≤ j ≤ m − 1,
1 ≤ i ≤ p̂j, and β̂ rs , for 1 ≤ r ≤ m− 1, 1 ≤ s ≤ q̂r , respectively. Then we set M̂α̂1i = Mα1i−1 , for 2 ≤ i ≤ p̂1, M̂β̂m−1i = Mβm−1i−1 ,
for 2 ≤ i ≤ q̂m−1, M̂α̂si = Mαsi , for 2 ≤ s ≤ m− 1, 1 ≤ i ≤ p̂s and M̂β̂si = Mβsi , for 1 ≤ s ≤ m− 2, 1 ≤ i ≤ q̂s. To define the
two remaining matrices M̂α̂11 and M̂β̂m−11
we proceed as follows. Let B1 and B2 be the matrices consisting of first x, resp. last
y, rows of the matrix
B = B([Mαmp1 · · ·Mαm1 | Mβmq1 · · ·Mβm1 ])
where x = coldim(Mαm1 ) and y = coldim(Mβm1 ) (see 1.5 for the definition of matrix B). We set M̂α̂11 = B2 and M̂β̂m−11 = B1.
We also define inductively a t-matrix associated with a moduleM over an algebra kQ(p,q) of type A˜n, (p, q) ∈ K . We set
M(t) =
{
Mα1p1
· · ·Mα11 − tMβ1q1 · · ·Mβ11 , ifm = 1,
M̂(t) ifm ≥ 2.
2.2
LetΛ = kQ/I be a string algebra. We keep all notation from 1.3. Following [14,17] a V -sequencew is called primitive, if
for any n ∈ N the composite walkwn is defined,wn is again a V -sequence in (Q , I) andw is not a proper power of any other
V -sequence in (Q , I).
Denote byW = W(Q , I) the set of all primitive V -sequences in (Q , I) and by∼⊆ W2 the equivalence relation generated
by all pairs (w,w′) ∈ W2 such that w′ = w−1, orw′ = w2w1, wherew = w1w2, forw1, w2 ∈ W .
LetW0 = W0(Q , I) be a fixed set of representatives of the equivalence class setW/ ∼ inW . Without loss of generality
we can assume that δ1, δ−1s ∈ Q1, for every w = δ1 . . . δs ∈ W0, s ∈ N. Then any w ∈ W0 can be written in a unique way in
the form
w = α¯11 . . . α¯1p1(β¯1q1)−1 . . . (β¯11 )−1α¯21 . . . . . . (β¯m1 )−1
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where s = p1 + · · · + pm + q1 + · · · + qm and α¯il , β¯ il ∈ Q1; in particular, α¯11 = δ1, β¯m1 = δ−1s , and so on. In this way to each
w ∈ W0 we have attached the quiver Qw = Q(p(w),q(w)), where p(w) = (p1 . . . , pm(w)), q(w) = (q1, . . . , qm(w)), m(w) = m
and s(w) = t(w) = 1. For arrows of Qw we keep further the notation established in 2.1.
LetM = (Mγ )γ∈Q1 be amatrix representation ofΛ. Then for anyw ∈ W0wedefine a representationw(M) = (M ′γ )γ∈(Qw)1
of the algebraΛw = kQw by setting
M ′γ = Mγ¯
for γ ∈ (Qw)1.
By the dimension vector of w ∈ V(Q , I) we mean the vector dim(w) = (ti) ∈ NQ0 , where ti is a total number of ‘‘visits’’
of the V -sequencew in a vertex i ∈ Q0. Obviously, dim(w) = dim(X(w)).
For anym = (mi) ∈ NQ0 we set
V0(m) = V0(Q , I,m) := {w ∈ V0(Q , I) : ∀i dim(w)i ≤ mi}
respectively,
W0(m) = W0(Q , I,m) := {w ∈ W0(Q , I) : ∀i dim(w|)i ≤ mi}
where w| = δ1 . . . δs−1 for any w = δ1 . . . δs ∈ W0. Observe that the sets V0(m) and W0(m) are finite, if Q0 is so. In case
I = 0, we drop I in the notation above.
Now we can formulate the main result of the paper.
Theorem. Let Λ = kQ/I be a string special biserial algebra and M, M ′ a pair of Λ-modules with dim(M) = dim(M ′) = n.
Then M ∼= M ′ if and only if the following conditions are satisfied:
(1) [M, XΛ(w)]Λ = [M ′, XΛ(w)]Λ, [M, XΛ(wR)]Λ = [M ′, XΛ(wR)]Λ, [M, XΛ(wL)]Λ = [M ′, XΛ(wL)]Λ, [M, XΛ(τw)]Λ =
[M ′, XΛ(τw)]Λ, for allw ∈ V0(Q , I, n);
(2) [w(M), XΛw (w′)]Λw = [w(M ′), XΛw (w′)]Λw , [w(M), XΛw (w′R)]Λw = [w(M ′), XΛw (w′R)]Λw , [w(M), XΛw (w′L)]Λw =[w(M ′), XΛw (w′L)]Λw , [w(M), XΛw (τw′)]Λw = [w(M ′), XΛw (τw′)]Λw , for all w ∈ W0(Q , I, n) and w′ ∈
V0(Qw, dim(w(M)));
(3) w(M)(t) ∼ w(M ′)(t), for allw ∈ W0(Q , I, n).
Remark. The theorem yields a fully effective and verifiable algorithmic criterion. For a fixed n the sets V0(Q , I, n),
W0(Q , I, n), are finite and {V0(Qw, nw)}w∈W0(Q ,I,n), where nw = dim(w(M)), forms a finite family of finite sets. All the
dimensions appearing in (1), analogously in (2), can be computed, even described by the precise formulas. To calculate
them we apply the isomorphisms HomΛ(M, X(w)) ∼= HomΛ¯(F•M, V (w)) and the fact that V (w) are line modules. (Note
that Fλ|mod Λ¯ = Fρ |mod Λ¯, where Fρ is right adjoint to F•). The condition (3) is also easy to verify, since it is equivalent to the
equality∆(w(M)(t)) = ∆(w(M ′)(t)) (see 1.6).
The proof of the theorem needs some preparatory facts. It will be given in Section 4.
3. A˜n-algebras
In this sectionwe formulate andprove a solution of the isomorphismproblem for the subclass of string algebras consisting
of all hereditary algebras of type A˜n (see Theorem 3.1, cf. [6]). We apply this result in the proof of Theorem 2.2.
We keep the notations introduced in the previous sections.
Theorem 3.1. Let M and M ′ be a pair of Λ-modules with dim(M) = dim(M ′) = n, where Λ = kQ(p,q), for (p, q) ∈ K . Then
M ∼= M ′ if and only if the following conditions are satisfied:
(1) [M, X(w)] = [M ′, X(w)], [M, X(wR)] = [M ′, X(wR)], [M, X(wL)] = [M ′, X(wL)], [M, X(τw)] = [M ′, X(τw)], for all
w ∈ V0(Q , n),
(2) M(t) ∼ M ′(t).
Remark. Note that Theorem 3.1 is a special case of Theorem 2.3 since W0(Q(p,q)) = {w} (e.g. w = α11 . . . α1p1
(β1q1)
−1 . . . (β11 )−1α
2
1 . . . (β
m
1 )
−1), Qw = Q(p,q) andw(M) = M (resp.w(M ′) = M ′).
The proof of Theorem 3.1 needs several preparatory facts and will be given in 3.6.
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3.2
LetΛ = kQ(p,q), (p, q) ∈ K(m),m ≥ 1. We start by collecting some information on structure of the category modΛwe
need in the proof of the theorem.
Recall [19] that the A–R quiver ΓΛ splits into a disjoint union
ΓΛ = P (Λ) ∪R(Λ) ∪Q(Λ),
where P (Λ) (resp. Q(Λ)) is a unique postprojective (resp. preinjective) component, and R(Λ) is a family of stable tubes
T Λµ , for µ ∈ P1(k). The tube T Λ0 (resp. T Λ∞ ) has rank p = p1 + · · · + pm (resp. q = q1 + · · · + qm) and the remaining tubes
are homogeneous. The modules from addR(Λ) are called regular. Moreover, we have
mod 1Λ = add (P (Λ) ∪Q(Λ) ∪ T Λ0 ∪ T Λ∞ )
and
mod 2Λ = add
⋃
µ∈k\{0}
T Λµ
(see [13]). The objects in mod 2Λ are exactly those representations M of Q(p,q) for which Mδ is an isomorphism for every
δ ∈ (Q(p,q))1. In particular, the indecomposable ones from the tube T Λµ , for µ ∈ P1(k) \ {0,∞}, form a family X(n, µ),
n ∈ N≥1, where X = X(n, µ) as a matrix representation can be defined by setting Xα11 = Jn(µ) and Xγ = In, for all γ 6= α11 .
3.3
Now we recall some important notion concerning t-matrices introduced in [6].
We consider the pairs E = (E◦, ε) consisting of subsets E◦ ⊆ k[t] and functions ε : E◦ → N. Note that each such pair
(sometimes called ‘‘multisets’’) can be treated as a sequence (ε(f )× f )f∈ E◦ of tuples ε(f )× f = (f , . . . , f ) ∈ k[t]ε(f ).
Given a pair E1 = (E◦1 , ε1), E2 = (E◦2 , ε2) of objects as above we define the union E1 unionmulti E2 by setting
(E◦1 , ε1) unionmulti (E◦2 , ε2) = (E◦, ε)
where E◦ = E◦1 ∪ E◦2 and ε : E◦ → N is defined as follows:
ε(f ) =
{
ε1(f ) if f ∈ E◦1 \ E◦2 ,
ε2(f ) if f ∈ E◦2 \ E◦1 ,
ε1(f )+ ε2(f ) if f ∈ E◦1 ∩ E◦2 .
Following [18], with any t-matrixA ∈ M x,y(k[t])we associate the system E(A) of elementary divisors ofA. E(A) is the
collection of all polynomials f
uj,i
i 6= 1 from decompositions Ej(A) = f uj,11 · . . . · f uj,vv of the monic polynomials Ej = Ej(A),
j = 1, . . . , r = r(A), into products of powers of pairwise different irreducible monic polynomials f1, . . . , fv ∈ k[t] (in fact
all these polynomials are linear, since we assume that k is algebraically closed). Clearly, E(A) is invariant on equivalence
classes of the relation ∼. Moreover, E(A) carries a canonical structure of a pair (E◦, ε) as above; the set of all elements
appearing in the collection E(A) stands for E◦ and ε is given by the mapping E◦ 3 f 7→ |{(j, i) : f uj,ii = f }| ∈ N.
We denote by Q1,1 the Kronecker quiver
Q((1),(1)) : 1
α−→−→
β
1′.
Since any M in mod kQ1,1 is given by two matrices A = Mα, B = Mβ (and then we often write M = (A, B)), hence
M(t) = A− tB. The basic properties of t-matrices associated with kQ1,1-modules are listed below.
Proposition ([6, 2.2]). Given a pair M = (A, B), M = (A′, B′) of kQ1,1-modules, with A, B ∈ Mx×y(k), A′, B′ ∈ Mx′×y′(k), the
following assertions hold:
(a) If M ∼= M ′ then M(t) ∼ M ′(t).
(b) If M(t) ∼ M ′(t) and the matrices B, B′ are invertible then M ∼= M ′.
(c) If E(M(t)) = E(M ′(t)), x = y = x′ = y′ and Dx(M(t)),Dx(M ′(t)) 6= 0 then M(t) ∼ M ′(t).
(d) E(M(t)⊕M ′(t)) = E(M(t)) unionmulti E(M ′(t)), where M(t)⊕M ′(t) is a block-diagonal matrix
(M ⊕M ′)(t) =
[
M(t) 0
0 M ′(t)
]
.
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Definition 3.4. Let Λ = kQ(p,q), Λ′ = kQ(p′,q′) and Φ : modΛ → modΛ′ be an additive functor, where (p, q) ∈ K(m),
(p′, q′) ∈ K(m′) form,m′ ≥ 1. We say thatΦ is second kind modules sensitive if it satisfies following three conditions:
(R1) Φ(M) belongs to mod2Λ′, for anyM in mod 2Λ,
(R2) M ∼= M ′ if and only ifΦ(M) ∼= Φ(M ′), for anyM,M ′ in mod2Λ,
(R3) dim(Φ(M)) = dim(Φ(M ′)), if dim(M) = dim(M ′), for anyM,M ′ in mod 2Λ.
Proposition. Let Λ = kQ(p,q) and Λ′ = kQ1,1, where (p, q) ∈ K(m), for m ≥ 1. Assume that Φ : mod Λ → mod Λ′ is a
second kind modules sensitive functor. Then for any M,M ′ in mod Λ such that dim(M) = dim(M ′), M is isomorphic to M ′ if
and only if M(1) ∼= M ′(1) and (Φ(M))(t) ∼ (Φ(M ′))(t).
Proof. Clearly, we have to prove only implication ‘‘⇐’’ (see Proposition 3.3(a)). Fix M and M ′ as in the statement. Directly
from assumptions we have
E((Φ(M(1))⊕ Φ(M(2)))(t)) = E((Φ(M ′ (1))⊕ Φ(M ′ (2)))(t))
and
E((Φ(M(1)))(t)) = E((Φ(M ′ (1)))(t)).
Hence, by Proposition 3.3(d),
E((Φ(M(2)))(t)) = E((Φ(M ′ (2)))(t)).
Since M(1) ∼= M ′ (1) and dim(M) = dim(M ′), so dim(M(2)) = dim(M ′ (2)), and by (R3) we have dim(Φ(M(2))) =
dim(Φ(M ′ (2))). Observe that Φ(M(2)), Φ(M ′ (2)) satisfy the assumptions of Proposition 3.3(c). This follows from the last
equality, the condition (R1) and the description
mod 2 kQ1,1 = add
( ⋃
n≥1,µ∈k\{0}
(Jn(µ), In)
)
(∗)
of the second kind modules over the Kronecker algebra (see 3.2). Hence, we have (Φ(M(2)))(t) ∼ (Φ(M ′ (2)))(t), so by
Proposition 3.3(b) and (∗)we inferΦ(M(2)) ∼= Φ(M ′ (2)). Consequently, by (R2) we haveM(2) ∼= M ′ (2), andM ∼= M ′. 
3.5
Let Λ = kQ , where Q = Q(p,q) for (p, q) ∈ K(m), m ≥ 1. We discuss a property of second kind modules sensitivity for
two classes of functors defined on modΛ.
First we consider certain restriction functors. (We keep the notation for arrows of Q(p,q) established in 2.1).
For any 1 ≤ i ≤ m such that pi > 1 we set e := 1 − et(αi1) − et(αi2) − · · · − et(αipi−1). Clearly, e = e(α,i) is an idempotent
and the algebra Λ′ = e(kQ )e is naturally isomorphic to the algebra kQ(p′,q), where p′ = (p′1, . . . , p′m) is such that p′i = 1
and p′j = pj, for j 6= i. Then we define the functor
Re : modΛ→ modΛ′
by setting
Re(M) = Me
forΛ-moduleM . Observe that ifM = (Mδ)δ∈Q1 is a matrix representation then the matrices {M ′δ′}δ′∈(Q(p′,q))1 defining Re(M)
are given by the formula
M ′δ′ =
{
Mαipi
· · ·Mαi1 if δ
′ = (αi1)′,
Mδ if δ′ 6= (αi1)′,
(i)
where the arrows of Q(p′,q) are denoted according to the convention by (α
j
l)
′ and (β jl )′, respectively.
Similarly, we construct the functor Re for idempotents e = e(β,i) defined by the arrows β il , in case qi > 1.
Now let a ∈ Q0 be a sink vertex. Then we have a classical reflection functor
S+a : modΛ→ mod kQ ′′,
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where Q ′′ is a quiver obtained from Q by reversing the direction of all arrows terminating at a (see [20] for the precise
definition). Note that if pm = qm = 1 and a = m′ then for a matrix representation M = (Mδ)δ∈Q1 of Λ, the matrices{M ′′
δ′′}δ′′∈Q ′′1 defining the kQ ′′-module S+a (M) as a matrix representation can be given by the formulas
M ′′δ =
Mδ if δ 6= α
1
0, β
m−1
0 ,
B1 if δ = βm−10
B2 if δ = α10,
(ii)
where Q ′′1 is naturally identified with the set {α10, βm−10 } ∪ (Q1 \ {αm1 , βm1 }) and B1, B2 consist of first x, resp. last y, rows of
the matrix B = B([Mαm1 | Mβm1 ]) (here x = coldim(Mαm1 ) and y = coldim(Mβm1 ), see 1.5).
Lemma. The functors Re and S+a are second kind modules sensitive, for any e and a as above, respectively.
Proof. First we show the assertion for the functor Re, where e = e(α,i). Note that (R3) is trivially satisfied and (R1)
follows by the description of objects in mod 2Λ and the formula 3.5(i). To verify (R2) we use the right adjoint functor
Reρ : mod Λ′ → mod Λ to the functor Re. For N = (Nδ′)δ′∈(Q(p′,q))1 in mod Λ′ the Λ-module Reρ(N) = (Nˇδ)δ∈Q1 is given
as follows:
Nˇδ =
{
Nδ′ if δ 6= αi2, . . . , αipi ,
id if δ = αi2, . . . , αipi .
Applying the description of objects in mod 2Λ given in 3.2, it is easily seen that (Reρ ◦ Re)|mod2 Λ ∼= Idmod 2 Λ. (In fact Re|mod2Λ
yields the equivalence mod2Λ ' mod2Λ′). Consequently, (R2) holds for Re.
Now we show that S+a is a second kind modules sensitive functor, for any sink a ∈ Q0. Note that, by the description of
mod 2Λ, (R1) holds for S+a , since for any two k-isomorphisms φ : V → U and ψ : W → U the sequence
0→ U
 φ−1−ψ−1

−→ V ⊕W [φ,ψ]−→ U → 0
is exact. (R2) follows from the fact that S+a yields the equivalence
(modΛ)S(a) ' (modΛ′′)S(a)
where (mod Λ)S(a) (resp. (mod Λ′′)S(a)) is the full subcategory of mod Λ (resp mod Λ′′) formed by all modules without
direct summands isomorphic to S(a). Finally, S+a satisfies (R3), since for any indecomposable X in modΛ, X  S(a), we have
dim(S+a (X)) = sa(dim(X)), where sa : ZQ0 → ZQ0 is the reflection Z-isomorphism defined by a (see [20,8]). 
3.6. Proof of Theorem 3.1
Fix a pairM,M ′ of kQ -modules such that n = dim(M) = dim(M ′), whereQ = Q(p,q), (p, q) ∈ K(m), form ≥ 1. Assume
thatM andM ′ satisfy (1) and (2). We have to prove thatM ∼= M ′.
First we show thatM(1) ∼= M ′ (1). Following [7, Corollary 2.3], we have the formula
m(M)X = [M, X] + [M, τX] −
∑
Y ∈− X
[M, Y ], (∗∗)
for the multiplicities of indecomposable kQ -modules X in the direct sum decomposition of moduleM , i.e.
M =
⊕
X∈X
Xm(M)X ,
whereX is a fixed set of representatives of isoclasses of all indecomposable modules in mod kQ . Without loss of generality
we can assume thatX contains the set from Proposition 1.3. Recall that τX(w) = X(τw) and −X(w) = {X(wR), X(wL)}, for
any w ∈ V0(Q ) (see 1.4). Therefore, by (∗∗) and assumption (1), m(M)X(w) = m(M ′)X(w), for all w ∈ V0(Q , n). Note that
for w ∈ V0(Q ) \ V0(Q , n), X(w) cannot be a direct summand ofM (resp. ofM ′), since (dim(X(w)))i = (dim(w))i > ni for
some i ∈ Q0, where n = (ni). In consequence, by the characterization of mod 1kQ given in 1.3, we haveM(1) ∼= M ′ (1).
Now it remains to prove the isomorphism M(2) ∼= M ′ (2). We start by observing that for any matrix representation N in
mod kQ , the matrix representation N̂ in mod kQ( p̂,̂q) defined in 2.1 is given by the formula
N̂ = (S+m′ ◦ Re
′ ◦ Re)(N)
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where e = 1 − et(αm1 ) − · · · − et(αmpm−1) and e′ = 1 − et(βm1 ) − · · · − et(βmqm−1) (see 3.5(i) and 3.5(ii)). Therefore, by applying
the inductive definition, the t-matrix N(t) has the form
N(t) = (Φ(N))(t)
whereΦ : mod kQ → mod kQ1,1 is a composition of some number of suitable reflection and restriction functors. Then, from
Lemma 3.5, Φ is a second kind module sensitive functor. Consequently, by Proposition 3.4, the assumption M(t) ∼ M ′(t)
together with isomorphismM(1) ∼= M ′ (1) yield the isomorphismM ∼= M ′, and the implication is proved.
Observe that ifM ∼= M ′ then clearly (1) holds, and by Proposition 3.3(a) we haveM(t) ∼ M ′(t). In this way the proof is
complete. 
4. Proof of main theorem
4.1
LetΛ = kQ/I be a string algebra andW = W(Q , I) (resp.W0 = W0(Q , I)). First we explain interrelations between the
notions of V -sequence and G-periodic line.
Recall [13] that a full subcategory L of Λ˜ is called a G-periodic line if L ∼= kQ ′ for some line quiver Q ′ (of the type ∞A∞)
such that the stabilizer GL of L in G is nontrivial, equivalently, GL ∼= Z. We denote byL the set of all G-periodic lines in Λ˜.
To anyw = δ1 . . . δn ∈ W with s(t) = t(w) = x and x˜ ∈ Q˜0 such that F(x˜) = x, we associate a full subcategory Lx˜(w) of
Λ˜ defined by setting
ob Lx˜(w) = {x˜w(l) : l ∈ Z}
where
w(l) =
{
wqδ1 . . . δr if l ≥ 0,
(w−1)(−l) if l < 0,
l = qn+ r and 0 ≤ r < n. (We identify here Q˜0 with the set of walks starting at some fixed x0 ∈ Q0, see 1.3). Observe that
we have the following:
• Lx˜(w) ∈ L,
• Lx˜(w) = Lx˜(w−1),
• ifw = w1w2 then Lx˜(w) = Ly˜(w2w1), for any n ∈ N, where y˜ = x˜wnw1
• Lgx˜(w) = gLx˜(w), g ∈ G.
Fix a family {x˜ ∈ Q˜0}x∈Q0 such that F(x˜) = x for every x. Then we obtain a function
L : W → L
given by the formula L(w) = Lx˜(w) forw ∈ W , where x = s(w).
Proposition. The function L induces a bijection L¯ : W0 → L/G.
In the proof we apply the following result.
Lemma. For anyw, u ∈ W , if wn = um for m, n ∈ N+ then u = w±1.
Proof. We can assume that 1 ≤ m ≤ n, equivalently, |w| ≤ |u|. Let |u| = q|w| + r , where q ∈ N+ and 0 ≤ r < |w|. If r = 0
then u = w±q and the assertion follows immediately from the definition of primitive V -sequence. We show that the other
possibility cannot happen.
Suppose that r 6= 0. Without loss of generality we can assume that the pair u, w is chosen minimal with respect to
r(u, w) = r . Since wn = um, we have u = wqw1 = w2wq for some w1, w2 ∈ V such that |w1| = |w2| = |r|. Moreover,
w1 = w2. This follows from the equalities wqw1um−1wq = wqwn−qwq = wqw2wqum−1 and the fact that wqum, umwq
are well defined, equal to wn+q, walks in Q . Consequently, we have wn = wm1 wmq, since u = w1wq = wqw2, and hence
wn−mq = wm1 . Observe that w1 = vs1, for some v1 ∈ W and s ∈ N, since wl1 ∈ V for all l ∈ N. Then |w| = q1|v1|, for some
q1 ∈ N+, by minimality of r(u, w), since |v1| ≤ |w1| = r . In conclusion, w±1 = vq11 , so q1 = 1 and |w| = |v1| ≤ r , a
contradiction. In this way the proof is complete. 
Corollary. For anyw, u ∈ W such that s(w) = x = s(u), if Lx˜(w) = Lx˜(u), then u = w±1.
Proof. Fixw and u as above. Thenw|u| = u±|w| and by the lemma we have u = w±1. 
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Proof of Proposition. To prove the injectivity of L¯ fix w, u ∈ W such that Lx˜(w) = gLy˜(u), for some g ∈ G, where
s(w) = t(w) = x and where s(u) = t(u) = y. Then by the properties listed above we have
Lgy˜(w2w1) = Lx˜(w) = gLy˜(u) = Lgy˜(u)
where gy˜ = x˜wnw1 for somew1 such that w = w1w2. Hence, from the corollary we obtain u = (w2w1)±1. In consequence,
an injectivity of L¯ is proved. 
Now we prove the surjectivity of L¯. Fix L ∈ L, a generator h of the infinite cyclic group GL and an arbitrary object in L.
Clearly, it has the form ˜˜x = gx˜ for some x ∈ Q0 and g ∈ G. Then h˜˜x = ˜˜xw, for some walk w = δ1 . . . δn in Q such that
s(w) = t(w) = x. It is easily seen that S = {˜˜x, ˜˜xδ1, . . . , ˜˜xδ1 . . . δn} forms a finite full line subcategory of L and is a set
of representatives of (ob L)/GL. Note that for any m ∈ Z we have hm ˜˜x = ˜˜xwm, since hm ˜˜x = hm−1 ˜˜xw and h−1 ˜˜x = ˜˜xw−1;
hence, hm ˜˜xδ1 . . . δr = ˜˜xwmδ1 . . . δr if m ≥ 0, respectively, hm ˜˜xδ1 . . . δr = ˜˜xwm+1δn . . . δr+1 if m < 0, for any 0 ≤ r < n.
Consequently, L = L˜˜x(w) = gLx˜(w). Moreover,w belongs toW , since L is a line. In this way the proof is complete. 
4.2
LetΛ andW0 be as above. In the proof of themain theoremwe apply some elements of the description of indecomposable
objects in mod 2Λ given in [13], adopted to our situation.
For anyw ∈ W , we denote by (E¯wλ , E¯w• ) the pair of adjoint functors
modΛw
E¯wλ−→←−
E¯w•
modΛ
defined by the formulas
E¯wλ = F−1• ◦ EL(w)λ ◦ F L(w)• and E¯w• = (F L(w)• )−1 ◦ EL(w)• ◦ F•
where F L(w) : L(w) → L(w)/GL(w) ∼= kQw is a canonical projection, F−1• (resp. (F L(w)• )−1) a fixed quasi-inverse to
F• : mod Λ → Mod Gf Λ˜ (resp. F L(w)• : Mod Λw → Mod GL(w)f L(w)), EL(w)• : Mod Gf Λ˜ → Mod GL(w)f L(w) the restriction
functor and EL(w)λ : Mod GL(w)f L(w) → Mod Gf Λ˜ the induction functor associated to the embedding L(w) ⊂ Λ˜ (see [13, 3.2]
for the precise definitions). Here, for a locally bounded k-category R and a group H ⊆ Autk−cat(R) acting freely on objects of
R, we mean by Mod Hf R the category of pairs (N, ν) consisting of a locally finite-dimensional R-module N and an R-action ν
of H on N , such that the support of N is contained in a union of a finite number of H-orbits in ob R. Then, by Proposition 4.1
and following [13, Theorem 3.1], the functor
E¯ = (E¯wλ ) :
⊔
w∈W0
modΛw → modΛ
yields a bijection between isoclasses of indecomposable objects in the categories
⊔
w∈W0 mod 2Λw and mod 2Λ.
Consequently, for anyM in modΛ the decompositionM ∼= M(1) ⊕M(2) has a canonical refinement
M(2) =
⊕
w∈W0
M(w)
where M(w) ∼= E¯wλ (N (w)) for some N (w) in mod 2Λw . Clearly, the modules M(w) and N (w) are determined uniquely up to
isomorphism.
Remark. IfM is a matrix representation ofΛ then E¯w• (M) = w(M).
The following fact plays a crucial role in the final proof.
Lemma. (E¯w• (M))(2) ∼= N (w), for anyw ∈ W0 and M inmodΛ, where N (w) in mod 2Λw is as above.
Proof. By the characterization [13, Lemma 2.2, Proposition 2.3] of the first and the second kind modules, the assertion
follows immediately from the definition of (E¯w• , E¯wλ ) and [13, Lemma 3.2, Lemma 3.3]. 
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4.3. Proof of Theorem 2.2
Let M ∼= M(1) ⊕ ⊕w∈W0 M(w) and M ′ ∼= M ′ (1) ⊕ ⊕w∈W0 M ′ (w) be a pair of Λ-modules in mod Λ such that
dim(M) = dim(M ′) = n, together with the standard decompositions. (We keep the established notation.) Assume that
M andM ′ satisfy the conditions (1), (2) and (3). Applying the arguments analogous to those from the proof of Theorem 3.1,
by (1) we infer that M(1) ∼= M ′ (1). It remains to show that M(w) ∼= M ′ (w), for every w ∈ W0. Observe, that for any
w ∈ W0 \ W0(Q , I, n) we have M(w) = 0 = M ′ (w), since by 3.2 (dim(E¯wλ (N (w))))i ≥ (dim(w|))i > ni, for some i. By
Remark 4.2 and Theorem 3.1, for any w ∈ W0(Q , I, n) we have E¯w• (M) ∼= E¯w• (M ′), and hence (E¯w• (M))(2) ∼= (E¯w• (M ′))(2).
Consequently, by Lemma 4.2,M(w) ∼= M ′ (w) for allw ∈ W0(Q , I, n), and the isomorphismM ∼= M ′ is proved.
Note that, ifM ∼= M ′ then (1), (2) and (3) follow easily by Theorem 3.1 and the functoriality of the constructions used in
the formulation of the theorem. In this way the proof is complete. 
The problem of an effective computing of the dimension appearing in the conditions (1) and (2), with reasonably low
polynomial pessimistic complexity, is interesting in itself. Clearly, it is directly related to the problem of determining
multiplicity vectors of a given module with respect to indecomposables of the first kind (see [7]). Some results in this
direction, in particular, the algorithmic method realizing this task will be given in a separate forthcoming publication.
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