High dimensional nonparametric regression is an inherently difficult problem with known lower bounds depending exponentially in dimension. A popular strategy to alleviate this curse of dimensionality has been to use additive models of first order, which model the regression function as a sum of independent functions on each dimension. Though useful in controlling the variance of the estimate, such models are often too restrictive in practical settings. Between non-additive models which often have large variance and first order additive models which have large bias, there has been little work to exploit the trade-off in the middle via additive models of intermediate order. In this work, we propose SALSA, which bridges this gap by allowing interactions between variables, but controls model capacity by limiting the order of interactions. SALSA minimises the residual sum of squares with squared RKHS norm penalties. Algorithmically, it can be viewed as Kernel Ridge Regression with an additive kernel. When the regression function is additive, the excess risk is only polynomial in dimension. Using the Girard-Newton formulae, we efficiently sum over a combinatorial number of terms in the additive expansion. Via a comparison on 15 real datasets, we show that our method is competitive against 21 other alternatives.
Introduction
x, i.e. f (x) = β x for some β ∈ R D . Linear Regression is typically solved by minimising the sum of squared errors on the training set subject to a complexity penalty on β. Such parametric methods are conceptually simple and have desirable statistical properties when the problem meets the assumption. However, the parametric assumption is generally too restrictive for many real problems.
Nonparametric regression refers to a suite of methods that typically only assume smoothness on f * . They present a more compelling framework for regression since they encompass a richer class of functions than parametric models do. However they suffer from severe drawbacks in high dimensional settings. The excess risk of nonparametric methods has exponential dependence on dimension. Current lower bounds (Györfi et al., 2002) suggest that this dependence is unavoidable. Therefore, to make progress stronger assumptions on f * beyond just smoothness are necessary. In this light, a common simplification has been to assume that f * decomposes into the additive form f * (x) = f In this exposition, we refer to such models as first order additive models. Under this assumption, the excess risk improves significantly.
That said, the first order assumption is often too biased in practice since it ignores interactions between variables. It is natural to ask if we could consider additive models which permit interactions. For instance, a second order model has the expansion f * (x) = f (1) * (x 1 , x 2 ) + f we may allow for a richer class of functions than first order models, and hopefully still be able to control the excess risk.
Even when f * is not additive, using an additive approximation has its advantages. It is a well understood statistical concept that when we only have few samples, using a simpler model to fit our data gives us a better trade-off for variance against bias. Since additive models are statistically simpler they may give us better estimates due to reduced arXiv:1602.00287v3 [stat.ML] 24 May 2016 variance. In most nonparametric regression methods, the bias-variance trade-off is managed via a parameter such as the bandwidth of a kernel or a complexity penalty. In this work, we demonstrate that this trade-off can also be controlled via additive models with different orders of interaction. Intuitively, we might use low order interactions with few data points but with more data we can increase model capacity via higher order interactions. Indeed, our experiments substantiate this intuition: additive models do well on several datasets in which f * is not necessarily additive.
There are two key messages in this paper. The first is that we should use additive models in high dimensional regression to reduce the variance of the estimate. The second is that it is necessary to model beyond just first order models to reduce the bias. Our contributions in this paper are:
1. We formulate additive models for nonparametric regression beyond first order models. Our method SALSAfor Shrunk Additive Least Squares Approximation-estimates a d th order additive function containing D d terms in its expansion. Despite this, the computational complexity of SALSA is O(Dd 2 ).
Our theoretical analysis bounds the excess risk for
SALSA for (i) additive f * under reproducing kernel Hilbert space assumptions and (ii) non-additive f * in the agnostic setting. In (i), the excess risk has only polynomial dependence on D. 3. We compare our method against 21 alternatives on synthetic and 15 real datasets. SALSA is more consistent and in many cases outperforms other methods. Our software and datasets are available at github.com/kirthevasank/salsa.
Our implementation of locally polynomial regression is also released as part of this paper and is made available at github.com/kirthevasank/local-poly-reg.
Before we proceed we make an essential observation. When parametric assumptions are true, parametric regression methods can scale both statistically and computationally to possibly several thousands of dimensions. However, it is common knowledge in the statistics community that nonparametric regression can be reliably applied only in very low dimensions with reasonable data set sizes. Even D = 10 is considered "high" for nonparametric methods. In this work we aim to statistically scale nonparametric regression to dimensions on the order 10-100 while addressing the computational challenges in doing so.
Related Work
A plurality of work in high dimensional regression focuses on first order additive models. 
Preliminaries
We begin with a brief review of some background material. We are given i.
Let the marginal distribution of X on X be P X and the L 2 (P X ) norm be f 2 2 = f 2 dP X . We wish to use the data to find a function f : X → R with small risk
It is well known that R is minimised by the regression func-
). Our goal is to develop an estimate that has low expected excess risk
, where the expectation is taken with respect to realisations of the data
. Some smoothness conditions on f * are required to make regression tractable. A common assumption is that f * has bounded norm in the reproducing kernel Hilbert space (RKHS) H κ of a continuous positive definite kernel κ : X × X → R. By Mercer's theorem (Schölkopf & Smola, 2001) , κ permits an eigenexpansion of the form κ(x, x ) = ∞ j=1 µ j φ j (x)φ j (x ) where µ 1 ≥ µ 2 ≥ · · · ≥ 0 are the eigenvalues of the expansion and φ 1 , φ 2 , . . . are an orthonormal basis for L 2 (P X ).
Kernel Ridge Regression (KRR) is a popular technique for nonparametric regression. It is characterised as the solution of the following optimisation problem over the RKHS of some kernel κ.
Here λ is the regularisation coefficient to control the variance of the estimate and is decreasing with more data. Additive assumption: To make progress in high dimensions, we assume that f * decomposes into the following additive form that contains interactions of d orders among the variables. (Later on, we will analyse non-additive f * .)
We will write, f * (x) =
, and x (j) denotes the subset (x i1 , x i2 , . . . , x i d ). We are primarily interested in the setting d D. While there are a large number of f (j) * 's, each of them only permits interactions of at most d variables. We will show that this assumption does in fact reduce the statistical complexity of the function to be estimated. The first order additive assumption is equivalent to setting d = 1 above. A potential difficulty with the above assumption is the combinatorial computational cost in estimating all f (j) * 's when d > 1. We circumvent this bottleneck using two strategems: a classical result from RKHS theory, and a computational trick using elementary symmetric polynomials used before by Duvenaud et al. 
SALSA
To extend KRR to additive models we first define kernels k (j) that act on each subset x (j) . We then optimise the following objective jointly overf
Our estimate for f is thenf (·) = jf (j) (·). At first, this appears troublesome since it requres optimising over nM d parameters (α
. . , n. However, from the work of Aronszajn (1950) , we know that the solution of (3) lies in the RKHS of the sum kernel k
See Remark 6 in Appendix A for a proof. Hence, the solutionf can be written in the formf (·) = i α i k(·, X i ) This is convenient since we only need to optimise over n parameters despite the combinatorial number of kernels. Moreover, it is straightforward to see that the solution is obtained by solving (1) by plugging in the sum kernel k for κ.
i ) and f = iα i k(·, X i ) whereα is the solution of (1). While at first sight the differences with KRR might seem superficial, we will see that the stronger additive assumption will help us reduce the excess risk for high dimensional regression. Our theoretical results will be characterised directly via the optimisation objective (3).
The ESP Kernel
While the above formulation reduces the number of optimisation parameters, the kernel still has a combinatorial number of terms which can be expensive to compute. While this is true for arbitrary choices for k (j) 's, under some restrictions we can efficiently compute k. 
Then, the additive kernel k(x, x ) becomes the d 
We refer to (5) as the ESP kernel. Using the GirardNewton identities (Macdonald, 1995) 
In addition define e 0 (s n 1 ) = 1. Then, the Girard-Newton formulae state, In what follows, we refer to a kernel such as k (5) which permits only d orders of interaction as a d th order kernel. A kernel which permits interactions of all D variables is of D th order. Note that unlike in MKL, here we do not wish to learn the kernel. We use additive kernels to explicitly reduce the complexity of the function class over which we optimise forf . Next, we present our theoretical results.
Theoretical Analysis
We first consider the setting when f (j) * is in H k (j) over which we optimise forf (j) . Theorem 3 generally bounds the excess risk off (3) in terms of RKHS parameters. Then, we specialise it to specific RKHSs in Theorem 4 and show that in many cases, the dependence on D reduces from exponential to polynomial for additive f * . We begin with some assumptions.
We point out that the decomposition {g (j) } need not be unique. To enforce definiteness (by abusing notation) we define f (j) * ∈ H k (j) , j = 1, . . . , M d to be the set of functions which minimise j g
. Denote the minimum value by f * 2 F . We denote it by a norm for reasons made clear in our proofs.
Here,
is the marginal distribution of the coordinates X (j) . We also need the following regularity condition on the tail behaviour of the basis functions {φ (j) } for all k (j) . Similar assumptions are made in (Zhang et al., 2013) and are satisfied for a large range of kernels including those in Theorem 4.
We also define the following,
The first term is known as the effective data dimensionality of k 
Here χ(k) are kernel dependent low order terms and are given in (11) in Appendix A. Our proof technique generalises the analysis of Zhang et al. (2013) for KRR to the additive case. We use ideas from Aronszajn (1950) to handle sum RKHSs. We consider a space F containing the tuple of functions f (j) ∈ H k (j) and use first order optimality conditions of (3) in F. The proof is given in Appendix A.
The term γ k (λ), which typically has exponential dependence on d, arises through the variance calculation. Therefore, by using small d we may reduce the variance of our estimate. However, this will also mean that we are only considering a smaller function class and hence suffer large bias if f * is not additive. In naive KRR, using a D th order kernel (equivalent to setting M d = M D = 1) the excess risk depends exponentially in D. In contrast, for an additive d th order kernel, γ k (λ) has polynomial dependence on D if f * is additive. We make this concrete via the following theorem.
Theorem 4. Assume the same conditions as Theorem 3. Then, suppressing log(n) terms,
We bound γ k via bounds for γ (j) and use it to derive the optimal rates for the problem. The proof is in Appendix B.
It is instructive to compare the rates for the cases above when we use a D th order kernel κ in KRR to estimate a nonadditive function. The first eigendecay is obtained if each n which is slower than SALSA whose dependence on D is just polynomial. D, d do not appear in the exponent of n because the Gaussian RKHS contains very smooth functions. KRR is slower since we are optimising over the very large class of non-additive functions and consequently it is a difficult statistical problem. The faster rates for SALSA should not be surprising since the class of additive functions is smaller. The advantage of SALSA is its ability to recover the function at a faster rate when f * is additive. Finally we note that by taking each base kernel k i in the ESP kernel to be a 1D Gaussian, each k (j) is a Gaussian. However, at this point it is not clear to us if it is possible to recover a s-smooth Sobolev class via the tensor product of s-smooth one dimensional kernels.
Finally, we analyse SALSA under more agnostic assumptions. We will neither assume that f * is additive nor that it lies in any RKHS. First, define the functions f (j) λ , j = 1, . . . , M which minimise the population objective.
Let
To bound the excess risk in the agnostic setting we also define the class,
Theorem 5. Let f * be an arbitrary measurable function and Y have bounded fourth moment
where, AE = inf
The proof, given in Appendix C, also follows the template in Zhang et al. (2013) . Loosely, we may interpret AE and EE as the approximation and estimation errors 1 . We may use Theorem 5 to understand the trade-offs in approximaing a non-additive function via an additive model. We provide an intuitive "not-very-rigorous" explanation. H d,λ is typically increasing with d since higher order additive functions contain lower order functions. Hence, AE is decreasing with d as the infimum is taken over a larger set. On the other hand, EE is increasing with d. With more data EE decreases due to the 1/n term. Hence, we can afford to use larger d to reduce AE and balance with EE. This results in an overall reduction in the excess risk.
The actual analysis would be more complicated since H d,λ is a bounded class depending intricately on λ. It also depends on the kernels k (j) , which differ with d. To make the above intuition concrete and more interpretable, it is necessary to have a good handle on AE. However, if we are to overcome the exponential dependence in dimension, usual nonparametric assumptions such as Hölderian/ Sobolev conditions alone will not suffice. Current lower bounds suggest that the exponential dependence is unavoidable (Györfi et al., 2002; Tsybakov, 2008) . Additional assumptions will be necessary to demonstrate faster convergence. Once we control AE, the optimal rates can be obtained by optimising the bound over η, λ. We wish to pursue this in future work.
Practical Considerations
Choice of Kernels: The development of our algorithm and our analysis assume that the k i 's are known. This is hardly the case in reality and they have to be chosen properly for good empirical performance. Cross validation is not feasible here as there are too many hyper-parameters. In our experiments we set each k i to be a Gaussian kernel . The constant c was hand tuned -we found that performance was robust to choices between 5 and 60. In our experiments we use c = 20. c was chosen by experimenting on a collection of synthetic datasets and then used in all our experiments. Both synthetic and real datasets used in experiments are independent of the data used to tune c.
Choice of d, λ:
If the additive order of f * is known and we have sufficient data then we can use that for d in (5). However, this is usually not the case in practice. Further, even in non-additive settings, we may wish to use an additive model to improve the variance of our estimate. In these instances, our approach to choose d uses cross validation. For a given d we solve (1) for different λ and pick the best one via cross validation. To choose the optimal d we cross validate on d. In our experiments we observed that the cross validation error had bi-monotone like behaviour with a unique local optimum on d. Since the optimal d was typically small we search by starting at d = 1 and keep increasing until the error begins to increase again. If d could be large and linear search becomes too expensive, a binary search like procedure on {1, . . . , D} can be used.
We conclude this section with a couple of remarks. First, we could have considered an alternative additive model which sums all interactions up to d th order instead of just the d th order. The excess risk of this model differs from Theorems 3, 4 and 5 only in subdominant terms and/or constant factors. The kernel can be computed efficiently using the same trick by summing all polynomials up to d. In our experiments we found that both our original model (2) Zhang et al., 2013) can be explored to scale SALSA with n. However, this is beyond the scope of this paper and is left to future work. For this reason, we also limit our experiments to moderate dataset sizes. The goal of this paper is primarily to introduce additive models of higher order, address the combinatorial cost in such models and theoretically demonstrate the improvements in the excess risk.
Experiments
We compare SALSA to the following. In some cases we used our own implementation.
Synthetic Experiments
We begin with a series of synthetic examples. We compare SALSA to some non-additive methods to convey intuition about our additive model. The results are given in Figure 1(a) . This setting is tailored to the assumptions of our method and, not surprisingly, it outperforms all alternatives.
Next we demonstrate the bias variance trade-offs in using additive approximations on non-additive functions. We created a 15 dimensional (non-additive) function and fitted a SALSA model with d = 1, 2, 4, 8, 15 for difference choices of n. The results are given in Figure 1(b) . The interesting observation here is that for small samples sizes small d performs best. However, as we increase the sample size we can also increase the capacity of the model by accommodating higher orders of interaction. In this regime, large d produces the best results. This illustrates our previous point that the order of the additive model gives us another way to control the bias and variance in a regression task. We posit that when n is extremely large, d = 15 will eventually beat all other models. Finally, we construct synthetic functions in D = 20 to 50 dimensions and compare against other methods in Figures 1(c) to 1(f) . Here, we chose d via cross validation. Our method outperforms or is competitive with other methods. SALSA performs best (or is very close to the best) in 5 of the datasets. Moreover it falls within the top 5 in all but two datasets, coming sixth in both instances. Observe that in many cases d chosen by SALSA is much smaller than D, but importantly also larger than 1. This observation (along with Fig 1(b) ) corroborates a key theme of this paper: while it is true that additive models improve the variance in high dimensional regression, it is often insufficient to confine ourselves to just first order models.
Real Datasets
In Appendix D we have given the specifics on the datasets such as preprocessing, the predictors, features etc. We have also discussed some details on the alternatives used.
Conclusion
SALSA finds additive approximations to the regression function in high dimensions. It has less bias than first order models and less variance than non-additive methods. Algorithmically, it requires plugging in an additive kernel to KRR. In computing the kernel, we use the Girard-Newton formulae to efficiently sum over a combinatorial number of terms. Our theorems show that the excess risk depends only polynomially on D when f * is additive, significantly better than the usual exponential dependence of nonparametric methods, albeit under stronger assumptions. Our analysis of the agnostic setting provides intuitions on the tradeoffs invovled with changing d. We demonstrate the efficacy of SALSA via a comprehensive empirical evaluation. Going forward, we wish to use techniques from scalable kernel methods to handle large datasets. Theorems 3,4 show polynomial dependence on D when f * is additive. However, these theorems are unsatisfying since in practice regression functions need not be additive. We believe our method did well even on non-additive settings since we could control model capacity via d. In this light, we pose the following open problem: identify suitable assumptions to beat existing lower bounds and prove faster convergence of additive models whose additive order d increases with sample size n. Our Theorem 5 might be useful in this endeavour. In addition to the definitions presented in the main text, we will also need the following quantities,
, b(n, t, q) = max max(q, log t) , max(q, log t) n 1/2−1/q .
Here Ψ (j) is the trace of k (j) . β (j) t depends on some t ∈ N which we will pick later. Also define
Note that the excess risk can be decomposed into bias and variance terms,
. In Sections A.2 and A.3 respectively, we will prove the following bounds which will yield in Theorem 3:
Accordingly, this gives the following expression for χ(k),
Note that the second term in χ(k) is usually low order for large enough q due to the n −q/2 term. Therefore if in our setting
t+1 are small enough, χ(k) is low order. We show this for the two kernel choices of Theorem 4 in Appendix B. First, we review some well known results on RKHS's which we will use in our analysis. Let κ be a PSD kernel and H κ be its RKHS. Then κ acts as the representer of evaluation -i.e. for any f ∈ H κ , f, κ(·, x) Hκ = f (x). Denote the RKHS norm f Hκ = f, f Hκ and the
Denote the basis coefficients of f in {φ } via {θ }. That is, θ = f · φ dP and f = 
Before we proceed, we make the following remark on the minimiser of (3).
Remark 6. The solution of (3) takes the formf (·) = n i=1 α i k(·, X i ) where k is the sum kernel (4).
Proof. The key observation is that we only need to consider n (and not nM d ) parameters even though we are optimising over M d RKHSs. The reasoning uses a powerful result from Aronszajn (1950) . Consider the class of functions
In (3) we are minimising over H . Any f ∈ H need not have a unique additive decomposition. Consider H ⊂ H which only contains the minimisers in the expression below.
Aronszajn (1950) showed that H is an RKHS with the sum kernel k = j k (j) and its RKHS norm is · H . Clearly, the minimiser of (3) lies in H. For any g ∈ H , we can pick a corresponding g ∈ H with the same sum of squared errors (as g = g ) but lower complexity penalty (as g minimises the sum of norms for any g = g). Therefore, we may optimise (3) just over H and not H . An application of Mercer's theorem concludes the proof.
A.1. Set up
We first define the following function class of the product of all RKHS's,
∀j and equip it with the inner product
2
. Here, f
are the elements of f 1 and ·, · H k (j) is the RKHS inner product of H k (j) . Therefore
. Denote ξ
Observe that for an additive
Recall that the solution to (3) is denoted byf and the individual functions of the solution are given byf (j) . We will also use f * andf to denote the representations of f * andf in F, i.e., f * = (f
Note that f * 2 F is precisely the bound used in Theorem 3. We will also denote
For brevity, from now on we will write
Further, since d is fixed in this analysis we will write M for M d . (9)) Note that we need to bound E[∆] 2 which by Jensen's inequality is less than E[ E[∆|X
A.2. Bias (Proof of Bound
2 , we will focus on bounding
. We can write the optimisation objective (3) as follows,
Since this is Fréchet differentiable in F in the metric induced by the inner product defined above, the first order optimality conditions forf (j) give us,
Here, we have taken
Taking expectations conditioned on X n 1 and rearranging we get,
where Σ = 1 n i ξ Xi ⊗ ξ Xi is the empirical covariance. Since Σ 0,
where φ (j) are the eigenfunctions in the expansion of k (j) . Denote δ
t+2 , . . . ). We will set t later. Since
we will bound the two terms. The latter term is straightforward,
. Also, define the following: θ
Now compute the F-inner product between (0, . . . , φ (j) , . . . , 0) with equation (14) to obtain,
After repeating this for all j and for all = 1, . . . , t, and arranging the terms appropriately this reduces to
By writing Q = (I + λM −1 ) 1/2 , we can rewrite the above expression as
We will need the following technical lemmas. The proofs are given at the end of this section. These results correspond to Lemma 5 in Zhang et al. (2013) .
op ≤ 1/2}. Then, there exists a constant C s.t.
Shrunk Additive Least Squares Approximation
When E holds, by Lemma 9 and noting that Q I,
Now using Lemmas 7 and 8,
|E c ] and by using the fact that
Finally using (16) and by noting that
and then taking expectation over X n 1 , we obtain the bound for the bias in (9).
Proofs of Technical Lemmas
A.2.1. PROOF OF LEMMA 7
Lemma 7 is straightforward.
We first decompose the LHS as follows,
The last step follows by noting that (M + λI)
Note that the term inside the summation in the RHS can be bounded by,
We bound the first expectation via,
where the last step follows from Assumption 2. For the second expectation we first bound v 4 ,
Now by the Cauchy Schwarz inequality,
Therefore,
Here, in the first step we have used the definition of
, in the second step, equation (15), in the third step assumption 2 and Cauchy Schwarz, and in the last step, the definition of β t . Plugging this back into (18), we get
This bound, along with equation (17) gives us the desired result.
A.2.3. PROOF OF LEMMA 9
Define π
] ∈ R tM and the matrices
Then, if i , i = 1, . . . , n are i.i.d Rademacher random variables, by a symmetrization argument we have,
The above term can be bounded by the following expression.
The proof mimics Lemma 6 in (Zhang et al., 2013) by performing essentially the same steps over F instead of the usual Hilbert space. In many of the steps, M terms appear (instead of the one term for KRR) which is accounted for via Jensen's inequality.
Finally, by Markov's inequality,
Once again, we follow Zhang et al. (2013) . The tricks we use to generalise it to the additive case (i.e. over F) are the same as that for the bias. Note that since E[ f −Ef
The second step follows by the fact thatf is the minimiser of (12). Then, for all j,
↑ , δ ↓ analogous to the definitions in Section A.2. Then similar to before we have,
We may use this to obtain a bound on
. To obtain a bound on E[ ∆ ↓ 2 ], take the F inner product of (0, . . . , φ (j) , . . . , 0) with the first order optimality condition (13) and following essentially the same procedure to the bias we get,
where Φ, M, θ ↓ are the same as in the bias calculation.
is different to the definition in the bias) and ∈ R n , i = Y i − f * (X i ) is the vector of errors. Then we write,
where Q = (I + λM −1 ) 1/2 as before. Following a similar argument to the bias, when the event E holds,
By Lemma 7, the first term can be bounded via 12λ f * 2 F . For the second and third terms we use the following two lemmas, the proofs of which are given at the end of this subsection.
]. The bound on the first term comes via equation (21) and Lemmas 7, 10 and 11. The second term can be bound via,
≤ max max(q, log t) , max(q, log t)
Here, we have used equation (20) and Lemma 9. Finally, note that
When we combine (21), (22) and (23) we get the bound in equation (10). . We expand this as,
To bound this term, first note that
For all i, the inner expectation can be bounded using assumption 2 and Jensen's inequality via,
This yields,
Finally, we have We expand the LHS as follows to obtain the result.
The first step is just an expansion of the matrix. In the second step we have used E[φ (j) (X i )
2 since E[φ (j) (X) 2 ] = 1. In the last two steps we have used the definitions of γ (j) (λ) and γ k (λ).
B. Proof of Theorem 4: Rate of Convergence in Different RKHSs
Our strategy will be to choose λ so as to balance the dependence on n in the first two terms in the RHS of the bound in Theorem 3.
Proof of Theorem 4-1. Polynomial Decay:
The quantity γ k (λ) can be bounded via M d Proof of Theorem 4-2. Exponential Decay: By setting λ = 1/n and following a similar argument to above we have,
where Φ is the Gaussian cdf. In the first step we have bounded the first log n α terms by 1 and then bounded the second term by a constant. Note that the last term is o(1). Therefore ignoring log n terms, γ k (λ) ∈ O(M dπ d ) which gives excess risk O(M 2 dπ d /n). χ(k) can be shown to be low order by choosing t = n 2 which results inμ t+1 , β t ∈ O(n −4 ). We begin with the following lemmas. using Lemma 13 and Jensen's inequality.
Next we proceed to bound E[ ∆ ↓ This has the same form as (13) but the definitions of ∆ and i have changed. Now, just as in the variance calculation, when we take the F-inner product of the above with (0, . . . , φ (j) , . . . , 0) and repeat for all j we get,
Since Φ, M, Q are the same as before we may reuse Lemma 9. Then, as Q I when the event E holds,
We now bound the two terms in the RHS in expectation via the following lemmas.
Noting that ∆ =f − f λ and using the above bound and Jensen's inequality yields,
Applying Jensen's inequality once again yields, 
