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This thesis consists of two parts: (1) an exploration of robustness and evolvability
in systems biology and how they are informed by recent developments in the study
of parameter sensitivity in large multiparameter models, and (2) a study of the
sudden formation of plectonemes (supercoiled structures) in DNA using an elastic
rod model.
Robustness and evolvability are important ideas in systems biology, represent-
ing the surprising resilience and adaptability of living organisms. The study of
“sloppy models” describes the degree to which changes in parameters change the
behavior of complex models, and thus has implications for how robust or evolv-
able a model may be with regard to perturbations in parameters. We study these
connections, finding that sloppiness provides a framework for understanding why
multiparameter models often seem so robust. It also explains how robustness to
external conditions can be more easily arranged than one might naively expect,
and allows for diversity that could increase the evolvability of a population.
When overtwisted, DNA wraps around itself (supercoils) much like a garden
hose or rubber band. As a single molecule of DNA is twisted, discontinuities
have recently been experimentally observed for the first time that correspond to
the sudden formation of a single supercoiled structure called a plectoneme. We
study the sizes of these discontinuities with an elastic rod model and a simplified
phenomenological model. We use these models to make predictions about a torque
jump and length dependence that have been experimentally verified. Experiments
also observe thermal hopping at the transition between states with and without a
plectoneme. We then investigate the dynamics of this plectoneme nucleation, using
transition state theory and the elastic rod model to predict the rate of hopping. We
obtain a rate about 1000 times faster than found in experiments, and attribute the
discrepancy to a slow timescale introduced by the large bead used to manipulate
the DNA. Finally, we review numerical methods used to implement the elastic rod
model for DNA.
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CHAPTER 1
INTRODUCTION
This thesis focuses on two separate subjects. First, we examine robustness and
evolvability in systems biology and how they connect to ideas about parameter
sensitivity and so-called “sloppiness.” Second, we tackle the problem of modeling
the supercoiling transition in DNA, inspired by single-molecule experiments that
recently observed nucleation of supercoiled DNA for the first time.
1.1 Introduction to sloppy models
Models from systems biology tend to contain large numbers of components inter-
acting in complicated ways to perform rather simple tasks. One such example
is the NGF/EGF signalling cascade, which contains 28 interacting proteins with
behavior characterized by 48 parameters, and provides the function of creating a
certain output protein only if a certain hormone exists at the cell surface [6]. This
property of having many parameters that combine to produce a simple function is,
perhaps unsurprisingly, linked to the problem of ill-constrained parameters. Large
subspaces of parameter space can fit the available experimental data sufficiently
well, necessitating Bayesian sampling of parameter space to fully characterize a
model’s predictions given data. Furthermore, these large dynamical models typ-
ically exhibit a characteristic hierarchy of widely-varying sensitivities in different
parameter directions, a property dubbed “sloppiness” [7, 6].
The ability to change parameters in some directions without changing model
behavior directly suggests connections to robustness, the ability to maintain a given
function under perturbations. Also, the fact that the mapping from chemical rate
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parameters (“chemotype”) to model dynamics (“dynatype”) seems ubiquitously
sloppy hints that the mapping from genotype to phenotype may be sloppy as
well — this suggests connections to evolvability, the ability to change to a more
evolutionarily advantageous behavior.
In Chapter 2, we explore these connections between sloppiness, robustness,
and evolvability. We find first that sloppiness can account for the seemingly large
parameter robustness found in prior systems biology studies. It can also provide
an explanation for the ease with which robustness to environmental changes can be
arranged. Finally, we test the evolvability of a particular systems biology model,
finding that sloppiness confers a larger evolvability on populations by allowing for
a large diversity in the individual parameter sets that produce the same behavior.
1.2 Introduction to DNA supercoiling
DNA is a long molecule that must fit inside a small space. The necessity of com-
pactification means that the mechanical properties of DNA, coupled with topologi-
cal constraints, are important factors in understanding its biological functions. Sin-
gle molecule experiments are becoming increasingly proficient in measuring DNA’s
behavior under biologically-relevant forces and torques. In particular, the twisting
of the DNA double helix into larger structures (supercoiling) has been under focus
as an important aspect of DNA behavior.
A recent experiment performed by Forth et al. has shown a novel effect in
DNA supercoiling: a discontinuity in the transition from extended to partially-
supercoiled DNA [27] (see Figure 3.1). Using an optical trap, as the two ends
of a single molecule of DNA are pulled with a constant force and slowly twisted,
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there is a sudden jump in the distance between the two ends when the supercoiled
structure is formed.
Similar experiments in the past (using longer strands of DNA manipulated
with magnetic tweezers) have shown the same two regimes: relatively constant
extension that transitions to a linear decrease in extension as linking number is
increased [71]. But no previous studies reported a jump in the extension between
the straight and supercoiled states. Theories have been successful in describing
both the initial parabolic decrease due to bending fluctuations [55] and the subse-
quent linear decrease in extension due to supercoiling [60, 12] by treating the DNA
as an inextensible elastic rod. To simultaneously describe both the straight and
supercoiled regime, one successful simplified model allows for phase coexistence be-
tween straight and supercoiled DNA that differ in their effective twist stiffness [50].
None of these theories, however, explicitly predict discontinuities in the transition
between the two states.
It was our goal to extend these theories to understand the recently observed
discontinuity in extension at the transition between the straight and the supercoiled
states. We find that a simple elastic theory does predict such a jump, due to the
geometric necessity of a looped end in the formation of supercoiled DNA. We
predict a jump in torque at the transition, and that both jumps in torque and in
extension should be dependent on the total length of DNA. The expected torque
jump is then resolved experimentally, and the length dependence of the extension
jump has since been verified by another experimental group [8].
3
Figure 1.1: Twist and writhe in a ribbon. These two ribbons have the same
linking number K = 1; the top ribbon stores the linking number as twist, the
bottom as writhe.
1.2.1 The conservation of linking number
Any circular piece of rope or ribbon has a topologically-invariant property known
as the linking number. The linking number K corresponds to the number of full
turns applied to the ends of an initially straight ribbon before pasting its ends
together. For a linear strand, if the two ends are held with fixed orientations (and
either end is not allowed to pass behind the other), the linking number is also
conserved.
The linking number is conveniently partitioned into two parts known as twist
(Tw) and writhe (Wr) by the White-Ca˘luga˘reanu theorem [28, 49, 23]:
K = Tw +Wr. (1.1)
The twist is the intuitive number of turns around the tangent vector “backbone,”
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and the writhe keeps track of the three-dimensional curving (supercoiling) of the
backbone around itself1 — see Figure 1.1. Linking number can pass from twist to
writhe and vice versa, but the total linking number is conserved.
The supercoiling of DNA is neatly described in this framework. Adding turns
to a piece of DNA gives it torsional energy from excess twist and bending energy
from writhe. Supercoiling occurs when linking number can be stored with less
energy as writhe than as twist. At low linking number, all the turns will typically
be stored as twist. At large enough linking number, however, supercoiling will
always occur, since a writhe-storing bend will at some point have a lower energy
cost than adding more twist. This phenomenon can be seen easily in a rubber
band; turning the ends initially just twists the band along its axis, but eventually
forms writhe-storing structures — see Figure 1.2.
Prokaryotic cells contain circular pieces of DNA (plasmids), which explicitly
conserve linking number.2 A typical single-molecule supercoiling experimental
setup holds the two ends of a linear piece of DNA with fixed orientation; though
the ends are allowed to move, linking number is conserved as long as neither end
is allowed to pass behind and around the other.
DNA linking numbers are typically described as “excess” linking numbers above
the relaxed B-DNA state, which contains an intrinsic number of turns in its DNA
helix: one turn every h = 3.4 nm. For the reader comparing the results in this
thesis to previous studies, it will be useful to know that linking number densities
1Some authors describe writhe as the average number of crossings observed in all possible
two-dimensional projections of the strand [28]. A more abstract definition is 1/(2pi) times the
total area circumscribed on the unit sphere by the filament’s unit tangent vector [49].
2Though eukaryotic DNA is linear, shorter parts of DNA can be constrained enough for linking
number to be nearly conserved locally. (If it is long enough, a garden hose with free ends can
still become supercoiled in the middle.) Supercoiling is known to occur here, too: one type of
cancer treatment induces excess supercoiling, leading to cell death [42].
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Figure 1.2: Rubber band supercoil. Some twist is relieved by the writhe stored
in the plectonemic supercoil formed in this rubber band.
are conventionally normalized by this intrinsic linking number density:
σ =
K
L/h
. (1.2)
1.2.2 DNA as an elastic rod
The physical properties of long DNA molecules have been found to be well-
described by linear elastic theory (usually referred to as the “worm-like chain”
model, especially in a statistical mechanics context; see, e.g., [79]). In this for-
mulation, the DNA is modeled as a thin elastic rod, and the energy associated
with deforming it from its natural relaxed state is the sum of local elastic bending,
twisting, and stretching energies. The corresponding elastic constants are sensitive
to experimental conditions such as the ionic concentration of the surroundings; in
6
our experimental setup, the bend and stretch elastic constants B and S can be
measured by fitting force-extension curves, and the (renormalized) twist elastic
constant C can be measured from the slope of the torque as a function of linking
number. These values are listed in Table 4.1 [27]. For the low forces in the current
experiment (which are in a biologically-relevant range [27]), the stretch elasticity
can be safely ignored;3 we thus treat our DNA as an inextensible elastic rod.
Parameterizing the rod by arclength s, its total elastic energy is then
Eelastic =
∫ L
0
ds[
B
2
β(s)2 +
C
2
Γ(s)2] (1.3)
where β and Γ are the local bend and twist deformation angles, respectively, and
L is the contour length of the rod. In order to form plectonemes, we will also need
to add self-repulsion, which keeps the strand from passing through itself.
This is the model we will use to study the supercoiling transition, where a
plectonemic structure is first formed as the DNA is twisted. In Chapter 3, we
use the model and a more phenomenological phase coexistence picture to study
the energetics of the transition and the discontinuities that arise in extension and
torque at the transition. Next, in Chapter 4, we study the dynamics of nucleation
of the plectonemic phase, using reaction rate theory to clarify the physical effects
that control the rate of nucleation at the transition. Finally, in Chapter 5, we
review the details of the numerical algorithms that we use in our calculations.
3At the highest force of 3.5 pN and a stretch elastic constant of 1200 pN [83], we expect a
strain of 0.3%, corresponding to an energy density of 0.005 pN nm/nm. This is much smaller
than the typical bending and twisting energy densities.
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CHAPTER 2
SLOPPINESS, ROBUSTNESS, AND EVOLVABILITY IN SYSTEMS
BIOLOGY
2.1 Abstract1
The functioning of many biochemical networks is often robust — remarkably sta-
ble under changes in external conditions and internal reaction parameters. Much
recent work on robustness and evolvability has focused on the structure of neutral
spaces, in which system behavior remains invariant to mutations. Recently we
have shown that the collective behavior of multiparameter models is most often
sloppy: insensitive to changes except along a few ‘stiff’ combinations of parame-
ters, with an enormous sloppy neutral subspace. Robustness is often assumed to
be an emergent evolved property, but the sloppiness natural to biochemical net-
works offers an alternative non-adaptive explanation. Conversely, ideas developed
to study evolvability in robust systems can be usefully extended to characterize
sloppy systems.
2.2 Introduction
Robustness and evolvability are major themes of systems biology, have been the
subject of several recent books and reviews [81, 18, 38, 46, 25], and have been
discussed alongside related phenomena such as canalization, homeostasis, stabil-
ity, redundancy, and plasticity [40, 37, 82, 43]. Broadly construed, “robustness is
1 This chapter and the supplemental material in Appendix A has been published in Current
Opinion in Biotechnology with coauthors Yan-Jiun Chen, James P. Sethna, Ryan N. Gutenkunst,
and Chris R. Myers [15].
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the persistence of an organismal trait under perturbations” [25], which requires
the specification of both traits of interest and perturbations under consideration.
Recent work in systems biology has sought to distinguish between environmental
robustness (e.g., temperature compensation in circadian rhythms [63, 74, 77]) and
mutational robustness (e.g., parameter insensitivity in segment polarity pattern-
ing [80, 17]). Mutational robustness has a subtle relation to evolvability; while
allowing survival under genetic alterations, robustness might seem to reduce the
capacity for evolutionary adaptation on multigeneration time scales [46, 82].
Earlier robustness work focused on feedback and control mechanisms [3, 1, 85,
19, 29, 45]. Much recent work emphasizes neutral spaces and neutral networks:
large regions in the space of sequences, parameters, or system topologies that
give rise to equivalent (or nearly equivalent) phenotypic behaviors. Neutral spaces
have been explored most extensively in the context of RNA secondary structure,
where large neutral networks of RNA sequences (genotypes) fold into identical
secondary structures (phenotypes) [66, 26, 72, 82]. More recently, similar ideas
have been applied to neutral spaces underlying the robustness of gene regulatory
networks [11, 10, 5], where different network topologies (genotypes) can result
in identical gene expression patterns (phenotypes). Nontrivial niches in sequence
spaces are also seen to emerge in molecular discrimination, a problem where neutral
networks allow for biological communication in the presence of uncertainty akin
to that found in engineered error-correcting codes [57]. Functional redundancies
and degeneracies arise at many levels of biological organization [22], and it is
an important open question as to how neutrality, redundancy, and robustness at
different levels are organized and coupled across scales.
Despite these advances in understanding neutral networks connecting genotypes
9
in discrete spaces (e.g., sequences), much of systems biology is focused on chemical
kinetic networks that are parameterized by continuous parameter spaces. Often
one is interested in the steady-state behavior of a dynamical system, or in the input-
output response relating only a subset of the chemical species of a network. In
principle, however, one must characterize the full dynamical behavior of a network,
in part because any given network may be coupled in unknown ways to other
subsystems that are not included in the model. To more clearly delineate distinct
levels of biological organization, we have chosen to refer the space of continuous
kinetic parameters as a “chemotype” [32], and to the full dynamical response
of a system as its “dynatype” (Figure 2.1). The chemotype-to-dynatype maps
of interest here are embedded within larger genotype-to-phenotype maps, with
chemotypes emerging from lower-level processes, and dynatypes contributing to
phenotypes and ultimately fitnesses on which selection acts. Recently, there has
been increased interest in characterizing the parametric sensitivity of the dynamics
of biochemical network models, for two important reasons: (1) to probe system
robustness by quantifying the size and shape of chemotype spaces that leave system
behavior unchanged, and (2) to characterize system behavior and uncertainties for
which precise values for rate constants and other kinetic parameters are typically
not known.
Parameter estimation in multiparameter models has long been known to be
ill-conditioned: the collective behavior usually cannot be used to infer the under-
lying constants. Recent work has shown that these models share striking universal
features [7, 6, 33, 31], a phenomenon that we have labeled “sloppiness” (see Fig-
ures 2.1 and 2.2). Sloppiness refers to the highly anisotropic structure of parameter
space, wherein the behavior of models is highly sensitive to variation along a few
‘stiff’ directions (combinations of model parameters) and more or less insensitive
10
to variation along a large number of ‘sloppy’ directions. A nonlinear least-squares
cost function can be constructed:
C(θ) =
∑
i
1
2
(x(θ)− xi)2
σ2i
=
∑
i
1
2
r2i , (2.1)
where ri = (x(θ) − xi)/σi is the residual describing the deviation of a dynami-
cal variable x from its measured values xi with uncertainty σi. This cost reflects
how well a model with a given set of parameters θ fits observed experimental
data. Parametric sensitivities of the model are encoded in the Jacobian matrix
J = ∂ri/∂θj. The curvature of the cost surface about a best fit set of parameters
is described by the Hessian Hmn = ∂
2C/∂θmθn (or its approximation, the Fisher
Information Matrix JTJ). Stiff and sloppy directions are conveniently measured
using an analysis of eigenvalues λn of the Hessian H (Figure 2.3); large eigenval-
ues correspond to stiff directions. For a broad range of multiparameter models
(e.g., sixteen models drawn from the systems biology literature [33] and models
from quantum Monte Carlo, radioactive decay, and polynomial fitting [84]) these
eigenvalues are roughly uniformly spread over many decades, with many sloppy
directions a thousand times less well determined than the stiffest, best constrained
parameter combinations. Two consequences are that useful model predictions can
be made even in the face of huge remaining parameter uncertainty, and conversely
that direct measurements of the parameters can be inefficient in making more
precise predictions [33]. Random matrix theory can be used to develop insight
into the source of this type of eigenvalue spectrum and the nature of redundan-
cies that appear to underlie sloppiness [84]. Our open-source code SloppyCell
(http://sloppycell.sourceforge.net) provides tools for exploring parameter
space of systems biology models [58].
Others have recently addressed similar questions motivated by the lack of de-
tailed information about kinetic parameters. These include: the inference of prob-
11
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Figure 2.1: Sloppiness in the mapping of chemotypes to dynatypes. It
is natural, at least for cellular regulation and metabolic networks, to refine the
traditional dichotomy of genotype G to phenotype P by adding two intermedi-
ate levels of description, G → C → D → P . Here C is the chemotype [32], a
continuous description of the behavior in terms of chemical reaction parameters
(reaction rates, barriers and prefactors, or Michaelis-Menten parameters). D is the
dynatype, meant to describe the dynamical responses of the cell (usually the time
series of all species in response to selected stimuli, often taken from experimen-
tal measurements). Mutations about a particular chemotype θ occupy a region
in chemotype space (here a circle of radius δ), whose image in dynatype space
is given by the local Jacobian J of the mapping: mutations along stiff directions
in chemotype space will yield large changes in dynatype, while mutations along
sloppy directions will lead to small dynamical changes. Conversely, a population
of individuals sharing nearly the same dynatype r (here a sphere of radius ) will
occupy a distorted region in chemotype space, with large variations in reaction
parameters possible along sloppy directions (gray ellipse).
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abilistic statements about network dynamics from probability distributions on pa-
rameter values [47]; the use of “structural kinetic modeling” to parameterize the
Jacobian matrix J and thereby probe ensembles of dynamical behaviors [70, 30];
the construction of convex parameter spaces (“k-cones”) containing all allowable
combinations of kinetic parameters for steady-state flux balance [24]; the use of
ideas from control theory, worst-case analysis and hybrid optimization to measure
the robustness of networks to simultaneous parameter variation [39], and explo-
ration of correlated parameter uncertainties obtained via global inversion [62].
Can we connect sloppiness to robustness and evolvability? It is our contention
that sloppiness — the highly anisotropic structure of neutral variation in the space
of chemotypes — has important implications for how one characterizes robustness
in systems biology models. In addition, insights developed in the study of robust-
ness and evolvability suggest new and potentially useful ways of analyzing and
interpreting sloppiness.
2.3 Environmental robustness and sloppiness
Organisms must thrive under many environmental conditions: changing temper-
atures, salt concentrations, pH, nutrient densities, etc. Many organisms have ex-
plicit control mechanisms to keep their internal state insensitive to these external
changes — these control mechanisms (homeostasis, adaptation, etc.) have been
a historical focus in the robustness literature [3, 69]. For variations in tempera-
ture, however, many organisms do not have such homeostatic control (with the
exception of birds, mammals, and some plants) and must instead cope with the
13
Figure 2.2: Sloppy parameter distributions: dependence on external con-
ditions. Shown is a two-dimensional view of the parameter sets (free energy
barriers and prefactors) that accurately predict the experimental phosphorylation
dynamics [74] in a 36-parameter subnetwork of a model of circadian rhythms [77],
within a harmonic approximation (see Appendix A). Shown are parameters valid
at three different temperatures (colors) and valid for all temperatures simultane-
ously (black). The plot shows one ‘stiff’ direction in parameter space for each
temperature which is tightly constrained by the data, and one ‘sloppy’ direction
which has relatively large variations without change in behavior. Most of the 34
other directions in parameter space not shown are sloppy; the two-dimensional view
was chosen to best align with the stiffest direction for each of the four ensembles.
The black region models organisms that are robust to temperature changes in this
range. The acceptable region rotates and shifts with temperature, but the sloppi-
ness allows different temperatures to intersect (robust temperature compensation)
even though all rates are strongly temperature dependent.
exponential Arrhenius temperature dependence of all their reaction rates by some
sort of compensatory mechanism [65].
The prototypical example of temperature compensation is the 24-hour period
of circadian rhythms [63]. Recent experiments have succeeded in replicating the
circadian control network of cyanobacteria in the test tube using three Kai proteins,
14
Figure 2.3: Sloppy model eigenvalues. Shown are the eigenvalues of the ap-
proximate Hessian JTJ for the goodness-of-fit C(θ) (Equation 2.1) about the best
fit. Large eigenvalues correspond to stiff directions; others are sloppy. Notice the
enormous range on this logarithmic scale; not all eigenvalues (ranging down to
10−20) are depicted.
• Columns KaiC 30 and KaiC All are for the KaiC phosphorylation dynamics
model (Figure 2.3), showing T = 30◦ C (yellow region in Figure 2.2) and simulta-
neous fits for all temperatures (black region). Notice that the ‘robust’ simultaneous
fit has roughly one more stiff direction than the single temperatures.
• The SP and SP PCA columns are for the segment polarity model [80, 53]. SP
is an eigenvalue analysis about one of the acceptable parameter sets, showing pa-
rameters that keep the behavior (dynatype) of the entire network preserved (time
series for all components under all experimental conditions). SP PCA is a princi-
pal components analysis of the segment polarity ensemble that yields the wild-type
phenotype, with parameters restricted to a relatively small range (roughly three
decades each). Most directions in SP are sloppy enough to have fluctuations larger
than the sampled phenotype box in SP PCA; the sloppy dynatype SP already
explains the robustness to all but a few stiff directions in parameter space. Con-
versely, the sensitivity of the dynatype SP to a few stiff directions does not preclude
phenotypic robustness in those directions for SP PCA; the dynatype (all dynami-
cal evolution) is far more restrictive than the phenotype (output patterning).
• PC12 is for the EGF/NGF growth-factor signaling network [6, 33]; note that it
too is sloppy. See Figure 2.4 for an analysis of evolvability and robustness for this
model.
15
!"
#$
%&
'
!"
#$
%(
)) *+
*+
%+
$(
+$
,-
,'./
,'.0
,'.1
,'.-
,''
,'-
,'1 Stif
f
Slo
ppy
16
whose degree of phosphorylation oscillates with a temperature-compensated period
in the range of 25 to 35◦ C. In addition, the phosphorylation dynamics of KaiC
alone is found to be unchanged as the temperature varies in the same range [74].
This has been cited as a plausible explanation for the observed temperature com-
pensation in the full network, presuming that all other rates are fast [77] and hence
irrelevant to the period. (At least one other explanation of temperature compen-
sation [35] also relies on constraining most rates to be irrelevant). Narrowing our
focus to the KaiC phosphorylation subnetwork, however, still leaves the nontrivial
task of explaining its temperature compensation mechanism, since estimated en-
ergy barriers [9] suggest that phosphorylation rates should be twice as fast at the
higher temperature.
The dynamics of KaiC phosphorylation have been modeled using six phospho-
rylation sites and two conformational states (active and inactive) [77]. If each
of the 18 rates in this model roughly double between 25 and 35◦C, can we ad-
just the corresponding energy barriers and prefactors such that the resulting net
phosphorylation dynamics is temperature-independent?
Figure 2.2 shows a two-dimensional view of the acceptable parameter sets in
the resulting 36-dimensional space of energy barriers and prefactors, explored in
the harmonic approximation (see Appendix A). Notice that the region of accept-
able parameters rotates and shifts as the temperature changes. Notice also that
the system is sloppy: Figure 2.2 shows one stiff direction that is highly constrained
by the data and one sloppy direction that is largely unconstrained. The eigen-
value analysis in Figure 2.3 confirms that most directions in parameter space are
sloppy and unconstrained. This provides a natural explanation for robustness:
the intersection of these large, flat hypersurfaces yields parameters that work at
17
all temperatures.2 In general, each external condition provides one constraint per
stiff direction; since there are only a few stiff directions and many parameters
in sloppy models, robust behavior under varying external conditions is easily ar-
ranged. Indeed, Figure 2.3 shows that the robust, temperature-independent fits
for the KaiC model are themselves a sloppy system.
2.4 Chemotype robustness and sloppiness
In addition to robustness to environmental perturbation, biological networks are
often robust to mutational perturbations; they maintain their function in the face
of mutations that change one or perhaps more of their underlying rate parame-
ters, and thus change their location in chemotype space. Some authors have used
this as a criterion for judging model plausibility [48]. The quintessential exam-
ple of a system that is chemotypically robust is the Drosophila segment polarity
gene network. Early in development, this network generates a periodic macro-
scopic phenotype: a pattern of gene expression across several cells that persists
throughout development and guides later stages. Multiparameter models of this
network [80, 17, 48, 36] find that a surprisingly large fraction of randomly chose
parameter sets generate a pattern consistent with the observed patterning of three
genes — the system exhibits chemotype robustness.
In the context of sloppy models, we may define chemotype robustness as the
fraction of a given volume in parameter/chemotype space C that maps into a func-
tional region of behavior/dynatype space D (Figure 2.1). This latter functional
2In the particular case of KaiC, we find that successful chemotypes favor dephosphorylation in
the active state and phosphorylation in the inactive state (see Appendix A), so the thermally ro-
bust solutions presumably increase the proportion of protein in the inactive state as temperature
increases, compensating for the general speedup of all rates.
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region represents behavior close to optimum (or close to that measured experimen-
tally). For simplicity, let us consider it to be a hypersphere of radius  (i.e., a cost
C(θ) =
∑
r2i /2 < 
2/2 in Equation 2.1); larger changes in behavior are considered
significantly different, perhaps lowering the organism’s fitness. The given volume
in chemotype space C might be (as for the segment polarity network) a hypercube
of parameter ranges deemed reasonable, or (as a simple model of mutations) a
hypersphere; let its scale be given by δ. Our robustness is therefore the fraction
of all points in the δ-ball in C that map into the -ball in D — in Figure 2.1 the
fraction of the circle whose interior is colored gray. This fraction can be calculated
(see Appendix A) and is approximately given by
Rc =
∏
λn>λcrit
√
λcrit
λn
, (2.2)
where λcrit = 
2/δ2. This formula can be motivated by considering the robust
subregion (gray needle intersecting the circle) to be a slab, with thickness 
√
λn
along the eigendirection corresponding to each eigenvalue λn.
3 For sloppy direc-
tions with λn < 
2/δ2 = λcrit, the slab is thicker than the circle and does not reduce
the robust fraction; for each stiff direction with λn > λcrit, the fractional volume
is reduced roughly by a factor of the slab thickness 
√
λn over the sphere width δ,
leading to Equation (2.2).
In their model of segment polarity, von Dassow et al. found that approximately
one in 200 randomly chosen parameter sets generated a wild-type expression pat-
tern for three key genes [80]. This would naively seem amazing for a 48 parameter
model like theirs; in an isotropic approximation, each parameter would be allowed
only 6% chance of changing the wild-type pattern (since 0.9448 ∼ 1/200). However,
we have previously shown that the segment polarity model is sloppy [33]. That is,
3The cost for a small displacement of size ∆θ along the eigendirection n is λn∆θ2/2, which
equals 2/2 when ∆θ = ±√λn.
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going far beyond restricting the output phenotype, the dynamical evolution of ev-
ery component of the network is approximately preserved even with huge changes
in parameter values: only a few stiff directions in chemotype space are needed to
maintain the dynatype (see column SP in Figure 2.3). Sloppiness hence provides a
natural explanation for the wide variations in all but a few directions in parameter
space.
The success rate of one in 200 is not nearly as striking if the dynamics is
already known to be insensitive to all but perhaps four or five combinations of
parameters: 0.355 × 143 ∼ 1/200. Column SP PCA in Figure 2.3 fleshes this
picture out with a principal components analysis (PCA) of the robust region seen
in von Dassow et al.’s original model, reconstructed using Ingeneue [53]. Note
that these PCA eigenvalues are cut off from below by the parameter ranges chosen
by the original authors for exploration (typically three decades per parameter).
While the overall scale of the dynatype sloppy-model eigenvalues in SP and the
phenotype eigenvalues in SP PCA cannot be directly compared, it is clear that the
vast majority of sloppy-model eigenvalues are too small to constrain the parameters
within the explored region. The model is robust in these directions not because
of evolution and fitness, but because the dynamics of chemical reaction networks
is mathematically naturally dependent only on a few combinations of reaction
parameters.
2.5 Robustness, evolvability, and sloppiness
Mutational robustness of systems would seem to be at odds with an ability to adapt
and evolve, since robustness implies persistence of phenotype or function, which
20
Figure 2.4: Evolvability and robustness in a sloppy system. Evolvability
distributions, and evolvability versus robustness, for an ensemble of parameters for
a model of an EGF/NGF signaling pathway fitted to experimental data in PC12
cells [33]. The histogram on the left is the distribution of individual/chemotype
evolvabilities ec(F,θα) (Equation 2.3), as F (an evolutionary pressure in dynatype
space) is randomly chosen in direction with uniform magnitude and θα varies
over the ensemble. The histogram on the right is the corresponding distribution of
population/dynatype evolvabilities ed(F) (Equation 2.4). Note that the population
evolvabilities are significantly higher than the individual ones. The inset plots
the RMS individual chemotype evolvability Ec(θα) versus the robustness Rc(θα)
(Equation 2.2) for the ensemble. (λcrit is chosen as the fourth-stiffest eigenvalue at
the best fit: see Appendix A). Note that, for each individual, more robustness leads
to less evolvability — individuals which rarely mutate to new forms can’t evolve
as readily. This need not apply to the population, insofar as we expect robust
dynatypes to explore larger regions of parameter/chemotype space, and thus the
ratio of dynatype to chemotype evolvability to increase with increasing robustness.
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may inhibit the capacity for evolutionary change. The concept of neutral spaces has
been used — most notably by Wagner and collaborators — to suggest a resolution
of this apparent paradox, as demonstrated in model systems exploring various
genotype-to-phenotype maps [82, 72, 11, 10]. The important insight is that neutral
spaces and neutral networks enable systems to drift robustly in genotype space
(i.e., without significant phenotypic change), while encountering new and different
phenotypes at various points along that neutral space. This insight results from a
distinction between the robustness and evolvability of any given genotype, and the
robustness and evolvability of all genotypes consistent with a given phenotype [82].
Evolvability is postulated to reflect the range of possible different phenotypes
that are possible under genotypic mutation. How does the sloppy connection be-
tween parameters and behavior impinge on the question of evolvability? Translat-
ing previous work on discrete genotype and phenotype spaces to the continuous
spaces of chemotypes and dynatypes is nontrivial. Since the dimensionality of the
space of chemotypes is less than that of dynatypes, the volume of dynatype space
accessible under changes in chemotype is zero, i.e., lies on a lower-dimensional sub-
space. To develop a sensible definition of evolvability in such systems, we postulate
forces F in dynatype space (Figure 2.1) that reflect evolutionary pressures due to
changes in the environment, such that a change r in dynatype leads to a change
r · F in fitness. An organism’s evolvability is related to its capacity to respond to
external forces through appropriate mutations in chemotype.
For a given force F, the maximum fitness change among mutations of size δ in
chemotype space is given by:
ec(F,θ) =
√
FTJJTF δ (2.3)
which we call the chemotype evolvability distribution (see Appendix A). Refs. [6]
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and [33] generate ensembles of parameters (chemotypes) consistent with a given
dynatype for an EGF/NGF signaling pathway in PC12 cells, where the dynatype
is constrained to fit available experimental data. (The PC12 network is sloppy,
see Figure 2.3.) Each member of such an ensemble θα has a Jacobian Jα. As
in Ref. [82], which distinguishes between genotype and phenotype evolvability, we
can distinguish between the chemotype ec(F,θα) and dynatype
ed(F) = max
θα
ec(F,θα) (2.4)
evolvability distributions. The first gives the distribution of adaptive responses to
F of individual chemotypes in a population, while the second gives the optimal
response within the population. Figure 2.4 shows the chemotype and dynatype
evolvability distributions, generated using the PC12 ensemble of Ref. [33] and a
uniform distribution of force directions F in dynatype space. Within a popula-
tion sharing the same behavior, we find substantial variation of accessible behav-
ior changes, leading to a substantially larger population (dynatype) evolvability
than individual (chemotype) evolvability. This echoes the finding of Wagner that
phenotype evolvability is greater than genotype evolvability for RNA secondary
structures [82].
It is natural to define an overall evolvability as the root-mean-square average of
the evolvability distribution over a spherical distribution of environmental forces
F in dynatype space:
Ec(θα) =
√
〈(ec(F,θα)2〉F (2.5)
and correspondingly for the overall RMS dynatype evolvability. The inset to Fig-
ure 2.4 shows that the chemotype evolvability decreases as the chemotype robust-
ness increases, closely analogous to Wagner’s discovery that genotype evolvability
decreases as genotype robustness increases, except that his plot averages over phe-
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notypes while ours represents variation within a dynatype. Thus we reproduce
Wagner’s observation [82] that individual evolvability decreases with robustness
and that population evolvability is significantly larger than individual evolvabil-
ity.4
2.6 Conclusion
Our previous work aimed at developing predictive systems biology models in the
face of parametric uncertainty has led us to formulate a theory of sloppiness in
multiparameter models. The picture that emerges from this theory is of a highly
anisotropic neutral space in which variation in parameters (chemotypes) can leave
system behavior (dynatypes) unchanged. This picture is reminiscent in many
ways to the notion of neutral spaces and neutral networks that has been developed
to explore the robustness and evolvability of biological systems. We have been
motivated by those ideas to here reconsider sloppiness within that context, both
to highlight implications of sloppiness for the study of robustness and evolvability,
and to identify new methods for analyzing sloppy systems.
4Unfortunately, we cannot reproduce Wagner’s final conclusion (that phenotype evolvability
increases with phenotype robustness), since our ensemble (generated to match experimental
behavior) is confined to the single PC12 species (dynatype).
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CHAPTER 3
DISCONTINUITIES AT THE DNA SUPERCOILING TRANSITION
3.1 Abstract1
While slowly turning the ends of a single molecule of DNA at constant applied
force, a discontinuity was recently observed at the supercoiling transition, when
a small plectoneme is suddenly formed. This can be understood as an abrupt
transition into a state in which stretched and plectonemic DNA coexist. We argue
that there should be discontinuities in both the extension and the torque at the
transition, and provide experimental evidence for both. To predict the sizes of
these discontinuities and how they change with the overall length of DNA, we
organize a phenomenological theory for the coexisting plectonemic state in terms
of four parameters. We also test supercoiling theories, including our own elastic
rod simulation, finding discrepancies with experiment that can be understood in
terms of the four coexisting state parameters.
3.2 Introduction
A DNA molecule, when overtwisted, can form a plectoneme [71, 14] (inset of Fig-
ure 3.1), a twisted supercoil structure familiar from phone cords and water hoses,
which stores added turns (linking number) as ‘writhe.’ The plectoneme is not
formed when the twisted DNA goes unstable (as in water hoses [76]), but in
1 This chapter and the supplemental material in Appendix B has been published in Physical
Review E with coauthors Scott Forth, Maxim Y. Sheinin, Michelle D. Wang, and James P. Sethna
[16].
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equilibrium when the free energies cross — this was vividly illustrated by a re-
cent experiment [27] (Figure 3.2), which showed repeated transitions between the
straight “stretched state” (SS, described by the worm-like chain model [52]), and
a coexisting state (CS) of stretched DNA and plectoneme [50]. This transition,
in addition to being both appealing and biologically important, provides an un-
usual opportunity for testing continuum theories of coexisting states. Can we use
the well-established continuum theories of DNA elasticity to explain the newly
discovered [27] jumps in behavior at the transition?
The recent experiment measures the extension (end-to-end distance) and torque
of a single molecule of DNA held at constant force as it is slowly twisted [27]. A
straightforward numerical implementation of the elastic rod model [23, 49, 60]
for DNA in these conditions (with fluctuations incorporated via entropic repul-
sion [49]) leads to two quantitative predictions that are at variance with the exper-
iment. First, the experiment showed a jump ∆z in the extension as the plectoneme
formed (Figure 3.1) that appeared unchanged for each applied force as the overall
DNA length was varied from 2.2 kbp to 4.2 kbp, whereas the simulation showed
a significant increase in ∆z at the longer DNA length. Second, no discontinuity
was observed in the (directly measured) filtered torque data (Figure 3.1), yet the
simulation predicted a small jump.
Simulation is not understanding. Here we analyze the system theoretically,
focusing on the physical causes of the behavior at the transition. We use as our
framework Marko’s two-phase coexistence model [50, 51], which we generalize to in-
corporate extra terms that represent the interfacial energy between the plectoneme
and straight regions of the DNA. We show that any model of the supercoiling
transition in this parameter regime can be summarized by four force-dependent
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parameters. After extracting these parameters directly from the experiments, we
use them to predict the torque jump (which we then measure) and to explain why
the extension jump appears length independent. Finally, we use our formulation to
test various models of plectonemes, finding discrepancies mainly at small applied
force.
The transition occurs at the critical linking number K∗ when the two states
have the same free energy F , where F is defined by the ensemble with constant
applied force and linking number. We therefore need models for the free energy F
and extension z of the SS and CS.
3.3 Free energy of stretched state
The properties of stretched, unsupercoiled DNA are well-established. At small
enough forces and torques that avoid both melting and supercoiling, DNA acts as
a torsional spring with twist elastic constant C [50]:2 FSS(K,L) = C2
(
2piK
L
)2
L −
FeffL, where K is the added linking number, L is the overall (basepair) length of
DNA, the effective force Feff = F − kT
√
F/B [50] (see Appendix B), F is the
force applied to the ends of the DNA, B = 43± 3 nm×kT is the DNA’s bending
elastic constant, C = 89 ± 3 nm×kT , and the thermal energy kT = 4.09 pN nm
for this experiment (at 23.5◦C). Differentiating with respect to K gives the torque:
τSS =
1
2pi
dFSS
dK
= 2piCK
L
. The extension of unsupercoiled DNA is shortened by
thermal fluctuations, and in the relevant force regime is approximately given by
2 As described in Ref. [55] (see also Appendix B), C is renormalized to a smaller value by
bending fluctuations. We use C calculated from the torque measured in the experiment, which
gives its renormalized value.
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Figure 3.1: Extension and torque vs. linking number. Extension and torque
as a function of linking number K, for L = 2.2 kbp at F = 2 pN. Black lines
show data from Ref. [27], smoothed using a “boxcar” average of nearby points.
The green (gray) lines show worm-like chain (WLC) predictions below the tran-
sition [in the unsupercoiled “stretched” state (SS)], and fits to the data after the
transition [in the “coexisting” state (CS)], linear for the extension and constant
for the torque. The size of the torque jump, not visible in the smoothed data, is
implied by the coexisting torque τ , the CS fit, and the transition linking number
K∗ in the extension data. Inset: Simulated DNA showing the CS of a plectoneme
and straight DNA, ignoring thermal fluctuations. The ends are held with fixed
orientation and pulled with a constant force F , here 2 pN.
28
89
K
560
580
600
620
640
660
Ex
te
ns
io
n 
(n
m
)
0 5 10 15 20
Time (s)
0
10
20
30
40
50
To
rq
ue
 (p
N
 n
m
)
80 nm
3 pN nm
(b)
(a)
(c)
Figure 3.2: Direct measurement of torque jump. Directly measuring the
torque jump by observing thermal hopping, for the same conditions as Figure 3.1.
As linking number K is slowly increased near K∗, thermal fluctuations induce
hopping between states with (CS) and without (SS) a plectoneme. Averaging over
these two states gives a direct way of measuring the torque jump: analogously to
a lock-in amplifier, we set a threshold in the extension signal to separately average
the SS [black] and CS [red (gray)] data near the transition. Using multiple traces,
we find an average torque jump of ∆τ = 2.9±0.7 pN nm for L = 2.2 kbp at F = 2
pN. Additionally, this value of ∆τ implies (see text) that the transition should
happen over a range of linking number K (a) of about 0.9 turns, as it does.
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zSS = ξ(τSS)L, where [54]
ξ(τ) = 1− 1
2
[
BF
(kT )2
−
( τ
2kT
)2
− 1
32
]−1/2
. (3.1)
3.4 Scaling of coexisting state free energy and extension
Since supercoiling theories must include contact forces, they are less amenable to
traditional theoretical methods. Even so, many theories have been successful in
predicting properties of the CS; such methods have included detailed Monte Carlo
simulations [79], descriptions of the plectoneme as a simple helix [49, 60, 12], and
a more phenomenological approach [50]. However, none of these theories has yet
been used to predict discontinuities at the SS–CS transition. Here we connect the
free energy and extension predictions from any given model to the corresponding
predictions for discontinuities at the transition.
We will use the framework of two-phase coexistence adopted by Marko [50, 51]
to describe the CS as consisting of two phases, each with constant free energy
and extension per unit length of DNA.3 Since phase coexistence leads to a linear
dependence on K of the fraction of plectonemic DNA (keeping the torque fixed), in
this model both FCS and zCS are linear functions of added linking number K and
length L (just as the free energy of an ice-water mixture is linear in the total energy,
and the temperature remains fixed, as the ice melts). This linearity, along with the
known properties of the SS, allows us to write FCS and zCS as (see Appendix B)
FCS(K,L) = F0 + 2piτK −
(
τ 2
2C
+ Feff
)
L; (3.2)
zCS(K,L) = −z0 − qK +
(
ξ(τ) +
τ
2piC
q
)
L, (3.3)
3 The language of phase coexistence is approximate in that the finite barrier to nucleation in
one-dimensional systems precludes a true (sharp) phase transition.
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where q is the slope of extension versus linking number and τ is the CS torque.
That is, FCS and zCS are specified by four force-dependent values: their slopes
with respect to K (τ and q), which describe how the plectonemic phase coexists
with the stretched phase; and K = L = 0 offsets (F0 and z0), which describe the
extra free energy and extension necessary to form the interface between the phases
— the end loop and tails of the plectoneme.
The experimental observables can then be written in terms of these four values.
Easiest are τ and q, which are directly measured. Next, the linking number K∗
at the transition is found by equating the CS free energy with that of the SS:
FCS(K∗, L) = FSS(K∗, L) implies
K∗ =
L
2piC
(τ +∆τ),with ∆τ =
√
2C
L
F0, (3.4)
where ∆τ is the jump in the torque at the transition. Lastly, inserting K∗ from
Eq. (3.4) into Eq. (3.3), we find the change in extension at the transition:
∆z = z0 + q
√
LF0
2pi2C
− L
(
ξ(τ)− ξ(τ +
√
2CF0/L)
)
. (3.5)
To additionally include entropic effects, we can write F0 = µ− TS, where µ is
the energy cost for the end-loop and tails, and S is the entropy coming from fluc-
tuations in the location, length, and linking number of the plectoneme. Using an
initial calculation of S that includes these effects (in preparation; see Appendix B),
we find that S varies logarithmically with L, and that setting S = 0 is a good ap-
proximation except when L changes by large factors.
Given experimental data (τ , q, K∗, and ∆z), we can solve for the four CS
parameters. The results from Ref. [27] are shown as circles in Figure 3.3 for the
two overall DNA lengths tested. If we assume that the DNA is homogeneous,
we expect the results to be independent of L (except for a logarithmic entropic
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F(d)
(c)(a)
(b)
Figure 3.3: Coexisting state parameters vs. applied force. The four param-
eters describing the CS (coexisting torque τ , extension versus linking number slope
q, and the extra free energy F0 and extension z0 necessary to form the end loop
and tails of the plectoneme), as a function of applied force. The circles show values
calculated from experimental data taken at two different overall DNA lengths L.
Model predictions for our simulation4 and Marko’s model [50] are shown as solid
and dashed lines, respectively (using S = 0 for F0 predictions). The circular end-
loop model uses average τ and q values from the experiment to predict F0 and z0,
shown as dotted lines.
correction to F0 that would reduce it at the longer L by about kT log 2 ≈ 5 pN nm;
see Appendix B). We do expect F0 and z0 to be sensitive to the local properties of
the DNA in the end-loop of the plectoneme, so we suspect that the difference in z0
between the two measured lengths could be due to sequence dependence. With this
data, we can also predict the length-dependence of the discontinuities, as shown in
Figure 3.4 (left). Here we included entropic corrections to F0 (see Appendix B),
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Figure 3.4: Length- and force-dependence of discontinuities. (a,b) Pre-
dicted length-dependence of the extension and torque jumps at F = 2 pN. Us-
ing the CS parameters extracted from the experiment at two different lengths,
Eqs. (3.4) and (3.5) predict the L-dependence of ∆z and ∆τ . The circles show
experimentally-measured values [with the torque jump here calculated from K∗
using Eq. (3.4)]. Without entropic corrections to F0 (S = 0; dot-dashed lines)
∆z depends noticeably on L, but including an initial estimate of S (solid lines)
shows that entropic effects can significantly reduce this length-dependence. (c,d)
Force-dependence of the extension and torque jumps, and predictions from two
models. Disagreements with experimental data can be understood in terms of the
four CS parameters in Figure 3.3. Also plotted as a diamond is ∆τ measured using
the direct method depicted in Figure 3.2.
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and we find that entropic effects significantly decrease the length-dependence of
the extension jump.
Note that here we are solving for the experimental size of the torque jump
using the observed K∗ and τ in Eq. (3.4). We also find direct evidence of ∆τ
in the data by averaging over the torque separately in the SS and CS near the
transition (Figure 3.2). With data taken at F = 2 pN and L = 2.2 kbp, we find
∆τ = 2.9±0.7 pN nm, in good agreement with the prediction fromK∗ (3.9±2.6 pN
nm; see Figure 3.4). We can also predict the width of the range of linking numbers
around K∗ in which hopping between the two states is likely (where |∆F| < kT ):
expanding to first order in K −K∗ gives a width of 2kT/(pi∆τ). This predicts a
transition region width of about 0.9 turns for the conditions in Figure 3.2, agreeing
well with the data.
3.5 Model predictions
We can now use various plectoneme models to calculate the four CS parameters,
which in turn give predictions for the experimental observables. The results are
shown as lines in Figure 3.3 and Figure 3.4 (right). As we expect entropic correc-
tions to be small (changing F0 by at most about 5 pN nm), we set S = 0 for these
comparisons.
First, we test Marko’s phase coexistence model [50]. The plectoneme is modeled
as a phase with zero extension and an effective twist stiffness P < C. Shown as
dashed lines in Figure 3.3, the Marko model predicts the coexisting torque and
extension slope well, with P as the only fit parameter (we use P = 26 nm).
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However, the Marko model (and any model that includes only terms in the free
energy proportional to L) produces F0 = 0 and z0 = 0.
In order to have a discontinuous transition, we must include the effects of
the end loop and tails of the plectoneme. The simplest model assumes that the
coexistence of stretched and plectonemic DNA requires one additional circular loop
of DNA. Minimizing the total free energy for this circular end-loop model gives
F0 = 2pi
√
2BFeff − 2piτWrloop; (3.6)
z0 = 2piξ(τ)
√
B/(2Feff)− qWrloop, (3.7)
where Wrloop is the writhe taken up by the loop. For a perfect circle, Wrloop = 1,
and Wrloop < 1 for a loop with two ends not at the same location. We chose
Wrloop = 0.8 as a reasonable best fit to the data. Using the experimentally mea-
sured τ and q, the predictions are shown as solid lines in Figure 3.3 and Figure 3.4;
F0 is fit fairly well, but z0 is underestimated, especially at small applied forces.
In an attempt to more accurately model the shape of the plectoneme, we use
an explicit simulation of an elastic rod, with elastic constants set to the known
values for DNA. We must also include repulsion between nearby segments to keep
the rod from passing through itself. Physically, this repulsion has two causes:
screened Coulomb interaction of the charged strands and the loss of entropy due
to limited fluctuations in the plectoneme. We use the repulsion free energy derived
for the helical part of a plectoneme in Ref. [49], modified to a pairwise potential
form (see Appendix B). We find that the simulation does form plectonemes (inset
of Figure 3.1), and we can extract the four CS parameters, shown as solid lines in
Figure 3.3.4 Since F0 and z0 are nonzero, we find discontinuities in the extension
and torque at the transition; their magnitudes are plotted in Figure 3.4.
4 We have also explored increasing the entropic repulsion by a constant factor of up to 3.
Though this does bring the torques closer to the experiment, the only other significant change is
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3.6 Conclusion
Both the circular loop model and the simulation produce torque and extension
jumps of the correct magnitude, but in both cases ∆z has an incorrect dependence
on force and too much dependence on length. Our approach provides intuition
about the causes of the discrepancies by singling out the four values (connected to
different physical effects) that combine to produce the observed behavior. Specifi-
cally, we can better understand why the models’ predictions are length-dependent:
as displayed in Figure 3.4 (top left), the negligible length-dependence observed
in experiment5 is caused by a subtle cancellation of a positive length-dependence
[smaller than either model, and described by Eq. (3.5)] combined with a nega-
tive contribution coming from entropic effects. One would expect, then, that any
plectoneme model (even one that explicitly includes entropic fluctuations) might
easily miss this cancellation. In general, without this intuition, it is difficult to
know where to start in improving the DNA models.
The largest uniform discrepancy happens at small applied forces, where both
models underestimate z0,
6 leading to an underestimate of ∆z. We have examined
various effects that could alter z0, but none have caused better agreement (see
also Appendix B). Adding to the circular end-loop model softening or kinking [21]
at the plectoneme tip, or entropic terms from DNA cyclization theories [68, 61],
uniformly decreases z0. Increasing B in Eq. (3.6) by a factor of four (perhaps due
to sequence dependence) does raise z0 into the correct range, but it also raises F0
from Eq. (3.7) to values well outside the experimental ranges. Finally, z0 would
a decrease in F0 (data not shown) — specifically, this does not change the discussed discrepancies
between the simulation and experiment.
5 After the publication of this chapter, a different experimental group has measured a length-
dependence of the extension jump consistent with our results [8].
6 Though the 4.2 kbp z0 data alone would be arguably consistent with the model predictions,
the 2.2 kbp data highlights the discrepancy at small applied forces.
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be increased if multiple plectonemes form at the transition, but we find that the
measured values of F0 are too large to allow for more than one plectoneme in this
experiment.
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CHAPTER 4
NUCLEATION AT THE DNA SUPERCOILING TRANSITION
4.1 Introduction
As we have seen (Figure 3.2), holding DNA at the constant force, constant linking
number supercoiling transition reveals two metastable states, with and without a
plectoneme; these states are separated by a free energy barrier that is low enough
to allow thermal fluctuations to populate the two states, but high enough that
the characteristic rate of hopping is only about 10 Hz. Two experimental groups,
using different methods to manipulate the DNA (one, an optical trap [27]; the
other, magnetic tweezers [8]), have observed this nucleation at the transition and
reported similar qualitative and quantitative results.
Reaction-rate theory predicts a rate of hopping related to the energy barrier
between the two states. We perform a full calculation of the prefactor, including
hydrodynamics, entropic factors, and sequence-dependent intrinsic bend disorder,
to find which effects may contribute to this slow rate. We calculate a rate of order
104 Hz, about 1000 times faster than measured experimentally. The discrepancy
can be attributed to a slow timescale governing the dynamics of the measurement
apparatus. The experiments measure the extension by monitoring the position of
a large bead connected to one end of the DNA, and its dynamics are much slower
than that of the DNA strand — thus the bead hopping rate that the experiments
measure is much slower than the plectoneme nucleation hopping rate that we
calculate. We provide predictions for experimental conditions that could slow the
plectoneme nucleation rate enough that the bead dynamics is unimportant, such
that the bead motion would reveal the dynamic characteristics of the DNA itself.
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Figure 4.1: The double-well. A schematic one-dimensional representation of the
two metastable states and the saddle point that separates them.
4.2 Nucleation rate calculation
4.2.1 Saddle point energetics
To understand the dynamics of nucleation, we must first find the saddle point
DNA configuration that serves as the barrier between the stretched state and the
plectonemic state. We will use the same elastic rod model for DNA as described
in Chapter 3 [16]. For this model, without any repulsive interactions to stabilize
plectonemes, Fain and coworkers used variational techniques to characterize the
extrema of the elastic energy functional;1 this revealed a “soliton-like excitation” as
the lowest-energy solution with nonzero writhe [23]. They found that the soliton
solution’s energy differed from that of the straight state by a finite amount in
the infinite-length limit. This soliton state, depicted at the top of the barrier in
Figure 4.1, is the one we identify as the saddle configuration.
The shape of the saddle configuration is controlled by the bend and twist elastic
1 They take the infinite length limit, using fixed linking number and force boundary conditions.
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constants B and C, as well as the torque τ and force F applied as boundary
conditions. Defining the lengths
a ≡
√
B
F
(4.1)
b ≡ 2B
τ
(4.2)
` ≡ (a−2 − b−2)−1/2, (4.3)
we can write the Euler angles characterizing the saddle configuration as [23]
cos θ(s) = 1− 2
(a
`
)2 [
1− tanh2
(s
`
)]
φ(s) = +
s
b
+ tan−1
[
b
`
tanh
(s
`
)]
(4.4)
ψ(s) =
s
C/τ
− s
b
+ tan−1
[
b
`
tanh
(s
`
)]
,
where s is arclength along the DNA backbone.
For the experiments in which we are interested, L/` 1 (the soliton “bump”
is much smaller than the length of the DNA), such that we can safely remove
the soliton from the infinite length solution and still have the correct boundary
conditions: θ = 0 at the ends of the DNA, such that the tangent vector tˆ points
along the z axis. In this case, the linking number in the saddle state is given by
[23]
Ks =
1
2pi
[φ(L/2)− φ(−L/2) + ψ(L/2)− ψ(−L/2)]
=
τL
2piC
+Ws(τ), (4.5)
where we have separated the linking number into twist (the first term) and writhe:
Ws(τ) =
2
pi
tan−1
[
b
`
tanh
(
L
2`
)]
. (4.6)
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To find the saddle configuration’s torque at the supercoiling transition,2 we nu-
merically solve Eq. (4.5) for τ using the experimentally observed critical linking
number K∗s .
3
The energy barrier ∆E is the difference in elastic energy between the saddle
and straight states at the same linking number Ks. We find
4
∆E =
8B
`
tanh
(
L
2`
)
− 2piWs
(
τ +
piC
L
Ws
)
. (4.7)
Inserting the experimental values listed in Table 4.1 into Eq. (4.7), we calculate
an energy barrier
∆E = 6 kT. (4.8)
This barrier would seem surprisingly small considering that typical atomic rates
are on the order of 1013 Hz: a simple estimate would give 1013e−6 = 1010 Hz for the
hopping rate. The next sections present a more careful calculation, which shows
that the timescale for motion over the barrier is in fact many orders of magnitude
smaller due to the larger length scales involved (and even smaller when we calculate
the bead hopping rate), but also that the entropy from multiple available nucleation
sites significantly lowers the barrier.
4.2.2 Transition state theory: the basic idea
When, as in our case, the energy barrier is much larger than the thermal energy
kT , the rate of nucleation is suppressed by the Arrhenius factor exp (−∆E/kT ).
2 Note that this is not the same as the torque before or after the transition.
3 We could alternatively use K∗s = 8.1 from our theory in Chapter 3, but finding the transition
involves the complications of the full plectonemic state, including entropic repulsion, that are less
well-understood than the elastic properties. Using this alternative K∗s increases ∆E by about
1 kT , which does not significantly alter our conclusions.
4 Taking L→∞, this agrees with Eq. (19) of Ref. [23] if their F/L is replaced by √2FB.
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Table 4.1: Parameter values for nucleation rate calculation.
Symbol Description Value
B bend elastic constant (43 nm) kT [27]
C twist elastic constant (89 nm) kT [27]
F applied force 1.96 pN [27]
kT thermal energy at 23.5◦C 4.09 pN nm
L basepair length of DNA strand 740 nm [27]
K∗s critical linking number 8.7 [27]
τ saddle point torque [Eq. (4.5)]5 25 pN nm
` soliton length scale [Eq. (4.3)]5 13 nm
R bead radius 250 nm
η viscosity of water at 23.5◦C 9.22× 10−10 pN s / nm2
N number of segments 740
d length of segment 1 nm
rD DNA hydrodynamic radius 1.2 nm
ζ translation viscosity coeff. [Eq. (4.13)] 1.54× 10−9 pN s / nm2
λ rotation viscosity coeff. [Eq. (4.14)] 1.67× 10−8 pN s
Going beyond this temperature dependence to an estimate of the full rate, how-
ever, requires a more detailed calculation. We will follow the prescription from
Kramers’ spatial-diffusion-limited reaction-rate theory [34] to calculate the rate of
hopping. The requirements are that (1) the timescales involved in motion within
the two metastable wells are much faster than the timescale of hopping, and (2)
(for Kramers’ “spatial-diffusion-limited” theory) the system is overdamped, in the
sense that the ratio of damping strength to the rate of undamped motion over the
barrier top is large. We check that these requirements are met, apart from the
5 These values have been calculated using Bm = B, that is, for disorder D = 0. See Eq. (4.29).
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slow dynamics of the measurement apparatus (the bead), after the calculation in
Section 4.2.4.
Under these conditions, Kramers’ reaction-rate theory tells us that the rate of
hopping over the barrier is controlled only by the rate of motion through the “nar-
row pass” at the top of the barrier, since it is much slower than any other timescale
in the system. This means that the hopping rate should be the characteristic rate
of motion across the barrier top times the probability of finding the system near
the barrier top, which, in terms of the curvature in the unstable direction away
from the saddle point, we can write schematically as
khopping = (Characteristic rate of motion at barrier top) (Prob. of being at top)
(4.9)
=
(
Energy curvature
Damping
)
(Prob. of being at top). (4.10)
In our case, there is one added subtlety: the measurement of the extension is
only an indirect readout of the configurational state of the DNA. The extension
is a measure of the position of a large bead connected to one end of the DNA
strand — if the bead has much slower dynamics than the DNA, then it will set the
characteristic rate of motion in Eq. (4.9). In Section 4.3.4, we will find that this is
the case for the experimental numbers we use. Therefore, the rate we will calculate
is a plectoneme nucleation hopping rate that is not the same as the (slower) bead
hopping rate. We will find also that future experiments may be able to measure
the underlying plectoneme nucleation hopping rate by testing regimes where the
bead hopping rate is not limited by the bead dynamics.
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4.2.3 Dynamics of DNA in water: the diffusion tensor
To find the rate of motion over the barrier top, we need to know the microscopic
dynamics. We will be treating the DNA strand as a series of cylindrical segments,
parametrized by the Cartesian coordinates (xn, yn, zn) of one end of each segment
plus the Euler angle ψn that controls local twist (see section 5.3.2 for a discussion
about the choice of coordinates). Assuming overdamped motion such that we can
neglect inertial terms, we will write the equations of motion in the form [with
~rn = (xn, yn, zn, ψn), i, j labeling coordinates, and m,n labeling segments] [34]
drmi
dt
= −Mmi,nj dE
drnj
; (4.11)
M is the diffusion tensor, which transforms forces to velocities.
The simplest diffusion tensor produces motion proportional to the local forces,
making it diagonal in segment number n and coordinate i:
Mdiagonalmi,nj =

1
dζ
δmn δij for i, j ∈ {x, y, z}
1
dλ
δmn for i = j = ψ
(4.12)
The viscous diffusion constants are set so they reproduce the known diffusion
constant for a straight cylinder of length B/kT (the bending persistence length)
and radius rD = 1.2 nm: [2, 13]
ζ =
2piη
ln (B/(kT rD))
(4.13)
λ = 2piη r2D, (4.14)
where the viscosity of water η = 9.22× 10−10 pN s/nm2 at the experimental tem-
perature of 23.5◦ C.
It is important to note that the DNA in this experiment is attached to a large
bead (with radius R ≈ 250 nm) that must also be pulled through the water during
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the transition.6 We take this into account by setting the translational diffusion
constant for the final segment in the chain according to Stokes’ Law:
MNi,Nj = δij/(6piηR) for i, j ∈ {x, y, z}. (4.15)
Hydrodynamic effects may also be important, which introduce interactions be-
tween segments: as segments move, they change the velocity of the water around
them, and this change propagates to change the viscous force felt by other nearby
segments. Following Ref. [41], we incorporate hydrodynamic effects by using a
Rotne-Prager tensor for the translational diffusion, modeling the strand as a string
of beads:7
MRotne−Pragermi,nj =

D0
3a
4rmn
[
δij +
rmn,irmn,j
r2mn
+ 2a
2
3r2mn
(
δij − 3 rmn,irmn,jr2mn
)]
for rmn ≥ 2a, m 6= n
D0
[(
1− 9
32
rmn
a
)
δij +
3
32
rmn,irmn,j
a rmn
]
for rmn ≤ 2a, m 6= n
D0 δij for m = n
(4.16)
for i, j ∈ {x, y, z}, where D0 = (6piηa)−1 and a is an effective bead radius chosen
such that a straight configuration of Kuhn length LK = 2B/kT (with a number of
beads L/LK) has the same total diffusion constant as a cylinder of length L and
radius rD (see [41]). With the parameters in Table 4.1, we use a = 0.98 nm.
6 It is also known that the presence of a surface (the glass plate to which the DNA is attached)
leads to an enhanced hydrodynamic diffusion on the bead that depends on the distance z from
the surface; for motion perpendicular to the surface [14], ζeff = ζ[1+R/z+R/(2R+6z)]. For our
typical z and R, this increases ζ for the bead by a factor of about 1.6, which does not significantly
change our conclusions, so we choose not to include this correction.
7 The Rotne-Prager tensor (also known as the Rotne-Prager-Yamakawa tensor [20]) is a reg-
ularized version of the Kirkwood-Riseman diffusion tensor (also known as the Oseen-Burgers
tensor [20]) that is modified at short distances such that it becomes positive definite, producing
stable dynamics [64].
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4.2.4 Transition state theory: full calculation
In the full multidimensional space inhabited by our model, the saddle configuration
will have a single unstable direction that locally defines the “reaction coordinate”
depicted in Figure 4.1. The direction of the unstable mode can be found nu-
merically by locally solving the equations of motion Eq. (4.11). First, the local
quadratic approximation to the energy is provided by the Hessian
Hmi,nj =
d2E
drmidrnj
, (4.17)
where the derivatives are taken with respect to the unitless variables ~r =
x/`0, y/`0, z/`0, ψ (where `0 is an arbitrary length scale;
8 see also section 5.3.2).
Inserting the quadratic form defined by H at the saddle point into Eq. (4.11), we
then diagonalize the matrix MHsaddle to find the dynamical normal modes of the
system; the single mode u with a negative eigenvalue −λb is the unstable mode at
the top of the barrier:
Mli,mjH
saddle
mj,nk unk = −λb uli, (4.18)
and λb defines the characteristic rate of Eq. (4.10). We can check that we have
found the correct saddle configuration and unstable mode u by perturbing forward
and backward along u and numerically integrating the dynamics of Eq. (4.11) —
one case should end in the straight state well and the other in the plectonemic state
well. This generates the transition path connecting the two wells, as illustrated in
Figure 4.2.
To find the probability of being near the top of the barrier in the multidi-
8 Choosing these units for our variables makes the path integral partition function unitless:
Z =
∫ ∏
n
dxndyndzndψn
l30
e−E({x,y,z,ψ})/kT .
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Figure 4.2: Snapshots along the transition path. After perturbing the saddle
state along the unstable direction u (bottom left and top right snapshots), we
integrate the equations of motion in Eq. (4.11) to follow the unstable dynamics
into the two metastable wells. Here, we use Rotne-Prager dynamics with D = 0,
the timestep between frames is 1.5× 10−6 s, and other parameters are as given in
Table 4.1.
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mensional case, we need to know not only the energy barrier ∆E, but also the
entropic factors coming from the amounts of constraint in the other directions in
phase space,9 which are controlled by the remaining eigenvalues of Hsaddle and the
Hessian Hstraight of the straight state. The full result from spatial-diffusion limited
multidimensional transition state theory is (to lowest order in kT ) [34]
khopping =
λb
2pi
√
detHstraight/(2pikT )
| detHsaddle/(2pikT )|e
−∆E/kT ; (4.19)
or, in terms of the eigenvalues of each Hessian,
khopping =
λb
2pi
√√√√∏4(N−2)i=1 λstraighti /(2pikT )
|∏4(N−2)i=1 λsaddlei /(2pikT )|e−∆E/kT . (4.20)
These are correct if each eigenvalue is sufficiently large such that the local quadratic
form is a good approximation where E . kT .
In our case, we must deal separately with the two zero modes due to invariance
with respect to location ss and rotation angle ρs of the saddle configuration’s bump.
Extracting these directions from the saddle integral, we have
khopping =
λb
2pi
(∫
JsJρ
dss
`0
dρs
)√√√√∏4(N−2)i=1 λstraighti /(2pikT )
|∏4(N−2)i=3 λsaddlei /(2pikT )|e−∆E/kT
=
λb
2pi
(
2pi
L
`0
JsJρ
)
1
2pikT
√
detHstraight
| det′Hsaddle|e
−∆E/kT , (4.21)
where the Jacobians Js = |d~rs/dss| and Jρ = |d~rs/dρs|, and det′ represents the
determinant without the two zero modes (but including the unstable mode).
Numerically, Js and Jρ are calculated using the known forms for derivatives
of the saddle point’s Euler angles αs [Eqs. (4.4)] with respect to ss and ρs:
Js = |[JT (~rs)]−1d~αs/dss| and Jρ = |[JT (~rs)]−1d~αs/dρs|, where J is defined in
Eq. (5.29).
9 The rate will be slower if the system must traverse a more narrow “pass” at the saddle
point.
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We can now check that we meet the requirements for using Kramers’ theory
set out in Section 4.2.2. First, we check condition (1) by looking at the smallest
nonnegative eigenvalues of MH. The slowest mode is transverse motion with
wavelength 2L, and since the bead has much higher viscosity than the rest of
the DNA chain, it sets the damping for this motion; this produces a frequency
F/(6piηRL) ≈ 600 Hz. The other modes all have frequencies of order 104 Hz or
faster. We will find that the calculated Kramers rate of hopping lies between these
two timescales — this means that, while the bead motion is too slow to follow
the fast hopping, Kramers’ theory should correctly give the intrinsic plectoneme
nucleation hopping rate for a fixed bead position. We can check (2) by comparing
the characteristic rate for undamped barrier motion to the characteristic damping
rate. In the spirit of Section 4.3.2, we are dealing with a portion of DNA of length
`B, such that it has a mass µ`B, where µ = 3.3 × 10−21 g/nm is the linear mass
density of DNA [56], and the energy curvature at the barrier top is on the order
of pi4B/`3B. Then the damping coefficient is ζ/µ = 5 × 1011 s−1, and the rate for
undamped barrier motion is
√
(pi4B/`3B)/(µ`B) = 4 × 108 s−1. Since the ratio of
these values is much greater than one, we are firmly in the overdamped regime,
and Kramers’ rate theory applies [34].
4.3 Initial results and order of magnitude checks
4.3.1 Initial results
We calculate the rate in Eq. (4.21) using numerical methods described in Chapter 5.
We will quote the results of the calculation by looking individually at the factors
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that contribute to the rate. Writing the rate in various simple forms,
khopping =
λb
2pi
e−∆E/kT+S/k (4.22)
=
λb
2pi
e−∆F/kT ; (4.23)
S encapsulates the entropic factors coming from fluctuations in the straight and
saddle configurations, and the effective free energy barrier ∆F = ∆E−TS provides
the relative probability of being near the top of the saddle [34].
For the experimental parameters in Table 4.1, using Rotne-Prager dynam-
ics,10 we find λb/2pi = 4.0 × 104 Hz, ∆E/kT = 5.5, and S/k = 5.8, such that
∆F/kT = − 0.3. There are two surprises here: (1) the characteristic rate of
motion over the barrier is very slow compared to typical atomic timescales, and
(2) the entropic factors are so large that they completely erase the energy barrier.
We consider these issues in more detail in the next three sections.
4.3.2 Order of magnitude estimates of the dynamical pref-
actor
Motion of atomic object subject to atomic forces
Typically, rates for atomic scale systems have prefactors on the order of 1013 Hz,
which with an energy barrier of size 6 kT would give an answer 109 times too fast.
Indeed, inserting typical atomic length scales (A˚) and energy scales (eV) into the
simple rate equation Eq. (4.10), and using Stokes’ law for an angstrom sized bead in
10 Using Mdiagonal [Eq. (4.12)] produces a comparable unstable mode rate of λb/2pi = 5.6 ×
104 Hz. We use the more physical MRotne−Prager [Eq. (4.16)] here and in all further calculations.
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water, the energy curvature is 1 eV/A˚2, and the damping is 6piηra = 10
−13 eV s/A˚2,
producing a dynamical prefactor of 1013 Hz.
Motion of elastic rod in viscous fluid
Why, then, is our dynamical prefactor of order 104 − 105 Hz? It turns out that
the relevant length and energy scales for the DNA supercoiling transition are not
atomic. For the saddle state, we are dealing with length scales on the order of tens
of nanometers (much larger than single atoms), and energy scales related to the
elastic constants (B/` ≈ 10 pN nm < 0.1 eV).
To arrive at a better estimate, we can approximate the saddle energetics from
bending energies only. Consider approximating the saddle state as a straight con-
figuration with a single planar sinusoidal bump of length `B and amplitude A. Since
the elastic bending energy is EB =
B
2
∫
( dt
ds
)2ds, where the relevant component of
the tangent vector is in this case t = Akt cos (kts) for wavenumber kt = pi/`B,
the total bending energy for the bump is EB =
B`B
2
k4tA
2 = pi
4B
`3B
A2
2
; this leads to
an energy curvature with respect to amplitude of d2EB/dA
2 = pi
4B
`3B
. The viscous
damping coefficient corresponding to a rod of radius rD and length `B moving
sideways through water is `Bζ, with ζ given by Eq. (4.13). Putting this together,
our back-of-the-envelope estimate for the prefactor is [see Eq. (4.10)]
Energy curvature
Damping
∼ pi
4B
`4Bζ
. (4.24)
We see that the prefactor is strongly dependent on the length scale `B of the
bending of DNA in the unstable mode motion. This length scale should be related
to the length ` ∼ 10 nm, defined in Eq. (4.3), characterizing the shape of the saddle
configuration. As shown in Figure 4.3, we can check the amount of DNA involved
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Figure 4.3: Unstable mode at top of barrier. (top) The four components of
the unstable mode eigenvector as a function of arclength s along the DNA strand.
(bottom) Plot of dr =
√
dx2 + dy2 + dz2; the peaks show the locations where the
(Cartesian) motion of the DNA is greatest when traversing the barrier. Note that
the width of the peak is about 75 nm — inserting this length scale into Eq. (4.24)
produces a prefactor ∼ 105 Hz.
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in the unstable mode motion by looking at the unstable mode eigenvector. This
reveals that a better estimate for `B is in fact 75 nm; inserting this into Eq. (4.24)
gives a prefactor ∼ 105 Hz, agreeing with the order of magnitude found in the full
calculation. This simple calculation shows, then, how the 8 orders of magnitude
separating the atomic scale rates from that of our full DNA calculation arise from
the smaller energy scales and larger length scales involved.
4.3.3 Understanding the entropic factor
We calculate an entropy S that entirely cancels the energy barrier ∆E. What sets
the size of S? Comparing Eq. (4.21) and Eq. (4.22), we see that the entropic factor
e(S/k) =
(
2pi
L
`0
JsJρ
)
1
2pikT
√
detHstraight
| det′Hsaddle| . (4.25)
This factor comes from comparing the size of fluctuations in the normal modes of
the straight and saddle states. We expect that most of the modes will be similarly
constrained in the two states, except for the two zero modes that appear in the
saddle state. These zero modes create a family of equivalent saddle points at
different locations and rotations along the DNA, each of which contributes to the
final rate. Imagining counting the number of equivalent saddle points along 2pi
radians in ρ and L nanometers in s, we can write the entropic factor in the form
e(S/k) =
2pi
ρ0
L
s0
, (4.26)
where ρ0 and s0 define how far one must move the soliton bump along ρ and s to
get to an independent saddle point.11 We expect that ρ0 should be about pi radians
(giving two independent saddle points at each s), and s0 should be of the order of
11 Planck’s constant plays an analogous role in quantum statistical mechanics. Also, we define
similar quantities L0 and K0 in Section B.5.
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the length scale of the soliton, ` ≈ 10 nm, producing ρ0s0 ∼ 30 nm. And indeed,
using S/k = 5.8 found in the full calculation, Eq. (4.26) gives ρ0s0 = 14 nm. Thus
the size of the entropic factor makes sense: it is large because there are many
equivalent locations along the DNA where the plectoneme can form.
4.3.4 Estimates of the free energy barrier and bead dy-
namics
The effective free energy barrier in our calculation is reduced to near zero. This is
due to the entropic factor, which favors the saddle state due to the location and
rotation zero modes.12 With a free energy barrier this small, though, plectonemes
would form spontaneously even at zero temperature, and with no barrier to nucle-
ation, no bistability would be observed — indeed, this would violate our original
assumptions necessary for the use of transition state theory itself. However, the
fact that bistability is observed in experiment [27, 8] assures us that the effective
free energy barrier is in reality nonzero; furthermore, the degree of bistability can
give us a reasonable bound on the size of the barrier.
Two separate experimental groups have directly measured the distribution of
extensions observed for many seconds near the supercoiling transition; one such
histogram [27, 16] is shown in the top of Figure 4.4, and the distributions mea-
sured by the other group [8] appear remarkably similar. Taking the logarithm of
this probability density produces an effective free energy landscape, shown in the
bottom of Figure 4.4.
To compare the free energy barrier apparent from the extension data to the one
12 In the infinite length limit, entropy will always win, smearing out the transition.
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Figure 4.4: Bound on free energy barrier from experimental extension
distribution. (top) A histogram of measured extensions near the supercoiling
transition, for F = 2 pN, L = 2.2 kbp [27, 16], clearly demonstrating bistabil-
ity. (bottom) Fitting the negative logarithm of the probability density to three
quadratic functions indicates that there is a free energy barrier separating the
straight state (longer extensions) from the supercoiled state (shorter extensions)
of at least 2 kT .
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from our calculation [defined in Eq. (4.22)], there are two subtleties to consider.
First, the measurements with extension near the middle, between the two peaks,
are not guaranteed to correspond to configurations that are traversing the saddle
between the two wells (that is to say, extension is not the true reaction coordinate).
Since adding extra probability density unrelated to the transition near the saddle
point would lower the measured effective free energy barrier, we will only be able
to put a lower bound on the true ∆F . Second, looking at the transition state rate
equation for one-dimensional dynamics [34],
k1D =
λb
2pi
√
λwell
λsaddle
e−∆E/kT , (4.27)
we see the entropic factor coming from the ratio of energy curvatures in the sad-
dle and well states.13 Comparing this to Eq. (4.23), we see that the comparable
effective free energy barrier should be corrected by this entropic ratio, such that
∆F/kT = ∆E/kT − 1
2
ln
λwell
λsaddle
, (4.28)
where the λs are the curvatures the well and saddle states. As shown in the bottom
of Figure 4.4, we can use fit parabolas to estimate this entropic correction, finding
0.5 kT . Using the heights of the parabolic fits, we find that ∆E = 2.5 kT , such
that our lower bound on the effective free energy barrier is about 2 kT .
Finally, we can now check whether the bead dynamics slow the hopping mea-
sured in experiments. The curvature of the green parabola at the top of the barrier
in Figure 4.4 gives λsaddle/2pi = 3 × 10−3 pN/nm; this matches with the energy
curvature F/L that controls the bead’s motion in Section 4.2.4. Thus, as in Sec-
tion 4.2.4, the characteristic rate of bead motion is about 600 Hz — using the lower
bound of 2 kT for the free energy barrier then gives a bead hopping rate of 80 Hz,
13 If the wells become much narrower than the barrier, they are entropically disfavored, and
the barrier-crossing rate increases.
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near the observed hopping rate. This provides an explanation for the discrepancy
between the fast rate we calculate and the slow measured rate: the experimental
rate is limited by the dynamics of the bead.
4.4 Including intrinsic bends
DNA with a random basepair sequence is not perfectly straight, but has intrinsic
bends coming from the slightly different preferred bond angles for each basepair.
This can profoundly affect our calculation by both providing pinning sites for
plectonemes and changing the relevant effective viscosity.
4.4.1 History of intrinsic bend measurements
Since thermal fluctuations also bend DNA, the degree of intrinsic bend disorder
is difficult to measure, but can be estimated using specific DNA sequences that
are intrinsically nearly straight. The contribution to the bend persistence length
from quenched disorder alone (P ) can be found using the relation [4] (B/kT )−1 =
P−1eff = P
−1
m + P
−1: Pm is found using an intrinsically straight sequence (such that
P−1 = 0) and compared to Peff from a random sequence.
Using estimates of wedge angles along with sequence information, Trifonov et
al. estimated P = 216 nm [75, 59]. An experiment using cryo-electron microscopy
[4] found Pm ≈ 80 nm and Peff ≈ 45 nm, giving an intrinsic bend persistence length
of P ≈ 130 nm. More recently, a group using cyclization efficiency measurements
found Pm = 49.5 ± 1 nm and Peff = 48 ± 1 nm, from which they conclude that
P > 1000 nm [78], in striking contrast with the previous estimates.
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We include intrinsic bend disorder in our simulations by shifting the zero of
bending energy for each segment by a random amount, parameterizing the disorder
strength by D = P−2 (see Section 5.3.1 for a detailed description). We are able to
locate the new saddle point including disorder, as illustrated in Figure 4.5, using
numerical methods described in Section 5.3.4. Due to the disagreement in the
literature about the correct value of P , we treat it as an adjustable parameter
and examine the effects of disorder in a range from P = 1000 nm to P = 130 nm
(D = 0.03 nm−1/2 to D = 0.09 nm−1/2).
4.4.2 Renormalization of DNA elastic parameters
It is important to note that the measured elastic constants B and C are effective
parameters that have been renormalized by both thermal fluctuations and intrinsic
bend disorder. Our simulations do not explicitly include thermal fluctuations, but
incorporate them by using the measured effective elastic constants. When we
explicitly include bend disorder, however, we must use microscopic constants Bm
and Cm so they create the same large-scale (measured) effective constants. Nelson
has characterized the first-order effect of disorder on the elastic constants [59];
correspondingly, we use microscopic elastic parameters
Bm =
B
1−B/(kTP ) , (4.29)
Cm = C. (4.30)
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Figure 4.5: The saddle state with increasing intrinsic bend disorder. From
top to bottom, D = (0, 0.02, 0.04, 0.06, 0.088) nm−1/2, corresponding to persistence
lengths P = (∞, 2500, 625, 278, 130) nm, respectively. The saddle state is located
numerically by searching locally for zero force solutions.
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4.4.3 Rate equation with disorder
If the disorder is large enough, plectoneme formation will be strongly pinned to
one or more locations along the DNA. In this case, the zero modes have vanished,
and we find the total rate by adding the contributions from each saddle point at
each location sj. Using Eq. (4.19),
khopping =
∑
j
λb,j
2pi
√
detHstraight
| detHsaddle|e
−(Esaddle,j−Estraight)/kT . (4.31)
We can determine when this approximation will be valid by checking that
fluctuations in the saddle point position sj are small compared to the spacing
between locations. The size of fluctuations in sj can be found in the quadratic
approximation as
∆sj =
√
kT
/
d2
ds2j
Esaddle(sj) ≈
√
kT
/
d2
ds2j
(
D
dEsaddle(sj)
dD
)
, (4.32)
where we have replaced Esaddle by its first-order approximation at low disorder D
(see Section 5.3.1). Calculating the second derivative numerically at the pinning
sites using Eq. (5.18), we find d
2
ds2j
dEsaddle(sj)
dD
≈ 0.5 pN/nm. The large disorder
limit becomes valid when the fluctuations in sj are much smaller than the average
distance between pinning sites, about 75 nm (see Figure 5.2). Setting ∆sj <
75 nm in Eq. (4.32) then produces a lower bound on the disorder strength D (or,
equivalently, an upper bound on the intrinsic bend disorder persistence length P ):
D > 10−3 nm−1/2, or P < 106 nm. (4.33)
The experimental estimates for the persistence length P are typically much smaller
than this bound (hundreds to thousands of nanometers), so the large disorder limit
[Eq. (4.31)] should be valid for our calculation.
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4.4.4 Results with disorder
Figure 4.6 displays our results for the hopping rate and effective free energy barrier
as a function of the intrinsic bend disorder strength D, for D in the range corre-
sponding to experimental estimates of the persistence length P . The hopping rate
is calculated using Eq. (4.21) at zero disorder and Eq. (4.31) with disorder (in this
case summing over 10 saddle points — see Section 5.3.4 for details). The effective
free energy barrier is calculated using Eq. (4.23) (using the average λb over the 10
saddle locations). We see first that the nucleation rate is not significantly altered
by the intrinsic disorder, remaining between 104 and 105 Hz. The effective free
energy barrier, however, rises with increasing disorder, though it remains slightly
below our lower bound of 2 kT even at the larger experimental estimate for in-
trinsic disorder (green dashed line). Thus disorder makes our calculation more
physically plausible, but the rate remains too fast, and the free energy barrier too
low.
In Figure 4.7, we plot the components that contribute to the rate, defined in
Eq. (4.22): the dynamic factor λb (green), the entropic factor exp (S/k) (red),
and the energetic factor exp (−∆E/kT ) (blue). To explore the variance caused
by sequence dependence, we calculate these factors for five different random in-
trinsic bend sequences, for a single plectoneme location s (here, the location s∗
predicted to have the lowest energy barrier by first-order perturbation theory;
see Section 5.3.1). Though the sequence dependence does create some spread in
the factors, it is not alone enough to explain the discrepancy with the experi-
mental hopping rate, especially since two groups using presumably different DNA
sequences found similar results.
Since the hopping rate is exponentially sensitive to energy scales at the tran-
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Figure 4.6: Hopping rate and effective free energy barrier vs. disorder
magnitude. The green dashed line corresponds to one experimental estimate of
the bending order persistence length, P = 130 nm [4], and the blue hatched region
corresponds to another, P > 1000 nm [78]. The hopping rate khopping (top) does
not change significantly with the addition of intrinsic bend disorder. The effective
free energy barrier ∆F (bottom) increases, coming closer to but not crossing the
lower bound of 2 kT found using the distribution in Figure 4.4.
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Figure 4.7: Hopping rate factors vs. disorder magnitude for different se-
quences. (Blue) Energetic factor exp (−∆E/kT ); (Red) entropic factor exp (S/k)
(for the one best plectoneme location s∗ when D > 0); (Green) dynamic factor
λb/2pi, in Hz. Different solid markers correspond to five different random seeds (five
different basepair sequences). Horizontal bars correspond to varying the bend elas-
tic constant B for one of the sequences by adding and subtracting the uncertainty
in its measurement, (3 nm)kT . On this log scale, adding the three distances from
the horizontal line at 100 produces the final contribution to the rate from location
s∗. Note that the entropic factor (which is further increased by including multiple
plectoneme locations) largely cancels the slowing from the energy barrier factor.
Note also that we do not expect the variance from sequence dependence or uncer-
tainty in the elastic constants to explain the three orders of magnitude difference
between theory and experiment.
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sition, it will also be important to carefully consider our knowledge of the true
elastic constants B and C. Our values [ B = (43 ± 3 nm)kT and C = (89 ± 3
nm)kT ] were obtained directly from the same experimental setup that produced
the hopping data [27], and come from fitting force-extension data to the worm-like
chain model [83]. The uncertainties in parameters correspond to ranges of rate
predictions — we numerically check these ranges by performing the rate calcula-
tion using both the upper and lower limits of the ranges for the quoted value of the
two elastic constants. We find that changes in the elastic constants mainly affect
the rate through the energy barrier ∆E [Eq. (4.7)], which is much more sensitive
to B than to C. The horizontal bars in Figure 4.7 show the results of changing B
from its lower to its upper limit; we see that the uncertainty in the bending elastic
constant produces variations on the same scale as the sequence dependence.
4.5 Discussion and conclusions
To calculate the rate for plectoneme nucleation at the supercoiling transition, we
use an elastic rod theory to characterize the saddle state corresponding to the
barrier to hopping. Using reaction rate theory, we then calculate the rate prefactor,
including entropic factors and hydrodynamic effects. We also analyze the effect
of intrinsic bend disorder, which simultaneously lowers the energy barrier and
increases the entropic barrier. We find that the experimental rate is in fact set
by the slow timescale provided by the bead used to manipulate the DNA, with
a plectoneme nucleation hopping rate about 1000 times faster than the measured
bead hopping rate.
Further insight is gained by studying the factors that contribute to the plec-
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toneme nucleation rate. First, the energy barrier is calculated analytically using
elastic theory [Eq. (4.7)]. Second, the rate of motion at the barrier top can be
obtained in the full calculation, and the order of magnitude (105 Hz) agrees with
the expected rate of motion of a rod in a viscous fluid when inserting the appro-
priate length and energy scales. Third, the entropic contribution to the prefactor
lowers the free energy barrier to small values (at most about 1.5 kT ), in a way
directly related to the saddle configuration’s translational zero mode. Finally, from
the experimental observations of bistability, we know that the size of the barrier
should be at least 2 kT (Figure 4.4).
Exploring possible corrections to the calculation, we developed a method to
include intrinsic bends by numerically locating the saddle point configurations.
Intrinsic bends do not significantly change the hopping rate, though they do in-
crease the effective free energy barrier (Figure 4.6). Both sequence dependence and
uncertainties in the elastic parameters produce variations in the rate, but they are
not large enough to slow the hopping rate by three orders of magnitude to the
experimental timescale.
We instead attribute the slowness of the hopping to the large bead used to
manipulate the DNA, since the timescale controlling the bead’s motion is slower
than the plectoneme nucleation rate. If the characteristic rate controlling the
bead motion were instead made faster than the hopping rate, similar experiments
could directly measure the plectoneme nucleation hopping rate. This could be
accomplished by increasing the bead’s characteristic rate by making it smaller, or
by slowing the nucleation rate through an increase in the energy barrier, possibly
by increasing the applied force. We estimate that this is nearly feasible with current
experimental setups. First, reducing the size of the bead to 100 nm would raise
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its characteristic rate to 103 Hz. Then the plectoneme nucleation rate would need
to be lowered by a factor of 4 × 104/103 = e3.7. Using Marko’s estimate of the
critical torque [50] and the circular end-loop model from Chapter 3 to calculate
the energy barrier using Eq. (4.7), we find that increasing the force to 5.5 pN
would increase the energy barrier by the necessary 3.7 kT ; this is the highest force
at which plectonemes are observed in the current experiments [67]. Thus future
experiments may be able to directly measure the plectoneme nucleation hopping
rate, giving useful information about the dynamics of DNA in water.
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CHAPTER 5
NUMERICAL ALGORITHMS FOR DNA SUPERCOILING
5.1 Introduction
As described in Section 1.2.2, we model DNA as an inextensible elastic rod. This
chapter describes the numerical algorithms used to calculate energy and forces on
DNA configurations, as well as the methods used to incorporate intrinsic DNA
bends and locate transition state saddle points.
5.2 Calculating the energy of a DNA configuration
In our numerical calculations, we approximate the continuous elastic rod as a
discretized chain of segments, each with fixed length d. The orientation of each
segment is described by the rotations necessary to transform the global Cartesian
axes onto the local axes of the segment. When minimizing the (free) energy, we
n1
n2
t
Figure 5.1: Local basis vectors.
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find it convenient to use Euler angles1 φ, θ, and ψ, since any set of Euler angles
specifies a valid configuration.2 However, writing the energy in terms of differences
of Euler angles can lead to numerical problems near the singularities at the poles.
When calculating energies and forces, we therefore instead use the full rotation
matrix R. R rotates a segment lying along the z-axis to its final orientation; R’s
columns are thus the two normal unit vectors followed by the tangent unit vector:
R(n) =
[
nˆ
(n)
1 nˆ
(n)
2 tˆ
(n)
]
(5.1)
nˆ1 = ( cosφ cosψ − cos θ sinφ sinψ,
− cosψ sinφ− cos θ cosφ sinψ,
sin θ sinψ),
nˆ2 = ( cos θ cosψ sinφ+ cosφ sinψ, (5.2)
cos θ cosφ cosψ − sinφ sinψ,
− cosψ sin θ),
tˆ = ( sin θ sinφ,− cosψ sin θ, cos θ).
There are three degrees of freedom in the “hinge” between each segment that
determine the local elastic energy: the two components of bending β1 and β2 (along
nˆ1 and nˆ2, respectively), and the twist Γ. In terms of the rotation matrix
∆(n) ≡ (R(n))TR(n+1), (5.3)
which measures the rotation between adjacent segments, mapping the nth seg-
ment’s axes onto those of the (n+ 1)th, the bends and twist can be written in an
1 We use the ‘z-x-z’ convention: ψ rotates about the original z-axis, θ rotates about the
original x-axis, and φ rotates about the new z-axis.
2 Other parameterizations with more degrees of freedom (such as rotation matrices or Carte-
sian coordinates paired with a local twist) would require constraints to ensure a valid configuration
with no stretching.
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explicitly rotation-invariant form: to lowest order in the angles (see Section 5.4.3),
β · nˆ1 = β1 = (∆23 −∆32)/2 (5.4)
β · nˆ2 = β2 = (∆31 −∆13)/2 (5.5)
Γ = (∆12 −∆21)/2, (5.6)
where the (n) superscripts have been omitted. The above forms are useful when
the sign of a given component is necessary.3 Otherwise, the following squared
forms may be used, which have the advantage of a larger range of validity away
from zero (see Section 5.4.3):
~β2 = β21 + β
2
2 = 2(1−∆33) (5.7)
Γ2 = 1−∆11 −∆22 +∆33. (5.8)
Our energy function is then the discretized version of Eq. (1.3):
Eelastic =
1
2d
∑
m
B~β2m + CΓ
2
m, (5.9)
or, separating the bend into its two components,
Eelastic =
1
2d
∑
m
B(~βm · nˆ(m)1 )2 +B(~βm · nˆ(m)2 )2 + CΓ2m. (5.10)
5.3 Transition state calculations
5.3.1 Including disorder
As discussed in Section 4.4, we need to include DNA’s intrinsic bend disorder to
understand the energetics of the saddle point barrier crossing. To accomplish this,
3 We will use this, for example, when we break the symmetry between positive and negative
bends with the introduction of intrinsic bend disorder.
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we shift the zero of the elastic bend energy for each hinge; generalizing Eq. (5.10),
Ebend =
B
2d
∑
m
((~βm − σb~ξm) · nˆ(m)1 )2 + ((~βm − σb~ξm) · nˆ(m)2 )2. (5.11)
For each i, we choose each of the two components of ξ from a normal distribution
with unit standard deviation. We then need to relate σb to the resulting intrinsic
bend persistence length P . The persistence length is defined by the decay of
orientation correlations:
〈tˆ(0) · tˆ(s)〉 = 〈cos θ(s)〉 = e−s/P , (5.12)
where θ(s) is the angle between segments separated by arclength s [4]. For small
s [and thus small θ(s)], Eq. (5.12) becomes
1− 1
2
〈θ(s)2〉 = 1− s
P
. (5.13)
At zero temperature and zero force, the size of 〈θ(s)2〉 is set by the intrinsic bends
ξm only; we are doing a random walk in two dimensions with one step of root-
mean-square size
√
2σb taken for every segment of length d. Thus 〈θ(s)2〉 = 2 sdσ2b ,
which when inserted into Eq. (5.13) gives the desired relation between persistence
length P and the size of individual random bends σb:
P =
d
σ2b
. (5.14)
We will also define a convenient parameter D controlling disorder strength that is
independent of the segment length d:
D ≡ σb√
d
, (5.15)
such that
P = D−2. (5.16)
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First order changes in the energy barrier
How does disorder change the energy of the saddle point? Since the disorder
changes only the bending energy, we can find the lowest order change from the
zero disorder energy by taking the derivative of Eq. (5.11) with respect to disorder
strength σb at σb = 0:
dE
dσb
∣∣∣∣
σb=0
=
dEbend
dσb
∣∣∣∣
σb=0
= −B
d
∑
m
(~βm · nˆ(m)1 )(~ξm · nˆ(m)1 ) + (~βm · nˆ(m)2 )(~ξm · nˆ(m)2 )
= −B
d
∑
m
~βm · ~ξm, (5.17)
or, in terms of disorder strength D defined in Eq. (5.15),
dE
dD
∣∣∣∣
D=0
= − B√
d
∑
m
~βm · ~ξm. (5.18)
We will specifically be interested in the derivative of the saddle configuration’s
energy, which will depend on its location s and rotation ρ. Noting that ρ will
simply rotate the bend vector ~β, we can write down the form of the dependence
on ρ:
E
′
saddle(s, ρ) ≡
dEsaddle(s, ρ)
dD
∣∣∣∣
D=0
= −A(s) cos(ρ− ρ∗(s)) (5.19)
for some A(s) and ρ∗(s). A(s) gives the maximum derivative (sensitivity to disor-
der) at position s, and ρ∗(s) is the preferred rotation of the saddle that gives the
maximum (negative) derivative. We can find A(s) and ρ∗(s) numerically using the
derivative calculated at two values of ρ separated by pi/2:
A(s) =
√(
E
′
saddle(s, 0)
)2
+
(
E
′
saddle(s, pi/2)
)2
(5.20)
ρ∗(s) = arctan
(
E
′
saddle(s, pi/2)
E
′
saddle(s, 0)
)
. (5.21)
Figure 5.2 shows a typical A as a function of s. Figure 5.3 compares the first-
order approximation to the saddle energy at the location s∗, given by DA(s∗),
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Figure 5.2: Sensitivity of saddle energy to disorder. Typical sensitivity of
saddle energy to disorder strength as a function of position, for L = 740 nm. Peaks
indicate positions where plectoneme nucleation is energetically favored.
to Esaddle calculated numerically by zeroing forces (see Section 5.3.4). We see
that the approximation correctly predicts the scale of the change for the disorder
sizes in which we are interested, but overestimates the change by many kT for
large disorder. We therefore use the first-order approximation to find the likely
locations of the lowest energy saddle points [at the peaks of A(s)], and then zero
the forces numerically.
To estimate the typical size of this sensitivity to disorder, we first note that the
bend magnitude for the saddle configuration is [inserting Eqs. (4.4) into Eq. (5.32)]
|~βsaddle| = 2d
`
sech
(s
`
)
. (5.22)
Approximating the function sech(x) as 1 in the range −2 < x < 2 and 0 elsewhere,
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Figure 5.3: Saddle energy vs. disorder strength. The lowest saddle energy
as a function of disorder strength D. The blue dots are the true saddle energies,
calculated by numerically zeroing forces on the saddle configuration. The green
line represents the first-order approximation given by DA(s∗); we see that the
approximation correctly predicts the scale of the change, but overestimates it by
many kT at large disorder.
Eq. (5.18) becomes
dEsaddle
dD
∣∣∣∣
D=0
≈ − B√
d
2d
`
4`/d∑
n=0
ξm (5.23)
for randomly distributed ξ with unit variance, which produces√〈(dEsaddle
dD
)2〉 ≈ 4B√
`
. (5.24)
Inserting B = (43 nm)kT and ` ≈ 10 nm gives a typical sensitivity of about
(50 nm1/2)kT , agreeing with the scale found in the full calculation, as shown in
Figure 5.2.
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5.3.2 Changing to the correct coordinates
So far, we have used Euler angles (φ, θ, ψ) to parametrize the DNA configuration.
We can easily calculate energy derivatives with respect to these coordinates. How-
ever, the hopping rate calculation requires that we do our path integral in the same
coordinates as the dynamics, given in Section 4.2.3, which are defined in Carte-
sian space with a local twist [~r = (x, y, z, ψ)]. To efficiently calculate the correct
hessian, then, we need to convert energy derivatives to ~r space.
First, we note that there is one less coordinate in Euler angle space: this comes
from the inextensibility constraint, which ~r space does not have. Thus we add a
coordinate ∆ to the Euler angles specifying the length of each segment (which will
usually be set to a constant d); we will call this set of coordinates ~α = (φ, θ, ψ,∆).
Also, ~r has N + 1 elements, each defining the location of one end of a segment,
while ~α has N elements, each defining the Euler angles and length of each segment.
To match the number of degrees of freedom, we remove center of mass motion and
set constant orientation boundary conditions by fixing the location of the first
segment’s two ends and fixing the last segment’s orientation along zˆ: ~r(0) = ~0,
~r(1) = d zˆ, ~r(N+1) = ~r(N)+d zˆ. This gives a total of 4(N−2) degrees of freedom.
The Jacobian we would like to calculate is
Jmi,nj =
d~αmi
d~rnj
, (5.25)
where m and n label segments and i and j label components. First writing the
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Euler angles for a given segment n in terms of ~tn = (x, y, z)n+1 − (x, y, z)n,
φ = arctan (−ty/tx) (5.26)
θ = arccos
(
tz/
√
t2x + t
2
y + t
2
z
)
(5.27)
∆ =
√
t2x + t
2
y + t
2
z. (5.28)
We then take derivatives with respect to Cartesian coordinates to produce the
φ, θ, and ∆ rows in the Jacobian. A subtlety arises in finding expressions for
derivatives of the Euler angle ψ with respect to Cartesian coordinates. We would
like the derivative to correspond to rotating the adjacent segments to accommodate
the change in the location of their connecting ends. Due to the way in which Euler
angles are defined, this rotation does not in general leave ψ unchanged, as one
might naively expect. We therefore obtain the derivatives of ψ by first writing the
rotation matrix corresponding to infinitesimal motion in Cartesian space and then
calculating the corresponding change in ψ. This produces the nonzero terms in
the ψ row of J1 below.
In the end, we have
Jmn = δm,n [J1(m) + J2]− δm,n+1J1(m), (5.29)
where (including the names of the components for clarity)
x y z ψ
J1(n) ≡
φ
θ
ψ
∆

−ty/p ty/p 0 0
txtz/p∆
2 tytz/p∆
2 −p/∆2 0
tytz/p
2∆ −txtz/p2∆ 0 0
tx/∆ ty/∆ tz/∆ 0

,
(5.30)
p ≡ √∆2 − t2z, J2 ≡ δψ,ψ, and all the components are evaluated at location n.
We use this Jacobian to transform forces with respect to angles ~α to forces with
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respect to ~r, which are then used to assemble the Hessian for use in calculating
the unstable mode and the entropic factors for the transition state calculation in
Section 4.2.4.
5.3.3 Other subtleties
Since derivatives in ~r space will in general couple to ∆ (changing the lengths of
segments), we also include an extra stretching energy:
Estretching =
S
2
∑
n
(∆n − d)2. (5.31)
This avoids problems with extra zero modes corresponding to changing ∆. We
may choose the stretch elastic constant S to match DNA (in which case it should
be about 1000 pN [83]); but since S is so large compared to the other elastic
constants, the stretching modes have much higher energy and are the same for the
straight and saddle configurations, canceling in the rate equation [e.g. Eq. (4.20)].
Thus we find that our results are insensitive to the exact value of S, as expected.
As can be seen by inserting ~t = (0, 0, 1) into Eq. (5.30), there are singularities in
the Jacobian when ~t points along the z-axis. This corresponds to the singularity in
the Euler angle representation at the poles (when θ = 0, φ and ψ are degenerate).
This is a problem for our formulation because our usual boundary conditions hold
the ends in the zˆ direction. As pointed out in Ref. [44], a simple way to avoid this
problem is to rotate the system away from the singularity (rotating the direction
of the force as well). When performing calculations that require the Jacobian, we
therefore rotate the system about the y-axis by an angle β and modify the external
force term in the energy from −F cos θ to −F (cos β cos θ + sin β sin θ sinφ). This
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more general formulation also permits an explicit check that our energies and
derivatives are rotation invariant.
The Hessian is constructed by taking numerical derivatives of forces, which can
be calculated analytically. This gives the Hessian as a 4(N −2)×4(N −2) matrix,
which is diagonalized to find eigenvalues for the entropic calculation [Eq. (4.20)].
At zero disorder, the zero modes must first be removed; numerically, we find that
the zero modes show up conveniently as the two modes with smallest eigenvalues,
a few orders of magnitude smaller than any others.
5.3.4 Finding saddle points
With large disorder, the saddle points must be found numerically. We start by
estimating the set of saddle locations {s∗} and rotations {ρ∗} using first order
perturbation theory (Section 5.3.1). We find the local maxima of A(s) using a
one-dimensional local search method starting from a set of points spaced by the
saddle configuration length scale `. This gives {s∗}, from which {ρ∗} can be found
using Eq. (5.21). For each s∗ and corresponding ρ∗, we create a zero-disorder
saddle configuration [Eqs. (4.4)], and then use this as the starting point for a mul-
tidimensional equation solver (scipy.fsolve) that numerically locates the saddle
with disorder by finding solutions with zero net force on each segment.
We also find that at zero disorder, the analytical saddle configurations from
Eqs. (4.4) do not produce states with precisely zero forces — we attribute this to
the effects of discretization. We therefore first minimize the forces using the same
procedure even at zero disorder.
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Table 5.1: Repulsive interaction parameters.
Symbol Description Value
ν effective # of electron charges per unit length 8.4 nm−1 [49]
λD Debye screening length 0.8 nm [49]
e2−/ squared electron charge / permittivity of water 2.9 pN nm
2 [49]
Beff,entropic Entropic repulsion effective bend modulus 26.8 pN nm
2
Beff,coulomb Coulomb repulsion effective bend modulus 16.6 pN nm
2
Beff Total repulsion effective bend modulus 43.4 pN nm
2
5.4 Numerical details
5.4.1 Choosing d
As shown in Figure 5.4, we must be careful to choose our discretization length
(the length d of each segment) such that our energy calculations are sufficiently
accurate. We can check the accuracy of the discretized energy calculation by
comparing with the analytical energy barrier in Eq. (4.7). Choosing d = 1 nm
produces energy barriers within 0.2kT of the continuum limit (corresponding to
20% changes in the hopping rate) with reasonable memory and time expenditure.
5.4.2 Correcting for renormalization of B due to repulsive
interaction
As described in Section B.3, we use both electrostatic and effective entropic re-
pulsive interactions between each segment in the strand for the calculations in
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Figure 5.4: Choosing d. Error in the discretized energy barrier [comparing to
the exact result in Eq. (4.7)] as a function of the number of discrete segments N
(for L = 740 nm and other parameters as in Table 4.1). Inset: the same data on a
log-log plot. The green line has a slope of −2, showing convergence proportional
to 1/N2. We choose N = 740 (d = 1 nm) as a good trade-off between accuracy
and required computational resources.
Chapter 3, such that two segments of the strand cannot pass through each other.
The presence of short-range repulsive interactions also creates a local force encour-
aging the strand to straighten, renormalizing the bend elastic constant. To correct
for this effect, we subtract off the effective bend elastic constants arising from the
electrostatic and entropic repulsion alone. First imposing sinusoidal bends with
wavenumber k and amplitude A, we numerically measure the repulsive energy as
either k or A is varied. Fitting to E = A2k2LBeff/2, we find the effective bend
elastic constant Beff — we then use B −Beff as the microscopic bend elastic con-
stant when repulsive interactions are used, to give the correct total renormalized
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Figure 5.5: Extrapolation of elastic constant renormalization. The effec-
tive elastic constants produced by entropic repulsion alone (blue) and Coulombic
repulsion alone (green) are plotted as circles as a function of 1/L. Linear fits
(dotted lines) extrapolate to the infinite length values (at 1/L = 0) that are given
in Table 5.1 and used to correct for the renormalization caused by the repulsive
terms.
value. Since this procedure depends in general on the length L of the strand used,
we (numerically) take the L → ∞ limit, as shown in Figure 5.5. This results in
the values listed in Table 5.1. Note that these values depend on the discretization
length d, here 1 nm.
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5.4.3 Deriving rotation-invariant forms for bend and twist
The amount of local bend and twist can be measured by differences in the rotation
matrices of adjacent segments. We would like expressions in terms of the rotation
matrices that are correct to lowest order in the bend or twist angle and that are
explicitly rotation invariant. Our procedure will be to form rotation invariant
terms and, writing them in terms of Euler angles and their derivatives, check what
they measure in terms of bend and twist.
We can first write the bend and twist in terms of derivatives of the local basis
vectors (see Figure 5.1) or Euler angles [23]:
β2 =
[
~˙t
]2
= φ˙2 sin2 θ + θ˙2 (5.32)
Γ2 =
[
(~n× ~˙n) · ~t
]2
=
(
φ˙ cos θ + ψ˙
)2
. (5.33)
We then form rotation-invariant terms from rotation matrices and compare
their Taylor series expansions with respect to bend and twist angles to Eq. (5.32)
and Eq. (5.33). First checking Tr[(R(n+1) −R(n))T (R(n+1) −R(n))], we find that
β2 + Γ2 =
1
2
(
R
(n)
αβ −R(n+1)αβ
)(
R
(n)
αβ −R(n+1)αβ
)
= 3−∆11 −∆22 −∆33. (5.34)
Next we check the dot product of the difference in the tangent unit vector tˆ:
β2 = δtˆ · δtˆ =
(
R
(n)
α3 −R(n+1)α3
)(
R
(n)
α3 −R(n+1)α3
)
= 2(1−∆33). (5.35)
Eq. (5.34) and Eq. (5.35) produce Eq. (5.7) and Eq. (5.8).
To find expressions for signed β and Γ, we notice that the above use only
the diagonal elements of ∆; we can also form rotation invariant terms using the
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off-diagonal elements, producing (with the Levi-Civita symbol ε)
β1 = ε1γδ∆γδ/2 = (∆23 −∆32)/2 (5.36)
β2 = ε2γδ∆γδ/2 = (∆31 −∆13)/2 (5.37)
Γ = ε3γδ∆γδ/2 = (∆12 −∆21)/2. (5.38)
We can see the benefit of using the squared forms [Eq. (5.7) and Eq. (5.8)] by
checking their dependence on pure bending or twisting rotations. For example,
with two segments differing only in twist, such that ψ(n+1) = ψ(n)+α, we find that
Eq. (5.6) and Eq. (5.8) produce, respectively,4 Γ = sinα and Γ2 = 2(1 − cosα).
Plotting Γ2 for the two cases (Figure 5.6) demonstrates that they have the same
curvature near α = 0 (by design), but using the non-squared version in Eq. (5.6)
leads to a second minimum at α = pi: we find that, especially when including
intrinsic bend disorder, this can cause the numerical minimizer to allow ψ to slip
by pi to the next minimum, unphysically removing linking number. For this reason,
we use the squared forms unless otherwise necessary.
4 These are straightforwardly evaluated by noting that, e.g., ∆12 = nˆ
(n)
1 · nˆ(n+1)2 .
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Figure 5.6: Checking bend and twist expressions. (top) Two different
rotation-invariant approximations to the bend or twist angle squared (green and
red) compared to the actual angle squared (blue). Using the non-squared version
(green) leads to a smaller range of validity. (bottom) Typical magnitude of bend
and twist angles for a plectoneme (for F = 2 pN, d = 1 nm). Note that the bend
and twist angles stay within the region where either approximation should be valid.
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APPENDIX A
SUPPLEMENTARY MATERIAL FOR CHAPTER 2
A.1 Contents
The contents of the supplemental material are organized corresponding to the order
of Chapter 2. Included in the supplemental material are derivations of mathemat-
ical results and details of the specific models mentioned in Chapter 2.
We have also posted the data files and computer codes for the models discussed,
at http://www.lassp.cornell.edu/sethna/Sloppy. For the KaiC, PC12, and
segment polarity models, this includes:
1. Equations in LATEX, Python, and C
2. SBML (system biology markup language) files
3. Parameter ensembles
4. Best-fit Hessian and JTJ , and their eigenvectors and eigenvalues
A.2 Introduction
A.2.1 Hessian at best fit parameters
In the introduction we mention that “the curvature of the cost surface about a best
fit set of parameters is described by the Hessian Hmn.” Examining the behavior
of Hmn is a standard method for nonlinear least squares models when fitting data.
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Formally, Hmn is written as:
Hmn =
∂2C
∂θmθn
=
∑
i
∂ri
∂θm
∂ri
∂θn
+ ri
∂2ri
∂θmθn
. (A.1)
If the model fits the data well so that ri ≈ 0 (or perfectly, Ref. [33]) then
Hmn(θ
∗) ≈
∑
i
∂ri
∂θm
∂ri
∂θn
= (JTJ)mn. (A.2)
If H and the cost are used (as in this review) to describe changes in model behavior
from θ∗, then r ≡ 0 at θ∗ and Equation (A.2) is exact. Notice also that H
reflects the sensitivity of the fit to changes in parameters; in fact, its inverse is the
covariance matrix. The diagonal elements of the covariance matrix are proportional
to the uncertainties in the parameters, while the off-diagonal elements are estimates
of parameter uncertainty correlations.
A.2.2 Figure 2.1: Sloppiness in the mapping of chemotypes
to dynatypes
Shown in Figure 2.1 is the mapping of chemotypes C to dynatypesD. The mapping
between C and D is described with J and “J−1”. It is typical that dim(C) 
dim(D), since there are typically more data points constraining the dynatype than
there are parameters defining a chemotype. Therefore, the inverse of J is not well-
defined. In Figure 2.1, the gray ellipse in C represents the inverse image of the -
ball, B, inD under J . That is, “J
−1” acting on B is the set {c ∈ C s.t. J ·c ∈ B}.
Note also that the stiff and sloppy eigendirections in C and their images in D
can be described by the singular value decomposition of the Jacobian J . Since λn
are eigenvalues of JTJ ,
√
λn are the singular values of J . Furthermore, writing
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J = U
∑
V T , we see that the columns of V are stiff/sloppy eigenparameters in C
(shown in red in the figure), and the columns of U are images of stiff and sloppy
eigenparameters (divided by λn) in D.
A.3 Environmental robustness and sloppiness
A.3.1 Figure 2.2: Sloppy parameter distributions: depen-
dence on external conditions
In Figure 2.2, the plane onto which the ensembles are projected is the one that
aligns best with the stiffest eigenparameter of each of the four ensembles. To
accomplish this, the vertical and horizontal axes in Figure 2.2 are, respectively,
the first and second singular vectors in the singular value decomposition of the
set of stiffest eigenparameters {v250 ,v300 ,v350 ,vAll0 }. In a way analogous to princi-
pal components analysis, this gives the plane that passes through the origin and
comes closest to passing through the heads of unit vectors pointing in the stiffest
eigendirections.
Each ensemble of parameter sets shown in Figure 2.2 is chosen from the prob-
ability distribution corresponding to the local quadratic approximation of the cost
near the best-fit parameters θ∗:
P (θ∗ +∆θ) ∝ exp(−∆θJTJ∆θ/2). (A.3)
This local approximation to the cost was used to generate the ensembles instead
of the full nonlinear cost function due to difficulties in generating equilibrated
ensembles: the thin curving manifolds of allowable chemotypes for sloppy models
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can be notoriously difficult to populate. But this is not impossible; efforts are
still underway, and if equilibrated ensembles are found, they will be posted to the
website mentioned above.
A.3.2 KaiC phosphorylation subnetwork model
In Chapter 2, we use as an example a portion of the circadian rhythm model
presented in Ref. [77]. We implement the subnetwork that van Zon et al. hypoth-
esize must have intrinsically temperature-independent rates: that which controls
the phosphorylation of KaiC alone. This subnetwork models the experimental
measurements of KaiC phosphorylation in the absence of KaiA and KaiB [74], in
which the phosphorylation of KaiC does not oscillate, but decays at a temperature-
compensated rate in the range from 25 to 35◦ C (see circles in Figure A.2).
The subnetwork involves an active and inactive state of KaiC, along with six
phosphorylation sites for each state, as depicted in Figure A.1. Including for-
ward and backward “flip” rates between active and inactive states along with
(de)phosphorylation rates that are each constant for the two states, there are 18
independent rates. To assess the temperature dependence, we assume that each
transition rate follows an Arrhenius law, with constant energy barrier E and pref-
actor α: the ith rate is αie
Ei/kT . This then gives a 36-dimensional chemotype space
in which to search for solutions.
Temperature-independent solutions can be trivially found in this space if the
energy barriers are chosen to be small, since this produces rates that are inher-
ently weakly dependent on temperature. In order to avoid this trivial temperature
compensation, we apply a prior that favors solutions with phosphorylation energy
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Figure A.1: KaiC phosphorylation subnetwork. This schematic depicts the
KaiC network used as an example in the main text. It is a portion of the full
circadian rhythm model presented in Ref. [77]. The numbers represent the degree
of phosphorylation, and the two columns represent two different conformational
states, “active” and “inactive.” The labels on the arrows represent reaction rates
for changing among the phosphorylation and conformation states. Each conforma-
tion state has one phosphorylation and one dephosphorylation rate, independent of
the degree of phosphorylation. Each of the 14 “flip” rates between conformational
states (bi and fi) is allowed to vary independently. This gives a total of 18 reaction
rates.
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Figure A.2: KaiC phosphorylation network: temperature-compensated
output. Shown is the net phosphorylation of KaiC over time, comparing experi-
mental data (circles with error bars, from Ref. [74]) with output from an ensemble
of chemotypes (filled colored regions, showing the mean plus or minus one stan-
dard deviation over the ensemble for the net phosphorylation at each time-point).
Different colors correspond to different temperatures: blue = 25◦, green = 30◦, red
= 35◦. Note that the chemotypes describe the data well at all three temperatures,
even though the rates are strongly dependent on temperature.
barriers near the expected E0 = 23 kT , similar to those found in other kinases [9]
and appropriate for reactions that break covalent bonds. We choose this prior as
a quartic in logE:
Cprior =
25
2
[
log
(
E
E0
)]4
. (A.4)
The form was chosen to severely penalize barriers less than 10 kT , but to be
reasonably flat around E0; other prior choices would presumably perform similarly.
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Using this method, we find that it is possible to fit the experimental data even
with (de)phosphorylation rates that are strongly temperature-dependent. The
phosphorylation and dephosphorylation rates that provided a best fit to all temper-
atures simultaneously were all above 21 kT . We used Bayesian Monte-Carlo sam-
pling of chemotype space to create an ensemble of parameter sets that each produce
phosphorylation dynamics that match the experimental data at 25, 30, and 35◦ C.
As explained above, our ensemble has not yet sampled all the space available, but
we still find many such acceptable chemotypes. The minimum (de)phosphorylation
rate for the ensemble was just under 10 kT , so the prior worked as designed to
confine the barriers to physically reasonable values. Figure A.2 shows the output
of the model over this ensemble of parameter sets compared with the experimental
data from Ref. [74].
We mention in a footnote that, in our model, “successful chemotypes favor
dephosphorylation in the active state and phosphorylation in the inactive state.”
This can be seen in the ratio of phosphorylation to dephosphorylation rates, shown
in Figure A.3, for the ensemble of successful chemotypes. Note that most members
of the ensemble have an inactive state with higher phosphorylation rate than de-
phosphorylation, and vice versa for the active state. This matches with an intuitive
temperature-compensation mechanism: with flip rates that are also temperature-
dependent, higher temperatures can lead to more KaiC being in the inactive state,
leading to a slower overall decay in phosphorylation that compensates for the
speedup in reaction rates.
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Figure A.3: KaiC phosphorylation network: temperature-compensation
mechanism. This plot shows the ratios of phosphorylation rates to dephosphory-
lation rates for the active and inactive states – the distribution of kps/kdps is shown
in blue for the active state, and the distribution of k˜ps/k˜dps is shown in green for the
inactive state (see Figure A.1 for definitions of rate constants). The distribution
is over the same (non-equilibrated) ensemble as was used to generate Figure A.2.
Note that phosphorylation is favored in the inactive state, while dephosphory-
lation is favored in the active state. This suggests a temperature-compensation
mechanism, as described in the text.
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A.3.3 Figure 2.3: Sloppy model eigenvalues
The PCA shown in Figure 2.3 column SP PCA was produced after taking log-
arithms of the parameter values that von Dassow et al. used in their analysis.
This measures parameter fluctuations in terms of fractional changes in parameter,
rather than absolute sizes of fluctuations – allowing fluctuations in parameters with
different units, for example, to be compared. The parameters used in column SP
were chosen (logarithmic or otherwise) as defined by the original authors. Taking
logarithms and/or changing units does not typically change the qualitative spectra
of sloppy models, as their spectra already span so many decades.
A.4 Chemotype robustness and sloppiness
A.4.1 Derivation of robustness equation
In Chapter 2, the robustness is defined as
Rc =
∏
λn>λcrit
√
λcrit
λn
. (2.2)
We now proceed to derive this result. We measure robustness as the fraction
of mutations of a given size δ in C (chemotype space) that do not change the
behavior beyond a given threshold (survival after a mutation), which we designate
as an -ball around the optimum in D (dynatype space). Therefore we want an
estimate of the fraction of the δ-ball in C that maps into the -ball in D. It is
difficult to calculate this geometrically, since we would need to find the volume
of an ellipsoid intersecting a sphere. Fortunately, for sloppy systems, the λi vary
over many orders of magnitude, so we can simplify the calculation by smearing
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the δ-ball and -ball into Gaussians. Namely, we say a mutation ∆θ in C has
probability e−(∆θ)
2/2δ2/(
√
2piδ)N , and the probability of “survival” in D is given
by e−r
2/22 . We then measure the robustness as the overall probability P (δ, ) of
surviving after a mutation:
Rc = P (δ, )
=
(
1√
2piδ
)N ∫
C
d∆θ exp(−(∆θ)2/2δ2) exp(−(∆θ)TJTJ(∆θ)/22)
=
∏
n
1√
1 + λn δ2/2
. (A.5)
For sloppy systems, λ varies over many orders of magnitude. Notice that if λn 
2/δ2, its component in the product will be close to 1, and if λn  2/δ2, we can
approximate the components in the product as
√
2/δ2λn. Therefore, using our
definition λcrit ≡ 2/δ2 we can approximate this formula as:
Rc ≈
∏
λn>2/δ2
√
2
δ2λn
=
∏
λn>λcrit
√
λcrit
λn
, (A.6)
with small corrections for eigenvalues λn ≈ 2/δ2. Since this result agrees with the
“slab” argument given in Chapter 2 for hard walls, we see that hard -balls and
hard δ-balls will have approximately the same amount of overlap as Gaussians.
A.5 Robustness, evolvability, and sloppiness
A.5.1 Derivation of chemotype evolvability
In Chapter 2, we provide a formula for the “maximum fitness change among mu-
tations of size δ in chemotype space”
ec(F,θ) =
√
FTJJTFδ (2.3)
93
which we derive here using a Lagrange multiplier. To derive this, we use the
definition of the chemotype evolvability as the maximum response r · F in R for
moves in C of size |∆θ| = δ:
ec(F,θ) = max|∆θ|=δ
(r · F). (A.7)
Next, notice that
r · F = (J∆θ) · F =
∑
i
∑
α
FiJiα∆θα. (A.8)
We find the optimal ∆θ using a Lagrange multiplier Λ. With (∆θ)2 = δ2 as our
constraint, we maximize
FiJiα∆θα + Λ((∆θ)
2 − δ2) = FiJiα∆θα + Λ(∆θβ∆θβ − δ2) (A.9)
where we use the Einstein summation convention (summing over repeated indices).
Differentiating with respect to ∆θα, we can find the change ∆θ
max giving the
maximum response:
∆θmaxα =
FjJjα
2Λ
(A.10)
and hence
(∆θmax)2 =
FiJiαJjαFj
4Λ2
= δ2, (A.11)
which implies
Λ2 =
FTJJTF
4δ2
. (A.12)
Therefore, the evolvability is:
ec(F,θ) = FiJiα∆θ
max
α =
FiJiαFjJjα
2Λ
(A.13)
=
FTJJTF√
FTJJTF
δ =
√
FTJJTF δ.
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A.5.2 RMS dynatype evolvability
In Equation (2.5), to measure overall evolvability, we defined Ec(θα) as a root-
mean-square (RMS) average over a uniform (hyper)spherical distribution of envi-
ronmental forces F in dynatype space. We use the RMS
√〈ec(F,θα)2〉 rather than
the average 〈ec(F, θα)〉 because the RMS definition has an elegant result in terms
of the eigenvalues λi of J
TJ :
Ec(θα)
2 = 〈ec(F,θα)2〉F = 〈FTJJTFδ2〉F
=
∑
i
∫
λiF
2
i d
NF∫
dNF
δ2
=
∑
i
λi〈F 2i 〉 δ2 =
∑
i λi〈F2〉
N
δ2
=
Tr(JTJ)〈F2〉
N
δ2 ≈ Tr(H)〈F
2〉
N
δ2. (A.14)
Therefore, the overall evolvability is directly related to the trace of the Hessian:
Ec(θα) =
√
Tr(H)〈F2〉
N
δ. (A.15)
Our measures of robustness and evolvability depend upon our level of descrip-
tion, just as for Wagner’s genotype and phenotype evolvabilities of RNA sequences
[82]. Our choice of an isotropic distribution of selective dynatype forces F is not
intended as an accurate representation of actual selective forces at the phenotype
level, but as an exhaustive study of all possible forces at the dynatype level of
description.
Information about phenotypic selective pressures might suggest a different dis-
tribution of dynatype forces F. Indeed, this formalism provides a mechanism for
coupling maps across scales, which is an important unsolved problem. Just as the
genotype-to-chemotype (G→ C) and chemotype-to-dynatype (C → D) maps are
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many-to-one, so is the dynatype-to-phenotype map (D → P ). In the segment
polarity model, for example, one might construe the phenotype as the steady-state
pattern, whereas the dynatype will include information about all transient paths to
that steady state. This is also closely analogous to measuring evolvability of RNA
sequences by counting distinct folded structures [82], as many different structures
may be equally nonfunctional at the higher level of biological phenotype. Ulti-
mately, understanding the nature of the complex D → P maps will be required to
estimate evolvability using more realistic distributions of selective dynatypic forces
F.
A.5.3 Figure 2.4: Evolvability and robustness in a sloppy
system
When calculating the chemotype robustness Rc, we have a choice to make for the
value of λcrit (see Equation 2.2). This choice corresponds to setting the ratio of
the size of acceptable changes in dynatype  to the typical size of mutations δ in
chemotype space: λcrit = 
2/δ2. Equivalently, λcrit sets a cutoff between stiff and
sloppy eigenvalues, since we assume that, in D space, the image of the δ-ball fully
overlaps with the -ball in sloppy directions (with eigenvalues below λcrit), and it
extends far beyond the edge of the -ball in stiff directions (with eigenvalues above
λcrit).
In calculating Rc for the inset of Figure 2.4, we chose λcrit as the fourth stiffest
eigenvalue of JTJ at the best fit parameters. This matches with the idea that there
are only a few stiff directions that appreciably constrain parameters in chemotype
space: the eigenvalues are spaced by roughly factors of three (Figure 2.3), meaning
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mutations in sloppier directions in chemotype space quickly become irrelevant in
dynatype space. The choice of λcrit within a reasonable range (between, say, the
second stiffest and eighth stiffest eigenvalue of JTJ) does not qualitatively change
the plot of evolvability vs. robustness.
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APPENDIX B
SUPPLEMENTARY MATERIAL FOR CHAPTER 3
B.1 Behavior of extended DNA with fluctuations
The behavior of extended DNA is appreciably affected by thermal fluctuations.
For the applied forces in the range considered in this experiment, we can use the
following fixed-torque free energy:
G(τ)
L
= −F − τ
2
2Cbare
+
kT
B
√
BF − τ
2
4
, (B.1)
where the last term is the lowest-order correction due to fluctuations [54].
The fluctuations decrease the extension:
− ∂G
∂F
= L
[
1− kT
2
(
BF − τ
2
4
)−1/2]
. (B.2)
(The −1/32 in Eq. (1) comes from an approximation to a higher-order correction
[54].)
Expanding the last term of Eq. (B.1) to match the form of a “zero-temperature”
chain, we can instead write
G(τ)
L
= −Feff − τ
2
2Ceff
, (B.3)
where the effective force and twist elastic constant are given by
Feff = F − kT
√
F
B
(B.4)
Ceff = Cbare
(
1 + kT
Cbare
4B
√
BF
)−1
. (B.5)
Note that Ceff is a function of force: there is less “softening” at higher forces. In
the experiments of Forth et al., the renormalized Ceff was measured directly via
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the torque. However, the range of applied forces was small enough that Ceff did
not change appreciably, and a single value of C = (89 nm)kT was quoted. Here,
we also use the same renormalized but force-independent value for C.
Changing Eq. (B.3) to a fixed-linking-number expression via a Legendre trans-
formation, we arrive at our expression for the straight state free energy (also found
in Ref. [50]):
Fs(K,L) = C
2
(
2pi
K
L
)2
L− FeffL. (B.6)
B.2 Derivation of linear expressions for FCS and zCS
We first write down the linear scaling of the free energy and extension with linking
number. For any δK that does not take the system out of the CS,
FCS(K + δK,L) = FCS(K,L) + 2piτδK; (B.7)
zCS(K + δK,L) = zCS(K,L)− qδK, (B.8)
where q is the slope of extension versus linking number and τ is the CS torque.
Next, to find the scaling with increasing L, we imagine adding a piece of stretched
DNA of length δL at the coexisting torque (keeping the system in a stable CS). This
also adds an amount of linking number that scales with δL, δK[δL] = τδL/(2piC),
which we will have to unwind to get back to the original K. First adding the piece
of stretched DNA, and then unwinding to find the dependence on L only, we find
FCS(K,L+ δL) = FCS(K,L)−
(
τ 2
2C
+ Feff
)
δL. (B.9)
Similarly for the extension, [using ξ(τ) from Eq. (1)]
zCS(K,L+ δL) = zCS(K,L) +
(
ξ(τ) +
τ
2piC
q
)
δL. (B.10)
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Combining Eqs. (B.7) and (B.8) with Eqs. (B.9) and (B.10), we can write the free
energy and extension of the CS as linear in K and L, each with a slope and an
intercept:
FCS(K,L) = F0 + 2piτK −
(
τ 2
2C
+ Feff
)
L; (B.11)
zCS(K,L) = −z0 − qK +
(
ξ(τ) +
τ
2piC
q
)
L. (B.12)
Note that C and ξ(τ) are known from experiments on stretched DNA, leaving
the four anticipated force-dependent quantities to be described by a theory of
supercoiling: τ , q, F0, and z0.
B.3 Self-repulsion
It is essential to include a repulsive force between sections of the DNA that come
near each other; without it, the rod can pass through itself, unphysically remov-
ing linking number in the process and preventing the formation of plectonemes.
The physical origins of repulsive forces in DNA include both electrostatic and en-
tropic effects. We use discretized versions of the repulsive interactions described
in Ref. [49].
Electrostatic forces are modeled using a Debye-Huckel screened Coulomb in-
teraction:
ESC(r) =
|e−νd|2

e−r/λD
r
, (B.13)
where ν = 8.4 nm−1 is the effective number of electron charges per unit length,
λD = 0.8 nm is the Debye screening length, and e
2
−/ = 2.9 pN nm
2. (These values
are dependent on the ionic concentration of the buffer, and were picked to match
with ≈ 150 mM NaCl.)
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The entropic free energy of a helical structure is calculated in Ref. [49], coming
from the increasing confinement of fluctuations in more tightly coiled structures.
We use the same free energy, written as a pairwise interaction between segments:
Eent(r) =
25/3
√
piΓ(1/3)
Γ(5/6)
kTd2
(B/kT )1/3r5/3
. (B.14)
Since we also include straight parts of the DNA that should not have the same
entropic interaction, we cut off the entropic potential at a distance of 2B/kT ,
where the argument for the form of the potential breaks down [49].
B.4 Extra terms in the circular end-loop model
Extra terms in the free energy that we have not considered would change the
predictions of the circular end-loop model — these could include electrostatic in-
teractions, entropic effects, etc. In fact, we can solve for the properties that such
an extra free energy term (call it Fextra) would need to have in order to make the
model match the experimental data.
Adding this unknown term, we have
Fl(Kl, Ll) = C
2Ll
[2pi(Kl −Wrloop)]2 + (2pi)2 B
2Ll
+ Fextra(Kl, Ll). (B.15)
Since the terms we will imagine adding will not depend on Kl, we will assume that
Fextra is only a function of Ll. Setting the force and torque equal to the coexisting
state values (dFl/dLl = −(Feff + τ 2/(2C)); dFl/dKl = 2piτ) then gives
L∗l = 2pi
√
B
2(Feff + dFextra/dLl) (B.16)
K∗l =
τL∗l
2piC
+Wrloop. (B.17)
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Figure B.1: Testing entropic corrections. Entropic corrections from the lit-
erature do not help the circular end-loop model fit the data. The dots show the
required free energy contribution Fextra (top plot) and its derivative with respect to
end-loop circumference dFextra/dLl (bottom plot) that would produce an F0 and z0
that match with the experiment (with Wrloop = 0.8). Bars on the top plot show the
required derivative, the value of which is shown on the bottom plot. Vertical grey
lines show one standard deviation error bars. Note especially the inability of any
of the proposed entropic terms to match the well-constrained negative derivative
at large end-loop circumferences (which happen at low force in the experiment);
this produces Ll (and thus z0) that are too small at low forces. A lessening of the
effective force felt by the end-loop of about 0.5 pN would help agreement, but none
of the proposed corrections provides this.
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We now use the fact that
F0 = F∗l + (Feff +
τ 2
2C
)L∗l − 2piτK∗l (B.18)
z0 = ξ(τ)L
∗
l − q
(
K∗l −
τL∗l
2piC
)
(B.19)
to solve for the necessary values of Fextra and dFextra/dLl in order to match with
the experimental F0 and z0. We find
Fextra = F0 + 2piτWrloop − FeffL∗l −
2pi2B
L∗l
(B.20)
dFextra
dLl
=
2pi2B
L∗2l
− Feff , (B.21)
where
L∗l =
z0 + qWrloop
ξ(τ)
. (B.22)
These required properties of the added free energy term are plotted in Figure B.1
for Wrloop = 0.8.
We can then test whether different possible extra free energy terms would match
the requirements. Here we try four possibilities taken from the literature. First,
there is electrostatic repulsion coming from like charges on opposite sides of the
DNA circle. This looks like (using the Debye-Huckel formulation from Ref. [49])
F electrostaticextra = kT lBν2K0
(
Ll
piλD
)
Ll (B.23)
and is plotted in yellow in Figure B.1. Second, Odijk calculates the free energy for
a circular DNA loop and finds terms in the free energy [61] [Eq. (2.13)]
FOdijkextra = kT log
2piL
B/(kT )
− (kT )
2
8B
L; (B.24)
this is plotted in purple in Figure B.1. Third, a similar term is found by Tkachenko
in solving for the J-factor for unconstrained DNA cyclization [73] [Eq. (4)]:
FTkachenkoextra = 5kT log
L
B/(kT )
; (B.25)
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this is plotted in green in Figure B.1. Finally, we could imagine that entropic con-
tributions from confinement similar to the one used by us for our elastic simulation
could be important. Although the form was derived for a different configuration
(superhelical DNA), we could try it to see if something similar might help. In-
tegrating the confinement entropy from Marko and Siggia [49] over a circle gives
F confinementextra =
kT
(B/kT )1/3(L/(2pi))2/3
L, (B.26)
which is plotted in blue in Figure B.1.
Although these possible terms are only initial guesses at the possible corrections
due to entropic and other effects, we see that they are all qualitatively unable to
help, especially at long loop lengths, which is where the circular loop model fares
worst at fitting the data.
B.5 Calculating entropic contributions from fluctuations
in plectoneme location, length, and linking number
To investigate entropic effects, we would like to find the free energy of states with
multiple plectonemes,1 including fluctuations of linking number and length both
within individual plectonemes and moving among different plectonemes. We can
achieve this by calculating the partition function for a state with n plectonemes,
identifying unique states by the plectoneme positions si, the plectoneme lengths
1 If the free energy necessary to nucleate a plectoneme is large compared to kT , then the
coexisting state will contain a single plectoneme. If this is not the case, however (for example,
when L becomes large), we will need to consider equilibrium states in which multiple plectonemes
coexist.
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Lpi, and the plectoneme linking numbers Kpi:
Zn(K,L) =
1
Ln0
∫ L
0
ds1
∫ L
s1
ds2...
∫ L
sn−1
dsn (B.27)
1
Ln0
∫ L
0
dLp1
∫ L
0
dLp2...
∫ L
0
dLpn
1
Kn0
∫ ∞
−∞
dKp1
∫ ∞
−∞
dKp2...
∫ ∞
−∞
dLKn
exp [−Fn(L,K,Lpi, Kpi)/kT ],
where we have neglected the complications coming from the possibility that plec-
tonemes could overlap. The constants L0 and K0 set the length change and linking
number change, respectively, that produce an independent state. Since we are only
concerned with the free energy difference between the straight state and coexisting
state, these constants would be set by the change in entropy of the degrees of free-
dom in the straight state that are lost to the collective modes we are integrating
over in the coexisting state.
The first line of integrals represents the choice of where to put each plectoneme,
which does not change the free energy (Fn does not depend on si). We therefore
simply get a factor of Ln, divided by n! since plectonemes are indistinguishable:
Zn(K,L) =
(L/L0)
n
n!
1
Ln0K
n
0
∫ L
0
∏
i
dLpi (B.28)∫ ∞
−∞
∏
i
dKpi exp
[−Fn(L,K, {Lpi}, {Kpi})/kT ].
Next we need to know the free energy of coexisting states that are away from the
equilibrium plectoneme length and linking number. Assuming that the plectoneme
free energy density is quadratic in linking number density (as in Marko’s model
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[50]), this turns out to be
Fn(L,K, {Lpi}, {Kpi}) =
n∑
i=1
C
2
(
1
1 + v
)(
2pi
Kpi
Lpi
)2
Lpi (B.29)
+
C
2
(
2pi
K −∑Kpi
L−∑Lpi
)2
(L−
∑
Lpi)
− Feff(L−
∑
Lpi) + nµ,
where µ is the chemical potential for plectoneme ends and v ≡ 2CFeff/τ 2.
We first evaluate the integrals over Kpi, which amount to n Gaussian integrals;
this gives
Zn(K,L) =
(L/L0)
n
n!
1
Ln0K
n
0
pin/2
∫ L
0
∏
i
dLpi
 ∏i Lpi/c1
1 + (1 + v)
P
Lpi
L−PLpi
1/2 (B.30)
exp (− 1
kT
[
C
2
(2piK)2
L−∑Lpi + (1 + v)(∑Lpi) − Feff(L−∑Lpi) + nµ
]
).
Now changing to unitless variables xi = Lpi/Lp and y = Lp/L, and rearranging to
move all the factors that depend on the sum of the plectoneme lengths y into the
exponent, the term in the exponent becomes
f(y) =
1
kT
(
C
2
(2piK)2/L
1 + vy
− FeffL(1− y) + nµ
)
+
1
2
log
(
1 + vy
1− y
)
, (B.31)
and we have (with χ = (L/L0)
n
n!
1
Ln0K
n
0
pin/2),
Zn(K,L) = χ
∫ L
0
∏
i
dxi
√∏
i
Lpi/c1 exp [−f(
∑
Lpi/L)] (B.32)
= χ
∫ L
0
dLp δ
(∑
Lpi − Lp
)∫ Lp
0
∏
i
dLpi
√∏
i
Lpi/c1 exp [−f(Lp/L)]
= χ
∫ L
0
dLp
Lnp
Lp
(
Lp
c1
)n
2
[∫ 1
0
∏
i dxi
√∏
i xi δ (
∑
xi − 1)
]
exp [−f(Lp/L)]
=
(L/L0)
2n(L/c1)
n/2
Kn0
pin/2 γn
n!
∫ 1
0
dy exp [−(f(y)− 3n− 2
2
log y)].
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The integral in large square brackets (characterizing fluctuations in the individ-
ual plectoneme lengths that do not change the total plectoneme length) gives a
numerical constant γn = pi
n/2/(2nΓ(3n/2)) = 2b
n−1
2
cpib
n
2
c/(3n − 2)!!. To evaluate
the y integral over total plectoneme length, we make a Gaussian approximation
[noting that the total length is well-constrained by f(y)]. Then the fluctuations in
the (fractional) total length of plectonemic DNA are of size
σy =
 d2
dy2
[
f(y)− 3n− 2
2
log y
] ∣∣∣∣∣
y∗
−1/2 , (B.33)
where y∗ is the equilibrium value of y, and the derivative is
d2
dy2
[
f(y)− 3n− 2
2
log y
]
=
1
2
 1
(1− y)2 +
3n− 2
y2
−
v2
(
1− 8pi2CK2
LkT (1+vy)
)
(1 + vy)2
 .
(B.34)
Without the entropic corrections, the equilibrium length is y∗ = (u− 1)/v, where
u = 2piCK/(τL). We can safely use this value if we are far from y∗ = 0 and y∗ = 1,
and get
σy =
√
2
v
(
1
u
2τ 2L
kTC
− 1
u2
+
1
(v − u+ 1)2 +
3n− 2
(u− 1)2
)−1/2
. (B.35)
[Since we are usually near y∗ = 0 at the transition, to calculate the length-
dependence shown in Fig. 4 (left), we approximate y∗ numerically and use
Eq. (B.33) instead of Eq. (B.35).] In the end, we have
Zn(K,L) =
(L/L0)
2n(L/c1)
n/2
Kn0
pin/2 γn
n!
√
2piσy (B.36)
×
(
u− 1
v
)(3n−2)/2(
v − u+ 1
uv
)1/2
exp [−F(K,L)/kT ].
The full partition function for all plectonemic states is then
Z(K,L) =
∞∑
n=1
Zn(K,L) (B.37)
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(which we can numerically approximate by truncating the series at a reasonable n),
such that the coexisting state free energy is given by FCS(K,L) = −kT logZ(K,L).
For the experimental values, we find that only the single plectoneme n = 1 state
contributes significantly near the transition.
B.6 Independence of results on entropic effects
In the paper, we have set the entropy from the previous section to zero (S = 0)
for most of the calculations. How would we expect that including S would change
any of the results?
First, S would create a shift between the experimental F0 and the predictions
from models that do not include fluctuations. We find that this shift is largely
independent of force, and is mostly dependent on L0. We do not currently have
a way of calculating L0, but we expect that it should be on the order of the
persistence length of DNA, about 50 nm. We find that setting L0 to about 100
nm makes the prefactor equal to 1, or equivalently sets S = 0. If we assume that
L0 is about equal to the persistence length of DNA, we expect that we would need
to shift the model predictions by at most about kT log 2 ≈ 5 pN nm.
Second, we find that S has a logarithmic dependence on L. This means that
we expect F0 to decrease by something on the order of kT log(L2/L1) when we
increase the length from L1 to L2. For the experimental lengths (with L2 ≈ 2L1),
this again corresponds to a shift of about 5 pN nm.
Shifting F0 by these amounts would slightly change only the theory curves for
F0 (about 5 pN nm), ∆z (about 10 nm), and ∆τ (about 1 pN nm).
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