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Positive cones on algebras with involution
Vincent Astier and Thomas Unger
Abstract
We introduce positive cones on algebras with involution. These allow us
to prove analogues of Artin’s solution to Hilbert’s 17th problem, the Artin-
Schreier theorem characterizing formally real fields, and to define signatures
with respect to positive cones. We consider the space of positive cones of an
algebra with involution and investigate its topological properties, showing in
particular that it is a spectral space. As an application we solve the problem
of the existence of positive involutions.
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1 Introduction
In a series of papers [2], [3], [4], [5] we initiated an investigation of central sim-
ple algebras with involution from a real algebraic point of view, inspired by the
classical correspondences between signatures of quadratic forms over a field F,
morphisms from the Witt ring W(F) into Z, prime ideals of W(F), and orderings
on F, which form one of the foundations of real algebra.
More precisely, in [2] we defined signatures of hermitian forms over algebras
with involution (A, σ), and in [3] we showed that these provide the desired natural
correspondences with morphisms from the Witt group W(A, σ) into Z and with
“prime ideals” ofW(A, σ).
In the present paper we show that these correspondences can be extended to
include a notion of partial ordering on algebras with involution, which we call
(pre-)positive cone (Definition 3.1). Prepositive cones are inspired by both posi-
tive semidefinite matrices and one-dimensional hermitian forms of maximal sig-
nature, as well as by Prestel’s notion of quadratic semiorderings [18], and can be
interpreted as those orderings on the base field that extend to the algebra (Propo-
sition 3.7). In addition to the above correspondences, positive cones allow us
to obtain analogues of the Artin-Schreier theorem on the characterization of for-
mally real fields (Theorem 7.9) and Artin’s solution of Hilbert’s 17th problem
(Theorem 7.14, Corollary 7.15). We also define signatures with respect to posi-
tive cones (Section 8.2) and show that the space of all positive cones is a spectral
space (Theorem 9.17), whose topology is linked to the topology of the space of
orderings of the base field (Proposition 9.14).
Finally, as an application, we answer the question of the existence of positive
involutions (Theorem 6.8), a question that does not seem to have been treated
before in full generality.
2
2 Preliminaries
We present the notation and main tools used in this paper and refer to the standard
references [10], [11], [12] and [22] as well as to [2], [3] and [4] for the details.
Let F be a field of characteristic different from 2. We denote by W(F) the
Witt ring of F, by XF the space of orderings of F, and by FP a real closure of F
at an ordering P ∈ XF . We allow for the possibility that F is not formally real,
i.e. that XF = ∅. By an F-algebra with involution we mean a pair (A, σ) where
A is a finite-dimensional simple F-algebra with centre a field K = Z(A), equipped
with an involution σ : A → A, such that F = K ∩Sym(A, σ), where Sym(A, σ) :=
{a ∈ A | σ(a) = a}. We also define Skew(A, σ) := {a ∈ A | σ(a) = −a}. Observe
that dimF K 6 2. We say that σ is of the first kind if K = F and of the second
kind (or of unitary type) otherwise. Involutions of the first kind can be further
subdivided into those of orthogonal type and those of symplectic type, depending
on the dimension of Sym(A, σ). We let ι = σ|K and note that ι = idF if σ is of the
first kind.
If A is a division algebra, we call (A, σ) an F-division algebra with involution.
We denote Brauer equivalence by ∼ and isomorphism by . Quadratic and her-
mitian forms are often just called forms. The notation ϕ 6 ψ indicates that ϕ is a
subform of ψ and ϕ ≃ ψ indicates that ϕ and ψ are isometric.
Let (A, σ) be an F-algebra with involution. We denote by W(A, σ) the Witt
group of Witt equivalence classes of nonsingular hermitian forms over (A, σ), de-
fined on finitely generated right A-modules. Note thatW(A, σ) is aW(F)-module.
For a1, . . . , ak ∈ F the notation 〈a1, . . . , ak〉 stands for the quadratic form
(x1, . . . , xk) ∈ Fk 7→
∑k
i=1 aix
2
i ∈ F, as usual, whereas for a1, . . . , ak in Sym(A, σ)
the notation 〈a1, . . . , ak〉σ stands for the diagonal hermitian form
(
(x1, . . . , xk), (y1, . . . , yk)
) ∈ Ak × Ak 7→
k∑
i=1
σ(xi)aiyi ∈ A.
In each case, we call k the dimension of the form.
Let h : M × M → A be a hermitian form over (A, σ). We sometimes write
(M, h) instead of h. The rank of h, rank(h), is the rank of the A-module M. The
set of elements represented by h is denoted by
D(A,σ)(h) := {u ∈ Sym(A, σ) | ∃x ∈ M such that h(x, x) = u}.
We denote by Int(u) the inner automorphism determined by u ∈ A×, where
Int(u)(x) := uxu−1 for x ∈ A.
It follows from the structure theory of F-algebras with involution that A is
isomorphic to a full matrix algebra Mℓ(D) for a unique ℓ ∈ N (called the ma-
trix size of A) and an F-division algebra D (unique up to isomorphism) which
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is equipped with an involution ϑ of the same kind as σ, cf. [11, Thm. 3.1].
For B = (bi j) ∈ Mℓ(D) we let ϑt(B) = (ϑ(b ji)). By [11, 4.A], there exists
ε ∈ {−1, 1} and an invertible matrix Φ ∈ Mℓ(D) such that ϑ(Φ)t = εΦ and
(A, σ)  (Mℓ(D), adΦ), where adΦ = Int(Φ) ◦ ϑt. (In fact, Φ is the Gram ma-
trix of an ε-hermitian form over (D, ϑ).) Note that adΦ = adλΦ for all λ ∈ F× and
that ε = 1 when σ and ϑ are of the same type, cf. [11, Theorem 4.2]. We fix an
isomorphism of F-algebras with involution f : (A, σ)→ (Mℓ(D), adΦ).
Given an F-algebra with involution (B, τ) we denote by Hermε(B, τ) the cate-
gory of ε-hermitian forms over (B, τ) (possibly singular), cf. [10, p. 12]. We drop
the subscript εwhen ε = 1. The isomorphism f trivially induces an equivalence of
categories f∗ : Herm(A, σ) −→ Herm(Mℓ(D), adΦ). Furthermore, the F-algebras
with involution (A, σ) and (D, ϑ) are Morita equivalent, cf. [10, Chapter I, Theo-
rem 9.3.5]. In this paper we make repeated use of a particular Morita equivalence
between (A, σ) and (D, ϑ), following the approach in [15] (see also [2, §2.4] for
the case of nonsingular forms and [2, Proposition 3.4] for a justification of why
using this equivalence is as good as using any other equivalence for the purpose
of computing signatures), namely:
Herm(A, σ)
f∗
// Herm(Mℓ(D), adΦ)
s
// Hermε(Mℓ(D), ϑ
t)
g
// Hermε(D, ϑ),
(2.1)
where s is the scaling by Φ−1 Morita equivalence, given by (M, h) 7→ (M,Φ−1h)
and g is the collapsingMorita equivalence, given by (M, h) 7→ (Dk, b), where k is
the rank ofM asMℓ(D)-module and b is defined as follows: fixing an isomorphism
M  (Dℓ)k, h can be identified with the form (Mk,ℓ(D), 〈B〉ϑt) for some matrix
B ∈ Mk(D) that satisfies ϑt(B) = εB and we take for b the ε-hermitian form whose
Grammatrix is B. In particular the ε-hermitian form 〈diag(d1, . . . , dℓ)〉ϑt is mapped
to 〈d1, . . . , dℓ〉ϑ by g. Note that 〈B〉ϑt(X, Y) := ϑ(X)tBY for all X, Y ∈ Mk,ℓ(D).
Given an ordering P ∈ XF we defined a signature map
sign
η
P
: W(A, σ) → Z
via scalar extension to FP and Morita theory in [2]. This map has many properties
in common with the usual Sylvester signature signP of quadratic forms (cf. [2] and
[3, §2]) and reduces to ± signP when (A, σ) = (F, idF). See also [4] for a concise
presentation as well as for the notation that we will use in this paper. In partic-
ular, recall that η denotes a tuple of reference forms for (A, σ) and that a Morita
equivalence between F-algebras with involution of the same type sends a tuple of
reference forms to a tuple of reference forms, cf. the proof of [3, Theorem 4.2].
Furthermore
Nil[A, σ] := {P ∈ XF | signηP = 0}
4
denotes the set of nil orderings for (A, σ), and depends only on the Brauer class
of A and the type of σ. Finally, let
X˜F := XF \ Nil[A, σ],
which does not indicate the dependence on (A, σ) in order to avoid cumbersome
notation.
Definition 2.1. Let h ∈ Herm(A, σ). We say that h is universal if D(A,σ)h =
Sym(A, σ).
We denote the set of invertible elements in Sym(A, σ) by Sym(A, σ)×.
Lemma 2.2. Let h be a hermitian form of rank k over (A, σ). There are a1, . . . , ak ∈
Sym(A, σ)× ∪ {0} such that ℓ × h ≃ 〈a1, . . . , ak〉σ. If (A, σ) = (Mℓ(D), ϑt) we can
take a1, . . . , ak ∈ Sym(D, ϑ) · Iℓ.
Proof. Since f∗ and s preserve diagonal forms and isometries, we may assume that
(A, σ) = (Mℓ(D), ϑ
t). Let d1, . . . , dk ∈ Sym(D, ϑ) be such that g(h) = 〈d1, . . . , dk〉ϑ.
Then g(ℓ × h) ≃ (ℓ × 〈d1〉ϑ) ⊥ · · · ⊥ (ℓ × 〈dk〉ϑ). Therefore
ℓ × h ≃ g−1(ℓ × 〈d1〉ϑ) ⊥ · · · ⊥ g−1(ℓ × 〈dk〉ϑ)
≃ 〈diag(d1, . . . , d1)〉ϑt ⊥ · · · ⊥ 〈diag(dk, . . . , dk)〉ϑt
≃ 〈diag(d1, . . . , d1), · · · , diag(dk, . . . , dk)〉ϑt . 
Lemma 2.3. Let h be a nonsingular isotropic hermitian form over (A, σ). Then
ℓ × h is universal.
Proof. By Morita theory g(s( f∗(h))) is a nonsingular isotropic hermitian form
over (D, ϑ), and thus there are d3, . . . , dk ∈ Sym(D, ϑ) such that g(s( f∗(h))) ≃
〈−1, 1, d3, . . . , dk〉ϑ. Using the same method as in the proof of Lemma 2.2 we
obtain
ℓ × s( f∗(h)) ≃ 〈−Iℓ, Iℓ, d3 · Iℓ, . . . , dk · Iℓ〉ϑt ,
and so
ℓ × h ≃ 〈−a, a〉σ ⊥ h′,
for some a ∈ Sym(A, σ)× and some form h′ over (A, σ). Since a is invertible, we
have 〈−a, a〉σ ≃ 〈−1, 1〉σ and a standard argument shows that the hermitian form
〈−1, 1〉σ over (A, σ) is universal. The result follows. 
Lemma 2.4. Let a ∈ Sym(A, σ) \ {0}. Then ℓ × 〈a〉σ represents an element in
Sym(A, σ)× and ℓ × 〈a,−a〉σ is universal.
Proof. By Lemma 2.2, ℓ×〈a〉σ ≃ 〈a1, . . . , aℓ〉σ for some a1, . . . , aℓ ∈ Sym(A, σ)×∪
{0}. At least one ai, say a1, is nonzero since D(A,σ)(ℓ × 〈a〉σ) contains a , 0. Also,
〈a1,−a1〉σ 6 ℓ × 〈a,−a〉σ and we conclude as in the proof of Lemma 2.3 since a1
is invertible. 
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3 Positive cones on algebras with involution
The objective of this section is to introduce a notion of ordering on algebras with
involution that corresponds to non-zero signatures of hermitian forms. The precise
statement of this correspondence will appear later in the paper, in Corollary 7.6.
For the remainder of the paper we fix some field F of characteristic not 2 and
some F-algebra with involution (A, σ). Let (D, ϑ), adΦ, ℓ and ε be as in Section 2.
We make the convention that orderings in XF always contain 0.
Definition 3.1. A prepositive cone P on (A, σ) is a subset P of Sym(A, σ) such
that
(P1) P , ∅;
(P2) P +P ⊆ P;
(P3) σ(a) ·P · a ⊆ P for every a ∈ A;
(P4) PF := {u ∈ F | uP ⊆ P} is an ordering on F.
(P5) P ∩ −P = {0} (we say that P is proper).
A prepositive cone P is over P ∈ XF if PF = P. A positive cone is a prepositive
cone that is maximal with respect to inclusion.
Definition 3.2. We denote by Y(A,σ) the set of all prepositive cones on (A, σ), and
by X(A,σ) the set of all positive cones on (A, σ). We say that (A, σ) is formally real
if it has at least one prepositive cone.
Observe that {0} is never a prepositive cone on (A, σ) by (P4). The following
proposition justifies why we use the terminology “proper” for (P5).
Proposition 3.3. Let P ⊆ Sym(A, σ) satisfy properties (P1) up to (P4) and as-
sume that P does not satisfy (P5). Then P = Sym(A, σ).
Proof. By hypothesis there is a ∈ P \ {0} such that a,−a ∈ P . Therefore
D(A,σ)(k × 〈a,−a〉σ) ⊆ P for every k ∈ N by (P2) and (P3). Since a , 0,
Lemma 2.4 tells us that ℓ × 〈−a, a〉σ is universal and the conclusion follows. 
Lemma 3.4. Let P be a prepositive cone on (A, σ). Then P contains an invert-
ible element.
Proof. Consider the hermitian form 〈a〉σ, where a ∈ P \ {0}. By Lemma 2.4,
ℓ × 〈a〉σ represents an element b ∈ Sym(A, σ)×. Then b ∈ P since by (P2) and
(P3), D(A,σ)(ℓ × 〈a〉σ) ⊆ P . 
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Proposition 3.5. If (A, σ) is formally real, then W(A, σ) is not torsion.
Proof. Let P be a prepositive cone on (A, σ). Suppose W(A, σ) is torsion and
consider the hermitian form 〈a〉σ, where a ∈ P is invertible (cf. Lemma 3.4).
Then there exists k ∈ N such that k × 〈a〉σ is hyperbolic. By Lemma 2.3 there
exists r ∈ N such that r×〈a〉σ is universal. By (P2) and (P3), D(A,σ)(r×〈a〉σ) ⊆ P ,
contradicting (P5). 
The converse to the previous proposition also holds, as we will show in Propo-
sition 7.11.
Corollary 3.6. If (A, σ) is formally real, then the involution ϑ on D can be chosen
such that ε = 1.
Proof. If it is not possible to choose ϑ as indicated, then (D, ϑ, ε) = (F, idF,−1) by
[4, Lemma 2.2]. Diagram (2.1) then induces an isomorphism of Witt groups be-
tween W(A, σ) andW−1(F, idF), the Witt group of skew-symmetric bilinear forms
over F, which is well-known to be zero, contradicting Proposition 3.5. 
Assumption for the remainder of the paper: In view of this corollary we may
and will assume without loss of generality that the involution ϑ on D is chosen to
be of the same type as σ (i.e. such that ε = 1) whenever (A, σ) is formally real.
We collect some simple, but useful, properties of prepositive cones in the fol-
lowing proposition.
Proposition 3.7. Let P be a prepositive cone on (A, σ).
(1) Assume that 1 ∈ P . Then PF = P ∩ F.
(2) Let α ∈ PF \ {0}. Then αP = P .
Proof. (1) If α ∈ PF, then α = α·1 ∈ P∩F. Conversely, assume that α ∈ P∩F.
If α < PF, then −α ∈ PF \ {0}. Therefore −α = −α · 1 ∈ P , contradicting (P5)
since α ∈ P .
(2) We know that αP ⊆ P . It follows from (P3) that α−1Pα−1 ⊆ P and so
α−1P ⊆ Pα = αP ⊆ P . The result follows. 
Note that a characterization of the condition 1 ∈ P is given in Corollary 7.7.
Example 3.8. Let (A, σ) be an F-algebra with involution and let P ∈ XF. Let h be
a hermitian form over (A, σ) such that 〈u¯〉 ⊗ h is anisotropic for every finite tuple
u¯ of elements of P. Then
P :=
⋃
u¯∈Pk, k∈N
D(A,σ)(〈u¯〉 ⊗ h)
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is a prepositive cone on (A, σ).
Also, if P is a prepositive cone on (A, σ) over P ∈ XF, then for any diagonal
hermitian form h over (A, σ) with coefficients in P we have
D(A,σ)(〈u¯〉 ⊗ h) ⊆ P
for every finite tuple u¯ of elements of P. In particular the hyperbolic plane is never
a subform of 〈u¯〉 ⊗ h. If h is in addition nonsingular, then h is strongly anisotropic
by Lemma 2.3.
Most of the motivation behind the definition of prepositive cones comes from
Examples 3.9 and 3.11 below.
Example 3.9. Let (A, σ) = (Mn(F), t), where t denotes the transpose involution.
Let P ∈ XF and let P consist of those matrices in Mn(F) that are symmetric
and positive semidefinite with respect to P. Then P is a prepositive cone on
(Mn(F), t) over P. Note that if M ∈ P , then there exists T ∈ GLn(F) such that
T tMT is a diagonal matrix whose elements all belong to P. In particular, if M is
invertible, M is positive definite, and therefore sign
〈In〉t
P
〈M〉t = n. (Note that 〈In〉t
is a reference form for (Mn(F), t)). We will observe later in Example 4.10 that P
and −P are the only prepositive cones on (Mn(F), t) over P.
Definition 3.10. Let (A, σ) be an F-algebra with involution and let P ∈ XF . We
define
mP(A, σ) := max{signηP〈a〉σ | a ∈ Sym(A, σ)×}
(note that mP(A, σ) does not depend on the choice of η) and
M
η
P
(A, σ) := {a ∈ Sym(A, σ)× | signη
P
〈a〉σ = mP(A, σ)} ∪ {0}.
Example 3.11. For every F-division algebra with involution (D, ϑ), every tuple
of reference forms η for (D, ϑ) and every P ∈ XF \ Nil[D, ϑ], the set M ηP (D, ϑ) is
a prepositive cone on (D, ϑ) over P. Properties (P1) and (P4) are clear (for (P4)
note that sign
η
P
(q ⊗ h) = signP q · signηP h, cf. [3, Theorem 2.6]). We justify the
others.
(P2): Let a, b ∈ M η
P
(D, ϑ) \ {0}. Then a + b is represented by 〈a, b〉ϑ. Observe
that since P ∈ X˜F, mP(D, ϑ) > 0 and thus a , −b (because a = −b would
imply mP(D, ϑ) = sign
η
P
〈a〉σ = − signηP〈b〉σ = −mP(D, ϑ), impossible). Since
D is a division algebra, a + b is invertible and 〈a, b〉ϑ ≃ 〈a + b, c〉ϑ for some
c ∈ Sym(D, ϑ)×. Comparing signatures and using the fact that a, b ∈ M η
P
(D, ϑ)
we obtain a + b ∈ M η
P
(D, ϑ).
(P3) follows from the fact that for any a ∈ D× and any b ∈ Sym(D, ϑ)× the
forms 〈b〉ϑ and 〈ϑ(a)ba〉ϑ are isometric.
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(P5) follows from the fact that P < Nil[D, ϑ] and thus mP(D, ϑ) > 0.
We will see later, in Proposition 7.1, that M
η
P
(D, ϑ) is in fact a positive cone
on (D, ϑ) over P.
Remark 3.12. Observe that P is a prepositive cone on (A, σ) if and only if −P
is a prepositive cone on (A, σ). This property of prepositive cones corresponds to
the fact that if sign
η
P
: W(A, σ) → Z is a signature, then so is − signη
P
= sign
−η
P
. We
will return to this observation later, cf. Section 9.1.
Remark 3.13. The reason for requiring PF to be an ordering on F in (P4) in-
stead of just a preordering is as follows: in case (A, σ) = (Mn(F), t), we want the
prepositive cone P on (Mn(F), t) to be a subset of the set of positive definite (or
negative definite) matrices (see Proposition 6.5 where we prove this result). Hav-
ing this requirement while only asking that PF is a preordering forces F to be a
SAP field (see [19, p. 66] for the definition) as we now explain.
We assume for the remainder of this remark that axiom (P4) only requires
PF to be a preordering. Let q = 〈a1, . . . , an〉 be a quadratic form over F that
is strongly anisotropic. Let M ∈ Mn(F) be the diagonal matrix with diagonal
(a1, . . . , an). Then M ∈ Sym(Mn(F), t). Let P be the smallest subset of Mn(F)
containing M, that is closed under (P2) and (P3). In other words, P consists of
all the elements in Mn(F) that are weakly represented by the hermitian form 〈M〉t.
Since 〈M〉t is Morita equivalent to q (via the map g), 〈M〉t is strongly anisotropic.
It follows that P is a prepositive cone on (Mn(F), t) with PF a preordering on
F. If P is to only contain positive definite (or negative definite) matrices with
respect to some P ∈ XF , all the ai must have the same sign at P and thus q must
be definite at P. This shows that F must satisfy the Weak Hasse Principle, which
is known to be equivalent to F being SAP, cf. [19, §9].
Lemma 3.14. Let P ⊆ Q be prepositive cones in (A, σ). Then PF = QF .
Proof. Let α ∈ QF. Assume that α < PF. Then −α ∈ PF and thus αP = −P ,
cf. Proposition 3.7. Using that P ⊆ Q we also obtain αP ⊆ αQ ⊆ Q. So
P ,−P ⊆ Q, contradicting that Q is proper since P , {0} (as observed after
Definition 3.2). Therefore, QF ⊆ PF and the equality follows since they are both
orderings. 
Definition 3.15. Let (A, σ) be an F-algebra with involution and let P ∈ XF. For a
subset S of Sym(A, σ), we define
CP(S ) :=
{ k∑
i=1
uiσ(xi)sixi
∣∣∣∣ k ∈ N, ui ∈ P, xi ∈ A, si ∈ S }.
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For a prepositive cone P on (A, σ) over P and a ∈ Sym(A, σ), we define
P[a] :=
{
p +
k∑
i=1
uiσ(xi)axi
∣∣∣∣ p ∈ P , k ∈ N, ui ∈ P, xi ∈ A}
= P + CP({a}).
It is easy to see that both CP(S ) and P[a] are prepositive cones on (A, σ) over
P if and only if they are proper.
Prepositive cones on (A, σ) only give rise to partial orderings on Sym(A, σ).
The following result gives an approximation, for a positive cone P , to the prop-
erty F = P ∪ −P for any ordering P ∈ XF :
Lemma 3.16. LetP be a positive cone on (A, σ) over P ∈ XF and a ∈ Sym(A, σ)\
P . Then there are k ∈ N, u1, . . . , uk ∈ P \ {0} and x1, . . . , xk ∈ A \ {0} such that
k∑
i=1
uiσ(xi)axi ∈ −P .
Proof. Assume for the sake of contradiction that the conclusion of the lemma does
not hold, and consider P[a]. It is easy to check that P[a] satisfies axioms (P1)
to (P4), and obviously it properly contains P since it contains a. We now check
that P[a] is proper, thus reaching a contradiction. If P[a] were not proper, we
would have
p +
k∑
i=1
uiσ(xi)axi = −(q +
r∑
j=1
v jσ(y j)ay j),
for some k, r ∈ N ∪ {0}, ui, v j ∈ P \ {0} and xi, y j ∈ A \ {0} (and where neither side
is 0). Therefore
k∑
i=1
uiσ(xi)axi +
r∑
j=1
viσ(y j)ay j ∈ −P ,
a contradiction. 
Several notions of orderings have previously been considered in the special
case of division algebras with involution, most notably Baer orderings (see the
survey [7]). The essential difference between our notion of (pre-)positive cone
and (for instance) Baer orderings, is that our definition is designed to correspond
to a pre-existing algebraic object: the notion of signature of hermitian forms (see
in particular axiom (P4) which reflects the fact that the signature is a morphism of
modules, cf. [3, Theorem 2.6(iii)] and Example 3.11).
In order to achieve this, it was necessary to accept that the ordering defined by
a positive cone on the set of symmetric elements is in general only a partial order-
ing. It gives positive cones a behaviour similar to the set of positive semidefinite
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matrices in the algebra with involution (Mn(F), t) (which provides, as seen above,
one of the main examples of (pre-)positive cones, cf. Example 3.9).
4 Prepositive cones under Morita equivalence
For a subset S of Sym(A, σ), we denote by Diag(S ) the set of all diagonal hermi-
tian forms with coefficients in S .
Theorem 4.1. Let (A, σ) and (B, τ) be two Morita equivalent F-algebras with
involution with σ and τ of the same type, and fix a Morita equivalence m :
Herm(A, σ) → Herm(B, τ). The map
m∗ : Y(A,σ) → Y(B,τ),
defined by
m∗(P) :=
⋃
{D(B,τ)(m(h)) | h ∈ Diag(P)}
is an inclusion-preserving bijection from Y(A,σ) to Y(B,τ) that thus restricts to a
bijection from X(A,σ) to X(B,τ). Furthermore, if P is over P ∈ XF , then m∗(P) is
also over P.
Proof. We first show that m∗(P) is a prepositive cone over (B, τ). By definition,
m∗(P) satisfies properties (P1), (P2) and (P3). We now show (P5): Assume there
is b ∈ m∗(P)∩−m∗(P) such that b , 0. Then there are diagonal hermitian forms
h1 and h2 in Diag(P) such that b ∈ D(B,τ)(m(h1)) and −b ∈ D(B,τ)(m(h2)). By
Lemma 2.4 there is k ∈ N and b1 ∈ Sym(B, τ)× such that b1 ∈ D(B,τ)(m(k×h1)) and
−b1 ∈ D(B,τ)(m(k × h2)). Since b1 is invertible we deduce (as for quadratic forms)
that 〈b1〉τ 6 m(k×h1) and 〈−b1〉τ 6 m(k×h2). Therefore 〈b1,−b1〉τ 6 m(k× (h1 ⊥
h2)) and 〈b1,−b1〉τ is nonsingular and clearly isotropic. So m−1(〈b1,−b1〉τ) 6
k × (h1 ⊥ h2) and m−1(〈b1,−b1〉τ) is also nonsingular and isotropic by Morita
theory. By Lemma 2.3 there is k′ ∈ N such that kk′ × (h1 ⊥ h2) is universal, a
contradiction to (P5) since D(A,σ)(kk
′ × (h1 ⊥ h2)) ⊆ P .
Finally we prove (P4) by showing that (m∗(P))F = PF. Let u ∈ PF and let
b ∈ m∗(P). Then there is a diagonal hermitian form h over (A, σ) with coefficients
in P such that b ∈ D(B,τ)(m(h)). Since the mapW(A, σ) → W(B, τ) induced by m
is a morphism ofW(F)-modules, the forms 〈u〉⊗m(h) andm(〈u〉⊗h) are isometric
and thus ub ∈ D(B,τ)(〈u〉⊗m(h)) = D(B,τ)(m(〈u〉⊗h)). This shows that ub ∈ m∗(P)
since 〈u〉 ⊗ h ∈ Diag(P) and thus PF ⊆ (m∗(P))F .
Assume now that PF $ (m∗(P))F , so that there is u ∈ −PF \ {0} such that
u ∈ (m∗(P))F . Let b ∈ m∗(P) \ {0}. Then by choice of u, ub ∈ m∗(P), and since
−u ∈ PF ⊆ (m∗(P))F we also obtain −ub ∈ m∗(P). Since u , 0 we have ub , 0
and so obtain a contradiction to property (P5).
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Finally, we show that m∗ is a bijection by showing that (m−1)∗ is a left in-
verse of m∗. The invertibility of m∗ then follows by swapping m and m−1. Let
P ∈ Y(A,σ) and let c ∈ (m−1)∗(m∗(P)). Then there are b1, . . . , br ∈ m∗(P)
such that c ∈ D(A,σ)m−1(〈b1, . . . , br〉τ), and there are a1, . . . , as ∈ P such that
b1, . . . , br ∈ D(B,τ)m(〈a1, . . . , as〉σ). Observe that by [4, Proposition 2.8] each
form 〈bi〉τ is a subform of sufficiently many copies of m(〈a1, . . . , as〉σ). Hence
there exists r′ ∈ N such that 〈b1, . . . , br〉τ 6 r′ × m(〈a1, . . . , as〉σ). It follows that
m−1(〈b1, . . . , br〉τ) 6 m−1[r′ × m(〈a1, . . . , as〉σ)] = r′ × 〈a1, . . . , as〉σ. Therefore
c ∈ D(A,σ)(r′ × 〈a1, . . . , as〉σ) ⊆ P .
Let now a ∈ P and let h = m(〈a〉σ). By Lemma 2.2 there are t, ℓ′ ∈ N and
b1, . . . , bt ∈ D(B,τ)(ℓ′ × h) such that ℓ′ × h ≃ 〈b1, . . . , bt〉τ. In particular b1, . . . , bt ∈
m∗(P) and h 6 〈b1, . . . , bt〉τ. Then 〈a〉σ = m−1(h) 6 m−1(〈b1, . . . , bt〉τ), which
implies a ∈ (m−1)∗(m∗(P)). Therefore P = (m−1)∗(m∗(P)). 
We can refine the description of the map m∗:
Proposition 4.2. Let P ∈ Y(A,σ). Then, with the same hypotheses and notation as
in Theorem 4.1,
m∗(P) :=
⋃
{D(B,τ)m(h) | h ∈ Diag(P ∩ A×)}.
Proof. The inclusion from right to left is obvious. Let b ∈ m∗(P). Then there
are a1, . . . , ar ∈ P such that b ∈ D(B,τ)m(〈a1, . . . , ar〉σ). By Lemma 2.2 there are
c1, . . . , cs ∈ Sym(A, σ)× such that ℓ × 〈a1, . . . , ar〉σ ≃ 〈c1, . . . , cs, 0, . . . , 0〉σ. It
follows from this isometry that c1, . . . , cs ∈ P , and thus
b ∈ D(B,τ)m(〈c1, . . . , cs, 0, . . . , 0〉σ) = D(B,τ)m(〈c1, . . . , cs〉σ),
sincem preserves forms with constant value zero. This proves the other inclusion.

In addition to the general result, Theorem 4.1, we now give explicit descrip-
tions of transferring prepositive cones between (A, σ)  (Mℓ(D), Int(Φ) ◦ ϑt) and
(Mℓ(D), ϑ
t) (scaling) and between (Mℓ(D), ϑ
t) and (D, ϑ) (going up and going
down).
Proposition 4.3. LetP be a prepositive cone on (A, σ) over P. Let a ∈ Sym(A, σ)×.
Then aP is a prepositive cone on (A, Int(a) ◦ σ) over P. This defines a natural
inclusion-preserving bijection between Y(A,σ) and Y(A,Int(a)◦σ) and between X(A,σ)
and X(A,Int(a)◦σ).
Proof. Properties (P1), (P2) and (P4) are clear. Let b ∈ P and let x ∈ A. Then
(Int(a) ◦ σ)(x)abx = aσ(x)a−1abx = aσ(x)bx ∈ aP , which proves (P3). The
fact that the map P 7→ aP is a bijection, and preserves being proper as well as
inclusions is clear. 
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In the remainder of this section we describe the going up and going down
correspondences, which are reminiscent of the behaviour of positive semidefinite
matrices.
4.1 Going up
Let P be a prepositive cone on (D, ϑ) over P ∈ XF . We define
PSDℓ(P) := {B ∈ Sym(Mℓ(D), ϑt) | ∀X ∈ Dℓ ϑ(X)tBX ∈ P}.
The following result is straightforward, since any matrix in Sym(Mℓ(D), ϑ
t) is the
matrix of a hermitian form over (D, ϑ) and thus can be diagonalized by congru-
ences.
Lemma 4.4. For B ∈ Sym(Mℓ(D), ϑt) the following are equivalent:
(1) B ∈ PSDℓ(P).
(2) There is G ∈ GLℓ(D) such that ϑ(G)tBG is diagonal with diagonal elements
in P .
(3) For every G ∈ GLℓ(D) such that ϑ(G)tBG is diagonal, the diagonal elements
are in P .
Lemma 4.5. PSDℓ(P) is the closure of P · Iℓ under the operations
(i) Sum;
(ii) Z 7→ uZ, for u ∈ P;
(iii) Z 7→ ϑ(X)tZX, for X ∈ Mℓ(D).
Proof. That PSDℓ(P) is closed under these operations is clear. Let B ∈ PSDℓ(P).
By Lemma 4.4 there is G ∈ GLℓ(D) such that ϑ(G)tBG = diag(a1, . . . , aℓ) with
a1, . . . , aℓ ∈ P . Observe that, with C = diag(0, . . . , 0, 1, 0, . . . , 0),
diag(0, . . . , 0, ai, 0, . . . , 0) = ϑ(C)
t(ai · Iℓ)C,
and the result follows using sums of matrices and permutation matrices in (iii). 
Proposition 4.6. Let P be a prepositive cone on (D, ϑ) over P ∈ XF .
(1) PSDℓ(P) is a prepositive cone on (Mℓ(D), ϑ
t) over P.
(2) If P is a positive cone, then so is PSDℓ(P).
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Proof. (1) The properties (P1) to (P4) are easily verified. For (P5), we assume
that PSDℓ(P) is not proper, i.e. there is B ∈ Sym(Mℓ(D), ϑt) \ {0} such that
B ∈ PSDℓ(P) ∩ − PSDℓ(P). Let X ∈ Dℓ be such that ϑ(X)tBX , 0 (such an
X exists since we may assume that B is diagonal). Then ϑ(X)tBX ∈ P ∩ −P ,
contradicting that P is proper.
For (2), assume that there is B ∈ Sym(Mℓ(D), ϑt) such that PSDℓ(P) $
PSDℓ(P)[B] and PSDℓ(P)[B] is proper (cf. Definition 3.15 for the notation).
Since B < PSDℓ(P) there is X0 ∈ Dℓ such that b0 := ϑ(X0)tBX0 < P . Let
Z ∈ Mℓ(D) be the matrix whose columns are all X0. Then B0 := ϑ(Z)tBZ ∈
Sym(Mℓ(D), ϑ
t) is the matrix with b0 everywhere. We have B0 ∈ PSDℓ(P)[B], so
PSDℓ(P)[B0] is proper (since PSDℓ(P)[B] is proper by assumption). Let Ei :=
diag(0, . . . , 0, 1, 0, . . . , 0) (with 1 in position i). Then B1 :=
∑ℓ
i=1 ϑ(Ei)
tB0Ei =
diag(b0, . . . , b0) ∈ PSDℓ(P)[B0], so PSD(P)[B1] is proper.
We claim that P[b0] is proper, contradicting that P is maximal: otherwise
we would have p +
∑k
i=1 uiϑ(xi)b0xi = −(q +
∑r
j=1 v jϑ(y j)b0y j) , 0 for some
p, q ∈ P , k, r ∈ N, ui, v j ∈ P and xi, y j ∈ D. Then if Xi = diag(xi, . . . , xi) and
Y j = diag(y j, . . . , y j), we have
pIn +
k∑
i=1
uiϑ(Xi)B1Xi = −(qIn +
r∑
j=1
v jϑ(Y j)B1Y j) , 0,
contradicting that PSDℓ(P)[B1] is proper. 
4.2 Going down
Let P be a prepositive cone over P on (Mℓ(D), ϑ
t). Denoting the matrix trace by
tr, we define
Trℓ(P) := {tr(B) | B ∈ P}.
Lemma 4.7. For d ∈ Sym(D, ϑ)× the following are equivalent:
(1) d ∈ Trℓ(P);
(2) d ∈ {ϑ(X)tBX | B ∈ P , X ∈ Dℓ};
(3) diag(d, d2, . . . , dℓ) ∈ P for some d2, . . . , dℓ ∈ Sym(D, ϑ);
(4) diag(d, 0, . . . , 0) ∈ P .
Proof. (1) ⇒ (2): Let d = tr(B) for some B = (bi j) ∈ P and consider the matrix
Ei := diag(0, . . . , 0, 1, 0, . . . , 0) (with 1 in position i). Then Bi := ϑ(Ei)
tBEi =
diag(0, . . . , 0, bii, 0, . . . , 0) ∈ P and so diag(b11, . . . , bℓℓ) = B1 + · · · + Bℓ ∈ P .
Thus d = ϑ(X)t(B1 + · · · + Bℓ)X, where X = (1 · · · 1)t ∈ Dℓ.
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(2) ⇒ (3): Let d = ϑ(X)tBX for some B ∈ P and X ∈ Dℓ. The matrix B is
the matrix of a hermitian form h over (D, ϑ) and by hypothesis d is represented
by h. Since D is a division algebra, there is a diagonalisation of h that has d as
its first entry, i.e. there exist G ∈ GLℓ(D) and d2, . . . , dℓ ∈ Sym(D, ϑ) such that
ϑ(G)tBG = diag(d, d2, . . . , dℓ).
(3) ⇒ (4): Follows from diag(d, 0, . . . , 0) = ϑ(X)t diag(d, d2, . . . , dℓ)X, where
X = diag(1, 0, . . . , 0).
(4) ⇒ (1): Clear. 
For future use we note the equality
Trℓ(P) = {ϑ(X)tBX | B ∈ P , X ∈ Dℓ}, (4.1)
trivially given by (1) ⇔ (2) in Lemma 4.7.
Proposition 4.8. Let P be a prepositive cone on (Mℓ(D), ϑ
t) over P.
(1) Trℓ(P) is a prepositive cone on (D, ϑ) over P.
(2) If P is a positive cone, then so is Trℓ(P).
Proof. (1) Axioms (P1) and (P2) are straightforward, while (P3) follows from
(4.1). We check axiom (P5) and assume that Trℓ(P) is not proper, i.e. there is
a ∈ D \ {0} such that a ∈ Trℓ(P) ∩ −Trℓ(P). By Lemma 4.7, diag(a, 0, . . . , 0)
and diag(−a, 0, . . . , 0) are in P , contradicting that P is proper. Axiom (P4) now
follows using (P5).
(2) Assume that Trℓ(P) is not maximal. Then there is d ∈ Sym(D, ϑ) such
that d < Trℓ(P) and Trℓ(P) $ Trℓ(P)[d], where Trℓ(P)[d] is proper. Since
d < Trℓ(P), by Lemma 4.7 the matrixC := diag(d, 0, . . . , 0) is not inP . We show
that P[C] is proper, which will contradict the hypothesis that P is maximal,
finishing the proof. If P[C] is not proper, then P[C] ∩ −P[C] , {0}, so there
are B, B′ ∈ P , k, r ∈ N, ui, v j ∈ P and Xi, Y j ∈ Mℓ(D) \ {0} such that
B +
k∑
i=1
uiϑ(Xi)
tCXi = −(B′ +
r∑
j=1
v jϑ(Y j)
tCY j) , 0.
Up to multiplying all terms in the above equality on the left by ϑ(J)t and on the
right by J for some well-chosen invertible matrix J, we can assume that the matrix
B0 := B +
∑k
i=1 uiϑ(Xi)
tCXi is diagonal.
Let k0 ∈ {1, . . . , ℓ} be such that the (k0, k0)-th coordinate of B0 is non-zero, and
let E ∈ Dℓ be the column vector with all coordinates 0 except for a 1 at coordinate
k0. Then
ϑ(E)tBE +
k∑
i=1
uiϑ(XiE)
tCXiE = −(ϑ(E)tB′E +
r∑
j=1
v jϑ(Y jE)
tCY jE),
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where the left-hand side is non-zero by choice of E. Since both sides belong to
Trℓ(P)[d] which is proper, we get a contradiction. 
Proposition 4.9. The maps
Y(D,ϑ) → Y(Mℓ(D),ϑt), P 7→ PSDℓ(P)
and
Y(Mℓ(D),ϑt) → Y(D,ϑ), P 7→ Trℓ(P)
are inverses of each other, and restrict to maps
X(D,ϑ) → X(Mℓ(D),ϑt), P 7→ PSDℓ(P)
and
X(Mℓ(D),ϑt) → X(D,ϑ), P 7→ Trℓ(P).
Proof. By Propositions 4.6 and 4.8 we only need to show that these maps are in-
verses of each other. The equality Trℓ(PSDℓ(P)) = P for P ∈ Y(D,ϑ) is straight-
forward using (4.1).
We now show that, given P ∈ Y(Mℓ(D),ϑt), we have PSDℓ(Trℓ(P)) = P .
Let B ∈ PSDℓ(Trℓ(P)). Then by Lemma 4.4 there exists G ∈ GLℓ(D) such
that ϑ(G)tBG = diag(d1, . . . , dℓ) with d1, . . . , dℓ ∈ Trℓ(P). By Lemma 4.7,
diag(di, 0, . . . , 0) ∈ P for i = 1, . . . , ℓ. Using (P3) with permutation matri-
ces, followed by (P2) we obtain that diag(d1, . . . , dℓ) ∈ P and therefore B =
ϑ(G−1)t diag(d1, . . . , dℓ)G−1 ∈ P .
Conversely, let B ∈ P . Since B ∈ Sym(Mℓ(D), ϑt) there exists G ∈ GLℓ(D)
such that ϑ(G)tBG = diag(d1, . . . , dℓ) ∈ P . It follows from (4.1) that d1, . . . , dℓ
are in Trℓ(P). Therefore, by Lemma 4.4, diag(d1, . . . , dℓ) and thus B are in
PSDℓ(Trℓ(P)). 
Example 4.10. Let P ∈ XF . The only two prepositive cones on (F, id) over P
are P and −P. Therefore, by Proposition 4.9, the only two prepositive cones on
(Mn(F), t) over P are the set of symmetric positive semidefinite matrices and the
set of symmetric negative semidefinite matrices with respect to P.
5 Prepositive cones under field extension
5.1 Basic results on convex cones over ordered fields
In this section we fix some P ∈ XF and write >P for the order relation defined by
P. We recall some basic concepts from convex geometry.
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We consider the usual euclidean inner product on Fn,
〈x; y〉 := x1y1 + · · · + xnyn,
and the topology TP on Fn that comes from the order topology on F. We say that
a nonempty subset C of Fn is a cone over P if it satisfies (C1) below and a convex
cone over P if it satisfies (C1) and (C2).
(C1) For every a ∈ C and r ∈ P, ra ∈ C;
(C2) For every a, b ∈ C, a + b ∈ C.
We say that a cone C over P is pointed if C ∩ −C = {0}, that it is closed if it is
closed in the topology TP, and that it is full-dimensional if Span(C) = Fn. We
define the dual cone of C by
C∗ := {v ∈ Fn | 〈v;C〉 >P 0}.
Observe thatC∗ is always a closed convex cone over P. We say that a convex cone
C over P is finitely generated if there are a1, . . . , ak ∈ Fn such that
C = {λ1a1 + · · · + λkak | λ1, . . . , λk ∈ P}.
We recall the following well-known result, cf. [6], as well as some immediate
consequences:
Theorem 5.1 (Farkas’ Lemma). A finitely generated convex cone over P is the in-
tersection of a finite number of closed half-spaces (i.e. is polyhedral) with respect
to >P.
Corollary 5.2. A finitely generated convex cone over P is closed in TP.
Corollary 5.3. If C is a finitely generated convex cone over P, then (C∗)∗ = C.
Lemma 5.4. Let C be a cone over P. The following are equivalent:
(1) C is full-dimensional.
(2) C∗ is pointed.
Proof. (1) ⇒ (2): Assume that C∗ is not pointed. Then there is u ∈ Fn \ {0} such
that u,−u ∈ C∗. By definition of C∗ we have 〈u; x〉 >P 0 and 〈−u; x〉 >P 0 for
every x ∈ C, so 〈u; x〉 = 0 for every x ∈ C, i.e. u ∈ C⊥. But C⊥ = {0} since C is
full-dimensional, contradiction.
(2) ⇒ (1): Assume that C is not full-dimensional, so Fn = Span(C) ⊥ W for
some non-zero subspaceW. Then W ⊆ C∗ and −W ⊆ C∗, contradicting that C∗ is
pointed. 
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5.2 Prepositive cones under field extensions
Let P ∈ XF and let dimF A = m. We identify A with Fm as F-vector space, so
that we can use coordinates in F. Let t ∈ N and let b1, . . . , bt : A × A → A be
F-bilinear maps. We write b¯ = (b1, . . . , bt) and define
Cb¯ :=
{ s∑
j=1
t∑
i=1
ai, jbi(xi, j, xi, j)
∣∣∣∣ s ∈ N, ai, j ∈ P, xi, j ∈ A}.
In other words, Cb¯ is the convex cone in A over P generated by the elements
bi(x, x) for i = 1, . . . , t and x ∈ A.
Lemma 5.5. Cb¯ is a finitely generated convex cone.
Proof. It suffices to prove the statement for t = 1, so for a single bilinear map
b. Let {e1, . . . , em} be a basis of Fm. Every element of Fm can be written as∑m
i=1 εiaiei with εi ∈ {−1, 1} and ai ∈ P. It follows that the convex cone generated
by the elements b(x, x) for x ∈ Fm is
{ q∑
k=1
ukb(
m∑
i=1
εiaiei,
m∑
j=1
δ jc je j)
∣∣∣∣ q ∈ N, uk, ai, c j ∈ P, εi, δ j ∈ {−1, 1}}
=
{ q∑
k=1
m∑
i, j=1
εiδ jukaic jb(ei, e j)
∣∣∣∣ q ∈ N, uk, ai, c j ∈ P, εi, δ j ∈ {−1, 1}}
=
{ s∑
r=1
vrbr
∣∣∣∣ s ∈ N, vr ∈ P, br ∈ {±b(ei, e j) | i, j = 1, . . . , n}},
which is finitely generated. 
Lemma 5.6. Let a1, . . . , as ∈ Sym(A, σ). Then CP(a1, . . . , as) is a finitely gener-
ated convex cone over P.
Proof. We have
CP(a1, . . . , as) =
{ k∑
i=1
uiσ(xi)cixi
∣∣∣∣ k ∈ N, ui ∈ P, xi ∈ A, ci ∈ {a1, . . . , as}}.
Define bi : A × A → A by bi(x, y) = σ(x)aiy. The map bi is F-bilinear and
CP(a1, . . . , as) =
{ r∑
j=1
s∑
i=1
ui, jbi(xi, j, xi, j)
∣∣∣∣ r ∈ N, ui, j ∈ P, xi, j ∈ A}
= Cb¯.
So by Lemma 5.5, the cone CP(a1, . . . , as) = Cb¯ is finitely generated. 
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Lemma 5.7. Let (L,Q) be an ordered field extension of (F, P). Let F be a set of
F-linear forms on A such that
⋂
f∈F f
−1(P) is closed under x 7→ σ(y)xy for every
y ∈ A. Let a ∈ ⋂ f∈F f −1(P). Then
(σ ⊗ id)(z) · (a ⊗ 1) · z ∈
⋂
f∈F
( f ⊗ id)−1(Q)
for every z ∈ A ⊗F L.
Proof. Let z =
∑k
i=1 xi ⊗ αi ∈ A ⊗F L and f ∈ F . Then
( f ⊗ id)[(σ ⊗ id)(z) · (a ⊗ 1) · z] =
k∑
i, j=1
f (σ(xi)ax j)αiα j. (5.1)
The map q f : A → F, x 7→ f (σ(x)ax) is a quadratic form over F, so there is an
orthogonal basis {e1, . . . , em} of A for q f . Therefore, writing z =
∑m
i=1(ei ⊗ 1)βi
with βi ∈ L, we obtain in (5.1):
( f ⊗ id)[(σ ⊗ id)(z) · (a ⊗ 1) · z] =
m∑
i, j=1
f (σ(ei)ae j)βiβ j
=
m∑
i=1
f (σ(ei)aei)β
2
i .
Since f (σ(ei)aei) ∈ P by choice of a, we obtain that ( f⊗id)[(σ⊗id)(z)(a⊗1)z] ∈ Q,
proving the result. 
Proposition 5.8. Let (L,Q) be an ordered field extension of (F, P) and let P be a
prepositive cone on (A, σ) over P. Then P ⊗ 1 := {a ⊗ 1 | a ∈ P} is contained in
a prepositive cone on (A ⊗F L, σ ⊗ id) over Q.
Proof. It suffices to show that CQ(P ⊗ 1) is a prepositive cone on (A⊗F L, σ⊗ id)
over Q, i.e. that it is proper. This is equivalent to showing that it is pointed as a
convex cone, and for this it suffices to show that CQ({a1⊗1, . . . , ar⊗1}) is pointed,
for every a1, . . . , ar ∈ P and r ∈ N.
Since P is a prepositive cone over P, we know that C := CP({a1, . . . , ar})
is pointed, therefore by Corollary 5.3 and Lemma 5.4, C∗ is full-dimensional. It
follows that C∗Q, the convex cone generated by {b ⊗ 1 | b ∈ C∗} over Q is full-
dimensional in A ⊗F L, and thus, by Lemma 5.4, that its dual (C∗Q)∗ is pointed.
Claim:
(1) (C∗Q)
∗ contains ai ⊗ 1 for i = 1, . . . , r;
(2) (C∗
Q
)∗ contains (σ ⊗ id)(z) · (ai ⊗ 1) · z for i = 1, . . . , r and z ∈ A ⊗F L;
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(3) (C∗Q)
∗ contains CQ({a1⊗1, . . . , ar⊗1}), the prepositive cone on (A⊗F L, σ⊗ id)
over Q generated by a1 ⊗ 1, . . . , ar ⊗ 1.
Proof of the claim: We first observe that
(C∗Q)
∗
=
⋂
b∈C∗
{w ∈ A ⊗F L | 〈b ⊗ 1;w〉 ∈ Q}.
(1) By definition ofC∗ we have, for every b ∈ C∗, 〈b; ai〉 ∈ P, i.e. α :=
∑m
j=1 b j ·
(ai) j ∈ P. Therefore α ⊗ 1 =
∑m
j=1(b j ⊗ 1)((ai) j ⊗ 1) ∈ Q, i.e. 〈b ⊗ 1; ai ⊗ 1〉 ∈ Q,
proving that ai ⊗ 1 ∈ (C∗Q)∗.
(2) By Lemma 5.6 we know that C is a finitely generated convex cone over P,
so by Corollary 5.3, (C∗)∗ = C, i.e.
C =
⋂
b∈C∗
( fb)
−1(P),
where fb(x) := 〈b; x〉. By Lemma 5.7 it follows that⋂
b∈C∗
( fb ⊗ 1)−1(Q)
contains (σ ⊗ id)(z) · (ai ⊗ 1) · z for every i = 1, . . . , r and z ∈ A ⊗F L. The result
follows since a direct verification shows that ( fb ⊗ id)(z) = 〈b ⊗ 1; z〉 for every
z ∈ A ⊗F L.
(3) By construction (C∗Q)
∗ is a convex cone over Q, so is closed under sum and
multiplication by elements of Q. Using the second item in the claim, it follows at
once that it contains CQ({a1 ⊗ 1, . . . , ar ⊗ 1}). This finishes the proof of the Claim.
It follows from (3) that CQ({a1 ⊗ 1, . . . , ar ⊗ 1}) is pointed, which proves the
result. 
6 Existence of positive involutions
The notion of positive involution seems to go back to Albert, see for instance [1],
and Weil [23] and plays a central role in the paper [21] by Procesi and Schacher.
Denote the reduced trace of A by TrdA and let P ∈ XF . Recall from [21,
Definition 1.1] that the involution σ is called positive at P whenever the form
A × A → K, (x, y) 7→ TrdA(σ(x)y) is positive semidefinite at P. For more details
we refer to [4, Section 4].
In this section we will show that for any given P ∈ X˜F there exists an involution
on A that is positive at P, cf. Theorem 6.8.
Let P ∈ XF . If σ is an involution of the first kind, Z(A) = F and A ⊗F FP is
isomorphic to a matrix algebra over FP or (−1,−1)FP . If σ is of the second kind,
20
Z(A) is a quadratic extension of F and A ⊗F FP is isomorphic to a matrix algebra
over FP(
√
−1), FP×FP or (−1,−1)FP × (−1,−1)FP , where the last two cases occur
whenever Z(A) ⊗F FP  FP × FP, in which case A ⊗F FP is semisimple. Hence
there exists a unique integer nP such that
A ⊗F FP  MnP(DP), (6.1)
where
DP ∈ {FP, (−1,−1)FP , FP(
√
−1), FP × FP, (−1,−1)FP × (−1,−1)FP }. (6.2)
In light of this discussion we define the following subsets of XF :
Xrcf := {P ∈ XF | DP = FP}
Xquat := {P ∈ XF | DP = (−1,−1)FP}
Xacf := {P ∈ XF | DP = FP(
√
−1)}
Xd-rcf := {P ∈ XF | DP = FP × FP}
Xd-quat := {P ∈ XF | DP = (−1,−1)FP × (−1,−1)FP}.
(6.3)
Note that the value of nP is constant on each of these sets, since it only depends
on dimFP DP by (6.1).
Lemma 6.1. Each of the five sets in (6.3) is a clopen subset of XF.
Proof. Since XF is the disjoint union of these five sets, it suffices to show that they
are all open. We only do this for Xrcf, the other cases are similar. Let P ∈ Xrcf.
Then there is a finite field extension L of F such that L ⊆ FP and A⊗F L  MnP(L).
Since an ordering Q ∈ XF extends to L if and only if signQ(Tr∗L/F〈1〉) > 0 (see [22,
Chapter 3, Theorem 4.4]), the set U := {Q ∈ XF | Q extends to L} is clopen
in XF and contains P. Then for Q ∈ U we have L ⊆ FQ and thus A ⊗F FQ 
(A ⊗F L) ⊗L FQ  MnP(L) ⊗L FQ  MnP(FQ), so U ⊆ Xrcf. 
Remark 6.2. The algebra DP carries an involution ϑP of the same kind as σ, and
σ ⊗ idFP is adjoint to an εP-hermitian form over (DP, ϑP) with εP ∈ {−1, 1}. Note
that σ and ϑP have the same type if εP = 1. Recall from [2, Section 3.2] that
P ∈ Nil[A, σ] if we can choose εP and ϑP such that εP = −1 and
(DP, ϑP) ∈ {(FP, id), ((−1,−1)FP , ), (FP × FP, )̂, ((−1,−1)FP × (−1,−1)FP , )̂}
and that P ∈ X˜F = XF \Nil[A, σ] if we can choose εP and ϑP such that εP = 1 and
(DP, ϑP) ∈ {(FP, id), ((−1,−1)FP , ), (FP(
√
−1), )}. (6.4)
Here denotes conjugation or quaternion conjugation and̂denotes the exchange
involution.
Note that the list in [2, Section 3.2] is missing the double quaternion case, an
omission corrected in [3, Section 2].
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6.1 Prepositive cones in the almost split case
For convenience we record the following trivial fact:
Fact 6.3. Let B = diag(b1, . . . , bn) be a diagonal matrix in Mn(F).
(1) Let π ∈ S n and let Pπ be the associated permutation matrix. Then PπBPπt =
diag(bπ(1), . . . , bπ(n)).
(2) Let i, j ∈ {1, . . . , n}. Then there is E ∈ Mn(F) such that EBEt is the matrix
with zeroes everywhere, except for bi at coordinates ( j, j).
Lemma 6.4. Let P ∈ XF and let S ∈ Mn(F) be a diagonal matrix with at least two
nonzero entries of different sign with respect to P. Let ε¯ ∈ {−1, 0, 1}n. Then there
is a diagonal matrix S ′ ∈ Mn(F) such that
(1) S ′ is weakly represented by 〈S 〉t in (Mn(F), t);
(2) signP S
′
ii
= εi for i = 1, . . . , n.
Proof. Without loss of generality (by Fact 6.3(1)) we may reorder the elements in
ε¯ such that its non-zero entries are ε1, . . . , εk. For i = 1, . . . , k, by Fact 6.3(2) there
are matrices E1, . . . , Ek such that S i := EiS E
t
i
has zeroes everywhere, except for
an element of sign εi at coordinates (i, i). Now take S
′
= S 1 + · · · + S k. 
The next result is a step towards the proof of Proposition 6.7 and shows that
our definition of prepositive cone corresponds to positive semidefinite matrices
(or negative semidefinite matrices) in all cases that are relevant.
Proposition 6.5. Let P ∈ XF . Let P be a prepositive cone on (Mℓ(D), ϑt) over
P, where (D, ϑ) is one of (F, id), (F(
√
−d), ), ((−a,−b)F, ) with a, b, d ∈ P \ {0}.
Then there is ε ∈ {−1, 1} such that
P ⊆ {C ∈ Sym(Mℓ(D), ϑt) | ∃G ∈ GLℓ(D) such that ϑ(G)tCG ∈ Diag(εP)}.
Proof. Let C ∈ P . Since C ∈ Sym(Mℓ(D), ϑt), it is the matrix of some hermitian
form over (D, ϑ), so there is G ∈ GLℓ(D) such that ϑ(G)tCG is diagonal, and
since P is a prepositive cone, this new matrix is also in P . Therefore, we can
assume that C is diagonal, and thus has diagonal coefficients in F. Suppose for
the sake of contradiction that C has two non-zero diagonal elements of different
signs with respect to P. By Lemma 6.4, there are u, v ∈ P \ {0} such that the
matrices diag(u, 0, . . . , 0) and diag(−v, 0, . . . , 0) belong to P . Since P is closed
under products by elements of P, it follows that the matrices diag(1, 0, . . . , 0) and
diag(−1, 0, . . . , 0) are both in P , contradicting that P is proper.
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Assume now that we have two matrices B and C in P such that ϑ(G)tBG ∈
Diag(P) and ϑ(H)tCH ∈ Diag(−P) for someG,H ∈ GLℓ(D). By the properties of
P and Fact 6.3(1), we may assume that B and C are diagonal with non-zero first
diagonal element. As above, it follows that there are u, v ∈ P \ {0} such that the
matrices diag(u, 0, . . . , 0) and diag(−v, 0, . . . , 0) both belong to P , and thus that
diag(1, 0, . . . , 0) and diag(−1, 0, . . . , 0) belong to P , contradiction. 
6.2 Prepositive cones and positive involutions
Proposition 6.6. Let P ∈ XF . The following statements are equivalent:
(1) There is a prepositive cone on (A, σ) over P;
(2) P ∈ X˜F .
Proof. (1) ⇒ (2): Assume that P ∈ Nil[A, σ]. Then the unique ordering on FP
is in Nil[A ⊗F FP, σ ⊗ id] by Remark 6.2. Thus W(A ⊗F FP, σ ⊗ id) is torsion by
Pfister’s local-global principle [14, Theorem 4.1]. But (A⊗F FP, σ⊗id) is formally
real by Proposition 5.8, which contradicts Proposition 3.5.
(2) ⇒ (1): By [4, Lemmas 2.2 and 2.5] we may assume that ε = 1, i.e. that
σ and ϑ are of the same type. It follows that Nil[D, ϑ] = Nil[A, σ] and so there
exists a prepositive cone on (D, ϑ) over P by Example 3.11. By Theorem 4.1 there
exists a prepositive cone on (A, σ) over P. 
Proposition 6.7. Let P ∈ XF and let P be a prepositive cone on (A, σ) over P.
Then there exists ε ∈ {−1, 1} such that
P ∩ A× ⊆ {a ∈ Sym(A, σ)× | signη
P
〈a〉σ = εnP}.
In particular, mP(A, σ) = nP for every P ∈ X˜F.
Proof. Observe that P ∈ X˜F by Proposition 6.6. By Proposition 5.8 there exists a
prepositive cone Q on (A ⊗F FP, σ ⊗ id) such that P ⊗ 1 ⊆ Q. Recall from (6.1)
that there is an isomorphism fP : A ⊗F FP → MnP(DP). We now apply part of
diagram (2.1) to (A ⊗F FP, σ ⊗ id), adjusting the diagram mutatis mutandis:
Herm(A ⊗F FP, σ ⊗ id) ( fP)∗ // Herm(MnP(DP), adΦP)
sP
// HermεP(MnP(DP), ϑ
t
P
)
Since Q is a prepositive cone on (A⊗F FP, σ⊗ id), we may assume that εP = 1 by
Corollary 3.6, i.e. that ϑt
P
(ΦP) = ΦP. Thus the prepositive coneQ is transported to
the prepositive coneΦ−1
P
fP(Q) by Proposition 4.3. Since P ∈ X˜F , (DP, ϑP) is in the
list (6.4). Thus, by Proposition 6.5, there exists ε′ ∈ {−1, 1} such that ε′Φ−1P fP(Q)
only contains positive semidefinite matrices with respect to the ordering on FP.
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In particular, every invertible element in Φ−1P fP(Q) will have Sylvester signature
ε′nP.
Let a ∈ P be invertible (cf. Lemma 3.4). Then there exists δ ∈ {−1, 1},
depending only on η, such that
sign
η
P
〈a〉σ = signη⊗1〈a ⊗ 1〉σ⊗id = signsP◦( fP)∗(η)〈Φ−1P ( fP(a ⊗ 1))〉ϑtP = δε′nP,
where the final equality follows from the fact that Φ−1P ( fP(a ⊗ 1)) is an invertible
element in Φ−1
P
fP(Q).
Finally, if P ∈ X˜F, there exists a prepositive cone on (A, σ) over P by Propo-
sition 6.6 and thus, by the argument above, there is at least one element with
signature nP. 
The following result solves the question of the existence of positive involutions
at a given ordering, a problem that seems not to have been treated as yet despite
the appearance of positive involutions in the literature.
Theorem 6.8. Let P ∈ XF . The following statements are equivalent:
(1) There is an involution τ on A which is positive at P and of the same type as σ;
(2) P ∈ X˜F = XF \ Nil[A, σ].
(Recall that for τ of the same type as σ, Nil[A, σ] = Nil[A, τ].)
Proof. Let τ be an involution on A of the same type as σ and let η be a tuple of
reference forms for (A, τ). Thus τ = Int(b) ◦ σ for some b ∈ Sym(A, σ)× and
sign
η
P
〈1〉τ = signb
−1η
P
〈b−1〉σ, (6.5)
cf. [3, Theorem 4.2].
(1) ⇒ (2): If τ is positive at P, then 〈b−1〉σ has nonzero signature at P by [4,
Corollary 4.6] and thus P ∈ X˜F.
(2) ⇒ (1): If P ∈ X˜F, there exists b ∈ Sym(A, σ)× such that signη
′
P
〈b−1〉σ = nP
by Proposition 6.7. Therefore, τ = Int(b) ◦ σ is positive at P by (6.5) and [4,
Corollary 4.6], and of the same type as σ, cf. [11, Propositions 2.7 and 2.18]. 
7 Positive cones
The following result is a reformulation of Proposition 6.7 for F-division algebras
(D, ϑ) with involution of any kind and completely describes their positive cones.
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Proposition 7.1. Let P be a prepositive cone on (D, ϑ) over P ∈ XF . Then
P ⊆ M η
P
(D, ϑ) or P ⊆ −M η
P
(D, ϑ) (cf. Definition 3.10).
In particular M
η
P
(D, ϑ) and −M η
P
(D, ϑ) are the only positive cones over P,
i.e. X(D,ϑ) = {−M ηP (D, ϑ),M ηP (D, ϑ) | P ∈ XF \ Nil[D, ϑ]}.
Lemma 7.2. CP(M
g−1(η)
P
(Mℓ(D), ϑ
t)) = PSDℓ(M
η
P
(D, ϑ)).
Proof. Let B ∈ PSDℓ(M ηP(D, ϑ)). Then by Lemma 4.4 there is G ∈ GLℓ(D) such
that ϑ(G)tBG = diag(a1, . . . , aℓ) with a1, . . . , aℓ ∈ M ηP(D, ϑ), and we may assume
that
ϑ(G)tBG = diag(a1, . . . , ar, 0, . . . , 0)
with a1, . . . , ar ∈ M ηP (D, ϑ) \ {0}. Using that aiIℓ ∈ M g
−1(η)
P
(Mℓ(D), ϑ
t), it is now
easy to represent ϑ(G)tBG, and thus B, as an element of CP(M
g−1(η)
P
(Mℓ(D), ϑ
t)),
proving that PSDℓ(M
η
P
(D, ϑ)) ⊆ CP(M g
−1(η)
P
(Mℓ(D), ϑ
t)). The result follows since
PSDℓ(M
η
P
(D, ϑ)) is a positive cone by Proposition 7.1 and Proposition 4.6. 
Recall from [4, Definition 3.1]:
Definition 7.3. Let P ∈ XF and let η be a tuple of reference forms for (A, σ). An
element u ∈ Sym(A, σ) is called η-maximal at P if for every nonsingular hermitian
form h of rank equal to the rank of 〈u〉nsσ , we have signηP〈u〉nsσ > signηP h, where 〈u〉nsσ
denotes the nonsingular part of the form 〈u〉σ.
If Y ⊆ XF, then we say that u is η-maximal on Y if u is η-maximal at P for all
P ∈ Y .
Observe that if u is invertible, 〈u〉nsσ = 〈u〉σ and thus u is η-maximal at P if and
only if sign
η
P
〈u〉σ = mP(A, σ) if and only if u ∈ M ηP (A, σ). If u is not invertible,
we have the following equivalence:
Lemma 7.4. Let u ∈ Sym(A, σ) and let P ∈ X˜F. Then u ∈ CP(M ηP(A, σ)) if and
only if u is η-maximal at P.
Proof. Let k = rank〈u〉nsσ . Using the notation of diagram (2.1), we have the fol-
lowing sequence of equivalences:
u ∈ CP(M ηP (A, σ))
⇔ f (u) ∈ CP(M f∗(η)P (Mℓ(D), Int(Φ) ◦ ϑt))
⇔ Φ−1 f (u) ∈ CP(M s◦ f∗(η)P (Mℓ(D), ϑt))
⇔ Φ−1 f (u) ∈ PSDℓ(M g◦s◦ f∗(η)P (D, ϑ)) [by Lemma 7.2]
⇔ ∃G ∈ GLℓ(D) ∃d1, . . . , dk ∈ M g◦s◦ f∗(η)P (D, ϑ) \ {0}
ϑ(G)tΦ−1 f (u)G = diag(d1, . . . , kk, 0, . . . , 0) [by Lemma 4.4]
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⇔ ∃d1, . . . , dk ∈ M g◦s◦ f∗(η)P (D, ϑ) g ◦ s ◦ f∗(〈u〉σ) ≃ 〈d1, . . . , dk〉ϑ ⊥ 0
⇔ signη
P
〈u〉nsσ is maximal among all forms of rank k
⇔ u is η-maximal at P. 
Theorem 7.5. Let η be a tuple of reference forms for (A, σ) and letP be a prepos-
itive cone on (A, σ) over P ∈ XF . Then
P ⊆ CP(M ηP (A, σ)) or P ⊆ −CP(M ηP (A, σ)).
In particular
X(A,σ) = {−CP(M ηP (A, σ)),CP(M ηP (A, σ)) | P ∈ X˜F}
and for each P ∈ X(A,σ), there exists ε ∈ {−1, 1} such that P ∩A× = εM ηP (A, σ) \
{0}.
Proof. We only prove the second part of the theorem, since the first part fol-
lows from it. We start with the description of X(A,σ). Let P be a positive cone
on (A, σ) over P. By Proposition 7.1, there are exactly two positive cones in
(D, ϑ) over P. Therefore, by Theorem 4.1, there are exactly two positive cones
in (A, σ) over P, necessarily P and −P . Thus we only need to show that
CP(M
η
P
(A, σ)) is a positive cone in (A, σ) over P. Upon identifying (A, σ) with
(Mℓ(D), adΦ) = (Mℓ(D), Int(Φ) ◦ ϑt) and using the scaling from Proposition 4.3, it
suffices to show that ΦCP(M
η
P
(A, σ)) is a positive cone on (Mℓ(D), ϑ
t) over P. A
direct computation shows that ΦCP(M
η
P
(A, σ)) = CP(M
Φη
P
(Mℓ(D), ϑ
t)), which is
equal to PSDℓ(M
g(Φη)
P
(D, ϑ)) by Lemma 7.2, which in turn is maximal by Propo-
sition 7.1 and Proposition 4.9.
Finally, for P ∈ X(A,σ), we show that P ∩ A× = εM ηP (A, σ) \ {0} for some
ε ∈ {−1, 1}. Only the left to right inclusion is not obvious. Let u ∈ P ∩ A×.
Since P = ±CP(M ηP (A, σ)) we assume for instance that u ∈ CP(M ηP(A, σ)). By
Lemma 7.4, 〈u〉nsσ is η-maximal. But u is invertible, so 〈u〉nsσ = 〈u〉σ is η-maximal,
i.e. u ∈ M η
P
(A, σ). 
An immediate consequence of this theorem is the following result, correspond-
ing to the classical bijection between orderings on F and signatures of quadratic
forms with coefficients in F:
Corollary 7.6. The map
X(A,σ) → {signµQ | Q ∈ X˜F , µ a tuple of reference forms for (A, σ)}
εCP(M
η
P
(A, σ)) 7→ ε signη
P
= sign
εη
P
is a bijection (where ε ∈ {−1, 1} and P ∈ X˜F).
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As another consequence of Theorem 7.5, we can now clarify the hypothesis
used in Proposition 3.7(1):
Corollary 7.7. Let P ∈ XF. The following statements are equivalent:
(1) σ is positive at P;
(2) | signη
P
〈1〉σ| = nP;
(3) there exists a prepositive cone P on (A, σ) over P such that 1 ∈ P .
Proof. The first two statements are equivalent by [4, Corollary 4.6] and the last
two statements are equivalent by Theorem 7.5. 
7.1 Formally real algebras with involution
Lemma 7.8. The following statements are equivalent:
(1) There is d ∈ Sym(D, ϑ)× such that 〈d〉ϑ is strongly anisotropic;
(2) There is a ∈ Sym(Mℓ(D), ϑt)× such that 〈a〉ϑt is strongly anisotropic.
Proof. (1) ⇒ (2): Take a = diag(d, . . . , d). The result follows since g(〈a〉ϑt) =
ℓ × 〈d〉ϑ and Morita equivalence preserves (an)isotropy.
(2) ⇒ (1): Let d1, . . . , dℓ ∈ Sym(D, ϑ)× such that g(〈a〉ϑt ) = 〈d1, . . . , dℓ〉ϑ. By
hypothesis and Morita theory, 〈d1, . . . , dℓ〉ϑ is strongly anisotropic. It follows that
the form 〈d1〉ϑ is also strongly anisotropic. 
Theorem 7.9. The following statements are equivalent:
(1) (A, σ) is formally real;
(2) There is a ∈ Sym(A, σ)× and P ∈ XF such that CP(a) ∩ −CP(a) = {0};
(3) There is b ∈ Sym(A, σ)× such that 〈b〉σ is strongly anisotropic.
Proof. (1)⇔ (2) is clear, so we prove the equivalence of (1) and (3).
By definition (A, σ) is formally real if and only if X(A,σ) , ∅, which is equiva-
lent to X˜F , ∅, by Proposition 6.6.
(1) ⇒ (3): Let P ∈ X˜F , and let d ∈ Sym(D, ϑ)× such that signηP〈d〉ϑ =
mP(D, ϑ). Assume that 〈d〉ϑ is weakly isotropic, i.e. 0 =
∑k
i=1 σ(xi)dxi, for some
k ∈ N, xi ∈ D×. Since D is a division ring, we have σ(x1)dx1 , 0 and thus k > 2.
Then −d = ∑ki=2 σ(xix−11 )dxix−11 , and in particular 〈−d, b2, . . . , bk−1〉ϑ ≃ 〈d, . . . , d〉ϑ
for some b2, . . . , bk ∈ Sym(D, ϑ)×. We obtain a contradiction by taking signatures
on both sides, since d has maximal signature.
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Therefore there is d ∈ Sym(D, ϑ)× such that 〈d〉ϑ is strongly anisotropic, and
the result follows by Lemma 7.8 and diagram (2.1).
(3) ⇒ (1): Assume that (A, σ) is not formally real. Then X˜F = ∅ and by Pfis-
ter’s local-global principle [14, Theorem 4.1], every hermitian form over (A, σ) is
weakly hyperbolic, and in particular weakly isotropic, a contradiction. 
Remark 7.10. In Theorem 7.9, the element a in statement (2) obviously belongs
to a prepositive cone on (A, σ). However, the element b from statement (3) may
not belong to any prepositive cone, as the following example shows. Let (A, σ) =
(Mn(F), t) and let b ∈ Sym(Mn(F), t)× be such that 〈b〉t is strongly anisotropic.
Let q be the quadratic form over F with Gram matrix b. Assume that b belongs
to some positive cone P over P ∈ XF. Thus P = εCP(M ηP (Mn(F), t)) for some
ε ∈ {−1, 1}, and signη
P
〈b〉t = εmP(Mn(F), t) by Theorem 7.5. Since signηP〈1〉t = n,
it follows that mP(Mn(F), t) = n. By definition of sign
η
P
there exists δ ∈ {−1, 1}
such that signP q = sign
η
P
〈b〉t = δn, i.e. q is definite at P. If this can be done for
every b ∈ Sym(A, σ)×, i.e. for every nonsingular quadratic form over F, we obtain
that every strongly anisotropic nonsingular quadratic form over F is definite, i.e.
that F is a SAP field (cf. [8] and [18]), but not every formally real field is SAP.
Note that the equivalence (1) ⇔ (3) in Theorem 7.9 is the positive cone ana-
logue of the classical Artin-Schreier theorem for fields, stating that F is formally
real if and only if 0 is not a nontrivial sum of squares. This analogy can be com-
pleted by the following result, again reminiscent of the field case:
Proposition 7.11. The following statements are equivalent:
(1) (A, σ) is formally real;
(2) W(A, σ) is not torsion;
(3) XF , Nil[A, σ].
Proof. (1) ⇒ (2): This is Proposition 3.5. (2) ⇒ (3): By Pfister’s local-global
principle [14, Theorem 4.1]. (3) ⇒ (1): By Proposition 6.6. 
7.2 Intersections of positive cones
In [4] we proved a general sums-of-hermitian squares version of one of the main
results in the paper [21] by Procesi and Schacher, namely a noncommutative ana-
logue of Artin’s solution to Hilbert’s 17th problem:
Theorem 7.12 ([4, Theorem 3.6]). Let b1, . . . , bt ∈ F× and consider the Harrison
set Y = H(b1, . . . , bt). Let a ∈ Sym(A, σ)× be η-maximal on Y. Then the following
two statements are equivalent for u ∈ Sym(A, σ):
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(1) u is η-maximal on Y;
(2) There is s ∈ N such that u ∈ D(A,σ)(2s × 〈〈b1, . . . , bt〉〉〈a〉σ).
Our proof uses signatures of hermitian forms and is in essence the same as the
one in the field case based on Pfister’s local-global principle and is straightforward
when A is an F-division algebra.
Lemma 7.13. Let Y = H(b1, . . . , bt) and let a ∈ Sym(A, σ)× be such that a ∈
CP(M
η
P
(A, σ)) for every P ∈ Y (i.e. a is η-maximal on Y). Let u ∈ Sym(A, σ). The
following two statements are equivalent:
(1) u is η-maximal on Y;
(2) For every Q ∈ X(A,σ) with QF ∈ Y, u ∈ Q if and only if a ∈ Q.
Proof. (1) ⇒ (2): By Theorem 7.5, the only two prepositive cones over any
Q ∈ X˜F are are −CQ(M ηQ(A, σ)) and CQ(M ηQ(A, σ)). Since a is η-maximal on Y ,
the following are equivalent, for Q ∈ X(A,σ) with QF ∈ Y:
a ∈ Q ⇔ Q = CQ(M ηQ(A, σ))
⇔ u ∈ Q (since u is η-maximal on Y).
(2) ⇒ (1): Let P ∈ Y . By hypothesis a ∈ CP(M ηP (A, σ)) and by (2) we have
u ∈ CP(M ηP(A, σ)), i.e. u is η-maximal at P by Lemma 7.4. 
We can now reformulate Theorem 7.12 in terms of intersections of positive
cones. Observe that the element a in the next theorem plays the role of the element
1 in the field case.
Theorem 7.14. Let b1, . . . , bt ∈ F×, let Y = H(b1, . . . , bt) and let a ∈ Sym(A, σ)×
be such that, for every P ∈ X(A,σ) with PF ∈ Y, a ∈ P ∪ −P . Then⋂
{P ∈ X(A,σ) | PF ∈ Y and a ∈ P} =
⋃
s∈N
D(A,σ)(2
s × 〈〈b1, . . . , bt〉〉〈a〉σ).
Proof. Let u ∈ Sym(A, σ) \ {0}. Observe that
u ∈
⋂
{P ∈ X(A,σ) | PF ∈ Y and a ∈ P} (7.1)
if and only if for every Q ∈ X(A,σ) such that QF ∈ Y , (u ∈ Q ⇔ a ∈ Q). Indeed,
assume that (7.1) holds and let Q ∈ X(A,σ) be such that QF ∈ Y . If u ∈ Q but
a < Q, then a ∈ −Q and thus u ∈ −Q, contradicting that Q is proper. If a ∈ Q
then u ∈ Q by choice of u. The converse is immediate.
Using this observation and Lemma 7.13, we obtain that u ∈ ⋂{P ∈ X(A,σ) |
PF ∈ Y and a ∈ P} if and only if u is η-maximal on Y , and the result follows by
Theorem 7.12. 
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Under stronger conditions, we obtain the following characterization of sums
of hermitian squares in (A, σ), which reduces to Artin’s theorem in the case of
fields:
Corollary 7.15. Assume that for every P ∈ X(A,σ), 1 ∈ P ∪ −P . Then
⋂
{P ∈ X(A,σ) | 1 ∈ P} =
{ s∑
i=1
σ(xi)xi
∣∣∣∣ s ∈ N, xi ∈ A}.
Remark 7.16. The hypothesis of Corollary 7.15 is exactly Xσ = X˜F in the ter-
minology of [4]. More precisely, this property characterizes the algebras with
involution for which there is a positive answer to the (sums of hermitian squares
version of the) question formulated by Procesi and Schacher in [21, p. 404], cf.
[4, Section 4.2].
Remark 7.17. In the field case, results such as Theorem 7.14 are a direct con-
sequence of the fact that if c ∈ F does not belong to some preordering T , then
T [−c] is a proper preordering. In our setting of prepositive cones on F-algebras
with involution such a direct approach does not seem to be obvious.
8 Signatures at positive cones
Let P ∈ X(A,σ). In this section we define, directly out of P , the signature at P
of hermitian forms and show that it coincides with the signature that we defined
in [2].
8.1 Real splitting and maximal symmetric subfields
Let E be a division algebra. It is well-known that any maximal subfield of E is
a splitting field of E. We are interested in particular in the situation where E is
equipped with a positive involution τ. In this case, any maximal symmetric sub-
field of (E, τ) is a real splitting field of (E, τ), cf. Theorem 8.5 and Definition 8.6.
Lemma 8.1. Let E be a division algebra with centre K and let K ⊆ L ⊆ M
be subfields of E, where M is maximal. Then E ⊗K L is Brauer equivalent to a
quaternion division algebra over L if and only if [M : L] = 2.
Proof. Let k = [L : K] and ℓ = [M : L], then by [17, Chap. 1, §2.9, Prop., p. 139],
E ⊗K L ≃ CE(L) ⊗L Mk(L),
where CE(L) denotes the centralizer of L in E. Thus, dimK E = dimLCE(L) · k2.
Also, E ⊗K M ≃ Mkℓ(M) since M is a splitting field of E, cf. [17, Thm. 2,
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p. 139]. Thus, dimK E = (ℓk)
2. It follows that dimLCE(L) = ℓ
2 and thus CE(L) is
a quaternion algebra over L if and only if ℓ = 2. Since E ⊗K L is Brauer equivalent
to CE(L), the result follows. 
Lemma 8.2. Let (E, τ) be an F-division algebra with involution and let L be a
subfield of Sym(E, τ), maximal for inclusion and containing F. Then either L is a
maximal subfield of E or there is u ∈ Skew(E, τ) such that u2 ∈ L and L(u) is a
maximal subfield of E.
Proof. We assume that L is not a maximal subfield of E. Then L ( CE(L). Let
v ∈ CE(L) \ L, w = (v + τ(v))/2 and u = (v − τ(v))/2. Since L ⊆ Sym(E, τ) we
have τ(CE(L)) ⊆ CE(L) and so w, u ∈ CE(L). Since w + u = v < L we have w < L
or u < L. If w < L, we get a contradiction since L(w) ⊆ Sym(E, τ). So u < L, but
u2 ∈ L (because u2 ∈ CE(L) and is symmetric, so L(u2) is a subfield containing L
and included in Sym(E, τ), so equal to L).
We now check that L(u) is a maximal subfield of E. Assume that this is not
the case. As above there is x ∈ CE(L(u)) \ L(u), and since τ(L(u)) = L(u) we
have τ(x) ∈ CE(L(u)) and thus x can be written as y + z with τ(y) = y, τ(z) = −z
and y, z ∈ CE(L(u)). Since x < L(u) we have either y < L(u) or z < L(u). If
y < L(u) then L ( L(y) ⊆ Sym(E, τ), impossible. So z < L(u). Then uz = zu
(since z ∈ CE(L(u))), uz < L (since z < L(u)) and uz is symmetric. Therefore
L ( L(uz) ⊆ Sym(E, τ), a contradiction. 
Lemma 8.3. Let P ∈ XF and let (B, τ) be an F-algebra with involution such that
τ is positive at P. Let L be a subfield of Sym(B, τ), maximal for inclusion and
containing F. Then P extends to an ordering on L.
Proof. By hypothesis there is P ∈ X(B,τ) over P. Since τ is positive at P, we
have P ⊆ P (more precisely, P ∩ F = P). Since, for p ∈ P and x ∈ L,
px2 = τ(x)px, the preordering generated by P in L is contained in P , so is proper,
and is therefore included in an ordering on L. 
Proposition 8.4. Let (E, τ) be an F-division algebra with involution of the second
kind. Let d ∈ F× be such that Z(E) = F(
√
−d). Then
Nil[E, τ] = H(−d) = {P ∈ XF | P extends to Z(E)},
where H(−d) denotes the usual Harrison set.
Proof. Observe that for P ∈ XF ,
E ⊗F FP  E ⊗Z(E) (Z(E) ⊗F FP) 

E ⊗Z(E) FP(
√
−d) ∼ FP(
√
−1) if d ∈ P
E ⊗Z(E) (FP × FP) if d ∈ −P
.
(8.1)
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Assume first that P extends to Z(E), i.e. that −d ∈ P. By (8.1), E ⊗F FP is an FP-
algebra which is not simple. By [2, Lemma 2.1(iv)]W(E⊗F FP, τP) = 0, implying
that P ∈ Nil[E, τ]. Conversely, assume that P ∈ Nil[E, τ], but that d ∈ P. Then
E ⊗F FP ∼ FP(
√
−1). Using [5, (2.1)] this contradicts [5, Prop. 2.2(1)]. 
Theorem 8.5. Let (E, τ) be an F-division algebra with involution, and let L be a
subfield of Sym(E, τ), maximal for inclusion and containing F. Then one of the
following holds:
(1) L is a maximal subfield of E and so E ⊗F L ∼ L. This can only occur when τ
is of the first kind.
(2) There exists u ∈ Skew(E, τ)× such that u2 ∈ L and L(u) is a maximal subfield
of E.
(a) If τ is of the first kind, E⊗FL is Brauer equivalent to a quaternion division
algebra (u2, c)L for some c ∈ L.
(b) If τ is of the second kind and Z = F(
√
−d), we may take u =
√
−d and
E ⊗F L ∼ L(
√
−d).
Furthermore, if τ is positive at P ∈ XF , then there is an ordering Q on L that
extends P, τ is orthogonal in (1) and τ is symplectic in (2a). Furthermore, for
every ordering Q on L extending P, we have u2, c ∈ −Q in (2a), and d ∈ Q in (2b).
Proof. If L is a maximal subfield of E, we must have Z(E) = F since L ⊆
Sym(E, τ), and so τ is of the first kind and E ⊗F L ∼ L.
If L is not a maximal subfield of E, there exists u ∈ Skew(E, τ)× such that
u2 ∈ L and L(u) is a maximal subfield of E by Lemma 8.2.
Suppose that τ is of the first kind, so that Z(E) = F. Since [L(u) : L] = 2, E⊗F
L is Brauer equivalent to a quaternion division algebra B over L by Lemma 8.1.
Since L(u) is a maximal subfield of E, we have (E⊗FL)⊗LL(u)  E⊗LL(u) ∼ L(u)
and so B⊗L L(u) ∼ L(u). By [12, Chap. III, Thm. 4.1], there exists c ∈ L such that
B  (u2, c)L.
Suppose that τ is of the second kind. Then Z(E) = F(
√
−d) for some d ∈ F×
and τ(
√
−d) = −
√
−d. Since
√
−d ∈ L(u) \ L and [L(u) : L] = 2, we have
L(u) = L(
√
−d) and we take u =
√
−d. Since L(
√
−d) is a maximal subfield of E,
it follows that
E⊗FL  E⊗Z(E)(Z(E)⊗FL)  E⊗Z(E)(F(
√
−d)⊗FL)  E⊗Z(E)L(
√
−d) ∼ L(
√
−d).
Finally, assume that τ is positive at P. In particular, P < Nil[E, τ]. By
Lemma 8.3 there exists an ordering Q on L that extends P. In particular, Q <
Nil[E ⊗F L, τ ⊗ idL]. By [2, Def. 3.7] it follows that τ must be orthogonal in (1)
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and symplectic in (2a). Furthermore, for any ordering Q on L that extends P we
have: in (2a), (u2, c)L⊗L LQ must be division and so u2, c ∈ −Q; in (2b), if −d ∈ Q,
then P extends to Z(E) and so P ∈ Nil[E, τ] by Proposition 8.4, contradiction. 
Definition 8.6. Let (B, τ) be an F-algebra with involution and let P ∈ XF . An
ordered extension (L,Q) of (F, P) is called a real splitting field of (B, τ) and we
say that (L,Q) real splits (B, τ) if B ⊗F L is Brauer equivalent to one of the L-
algebras L, L(
√
−d) or (−a,−b)L, where a, b, d ∈ Q and the involution τ ⊗ id is
positive at Q.
Remark 8.7. The condition that τ ⊗ id be positive at Q is equivalent to τ being
positive at P and is also equivalent to τ⊗id being adjoint to a quadratic or hermitian
form that is positive definite at Q.
Proposition 8.8. Let (E, τ) be an F-division algebra with involution and let P ∈
XF . Assume that τ is positive at P. Let L be a subfield of Sym(E, τ), maximal for
inclusion and containing F. Then there is a Galois extension N of F such that P
extends to N and for every extension Q of P to N, we have that (N,Q) is a real
splitting field of E. In addition, [N : F] 6 (degD)!.
Proof. Observe that, under the hypothesis for L and τ and by Theorem 8.5, E ⊗F
L  Mt(E0) where E0 is one of L, L(
√
−d), (−a,−b)L, and for every ordering P′
on L extending P, d, a, b ∈ P′. Moreover P extends to L, so we fix a real closure
FP of F at P such that L ⊆ FP.
Write L = F(a) for some a ∈ Sym(E, τ). Since τ is positive at P, (E ⊗F FP, τ⊗
id) is isomorphic to a matrix algebra over one of FP, FP(
√
−1) or (−1,−1)FP ,
equipped with the (conjugate) transpose involution. We denote this isomorphism
by λ. Then the matrix λ(a⊗1) is symmetric with respect to conjugate transposition.
We may thus assume that λ(a ⊗ 1) is a diagonal matrix with entries in FP, cf.
[13, Theorem 9]. Thus all the roots of the reduced characteristic polynomial of
a (which has coefficients in F) are in FP. Hence all the roots of the minimal
polynomial mina of a over F are in FP. Let N be the splitting field of mina in FP.
Then L ⊆ N and N/F is a Galois extension. Since N ⊆ FP, the ordering P extends
to N.
Let now Q be any ordering on N extending P. Then P′ := Q∩L is an ordering
on L extending P and, as mentioned above, E ⊗F L  Mt(E0) with d, a, b ∈ P′.
Therefore E ⊗F N  Mt(E0) with d, a, b ∈ Q.
Concerning [N : F], observe that F(a) is a subfield of D and therefore [F(a) :
F] 6 degD by the Centralizer Theorem, cf. [17, §2.9]. The conclusion follows.

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8.2 The signature at a positive cone
Let P ∈ X(A,σ) be a positive cone over P ∈ XF. Note that P ∈ X˜F by Theorem 7.5.
Our first objective is to show the following:
Theorem 8.9. Let h be a nonsingular hermitian form over (A, σ). Then there are
c ∈ P ∩ A× and β1, . . . , βt ∈ P× such that
n2P × 〈β1, . . . , βt〉h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉)〈c〉σ
with a1, . . . , ar ∈ P×, b1, . . . , bs ∈ −P×, t 6 2nP(degD)! and where nP is the matrix
size of A ⊗F FP.
Remark 8.10. The hypothesis that h is nonsingular in Theorem 8.9 is not re-
strictive since, as observed immediately before Proposition 2.8 in [4], if h is a
hermitian form over (A, σ), then
h ≃ hns ⊥ 0,
where hns is a nonsingular hermitian form (uniquely determined up to isometry)
and 0 is the zero form of suitable rank.
In order to prove Theorem 8.9 we need the following three lemmas.
Lemma 8.11. Assume (D, ϑ) ∈ {(F, id), (F(
√
−d),−), ((−a,−b)F,−)}where a, b, d ∈
P× and let h be a nonsingular hermitian form over (Mℓ(D), ϑt). Then
ℓ2 × h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉)〈Iℓ〉ϑt
for some a1, . . . , ar ∈ P× and b1, . . . , bs ∈ −P×.
Proof. Recall that by Lemma 2.2, the form ℓ × h is diagonal with coefficients in
Sym(Mℓ(D), ϑ
t)×, so we can assume without loss of generality that h = 〈a〉ϑt with
a ∈ Sym(Mℓ(D), ϑt)×. Observe that
X(D,ϑ) = {R,−R | R ∈ XF}
since Sym(D, ϑ) = F and thus, by Proposition 4.9,
X(Mℓ(D),ϑt) = {PSDℓ(R),− PSDℓ(R) | R ∈ XF}.
Without loss of generality we can assume that P = PSDℓ(P). Diagonalizing the
matrix a by congruences, we obtain h ≃ 〈a′〉ϑt where a′ = diag u1, . . . , uℓ with
u1, . . . , uℓ ∈ F×. Let g be the collapsing Morita equivalence from (2.1), then
g(h) = 〈u1, . . . , uℓ〉ϑ and
ℓ × g(h) ≃ 〈u1, . . . , u1〉ϑ ⊥ · · · ⊥ 〈uℓ, . . . , uℓ〉ϑ.
Applying g−1 we obtain
ℓ × h ≃ 〈u1Iℓ, . . . , uℓIℓ〉ϑt = 〈u1, . . . , uℓ〉〈Iℓ〉ϑt . 
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Let L/F be a finite extension. The trace map TrL/F induces an A-linear homo-
morphism TrA⊗FL = idA⊗TrL/F : A⊗F L → A. Let (M, h) be a hermitian form over
(A ⊗F L, σ ⊗ id). The Scharlau transfer Tr∗(M, h) is defined to be the hermitian
form (M,TrA⊗FL ◦h) over (A, σ). Let q be a quadratic form over L, then Frobenius
reciprocity, i.e.
Tr∗(q(h ⊗ L)) ≃ Tr∗(q)h
(where Tr∗(q) is the usual Scharlau transfer of q with respect to TrL/F) can be
proved just as for quadratic forms, cf. [12, VII, Thm. 1.3].
Lemma 8.12. Assume that σ is positive at P and that D ∈ {F, F(
√
−d), (−a,−b)F}
where a, b, d ∈ P×. Let h be a nonsingular hermitian form over (A, σ). Then there
are a1, . . . , ar ∈ P×, b1, . . . , bs ∈ −P× and α1, . . . , α2k ∈ F× such that
ℓ2 × 〈α1, . . . , α2k〉h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉)〈1〉σ,
where k 6 ℓ. Furthermore, α1, . . . , αk ∈ Q, for every ordering Q ∈ XF such that
σ is positive at Q and either d ∈ Q in case D = F(
√
−d), or a, b ∈ Q in case
D = (−a,−b)F .
Proof. Let σ = adϕ for some form ϕ over (D, ϑ), where ϑ is as in Lemma 8.11.
Since σ is positive at P, we may assume that ϕ = 〈d1, . . . , dℓ〉 with d1, . . . , dℓ ∈ P×.
Up to renumbering, let {d1, . . . , dk} be a minimal subset of {d1, . . . , dℓ} such that
F(
√
d1, . . . ,
√
dk) = F(
√
d1, . . . ,
√
dℓ) =: L. Since the extension L/F is obtained
by successive proper quadratic extensions by elements of Pwe obtain |XL/P| = 2k.
After scalar extension to L we obtain
(A⊗FL, σ⊗id)  (Mℓ(D⊗FL), adϕ⊗L)  (Mℓ(D⊗FL), ad〈1,...,1〉ϑ) = (Mℓ(D⊗FL), ϑt).
Observe that D ⊗F L is an element of {L, L(
√
−d), (−a,−b)L} and is an L-division
algebra since a, b, d ∈ P×. Thus, by Lemma 8.11 (with F replaced by L) there are
u1, . . . , ut ∈ L× such that
ℓ2 × (h ⊗ L) ≃ 〈u1, . . . , ut〉〈1〉ϑt .
Applying the Scharlau transfer induced by the trace map TrL/F gives
ℓ2 × Tr∗(h ⊗ L) ≃ Tr∗(〈u1, . . . , ut〉〈1〉ϑt ).
Thus, by Frobenius reciprocity and since σ ⊗ id  ϑt, we obtain
ℓ2 × Tr∗(〈1〉)h ≃ Tr∗(〈u1, . . . , ut〉)〈1〉σ.
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Let 〈α1, . . . , α2k〉 be a diagonalization of Tr∗(〈1〉). Since L/F is separable, TrL/F
is nonzero and it follows from [12, VII, Prop. 1.1] that Tr∗(〈u1, . . . , ut〉) is a non-
singular quadratic form over F. Therefore we can separate the coefficients of a
diagonalization of Tr∗(〈u1, . . . , ut〉) into elements of P× and elements of −P×.
Finally, let Q ∈ XF be such that σ is positive at Q and either d ∈ Q in case D =
F(
√
−d), or a, b ∈ Q in case D = (−a,−b)F. We have d1, . . . , dℓ ∈ Q and, as above,
|XL/Q| = 2k. By the quadratic Knebusch trace formula [22, Chap. 3, Thm. 4.5],
signQ(Tr∗(〈1〉)) = 2k = [L : F] = dimTr∗(〈1〉), proving that α1, . . . , α2k ∈ Q. 
Lemma 8.13. Let h be a nonsingular hermitian form over (A, σ) where σ is a
positive involution at P. Then there are β1, . . . , βt ∈ P× such that
n2P × 〈β1, . . . , βt〉h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉)〈1〉σ
with a1, . . . , ar ∈ P×, b1, . . . , bs ∈ −P× and t 6 2nP(degD)!.
Proof. By Theorem 6.8 there exists a positive involution on D. Thus, by Propo-
sition 8.8 there exists a finite Galois extension N of F such that P extends to an
ordering Q of N and such that (N,Q) real splits (A, σ). In particular we can take
N ⊆ FP. Therefore we can apply Lemma 8.12 to (A ⊗F N, σ ⊗ id) and we obtain
M2 × 〈α1, . . . , α2k〉(h ⊗ N) ≃ (〈u1, . . . , ur〉 ⊥ 〈v1, . . . , vs〉)〈1〉σ⊗id,
whereM is the matrix size of A⊗FN, u1, . . . , ur ∈ Q×, v1, . . . , vs ∈ −Q×, α1, . . . , α2k
are as given in Lemma 8.12 and k 6 M. Observe that in fact M = nP (as defined
in (6.1)) since (N,Q) real splits (A, σ), so that the passage from A⊗F N to A⊗F FP
does not change the degree of the underlying division algebra. Furthermore, since
σ is positive at P, σ is positive at every R ∈ XN/P and by Proposition 8.8, (N,R)
is a real splitting field of (A, σ). Therefore, by Lemma 8.12, α1, . . . , α2k ∈ R for
every R ∈ XN/P.
Applying the Scharlau transfer induced by the trace map TrN/F and Frobenius
reciprocity give
n2P × Tr∗(〈α1, . . . , α2k〉)h ≃ Tr∗(〈u1, . . . , vs〉)〈1〉σ.
Observe now that dimTr∗(〈α1, . . . , α2k〉) = 2k[N : F] and that, since N is an
ordered Galois extension of (F, P), the number |XN/P| of extensions of P to N
is [N : F] (this is a direct consequence of [20, Cor. 1.3.19] and the fact that
the extension is Galois). In particular, and using that α1, . . . , α2k belong to every
R ∈ XN/P, we obtain, using the quadratic Knebusch trace formula [22, Chap. 3,
Thm. 4.5], that
signP Tr∗(〈α1, . . . , α2k〉) =
∑
R∈XN/P
signP〈α1, . . . , α2k〉 = 2k[N : F].
36
It follows that if Tr∗(〈α1, . . . , α2k〉) ≃ 〈β1, . . . , βt〉 we have β1, . . . , βt ∈ P× with
t = 2k[N : F]. Therefore
n2P × 〈β1, . . . , βt〉h ≃ Tr∗(〈u1, . . . , vs〉)〈1〉σ.
The result follows and the bound on t is obtained from Proposition 8.8. 
Proof of Theorem 8.9. Let γ be an involution on A, positive at P, and let c ∈
Sym(A, σ)× be such that γ = Int(c−1) ◦ σ. It follows from [4, Rem. 4.3 and
Prop. 4.4] and Theorem 7.5 that c ∈ P ∩ A× or c ∈ −(P ∩ A×).
By Proposition 4.3, c−1P is a positive cone on (A, γ) over P. Furthermore,
c−1h is a hermitian form over (A, γ) by scaling. So by Lemma 8.13, there are
β1, . . . , βt ∈ P× such that
n2P × 〈β1, . . . , βt〉c−1h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉〈1〉γ
with a1, . . . , ar ∈ P× and b1, . . . , bs ∈ −P×. Scaling by c we obtain
n2P × 〈β1, . . . , βt〉h ≃ (〈a1, . . . , ar〉 ⊥ 〈b1, . . . , bs〉)〈c〉σ
and the result follows since c ∈ P ∩ A× or c ∈ −(P ∩ A×). 
The following corollary is an immediate weaker version of Theorem 8.9.
Corollary 8.14. Let h be a nonsingular hermitian form over (A, σ). Then there
are β1, . . . , βt ∈ P× (with t 6 2nP(degD)!) , a1, . . . , ar ∈ P ∩ A× and b1, . . . , bs ∈
−(P ∩ A×) such that
n2P × 〈β1, . . . , βt〉h ≃ 〈a1, . . . , ar〉σ ⊥ 〈b1, . . . , bs〉σ.
A result in the style of Sylvester inertia is immediate:
Lemma 8.15. Let h be a hermitian form over (A, σ) and suppose
h ≃ 〈a1, . . . , ar〉σ ⊥ 〈b1, . . . , bs〉σ
≃ 〈a′1, . . . , a′p〉σ ⊥ 〈b′1, . . . , b′q〉σ
with a1, . . . , ar, a
′
1
, . . . , a′p ∈ P ∩ A× and b1, . . . , bs, b′1, . . . , b′q ∈ −(P ∩ A×). Then
r = p and s = q.
Proof. For dimension reasons we have r + s = p + q. The result will follow if we
show r − s = p − q, i.e. r + q = p + s. Assume for instance that r + q > p + s. We
have the following equality in W(A, σ):
〈a1, . . . , ar,−b′1, . . . ,−b′q〉σ = 〈a′1, . . . , a′p,−b1, . . . ,−bs〉σ.
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Relabelling the entries gives 〈α1, . . . , αr+q〉σ = 〈β1, . . . , βp+s〉σ, with αi, β j ∈ P ∩
A×. Since r + q > p + s there is i ∈ {1, . . . , r + q} such that
〈αi+1, . . . , αr+q〉σ ≃ 〈−α1, . . . ,−αi, β1, . . . , βp+s〉σ.
If follows that −α1 ∈ D(A,σ)(〈αi+1, . . . , αr+q〉σ) ⊆ P , contradicting that P is
proper. 
We use Corollary 8.14 to define the signature at P .
Definition 8.16. Let h be a nonsingular hermitian form over (A, σ), P ∈ X(A,σ)
and let t, βi, a j and bk be as in Corollary 8.14. We define the signature of h at P
by
signP h :=
r − s
nPt
.
Corollary 8.14 suggests that signP h should be a multiple of r − s. The reason
for the particular normalization applied to r − s in the definition above is given by
Proposition 8.17. Let η be a reference form for (A, σ). Then there is εP ∈ {−1, 1}
such that signP = εP sign
η
P
.
Proof. Let h be a nonsingular hermitian form over (A, σ) and consider
n2P × 〈β1, . . . , βt〉h ≃ 〈a1, . . . , ar〉σ ⊥ 〈b1, . . . , bs〉σ
as in Corollary 8.14. By Theorem 7.5 there exists εP ∈ {−1, 1} such that P∩A× =
εPM
η
P
(A, σ)\{0}. Applying the map signη
P
to this isometry, and since sign
η
P
〈ai〉σ =
εPnP, sign
η
P
〈b j〉σ = −εPnP we obtain n2Pt signηP h = εPnP(r − s), which proves the
result. 
Remark 8.18. Observe that for P ∈ X(A,σ), sign−P = − signP . Furthermore,
the following are immediate consequences of Proposition 8.17 and [3, Thm. 2.6]:
let h1, h2 be hermitian forms over (A, σ), let q be a quadratic form over F and let
P ∈ X(A,σ) be over P ∈ XF, then
signP(h1) = 0 if h1 is hyperbolic,
signP(h1 ⊥ h2) = signP h1 + signP h2,
signP(qh1) = (signP q)(signP h1).
In particular, the map signP is well-defined on W(A, σ).
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Remark 8.19. Recall from [2] that to define a signature map fromW(A, σ) to Z at
an ordering of XF , we had to introduce a reference form in order to resolve a sign
choice at each P ∈ XF . This sign choice is reflected in the structure of X(A,σ) in
the fact that there are exactly two positive cones over P ∈ X˜F, P and −P (if P
denotes one of them). In contrast, the definition of signP , for P ∈ X(A,σ), does not
require a sign choice since P and −P are different points in X(A,σ) and thus both
choice signs occur, one for each of the two positive cones over a given P ∈ X˜F .
After introducing the topology Tσ on X(A,σ) we will show in the final section
that the total signature map sign h : X(A,σ) → Z is continuous, cf. Theorem 9.19.
9 Topologies on X(A,σ)
For a topological space (X,T ) we denote by B(T ) the set of all subsets of X
that are compact open in T . (Note that for us compact means quasi-compact.)
Following Hochster [9, Sections 2 and 8], we define the patch topology on X,
denoted Tpatch, as the topology with subbasis
{U, X \ V | U,V ∈ B(T )}.
Observe that if B(T ) contains ∅ and X, this subbasis can be replaced by the sub-
basis
{U \ V | U,V ∈ B(T )},
which is actually a basis of Tpatch if B(T ) is in addition closed under finite unions
and finite intersections.
We define, for a1, . . . , ak ∈ Sym(A, σ),
Hσ(a1, . . . , ak) := {P ∈ X(A,σ) | a1, . . . , ak ∈ P}.
We denote by Tσ the topology on X(A,σ) generated by the sets Hσ(a1, . . . , ak), for
a1, . . . , ak ∈ Sym(A, σ), and by T ×σ the topology on X(A,σ) generated by the sets
Hσ(a1, . . . , ak), for a1, . . . , ak ∈ Sym(A, σ)×. We also denote the usual Harrison
topology on XF or X˜F by TH.
One of the main objectives of this section is to show that Tσ is a spectral topol-
ogy. Spectral topologies were introduced by Hochster [9] in order to completely
describe the topology on Spec(A) for any commutative ring A. We also refer to
Marshall’s book [16, Section 6.3].
We first show that the topologies Tσ and T ×σ are equal.
Lemma 9.1.
(1) Let a ∈ Sym(A, σ)×. The scaling map X(A,σ) → X(A,Int(a)◦σ), P 7→ aP is a
homeomorphism in the following two cases, where
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(a) X(A,σ) is equipped with Tσ and X(A,Int(a)◦σ) with TInt(a)◦σ;
(b) X(A,σ) is equipped with T ×σ and X(A,Int(a)◦σ) with T ×Int(a)◦σ.
(2) The topologies Tϑt and T ×ϑt on X(Mℓ(D),ϑt) are equal.
Proof. (1) Since the inverse of this map is of the same type, it suffices to prove
that it is continuous. The result is clear in both cases since the inverse image of
HInt(a)◦σ(a1, . . . , ak) is Hσ(a−1a1, . . . , a−1ak), and a−1ai is invertible if and only if ai
is.
(2) Let r ∈ N, let d1, . . . , dr ∈ D× and let P ∈ X(Mℓ(D),ϑt). Then, using (P2) and
(P3), we obtain
diag(d1, . . . , dr, 0, . . . , 0) ∈ P ⇔ d1Iℓ, . . . , drIℓ ∈ P .
Therefore,
Hϑt (diag(d1, . . . , dr, 0, . . . , 0)) = Hϑt (d1Iℓ) ∩ · · · ∩ Hϑt(drIℓ)
and the result follows. 
Proposition 9.2. The topologies Tσ and T ×σ on X(A,σ) are equal.
Proof. Use the homeomorphisms from Lemma 9.1(1) to bring both topologies to
X(Mℓ(D),ϑt) on which they are equal by Lemma 9.1(2). 
As a consequence of this proposition, we may use the sets Hσ(a1, . . . ak) as a
basis of open sets for Tσ = T ×σ with a1, . . . , ak in Sym(A, σ) or in Sym(A, σ)×,
whichever is more convenient for the problem at hand.
Lemma 9.3. The map XF → Z, P 7→ mP(A, σ) is continuous.
Proof. Since the five clopen sets defined in (6.3) cover XF , it suffices to show that
the map P 7→ mP(A, σ) is continuous on each of them. Let U be one of these
clopen sets. We know from Proposition 6.7 that mP(A, σ) = nP, and from the
observation after (6.3) that the value of nP is constant on U. The map is then
constant on U and therefore continuous. 
Lemma 9.4. The map
π : (X(A,σ),Tσ) → (X˜F ,TH), P 7→ PF.
is open.
Proof. Let a ∈ Sym(A, σ)×. Then, using Theorem 7.5,
π(Hσ(a)) = {P ∈ X˜F | | signηP〈a〉σ| = mP(A, σ)},
which is open since P 7→ mP(A, σ) is continuous by Lemma 9.3 and since P 7→
sign
η
P
〈a〉σ is also continuous. 
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9.1 Comparing topologies on X˜F and X(A,σ)
By Theorem 7.5 we know that there are exactly two positive cones over a given
P ∈ X˜F , say P and −P . If we have a way to make a choice between P and −P ,
i.e. a map ξ : X˜F → X(A,σ) such that ξ(P) is a positive cone over P, we will be able
to compare the Harrison topology TH on X˜F and the topology Tσ on Im ξ.
Definition 9.5. A map ξ : X˜F → X(A,σ) is called a choice map for X(A,σ) if it has
the following properties:
(1) ξ(P) is a positive cone over P for every P ∈ X˜F ;
(2) ξ−1(Hσ(a)) is clopen in TH for every a ∈ Sym(A, σ)× (equivalently, for every
a ∈ Sym(A, σ), cf. Proposition 9.2).
Note in particular that such a map ξ is continuous from TH to Tσ. Before
proceeding further, we give two explicit examples of choice maps for X(A,σ).
9.1.1 A choice map obtained from Theorem 7.5
One way to make a choice between P and −P is to use their description in terms
of signatures by defining
ξ(P) := CP(M
η
P
(A, σ)).
Lemma 9.6. Let b ∈ Sym(A, σ)×. Then ξ−1(Hσ(b)) is clopen in TH.
Proof. Let b ∈ Sym(A, σ)×. Then ξ−1(Hσ(b)) = {P ∈ X˜F | signηP〈b〉σ = mP(A, σ)},
which is clopen since the map XF → Z, P 7→ mP(A, σ) is continuous by Lemma 9.3
and the signature map is also continuous. 
9.1.2 A choice map obtained via reference elements
Lemma 9.7. There are a1, . . . , ak ∈ Sym(A, σ)× such that X(A,σ) = Hσ(a1) ∪ · · · ∪
Hσ(ak).
Proof. For a ∈ Sym(A, σ)× we define Hmax(a) := {Q ∈ X˜F | signηQ〈a〉σ =
mQ(A, σ)}. By Lemma 9.3 the set Hmax(a) is clopen in X˜F .
Let P ∈ X˜F. By Theorem 7.5 there is aP ∈ Sym(A, σ)× such that signηP〈aP〉σ =
mP(A, σ), i.e. P ∈ Hmax(aP). Therefore X˜F =
⋃
a∈Sym(A,σ)× Hmax(a) and by com-
pactness of X˜F we get X˜F = Hmax(a1) ∪ · · · ∪ Hmax(ar) for some a1, . . . , ar ∈
Sym(A, σ)×. It follows from Theorem 7.5 that X(A,σ) = Hσ(a1) ∪ · · · ∪ Hσ(ar) ∪
Hσ(−a1) ∪ · · · ∪ Hσ(−ar). 
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Another way to define a map ξ is to use the tuple of reference elements a¯ =
(a1, . . . , ak) from Lemma 9.7: For P ∈ X˜F we define iP to be the least integer k
such that one of the two positive cones over P belongs to Hσ(ak). The choice
between these two can now be expressed in terms of a map ξa¯ : X˜F → X(A,σ) by
defining ξa¯(P) to be the unique positive cone over P containing aiP .
Lemma 9.8. The map i : X˜F → {1, . . . , k}, P 7→ iP is continuous.
Proof. We show by induction on r that i−1({r}) is clopen in X˜F for every r ∈
{1, . . . , k}: the set
i−1({1}) = {P ∈ X˜F | iP = 1} = {P ∈ X˜F | | signηP〈a1〉σ| = mP(A, σ)}
is clopen since the signature map is continuous, as well as the map P 7→ mP(A, σ).
The set
i−1({2}) = {P ∈ X˜F | iP = 2} = {P ∈ X˜F | | signηP〈a2〉σ| = mP(A, σ)} \ i−1({1})
is clopen since it is the difference of two clopen sets, etc. 
Lemma 9.9. Let b ∈ Sym(A, σ)×. Then ξ−1a¯ (Hσ(b)) is clopen in TH.
Proof. The set ξ−1a¯ (Hσ(b)) is the set of all P in X˜F that satisfy the following con-
ditions
(iP = 1 and sign
η
P
〈b〉σ = signηP〈a1〉), or
...
(iP = k and sign
η
P
〈b〉σ = signηP〈ak〉),
which define a clopen set since the map P 7→ iP is continuous by Lemma 9.8. 
9.1.3 Comparing topologies using choice maps
Let ξ : X˜F → X(A,σ) be a choice map for X(A,σ). We denote the image of ξ by
X
ξ
(A,σ)
. Using X
ξ
(A,σ)
instead of X(A,σ) simply means that over each P ∈ X˜F, if P
denotes one of the two positive cones over P, we have made a choice between P
and −P , namely ξ(P).
This map ξ allows us to compare the Harrison topology TH on X˜F (or more
precisely ξ(TH) on Xξ(A,σ)) and the topology induced by Tσ on Xξ(A,σ), which we
will denote by T ξσ. We define, for a1, . . . , ak ∈ Sym(A, σ),
Hξσ(a1, . . . , ak) := X
ξ
(A,σ)
∩ Hσ(a1, . . . , ak)
and note that these sets form a basis of T ξσ, as do the sets Hξσ(a1, . . . , ak) with
a1, . . . , ak ∈ Sym(A, σ)×.
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Lemma 9.10.
(1) T ξσ ⊆ ξ(TH). In particular, ξ(X˜F) = Xξ(A,σ) is compact in T ξσ.
(2) H
ξ
σ(a1, . . . , ak) is clopen in ξ(TH) for all a1, . . . , ak ∈ Sym(A, σ).
Proof. (1) It suffices to show that H
ξ
σ(a1, . . . , ak) ∈ ξ(TH) for every a1, . . . , ak ∈
Sym(A, σ)×, which follows from ξ−1(Hξσ(a1, . . . , ak)) ∈ TH since ξ is continuous
from (X˜F ,TH) to (Xξ(A,σ),T ξσ).
(2) The statement is equivalent to ξ−1(Hξσ(a1, . . . , ak)) clopen in TH, but this is
one of the properties of ξ. 
Lemma 9.11.
(1) The sets H
ξ
σ(a1, . . . , ak) are compact open in ξ(TH) and inT ξσ for all a1, . . . , ak ∈
Sym(A, σ).
(2) B(T ξσ) is the set of all finite unions of sets of the form Hξσ(a1, . . . , ak), for k ∈ N
and a1, . . . , ak ∈ Sym(A, σ)× (or a1, . . . , ak ∈ Sym(A, σ), cf. Proposition 9.2).
(3) B(T ξσ) is closed under finite unions and finite intersections and is a basis of
T ξσ.
(4) The elements of B(T ξσ) are clopen in ξ(TH).
Proof. (1) The sets H
ξ
σ(a1, . . . , ak) are compact open in ξ(TH) by Lemma 9.10,
and because TH is compact. They are open in T ξσ by definition of T ξσ and are
compact in T ξσ since they are compact in ξ(TH) and T ξσ ⊆ ξ(TH) by Lemma 9.10.
(2) The finite unions of sets of the form H
ξ
σ(a1, . . . , ak) are compact open in
T ξσ by part (1). Let U ⊆ Xξ(A,σ) be compact open in T ξσ. Then U is a union of sets
of the form H
ξ
σ(a1, . . . , an) by definition of T ξσ, and this union can be taken to be
finite by compactness.
(3) By definition, B(T ξσ) is closed under finite unions, and the rest of the state-
ment is an immediate consequence of part (2).
(4) The statement follows from part (2) and Lemma 9.10. 
Since B(T ξσ) contains the empty set (by definition), Xξ(A,σ) (since Xξ(A,σ) is com-
pact in T ξσ) and is closed under finite unions and finite intersections, the set
{U ∩ (Xξ
(A,σ)
\ V) | U,V ∈ B(T ξσ)}
is a basis of the topology (T ξσ)patch on Xξ(A,σ), cf. the start of Section 9.
Theorem 9.12. T ξσ is a spectral topology on Xξ(A,σ).
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Proof. We check the conditions listed in [9, Proposition 4, (i)⇔(iv)], or equiva-
lently [16, p. 112].
We first show that (T ξσ)patch is Hausdorff: Let P , Q ∈ Xξ(A,σ). Then there
exists an element a ∈ P \ Q (since both P and Q are maximal), so P ∈ Hξσ(a)
and Q ∈ Xξ
(A,σ)
\ Hξσ(a). Since Hξσ(a) is in B(T ξσ), the sets Hξσ(a) and Xξσ(A, σ) \
H
ξ
σ(a) are both open in (T ξσ)patch.
Next we check that (T ξσ)patch is boolean:
• (T ξσ)patch is compact since the sets U ∩ (Xξ(A,σ) \ V), for U,V ∈ B(T ξσ), are all
clopen in ξ(TH) (cf. Lemma 9.11(4)), which is compact.
• It only remains to show that the clopen sets in (T ξσ)patch form a basis of
(T ξσ)patch. Let U,V ∈ B(T ξσ). The complement of U ∩ (Xξ(A,σ) \ V) is V ∪
(X
ξ
(A,σ)
\ U), and so is open in (T ξσ)patch. Therefore the sets U ∩ (Xξ(A,σ) \ V)
are clopen in (T ξσ)patch. 
Lemma 9.13. There exists a nonsingular diagonal hermitian form h0 over (A, σ)
and k0 ∈ N such that signηP h0 = k0 for every P ∈ X˜F.
Proof. Let ϕ0 be a nonsingular diagonal hermitian form over (A, σ) such that
sign
η
P
ϕ0 , 0 for every P ∈ X˜F, cf. [3, Proposition 3.2 and the remark follow-
ing it]. Let k1, . . . , ks be the different values that sign
η
P
ϕ0 takes when P varies in
X˜F , and let Ui be the clopen set (in the Harrison topology) {P ∈ X˜F | signηP ϕ0 = ki}
for i = 1, . . . , s. The result is obtained by induction on s, using the following fact.
Fact: There is a diagonal hermitian form ϕ′ over (A, σ) such that signη ϕ′ has
constant non-zero values on U1 ∪ U2,U3, . . . ,Us.
Proof of the fact: Let q be a quadratic form over F and let r ∈ N be such that sign q
is equal to 2rk2 onU1, to 2
rk1 onU2 and to 2
r onU3∪· · ·∪Us, cf. [12, Chapter VIII,
Lemma 6.10]. Then q ⊗ ϕ0 is a hermitian form over (A, σ) and signη(q ⊗ ϕ0) is
equal to 2rk2k1 on U1, to 2
rk1k2 on U2 and to 2
rki on Ui for i = 3, . . . , s. 
Let T0 be the coarsest topology on X˜F that makes signη h continuous, for all
nonsingular hermitian forms h over (A, σ), and T1 the coarsest topology on X˜F
that makes all signη〈a〉σ continuous, for a ∈ Sym(A, σ)×, and where η is a fixed
tuple of reference forms for (A, σ).
Proposition 9.14. The topologies
ξ(T0), (T ξσ)patch, ξ(TH), ξ(T1)
on X
ξ
(A,σ)
are all equal. In particular, T0 = T1 = TH and so T0 and T1 are
independent of the choice of η.
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Proof. We start by showing that the first three topologies are equal.
Let f = signη h for some nonsingular hermitian form h over (A, σ). We show
that ξ( f −1(k)) is open in (T ξσ)patch for every k ∈ Z. Let P ∈ ξ( f −1(k)). We trivially
have {P} = ⋂a∈P Hξσ(a), so ⋂a∈P Hξσ(a) ⊆ ξ( f −1(k)). Since ξ( f −1(k)) and the
sets H
ξ
σ(a) are all clopen in ξ(TH) (since the total signature maps are continuous
[2, Theorem 7.2], and by Lemma 9.10), by compactness there is a finite tuple a¯P
of elements of P ∩A× such that P ∈ Hξσ(a¯P) ⊆ ξ( f −1(k)). Therefore ξ( f −1(k)) =⋃
P∈ξ( f −1(k)) H
ξ
σ(a¯P), where all the sets ξ( f
−1(k)) and Hξσ(a¯P) are clopen in the
topology ξ(TH). So by compactness we obtain finite tuples of elements a¯1, . . . , a¯t
in Sym(A, σ) such that ξ( f −1(k)) =
⋃t
i=1 H
ξ
σ(a¯i). Therefore ξ( f
−1(k)) ∈ B(T ξσ) by
Lemma 9.11 and is thus open in (T ξσ)patch, proving
ξ(T0) ⊆ (T ξσ)patch. (9.1)
By Lemma 9.11, the elements of B(T ξσ) are clopen in ξ(TH), and thus
(T ξσ)patch ⊆ ξ(TH). (9.2)
Consider now H(α), for some α ∈ F. Let q be a quadratic form over F such
that sign q is equal to 2r on H(α) ∩ X˜F and 0 on X˜F \ H(α) (cf. [12, Chapter VIII,
Lemma 6.10]). Let h0 be the hermitian form from Lemma 9.13. Then sign
η q⊗ h0
is equal to 2rk0 on H(α)∩ X˜F and to 0 on X˜F \H(α). Then H(α)∩ X˜F = (signη q⊗
h0)
−1(2rk0) and thus ξ(H(α)∩X˜F) = ξ((signη q⊗h0)−1(2rk0)) ∈ ξ(T0), which proves
ξ(TH) ⊆ ξ(T0). (9.3)
The equality of the first three topologies follows from (9.1), (9.2) and (9.3).
Finally, we show that T1 is equal to TH. Let a ∈ Sym(A, σ)× and k ∈ N. Then
(signη〈a〉σ)−1(k) ∈ TH since the maps signη〈a〉 are continuous for the Harrison
topology. Therefore T1 ⊆ TH. Consider now a set H(α) for some α ∈ F×. Let
h0 be the hermitian form from Lemma 9.13, and let q0 be a diagonal quadratic
form over F such that sign q0 is equal to 0 on H(α) and 2
r on XF \ H(α). Let
q0 ⊗ h0 = 〈a1, . . . , at〉σ (which is diagonal since both q0 and h0 are). Then there
is s0 ∈ N such that signη(q0 ⊗ h0) is equal to 0 on H(α) and s0 on XF \ H(α). Let
M ∈ N be such that −M 6 signη
P
(q0 ⊗ h0) 6 M for every P ∈ XF. It follows that
H(α) = (signη q0 ⊗ h0)−1(0)
=
⋃
s¯∈{−M,...,M}t , ∑ si=0
{P ∈ XF | signηP〈ai〉σ = si, i = 1, . . . , t}.
The sets {P ∈ XF | signηP〈ai〉σ = si, i = 1, . . . , t} are open in T1, which proves that
TH ⊆ T1. 
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9.2 Spectral topology on X(A,σ)
Lemma 9.15. B(Tσ) is the set of all finite unions of sets of the form Hσ(a1, . . . , ak),
for k ∈ N and a1, . . . , ak ∈ Sym(A, σ)× (or a1, . . . , ak ∈ Sym(A, σ)). In particular,
Tσ ⊆ (Tσ)patch.
Proof. “⊆”: If U is open in Tσ then U is a union of open sets of the form
Hσ(a1, . . . , ak), and if U is compact this union can be taken finite (with a1, . . . , ak
in Sym(A, σ)× or Sym(A, σ), cf. Proposition 9.2).
“⊇”: It suffices to show that a set of the form Hσ(a¯), for a finite tuple a¯ =
(a1, . . . , ak) in Sym(A, σ), is compact open inTσ. It is open by definition. Suppose
now Hσ(a1, . . . , ak) ⊆
⋃
i∈I Hσ(b¯i) for some finite tuples b¯i ∈ Sym(A, σ) and some
index set I. Since H
ξ
σ(a¯) = (Im ξ) ∩ Hσ(a¯) we obtain Hξσ(a¯) ⊆
⋃
i∈I H
ξ
σ(b¯i) and
H
−ξ
σ (a¯) ⊆
⋃
i∈I H
−ξ
σ (b¯i). Therefore by Lemma 9.11(1) there are I1, I2 finite subsets
of I such that H
ξ
σ(a¯) ⊆
⋃
i∈I1 H
ξ
σ(b¯i) and H
−ξ
σ (a¯) ⊆
⋃
i∈I2 H
−ξ
σ (b¯i), and thus Hσ(a¯) ⊆⋃
i∈I1∪I2 Hσ(b¯i) since Hσ(a¯) = H
ξ
σ(a¯) ∪ H−ξσ (a¯). 
Observe that by definition B(Tσ) contains the empty set, and that since Xξ(A,σ)
is compact in T ξσ, we can easily see (as in the proof of Lemma 9.15) that B(Tσ)
contains X(A,σ). Since B(Tσ) is closed under finite unions and finite intersections,
the set
{U ∩ (X(A,σ) \ V) | U,V ∈ B(Tσ)}
is closed under finite intersections and thus forms a basis of the patch topology
(Tσ)patch on X(A,σ), cf. the start of Section 9.
Remark 9.16. Observe that, for U,V ∈ B(Tσ), we have
U ∩ (X(A,σ) \ V) ∩ Im ξ = (U ∩ Im ξ) ∩ (X(A,σ) \ (V ∩ Im ξ)),
with U ∩ Im ξ,V ∩ Im ξ ∈ B(T ξσ), so is open in (T ξσ)patch.
Theorem 9.17. Tσ is a spectral topology on X(A,σ).
Proof. We check the conditions listed in [9, Proposition 4, (i)⇔(iv)], or equiv-
alently [16, p. 112]. The fact that (Tσ)patch is Hausdorff and that its clopen sets
form a basis is proved as in the proof of Theorem 9.12 (by simply removing every
occurrence of ξ).
We are left with showing that (Tσ)patch is compact: Assume X(A,σ) =
⋃
i∈I Ui\Vi
with Ui,Vi ∈ B(Tσ). Therefore Xξ(A,σ) =
⋃
i∈I(Ui ∩ Im ξ) \ (Vi ∩ Im ξ) and X−ξ(A,σ) =⋃
i∈I(Ui ∩ Im−ξ) \ (Vi ∩ Im−ξ). By Remark 9.16 and since the topologies T ξσ
and T −ξσ are compact, there are finite subsets I1 and I2 of I such that Xξ(A,σ) =⋃
i∈I1(Ui ∩ Im ξ) \ (Vi ∩ Im ξ) and X−ξ(A,σ) =
⋃
i∈I2(Ui ∩ Im−ξ) \ (Vi ∩ Im−ξ), and
thus X(A,σ) =
⋃
i∈I1∪I2 Ui \ Vi. 
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Recall that if X and Y are spectral spaces, a map f : X → Y is called spectral
if it is continuous and if the preimage of a compact (=quasicompact) open set is
compact.
Proposition 9.18. Let (A, σ) and (B, τ) be two Morita equivalent F-algebras with
involution. Let ξ and ω be choice maps for X(A,σ) and X(B,τ), respectively. With
notation as in Theorem 4.1,
(1) the map m∗ is a homeomorphism from (X(A,σ),Tσ) to (X(B,τ),Tτ);
(2) the maps m∗ and (m∗)−1 = m−1∗ are spectral;
(3) the map m∗ induces a homeomorphism from (X
ξ
(A,σ)
, ξ(TH)) to (Xω(B,τ), ω(TH)).
Proof. (1) Let b1, . . . , bk ∈ Sym(B, τ)×. We have m∗(P) ∈ Hτ(b1, . . . , bk) if and
only if b1, . . . , bk ∈ m∗(P) if and only if there are a1, . . . , ar ∈ P (see Theo-
rem 4.1) such that b1, . . . , bk ∈ D(B,τ)m(〈a1, . . . , ar〉σ). Therefore
(m∗)
−1(Hτ(b1, . . . , bk))
= {P ∈ X(A,σ) | ∃r ∈ N ∃a1, . . . , ar ∈ P b1, . . . , bk ∈ D(B,τ)m(〈a1, . . . , ar〉σ)}
= {P ∈ X(A,σ) | ∃r ∈ N ∃a1, . . . , ar ∈ Sym(A, σ)
P ∈ Hσ(a1, . . . , ar) and b1, . . . , bk ∈ D(B,τ)m(〈a1, . . . , ar〉σ)}
=
⋃
{Hσ(a1, . . . , ar) | r ∈ N, a1, . . . , ar ∈ Sym(A, σ),
b1, . . . , bk ∈ D(B,τ)m(〈a1, . . . , ar〉σ)},
which is a union of open sets in the topology Tσ. The fact that (m∗)−1 is also
continuous is obtained as above, using that (m∗)−1 = (m−1)∗ as observed in the
proof of Theorem 4.1.
(2) It suffices to prove the result for m∗ since the same argument then applies
to m−1∗ . The compact open subsets for the topology Tτ are finite unions of sets of
the form Hτ(b1, . . . , bk) (see Lemma 9.15). The proof of (1) gives us
(m∗)
−1(Hτ(b1, . . . , bk)) =
⋃
i∈I
Hσ(a¯i)
for some index set I and finite tuples a¯i of elements of Sym(A, σ). Therefore
Hτ(b1, . . . , bk) =
⋃
i∈I
m∗(Hσ(a¯i)).
Since Hτ(b1, . . . , bk) ∈ B(Tτ), it is clopen and therefore compact for the topology
(Tτ)patch. By (1), m∗(Hσ(a¯i)) is open for Tτ and therefore open for (Tτ)patch (cf.
Lemma 9.15). It follows that there is a finite subset J of I such that
Hτ(b1, . . . , bk) =
⋃
i∈J
m∗(Hσ(a¯ j))
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and thus
(m∗)
−1(Hτ(b1, . . . , bk)) =
⋃
i∈J
Hσ(a¯ j),
which is compact by Lemma 9.15.
(3) Let α1, . . . , αk ∈ F×. Then m∗(P) ∈ ω(H(α1, . . . , αk)) is equivalent to
α1, . . . , αk ∈ (m∗(P))F = PF (see Theorem 4.1). So (m∗)−1(ω(H(α1, . . . , αk))) =
ξ(H(α1, . . . , αk)) and m∗ is continuous. The fact that (m∗)−1 is also continuous
follows from the fact that (m∗)−1 = (m−1)∗. 
Theorem 9.19. Let h be a nonsingular hermitian form over (A, σ). Then the total
signature map sign h : X(A,σ) → Z is continuous, where X(A,σ) is equipped with the
topology Tσ and Z is equipped with the discrete topology.
Proof. By Lemma 2.2 ℓ × h ≃ 〈a1, . . . , ak〉σ for some a1, . . . , ak ∈ Sym(A, σ).
Therefore (sign h)−1(i) = (sign〈a1〉σ + · · · + sign〈ak〉σ)−1(ℓi) for any i ∈ Z and it
suffices to show that sign〈a〉σ is continuous, for a ∈ Sym(A, σ).
For the final part of the argument, it will be convenient to express u ∈ PF
in terms of some element belonging to P . Observe that, if c ∈ P \ {0} and
u ∈ F \ {0}, then u ∈ PF implies uc ∈ P , and u ∈ −PF implies uc ∈ −P .
Therefore u ∈ PF is equivalent to uc ∈ P . We now want to make the choice of c
essentially independent of P:
For every P ∈ X(A,σ) choose cP ∈ P \ {0}. Then X(A,σ) =
⋃
P∈X(A,σ) Hσ(cP)
and by compactness of the topology (Tσ)patch and the fact that the sets Hσ(cP)
are clopen in it (by definition of (Tσ)patch and Lemma 9.15, we obtain X(A,σ) =
Hσ(c1) ∪ · · · ∪ Hσ(ct). Therefore it suffices to show that the map sign〈a〉σ is
continuous on each Hσ(c j). For P ∈ Hσ(c j) and u ∈ F \ {0} we have u ∈ PF if
and only if uc j ∈ P as observed above.
By Definition 8.16 we have
signP〈a〉σ = i
⇔
∃β1, . . . , βt ∈ PF, a1, . . . , ar, b1, . . . , bs ∈ P
r − s
nPF t
= i ∧ n2
PF
× 〈β1, . . . , βt〉〈a〉σ ≃ 〈a1, . . . , ar〉σ ⊥ 〈−b1, . . . ,−bs〉σ.
Therefore
(sign〈a〉σ)−1(i) ∩ Hσ(c j)
= {P ∈ Hσ(c j) | ∃r, s, t ∈ N, a1, . . . , ar, b1, . . . , bs ∈ P ,
β1, . . . , βt ∈ PF such that (r − s)/nPF t = i,
n2
PF
× 〈β1, . . . , βt〉〈a〉σ ≃ 〈a1, . . . , ar〉σ ⊥ 〈−b1, . . . ,−bs〉σ}
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=⋃
{Hσ(β1c j, . . . , βtc j, a1, . . . , as, b1, . . . , br) | r, s, t ∈ N,
(r − s)/nPF t = i,
n2
PF
× 〈β1, . . . , βt〉〈a〉σ ≃ 〈a1, . . . , ar〉σ ⊥ 〈−b1, . . . ,−bs〉σ}
is open for Tσ. 
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