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of Lie algebras arising from quantum tori
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School of Mathematical Sciences, Shangrao Normal University, Shangrao, Jiangxi, China
Abstract
For a Lie algebra g related to a quantum torus, we compute its automorphisms,
derivations and universal central extension. This Lie algebra g is isomorphic to a
subalgebra of the Lie algebra of derivations over the quantum torus, and moreover
contains a subalgebra isomorphic to the centerless higher rank Virasoro algebra.
Keyword: Quantum torus, automorphism, derivation, central extension, higher
rank Virasoro algebra.
1 Introduction
Throughout this paper, C,Z,Z+ refer to the set of complex numbers, integers, and positive
integers respectively. Let d > 1 be a positive integer, γ = (γ1, γ2 · · · , γd) a d-dimensional
complex vector, Q = (qij) a d × d complex matrix with qii = 1 and qijqji = 1 for all
1 ≤ i, j ≤ d. Let ǫ1, ǫ2 · · · , ǫd be a standard Z-basis of Z
d. Define a map σ on Zd ×Zd by
σ(m,n) =
∏
1≤i<j≤d
q
mjni
ji ,
where m =
∑d
i=1miǫi,n =
∑d
i=1 niǫi ∈ Z
d. Set
R = {m ∈ Zd | σ(m,n) = σ(n,m) for any n ∈ Zd}.
The Lie algebra g(γ,Q) we consider in this paper is spanned by {Lm | m ∈ Z
d}, with Lie
brackets
[Lm, Ln] = σ(m,n)(γ | n−m)Lm+n;
[Lm, Ls] = σ(m, s)(γ | s)Lm+s;
[Lr, Ls] = (σ(r, s)− σ(s, r))Lr+s,
where m,n ∈ R, r, s ∈ Zd\R and (· | ·) denotes the inner product on the space Cd.
The algebra g(γ,Q) is interesting for two reasons. Firstly it is isomorphic to a subalge-
bra of the Lie algebra Der(CQ) of derivations of the quantum torusCQ = C[t
±1
1 , t
±1
2 , · · · , t
±1
d ]
related to the matrix Q. In detail, CQ satisfies the commuting relations
tit
−1
i = 1, titj = qijtjti, for any 1 ≤ i, j ≤ d.
1 The author is supported by the National Natural Science Foundation of China(No. 11626157), the
Science and Technology Foundation of Education Department of Jiangxi Province(No. GJJ161044).
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We denote by tm the monomial tm11 t
m2
2 · · · t
md
d , and by ∂1, ∂2, · · · , ∂d the degree derivations
of CQ corresponding to t1, t2, · · · , td respectively. Then by [BGK] the algebra Der(CQ)
has a basis
{tm∂i, adt
n |m ∈ R,n ∈ Zd\R, 1 ≤ i ≤ d},
and Lie brackets
[tm∂i, t
n∂j ] = σ(m,n)t
m+n(ni∂j −mj∂i);
[tm∂i, adt
s] = σ(m, s)sit
m+s;
[adtr, adts] = (σ(r, s)− σ(s, r))tr+s,
where m,n ∈ R, r, s ∈ Zd\R. One can check that the map defined by
Lm 7→
d∑
i=1
γit
m∂i if m ∈ R;
Ln 7→ adt
n if n ∈ Zd\R,
gives rise to an embedding of the Lie algebra g(γ,Q) to Der(CQ).
Secondly, the subalgebra L = spanC{Lm | m ∈ R} of g(γ,Q) is a centerless higher
rank Virasoro algebra if all entries of Q are roots of unity, in which case the matrix Q
and the quantum torus CQ are both called rational. Denote by M a rank d subgroup of
the additive group C. The higher rank Virasoro algebra V ir[M ], or generalized Virasoro
algebra, first introduced in [PZ], is spanned by {ea, c | a ∈M} with Lie brackets
[c, ea] = 0, [ea, eb] = (b− a)ea+b + δa+b,0
a3 − a
12
c, ∀a, b ∈M.
If CQ is rational, then by [N] and [LZ1] we know that the subgroup R of Z
d is of rank d, and
has a Z-basis k1ǫ1, k2ǫ2, · · · , kdǫd, where 1 < k2i−1 = k2i ∈ Z+, 1 ≤ i ≤ z, for some positive
integer z such that 2z ≤ d, and k2z+1 = · · · = kd = 1. Let B = diag{k1, k2, · · · , kd} and
then R = {Bn | n ∈ Zd}. We call the complex vector γ generic if γ1, γ2 · · · , γd is linearly
independent over the field of rational numbers. If γ is generic then M =
∑d
i=1 Zkiγi is a
rank d subgroup of C. Then the map
LBn 7→ e(Bγ|n), n ∈ Z
d,
defines a Lie algebra isomorphism from L into V ir[M ], whose image is the centerless
higher rank Virasoro algebra. Hence we may think the Lie algebra g(γ,Q) as a ”quantum”
generalization of the centerless higher rank Virasoro algebra.
We compute the automorphisms, derivations and universal central extension of g(γ,Q)
in this paper. Such computations have always been key problems in the structure theory of
Lie algebras. Many results are known to us, such as generalized Witt algebras[DZ], finitely
generated graded Lie algebras[Far], the Lie algebra of skew-derivations over quantum
torus[LT], the twisted Heisenberg-Virasoro algebra[SJ], and so on.
In this paper we only consider Lie algebra g(γ,Q) for the case when γ is generic. We
remark that (γ | m) = 0 if and only if m = 0. To simplify the notation we denote
g = g(γ,Q) if not confused. The paper is arranged as follows. Section 2 and Section 3
are devoted to the computation of automorphisms and derivations of g respectively. In
the last section we consider central extensions of g with Q being rational.
2
2 Automorphisms
In this section we computer the automorphisms of the algebra g for generic γ. Denote
δ(n, R) =
{
1, if n ∈ R;
0, if n /∈ R.
Let χ : Zd −→ C∗ be a character of the additive group Zd. Define a linear map θ on g by
θ : Ln 7→ λ
δ(n,R)χ(n)Lλn, λ = ±1. (2.1)
It is easy to check that θ is a Lie algebra automorphism of g. The main result in this
section is the following
Theorem 2.1. Any Lie algebra automorphism of g is of the form in (2.1).
An element x ∈ g is called locally finite if the space spanC{(adx)
ny | n ∈ Z+} for any
y ∈ g is finite dimensional. Clearly the set of locally finite elements in g is CL0.
Let θ denote an automorphism of g. Since the image of a locally finite element is still
locally finite, we may assume that
θ(L0) = λ
−1L0, for some nonzero λ ∈ C.
Moreover, since θ maps eigenspaces of g under adjoint action of L0 into eigenspaces, we
may assume that for any n ∈ Zd,
θ(Ln) = anLβ(n), an 6= 0, a0 = λ
−1,
where β : Zd −→ Zd is a bijection such that β(0) = 0.
Applying θ to [L0, Ln] we get
β(n) = λn for any n ∈ Zd.
Since λn ∈ Zd, it forces λ = ±1.
Lemma 2.2. If λ = 1 then am+n = aman for any m,n ∈ Z
d.
Proof. Note that β(n) = n for any n ∈ Zd. Let m,n ∈ R. Applying θ to [Lm, Ln] we
get σ(m,n)aman(γ | n−m)Lm+n = σ(m,n)am+n(γ | n−m)Lm+n. So
am+n = aman if m,n ∈ R,m 6= n. (2.2)
Let m = 0 in (2.2) we get a0 = 1 = λ. Let m+ n = 0 in (2.2) we see
a−n = a
−1
n
for any n ∈ R.
For any m ∈ R, choose n ∈ R such that n 6= 0,±m. Then by (2.2) we have
a2m = am−nam+n = ama−naman = a
2
m
.
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This proves, together with (2.2), that
am+n = aman if m,n ∈ R.
Let m ∈ R, s ∈ Zd\R. Applying θ to [Lm, Ls] we get
am+s = amas if m ∈ R, s ∈ Z
d\R. (2.3)
For r, s ∈ Zd\R we claim that
ar+s = aras.
Apply θ to [Lr, Ls], and we get
(σ(r, s)− σ(s, r))(ar+s − aras) = 0. (2.4)
For r ∈ Zd\R, set Gr = {n ∈ Z
d | σ(r,n) = σ(n, r)}. Clearly Gr is a proper subgroup
of Zd containing R. Choose n ∈ Zd\Gr. Notice that σ(−r, r+ n) 6= σ(r + n,−r). So by
(2.4) we have ar+n = aran = ara−rar+n. Therefore
a−rar = 1 = a0, a−r = a
−1
r
for any r ∈ Zd\R. (2.5)
Now we may prove the claim in three cases.
Case 1: σ(r, s) 6= σ(s, r). The claim is obvious by (2.4).
Case 2: r+ s ∈ R\{0}(this implies σ(r, s) = σ(s, r)). By (2.3) and (2.5) we have
ar = ar+s−s = ar+sa−s = ar+sa
−1
s
,
and the claim follows in this case.
Case 3: σ(r, s) = σ(s, r) and r+s /∈ R. A basic group theory shows that Gr+s∪Gr∪Gs 6=
Zd. We may choose n ∈ Zd and n /∈ Gr+s ∪Gr ∪Gs. Noticing that
σ(r+s+n,−n) 6= σ(−n, r+s+n), σ(r, s+n) 6= σ(s+n, r) and σ(s+n,−n) 6= σ(−n, s+n),
we have, by Case 1,
ar+s = ar+s+na−n = aras+na−n = aras.
This proves the claim, and hence the lemma. 
For m,n ∈ Zd, denote by ι(m,n) the number of elements in {m,n,m+ n} ∩ R.
Lemma 2.3. If λ = −1 then for any m,n ∈ Zd,{
am+n = aman, if ι(m,n) = 0;
am+n = −aman, if ι(m,n) > 0.
Proof. The proof is parallel to that of Lemma 2.2. 
Define χ : n 7→ λδ(n,R)an. By Lemma 2.2 and Lemma 2.3 one can check that χ is a
character of Zd. So
an = λ
δ(n,R)χ(n),
which proves Theorem 2.1.
4
3 Derivations
A linear map D : g −→ g is called a derivation of g if
D[Lm, Ln] = [DLm, Ln] + [Lm, DLn] for any m,n ∈ Z
d.
In this section we computer derivations of g for generic γ. Since g is Zd-graded and finitely
generated, a result from [Far] shows that the Lie algebra Derg of derivations of g is also
Zd-graded. Specifically we have the following
Theorem 3.1. The Zd-graded structure of Derg is Derg =
⊕
n∈Zd Dergn where
Derg
n
=
{
spanC{∂1, ∂2, · · · , ∂d}, if n = 0;
spanC{adLn}, if n 6= 0,
where ∂i : Lm 7→ miLm, 1 ≤ i ≤ d for m = (m1, · · · , md) ∈ Z
d.
Proof. Since ∂i, 1 ≤ i ≤ d, are derivations of degree 0 on g, and linearly independent,
to prove Derg
0
= spanC{∂1, ∂2, · · · , ∂d} it suffices to show that dimDerg0 ≤ d. Let
D ∈ Derg
0
and
D(Lm) = ϕ(m)Lm, m ∈ Z
d
for some function ϕ : Zd −→ C.
Let m,n ∈ R. Apply D to [Lm, Ln] and we get
(γ | n−m)(ϕ(m+ n)− ϕ(m)− ϕ(n)) = 0,
which shows
ϕ(m+ n) = ϕ(m) + ϕ(n) for m 6= n ∈ R. (3.1)
Let n = 0 in (3.1) we see ϕ(0) = 0. Now form 6= 0, choose s ∈ R such that s 6= 0,m, 1
2
m,
then by (3.1) we have
ϕ(2m) = ϕ(2m− s) + ϕ(s) = ϕ(m) + ϕ(m− s) + ϕ(s) = 2ϕ(m).
This, together with (3.1), shows
ϕ(m+ n) = ϕ(m) + ϕ(n) for any m,n ∈ R. (3.2)
Applying D to [Lm, Ls] for m ∈ R, s ∈ Z
d\R, we get
ϕ(m+ s) = ϕ(m) + ϕ(s) for any m ∈ R, s ∈ Zd\R. (3.3)
For r, s ∈ Zd\R we claim that ϕ(r + s) = ϕ(r) + ϕ(s). From D[Lr, Ls] = [DLr, Ls] +
[Lr, DLs] we get
(σ(r, s)− σ(s, r))(ϕ(r+ s)− ϕ(r)− ϕ(s)) = 0,
which implies
ϕ(r+ s) = ϕ(r) + ϕ(s) if σ(r, s) 6= σ(s, r). (3.4)
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Let n ∈ Zd\Gr. Noticing that σ(−r, r+ n) 6= σ(r+ n,−r), we have
ϕ(r+ n) = ϕ(r) + ϕ(n) = ϕ(r) + ϕ(−r) + ϕ(r+ n).
Therefore
ϕ(−r) + ϕ(r) = 0 = ϕ(0), ϕ(−r) = −ϕ(r) for any r ∈ Zd\R. (3.5)
If r+ s ∈ R\{0}(this implies σ(r, s) = σ(s, r)), then by (3.3) and (3.5) we have
ϕ(r+ s) = ϕ(r+ s) + ϕ(−s) + ϕ(s) = ϕ(r) + ϕ(s). (3.6)
If r+s ∈ Zd\R and σ(r, s) = σ(s, r), then we choose n ∈ Zd such that n /∈ Gr∪Gs∪Gr+s,
and we have
ϕ(r+ s) = ϕ(r+ s+ n) + ϕ(−n) = ϕ(r) + ϕ(n+ s) + ϕ(−n) = ϕ(r) + ϕ(s),
which, together with (3.4),(3.5) and (3.6), proves the claim. Hence
ϕ(m+ n) = ϕ(m) + ϕ(n) for any m,n ∈ Zd,
and ϕ(m) =
∑d
i=1miϕ(ǫi). So dimDerg0 ≤ d and Derg0 = spanC{∂1, ∂2, · · · , ∂d}.
For n 6= 0, suppose D ∈ Derg
n
and write D(Lm) = φ(m)Lm+n for any m ∈ Z
d, where
φ : Zd −→ C. Apply D to [L0, Lm], we get
φ(0)[Ln, Lm] + φ(m)(γ | m+ n)Lm+n = φ(m)(γ |m)Lm+n,
which implies
φ(m) = φ(0)
(γ |m− n)
(γ | n)
,
which implies that dimDerg
n
≤ 1. Moreover, Derg
n
contains the inner derivation adLn.
So Derg
n
= spanC{adLn}. 
At last we remark that the inner derivation adL0 = γ1∂1 + γ2∂2 + · · ·+ γd∂d.
4 Universal central extension
Since [g, g] = g, the Lie algebra g has a universal central extension. In this section we
compute the universal central extension of g for rational matrix Q and generic γ. As
mentioned in Section 1 we consider g as a subalgebra of the Lie algebra Der(CQ), and we
need some basics about the rational quantum torus CQ and the map σ. The following
lemma is from [N] and [LZ1].
Lemma 4.1. Up to an isomorphism of CQ, we may assume that all entries of the matrix
Q are 1 except q2i−1 = q2i−1,2i and q2i = q2i,2i−1 = q2i−1
−1 for 1 ≤ i ≤ z, where z ∈ Z+
with 2z ≤ d, and the order ki of qi, 1 ≤ i ≤ 2z, as roots of unity, satisfy ki+1 | ki and
k2j−1 = k2j for 1 ≤ i ≤ 2z − 1, 1 ≤ j ≤ z. Let kl = 1 for l > 2z. Then the subgroup R
has the form
R =
d⊕
i=1
kiZǫi.
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From now on we will always assume that the numbers k1, · · · , kd are fixed, Q and R
have the form as in Lemma 4.1.
Lemma 4.2. (1) σ(m+ n, r+ s) = σ(m, r)σ(m, s)σ(n, r)σ(n, s).
(2) σ(m,n)σ(m,−n) = 1.
(3) σ(−m,−n) = σ(m,n).
(4) σ(m,n) = 1 for all m ∈ R,n ∈ Zd.
(5) σ(ǫi, ǫj) =
{
qi,i−1 if i is even and j = i− 1;
1 otherwise.
The lemma is easy to be checked and critical to the following computation. The Lie
bracket of g becomes
[Lm, Ln] = (γ | n−m)Lm+n;
[Lm, Ls] = (γ | s)Lm+s;
[Lr, Ls] = (σ(r, s)− σ(s, r))Lr+s,
Now we start to compute the central extensions of g. Let α : g × g −→ C be an
arbitrary 2-cocycle of g. Hence
α([Lm, Ln], Ls) + α([Ls, Lm], Ln) + α([Ln, Ls], Lm) = 0, for any m,n, s ∈ Z
d. (4.1)
Define a linear function fα on g by

fα(Lm) =
1
(γ|2k1ǫ1−m)
α(Lm−k1ǫ1 , Lk1ǫ1) for m ∈ R,m 6= 2k1ǫ1;
fα(L2k1ǫ1) =
1
(γ|2k1ǫ1)
α(L0, L2k1ǫ1);
fα(Ls) =
1
(γ|s)
α(L0, Ls) for s ∈ Z
d\R,
and a 2-coboundary ψfα by
ψfα(Lm, Ln) = fα([Lm, Ln]).
It is easy to check that
ψfα(Lm−k1ǫ1, Lk1ǫ1) = α(Lm−k1ǫ1, Lk1ǫ1) for m ∈ R,m 6= 2k1ǫ1
ψfα(L0, L2k1ǫ1) = α(L0, L2k1ǫ1),
ψfα(L0, Ls) = α(L0, Ls) for s ∈ Z
d\R.
Since α− ψfα is equivalent to α, we may assume

α(Lm−k1ǫ1 , Lk1ǫ1) = 0 for m ∈ R,m 6= 2k1ǫ1;
α(L0, L2k1ǫ1) = 0;
α(L0, Ls) = 0 for s ∈ Z
d\R.
Lemma 4.3. α(Lm, Ln) = 0 if m+ n 6= 0.
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Proof. Take m,n, s ∈ R in (4.1) and we get
(γ | n−m)α(Lm+n, Ls) + (γ | s− n)α(Ls+n, Lm) + (γ |m− s)α(Lm+s, Ln) = 0. (4.2)
Let s = 0 in (4.2) and we have
(γ | n+m)α(Lm, Ln) = (γ |m− n)α(Lm+n, L0). (4.3)
Replacing m by m− k1ǫ1 and n by k1ǫ1, we get
(γ |m− 2k1ǫ1)α(Lm, L0) = (γ |m)α(Lm−k1ǫ1 , Lk1ǫ1) = 0, (4.4)
which implies
α(Lm, L0) = 0 for any m ∈ R. (4.5)
So by (4.3) and (4.5), the lemma stands for the case when m,n ∈ R.
Let m ∈ R,n = 0, s ∈ Zd\R in (4.1), we get
(γ |m+ s)α(Lm, Ls) = −(γ | s)α(Lm+s, L0) = 0,
which shows
α(Lm, Ls) = 0 for any m ∈ R, s ∈ Z
d\R.
For r, s ∈ Zd\R, since
(γ | s)α(Lr, Ls) = α(Lr, [L0, Ls]) = α([Lr, L0], Ls) + α(L0, [Lr, Ls]) = −(γ | r)α(Lr, Ls),
we get
(γ | r+ s)α(Lr, Ls) = 0,
which proves the lemma for the case when r, s ∈ Zd\R. 
Now we only need to determine α(Lm, Ln) when m+n = 0. To simplify the notation,
from now on we denote α(m) = α(Lm, L−m) for any m ∈ Z
d.
Lemma 4.4. Let m ∈ R, then α(m) = [m]γ
3−[m]γ
6
α(2k1ǫ1), where [m]γ =
(γ|m)
(γ|k1ǫ1)
.
Proof. Let m,n ∈ R and s = −m− n in (4.1), we get
(γ | n−m)α(m+ n) = (γ | 2m+ n)α(n)− (γ | 2n+m)α(m) for any m,n ∈ R. (4.6)
Let n = −k1ǫ1 in (4.6) and notice that α(k1ǫ1) = 0, we have
(γ | m−2k1ǫ1)α(m) = (γ |m+k1ǫ1)α(m−k1ǫ1) for any m ∈ R. for any m,n ∈ R. (4.7)
First we prove the lemma for the case m = lk1ǫ1, l ∈ Z. In this case [m]γ = l. If
l > 2, by (4.7), we have
α(lk1ǫ1) =
(γ | lk1ǫ1 + k1ǫ1)
(γ | lk1ǫ1 − 2k1ǫ1)
(γ | lk1ǫ1)
(γ | lk1ǫ1 − 3k1ǫ1)
(γ | lk1ǫ1 − k1ǫ1)
(γ | lk1ǫ1 − 4k1ǫ1)
· · ·
(γ | 4k1ǫ1)
(γ | k1ǫ1)
α(2k1ǫ1)
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=
l3 − l
6
α(2k1ǫ1).
If l < −2, we have
α(lk1ǫ1) = −α(−lk1ǫ1) = −
(−l)3 − (−l)
6
α(2k1ǫ1) =
l3 − l
6
α(2k1ǫ1).
If −2 ≤ l ≤ 2, the expression can be easily checked for each l.
Secondly, we deal with the case m = lǫi ∈ R, i > 1. Set m = 2k1ǫ1,n = lǫi in (4.6)
and by (4.7) we have
(γ | 4k1ǫ1 + lǫi)α(lǫi)− (γ | 2k1ǫ1 + 2lǫi)α(2k1ǫ1)
=(γ | lǫi − 2k1ǫ1)α(lǫi + 2k1ǫ1)
=(γ | lǫi − 2k1ǫ1)
(γ | lǫi + 3k1ǫ1)
(γ | lǫi)
(γ | lǫi + 2k1ǫ1)
(γ | lǫi − k1ǫ1)
α(lǫi),
which gives
α(lǫi) =
x3 − x
6
α(2k1ǫ1), x =
(γ | lǫi)
(γ | k1ǫ1)
= [lǫi]γ , (4.8)
proving the lemma for the case m = lǫi ∈ R, i > 1.
At last we treat the general case. Let k denote the maximal index inm = (m1, · · · , md)
such that mk 6= 0. We use induction on k. Denote xi =
(γ|miǫi)
(γ|k1ǫ1)
for 1 ≤ i ≤ k, and we have
k∑
i=1
xi = [m]γ . The case k = 1 is just the special case m ∈ Zk1e1. Suppose the lemma
stands for any n ∈ R such that nk = nk+1 = · · · = nd = 0. Replacing m by m −mkǫk
and n by mkǫk in (4.6) gives
(γ | 2mkǫk −m)α(m) = (γ | 2m−mkǫk)α(mkǫk)− (γ | mkǫk +m)α(m−mkǫk).
Hence by (4.8) and the inductional hypothesis we get
α(m) = −
2[m]γ − xk
[m]γ − 2xk
α(mkǫk) +
2[m]γ + xk
[m]γ − 2xk
α(m−mkǫk)
= −
2[m]γ − xk
[m]γ − 2xk
x3k − xk
6
α(2k1ǫ1) +
2[m]γ + xk
[m]γ − 2xk
(
(
k−1∑
j=1
xj)
3 −
k−1∑
j=1
xj
)
1
6
α(2k1ǫ1)
=
1
6
(
(
k∑
j=1
xj)
3 −
k∑
j=1
xj
)
α(2k1ǫ1)
=
[m]γ
3 − [m]γ
6
α(2k1ǫ1),
proving the lemma. 
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Let m ∈ R, n ∈ Zd\R and s = −m− n in (4.1), we have
(γ | n)α(m+ n) = (γ | m+ n)α(n), (4.9)
which means, together with Lemma 4.3, that α(Lm, Ln),m,n ∈ Z
d\R is determined by
α(m), m ∈ Γ = {n ∈ Zd\R | 0 ≤ ni < ki, 1 ≤ i ≤ d}.
Now let m,n ∈ Zd\R and s = −m− n in (4.1), we get
(σ(m,n)−σ(n,m))α(m+n) = (σ(n,−m)−σ(−m,n)) (σ(n,−n)α(m) + σ(m,−m)α(n))
(4.10)
Lemma 4.5. Let m ∈ Zd\R. Suppose mi 6= 0 for some odd 1 ≤ i ≤ 2z, then
α(m) =
(γ |m)
(γ | ǫ1)
σ(m,−m)α(ǫ1).
Proof. With suitable substitutions in (4.10) we get three equations as follows.
α(m) = qi+1,i
−miα(m− ǫi+1) + σ(m,−m)α(ǫi+1) if ki ∤ mi;
α(m− ǫi+1) = qi+1,i
−k(mi+1−1)α(m− ǫi+1 − kǫi) + σ(m,−m)qi+1,i
miα(kǫi)
if ki+1 ∤ (mi+1 − 1)k;
α(m− ǫi+1 − kǫi) = qi+1,i
mi−kα(m− kǫi)− σ(m,−m)qi+1,i
k(mi+1−1)+miα(ǫi+1)
if ki ∤ (mi − k).
From these three equations it follows that
α(m) = qi+1,i
−kmi+1α(m− kǫi) + σ(m,−m)α(kǫi), (4.11)
if ki ∤ mi and k satisfies ki+1 ∤ (mi+1 − 1)k and ki ∤ (mi − k). Particularly we have
α(m) = qi+1,i
−mi+1α(m− ǫi) + σ(m,−m)α(ǫi) for any m ∈ Γ.
And using induction on mi we get
α(m) = qi+1,i
−mi+1(mi−1)α(m−(mi−1)ǫi)+σ(m,−m)(mi−1)α(ǫi) for any m ∈ Γ. (4.12)
In particular,
α(lǫi) = lα(ǫi) for 0 < l < ki. (4.13)
First we deal with the special case when m ∈ Γ with mi 6= 0 for some odd 1 ≤ i ≤ 2z.
Set n = m − (mi − 1)ǫi and notice that ni = 1, kiǫi ∈ R. Take 0 < l < ki satisfies the
conditions in (4.11). Notice that ki − l still satisfies these conditions. Replacing m by
n+kiǫi and taking k = l in (4.11), then replacing m by n+(ki− l)ǫi and taking k = ki− l
in (4.11), and using (4.13), we get
α(n+ kiǫi) =qi+1,i
−lni+1α(n+ (ki − l)ǫi) + σ(n,−n)α(lǫi)
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=qi+1,i
−lni+1
(
qi+1,i
−ni+1(ki−l)α(n) + σ(n− lǫi,−n+ lǫi)α((ki − l)ǫi)
)
+ σ(n,−n)α(lǫi)
=α(n) + kiσ(n,−n)α(ǫi).
Using (4.9) we see
(γ | n+ kiǫi)α(n) = (γ | n)α(n+ kiǫi) = (γ | n)α(n) + (γ | n)kiσ(n,−n)α(ǫi).
Hence
α(n) =
(γ | n)
(γ | ǫi)
σ(n,−n)α(ǫi).
This, together with (4.12), implies
α(m) =
(γ |m)
(γ | ǫi)
σ(m,−m)α(ǫi). (4.14)
Especially take m = ǫ1 + ǫi and we see
(γ |m)
(γ | ǫi)
σ(m,−m)α(ǫi) = α(m) =
(γ | m)
(γ | ǫ1)
σ(m,−m)α(ǫ1).
Therefore,
α(ǫi) =
(γ | ǫi)
(γ | ǫ1)
α(ǫ1).
Substitute this into (4.14) and we have proved the lemma for the case m ∈ Γ with mi 6= 0
for some odd 1 ≤ i ≤ 2z.
Now we prove the lemma for the general case. Let r ∈ R such that m− r ∈ Γ satisfies
mi−ri 6= 0 for some odd 1 ≤ i ≤ 2z. Replacing m by r, n by m−r in (4.9), and applying
the special case above, we see
(γ |m− r)α(m) = (γ |m)α(m− r) = (γ |m)
(γ | m− r)
(γ | ǫ1)
σ(m− r,−m+ r)α(ǫ1).
So
α(m) =
(γ |m)
(γ | ǫ1)
σ(m− r,−m+ r)α(ǫ1) =
(γ |m)
(γ | ǫ1)
σ(m,−m)α(ǫ1),
proving the lemma.

Lemma 4.6. Let m ∈ Zd\R. Then
α(m) =
(γ |m)
(γ | ǫ1)
σ(m,−m)α(ǫ1).
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Proof. By Lemma 4.5 we only need to prove the case m2i−1 = 0 for all 1 ≤ i ≤ z. Since
m ∈ Zd\R, there exists some 1 ≤ i ≤ z such that m2i 6= 0. Replacing m by m − ǫ2i−1
and n by ǫ2i−1 in (4.10), using Lemma 4.5, we get
α(m) = q2i,2i−1
−m2i(α(m− ǫ2i−1) + σ(m− ǫ2i−1,−m+ ǫ2i−1)α(ǫ2i−1))
= q2i,2i−1
−m2iσ(m− ǫ2i−1,−m+ ǫ2i−1)
(
(γ |m− ǫ2i−1)
(γ | ǫ1)
α(ǫ1) +
(γ | ǫ2i−1)
(γ | ǫ1)
α(ǫ1)
)
= σ(m,−m)
(γ |m)
(γ | ǫ1)
α(ǫ1).

Now we may summarise our result in this section, which follows directly from Lemma
4.3, Lemma 4.4 and Lemma 4.6.
Theorem 4.7. The universal central extension g˜ of the Lie algebra g has a center of
dimension 2, which has basis c1 = 2α(2k1ǫ1), c2 = k1α(ǫ1). More specifically, the Lie
algebra g˜ has Lie bracket
[Lm, Ln]
′ = (γ | n−m)Lm+n + δm+n,0
[m]γ
3 − [m]γ
12
c1;
[Lm, Ls]
′ = (γ | s)Lm+s;
[Lr, Ls]
′ = (σ(r, s)− σ(s, r))Lr+s + δr+s,0σ(r,−r)[r]γc2;
[c1, g˜]
′ = [c2, g˜]
′ = 0.
where m,n ∈ R, r, s ∈ Zd\R, [m]γ =
(γ|m)
(γ|k1ǫ1)
and [r]γ =
(γ|r)
(γ|k1ǫ1)
.
At last we mention that the subalgebra spanC{Lm, c1 | m ∈ R} of g˜ is a higher rank
Virasoro algebra.
References
[DZ] D. Dokovic and K. Zhao, Derivations, isomorphisms and second cohomology of gen-
eralized Witt algebras, Trans. American Math. Society, 350(2)(1998), 643-664.
[Far] R. Farnsteiner, Derivations and central extensions of finitely generated graded Lie
algebras, J. Algebra, 118(1988), 33-45.
[BGK] S. Berman, Y. Gao and Y. S. Krylyuk, Quantum tori and elliptic quasi-simple Lie
algebras, J. Funct. Anal., 135(2)(1996), 339-389.
[LT] W. Lin and S. Tan, Central extensions and derivations of the Lie algebras of skew
derivations for the quantum torus, Comm. Algebra, 33(2007), 3919-3938.
[LZ1] G. Liu and K. Zhao, Irreducible Harish Chandra modules over the derivation alge-
bras of rational quantum tori, Glasgow Math. J. 55(2013), 677-693.
12
[N] K. Need, On the classification of rational quantum tori and the structure of their
automorphism groups, Canad. Math. Bull., 51(2)(2008), 261-282.
[PZ] J. Patera and H. Zassenhaus, The higher rank Virasoro algebras, Commun. Math.
Phys., 136(1991), 1-14.
[SJ] R. Shen and C. Jiang, The derivation algebra and automorphism group of the twisted
Heisenberg-Virasoro algebras, Commun. Algebra, 34(2006), 2547-2558.
13
