ABSTRACT Autonomic function during deep breathing (DB) is normally scored based on the assumption that the heart rate is synchronized with the breathing. We have observed individuals with subtle arrhythmias during DB, where an autonomic function cannot be evaluated. This paper presents a novel method for analyzing cardiorespiratory synchronization: feature-based analysis of the similarity between heart rate and respiration using the principles of hyperdimensional computing. Heart rate and respiration signals were modeled using Fourier series analysis. Three feature variables were derived and mapped to binary vectors in a high-dimensional space. Using both synthesized data and recordings from patients/healthy subjects, the similarity between the feature vectors was assessed using Hamming distance (high-dimensional space), Euclidean distance (original space), and with a coherence-based index. Methods were evaluated via the classification of the similarity indices into three groups. The distance-based methods achieved good separation of signals into classes with different degrees of cardiorespiratory synchronization, also providing identification of patients with low cardiorespiratory synchronization but high values of conventional DB scores. Moreover, binary high-dimensional vectors allowed an additional analysis of the obtained Hamming distance. Feature-based similarity analysis using hyperdimensional computing is capable of identifying signals with low cardiorespiratory synchronization during DB due to arrhythmias. Vector-based similarity analysis could be applied to other types of feature variables than based on spectral analysis. The proposed methods for robustly assessing cardiorespiratory synchronization during DB facilitate the identification of individuals where the evaluation of the autonomic function is problematic or even impossible, thus increasing the correctness of the conventional DB scores.
I. INTRODUCTION
Cardiorespiratory synchronization, i.e., the similarity between heart rate and respiration signals can be analyzed both in the time-domain (e.g. by cross-correlation, means, standard deviation) and in the frequency domain (such as based on the coherence spectrum). In both cases, data can be transformed into a number of representative features, resulting in multivariate feature vectors. One approach for comparison of the similarity between different feature vecThe associate editor coordinating the review of this manuscript and approving it for publication was Qingxue Zhang.
tors is to determine different distance measures, where one straightforward method is to determine the Euclidean distance. In this study, we evaluate a novel approach for comparison of multivariate feature vectors based on the principles of hyperdimensional computing [1] . This approach is applied to classify different patterns of cardiorespiratory synchronization/desynchronization during paced deep breathing (DB). The proposed framework also provides a possibility of a deeper analysis of the derived distance measure, which is impossible with Euclidean distance.
Hyperdimensional computing (HD computing) [1] , [2] is a bio-inspired family of methods for representing concepts (letters, phonemes, features), their meanings. It allows implementing sophisticated reasoning based on simple operations. HD computing operates with vectors of very high dimension, i.e., vectors of several thousand elements. HD computing is proven to be a powerful tool for computationally efficient analysis of complex dependencies between large number of features. It finds its applications in, for example, the task of natural language processing [3] and for classification tasks, such as gesture recognition [4] , physical activity recognition [5] , classification of EEG error-related potentials [6] , and modality classification of medical images [7] .
Cardiac autonomic neuropathy could lead to different cardiac complications [8] . The DB test is a commonly used test of how the autonomic nervous system controls the heart rate (HR) [9] , [10] . The subject is instructed on how to take six deep breaths during one minute. In a subject with normal autonomic function, the HR is expected to follow the breathing pattern closely, whereas a weak or absent HR response indicates autonomic dysfunction. The DB test is included in the so called Ewing test of autonomic function [9] and has been used to detect cardiovagal dysfunction in diabetes mellitus and other diseases, as well as in studies of healthy subjects [10] . Our interest for the DB test comes from the fact that this is recommended as one of the standard tests of autonomic function in patients with transthyretin amyloidosis [11] . DB has also been used to score autonomic function in recent studies of new treatments for this disease [12] . Autonomic dysfunction is common in this patient population, but subtle arrhythmias are also common during both spontaneous breathing [13] and during the DB test [14] .
The HR response during the DB test is considered to reflect the degree of parasympathetic modulation of the sinus node [10] . Therefore, in many clinical studies the scoring of autonomic function during paced DB is normally based on different measures of the magnitude of the HR response, whereas the actual pattern of the fluctuations in HR is ignored. Thus, these simple indices fail to identify the origin of the HR changes, i.e., if they are due to triggering of heart beats after sinus node stimulation by the autonomous nervous system, or if they are due to arrhythmia -which is generated by other mechanisms within the heart itself. Therefore, autonomic function can only be assessed in the absence of arrhythmia. Also note that during spontaneous breathing, the high-frequency component of HRV (above 0.15 Hz) is considered to reflect parasympathetic modulation. However, during DB the breathing frequency is 0.1 Hz and the parasympathetic modulation is instead reflected in the lowfrequency component of HRV (and therefore in the overall HR response).
To detect subtle arrhythmias during DB, in a previous study the heart rate response was evaluated with a Fourier series (FS) based regularity index [14] , which estimated the fraction of the heart rate signal that was coherent with the expected breathing pattern. The analysis was designed to give a distribution of FS components that is markedly different when HR follows the paced breathing pattern, compared to when HR is desynchronized with breathing. This regularity index helped to identify complex HR patterns, where the autonomic function cannot be adequately evaluated due to arrhythmias [13] . However, the covariation between HR and respiration was not evaluated in detail in [14] .
In a previous study, coherence analysis was applied to analyze the synchronization between the HR fluctuations and the breathing pattern during paced DB [15] . However, since coherence analysis is based on power spectrum analysis, this method is suboptimal for analysis of short recordings, such as the one-minute recordings from the DB test. Coherence analysis based on the discrete Fourier Transform requires windowing (multiplication with a bell-shaped function), which introduces distortion to the analyzed data segments. Bivariate autoregressive modeling requires the estimation of a relatively large number of model parameters based on rather few samples. This highlights the importance of developing new methods for studying the cardiorespiratory synchronization during the DB test.
The aim of this study was to develop a hyperdimensional framework for analysis of the similarity between feature vectors, and to evaluate the feasibility of the proposed methodology for analysis of the co-variation in cardiorespiratory signals during DB. Feature variables are derived from FS analysis of the HR and respiration signals, using both synthesized data and recordings from patients/healthy subjects. The principles of HD computing are then described as well as the resulting framework. Results from the vector-based similarity analysis are compared with a coherence-based method and with the Euclidean distance between original feature vectors. Finally, the results and implications for the clinical application are discussed.
II. MATERIALS AND PREPROCESSING

A. RECORDINGS FROM PATIENTS AND CONTROLS
The study material in this retrospective study consisted of recordings of heart rate variability (HRV) in adult subjects, including healthy controls, patients with cardiac autonomic neuropathy (CAN), and patients with myocardial infarction (MI). The study protocol for the HRV analysis included the recording of a single-channel ECG and a respiration signal (RESP) during one minute with paced deep breathing at six breaths/min in the supine position. A watch was used to instruct the subject when to inhale and exhale. Only subjects with adequate recordings of the respiration signals were included (as defined in Section II-B). The healthy control group consisted of 174 subjects (53% men, mean age 49 years, range 22-84 years). The CAN group consisted of 135 clinically performed HRV recordings in patients with the disease transthyterin amyloidosis (51% men, mean age 51 years, range 26-76 years). These patients were selected since they often present with different degrees of cardiac autonomic dysfunction, but subtle cardiac arrhythmias are also common among these patients [13] . The MI group consisted of 97 patients (81% men, mean age 64 years, range 42-79 years). These patients had been diagnosed with a MI and the HRV recordings were performed approximately one week after onset of treatment. The study was performed within the program for evaluation of transthyretin amyloidosis patients that has been approved by the Regional Ethical Review Board in Umeå, Sweden.
ECG was digitized at 500 Hz and the RESP signal at 125 Hz. Heart beats were detected using a threshold-based algorithm and all detected beats were manually inspected. Spurious (1-2 beats in the 1-min recording) ectopic beats were removed and replaced by linear interpolation. No editing was performed in recordings with frequent ectopic beats, which was the case in less than 10 patients in each of the two groups of patients. The series of RR intervals were converted to a regularly sampled HRV time series by cubic spline interpolation and resampling at 2 Hz. The breathing pattern had been recorded using different sensors in several studies: with nasal thermistor sensors, piezoelectric transducers mounted on a thoracic belt, or by impedance techniques.
B. FOURIER SERIES (FS) MODELING OF DB SIGNALS
The DB test is performed with paced breathing during 60 seconds, where the duration of each of the six breathing cycles is 10 seconds, corresponding to a breathing frequency, f resp , equal to 0.1 Hz. Since the recordings were relatively short and also were expected to present with a cyclic pattern, we used FS modeling to describe the characteristics of the HRV and RESP signals, as in our previous study [14] .
FS analysis is based on the assumption that the signal is periodic, i.e., x(t) = x(t + T p ). In this case, we assume that the signal period is equal to the total time of the DB test, T P = 60 s. The signal then can be modeled as the sum of harmonically related complex exponentials, where the frequency of the first component in the model is given by the inverse of the signal period, i.e., F 0 = 1/T p (corresponding to 1/60 Hz). The frequency of the other FS components are integer multiples of this frequency, F k = kF 0 . The amplitude of the first component normally will be small, whereas the sixth will be large since the periodic pattern consists of all six breathing cycles. The FS model is given by [16] :
where c k are the FS coefficients and N is the number of frequency components used for approximation of the original signal (N → ∞ for perfect reconstruction). Since the signals were sampled, i.e., x(t) = x(nT ), where T is the sampling interval, the FS coefficients were calculated by replacing the integration with the corresponding Riemann sum:
Since T p = N DB T and F 0 = 1/(N DB T ), where N DB is the total number of samples, (3) can be rewritten as:
The power of each signal component is given by P k = |c k | 2 , and is often shown as a line spectrum as a plot of power against component number (or component frequency). By comparing the fitted model and the original data, we found that it was sufficient to use N = 18 components to model the recorded signals (thus including signal components up to 0.3 Hz). Now assume that the DB signal present with a nearly identical (but not perfectly sinusoidal) response in all of the six breathing cycles. The signal will then have most power in the 6 th , 12 th and 18 th FS coefficients, i.e., at the breathing frequency 0.1 Hz and its first two harmonics at 0.2 Hz and 0.3 Hz. Note that c 0 = 0 since the mean value was removed. On the other hand, for signals with irregular or varying responses in different breathing cycles, power will also appear in other FS components. These irregularities could be due to noise, arrhythmias or different types of modulation, such as amplitude or frequency modulation. This difference between the distribution of FS coefficients in regular and irregular signals was used when we defined feature variables (see section III-A).
Note that the discretized FS model is equivalent to applying the N DB -point discrete Fourier Transform (in this case N DB = 150), where only the first N frequency components are used (i.e., resulting in a low-pass filtering). For conventional power spectrum analysis, the fast Fourier transform algorithm is normally used to calculate the discrete Fourier Transform at N fft frequencies (evenly distributed between 0 Hz and the Nyquist frequency), where N fft is a power of two (e.g., 512, 1024, 2048, etc), and additional steps also are performed such as windowing and zero padding, which in turn introduces distortion of the signal.
This study only included recordings where the RESP signal showed a marked deep breathing pattern, defined as a recording where the 6 th , 12 th and 18 th components explained more than 70% of the total power (where the 6 th also had to be the largest). Otherwise, the recording was excluded because the RESP signal could not be used to verify that the subject performed the test correctly. In cases where the RESP signal was considered unreliable, this was mainly due to sensor failure or incorrect application of the respiration sensor on the subject.
C. SYNTHESIZED DATA
A total of 900 sets of synthesized RESP (input patterns) and HRV (output patterns) signals were generated based on the patterns of the recorded signals: nearly sinusoidal signals with same cycle-to-cycle amplitudes, signals with amplitude modulation, and signals with very irregular fluctuations. Three different types of input patterns were generated: VOLUME These narrow-band signals were generated as the output
where a 2 was randomly selected in the range 0.95-0.96. The resulting central frequency was near 0.1 Hz. 3) Signals with marked AM. These were also generated as an AR2-process, but where a 2 was randomly selected in the range 0.90-0.91. For each input pattern, three different output signal patterns were generated as follows. Data from 100 healthy subjects were used to determine the transfer function between RESP (input) and HRV (output) using the Welch's averaged periodogram method. Output A (y A (k)) was generated by filtering the synthesized RESP signals using the estimated transfer functions. The HRV signals were inverted to increase the bandwidth, and a small amount of noise was added. Output B was generated by generating an additional amplitude modulation of the signals, according to y B (k) = y A (k)y AM (k), where y AM (k) was an AR(2)-process with a 2 = 0.90 − 0.91 and the amplitude was randomly selected in the range 1.00-1.25. Finally, Output C was generated as the output from a broadband second-order AR process with a 2 = 0.70, representing a signal that was desynchronized with the input.
III. METHODS FOR SIMILARITY ANALYSIS
Three feature variables were determined for each pair of RESP and HRV signals based on the FS analysis. Each feature represented the signal power content within a different frequency range. The feature vectors were mapped to HD space where the Hamming distance between the two HD vectors was used as the similarity metric. The similarity of the signals was classified into three different groups based on threshold levels determined from the 900 synthesized sets of signals. A comparison was also made with two other methods for similarity analysis: the Euclidean distance between the two feature vectors, and a coherence-based measure.
A. SELECTION OF FEATURE VARIABLES
In this study, the main focus was to detect HR responses that were unsynchronized with respiration, which could indicate the presence of arrhythmias that precluded the scoring of autonomic function. Therefore, we derived feature variables based on the distribution of power in different frequency regions where HRV was expected to be low, provided that the DB test was correctly performed and the HRV signal was highly similar to RESP signal.
All FS components were first normalized based on the sum of the expected dominating components (the 6 th , 12 th and 18 th ):
Next, a dimension reduction was performed by defining three feature variables:
. (10) The RESP and HRV signals were represented by the feature vectors
, where the Euclidean distance between the two vectors is given by:
where F = 3 is the number of features. The features that were derived from the FS analysis were then mapped to HD space, where the corresponding HD vectors were used to assess the similarity between the two signals and for classification of different patterns.
B. HYPERDIMENSIONAL COMPUTING FRAMEWORK
In all general-purpose computers, single bits or small groups of bits can be interpreted without reference to the other bits. Such data representation is called localist. An alternative approach is a distributed representation, in which on the contrary, only the pattern in the total set of bits can be interpreted. HD computing operates with such distributed representations and utilizes statistical properties of representations of data in spaces with very high dimensionality, which is fixed for a given application. There are several types of distributed representations used for HD computing, e.g. real or complex numbers [2] , [17] - [19] , but this article utilizes binary representations. Binary representations can be either sparse or dense [20] . Kanerva [1] proposed the use of dense HD vectors comprising of N = 10, 000 binary elements, and dense representations with this dimensionality were also used in this article. The values of each element of an HD vector are independently equiprobable. The similarity between two binary HD vectors, X r and X h , is characterized by the Hamming distance (normalized by the dimensionality N ), which measures the proportion of elements in which they differ and is calculated as:
where ⊕ denotes element-wise XOR operation. Note that for binary
The normalized Hamming distance between any arbitrary chosen HD vector and other vectors in the HD space is concentrated around 0.5. Interested readers are referred to [1] and [21] - [23] for a comprehensive analysis of the probabilistic properties of the HD representational space. HD vectors representing the original features could either be learned [24] , [25] or produced through a function of mapping (also referred to as projection). The particular mapping approach and its effect on the similarity between the HRV and RESP signals in the DB test are described below. The general procedure for mapping from an original (usually low-dimensional) feature space, x, to HD space consists of two steps. The first step is a mapping of each original feature, x i , to an HD vector, X i , where one unique HD vector is produced for each original feature value. Once the mapping of all individual features is completed, the second step is to combine their HD vectors X i into the final HD vector H characterizing the whole feature vector.
a: Mapping of feature vectors into HD space
Consider a feature x i which is represented by real numbers. The task is to represent the current value of the feature as an HD vector (denoted as X i ). However, the mapping requires a finite set of values between 0 and m. Therefore, real numbers are first discretized using a fixed quantization step, which is regulated via the granularity parameter q. Given the current value v of the feature, it is quantized to the closest level (denoted as l) as:
where * denotes rounding to the closest integer. For example, if the current value of the feature needs to be rounded to the closest integer then q is set to one and m + 1 unique levels will describe the considered feature. The HD vectors for all possible levels of a given feature are created as follows. The mapping method starts by randomly assigning an HD base vector of the chosen dimensionality N for the first level:
where B(N , 0.5) denotes a single realization of the experiment from the binomial distribution with a population of size N ; the probability of a success in a particular element is 0.5. Thus, the expected density of ones in such vector is 0.5. Next, in the iterative manner we form HD vectors for all other levels, i.e., each unique quantization level l is associated with the corresponding HD vector X |x i =l . In the mapping method used here (see [26] ), the HD vector for the next level is created via deactivation of several activated elements from the HD vector for the previous level, and then activating some number of previously inactive elements so that the density of the new HD vector is maintained on approximately constant level (around 0.5 for dense HD vectors). Note that multiple activation/deactivation of the same vector elements is allowed (sampling with replacement). The proportion of changed elements is denoted as the proximity parameter of the mapping ( ). Mathematically it can be seen as, first, drawing a random HD vector Z from B(N , ) and then applying element-wise XOR operation with the HD vector for the previous level:
The normalized Hamming distance between two HD vectors corresponding to adjacent levels is approximately (due to randomness of Z) equal to the proximity parameter:
The further two levels are apart from each other the higher is Hamming distance between their corresponding HD vectors:
The similarity between HD vectors decays (approximately) as a bell-like curve. Table 1 shows the two different sets of parameters that were used for mapping to HD space: HD-S for high similarity between HD vectors for adjacent levels; and HD-D for dissimilar (quasi-orthogonal) HD vectors for each level, respectively.
b: Bundling
Now consider the HD vector for the vector of features x, consisting of F features. The value of each feature is mapped to an HD vector as described above:
Note that the HD base vectors for the first level of different features are chosen to be dissimilar, i.e. the mapping procedure for each feature starts with a new random vector. Thus, after mapping for a given feature vector there are F HD vectors X i ; i = {1, . . . , F} all dissimilar to each other, i.e. normalized Hamming distances between them are approximately 0.5:
The final HD vector (denoted as H), representing the feature vector x, is constructed by combining the F HD vectors into a single HD vector. This is done through the bundling operation, which in the case of binary dense representations is implemented by the majority rule operation as:
The majority rule operation, [*], first takes the elementwise sum of all F HD vectors and then binarizes the sum using the threshold F/2 if F; is even, then ties are broken randomly. Table 2 provides an example of mapping a feature VOLUME 7, 2019 vector to an HD vector. The similarity between the RESP and HRV vectors in HD space is given by the Hamming distance between the corresponding bundled HD vectors, d H (H r , H h ).
C. TIME DOMAIN AND FREQUENCY DOMAIN METHODS
The overall variability in the heart rate response to deep breathing was quantified by the so called deep breathing index (DBI), which is the average of the heart rate difference during each 10 seconds breathing cycle.
DBI was age-adjusted based on linear regression analysis of logarithmically transformed data from controls, from which Z-scores were determined as previously described [14] .
Power spectra of linearly detrended and Hanningwindowed data were determined using the Welch periodogram method. Corresponding coherence spectra were determined by dividing data into 20 seconds blocks, with 10 seconds overlap between blocks. Finally, the co-variation in RESP and HRV was quantified by the coherent power index (CPI), given by:
where p 1 (f ) is the power spectrum of HRV and c 12 (f ) is the coherence spectrum. Thus, CPI is an estimate of the fraction of the total power of the HRV signal which is coherent with the RESP signal. Data presented are median (10%, 90% percentiles) unless otherwise stated. Statistical analyses were performed with the Kruskall-Wallis test, where pairwise post-hoc tests were performed based on confidence intervals (using the multcompare function). Statistical significance was defined as p<0.05 and refers to comparisons with controls. All data and statistical analyses were performed with Matlab R2018B (Mathworks Inc, Natick, Ma.)
IV. RESULTS Fig. 1 illustrates the methods used for signal analysis and the derivation of feature variables in recordings from two subjects with high DBI: a healthy subject and a patient with dysrhythmia (second-degree atrioventricular block). For both subjects, there was a high degree of match between the original and the reconstructed time-series for both the HRV and RESP (not shown) signals. The corresponding normalized FS and power spectra were also similar for the healthy subject. However, this was not the case for the patient, which is an example of high DBI and cardiorespiratory desynchronization.
A. SYNTHESIZED DATA Fig. 2 presents box plots of the three characterizing features extracted from normalized FS components for the synthesized data. As shown in the leftmost panels, the values of features representing input signals were increasing when additional amplitude modulation was introduced, e.g., when comparing Input 1 (nearly sinusoidal) with Input 2 (moderate AM) and Input 3 (marked AM). A similar observation can be made for features representing the corresponding output patterns in the remaining nine panels. The box plots for input patterns (1 st column) and Output A (2 nd column) are very similar because Output A essentially mimics the input pattern. On the other hand, features for Output C showed values markedly larger than one. This is due to the normalization and the fact that Output C was generated as an independent random signal, where the values of the main components (6 th , 12 th , and 18 th ) normally were low compared to the other components.
After quantization to discrete levels, the feature vectors for the synthesized data were first mapped to HD space using the HD-S mapping, which is a high-resolution quantization scheme with a high proximity between neighboring HD vectors ( Table 1 ). The normalized Hamming distance was used for the characterization of the similarity between the HD vectors corresponding to different pairs of input and output patterns. Fig. 3 depicts distributions of the different similarity measures, i.e., Hamming distance for the HD-S mapping, Euclidean distance, and CPI, for each combination of Input and Output patterns. Note that the distribution of points for the HD-S mapping resembles the distribution for the Euclidean distance between the original feature vectors. Moreover, theoretically the normalized Hamming distance lies between zero and one. But in reality, due to the properties of randomness, the distance is in the range [0, 0.5 + ], where is a small value that depends on the dimensionality. Three similarity classes were determined based on Hamming distance by minimizing the classification error of output patterns (Fig. 3) . Note that the type of input patterns was disregarded when classification thresholds were determined. Class C1: very high similarity (low Hamming distances) between input and output patterns. This class included 273 Output A and 49 Output B patterns, i.e., signals that were nearly sinusoidal or had small amplitude modulation. Class C2: high similarity (Hamming distances in the middle region) between input and output patterns (27 Output A and 242 Output B patterns), mainly consisting of signals where amplitude modulation was present in both signals or in the output signal only. Class C3: low similarity (the high Hamming distances) between input and output patterns, including 9 Output B patterns and all 300 Output C patterns, i.e., the most irregular output signals. The overall classification accuracy was 90.6% for the three classes obtained with the HD-S mapping. Similar distributions of input-output patterns were found in the classifications based on Euclidian distance (accuracy 91.2%) and CPI (accuracy 95.0%). Figure 3 also illustrates how the similarity between patterns decreased with increased AM. For Outputs A and B, the additional AM in Input 2 resulted in an increased median for Hamming and Euclidean distances and increased variance of distributions compared to the corresponding results for Input 1. Perhaps less obvious is that the median Hamming distance for Output C decreased with additional AM in Input. Recall that Output C was generated from a broadband secondorder AR process. Also, when introducing additional AM the input patterns also will be more broadband. Therefore, the profiles of the feature variables for Output C and the highly amplitude modulated Input 3 are likely to be relatively similar which is captured by the decreased Hamming distances. Fig. 4 shows a comparison of Hamming distances for the HD-S and HD-D mappings. The HD-D mapping is a coarse quantization scheme (q = 3) with quasi-orthogonal HD vectors ( = 0.5), resulting in a natural clustering of Hamming distances into four regions. Hamming distance was approximately 0.5 for class C3 (including 275 Output C and 15 Output B patterns), whereas Hamming distance was zero for class C1 (including 272 Output A and 118 Output B patterns). Class C2 (167 Output B, 28 Output A and 25 Output C) formed two subclasses around Hamming distances 0.25 (class C2.A -high similarity; 24 Output A, 118 Output B, 1 Output C) and 0.375 (class C2.B -moderate similarity; 4 Output A, 49 Output B, 24 Output C), respectively. Thus, the separation into classes using the HD-D mapping can be set a priori without applying additional clustering methods, as the borders between different classes are distinct. At the same time, Fig. 4 indicates that there is a compromise between the simplicity of interpretations of the metric and the classification accuracy. The accuracy for the HD-D mapping was 79.3% and was affected by the coarse quantization scheme, resulting in many Output B patterns with zero Hamming distance, thus, being classified as class C1. However, there were only few misclassifications of type C as class C2.B, as well as few misclassifications of type B as class C3. Nevertheless, Fig. 4 demonstrates that mapping to HD space is a more flexible approach than pure Euclidean distance between original feature vectors, since the mapping parameters can be adjusted in order to achieve a good compromise between the classification accuracy and the clustering of patterns.
The output patterns in each similarity class were characterized by the distribution of normalized power spectra (Fig. 5) , where the results for the HD-S mapping resembled the classification based on the Euclidean distance. However, a notable difference for the HD-D mapping was that the The task of classification of output patterns imposes two requirements on Hamming distance after the mapping. As output patterns were classified regardless of type of input patterns, the aim was to obtain clusters with only the same type of output pattern (the same thickness of lines but different line types in Fig. 6 ). At the same time, the average Hamming distance between different types of output patterns (lines with different thickness in Fig. 6 ) should be as large as possible. Thus, given the fixed granularity q of the quantization scheme, the proximity value can be chosen based on the above requirements. For example, in Panel A low proximity values (e.g., 0.01, 0.02) provide a good grouping of the same types of input patterns while separating different types of output patterns. When the proximity is increased Hamming distance approaches 0.5 for most of the curves making the separation between different patterns nearly impossible. In contrast, in Panel B for low proximity values the average distance for Output C is quite low (ideally it should be close to 0. C. RECORDED DATA Table 3 presents a summary of the characterizing features for the recorded RESP and HRV signals. Note that in contrast to the synthesized data, the recorded data did not contain any a priori information about the quality of synchronization between RESP and HRV signals; therefore, the features were characterized for each category of subjects. In general, features for HRV signals were lower for controls than that for CAN and MI patients. At the same time, features for RESP signals were similar for all groups. DBI by itself was a predictive variable for categorizing CAN and MI patients (Fig. 7) , where the median value of DBI z-scores was significantly lower for both groups of patients than for controls: Controls 0.09 (-1.31-1.28); CAN -1.74 (-4.49-0.99), p < 0.05; MI -1.14 (-2.62-1.27), p < 0.05. Although 42 (31%) of CAN and 26 (27%) of MI patients presented with DBI z-scores in the upper normal region (z>0), note that 21 CAN patients (16% of the total CAN data) and 9 MI patients (and three controls) were located in the region with low similarity (Class C3), where Hamming distance was higher than 0.29 (Fig 7) . Thus, there was a significant percentage of both CAN and MI patients where a large DBI correlated with large Hamming distances. Thus, their HRV signals were not synchronized with RESP signals and the high score of autonomic function was caused by dysrhythmia, such as frequent ectopic beats (15 cases), atrial fibrillation (5 cases) or subtle arrhythmias, where the latter were less obvious when visually inspecting the HRV signals. These results suggest that the identification of subjects with low cardiorespiratory synchronization should improve the predictive power of DBI for scoring of autonomic function. Table 4 shows the classification of the recorded data into different similarity classes, using the same thresholds and mapping parameters that were used for the synthesized data (Fig. 3) . The use of these thresholds is motivated by the fact that the synthesized data represent different degrees of the synchronization between RESP and HRV signals. The lowest level of similarity (C3) between RESP and HRV signals was found in 29-32% of patients with CAN, 16-24% of MI patients, but only in 1-7% of the control group, depending on the classification method. From the tables it also can be seen that the HD-S mapping and Euclidian distance provided similar classification results for the recorded data. For the HD-D mapping the classification into C3 was similar but a larger number of signals were classified into C1. This is the same effect as in the synthesized data due to the coarse quantization scheme. However, the important observation is that there was no drastic change in the proportion of the subjects of each category among the total number of data records classified as class C3.
The characteristics of the recorded HRV signals in the different similarity classes is presented as the distribution of normalized power spectra (Fig. 8) . As shown by the narrow percentiles around 0.1 Hz, class C1 included the HRV recordings with the most regular patterns, where VOLUME 7, 2019 TABLE 4. Classification of recorded data using Hamming distance for the HD-S mapping, HD-D mapping and Euclidian distance between original feature vectors.
FIGURE 8.
Normalized power spectra of the recorded HRV and RESP signals after classification of the Euclidian distance and Hamming distance. Lines show medians and areas between 10% and 90% percentiles for normalized power spectra for all recordings in each class. Second and bottom rows correspond to the two different mappings to HD space. Columns correspond to similarity classes: C1 (very high similarity); C2 (high similarity); C3 (low similarity). For HD-D class C2 was separated into two classes C2.A (high similarity) and C2.B (moderate similarity).
1-2 harmonics to the breathing frequency was found in many recordings (at 0.2 and 0.3 Hz). Power spectra of HRV signals in class C2 mainly differed from class C1 by the presence of power in low-frequency region (below 0.1 Hz), which could be due to baseline fluctuations and amplitude modulation. As for the synthesized data (Fig. 5) , spectral profiles for the HD-S mapping were similar to that of the Euclidean distance. Class C3 was characterized by large PSD percentiles across the whole frequency range. The median value at the expected breathing frequency (0.1 Hz) was around 0.6, while it was close to 1 for the other classes. This differed from the synthesized data (Fig. 5) , where there was no notable peak near 0.1 Hz, but note that the synthesized output signals in this class consisted of random signals, whereas some of the recorded HRV signals in class C3 did presented with some power at the breathing frequency. For the HD-D mapping, classes C1 and C2.A consisted of HRV signals with high similarity with the RESP signal, whereas the PSD percentiles around 0.1 HZ indicated that class C2.B also included signals where the synchronization between RESP and HRV was low.
D. ON THE DECODING PROPERTY OF THE HAMMING DISTANCE BETWEEN HD VECTORS
In this section we present an analysis supporting that mapping of feature vectors to HD space possess a decoding property: the Hamming distance between HD vectors can be used to uniquely identify the patterns that produced the distance. This is not possible when using Euclidean distance -once the Euclidean distance between feature vectors is calculated, it is impossible to identify the patterns that lead to the distance.
Thus, HD computing can be seen as a fusion of two techniques: a hash-like unique number(s) for the identification of a pair of patterns and as a similarity preserving metric showing how close two patterns are. It should be noted that this property of HD vectors is yet to be deeply explored. However, our preliminary results show that for certain cases, e.g., if the number of unique patterns is not very large, it is practically possible to obtain a unique value of the similarity metric for each pair of patterns.
For example, when a pattern is characterized by 3 features each with 3 levels, there are 3 3 = 27 unique patterns. When comparing two such patterns there are 27 2 = 729 unique combinations of two patterns. It turns out that if only one number -Hamming distance between two HD vectors representing patterns -is used, then in order to get unique distances for all 729 combinations, the dimensionality of HD vectors should be in the range of millions, which is impractical in real applications. There is, however, a caveat to that. This is to split the calculation of the Hamming distance in two parts: first the distance between first N /2 elements: 1 
, and then the distance between the last N /2 elements: 2 
then be used as a unique identifier of the two HD vectors for which Hamming distance was calculated. It was empirically found that for the considered case, a dimensionality of N = 8, 000 is sufficient to find a set of HD vectors producing 729 unique pairs of Hamming distances. In order to exemplify this further, we performed a series of experiments, each with ten simulations. The results are presented in Fig. 9 . It depicts the distributions of dimensionality of HD vectors N which was needed to achieve the decoding property, i.e., to find a set of random HD vectors with unique Hamming distances between them. The number of features varied between three and five. The number of levels was fixed to three. Note that when two patterns are the same (e.g., RESP and HRV have the same feature values) the Hamming distance between their HD vectors is zero, i.e., d H (X r , X h ) = d H (X h , X r ). To overcome this symmetry, noise was introduced to HD vectors used for mapping of the HRV feature vectors. For the numbers reported here, the noise was generated drawing a random HD vector R from B(N , 0.01) (i.e., inverting approximately 1% of elements) and then applying element-wise XOR operation with each HD vector representing a unique feature value for the HRV: X hi = X ri ⊕R. Left panel in Fig. 9 shows the results for the case when a pair of distances was used as a unique identifier of two HD vectors. Right panel in Fig. 9 shows the results for the case when a triplet of distances was used as a unique identifier of two HD vectors. When the number of features increases the dimensionality required to achieve the decoding property grows exponentially. It is explained by the fact that the number of unique combinations also grows exponentially with the increased number of features, e.g., for 4 features there are 6,561 unique combinations (cf. 729 for 3 features) of patterns. On the other hand, the required dimensionality when using triplets is much lower compared to the case of pairs. This is due to the fact that when the Hamming distance between two HD vector is represented as a triplet rather than a pair or even a single number, the chance to get a unique combination of numbers is much higher. In general, one can store as many as N values, which are elements of the element-wise XOR operation between two HD vectors. In this case, the dimensionality of HD vectors for the first example with 3 features and 3 levels can be even smaller than 8,000, e.g., it was about 1,000 for a triplet in Fig. 9 but the size of the look-up-table will be much larger (1.5 times in the case of triplets) than in the case of pairs of distances.
V. DISCUSSION
In this study, we have proposed and evaluated a framework based on HD for analysis of the similarity in two different datasets that are described by feature vectors. This vectorbased approach was developed as an alternative to traditional power spectrum based methods for analysis of the co-variation in heart rate and respiration during paced deep breathing. As shown by the results from both synthesized and recorded data, the HD-based similarity analysis was able to identify HRV signals that were not synchronized with RESP signals. The combination of low similarity (high Hamming distance) and a large magnitude of the HR response (large DBI) was a strong indicator of arrhythmias, and consequently an irregular HR response that cannot be used to evaluate the autonomic function, which is the purpose when performing the DB test. This in turn reduces the risk of falsely classifying patients as having normal cardiac autonomic function, when the DB test showed a pure arrhythmia.
The application of HD computing in biomedical engineering applications is still a rather unexplored research area, where a small number of studies have been performed [4] , [6] , [20] . Therefore, our study also provides novel information regarding the properties of vectors in HD space and the Hamming distance between them. The results in this study showed that there is a high resemblance between the Hamming distance using the HD-S mapping and the Euclidean distance between the original feature vectors. On the other hand, Hamming distance using the HD-D mapping is equivalent to counting the number of features that have different values in RESP and HRV. The Hamming distance between two HD vectors representing different feature vectors also appears to possess a unique decoding property, i.e., the (discretized) values of all individual features in both vectors can be recovered. This is not possible if Euclidean distance is used.
A. THE HYPERDIMENSIONAL COMPUTING FRAMEWORK
After mapping the feature vectors for the synthesized data to HD space, and by comparing with the coherence-based index, we found that Hamming distance could be used as a measure of the similarity between the synthesized HRV and RESP signals. Two sets of mapping parameters were explored. Data were separated into three classes indicating very high, high, and low levels of similarity. For the HD-S mapping the thresholds for separation between classes were found by applying a simple method for separating output patterns (corresponding to HRV signals). Both mappings revealed high levels of separation between different types of output patterns. There were also smaller but still notable differences in Hamming distance between different degrees of amplitude modulation in the input patterns (Fig. 3) . Results using the HD-S mapping resembles that of Euclidean distance between the original feature vectors. The difference is that when calculating Euclidean distance between the original feature vectors, a large difference even in one feature can produce a large Euclidean distance. In contrast, in the case of Hamming distance between HD vectors, a large Hamming distance (0.5) is produced only when there are large differences in all features. The HD-D mapping, on the other hand, had the advantage of generating an automatic separation into four classes, where the class of high similarity was separated into two subclasses: high similarity and moderate similarity. The possibility to vary mapping parameters makes HD computing a flexible approach to achieve a compromise between defining classification thresholds versus classification accuracy.
Note that the similarity analysis presented in this study, where representations of two feature vectors are compared VOLUME 7, 2019 to each other, can be seen as a special case of a more general scenario involving comparison of representations with class prototypes. For example, [7] uses class prototypes for modality classification of medical images.
In the analysis of the recorded data with the HD-S mapping, we used the classification thresholds found for the synthesized data. The synthesized data in the very high similarity class mainly included nearly sinusoidal signals, which might explain why relatively few controls (32%) were classified to this class for the HD-S mapping. At the same time, this finding also demonstrates that highly regular patterns were common in the recorded data, which would have been less obvious by applying other clustering methods. For the considered classification with thresholds, Hamming distance was shown to be highly correlated with Euclidean distance and CPI. Although the classification of the recorded data with the mappings showed different percentages of subjects in different similarity classes, it is important to note that in all cases the percentage of controls in the high similarity region was higher than that of CAN and MI patients. At the same time, the percentage of controls in low similarity region was lower than that of CAN and MI patients. Moreover, the percentage of subjects in the low similarity region was almost the same for both mappings, which indicates that Hamming distance provides a robust identification of signals with low similarity between them. When plotting Hamming distance against DBI, it was shown that there were many CAN and MI patients in the region of low similarity and high DBI. This was due to a poor synchronization between RESP and HRV signals, which confirms previous observations that high DBI can be due to dysrhythmias [14] .
B. FEATURE-BASED SIMILARITY ANALYSIS AND DEEP BREATHING TESTS
Our main focus, from a clinical point of view, was to detect HRV signals that were not synchronized with respiration due to dysrhythmias. This will in turn have impact on the evaluation of autonomic function, since this normally is based only on the DBI or other indices reflecting the overall variability. The previous investigation of the CAN patients [14] , showed that the FS analysis was a useful tool to identify atrioventricular blocks and other complex arrhythmias that resulted in high DBI, thus, falsely indicating normal autonomic function. However, in [14] the used regularity index was based only on the FS analysis of HRV, whereas the present study focused on indices reflecting the similarity between RESP and HRV signals.
The evaluation of distance-based metrics showed that a large distance (Hamming or Euclidean) between the feature vectors indicates a low similarity between the HRV and RESP signals. In particular, in the case of the recorded data 31% of CAN patients featured DBI in the upper normal region (z-score > 0). Half of these recordings, however, had low cardiorespiratory synchronization as suggested by the large Hamming distance. Nine MI patients also presented with high DBI and high Hamming distance. Thus, the method facilitates identification of cases where high DBI might be caused by arrhythmias (see Section IV-C). If such cases are identified, it is recommended that the ECG is analyzed in more details to assure whether DBI can be used as a measure of the autonomic function or if it reflects an arrhythmia, where the latter would falsely be interpreted as a normal autonomic response if only DBI was evaluated. On the other hand, the combination of a high Hamming distance and low DBI is more likely to reflect a low cardiorespiratory synchronization due to autonomic dysregulation. Thus, the proposed hyperdimensional framework can be useful to improve the accuracy of DBI as a test of autonomic function.
A significant number of both CAN and MI patients presented with reduced HRV, as shown in Fig 7. Since subjects were instructed when and how to inhale and exahale all breaths, the low DBI scores cannot be explained by a low tidal volume. Therefore, these results confirms previous findings based on other HRV protocols that cardiac autonomic dysfunction is common in both patient groups [8] , [27] .
Since the DB test only was performed during one minute, in this study the feature variables were derived based on FS analysis; a method that also was used in the recent study [14] . The FS analysis was selected to avoid some of the problems with the other commonly used frequency domain methods when short data segments are analyzed (as already described in the Introduction section). However, since the study was focused on the assessment of the similarity between two signals, we also determined a coherence-based index in order to have a reference method. This index was evaluated in a preliminary study of the recorded data for controls and CAN patients [15] , where it was shown that it also had the potential to identify subjects with falsely increased scores of autonomic function because of non-autonomic responses during the DB test.
Future work could concern the application of the proposed framework for analysis of other types of signals and feature variables, e.g., from the time-frequency domain, nonlinear indices, or other time-domain measures such as statistical characteristics of signals. Future work could also include the analysis of symbolic dynamics (recoded into HD vectors). It should also be noted that the feature variables used in this study were designed to give low values for high similarity signals. However, this does not have to be the ultimate choice for other types of data.
VI. CONCLUSION
Bad or even non-existent co-variation during the deep breathing test is a fairly common finding in the investigated patients and is often due to subtle arrhythmias. The autonomic function cannot be assessed by the deep breathing index in these patients. The proposed hyperdimensional framework for feature-based similarity analysis can, therefore, be an important complement to traditional measurements, since it can be used to identify heart rate responses with large magnitude that do not follow the controlled breathing pattern, which cannot be detected if only traditional DB scores are calculated. Thus, false conclusions regarding the autonomic function based on such signals can be avoided, which would increase the overall correctness of the deep breathing test. An additional advantage of hyperdimensional computing demonstrated in this study is the decoding property of the Hamming distance in a high-dimensional space, which allows identification of unique feature vectors. Due to the short duration of the deep breathing test, the Fourier series based similarity analysis is preferable over coherence-based methods. Another advantage of the feature based methodology is that it can be based on other types of features than those derived from frequency domain analysis.
