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0. Introduction
In this paper we study canonization of some Borel equivalence relations for the Silver forcing. We were motivated by the
recent work of Vladimir Kanovei, Marcin Sabok and Jindrˇich Zapletal which is to be presented in [3].
Let us recall that a Borel equivalence relation E on a standard Borel space X is an equivalence relation which is a Borel
subset of X × X . All equivalence relations in this text will be assumed to be Borel. We say that an equivalence relation E on
X is Borel reducible to an equivalence F on Y , E B F , if there exists a Borel function f : X → Y such that xEy ≡ f (x)F f (y).
They are bireducible, E ≈B F , if E B F and F B E . For a Borel subset A ⊆ X , E  A is the Borel equivalence relation
E ∩ A × A, the restriction of E on A.
We can now present the general program of [3]: let X be a Polish space, I a σ -ideal on X and E ⊆ X2 a Borel equivalence
relation.
• We say that E is in the spectrum of I if there exists a Borel set B ∈ I+ such that ∀C ∈ (I+ ∩ Borel(B)) E  C has the
same complexity as E on the whole space, i.e. E  C is Borel bireducible with E  X .
• On the other hand, I canonizes E to a relation F B E if for every Borel B ∈ I+ there is some Borel C ∈ (I+ ∩ Borel(B))
such that E  C is bireducible with F .
• We may even obtain that for every Borel B ∈ I+ there is some Borel C ∈ (I+ ∩Borel(B)) such that E  C is not just Borel
bireducible with some relation F , but even equal to (is a subset of) some deﬁnable equivalence relation F ⊆ C × C of
less complexity than E .
Let us also deﬁne some basic Borel equivalence relations used in this text. Recall that E0 is an equivalence relation on 2ω ,
where xE0 y if {n: x(n) 	= y(n)} is ﬁnite. A Borel equivalence relation E ⊆ X × X is smooth if it is reducible to the identity
relation on 2ω , and E is called countable if it has only countable equivalence classes.
Here we ﬁx a particular σ -ideal I , the Silver ideal, and canonize a particular class of equivalence relations for which the
canonization does not follow from general results of [3].
Recall that the Silver forcing is the set { f : A ⊆ ω → 2: |ω \ A| = ω} ordered by the reverse inclusion. Though not
important for our purposes, we note that Silver forcing can be presented in the Borel(2ω)/I way as follows. We deﬁne I as
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y iff there is exactly one n such that x(n) 	= y(n) (see [5, p. 212]). We will never use this information. From now on, I is
ﬁxed as the Silver ideal.
S. Grigorieff proved that the Silver forcing adds a minimal real degree and it follows that it canonizes all smooth equiv-
alences (see [1, Cor. 5.5] and [3] for the latter). However, one can see that E0 is in the spectrum of the Silver ideal, so
when canonizing an equivalence relation E which is above E0 in the Borel reducibility order, the best we can hope is that it
can be reduced to the identity, a full equivalence relation or an equivalence relation bireducible with E0, on some positive
subset.
Theorem 0.2 is used several times in this paper. Just for informative reasons, we also state a more general form. Both are
proved in [3].
Theorem 0.1. Let B be a Borel I-positive set and E an equivalence relation classiﬁable by countable structures, then there is a Borel
I-positive subset C ⊆ B such that E  C is a subset of E0 .
The next theorem follows as a corollary.
Theorem 0.2. Let B be a Borel I-positive set and E a countable equivalence relation, then there is a Borel I-positive subset C ⊆ B such
that E  C is a subset of E0 .
Zapletal conjectured that all analytic equivalence relations reducible to equivalence relations induced by an action of a
Polish group should be canonized for the Silver forcing (to the full relation or to a subset of E0). It ﬁts with the fact that
there is a Kσ relation (i.e. a relation that is a countable union of compact sets) which is not an orbit equivalence and is
in the spectrum; we will deﬁne it later in the text. On the other hand, Zapletal showed that another non-orbit equivalence
relation E1 is not in the spectrum.
Here we focus on and canonize to the full equivalence relation or a subset of E0 the p relations (p ∈ [1,∞)) and EI
relations where I is an Fσ P -ideal on ω. For x, y ∈Rω , xp y if the coordinate-wise difference of x and y lies in the Banach
space p . For x, y ∈ 2ω , xEI y if {n: x(n) 	= y(n)} ∈ I . We remark that the result holds even for general analytic P -ideals but
the proof is not presented in this article.
Both p and EI relations are of this kind, i.e. relations induced by an action of a Polish group. For the latter, by Solecki’s
results, every analytic P -ideal I is Polishable, i.e. there is a topology on I (which produces the same Borel sets as the
Cantor topology restricted on I) such that (I,) is a Polish group.
We will work with sets of type B f , where f : ω → 2 is a partial function with a coinﬁnite domain, deﬁned as B f =
{x ∈ 2ω: x ⊇ f }. These sets form a dense subset of Borel(2ω)/I isomorphic with the original Silver forcing, so they are called
conditions throughout the paper. By H f we will denote the set of “holes” of the condition B f , thus H f is the complement
of the domain of f . 2<H f in analogy with 2<ω denotes the set of ﬁnite functions to {0,1} with domain contained in H f . For
x ∈ 2ω and A ⊆ ω, x A denotes the element y ∈ 2ω such that y(n) = x(n) for n ∈ ω \ A and y(n) = 1− x(n) for n ∈ A (we
write x n instead of x {n}). When s, t,u (s, t ﬁnite, u may be inﬁnite) are sequences, stu is their concatenation. We will
occasionally use the term “Silver tree” for the condition B f when we are interested in properties of initial subsequences of
elements of B f , i.e. x  n’s, for x ∈ B f , n ∈ ω.
1. E2 canonization
We start with the relation E2, where for x, y ∈ 2ω , xE2 y if
∑{ 1
n + 1 : x(n) 	= y(n)
}
< ∞
Theorem 1.1. Let B be a condition in the Silver forcing and E ⊆ B2 an equivalence relation Borel reducible to E2 , i.e. there is a Borel
function f : B → 2ω such that ∀x, y ∈ B(xEy iff f (x)E2 f (y)). Then there exists a Silver subcondition C ⊆ B such that E  C is C2 or
a subset of E0 .
Proof. We start with a basic observation.
Claim 1.2. There is a subcondition Bg ⊆ B such that f  Bg is determined by a function p : 2<Hg → 2<ω from ﬁnite subsets of Hg to
ﬁnite subsets of ω, which is monotonous, i.e. p(t) ⊇ p(s) for t ⊇ s, |p(t)| = |t| for all t ∈ 2<Hg and f (h) =⋃n p(h  n).
We will also denote f (x) =⋃n p(x  n) for x ∈ Bg as p(x), it should not make any confusion.
Proof of Claim 1.2. Silver forcing has the continuous reading of names (see [5, Theorem 3.3.2 and the fact the Silver forcing
is bounding]) thus we can ﬁnd a subcondition Br0 of B on which f is continuous. Pick a hole h0 ∈ Hr0 . It follows from
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value x(h0) for x ∈ Br1 . We pick next hole h1 and ﬁnd again a subcondition such that the value on h1 decides the value of
f (x)(1) for both possible values on h0. Generally, when we have the holes h0, . . . ,hn−1 deciding the corresponding ﬁnite
part of f (x) we pick the next least hole hn , 2n times apply the continuous reading of names and ﬁnd a subcondition so
that for every conﬁguration on holes h0, . . . ,hn−1 the value on hn decides the value of f (x)(n). We end up with a condition
Bg , which is an intersection of conditions obtained along the construction, with Hg = {h0,h1, . . .} from the statement of the
claim. 
We will WLOG assume that Hg = ω.
For x, y ∈ 2ω , we deﬁne
(x, y) =
∑{ 1
n+ 1 : p(x)(n) 	= p(y)(n)
}
Analogously, for x, y ∈ 2ω and k, l ∈ ω,
lk(x, y) =
∑{ 1
n+ 1 : k n < l, p(x)(n) 	= p(y)(n)
}
and
k(x, y) =
∑{ 1
n+ 1 : k n, p(x)(n) 	= p(y)(n)
}
Note that the function μ : P(ω) → [0,∞] deﬁned as μ(A) =∑n∈A 1n+1 is a measure and (x, y) (and similarly lk(x, y))
is equal to μ(p(x)  p(y)). It follows that (x, y) (resp. lk(x, y)) is a pseudometric when it is restricted to equivalence
classes. If x, y are from the same equivalence class then (x, y) is ﬁnite, symmetricity is obvious; triangle inequality then
follows from the inclusion p(x)  p(z) ⊆ (p(x)  p(y)) ∪ (p(y)  p(z)) and monotonicity and subadditivity of μ (similarly
for lk(x, y)). We will frequently use this triangle inequality.
From now on, we also reserve the letters x, y, z to denote inﬁnite binary sequences and other letters, if it is not said
otherwise, to denote ﬁnite binary sequences. We will extend the predicate E to ﬁnite sequences so that sEt , |s| = |t|, iff
∀x(sxEtx).
Moreover, for δ ∈R+ we deﬁne xEδ y (resp. sEδt) when (x, y) < δ (resp. ∀x((sx, tx) < δ)) and for ﬁnite sequences s, t
(of the same length) we will write sEδt when ∀x(|s|(sx, tx) < δ). For the rest of the proof the relation E with a subscript
will always denote one of those just deﬁned and it should not be confused with E0, E2, etc.
The proof splits into three cases.
Case 1. There exists ε > 0 such that the set
S = {s ∈ 2<ω: ∃t((s0t, s1t) ε ∧ s0tEs1t)}
is somewhere dense (in 2<ω ordered by reverse inclusion).
Assume that S is dense above some d ∈ 2<ω and start with some s0 ⊇ d in S . There is some t0 such that
(s00t0, s01t0) ε and for every x ∈ 2ω (s00t0x, s01t0x) is ﬁnite, so we may in fact assume that t0 is extended enough so
that s00t0E
ε
8 s01t0. Otherwise, there would be t1, t2, . . . such that
(s00t0t1 . . . tn, s01t0t1 . . . tn) ε + nε
8
and thus for inﬁnite x= t1t2 . . . we would get (s00t0x, s01t0x) = ∞.
Then ﬁnd s1 ∈ 2<ω such that s00t0s1 ∈ S . There is t1 such that (s0t0s10t1, s00t0s11t1) ε. That automatically implies
that also (s01t0s10t1, s01t0s11t1) 3ε4 . It follows from the fact that |s00t0|(s0t0s1it1, s01t0s1it1) <
ε
8 , for i ∈ {0,1}, and the
triangle inequality.
Again, we may assume that t1 is extended enough that s0it0s10t1E
ε
16 s0it0s11t1, for i ∈ {0,1}.
Then we ﬁnd s2 such that s00t0s10t1s2 ∈ S , obtain t2 so that s0 . . .0s2t2E ε32 s0 . . .1s2t2 and continue in the same manner.
The way we have chosen tn ’s guarantees that
|s0...sn|(s0i0 . . . in−1tn−1sn0tn, s0 j0 . . . jn−1tn−1sn1tn)
ε
2
where im, jm ∈ {0,1} for m < n. To see this, notice that
|s0...sn|
(
s0i0 . . . in−1tn−1sn0tn, s00 . . .0tn−1sn0tn
)
<
ε
8
+ · · · + ε
22+n
<
ε
4
|s0...sn|
(
s0 j0 . . . jn−1tn−1sn1tn, s00 . . .0tn−1sn1tn
)
<
ε + · · · + ε
2+n <
ε8 2 4
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|s0...sn|
(
s00 . . .0tn−1sn0tn, s00 . . .0tn−1sn1tn
)
> ε
and use the triangle inequality.
Now let
x = s0i0t0s1i1t1 . . . intn . . .
y = s0 j0t0s1 j1t1 . . . jntn . . .
where im, jm ∈ {0,1} for m ∈ ω. If im 	= jm for inﬁnitely many m’s then it follows from the construction that there are
inﬁnitely many disjoint intervals [km, lm] such that lmkm (x, y) ε2 , thus (x, y) diverges.
On the contrary, if the set {m: im 	= jm} is ﬁnite, then by transitivity of E , xEy. It follows that we just found a condition
Bh = C on which E is equal to E0, where
Bh =
{
x ∈ 2ω: x = s0i0t0s1i1t1 . . . intn . . . , im ∈ {0,1}
}
If Case 1 does not hold then for every ε > 0,
Sε =
{
s ∈ 2<ω: ∃t((s0t, s1t) ε ∧ s0tEs1t)}
is nowhere dense. For a particular ε and s /∈ Sε that implies that either for every v there is an inﬁnite extension x ⊇ v such
that s0x/Es1x or there is t such that s0tEεs1t . Let S1ε denote the set of all s’s from the latter case, i.e.
S1ε =
{
s: ∃t(s0tEεs1t)
}
and S2ε the set of all s’s from the “either” case, i.e.
S2ε =
{
s: ∀v∃x ⊇ v(s0x/Es1x)}
Here we split into the remaining two cases.
Case 2. Assume that S11
n
is dense for inﬁnitely many n ∈ ω. Then let us start with some s0 ∈ S11
m0
, where m0  2, and we ob-
tain appropriate t0, i.e. s00t0E 1
m0
s01t0, which may be again suﬃciently extended so that s00t0E
1
4 s01t0. Then we ﬁnd s1 such
that s00t0s1 ∈ S11
m1
for some m1  4. We again obtain appropriate t1 and extend it if necessary so that s00t0s10t1E
1
8 s0it0s1 jt1
for i, j ∈ {0,1}. Generally, we look for sn such that s00 . . .0tn−1sn ∈ S11
mn
for some mn  2n+1 and tn is again suﬃciently ex-
tended, so we always have s0i0t0 . . . intn E
( 1mn
+ 1
2n
)s0 j0 . . . jntn , for i0, . . . , in, j0, . . . , jn ∈ {0,1}.
Now let
x = s0i0t0s1i1t1 . . . intn . . .
y = s0 j0t0s1 j1t1 . . . jntn . . .
where im, jm ∈ {0,1} for m ∈ ω. Then by the construction (x, y) <∑{n: x(n)	=y(n)}( 12n+1 + 12n ). Hence we found a condition
Bh = C , where
Bh =
{
x ∈ 2ω: x = s0i0t0s1i1t1 . . . intn . . . , im ∈ {0,1}
}
on which E is the full relation, i.e. E  C = C × C .
Case 3. Since S1ε ⊆ S1δ for ε < δ it follows that if some S1δ is not dense, then no S1ε is dense for ε < δ. Sε is nowhere dense
for every ε so the remaining case is that there is s0 ∈ 2<ω such that ∀s ⊇ s0∀v∃x (x⊇ v ∧ s0x/Es1x).
We start with ﬁnding s1 such that (s00s1, s01s1)  1, which is certainly possible. Then we ﬁnd t2 so that
(s00s10t2, s00s11t2)  2 and extend t2 to s2 if necessary so that also (s01s10s2, s01s11s2)  2. Generally we ﬁnd sn
so that (s0i0 . . .0sn, s0i0 . . .1sn) n+ 1 for i0, . . . , in−2 ∈ {0,1}.
We claim that we have obtained a condition Bh = C on which E is countable, i.e. has countable classes. Then we are
done by Theorem 0.2. For this, suppose we have x ∈ C and an uncountable set U ⊆ C such that xEy for every y ∈ U . There
is an uncountable subset Umn ⊆ U such that n is the least number where x and y differ and xEm y for every y ∈ Umn . It
follows from our construction and from the triangle inequality that there are only ﬁnitely many y’s for which n is the least
number where y differs from x and xEm y. Let y ∈ Umn and z ∈ Umn be such that the least common number where they differ
is greater than 2m. Then y/E2mz, xEm y and the triangle inequality yield that x/Emz, a contradiction. 
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is clear that we could prove it for 1 directly as the method used is suﬃciently general. The same proof works even for p
relations, p ∈ [1,∞). More generally, the conclusion holds even for equivalences Borel reducible to EI , where I is an Fσ
P -ideal. The following theorem of Solecki is used.
Theorem 1.3. (Solecki [4]) Let I be an Fσ P-ideal on ω. Then there exists a lower semicontinuous submeasure μ : P(ω) → [0,∞]
such that I = Exh(μ) = Fin(μ), where Exh(μ) = {A ⊆ ω : limn→∞ μ(A \ n) = 0} and Fin(μ) = {A ⊆ ω: μ(A) < ∞}.
Recall that a submeasure μ : P(ω) → [0,∞] is lower semicontinuous if supn μ(An) = μ(
⋃
n An) for any increasing se-
quence A0 ⊆ A1 ⊆ . . . .
Remark 1.4. E2 = EI 1
n
where I 1
n
= {A ⊆ ω: ∑n∈A 1n < ∞} is an Fσ P -ideal.
Proposition 1.5. Let B be a condition in the Silver forcing, I an Fσ P-ideal on ω and E ⊆ B2 an equivalence relation Borel reducible
to EI . Then there exists a Silver subcondition C ⊆ B such that E  C is C2 or a subset of E0 .
The proof is similar to the proof of Theorem 1.1, just use the lower semicontinuous submeasure given by Solecki’s
Theorem 1.3 instead of the measure μ deﬁned in the original proof.
As we mentioned in the introduction, the result holds also for general analytic P -ideals.
Theorem 1.6. Let I be an analytic P -ideal, B a condition in the Silver forcing and E ⊆ B2 an equivalence relation Borel reducible to
EI with f : B → 2ω witnessing the reducibility. Then there exists a Silver subcondition C ⊆ B such that E  C is C2 or a subset of E0 .
The proof is not provided here and will be published in the Ph.D. thesis of the author.
However the conclusion does not hold for ∞ . Zapletal found a Kσ equivalence relation on the Cantor space which is
in the spectrum of the Silver ideal [3]. Here we just show that EKσ presented there is really bireducible with 
∞ . The EKσ
presented in this context of the Silver forcing is deﬁned as
xEKσ y ≡ ∃n∀m
(∣∣{km: x(k) = 1}− {km: y(k) = 1}∣∣ n)
We remark that for a ﬁnite set A, A denote the number of elements of A.
Fact 1.7. The relation EKσ is Borel bireducible with 
∞ .
For the simplicity we shall consider ∞  (R+)ω which is clearly bireducible with ∞: one direction is simple, for the
other consider f : Rω → (R+)ω such that if x(n)  0 then f (x)(2n) = x(n) and f (x)(2n + 1) = 0 and if x(n) < 0 then
f (x)(2n) = 0 and f (x)(2n + 1) = |x(n)|.
Proof. To deﬁne a Borel function f : (R+)ω → 2ω witnessing ∞ B EKσ we split ω into intervals (Ik)k1 such that |Ik| = 2k,
Ik = {i0k , i1k , . . . , i2k−1k }, for every k ∈ ω.
Let π : ω → (ω \ {∅}) be some surjection such that the preimage π(−1)(k) is inﬁnite for every k ∈ ω \ {∅}.
Let x ∈ R+ω and n ∈ ω be given. For k < n, f (x)(ikn) = 1 iff x(π(n)) k. And for n  k < 2n f (x)(ikn) = 1 iff x(π(n)) < k.
So for every x ∈ (R+)ω , {i ∈ Ik: f (x)(i) = 1} is always equal to k for every k.
It is clear that f is Borel and it is easy to check that x∞ y ≡ f (x)EKσ f (x).
For the other direction, one can use the general Rosendal’s result (the proof may be found, for example, in [2], p. 83) that
∞ is the universal Kσ equivalence relation. It can be directly shown as follows: for x ∈ 2ω let f (x)(n) = {k n: x(k) = 1}.
This f is Borel and witnesses the reduction EKσ B ∞ . 
2. Subequivalences of E0 on Silver forcing
Consider this basic subequivalence Eeven0 of E0 where x and y are equivalent if {n: x(n) 	= y(n)} is of even ﬁnite cardi-
nality. Obviously it is not equal to E0 on any Silver subcondition. More generally, for any n ∈ ω let us denote En0 ⊆ E0 the
equivalence relation, where
xEn0 y ≡ ∃m
(∀ j >m(x( j) = y( j))∧ ∃k ∈ Z(∣∣{i m: x(i) = 1}∣∣− ∣∣{i m: y(i) = 1}∣∣= k · n))
Clearly, E0 is equal to E10 and E
even
0 is equal to E
2
0 in this notation, and any E
n
0 remains the same on any Silver subcondition
(in the sense that it is deﬁned there by the same formula, just quantifying over the set of holes instead of the whole ω).
These subequivalences have the property that they are homogeneous, where by homogeneity we mean the following.
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provided that y(n) = x(n) for n ∈ {n0, . . . ,nm}.
It turns out that every homogeneous subequivalence of E0 is in fact equal to En0, for some n, on some subcondition.
Proposition 2.2. Let Bg be a condition in Silver forcing and E a Borel equivalence relation on Bg that is either a homogeneous
subequivalence of E0  Bg , or it holds that E  Bg ⊇ E00  Bg . Then there is a subcondition Bh such that E  Bh is equal to either id  Bh
or En0  Bh for some n.
We do not provide the proof here. It will appear in the Ph.D. thesis of the author. The main goal of this section is to
point out that the class of non-homogeneous subequivalences is in fact much richer. Let us introduce some of them.
Deﬁnition 2.3. Let E0:n0 ⊆ E00, n ∈ N and n > 1, be the equivalence relation where xE0:n0 y if xE00 y and |{k <m: x(k) = 1}| =|{k <m: y(k) = 1}| is divisible by n, where m is the least number such that ∀lm(x(l) = y(l)).
To check that it is an equivalence relation, let xE0:n0 y and yE
0:n
0 z. Let m be the least number such that ∀l m(x(l) =
y(l)) and k the least number such that ∀l  k(y(l) = z(l)). Assume that m  k. Then this k works for the pair x, z and
|{i < k: x(i) = 1}| = |{i < k: y(i) = 1}| = |{i < k: z(i) = 1}| is divisible by n. We checked the transitivity, the symmetricity
and reﬂexivity are obvious.
The deﬁnition is obviously made so that the equivalence is non-homogeneous as this basic example witnesses: let x 	= y
and assume that for some n > 1 xE0:n0 y, then (x  0)/E0:n0 (y  0) as |{k < m: (x  0)(k) = 1}| = |{k < m: (y  0)(k) = 1}|,
where m is the least number such that ∀lm((x 0)(l) = (y  0)(l)), now cannot be divisible by n.
Note that also the union E0:n0,...,nm0 = E0:n00 ∪· · ·∪ E0:nm0 is a non-homogeneous subequivalence of E00. To check transitivity,
just observe that if xE0:ni0 y and yE
0:n j
0 z, i, j m, m0 is the least number such that ∀l m0(x(l) = y(l)) and similarly m1
for the pair y, z, then if m1  m0 we have that xE
0:n j
0 z since m1 is the least number such that ∀l  m1(x(l) = z(l)) and|{k <m1: x(k) = 1}| = |{k <m1: z(k) = 1}| is divisible by n j .
The deﬁnition can be generalized so that there are non-homogeneous relations Ep:q0 , where p is divisible by q, and xE
p:q
0 y
if xEp0 y and |{k <m: x(m) = 1}| is divisible by q, where m is the least number such that ∀lm(x(l) = y(l)).
It turns out that the class of non-homogeneous subequivalences of E0 seems not to be easily classiﬁable. We call two E
and F , essentially different if they remain different as subsets on every Silver condition, i.e. E  B f 	= F  B f for every Silver
condition B f . We can show the following.
Theorem 2.4. There are perfectly many essentially different non-homogeneous subequivalences of E0 .
Proof. We will use the non-homogeneous equivalence relations deﬁned above as a base for our construction. Moreover we
deﬁne the relation E−0:n0 where xE
−0:n
0 y if xE
0
0 y and |{k <m: x(k) = 0}| = |{k <m: y(k) = 0}| is divisible by n, where m is
the least number such that ∀lm(x(l) = y(l)).
Let {p1, p2, . . .} be the set of all primes and let z ∈ 2N be given. In the following, we assume that 0 /∈ N. We deﬁne an
equivalence relation Fz as follows:
xFz y ≡ x = y or
∃n ∈N(z(n) = 1∧ xE0:p2n0 y ∧ ∀m ∈ [1,n)(z(m) = 0 ⇒ x/E−0:p2m−10 y))
To check that it is an equivalence relation, ﬁrst one can easily observe that it is reﬂexive and symmetric. For transi-
tivity let x1Fzx2 and x2Fzx3, m1 is the least number such that ∀l  m1(x1(l) = x2(l)) and m2 the least number such
that ∀l m2(x2(l) = x3(l)). Moreover, let v ∈ N be the number such that z(v) = 1, x1E0:p2v0 x2 ∧ ∀m ∈ [1, v)(z(m) = 0 ⇒
x1/E
−0:p2m−1
0 x2). Similarly w ∈ N the number such that z(w) = 1, x2E0:p2w0 x3 ∧ ∀m ∈ [1,w)(z(m) = 0 ⇒ x2/E−0:p2m−10 x3). We
describe the case m1 m2, the other case is symmetric. Obviously, m2 is the least number such that ∀l m2(x1(l) = x3(l)).
Since x1E00x3, |{k <m2: x1(k) = 0}| = |{k <m2: x3(k) = 0}| and |{k <m2: x1(k) = 1}| = |{k <m2: x3(k) = 1}|. Thus x1E0:p2w0 x3
and ∀m ∈ [1,w)(z(m) = 0 ⇒ x1/E−0:p2m−10 x3), so x1Fzx3.
Now let z, z′ ∈ 2N be different and Bg be a Silver condition. Let n be the least number such that z(n) 	= z′(n), let us say
z(n) = 1, z′(n) = 0. It suﬃces to ﬁnd x ∈ Bg and h0,h1 ∈ Hg such that xFzx {h0,h1} but x/F z′x {h0,h1}.
It follows from the deﬁnition of the relations Fz and Fz′ , that this will be done if we ﬁnd x ∈ Bg and h0,h1 ∈ Hg with
x(h0) = 0, x(h1) = 1 such that |{mmax{h0,h1}: x(m) = 1}| is divisible by p2n but not divisible by p2k ∀k ∈ [1,n) for which
z(k) = 1, and |{m max{h0,h1}: x(m) = 0}| is divisible by p2n−1 but not divisible by p2k−1 ∀k ∈ [1,n) for which z(k) = 0.
To see this, notice that in that case it is fulﬁlled that xE0:p2n0 x {h0,h1} and ∀k ∈ [1,n)(z(k) = 0 ⇒ x/E−0:p2k−10 x {h0,h1}),
thus xFzx{h0,h1}. On the contrary, suppose that also xFz′x{h0,h1}. Then there is m such that z′(m) = 1 and xE0:p2mx0
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 {h0,h1},
thus x/F z′x {h0,h1}.
Finding such x and holes h0,h1 is just elementary number theory. Let p = (∏2ni=1 pi)+2 and d1, . . . ,dp ﬁrst p holes in Bg ,
i.e. elements of Hg . We denote h0 = d1 and h1 = dp and let x′ ∈ Bg be an element such that x′(h1) = 1 and x′(h0) = x(d2) =
· · · = x′(dp−1) = 0. Let a = |{k  h1: x′(k) = 1}|. Chinese remainder theorem says that the following system of congruences
has a solution b  p.
a + b ≡ 0 (mod p2n)
h1 − a − b ≡ 0 (mod p2n−1)
for k ∈ [1,n) such that z(k) = 1
a + b ≡ 1 (mod p2k)
and for k ∈ [1,n) such that z(k) = 0
h1 − a − b ≡ 1 (mod p2k−1)
We set x = x′  {d2,d3, . . . ,db+1} and it follows that this x satisﬁes the required conditions. 
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