Abstract. We describe algorithms for finding shortest paths and distances in a planar digraph which exploit the particular topology of the input graph. An important feature of our algorithms is that they can work in a dynamic environment, where the cost of any edge can be changed or the edge can be deleted. Our data structures can be updated after any such change in only polylogarithmic time, while a single-pair query is answered in sublinear time. We also describe the first parallel algorithms for solving the dynamic version of the shortest path problem.
Introduction
There has been a growing interest in dynamic graph problems in the recent years [1, 9, 17, 24, 28] . The goal is to design efficient data structures that not only allow one to give fast answers to a series of queries, but that can also be easily updated after a modification of the input data. Such an approach has immediate applications to a variety of problems (see e.g. [3, 31, 32] ).
Let G be an n-vertex digraph with real valued edge costs but no negative cycles. The length of a path p in G is the sum of the costs of all edges of p and the distance between two vertices v and w of G is the minimum length of a path between v and w. The path of minimum length is called a shortest path between v and w. Finding shortest path information in graphs is an important and intensively studied problem with many applications. Recent papers [4, 6, 11-13, 16, 21, 25, 27] investigate the problem for different classes of input graphs and models of computation. All of the above-mentioned results, however, relate to the static version of the problem, i.e. the graph and the costs on its edges do not change over time. In contrast, we consider here a dynamic environment, where edges can be deleted and their costs can be modified. More precisely, we investigate the following on-line and dynamic shortest path problem: given G (as above), build a data structure that will enable fast on-line shortest path or distance queries. In case of edge deletion or edge cost modification of G, update the data structure in an appropriately short time.
The dynamic version of the shortest paths problem has a lot of applications. A dynamic algorithm for the shortest path problem can be used to dynamically maintain a maximum st-flow in a planar network [19] , a feasible flow between multiple sources and sinks, as well as a bipartite perfect matching in planar graphs [26] . Dynamic algorithms for shortest paths appear also to be fundamental procedures in incremental computations for data flow analysis and interactive systems design [29, 32] .
There are a few previously known algorithms for the dynamic shortest path problem. For general digraphs, the best previous algorithms in the case of updating the data structure after edge insertions/deletions were due to [8] and require O(n 2 ) update time after an edge insertion and O(n 2 log n) update time after an edge deletion. Some improvements of these algorithms have been achieved in [1] with respect to the amortized cost of a sequence of edge insertions, if the edge costs are integers. Also the recent results of [23] for single-source shortest paths in planar digraphs (along with other techniques) lead to dynamic algorithms for shortest paths in planar digraphs with integral edge costs. However, the preprocessing as well as the update and query time bounds are superlinear. For example, the time for a query or an update operation is O(n 9/7 log n). In the case of planar digraphs with real edge costs the best dynamic algorithms are due to [10] . The preprocessing time and space is O(n log n) (O(n) space can be achieved, if the computation is restricted to finding distances only.) A single-pair query can be answered in O(n) time, while a single-source query takes O(n √ log log n) time.
An update operation to this data structure, after an edge cost modification or deletion, can be performed in O(log 3 n) time. In parallel (N C) computation we are not aware of any previous results related to dynamic structures for maintaining shortest path information in the case of edge cost updates. On the other hand, efficient data structures for answering very fast on-line shortest path or distance queries for the sequential and the parallel models of computation have been proposed in [6, 14] , but they do not support dynamization.
In this paper, we give efficient algorithms for solving the on-line and dynamic shortest path problem in planar digraphs which are parameterized in terms of a topological measure q of the input digraph. Our main result is the following (Section Here q is a topological measure of the input planar digraph G introduced by Frederickson in [12, 13] which is proportional to the cardinality of a minimum number of faces covering all vertices of G (among all embeddings of G in the plane). Note that q can be as small as 1 and is always strictly smaller than n in the worst-case. Hence, our results are improvements over the best previous ones in all cases where q = o(n), i.e. in all cases where G has nice topological properties. As an example, consider outerplanar digraphs (q = 1), or planar digraphs which satisfy the k-interval property (k n and q = k) as they are defined in [15] . Another class of graphs with important applications are the graphs describing global area networks. Typically such graphs can be represented as a tree plus a small number of non-tree edges and thus have a small value of q. In the case where G is outerplanar our preprocessing time and space are optimal (linear) and the distance query and the update time are logarithmic. (Similar results have been achieved independently in [2] .) Our algorithms provide a simple direct solution compared with the algorithms in [13, 14] which are not dynamic and were based on manipulations with compact routing tables.
Our solution is based on the following ideas: (a) The input planar digraph is decomposed into a number, O(q), of outerplanar subgraphs (called hammocks) satisfying certain separator conditions [13, 27] . (b) A decomposition strategy based on graph separators is employed for the efficient solution of the problem for the case of outerplanar digraphs (Section 2). (c) A data structure is constructed during the decomposition of the outerplanar digraph and is updated after each edge cost modification or edge deletion (Section 3). This data structure contains information about the shortest paths between properly chosen Θ(n) pairs of vertices. It also has the property that the shortest path between any pair of vertices is a composition of O(log n) of the predefined paths and that any edge of the graph belongs to O(log n) of those paths (n is the size of the outerplanar digraph).
Our algorithms can detect a negative cycle, either if it exists in the initial digraph, or if it is created after an edge cost modification. Although our algorithms do not directly support edge insertion, they are so fast that even if the preprocessing algorithm is run from scratch after any edge insertion, they still provide better performance compared with [8] . Moreover, our algorithms can support a special kind of edge insertion, called edge re-insertion. That is, we can insert any edge that has previously been deleted within the resource bounds of the update operation. An efficient parallelization, as well as other extensions of our results are discussed in Section 5. Due to lack of space some proofs are omitted, but can be found in the full paper [7] .
Preliminaries
Let G = (V (G), E(G)) be a connected planar n-vertex digraph with real edge costs but no negative cycles. A separation pair is a pair (x, y) of vertices whose removal divides G into two disjoint subgraphs G 1 and G 2 . We add the vertices x, y and the edges x, y and y, x to both G 1 and G 2 . Let 0 < α < 1 be a constant. An α-separator S of G is a pair of sets (V (S), D(S)), where D(S) is a set of separation pairs and V (S) is the set of the vertices of D(S), such that the removal of V (S) leaves no connected component of more than αn vertices. We will call the separation vertices (pairs) of S that belong to any such resulting component H and separate it from the rest of the graph separation vertices (pairs) attached to H. It is well known that if G is outerplanar then there exists a 2/3-separator of G which is a single separation pair. Also, given an n-vertex outerplanar digraph G op and a set M of vertices of G op , compressing G op with respect to M means constructing a new outerplanar digraph of O(|M |) size that contains M and such that the distance between any pair of vertices of M in the resulting graph is the same as the distance between the same vertices in G op [13] . (In our algorithms the size of M will be O(1).)
Construct a graph SR(G) as follows: divide G into two subgraphs by using p as a separation pair, compress each resulting subgraph
, and join the resulting graphs at vertices
A hammock decomposition of G is a decomposition of G into certain outerplanar digraphs called hammocks. This decomposition is defined with respect to a given set of faces that cover all vertices of G. Let q be the minimum number of such faces (among all embeddings of G). It has been proved in [13, 27] that a planar digraph G can be decomposed into O(q) hammocks either in O(n) sequential time, or in O(log n log * n) parallel time and O(n log n log * n) work on a CREW PRAM. Also, by [12, 21] , we have that an embedding of G does not need to be provided by the input in order to compute a hammock decomposition of O(q) hammocks. Hammocks satisfy the following properties: (i) each hammock has at most four vertices in common with any other hammock (and therefore with the rest of the graph) called attachment vertices; (ii) the hammock decomposition spans all the edges of G, i.e. each edge belongs to exactly one hammock; and (iii) the number of hammocks produced is the minimum possible (within a constant factor) among all possible decompositions.
In the sequel, we can assume w.l.o.g. that G op is a biconnected n-vertex outerplanar digraph. Note that if G op is not biconnected we can add an appropriate number of additional edges of very large costs in order to convert it into a biconnected outerplanar digraph (see [13, 27] ).
Constructing a separator decomposition
We describe an algorithm that generates a decomposition of G op (by finding successive separators in a recursive way) that will be used in the construction of a suitable data structure for maintaining shortest path information in G op . Our goal will be that, at each level of recursion, (i) the sizes of the connected components resulting after the deletion of the previously found separator vertices are appropriately small, and (ii) the number of separation vertices attached to each resulting component is O (1) . The following algorithm finds such a partitioning and constructs the associated separator tree, ST (G op ), used to support binary search in G op . Let in the algorithm below G denote a subgraph of G op (initially
, then halt. Else let S denote the set of separation pairs in G op found during all previous iterations. (Initially S = ∅.) Let nsep denote the number of separation pairs of S attached to G.
1.1. If nsep ≤ 3, then let p = {p1, p2} be a separation pair of G that divides G into two subgraphs G 1 and G 2 with no more than 2n/3 vertices each.
1.2. Otherwise (n sep > 3), let p = {p 1 , p 2 } be a separation pair that separates G into subgraphs G1 and G2 each containing no more than 2/3 of the number of separation pairs attached to G.
2. Add p to S and run this algorithm recursively on G i for i = 1, 2. Create a separator tree ST (G) rooted at a new node v associated with p and G, and whose children are the roots of ST (G1) and ST (G2).
Observe that the nodes of ST (G op ) are associated with subgraphs of G op which we will call descendant subgraphs of G op . With each descendant subgraph a distinct separation pair is associated. From the description of the algorithm, it follows that:
than 4 separation pairs attached to it and the number of its vertices is no more than (2/3)
i n.
Algorithm Sep Tree can be easily implemented to run in O(n log n) time and O(n) space. Using the dynamic tree data structure of [30] and working on the dual graph of G op (which is a tree), we can show the following [7] . 
Dynamic Algorithms for Outerplanar Digraphs
In this section we will give algorithms for solving the on-line and dynamic shortest path problem for the special case of outerplanar digraphs. We will use these algorithms in Section 4 for solving shortest path problems for general planar digraphs. Throughout this section we denote by G op an n-vertex biconnected outerplanar digraph. In the following sections we will use the properties of the separator decomposition to show that the shortest path information encoded in the sparse representatives of the descendant subgraphs of G op is sufficient to compute the distance between any 2 vertices of G op in O(log n) time and that all sparse representatives can be updated after any edge cost modification also in O(log n) time. We next give an algorithm that constructs the above data structures in linear time. for
The data structures and the preprocessing algorithm
Step 2 recursively on G. (b) Construct the sparse representative of G op as described in Definition 1 by using the sparse representatives of the children of G op .
Lemma 3. Algorithm Pre Outerplanar(G op ) runs in O(n) time and uses O(n)
space.
Proof.
Step 1 needs O(n) time and space by Lemma 2. Let P (n) be the maximum time required by Step 2. Then P (n) satisfies the recurrence P (n) ≤ max{P (n1)+P (n2) | n1+ n 2 = n, n 1 , n 2 ≤ 2n/3} + O(1), n > 1, which has a solution P (n) = O(n). The space required is proportional to the size of ST (G op ) since each sparse representative has O(1) size. Therefore the space needed for the above data structures is
The bounds follow.
The single-pair query algorithm
We will first briefly describe the idea of the query algorithm for finding the distance between any two vertices v and z of G op . The algorithm proceeds as follows. First search
denote the distance between v and z. Then obviously
Hence, it suffices to compute the distances 
Note that by the above discussion D(G) contains the distances in G op between the vertices of all ancestor separation pairs attached to G. The time complexity of Algorithm Parent Pairs is clearly O(log n). Thus Algorithm Parent Pairs can be used to compute in O(log n) time the distances in G op between the pairs of vertices of all ancestor separation pairs attached to G so that one can ignore the rest of G op when computing distances in G.
Next we describe the query algorithm. Let v be a vertex that belongs to the same descendant subgraph of G op that is a leaf of ST (G op ) and that contains v. Let p(v) be the pair of vertices v, v . Similarly define a pair of vertices p(z) that contains z and a vertex z which belongs to the leaf of ST (G op ) containing z. For any two pairs p and p of vertices, let D(p , p ) denote the set of all four distances in a vertex from p to a vertex in p . Then (1) 
shows that D(p(v), p(z)) can be found in constant time, given D(p(v), p) and D(p, p(z)).
The following recursive algorithm is based on the above fact.
Algorithm Dist Query Outerplanar can be modified in order to answer path queries. The additional work (compared with the case of distances) involves uncompressing the shortest paths corresponding to edges of the sparse representatives of the graphs from ST (G op ). Uncompressing an edge from a graph SR(G) involves a traversal of a subtree of ST (G op ), where at each step an edge is replaced by two new edges each possibly corresponding to a compressed path. Obviously this subtree will have no more than L leaves, where L is the number of the edges of the output path. Then the traversal time can not exceed the number of the vertices of a binary tree with L leaves in which each internal node has exactly 2 children. Any such tree has 2L − 1 vertices. Hence:
Lemma 5. The shortest path between any two vertices v and z of an n-vertex outerplanar digraph G op can be found in O(log n+L) time, where L is the number of edges of the path.

The update algorithm
In the sequel, we will show how we can update our data structures for answering on-line shortest path and distance queries in outerplanar digraphs, in the case where an edge cost is modified. (Note that updating after an edge deletion is equivalent to the updating of the cost of the particular edge with a very large cost, such that this edge will not be used by any shortest path.) The algorithm for updating the cost of an edge e in an n-vertex outerplanar digraph G op is based on the following idea: the edge will belong to at most O(log n) subgraphs of G op , as they are determined by the Sep Tree algorithm. Therefore, it suffices to update (in a bottom-up fashion) the sparse representatives of those subgraphs that are on the path from the subgraph G containing e (where G is a leaf of
andĜ denote the sibling of a node G in a ST (G op ). Note that G ∪Ĝ = parent(G) and SR(G) ∪ SR(Ĝ) ⊃ SR(parent(G)).
The algorithm for the update operation is the following.
ALGORITHM Update Outerplanar(G op , e, w(e)) 1. Find a leaf G of ST (Gop) for which e ∈ E(G).
Update the cost of e in G with the new cost w(e).
3. If e belongs also toĜ then update the cost of e inĜ.
While G = Gop do (a) Update SR(parent(G)) using the new versions of SR(G) and SR(Ĝ). (b) G := parent(G).
Lemma 6. Algorithm Update Outerplanar updates after an edge cost modification the data structures created by the preprocessing algorithm in O(log n) time.
Handling of negative cycles and summary of the results
The initial digraph G op can be tested for existence of a negative cycle in O(n) time by [21] . Assume now that G op does not contain a negative cycle and that the cost c(v, w) of an edge v, w in G op has to be changed to c (v, w). We must check if this change does not create a negative cycle. We modify our algorithms in the following way. Before running the Update Outerplanar algorithm, run the algorithm Dist Query Outerplanar to find the distance d(w, v). If d(w, v) + c (v, w) < 0, then halt and announce non-acceptance of this edge cost modification. Otherwise, continue with the original update algorithms. Clearly, the above procedures for testing the initial digraph and testing the acceptance of the edge cost modification do not affect the resource bounds of our preprocessing or of our update algorithm, respectively. Our results, in the case of outerplanar digraphs, can be summarized in the following theorem.
Theorem 1. Given an n-vertex outerplanar digraph G op with real-valued edge costs but no negative cycles, there exists an algorithm for the on-line and dynamic shortest path problem on G that supports edge cost modification and edge deletion with the following performance characteristics: (i) preprocessing time and space O(n); (ii) single-pair distance query time O(log n); (iii) single-pair shortest path query time O(L + log n) (where L is the number of edges of the path); (iv) update time (after an edge cost modification or edge deletion) O(log n).
The algorithms for maintaining all pairs shortest paths information in a planar digraph G are based on the hammock decomposition idea and on the algorithms of the previous section. Let q be the minimum cardinality of a hammock decomposition of G. The preprocessing algorithm for G is the following: (1 From the results in [10, 13] , the discussion in Section 2 and Theorem 1, we have that algorithm Pre Planar takes O(n+q log q) time and space. The update algorithm is straightforward. Let e be the edge whose cost has been modified. There are two data structures that should be updated. The first one concerns the hammock H where e belongs to. This can be done by the algorithm Update Outerplanar in O(log n) time. Note that this algorithm provides G q with a new updated sparse representative of H, from which the compressed version of H (with respect to its attachment vertices) can be constructed in O(1) time. The second data structure is that of the digraph G q and can be updated in O(log 3 q) time by [10] . Therefore, the data structures created by algorithm Pre Planar can be updated in O(log n + log 3 q) time.
A single-pair query between any two vertices v and z can be answered as follows (using the above data structures). If v and z do not belong to the same hammock, then their distance
where a i and a j respectively are the attachment vertices of the hammocks in which v and z belong to. If both v and z belong to the same hammock H, then note that the shortest path between them does not necessarily have to stay in H. Hence, first compute (using algorithm Dist Query Outerplanar) their distance
Since querying in G q 's data structure takes O(q) time by [10] and querying in each hammock takes O(log n) time, we have that distance query takes O(q + log n) time in total. (A shortest path query can be computed similarly.)
The case of negative edge costs is handled in a similar way with that of outerplanar digraphs. Therefore, we have: O(log n + log 3 q). In the case where the computation is restricted to finding distances only, the space can be reduced to O(n).
Further Results
In this section we give other results following from our approach to the dynamic shortest path problem. We shall first discuss the parallel implementation of our algorithms on the CREW PRAM model of computation.
Using the dual graph of G op (which is a tree) and standard techniques for computing functions in a tree (see e.g. [20] , Chapter 3), we can implement the data structure from Theorem 1 in O(log n) time and O(n log n) work. The sequential distance query and the update algorithms for outerplanar digraphs are logarithmic, but the shortest path sequential query algorithm requires O(L + log n) time, where L is the number of edges of the path. We can find an optimal logarithmic-time parallel implementation of the shortest path query algorithm by the following observations. Algorithm Dist Query Outerplanar determines in O(log n) time a subtree of ST (G op ) consisting of the descendant subgraphs of G op that contain the path. This subtree has at most L leaves and size O(L). Thus we can output the path in O(log n) time and O(L) work.
In the case of planar digraphs we need a parallel algorithm to build the data structures in G q (recall Section 4). We will make use of the following recent result of Cohen [4] [18] , such a decomposition for J is constructed in O(log 5 q) time using O(q 1+ε ) work, for any arbitrarily small (1/2) > ε > 0. Furthermore, finding a hammock decomposition (Step 1 of algorithm Pre Planar) takes O(log n log * n) time and O(n log n log * n) work by [27] . Combining these results with the ones discussed above for outerplanar digraphs and using the construction from Section 4 we have the following. Observe that we can cut the additive factors depending on q in both preprocessing and update bounds, at the expense of an additive factor of O(q 1.5 ) in the query work.
Another well-known version of the shortest path problem is to find a singlesource shortest path tree rooted at a vertex v of a digraph G, i.e. find shortest paths between v and all other vertices in G. This problem can be solved by the same data structure and by using similar techniques with the ones described in Sections 3 and 4. We will first present the solution for the outerplanar case.
Let G op be an outerplanar digraph. Let U ⊂ V be a subset of O(1) vertices of G op with a weight d 0 (u) on any u ∈ U . For any vertex v of G op the weighted The correctness of the algorithm follows easily from its description. Let D(n) be the running time of the algorithm. Then, D(n) ≤ max{D(n 1 ) + D(n 2 ) | n 1 + n 2 = n, n 1 , n 2 ≤ 2n/3} + O(|S| · |U | · log n) = max{D(n 1 ) + D(n 2 ) | n 1 + n 2 = n, n 1 , n 2 ≤ 2n/3} + O(log n), which gives D(n) = O(n).
Let v be any vertex of G op . By running Single Source Query Outerplanar(G op , {v}) with d 0 (v) = 0, we can compute, in O(n) time, all distances from v to every other vertex in G op . Having the distances, it is not difficult to compute the single-source shortest path tree rooted at v in O(n) time.
Using the above result and the methodology of Section 4, our data structures for planar digraphs can answer single-source shortest path tree queries, in O(n + q √ log log q) time. It is not difficult to see that algorithm Single Source Query Outerplanar can be implemented to run in O(log 2 n) time and O(n) work on a CREW PRAM. Within the same resource bounds the shortest path tree can be also constructed.
The hammock decomposition technique can be extended to n-vertex digraphs G of genus γ = o(n). We make use of the fact [12] that the minimum number q of hammocks is at most a constant factor times γ + q , where q is the minimum number of faces of any embedding of G on a surface of genus γ that cover all vertices of G. Note that the methods of [12, 21] do not require such an embedding to be provided by the input in order to produce the hammock decomposition in O(q) hammocks. The decomposition can be found in O(n + m) sequential time [12] , or in O(log n log log n) parallel time and O((n + m) log n log log n) work on a CREW PRAM [21] , where m is the number of the edges of G. The only other property of planar graphs that is relevant to our shortest path algorithms (as well as to the algorithms in [10] ) is the existence of a 2/3-separator of size O( √ n)
for any planar n-vertex graph. For any n-vertex graph of genus γ > 0, a 2/3-separator of size O( √ γn) exists and such a separator can be found in linear time [5] . Furthermore, an embedding of G does not need to be provided by the input.
(For the CREW PRAM implementation, such a separator should be provided with the input [4] .) Thus the statement of Theorem 2 as well as its extensions discussed in this section, hold for the class of graphs of genus γ = o(n).
