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ABSTRACT 
We study the sign pattern relationship between a matrix and its inverse. To do so 
we examine the graph whose vertices are the sign pattern matrices, and whose edges 
connect those which are possible sign patterns of a matrix and its inverse. We have 
bounds for the degree, connectivity, radius, and diameter of this graph. In addition we 
have the complete description for the 3 x 3 case. 
1. PRELIMINARIES 
We shall be concerned almost solely with n X n real matrices, and unless 
stated otherwise, all references to matrices will be to such. A matrix will be 
called a (0, f 1)-matrix if its entries take values in { - l,O, l}. In case its 
entries take values in { - 1, l} it will be called a (+ l)-matrix. 
Let A=A,= {l,..., n}. Given a (0, *l)-matrix S, denote by Z(S) the 
set of indices (i, j) E A2 where the entries of S are zero; and denote by 
J+“(S) the set of all (k 1)-matrices obtained from S by replacing its entries in 
locations Z(S) with f 1 (in any fashion). If T is another (0, f 1)-matrix, 
define B(S, T) c A2 as the set of indices (i, j) where S and T differ. When 
B(S, T) c Z(T) we say that S is dominated by T. Observe that S is 
dominated by T if and only if J(S) c N(T). Given a (k 1)-matrix R and a 
subset I3 c A2, denote by R, the (0, f l)-matrix obtained from R by zeroing 
out its entries in the locations of B. We use D to denote the diagonal 
D= {(i,i):l<i<n}. (1.1) 
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Let 7~ be a permutation (on n elements) and B c A’. We say that 7~ and 
B are disjoint if 
{(i,n(i)):l<iQn}nB=O. (1.2) 
If S is a (0, k l)-matrix, we say that r and S are disjoint whenever v and 
Z(S) are disjoint. 
An orthogonal (0, f 1)-matrix is referred to as a signature matrix. Sig- 
nature matrices factor in and out of the set operation JV. Thus, if Q is a 
signature matrix and S is any (0, + 1)-matrix, then 
x(QS) = QJ+), J’-(SQ) = J’WQ- (1.3) 
Given a (0, * 1)-matrix S = (sij) and a permutation r disjoint from it, we 
construct a signature matrix Q = S(m) = (qij) by 
9ij = ( sij, j = r(i), O, j # r(i). o-4 
As usual, for x a real argument define 
i 
1, x z=- 0, 
sgn(x)= 0, x=0, (1.5) 
- 1, x < 0. 
To any matrix M = ( mi j) can be assigned a (0, f l)-matrix S = sgn( M) = ( si j) 
through 
sij = sgn(mij). (1.6) 
Signature matrices Q factor in and out of the sgn operation; namely, 
sgn(QM) = QsdM), 
SdMQ) = dM)Q. (1.7) 
Given a (0, k 1)-matrix S, any matrix M for which sgn(M) = S is said to be a 
realization of S. Two (0, f l)-matrices S and T are said to be paired if they 
have realizations which are inverse to one another. Observe from (1.7) that S 
and T are paired if and only if QS (or SQ) and TQ” (or Q’T, respectively) are 
paired. 
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Following the discussion of open questions in [2], we define a graph 
599 = Su7, whose vertices are all the ( _+ 1)-matrices. Two such matrices are 
adjacent if they are paired. If Q is a signature matrix, then S, QS, SQ all 
have the same degree. In the framework of 99, Johnson, Leighton, and 
Robinson [2] identified the neighbors of J = I,,, the matrix all of whose entries 
are one. There is another graph whose vertices are the (+ 1)-matrices, which 
is useful in studying 99’; namely, the n2-cube %? = %,,z.. In V two matrices S 
and T are adjacent if their entries differ in precisely one location, that is, if 
(B(S, T)] = 1. 
We begin our study of 99’ with a basic observation. 
LEMMA 1.1. Let S and T be paired, where S is a (0, + l)-matrix and T is 
a ( f 1)-m&k. Then every S’ E X(S) is adjacent in 95“ to T. 
Proof. Let M and M-’ be realizations of S and T, respectively. Since 
the inverse of a matrix is a continuous function of its entries, we can perturb 
the zero entries of M in the positive or negative directions (arbitrarily) and 
produce an invertible matrix # with sgn(@‘) = s&M-‘). n 
An important tool in the study of 99 is the theorem of Konig. To 
expedite its presentation in our context we make a definition. A subset 
B c A2 is said to be of Kiinig type p if it does not contain any product set of 
circumference 2p. More precisely, 
C,xC,cB * (C,(+(C,(<p. 0.8) 
Observe that any set of K&rig type 2 is necessarily empty. A (0, + 1)-matrix S 
is said to be of Kiinig type p if Z(S) is of Konig type p. If Q is a signature 
matrix, then S is of Kiinig type p if and only if QS (or SQ) is of Konig type 
p. The following theorem can be found, for example, in [3, §11.1.7]. 
THEOREM 1.11 (Kiinig). Let B c A2. There exists a permutation disjoint 
f;om B if and only if B is of K6nig type n + 1. 
We note two consequences of this theorem. 
COROLLARY 1.111. Consider f(M) = det(M) as a polynotnial in the 
entries ( mi j : 1 Q i, j Q n). Let B c A’, and denote by se C R nz the subspace 
defined by 
rnij = 0, (i, +B. (1.9) 
ThenflFBf:O ifandonlyifBi.sofKiinigtypen+l. 
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Proof. This follows directly from the definition of the determinant, using 
K&rig’s theorem. W 
COROLLARY LIV. Let S and T be paired (0, + l)-matrices. Zf S is of 
ZGnig type n, then it is paired with some T’ E N(T). 
Proof. Let a and a-’ be realizations of S and T, respectively. Let 
xj(M) = Mij be the (i, j)-minor of M, considered as a polynomial in the 
entries (mij: 1 < i, j < n). Set 
gt”) = cj,ijQzcT,Aj(M). (1.10) 
According to Corollary 1.111, fi‘j(szcs,f 0 (1 d i, j 6 n>. ‘lhs 
(1.11) 
In particular then we can perturb the nonzero entries of M and produce an 
invertible matrix fi with sgn( a) = sgn( a) and sgn( i& ‘) E X(sgn( & ‘)). 
n 
2. GENERAL PROPERTIES OF SY” 
Our first results for 99’ provide lower bounds for its minimal degree and 
vertex connectivity. 
LEMMA 2.1. Let R = (rij) be a (0, + l)-matrix with D c Z(R). Then 
Z - R is paired with some R’ dominated by Z + R. 
Proof. Choose q E (0,l) small enough so that (1) Z - qR is invertible; 
(2) R(Z - qR)-l has the same sign pattern as R off of Z(R); and (3) the 
diagonal entries of R(Z - qR)- ’ are all greater than - 1. Since 
(z-~R)-‘=z+~R(Z-~R)-‘, (2.1) 
it follows from the choice of 17 that R’ = sgn((Z - qR) -‘) is dominated by 
Z + R. Observing that sgn(Z - qR) = Z - R, the adjacency follows. W 
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THEOREM 2.11. Let S be a (0, 5 l)-matrix of Kb’nig type n, and let VT be 
a permutation disjoint j&n S. Set 
F,(S) = {21- [S(7r)] “s} [s(7r)] t. (2.2) 
Then S is paired with some T E M(F,,(S)). Zf S is a ( f l)-matrix then so is 
F,(S), and thus S is adjacent in 99’ to F,(S). 
Proof. Observe first that [S(m)]% is a (0, f 1)-matrix with + 1 every- 
where along its main diagonaI. Thus, applying Lemma 2.1 with R = Z - 
[S(r)] ‘S, we conclude that [S(r)] ‘S is paired with some R’ dominated by 
2Z- [S(r)] ‘S. Since S is of Kijnig type n, so is [S(r)] ‘S, and thus by 
Corollary l.IV it follows that [S(r)] ‘S is paired with some T’ E Jlr(R’). 
By (1.7), then, S = S(n)([S(n)]‘S} is paired with T = T’[S(m)]‘. Since R’ is 
dominated by 2Z - [S(n)] ‘S, 
N(R’) c 42z- [S(?r)] 9). (2.3) 
Thus T’E N(2Z - [S(r)]%) and, by (1.3), then T E fl(F,(S)). n 
COROLLARY 2.111. Let R and S be (f l)-matrices. Assume that B = 
B(R, S) is of Kiinig type n. Then for any permutation r disjoint j%n B, R 
and S have a common neighbor in 99’ which lies in JV( FJS,)). 
Proof. According to Theorem 2.11, S, is paired with some T E 
X(F,(S,)). According to Lemma 1.1, R and S, each belonging to N(S,), 
must both be adjacent in 9’9 to T. n 
COROLLARY 2.IV. Let R and S be (k I)-matrices. Zf B(R, S) is of Kiinig 
type n, then R and S have a common neighbor in 99’. In particular, ?99* is 
connected for n > 3. 
Proof. It follows from Konig’s Theorem that there exists a permutation r 
disjoint from B( R, S). Now use Corollary 2.111. n 
LEMMA 2.V. Let S be a (0, * l)-matrix, and let i f j, k # 1 be such that 
the 2 x 2 submatrix 
'ik ‘il 1 1 sjk ‘jl 
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is a singular (+_ 1)-m&k. Zf r and v are permutations disjoint f;om S with 
rr(i) = v(j) = k, g(j) = v(i) = 1, (2.4) 
then F,(S) # F,(S). 
Proof. Observe that the (k, j) 
and s jk, respectively. 
entries of F,(S) and F,(S) are - siksilsjl 
W 
Now we are in a position to count permutations rr which lead to distinct 
neighbors. 
LEMMA 2.W. 
(a) Let n > 3. Given any ( f l)-matrix R, there exist permutation matrices 
P,, Pz such that S = P,RPz = (sij) satis$es 
SiiSi+li+l=Sii+lSi+li (2.5) 
for every odd integer i between 1 and n - 1. 
(b) Let n > 4. Given any (0, f l)-matrix R with [Z(R)1 = 1, there exist 
permutation matrices P,, Pz such that S = PIRPz = (sij) satisfies (2.5) fir 
every odd integer i between 3 and n - 1, and in addition sll = 0. 
Proof. (a): Observe first that in any ( -+_ l)-matrix of dimensions 2 X 3 one 
can always choose a column so that upon its deletion the resulting 2 X2 
submatrix is singular. Thus it really suffices to consider the single case n = 4. 
Let us classify the 2 x 1 ( f l)-matrices as follows: 
Here the letters e and o denote the parity (even, odd) of the number of l’s in 
the column. Let R be any 4 ~4 (k l)-matrix. Assume that R cannot be 
brought to the desired form S by a column permutation alone. Then, up to a 
permutation of its columns, R must have one of the forms 
[ 
Pl Pl Pl Pl 
p, I 1 
P, Pl Pl Pl 
P2 P2 P2 ), P, 1 Pl Pl Pl . 6) (ii) 
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Here pi, p, denote (arbitrary) parities, and pi, pZ, denote the parities 
opposite to pi, p,, respectively. In case (i) we can find two columns of R 
which are either exactly identical or exactly opposite (entry by entry). Case 
(ii) leads to case (i) by transposing R. 
(b): First permute the zero entry of R to location (1,l). Then, using the 
technique in the proof of part (a), find row and column permutations which 
bring the block of R indexed by {(i, j) : 3 < i, j < n } to a form satisfying 
(2.5). n 
THEOREM 2.VII. 
(a) Let n > 3. Every ( f 1)-matrix R ha.s at least 2[“/‘] neighbors in 99’; 
that is, 
6(9sp) > 2’“‘21. (24 
(b) Let S, T be (&- l)-matrices which diffm in a single entry. Then they 
have at least 2[n/2]-1 common neighbors in 99”. 
Proof (a): Let S be as in Lemma 2.VI(a). Then R and S have the same 
degree. Let A be the subgroup of permutations generated by the [n/2] 
cycles (i i + l), where i is any odd integer between 1 and n - 1. According 
to Theorem 2.11 and Lemma 2.V the permutations 7~ E A give rise to distinct 
neighbors F,(S) of S in 99. Since 
the result follows. 
[AI = 2[“/21, (2.7) 
o>): Let S and T differ in the location (p, q), and set S’ = Seep, 4jj. As we 
saw in the argument from part (a) above, we may assume, without loss of 
generality, that S’ satisfies the condition in Lemma S.VI(b). In particular 
p = q = 1. If m(l) f 1 then 
z(F,(S’)) = {(dl),+(l))}. (2.8) 
Thus if 
then 
7r(l) = v(1) # 1, a-‘(1) = v-‘(1), (2.9) 
F,(S’) # F,(S’) - .N(F,(S’))nJ’-(F,(S’)) =0. (2.10) 
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Thus if (2.9) holds and F,,(S’) # F,(S’), then the common neighbors to S and 
T, guaranteed by Corollary 2.111, which lie in &‘(F,,(S’)) and X(F,(S’)) 
must be distinct. 
Now let A’ be the subgroup of permutations generated by the [n/2] - 1 
cycles (i i + l), where i is any odd integer between 3 and n - 1. Then the 
permutations P = (1 2)7r’, where 7r’ E A’, satisfy (2.9), and, by Lemma 2.V, 
give rise to distinct matrices F,(S’). Since 
)&‘I = 2[%4-1, (2.11) 
the result follows. n 
THEOREM 2.VIII. gY2 is disconnected, 9Y3 is at least l-connected, 
and for n > 4 99, is at least k-connected, where 
k = min(2[“/2]-‘, n”). (2.12) 
Proof. 3Y2 is displayed in Figure 1 of the Appendix. 
The n2-cube % is n2-connected. Thus, by Menger’s theorem (see, for 
example, [l, Theorem 5.10]), if k - 1 vertices are deleted, there wilI remain 
paths in % between any of the remaining vertices. Now according to 
Theorem S.VII(b) any two neighbors in g have at least 2[“/2]-1 common 
neighbors in 39. Thus for every pair of adjacent vertices on these remaining 
paths in V, at least one common neighbor in 9P’ remains. W 
Our next results for 9Y provide upper bounds for its diameter and 
radius. It is easy to see that for n > 4 we can partition A2 into two sets, B, 
and B,, each of Konig type n. For example 
(i,j):(j-i)modn< i [ I) , (2.13) 
THEOREM 2.1X. Let n > 4. Then 
2gdiam(YY)<4. (2.14) 
Proof. Let R and S be any (k 1)-matrices. Let R’ be the (+ 1)-matrix 
obtained from R by negating the entries in the locations of B(R, S)n B,, 
where B, is given above in (2.13). By Corollary 2.IV, R’ and S are each 
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within two steps of R. This shows that diam(?JY) < 4. To see that 
diam(qY) > 2, observe that S and - S’ are never adjacent. W 
The following result is a combination of Lemma 3 and the main theorem 
from [2]. 
LEMMA 2.X. Let R = ( ri j) be a (k - 1) x (k - 1) ( * l)-matrix. Extend R 
to a k x k (f 1)-m&k R’ by inserting (anywhere) an additional row and 
column. Assume that this additional TOW, as well as the additional column, 
contains + 1 and - 1. Then R’ i.s adjacent in YYk to Jk whenever R is 
adjacent in 99k_l to Jk_l. 
Using this result, we prove 
THEOREM~.XI. Fern>, 4 
rad( 99) G 3. (2.15) 
Proof. Set 
B= {(i,j)EA’:i--l<jgi}. (2.16) 
Then B is of KGnig type 4. According to Corollary 2.IV it suffices to show 
that for any (+ 1)-matrix S = (sij) there exists a neighbor, T = (tij), of J, in 
3P’ such that B(S, T) c B. 
To this end define 
(- S12' j=i=l, 
i 
- sli> j=i>2, 
tij = 
‘liy j=i-1, 
sij, (i, j) @ B. 
(2.17) 
Let R,(T) be the principal k X k submatrix of T: 
R,(T) = (tjj: 1 <i, j dk). (2.18) 
Then it follows from Lemma 2.X, inductively on k, that for each k, 
2 < k < n, R,(T) is adjacent in 9Yk to .Tk. Since R,,(T) = T, the desired 
conclusion follows. W 
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3. THE COMPLETE CHARACTERIZATION OF SSq, 
We define yet another graph, 29’ = .%?Y”, whose vertices are the 
( + 1)-matrices. In 29, S and T are adjacent if all the entries of ST - Z and 
Z’S - Z lie between f (n - 1). Observe that 99’ is embedded in 2’9’. 
Furthermore, just as with 99’, for any signature matrix Q, S and T are 
adjacent in .VY if and only if QS (or SQ) and TQ’ (or Q’T, respectively) 
are adjacent in 2.9’. 
Two (+_ 1)-matrices S and T are said to be signature equivalent if there 
exist signature matrices Qi, Qa such that T = QlSQ2. ‘39 and 2’9 share the 
property that signature-equivalent matrices have the same degree. The re- 
lationship of signature equivalence is an equivalence relation, and the above 
considerations lead us to inquire about the induced partition into equivalence 
classes. For the case rz = 3 there is a simple description. 
LEMMA 3.1. Two 3 X 3 (+ l)-matrices are signature equivalent if and 
only if they have the same rank. 
Proof. Necessity follows from the observation that multiplication (of any 
matrix) by a signature matrix (on the left or right) preserves rank. Sufficiency 
follows from the following claims: 
(i) Any 3 X 3 rank one ( f 1)-matrix is signature equivalent to J = Js. 
(ii) Any 3 X 3 rank two ( + l)-matrix is signature equivalent to 
(iii) Any 3 x 3 invertible (_+ l)-matrix is signature equivalent to 
These claims are straightforward consequences of the facts that (i) any two 
rows of a 3 x 3 rank one (k 1)-matrix are linearly dependent; (ii) there exist 
two rows of any 3 x 3 rank two ( _C I)-matrix which are linearly dependent; 
and (iii) no two rows of a 3 X 3 invertible ( f 1)-matrix are linearly dependent. 
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This lemma shows us that by characterizing the neighbors of .l in SYS or 
in .%‘YS we also characterize the neighbors in 99; or in X9,,, respectively, 
of all rank one matrices. Similarly characterization of the neighbors of K or L 
leads directly to characterization of the neighbors of all rank two or rank 
three matrices, respectively. Johnson, Leighton, and Robinson [2] have shown 
that the 9YS and -%‘YS neighbors of J coincide. Thus we arrive at 
LEMMA 3.11. The 99’s and .K!X3 neighbors of any rank one matrix 
coincide. 
The same results holds for L. 
LEMMA 3.111. The 9?YS and 29.‘. neighbors of any invertible matrix 
coincide. 
Proof It suffices, by Lemma 3.1, to establish this for L. Observe that 
2L-qp -; _;I. 
Thus, according to Lemma 1.1, each of the eight matrices 
is adjacent in SU; to L. Furthermore, in X’YS there are only nine 
neighbors of L-these eight and the one extra matrix 
[ -1 1 -1 1 -1 1.   
This extra matrix is rank one, though, so the result follows now by Lemma 
3.11. n 
Unfortunately, for the rank two case this S9&%‘9’S equivalence no 
longer holds. 
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LEMMA 3.IV. 
namely, 
K has four more neighbors in 24p, than it has in 35$; 
-1 1 
K*= [ _: 
1 -1 
-1 1 1 1’ 
the matrix obtained j&m K * b y permuting its top two TOWS, and their 
transposes. 
Proof. It is easy to see that K and K * cannot have inverse realizations. 
Indeed, suppose M and M * are such, respectively. The minor M,, -c 0, and 
since M,,/det(M) = rn:, > 0, we must have det(M) < 0. Similarly M;I > 0, 
and since M,*,/det( M *) = m,, > 0, we must have det(M *) > 0. This is 
impossible, though, for if M * = M-', then det(M) and det(M *) must have 
the same sign. 
Since K is invariant under permutation of its left two columns and under 
transposition, it cannot be adjacent in 9Ya to any of the four matrices 
described in the lemma. It remains to show that all the neighbors of K in 
2’9s, other than these four, are also adjacent to K in 9Ya. Let S, then, be a 
neighbor of K in &‘Ya. It must have one of the forms 
[ -1 * 1 -1 1 -1 1 (ai * 1  ’ [ -1* 1 (b; * 1  ’
1 -1 * 1 [ -1 1 * -1 1 -; 1 -1 
* 
6 
3 * 
Cd; 
-; y I 
where the * ‘s signify entries not altogether arbitrary. Cases (a) and (b) entail 
eight possibilities for S-the four matrices described in the lemma, and four 
rank one matrices. According to Lemma 3.11 we may restrict our attention, 
then, to cases (c) and (d). 
Case (c): We follow the technique of proof in [3]. Set 
M= 
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where 
and x, y are small enough so that M is invertible. Then 
M-l= 
V VY 
[ 1 xv p ’ 
and we can further choose x, y sufficiently small so that (i) fi < 0, and (ii) the 
entries of V are all positive. As long as both entries of x are not negative, and 
similarly for y, we can otherwise choose them to be artibrarily signed, and 
get sgn( M-‘) = K. 
Case (d) follows exactly the same way, with U replaced by 
[-: -3 n 
We summarize our results. 
THEOREM 3.V. Let S be a 3 x 3 ( + I)-matrix. Zf S is rank one or three, 
then its neighbors in 99s and ~2’9~ coincide. Zf S is rank two, then 
S = QIKQz for some signature matrices Q1, Qz. It has four more neighbors in 
%Y3 than it has in 3Y3- these four being QlTQ:, where T is any one of 
the four (k l)-matrices described in Lemma 3.IV. 
Table 1 in the Appendix lists the degrees of the rank one, two and three 
matrices in ‘99’s and 29”. For the sake of emphasis the analogous table for 
SYs = 29’s is also presented. 
THEOREM 3.VI. 
rad( EaYs) < 3. 
Proof Let S be a 3 X 3 (k I)-matrix. 
Case (i): There are a row and a column of S each containing both + 1 
and - 1. In this case the rows and columns of S can be permuted so that the 
resulting matrix has one of the forms 
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Then by changing some or all of the entries in locations 
R= {(1,3),(2,2),(3,1)} 
we can bring this matrix to a form where every row and column contains 
both + 1 and - 1, that is, to a neighbor of J. Since B is of Kiinig type 3, it 
follows from Corollary 2.IV that there is a path of length 3 from S to 1. 
Case (ii): In this case S is of the form xy’, where x and y are 3 x 1 
( + 1)-vectors, at least one of them equal to 
1 H 1 . 1 
Choose a 3 X 1 (+_ 1)-vector z different from + x, +_ y. Then T = zzt is a 
common neighbor to S and .l. n 
4. A SURPRISING RESULT ABOUT NONSQUARE SIGN 
PATTERN MATRICES 
LEMMA 4.1. Let S=(sij) be an nX(n-1) (kl)-matrix with the 
property that each column S(j) of S contains both + 1 and - 1. Then, for 
any j, the n x n ( f I)-matrix 
s’= [s, -s(j)] = (di) (4.1) 
i.s adjacent in 9Y* to 1,. 
Proof. By permuting columns it suffices to prove this lemma for the case 
j = 1. Define A(,, C A,, 1~ k < n, inductively as follows. Set A(,, = (1). 
Given A(,,, k < n, choose i’ e A(,, such that { sik: i E A(,,} U { sitk} con- 
tains both + 1 and - 1. Then set ACk+lj = A(,, u{ i’}. 
Define a sequence of k x k submatrices of S’, 
Ak(S’) = (sij: i E ACkJ, 1 < j < k - 1 or j = n). (4.2) 
Then it follows from Lemma 2.X, inductively on k, that for each k, 
2 < k < n, R,JS’) is adjacent in YYk to Jk. Since R,(S’) = S’, the desired 
conclusion follows. W 
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Let m<n. We say that an rn~n (*l)-matrix R and an nXm 
( f 1)-matrix S are paired if they have respective realizations M and N 
satisfying MN = 1. Denote by I,,,, the m x n ( f 1)-matrix all of whose 
entries are one. 
THEOREM 4.11. Assume m < n. An n X m (+ l)-matrix S is paired with 
I,,,, if and only if each column of S contains both + 1 and - 1. 
Proof. Extend S to an n X (n - 1) (k 1)-matrix by adding n - m - 1 
columns, each containing + 1 and - 1. Then use Lemma 4.1 to add one more 
column, thereby further extending S to an n X n (+ 1)-matrix S’ which is 
adjacent in 99” to Z,. Accordingly let N’ be an invertible realization of S’ 
whose inverse has all positive entries. The n X m matrix N, obtained now 
from N’ by dropping its last n - m columns, will then be a realization of S, 
having a left inverse with all positive entries. n 
This theorem is surprisingly simple in view of Johnson, Leighton, and 
Robinson’s [2] result characterizing the neighbors of .Z, in 9Y”. 
5. SOME QUESTIONS 
(1) Is every element of Aut(9Y) of one of the forms 
S -+ _+ QSQ', S -+ _+ QS'Q" 
where Q is a signature matrix? 
(2) If deg(S) = deg(T) in 99, does it follow that S and T are similar 
under Aut( 99’)? 
(3) Is .Z, of maximal degree in 9Y? 
APPENDIX 
Figure 1 shows 99s. 
Table 1 lists the degrees of rank one, two, and three matrices in 9Ys, 
&9’.., and 99s = &‘9”. 
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1 2 
n w . z o 12 
. 4 
3 7 8 
0 0 
13 14 
. . 
9 10 
7 16 
[: :I [-: -:I [r: -:I [ _: -:] 
(1) (2) (3) (4) 
[-: -:I [ -: -:I 1: -:I [-: :I 
(5) (6) (7) (8) 
I-: ::I 1:: -:I [: -:I [ -: :] 
(9) (10) (11) (12) 
[r: -:] [ _: I:] [ 7: :] [: I:1 
(13) (14) (15) (16) 
FIG. 1. Graph of 39,. 
TABLE 1 
(a) Characteristics of 95$ and .P& 
Rank 1 2 3 
Degree in gYS 102 22 9 
Degree in .%‘YS 102 26 9 
Number of ( + 1)-matrices of this rank 32 288 192 
@) Characteristics of qYS = .%‘& 
Rank 1 2 
Degree in YYg = .X%X2 2 1 
Number of (+ 1)-matrices of this rank 8 8 
SIGN PATTERNS OF MATRICES AND THEIR INVERSES 177 
REFERENCES 
1 F. Harary, Graph Theory, Addison-Wesley, Reading, Mass., 1969. 
2 C. R. Johnson, T. L. Leighton, and H. A. Robinson, Sign patterns of inverse-posi- 
tive matrices, Lineur Algebra Appl. 24:75-83 (1979). 
3 M. Marcus and H. Mint, A Survey of Matrix Theoy and Matrix Inequalities, 
Allyn and Bacon, Boston, 1964. 
Received 30 January 1985; revised 10 January 1986 
