Mixing-time and large-decoherence in continuous-time quantum walks on
  one-dimension regular networks by Salimi, S. & Radgohar, R.
ar
X
iv
:1
00
1.
10
34
v2
  [
qu
an
t-p
h]
  5
 A
pr
 20
12
Mixing-time and large-decoherence in
continuous-time quantum walks on
one-dimension regular networks
R. Radgohara 1, S. Salimia 2
aFaculty of Science, Department of Physics, University of Kurdistan,
Pasdaran Ave., Sanandaj, Iran
Abstract
In this paper, we study mixing and large decoherence in continuous-time
quantum walks on one dimensional regular networks, which are constructed
by connecting each node to its 2l nearest neighbors(l on either side). In
our investigation, the nodes of network are represented by a set of identical
tunnel-coupled quantum dots in which decoherence is induced by continuous
monitoring of each quantum dot with nearby point contact detector. To
formulate the decoherent CTQWs, we use Gurvitz model and then calculate
probability distribution and the bounds of instantaneous and average mixing
times. We show that the mixing times are linearly proportional to the
decoherence rate. Moreover, adding links to cycle network, in appearance
of large decoherence, decreases the mixing times.
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1
1 Introduction
Quantum walks are the quantum counterpart of random walks, and were
recently studied in the context of quantum information because of their
prominent role in the design of quantum algorithms. Quantum walks were
formulated in studies involving the dynamics of quantum diffusion [1], but
the analysis of quantum walks for use in quantum algorithms was first
done by Farhi and Gutmann [2]. Depending on the way the evolution
operator is defined, quantum walks can be either discrete-time quantum
walks(DTQWs) [3] or continuous-time quantum walks(CTQWs) [2]. In the
CTQW, one can directly define the walk on the position space, whereas in
the DTQW, it is necessary to introduce a quantum coin operation to de-
fine the direction in which the particle has to move. In recent years, many
articles have studied the dynamics of the quantum walks on networks. For
example, the DTQW has been studied in [4, 5, 6, 7] and the CTQW has been
considered in [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. One of the most impor-
tant quantities have been defined for quantum walks analogous to random
walks is mixing time. To introduce the mixing time, we refer to computer
science. In many computational problems, the best solution can be found if
we are able to sample from a well-chosen sampling distribution. This can be
provided by mapping the uniform distribution into the desired one [19]. So,
the behavior of many algorithms that use quantum(random) walks depends
on the time it takes the walk to approach its uniform distribution, which is
called the mixing time. In other words, the quantum(classical) algorithms
are efficient if quantum(random) walks approach the uniform distribution
fast. Since any practical implementation scheme of quantum walks must
deal with decoherence, the natural question rises is: what parameters affect
the mixing time of decoherent quantum walks. Several investigations on the
decoherent quantum walks were given in [20, 21, 22, 23, 24, 25, 26]. Also,
the mixing time of decoherent CTQWs on cycle graphs has been studied
in [27]. In that work, the authors proved that the mixing time, for small
rates of decoherence, improves linearly with decoherence, whereas for large
rates of decoherence, deteriorates linearly towards the classical limit. But
experimental implementation of quantum walks is done by physical systems
including ground state atoms[28] and Rydberg atoms[29]. Some of the phys-
ical systems must deal with electromagnetism interactions extending to long
distances. For example, the clouds of ultra cold Rydberg atoms assembled
in a chain over which an exciton migrates, the trapping of the exciton occurs
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(a) (b)
Figure 1: 1D regular networks with N = 6, l = 2 (a) and N = 8 and l = 3
(b).
at the ends of the chain. Therefore, we must take into account long-range
interactions by adding links to cycle and then study the effects of these links
on the CTQWs in the appearance of decoherence. In this article, we focus on
one dimensional (1D) regular networks as generalized cycle networks having
additional links and show that for large rates of decoherence, the bounds
of instantaneous and average mixing times are proportional to decoherence
parameter but decrease with increasing additional links (the problem for
small decoherence is studied in [30]).
Our paper is structured as follows: We describe the structure of 1D regular
network in Sec. 2. Sec. 3 provides a brief summary of the main concepts
and of the formulae concerning CTQWs and give the exact solutions to the
transition probabilities on 1D regular network. Sec. 4 presents the deco-
herent CTQWs on 1D regular network. We assume that the decoherence
rate is large and calculate the probability distribution in Sec. 5. In Sec. 6,
we obtain the lower and upper bounds of instantaneous and average mixing
times. Conclusions and discussions are given in the last part, Sec. 7.
2 Structure of 1D regular network
1D networks are composed of a cycle graph of N nodes in which every node
is connected to its 2l nearest neighbors(l on either side) [31], where N is the
network size and l is the interaction parameter, i.e. all the two nodes whose
distance is smaller than or equal to l are connected by additional bonds.
Figs. 1(a) , (b) show sketches of 1D regular networks with N = 6, l = 2
and N = 8, l = 3, respectively. These networks provide a good model
to study various coupled dynamical systems, including biological oscilla-
tors [32], Josephson junction arrays [33], synchronization [34], small-world
networks [35] and many other self-organizing systems.
3 CTQWs on 1D regular network
Every network can be considered as a graph made up of nodes and al-
gebraically described by the so-called adjacency matrix A = (Aij), which
3
is a discrete version of the Laplace operator. The non-diagonal elements
Aij equal 1 if nodes i and j are connected by a bond and 0 otherwise.
The connectivity of node i can be calculated as a sum of matrix elements
zi =
∑
j Aij . The Laplacian operator is then defined as L = Z − A, where
Z is the diagonal matrix given by Zik = ziδik. It is worth underlining that,
being symmetric and non-negative definite, L can generate both probability
conserving Markov process and unitary process. Thus, the Laplacian oper-
ator can work both as a classical transfer operator and as a tight-binding
Hamiltonian of quantum transport process [36, 37, 38].
The continuous-time random walks(CTRWs) are described by the following
Master equation [39]:
d
dt
pk,j(t) =
N∑
l=1
Tklpl,j(t), (1)
being pk,j(t) the conditional probability that the walker is on node k at
time t when it started from node j. If the walk is symmetric with a site-
independent transmission rate γ, then the transfer matrix T is simply related
to the Laplacian operator through T = −γL(in the following we set γ = 1).
The quantum-mechanical extension of the CTRW is called continuous-time
quantum walk(CTQW). The CTQWs are obtained by identifying the Hamil-
tonian of the system with the classical transfer matrix, H = −T [2, 37, 40].
The states |j〉, representing the walker localized at the node j, span the
whole accessible Hilbert space and also provide an orthonormal basis set. In
these basis the Schro¨dinger equation is
i
d
dt
|k〉 = H|k〉, (2)
where we set m = 1 and ~ = 1. The time evolution of state |j〉 starting at
time 0 is given by |j, t〉 = U(t)|j〉, where U(t) = exp[−iHt] is the quantum-
mechanical time evolution operator. Therefore, the behaviour of the walker
can be described by the transition amplitude αk,j(t) from state |j〉 to state
|k〉, which is
αk,j(t) = 〈k|e−iHt|j〉. (3)
From Eq. (2), the αk,j(t) obeys the following Schro¨dinger equation:
d
dt
αk,j(t) = −i
N∑
l=1
Hklαl,j(t). (4)
4
Note that the squared magnitude of transition amplitude provides the quantum-
mechanical transition probability πk,j(t) = |αk,j(t)|2.
To get the exact solution of Eqs. (1) and (4), all the eigenvalues and eigen-
vectors of the transfer operator and Hamiltonian are required. We denote
the nth eigenvalue and eigenvector of H by En and |qn〉, respectively. Now,
by using the formal solution, the classical probability is given by
pk,j(t) = 〈k|eTt|j〉 = 〈k|e−Ht|j〉 =
N∑
n=1
e−tEn〈k|qn〉〈qn|j〉, (5)
and the quantum-mechanical transition probability can write as
πk,j(t) =
N∑
n,l=1
e−it(En−El)〈k|qn〉〈qn|j〉〈ql|k〉〈j|ql〉, (6)
In the following, we focus on 1D regular networks and study CTQWs on
them. The Hamiltonian of the system is given by [30]
Hij =


−2l, if i = j;
1, if i = j ±m,m ∈ [1, l];
0, Otherwise.
(7)
This Hamiltonian acting on the state |j〉 can be written as
H|j〉 = −(2l + 1)|j〉 +
l∑
m=−l
|j +m〉. (8)
which is the discrete version of the Hamiltonian for a free particle moving
on a lattice. It is well known in solid state physics that the solutions of the
Schro¨dinger equation for a particle moving freely in a regular potential are
Bloch functions [41, 42]. We denote the Bloch states by |Φn〉 and then the
time independent Schrodinger equation can be written as
H|Φn〉 = En|Φn〉. (9)
The Bloch state |Φn〉 can be expressed as a linear combination of the states
|j〉 localized at nodes j,
|Φn〉 = 1√
N
N−1∑
j=0
e−iθnj|j〉. (10)
5
Because of periodic boundary conditions, we have Φn(N) = Φn(0), where
Φn(x) = 〈x|Φn〉. This restricts the θn-values to θn = 2pinN , where n =
0, 1, . . . , N − 1. We set Eq. (8) and (10) into (9) and obtain the eigenvalues
of system as [30]
En = −2l + 2
l∑
j=1
cos(jθn). (11)
Thus Eq. (5) and (6) can be written as
pk,j(t) =
1
N
∑
n
e−tEne−i(k−j)
2npi
N , (12)
πk,j(t) =
1
N2
∑
n,l
e−it(En−El)e−i(k−j)(n−l)
2pi
N . (13)
4 The Decoherent CTQWs on 1D regular network
In this section, we take into account the effects of decoherence in quan-
tum walks on 1D regular network. For this aim, we consider the model
of network in which decoherence is induced by continuous monitoring of
each network node with nearby point contact(PC) detector. In this model,
our assumptions are as follows: each node is represented by a quantum dot
which is continuously monitored by an individual point contact(PC), the
walks are performed by an electron initially placed in one of the quantum
dots, identical PCs are placed far enough from QDs so that the tunneling
between them is negligible, Coulomb interaction between electrons in QD
and PC is taken into account and all electrons are spin-less fermions [43].
With help of gate-engineering techniques in semiconductor heterostructures,
the quantum dots cycle (the 1D regular graphs are a kind of cycle graphs)
with attached point contacts can be constructed[44]. Such techniques allow
electronically to make of quantum dots and point contact by placing metal
gates on the structure with a two-dimensional electron gas. By changing
the potential on gates one can assign area of two-dimensional electron gas
6
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Figure 2: Fig. 2(a) shows point contact detector j monitoring the electron
in dot j + 1 and Fig. 2(b) shows point contact detector j when electron is
placed in dot j. Source and drain reservoirs are kept at zero temperature
with chemical potentials Fl,j and Fr,j , respectively. Ej is the on-site node
energy. Ωlr,j and Ω
′
lr,j are transmission probability of the detector for empty
dot and for the occupied dot.
which creates the necessary confinement profile [43]. In Ref. [45], the
simplest example of such structure which contains two quantum dots was
experimentally investigated. Such a set up is shown schematically in Fig. 2,
where detector j is represented by a barrier, connected with two reservoirs
at the potentials Fl,j and Fr,j. The transmission probability of the barrier
varies from Ωlr,j to Ω
′
lr,j, depending on whether or not the quantum dot is
occupied by an electron. In the following, we want to write the Hamiltonian
for the entire system. We consider simple continuous-time quantum walks
are defined over an undirected graph with N nodes in which each node
corresponds by an integer j ∈ [0, N − 1] and a quantum state |j〉. These
walks can be well described by the following Hamiltonian [19, 46]:
Hs =
∑
ij
∆ij(t)(cˆ
†
i cˆj + cˆicˆ
†
j)−
∑
j
Ej(t)cˆ
†
j cˆj ,
=
∑
ij
∆ij(t)(|i〉〈j| + |j〉〈i|) +
∑
j
Ej(t)|j〉〈j|.
(14)
where cˆ†i (cˆj) are creation (annihilation) operators such that cˆ
†
i cˆj acting on a
state at node j brings it to node i. So, state |j〉 denoting the state of particle
at node j can be obtained by acting c†j on the ground state |0〉. The two terms
correspond to a hopping term with amplitudes △ij(t) between nodes, and
on-site node energies Ej(t), both of which can depend on time. For the sake
of simplicity, we drop all the on-site energies(i.e. Ej = 0,∀j) and assume
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that hopping amplitudes(△ij(t)) between connected sites to be constant.
Also, we renormalize the time, so that it becomes dimensionless [43]. Thus,
Eq. (14) for 1D regular networks is written as
Hs =
1
4
N−1∑
j=0
l∑
z=1
(cˆ†j+z cˆj + cˆ
†
jcj+z). (15)
Now, we study the electron transport process in point contact j. The point
contact is considered as a barrier, separated two reservoirs(the source and
drain). All the levels in the source and drain are initially filled up to the
Fermi energies, which is called the vacuum state |0〉. Thus, the Hamiltonian
of j-th point contact can be written as
Hpc,j =
∑
l
El,j aˆ
†
l,j aˆl,j +
∑
r
Er,j aˆ
†
r,j aˆr,j +
∑
l,r
Ωlr,j(aˆ
†
l,j aˆr,j + aˆ
†
r,j aˆl,j), (16)
where aˆ†l,j(aˆl,j) and aˆ
†
r,j(aˆr,j) are the creation(annihilation) operators in the
left and right reservoirs respectively, and Ωlr,j is the hopping amplitude
between the states El,j and Er,j in the right and left reservoirs.
The interaction between the detector and the measured system is described
by Hint. The presence of an electron in the left dot results in an effective
increase of the point contact barrier( ´Ωlr,j = Ωlr,j + δΩlr,j). Therefore, the
interaction Hamiltonian can be written as
Hint =
∑
l,r
δΩlr,j cˆ
†
j cˆj(aˆ
†
l,j aˆr,j + aˆ
†
r,j aˆl,j). (17)
For simplicity, we assume that the hoping amplitudes are weakly dependent
on states El,j and Er,j , so that Ωlr,j = Ω¯, δΩlr,j = δΩ¯ and Fl,j(Fr,j) = F¯l(F¯r).
The decoherence rate Γ can be written as Γ = δΩ¯2(F¯r − F¯l)2fSfD where
fS and fD are density of states in source and reservoirs, respectively [43].
Gurvitz in [47] showed that the appearance of decoherence leads to the
collapse of the density matrix into the statistical mixture in the course of
the measurement processes, thus the evolution of the reduced density matrix
traced over all states of source and drain electrons is given by Bloch-type rate
equations. The time dependent non-unitary evolution of reduced density
matrix ρ(t) = |Φ(t)〉〈Φ(t)| in the Gurvitz model is given by [30]
8
d
dtρj,k(t) = − i4 [
l∑
m=−l
(ρj+m,k − ρj,k+m)]− Γ(1− δj,k)ρj,k
= − i4 [
l∑
m=1
(ρj+m,k − ρj,k+m + ρj−m,k − ρj,k−m)]− Γ(1− δj,k)ρj,k.
(18)
5 Large Decoherence
In [30], authors studied the effect of small decoherence(ΓN ≪ 1) in CTQWs
on 1D regular networks. They showed that the instantaneous mixing time
upper bound and the average time mixing lower bound are independent of
parameter l(l ≥ 2), but are proportional to the inverse of decoherence rate.
Here, we want to study CTQWs on these networks in appearance of the
large rates of decoherence. For this purpose, we use Gurvitz model and
focus on the elements of matrix ρ(t). Based on the initial conditions, the
non-zero elements appear only along the major diagonal. Firstly, we rewrite
Eq. (18) for the elements of major diagonal and also minor diagonals whose
distances of the major diagonal are lesser than l. By dropping terms that
are smaller than 1/Γ, we have


ρ′j,j(t) = − i4 [
l∑
m=1
(ρj+m,j − ρj,j+m + ρj−m,j − ρj,j−m)],
ρ′j,j+1(t) = − i4 [ρj+1,j+1 − ρj,j]− Γρj,j+1,
ρ′j,j+2(t) = − i4 [ρj+2,j+2 − ρj,j]− Γρj,j+2,
...
ρ′j,j+l(t) = − i4 [ρj+l,j+l − ρj,j]− Γρj,j+l,
(19)
For the simplicity sake, we use the following definitions
aj = ρj,j
dj = ρj,j+1 − ρj+1,j,
fj = ρj,j+2 − ρj+2,j,
...
qj = ρj,j+l − ρj+l,j.
(20)
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Then the above difference equation system can be written as


a′j = − i4 [−dj + dj−1 − fj + fj−2 + · · · − qj + qj−l],
d′j = − i2 [aj+1 − aj ]− Γdj ,
f ′j = − i2 [aj+2 − aj ]− Γfj,
...
q′j = − i2 [aj+l − aj ]− Γqj,
(21)
Differentiation of the above equation gives


a′′j = − i4 [−d′j + d′j−1 − f ′j + f ′j−2 + · · · − q′j + q′j−l],
d′′j = − i2 [a′j+1 − a′j ]− Γd′j ,
f ′′j = − i2 [a′j+2 − a′j ]− Γf ′j,
...
q′′j = − i2 [a′j+l − a′j ]− Γq′j,
(22)
We can guess the following solutions for the above equations
aj =
N−1∑
k=0
Ake
2piijk
N e−γkt, dj =
N−1∑
k=0
Dke
2piijk
N e−γkt,
fj =
N−1∑
k=0
Fke
2piijk
N e−γkt, · · · , qj =
N−1∑
k=0
Qke
2piijk
N e−γkt,
(23)
in which γk, Ak, Dk,· · · and Qk are the unknown quantities. Then, we
set these solutions into Eqs. (22) and get


γkAk +
i
4 [Dk(1− e
−2piik
N ) + Fk(1− e
−4piik
N ) + · · ·+Qk(1− e
−2piikl
N )] = 0
Ak[
i
2(−e
2piik
N + 1)] +Dk(γk − Γ) = 0,
Ak[
i
2(−e
4piik
N + 1)] + Fk(γk − Γ) = 0,
...
Ak[
i
2(−e
2lpiik
N + 1)] +Qk(γk − Γ) = 0,
(24)
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It is evident that there are nontrivial solutions for the set of equations if the
determinant of the coefficients matrix is zero.
(γk − Γ)(l−1)[γk(γk − Γ) + 1
2
(sin2(
πk
N
) + sin2(
2πk
N
) + · · ·+ sin2( lπk
N
))] = 0(25)
Therefore, four values for γk are obtained as
γk =


γk,0 = 0,
γk,1 = Γ,
γk,2 = Γ− 1
2Γ
l∑
m=1
sin2(
πkm
N
),
γk,3 =
1
2Γ
l∑
m=1
sin2(
πkm
N
),
(26)
The general solutions of Eqs. (22) are


aj =
1
N
N−1∑
k=0
{Ak,0e−γk,0t +Ak,1e−γk,1t +Ak,2e−γk,2t +Ak,3e−γk,3t}ωjk,
dj =
1
N
N−1∑
k=0
{Dk,0e−γk,0t +Dk,1e−γk,1t +Dk,2e−γk,2t +Dk,3e−γk,3t}ωjk,
fj =
1
N
N−1∑
k=0
{Fk,0e−γk,0t + Fk,1e−γk,1t + Fk,2e−γk,2t + Fk,3e−γk,3t}ωjk,
...
qj =
1
N
N−1∑
k=0
{Qk,0e−γk,0t + Fk,1e−γk,1t + Fk,2e−γk,2t + Fk,3e−γk,3t}ωjk,
(27)
where ω = e
2pii
N . By the initial condition aj(0) = δj,0 and dj , fj, ..., qj(0) =
0, for j = 0, · · · , N − 1, and replacing the constant coefficients into the oth-
ers, we get
11


Ak,1 ≃ 0, Ak,2 ≃ −12Γ2
l∑
m=1
sin2(
πkm
N
), Ak,3 = 1,
Dk,1 ≃ 0, Dk,2 ≃ iΓ sin(pikN ) exp( ipikN ), Dk,3 ≃ −iΓ sin(pikN ) exp( ipikN ),
Fk,1 ≃ 0, Fk,2 ≃ iΓ sin(2pikN ) exp(2ipikN ), Fk,3 ≃ −iΓ sin(2pikN ) exp(2ipikN ),
...
Qk,1 ≃ 0, Qk,2 ≃ iΓ sin( lpikN ) exp( lipikN ), Qk,3 ≃ −iΓ sin( lpikN ) exp( lipikN ).
(28)
Note that the probability distribution P (t) of the quantum walk is specified
by the diagonal elements of ρ(t), that is Pj(t) = aj(t). For our problem, this
distribution reduces to
aj(t) =
1
N
N−1∑
k=0
exp[− t
∑l
m=1 sin
2(pikmN )
2Γ
]ωjk (29)
Since CTQWs are symmetric under time-inversion, the above distribution
does not converge to any constant value.
6 Mixing time
In this section, we discuss the rate of convergence to the above probability
distribution which can be expressed in terms of mixing time. There are two
distinct notations of mixing time in the literature: the instantaneous mixing
time and the average mixing time. In the following, we give the definition
of the two notations of mixing time in the continuous-time quantum walks
on graphs and calculate them for our network.
(a) Instantaneous mixing time
The instantaneous mixing time focuses on particular times at which the
probability distribution is sufficiently close to the uniform distribution [19],
i.e. tins is the instantaneous mixing time if
tins = min{t :
N−1∑
j=0
‖Pj(t)− 1
N
‖ ≤ ǫ}, (30)
where ||p − q|| = ∑i |pi − qi| denotes the total variation distance between
the distributions p and q.
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Adding a summation over j to Eq. (29) gives us the total variation distance
required to get the mixing time:
N−1∑
j=0
|aj(t)− 1
N
| =
N−1∑
j=0
| 1
N
N−1∑
k=0
exp[
−t
2Γ
l∑
m=1
sin2(
πkm
N
)]ωjk − 1
N
|
=
N−1∑
j=0
| 1
N
N−1∑
k=1
exp[
−t
2Γ
l∑
m=1
sin2(
πkm
N
)] cos(
2πjk
N
)|
(31)
Lower bound
To find the lower bound, we use the term j = 0 only
N−1∑
j=0
|aj(t)− 1
N
| > |a0(t)− 1
N
| = 1
N
|
N−1∑
k=1
exp[
−t
2Γ
l∑
m=1
sin2(
πkm
N
)]| (32)
then consider the terms k = 1, N − 1
N−1∑
j=0
|aj(t)− 1
N
| > 2
N
e
−
t
2Γ
l∑
m=1
sin2(
πm
N
)
.
(33)
It reaches ǫ at time tins,lower when
2
N
e
−
tins,lower
2Γ
l∑
m=1
sin2(
πm
N
)
= ǫ. (34)
Finally, the instantaneous mixing time lower bound is obtained as
tins,lower =
2Γ
l∑
m=1
sin2(
πm
N
)
ln(
2
Nǫ
). (35)
Note that for l = 1 and large N ≫ 1, we have
tins,lower =
2Γ
sin2( piN )
ln(
2
Nǫ
) ≃ 2ΓN
2
π2
ln(
2
Nǫ
) (36)
which is in agreement with [27]’s result for cycle.
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Upper bound
An upper bound on the instantaneous mixing time can also be derived. To
do this, first we find an upper bound for Eq. (31) by using the relation
| cos(2pijkN )| < 1 for k, j 6= 0, N .
N−1∑
j=0
|aj(t)− 1
N
| < 1
N
N−1∑
j=0
N−1∑
k=1
exp[
−t
2Γ
l∑
m=1
sin2(
πkm
N
)]
<
2
N
N−1∑
j=0
[N/2]∑
k=1
exp[
−t
2Γ
l∑
m=1
sin2(
πkm
N
)]
(37)
Since sin(x) > 2xpi for 0 < x <
pi
2 [48] , we have
N−1∑
j=0
|aj(t)− 1
N
| < 2
N
N−1∑
j=0
[N/2]∑
k=1
exp[
−t
Γ
l∑
m=1
2k2
N2m2
] (38)
and by using k2 ≥ k when k ≥ 1, we get
N−1∑
j=0
|aj(t)− 1
N
| < 2
N
N−1∑
j=0
∞∑
k=1
exp[
−t
Γ
l∑
m=1
2k
N2m2
] (39)
After some algebra, we obtain
N−1∑
j=0
|aj(t)− 1
N
| < 2
exp[
t
Γ
l∑
m=1
2
N2m2
]− 1
. (40)
According to the instantaneous mixing time definition(Eq.(30)):
2
exp[
tins,upper
Γ
l∑
m=1
2
N2m2
]− 1
= ǫ. (41)
Therefore, the upper bound of instantaneous mixing time is
tins,upper =
ΓN2
2
l∑
m=1
m−2
ln(
2 + ǫ
ǫ
). (42)
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Moreover, for l = 1(cycle), we obtain
tins,upper =
ΓN2
2
ln(
2 + ǫ
ǫ
) (43)
which is the same result mentioned in [27].
(b) Average mixing time
The average mixing time which is based on the time-averaged probability
distribution
P¯ (j, T ) =
1
T
∫ T
0
P (j, t)dt, (44)
is the time it takes the average distribution to be ǫ-close to the uniformly
distributed [49], i.e. tave is the average mixing time if
tave = min{t : ‖P¯ (j, T ) − 1
N
‖ ≤ ǫ}. (45)
where ||.|| is the total variation distance mentioned in the instantaneous
mixing time. To get the bounds of average mixing time, first we calculate
P¯ (j, T ) by Eq. (29)
P¯ (j, T ) =
1
T
∫ T
0
1
N
N−1∑
k=0
exp[− t
2Γ
l∑
m=1
sin2(
πkm
N
)]ωjkdt
=
2Γ
TN
N−1∑
k=0
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)]ωjk
l∑
m=1
sin2(
πkm
N
)
(46)
The total variation distance between the uniform distribution and the time-
average distribution of the decoherent quantum walk is given by
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N−1∑
j=0
|P¯ (j, T ) − 1
N
| =
N−1∑
j=0
| 2Γ
TN
N−1∑
k=0
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)]ωjk
l∑
m=1
sin2(
πkm
N
)
− 1
N
|
=
N−1∑
j=0
| 2Γ
TN
N−1∑
k=1
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)]ωjk
l∑
m=1
sin2(
πkm
N
)
|
(47)
Lower bound
Now, we can find a lower bound for the average mixing time. As with the
lower bound of instantaneous mixing time, we use the terms j = 0, k =
1, N − 1.
N−1∑
j=0
|P¯ (j, T ) − 1
N
| > 4Γ
TN
1− exp[− T
2Γ
l∑
m=1
sin2(
πm
N
)]
l∑
m=1
sin2(
πm
N
)
(48)
Assume T/Γ ≫ 1 (which is consistent with our other assumptions, N ≫ 1
and ΓN ≫ 1, it requires T ≫ N) which results in
N−1∑
j=0
|P¯ (j, T ) − 1
N
| > 4Γ
TN
l∑
m=1
sin2(
πm
N
)
(49)
Therefore, the lower bound of average mixing time is
tave,lower =
4Γ
ǫN
∑l
m=1 sin
2(pimN )
. (50)
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Upper bound
An upper bound for the average mixing time can be obtained by using the
technique mentioned for the upper bound of instantaneous mixing time. So,
we have
N−1∑
j=0
|P¯ (j, t) − 1
N
| =
N−1∑
j=0
| 2Γ
TN
N−1∑
k=1
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)] cos(
2πjk
N
)
l∑
m=1
sin2(
πkm
N
)
|
<
N−1∑
j=0
| 2Γ
TN
N−1∑
k=1
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)]
l∑
m=1
sin2(
πkm
N
)
<
4Γ
TN
[N/2]∑
k=1
1− exp[− T
2Γ
l∑
m=1
sin2(
πkm
N
)]
l∑
m=1
sin2(
πkm
N
)
(51)
We assume that T/Γ≫ 1 and obtain
N−1∑
j=0
|P¯ (j, t) − 1
N
| < Γ
T
[N/2]∑
k=1
N2
k2
l∑
m=1
m−2
<
ΓN2
T
l∑
m=1
m−2
ζ(2) ≤ ΓN
2π2
6T
l∑
m=1
m−2
(52)
where ζ is Riemann zeta function [50].
Thus, the upper bound of average mixing time is
tave,upper =
ΓN2π2
6ǫ
l∑
m=1
m−2
, (53)
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Therefore
2Γ∑l
m=1 sin
2(πm/N)
ln(
2
Nǫ
) < tins <
ΓN2
2
∑l
m=1m
−2
ln(
2 + ǫ
ǫ
)
4Γ
Nǫ
∑l
m=1 sin
2(πm/N)
< tave <
ΓN2π2
6ǫ
∑l
m=1m
−2
(54)
As we see, the mixing time bounds increase with increasing of the rate
of decoherence Γ. The reason being that when a double-dot system having
aligned levels of energy is strongly measured by a point-contact detector,
a quantum Zeno effect emerges. According to Zeno effect, the strong mea-
surement process slow down transitions between quantum states due to the
collapse of the wave function into the observed state, which increases the lo-
calization of electron in the initial dot and destroys the mixing time[43, 51].
Also, comparing of the both mixing times shows that the instantaneous
mixing happens earlier than the time-average mixing. Moreover, the mixing
time bounds decrease with adding the newly edges.
7 Conclusion
We considered the continuous-time quantum walks on one-dimension regular
network under large decoherence Γ ≫ 1. For this, we used an analytical
model developed by Gurvitz [47] and calculated the probability distribution.
Then we obtained the lower and upper bounds of instantaneous and average
mixing times as
2Γ∑l
m=1 sin
2(πm/N)
ln(
2
Nǫ
) < tins <
ΓN2
2
∑l
m=1m
−2
ln(
2 + ǫ
ǫ
)
4Γ
Nǫ
∑l
m=1 sin
2(πm/N)
< tave <
ΓN2π2
6ǫ
∑l
m=1m
−2
Thus the instantaneous mixing time is shorter than the average one, and
the both mixing times are linearly proportional to the decoherence rate. We
found that adding shortcuts to cycle network decreases the mixing times.
Moreover, our analytical results for l = 1 are in agreement with the men-
tioned results in [27].
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