INTRODUCTION AND MAIN RESULTS
We consider the Cauchy problem of the Benjamin Bona Mahony Burgers (BBM-B) equations in the form u t &u xxt &:u xx +;u x +u p u x =0, x # R 1 , t 0, (1.1) with the initial data
of bore propagation and water waves. Since the dispersive effect of (1. To analyze the asymptotic behavior of the solution of (1.1) is an interesting problem both from a mathematical and physical point of view. Such a problem is widely studied by many mathematicians, cf. [1 9, 11 19, 21 24] , and the references therein. Subsquent to our previous work [15] , in this paper we are further going to show more decay results of the solution for the Cauchy problem (1.1) and (1.2). We are interested in the time-asymptotic decay of solution in L q spaces for 1 q , especially in L 1 and L spaces, and obtain the optimal decay rates of & The results represented in Theorem 1.1 are new, especially in the sense of L 1 . Herewith, we improve and develop the previous works [1, 3 9, 11, 15 18, 21 23] essentially. For the proof of these decay rates, we divide it into two steps. First, as in our previous work [15] to consider a strong form of a zero-mass perturbation, we extend our previous decay results in [15] to the case of higher derivatives k x u in L and L
2
-decay by means of the Fourier transform method together with the energy method. Second, we further show the L q -decay rates of the solution u(x, t) for (1.1) and (1.2) for 1 q . In particular, in the sense of L 1 which is a difficult case, we will have to make a bit more effort on it by the point wise method of the Green function. These considerations can be also applied to the generalized BBM-Burger equations. We will remark on it in the last part of this paper.
Notations. We now make some notations for simplicity. C always denotes some positive constants without confusion. 
we define the Fourier transforms of f (x) as
Let T and B be a positive constant and a Banach space, respectively. 
REFORMULATATION OF THE PROBLEM AND PROOF OF MAIN RESULTS
Suppose that
with respect to x and t, respectively, we then have formally
Thus, let
that is,
we reformulate the initial value problem (1.1) and (1.2) as the``integrated'' equation
with the initial data
where
We now state our main theorems as follows, which imply Theorem 1.1.
Theorem 2.1. Suppose that (2.1) and v 0 (x) # W 2p+1, 1 (R) hold. Then there exists a positive constant $ 1 such that when &v 0 & W 2p+1, 1 <$ 1 , then (2.4) and (2.5) have a unique global solution v(x, t) satisfying
and the asymptotic decay rates in L 2 (R) and L (R) as
Under the assumptions in Theorem 2.1, the unique global solution v(x, t) of (2.4) and (2.5) further satisfies that 10) and that, when 2<q< ,
in particular, when 1 q<2,
Proof of Theorem 1.1. Once Theorems 2.1 and 2.2 are proved, noting u(x, t)=v x (x, t), we then prove Theorem 1.1 immediately. K Proving Theorems 2.1 and 2.2 is our main purpose in the rest of this paper. We are first going to prove Theorem 2.1 based on the following local existence (Proposition 2.3) and the a priori estimates (Proposition 2.4) by the continuation extension method. The a priori estimates will be shown in Section 3. For the proof of Theorem 2.2, we leave it to Section 4. We note also that these considerations can be applied to the generalized BBM-Burger equation, which will be remarked in Section 5.
For a positive constant 0 T + , we define the solution space as
and let
(2.14)
We are going to prove that there exists a unique solution of Eqs. (2.4) and (2.5) in the space X(0, + ) for some small initial data. 
Since Proposition 2.3 can be proved in the standard way, we omit its proof. Once Proposition 2.4 is proved, using the continuation arguments based on Propositions 2.3 and 2.4, we can show Theorem 2.1 as follows.
Proof of Theorem 2.1. We note that
holds for some positive constant C 2 by Sobolev's embedding inequality. Let
. Now considering the Cauchy problem (2.4) and (2.5)
. Therefore, repeating this continuation process, we can obtain a unique global solution v(x, t) # X(0, + ) satisfying (2.15) for all t # [0, + ). Thus, we have completed the proof of Theorem 2.1. K
A PRIORI ESTIMATES
As in [15] , we take the Fourier transform to (2.4) to yield
which gives us v^(!, t)=e
Then taking the inverse Fourier transform to (3.2) yields
By j x (3.4) for any j # N + , N + we denote the set of non-negative integers, and we have
Before starting the proof of the a priori estimates, we first give several preparation lemmas as follows.
Lemma 3.1. Suppose that a>0 and b>0, and max(a, b)>1, then
The proof of Lemma 3.1 was given in [20] , and several applications can be found in [10, 13 15] . 
holds for all t 0.
Proof. Inequallity (3.7) can be similarly proved as in [14, 15, 21, 22] . We first note that
where we used the fact that, letting '=! 2 (1+t), then
Thus, applying (3.9) and (3.10) into (3.8), we prove (3.7). K
for j=0, 1, ..., 2p&1.
Proof. Since v # X(0, T ), by the definition of M(t), we first have the estimates
Generally, we can prove the following in the same way
(3.14)
for j=0, 1, ..., 2p&1. Thus, making use of (3.14), (2.6), and the property of the Fourier transform
for j=0, 1, ..., 2p&1. The proof of this lemma is complete. K
for j=0, 1, ..., 2p, and
Proof. For the proof of (3.15), noting the fact
for j=0, 1, ..., 2p, and by Parseval's equality and Lemma 3.2, we have
for j=0, 1, ..., 2p.
For the proof of (3.16), using (3.17) and Lemma 3.2, we show
Proof. When j=0, we can prove (3.18) by Parseval's equality and Lemmas 3.2 and 3.3 as
Thus, (3.20) and (3.21) give us (3.18). To prove (3.19) , by means of Lemmas 3.2 and 3.3, we obtain that for j=0, 1, ..., 2p&1
This completes the proof of Lemma 3.5. K
Proof of Proposition 2.4 (A Priori Estimates).
Let v(x, t) # X(0, T ). From (3.5), thanks to Lemmas 3.1, 3.4, and 3.5, and the fact (2p+1)Â2>1 due to p 1, (2p+1)Â2>(2 j+1)Â4 for j=0, 1, ..., 2p, we obtain
for j=0, 1, ..., 2p. Here C 1 is some positive constant independent of T. Similarly, noting (2p+1)Â2>( j+1)Â2 for j=0, 1, ..., 2p&1, by using Lemmas 3.1, 3.4, and 3.5, we have also
for j=0, 1, ..., 2p. Here C 2 denotes also some positive constant independent of T. Adding (3.23)_(1+t) (2 j+1)Â4 and (3.24)_(1+t) ( j+1)Â2 gives us
where C p =2pC 1 +(2p&1) C 2 . Namely,
Now we choose our positive constant $ 2 in Proposition 2.4 as
when M(T ) $ 2 , and we obtain
That is,
Thus, the proof of Proposition 2.4 is complete. K
PROOF OF THEOREM 2.2
We are going to prove Theorem 2.2 based on Theorem 2.1. In the same way as mentioned above, we can prove (2.9) and (2.10). For the L q -decay rates (2.11) and (2.12) with 2<q< , it can be easily proved by means of the Sobolev inequalty and Theorem 2.1. When 1 q<2, the proof of the L q decay estimate (2.13) is not easy, and we must make a bit of effort on it, in particular, for the case q=1. The approach we will adopt is the point wise method of the Green function.
Proof of (2.9) and (2.10). Taking j x t to (3.4) yields
for j=0, 1, ..., 2p&2. We first prove (2.9) in the same way as (3.23) . From (4.1) and using Parseval's equality, we have
for j=0, 1, ..., 2p&2. For j=0, we have proved in [15] 
Now we consider the cases j=1, ..., 2p&2. Making use of Lemma 3.2 and (3.17), we have
for j=1, ..., 2p&2. Thanks to Lemma 3.2 and Lemma 3.3, that is,
for j=1, ..., 2p&2, where we used M(t) C &v 0 & W 2p+1, 1 for all t # [0, + ) due to Theorem 2.1, then we have
for j=1, ..., 2p&2. Similarly, we prove
for j=1, ..., 2p&2. Here we used p 1, i.e., (2p+1+ j)Â2>(2 j+5)Â4. Thus, applying (4.4) (4.6) into (4.2) and using Lemma 3.1, and noting (2p+1)Â2>1, (2p+1)Â2>(2j+5)Â4 for j=1, ..., 2p&2, we obtain
for j=0, 1, ..., 2p&2. Therefore, (4.3) and (4.7) imply (2.9).
For the proof of (2.10), without any difficulty, we can similarly prove that, for j=0, ..., 2p&2,
and
These estimates imply (2.10) as
for j=0, 1, ..., 2p&2. K Proof of (2.11) and (2.12). It can be easily proved that, for j=0, 1, ..., 2p&1 and 2<q< ,
and, for j=0, 1, ..., 2p&2 and 2<q< ,
Thus, we have proved (2.11) and (2.12). K Proof of (2.13). Finally, we are going to prove (2.13). When 1 q<2, we note that the above method is unavailable for this case, since we have only the following inequality
Namely, we only obtain our desired estimates for the case q # [2, ]. So, in the case 1 q<2, we must find another recipe. To end it, the key step
We are going to show it by the so-called pointwise method of the Green function.
Observing Eq. (2.4), since we expect that, in general, v xxt decays timeasymptotically faster than v t , v x , and v xx behave, we rewrite Eq. 
(4.14)
Lemma 4.1. The following
hold for j=0, ..., 2p&2.
Proof. We denote z=(x& y&;t)Â-4:t here and after here. Before starting the proofs of (4.15) Thanks to (2.10) and (4.25), one can have, for j=0, ..., 2p&2,
This proves (4.16). By (2.10) and (4.25), we can also prove (4.17) as
(4.28) for j=0, ..., 2p&2.
Making use of (2.11) and (4.25), we obtain holds for j=0, ..., 2p&2.
Proof. From (4.14), thanks to Lemma 4.1 and noting 2p&1+ j> j due to p 1, we obtain Without any difficulty, we can prove the following asymptotic behavior of the solution for (5.1) and (1.2). We state it as follows but without proof, since it can be similarly proved as Theorem 1.1. for 2 q and j=0, 1, ..., 2p&3.
