In this paper we investigate the dynamic range requirements of a passive radar system and show the impact of analogto-digital converter (ADC) quantization on system performance. This analysis is carried out with a view towards understanding how many ADC bits are required in each channel of the passive radar system. To give practical insight, we consider the parameters of a passive radar system which uses terrestrial digital video broadcast (DVB-T) signals, and the detection of a hypothetical 10 m 2 target at 150 km using well documented passive radar signal processing techniques.
Introduction
Passive radars use ambient sources of radio energy, also known as illuminators of opportunity (IOO), to measure reflections from the environment and targets of interest. Following digitization of the received signals using analog to digital converters (ADCs), passive radar systems typically undertake processing in the digital domain to detect, possibly classify and track targets. Our focus in this paper is the relationship between ADC dynamic range, that is the number of bits (or equivalently quantization levels) used to represent the incoming signal, and passive radar system performance. We do not consider the sample rate and timing effects of the ADC, but focus on the number of bits and therefore the number of quantization levels used to represent the signals received by the passive radar antennas.
To give practical insight, we consider a passive radar system using an Australian terrestrial digital television transmission source as defined by the Australian DVB-T standard [1] , based on the European standard [2] . The source signal is 6.656 MHz in bandwidth, and uses an 8k mode orthogonal frequency division multiplexed (OFDM) signal with a guard fraction of 1 8 . Our experimental platform typically uses the free-to-air digital TV transmissions on channel 33 (564.5 MHz). DVB-T demodulator implementations typically employ ADCs with 7 to 10 bits (see for example [3] ) to recover the television data signal. As with communication receivers, the basic rule of thumb for passive radar receivers is to choose the number of bits in the ADC to ensure quantization noise is at or below an acceptable level of the system thermal noise. However unlike communication receivers, the passive radar geometry affects the dynamic range requirements, and there are additional effects and trade-offs with respect to the radar signal processing.
The bistatic passive radar geometry is shown in Figure 1 . The DVB-T source transmits the signal x(t). The passive radar receiver collects the reference signal, r(t), from the line of sight (LOS) path direct from the illuminator. The radar receiver also collects a surveillance signal, s(t), reflected via the target(s) of interest. The surveillance signal includes the target return(s) in the form of a (number of) delayed, Doppler shifted and attenuated version(s) of the transmitted signal, together with clutter and noise. It will also likely include a direct path component from the source, termed direct path interference (DPI). The reference and surveillance signals may be collected using individual antennas mechanically steered in the appropriate directions (as shown) or by electronic steering (beamforming) using an array. Assuming either physical or electronic steering, we consider range-Doppler processing for a particular azimuth angle for a target of interest.
For the purposes of our dynamic range calculations, we consider fairly standard radar signal processing in which the surveillance signal containing the target return(s) is Figure 2 : Configuration of scenario under consideration (transmitter blindside). R BL is baseline distance between the transmitter (Tx) and the receiver (Rx), R 1 is the distance between Tx and target, R 2 is the distance between Rx and target. For this geometry R 1 = R BL + R 2 .
cross-correlated with the reference signal. We highlight the trade-offs between the number of ADC quantization bits, DPI suppression, the target detection threshold and processing integration time. Alongside our analysis based on ideal characterization ADCs [4] , we adopt the conventional methodology for determining the number of quantization bits (see for example [5] ), and simulate the performance of the passive radar system with quantization at the processing input.
Although ADCs with adequate dynamic range to meet performance requirements are readily available, our study is motivated by the fact that reducing the number of ADC bits significantly reduces the subsequent processing load and power consumption of the passive radar. It also minimizes the communication bandwidth required between the receiver front-end located in the field, and the radar processor possibly located in a more centralized processing center.
Dynamic Range Requirements
The dynamic range requirements for the ADCs of the passive radar system depend on the received signal powers and thermal noise in the system, as well as the subsequent radar signal processing.
Experimental configuration
For simplicity of exposition, we consider the scenario shown in Figure 2 with the transmitter blindside, i.e. overthe-shoulder compared to the surveillance receiver antenna. This is one of the most common (and forgiving) configurations considered for passive radar.
Received signal powers
Under the assumption of negligible propagation factors, the received signal strength of the LOS signal (reference channel) is given by:
where P LOS is the received signal strength at the terminals of the LOS reference antenna, P T G T is the transmitter's equivalent isotropic radiated power (EIRP, assumed here to be isotropic for convenience), G R is the reference antenna's directivity gain in the direction of the transmitter, λ is the wavelength of the transmitted carrier signal and R BL is the baseline distance between the receiver (Rx) and the transmitter (Tx). 
DVB-T signal bandwidth
P LOS -52.6 dBW power DPI (surveillance) P DPI -77.6 dBW power target (surveillance) P TGT -172.2 dBW power ratio DPI to target P DPI /P TGT 94.6 dB Table 1 : Scenario parameters, and calculated signal powers in the reference and surveillance channels.
Using the system parameters of Table 1 , equation (1) gives a received signal strength for the LOS signal of P LOS = −52.6 dBW. We now consider the target reflected signal. The expected signal strength of the target signal at the surveillance receiver is given by:
where P TGT is the received signal strength of the target reflected signal at the terminals of the antenna, σ is the bistatic radar cross section (RCS) of the target, G R is the target surveillance antenna's directivity gain in the direction of the target (i.e. assumed to be the same as G R for the reference antenna), R 1 is the distance between the transmitter and the target and R 2 is the distance between the target and the receiver. For a 10m 2 RCS target 150 km from the receiver (an equivalent target size and detection range to Howland's FM passive radar system [6] ), the received signal strength at the terminals of the antenna would be approximately
The DPI signal strength in the surveillance antenna, P DPI , may be calculated by substituting
, where G D is the surveillance antenna's directivity gain in the direction of the transmitter. We assume here an antenna with front-to-back (F-B) rejection of 25 dB, so G D = −13 dB. Thus the DPI signal strength is P DPI = −77.6 dB.
Noise floor calculations
Another key parameter in our passive radar scenario is the anticipated noise floor of the system, as this will help define the signal-to-noise ratio (SNR) limits. We use an equivalent system to Griffiths and Baker [7, 8] with a noise figure of 5 dB. This corresponds to receiver equivalent noise temperature of T e = 627
• K. With reasonable system specifications of receiver loss, L r = 3 dB, and antenna dissipative loss, L a = 3 dB, we calculate an overall equivalent system noise temperature at the receiver of T S = 1751
• K using the method of Barton [9] and Blake [10] . This corresponds to a noise floor of P noise = −126.2 dBW.
The dynamic range of the reference channel ADC would need to be greater than or equal to
to account for both the LOS signal and the system noise. In our scenario, this evaluates to DR r (dB) = −52.6 − (−126.2) = 73.6 dB. In practice it may be possible to use less dynamic range than this in the radar signal processing without harming target detection. Using less dynamic range in the LOS channel effectively increases the noise in the reference signal. In the simulations in the next section, we investigate how much reference signal SNR is required to achieve the theoretical limit.
For the surveillance channel, the dynamic range required to accommodate both the DPI signal and the noise floor is given by
and for our scenario this evaluates to DR s = −77.6 − (−126.2) = 48.6 dB. This is lower than it was for the other channel because the LOS signal is no longer in the main lobe of the antenna. Note however, that the target signal power (P TGT = −172.2 dBW) is below that of the noise P noise = −126.2 dBW and so we require some processing gain in order to detect the signal in noise. In practice, a dynamic range buffer would be added to this in order to ensure that: 1) the peak signal did not saturate (accounting for an additional dB or two of dynamic range); and 2) more of the noise energy was captured (which could account for quite a few additional dBs of dynamic range). Exact numbers for these additional buffers would depend on the scenario and the desired performance. For simplicity of explanation, we have avoided including this additional buffering in our calculations in this paper.
Radar processing
For the passive radar application, we can estimate the delay τ and Doppler ν of the target return(s) by cross-correlating the reference signal r(t) with the surveillance signal s(t) [11] :
where T CPI is the coherent processing interval. The target's range is derived from the delay hypothesis and the angles of arrival (azimuth and elevation). We see that ambiguities in our target processing result from the properties of the autocorrelation function, χ xx (τ, ν) via the signal models for the reference channel r(t) and the surveillance channel s(t) which may be expressed in terms of the transmitted signal x(t). Further details on the ambiguity function for DVB-T can be found in [12, 13] and references therein. For the purposes of this analysis, we will assume an ideal transmitted signal with a thumbtack autocorrelation function and uncorrelated noise. In this case the difference between the peak and the pedestal floor of the ambiguity function is
where B is the bandwidth of the signal. Equation 6 also represents the difference in processing gain between coherent and incoherent signals, and as such may be used to solve for the required integration time to achieve a given processing gain.
In order to detect the weak target return above the system thermal noise floor, a processing gain of at least:
is required, where T det is the detection threshold. To evaluate for our scenario, we assume T det = 13 dB [14] , resulting in a requisite processing gain of G P = −126.2 + 13 − (−172.2) = 59 dB. For a perfectly coherent signal in the presence of uncorrelated noise, this could be achieved by integrating for at least T CPI = 10
using (6) . Evaluating, we have T CPI = 10 59/10 /(6.656 × 10 6 ) = 0.119 seconds. We have found using integration times of the order of 0.15 seconds [15] to be reasonable in practice. Table 2 highlights the dynamic range requirements. Figure 3 shows the relationship between the signal and noise powers in the surveillance channel, together with the effect of processing integration gain. It is evident that after 0.119 seconds of integration the target power has improved to 13 dB above the noise floor, however this is still beneath the DPI pedestal. An integration time of 433.3 seconds would be required for the target power to exceed the DPI ambiguity function pedestal. This is clearly infeasible and thus some suppression of DPI is necessary in order to lower the pedestal and enable detection of the target. Ideally the suppression would set the DPI pedestal at or below that of the thermal noise. For our example with 0.119 seconds of integration time, 48.6 dB of suppression is required, illustrated in figure 4 . There is a limited capacity for tradeoff between the required amount of DPI suppression and required integration time length. When the integration time is increased, the required suppression amount decreases.
Quantization
According to Skolnik [4] , for an ideal ADC with an input that is large compared to the quantization step size, the effective number of bits required to achieve a given SQNR (signal-to-quantization-noise-ratio) at the output of the ADC is:
where (·) is the ceiling function. Returning to our example, we wish to calculate the number of effective bits required such that the quantization noise is at or below the level of the system thermal noise. For the reference channel, the calculated upper limit on the available dynamic range is 73.6 dB (as shown in Table 2), and this would require 12 effective ADC bits. For the surveillance channel dynamic range, 8 effective bits are required to achieve the upper limit on the available dynamic range (i.e 48.6 dB).
However, as was also noted in Skolnik (for spurious signals at least), in the case of large time-bandwidth signals uncorrelated signal components are further suppressed in the pulse compression stage. Therefore, given that our system employs such processing, and that both the quantization errors and noise may be uncorrelated across the channels it may be possible to maintain the required sensitivity and therefore performance with fewer effective bits. As this compromise is predicated on the assumption of uncorrelated quantization effects, we further investigate the validity of this in Section 4. In our simulations in Section 4, we assume that the front-end gain control (before the ADC) is set such that we fully utilise the output range of the quantizer but do not enter the region of saturation for the ADCs.
Impact of Quantization
Here we investigate via simulation the effects of quantization on our passive radar detection system. Specifically we investigate the relationship between the number of quantization bits Q and the noise/ambiguity pedestal in the cross-correlation between the reference signal r(t) and the surveillance signal s(t). While our analysis in Section 3 was based on cross-correlation and an ideal thumbtack ambiguity function, in this section we use a DVB-T signal and employ mismatched processing to better reflect real-world performance. Details of the mismatched processing can be found in [12, 13] .
Impact on Reference Signal Processing
Previous studies [13, 16] have demonstrated that preprocessing the LOS reference signal will improve radar ambiguity processing output. Demodulation and remodulation of the signal removes both additive noise and short-delay copies of the transmission (i.e. multipath). If the SNR of the signal is sufficiently large then one may dispense with forward error correction (FEC) computation in the recovery of 64-QAM symbols, instead demodulating by making a hard decision on each noisy symbol measurement, i.e. choosing the constellation point of minimum distance. Quantization of the LOS signal introduces further degradation which may affect successful demodulation.
Ideally the number of quantization bits will be sufficiently large that the QAM Symbol Error Rate (SER) will not be significantly affected at the operating SNR level. Figure 6: Symbol error rate versus SNR, for quantization levels between 6 and 14 bits Figure 5 plots the SER experienced in the demodulation of standards-based DVB-T data against quantization level, for a number of different SNRs. Figure 6 plots the same data against SNR. Observe that as the SNR increases, more bits in the quantizer are required to achieve the minimum SER achievable at that noise level. Observe that a quantization level of 9 bits is sufficient to obtain near-minimum SER at all levels of SNR investigated.
Impact on Cross-correlation Processing
In the simulations to follow, the radar ambiguity function is calculated using the processing technique described in [12, 13] . The reference signal is a mis-matched DVB-T signal with additive, white Gaussian noise (AWGN) added while the surveillance signal is a full DVB-T signal with AWGN added and (possibly) a full DVB-T target signal. The pedestal floor is taken to be the average value over the entire ambiguity function. For the simulations considering quantization effects, the quantization is performed by At an SNR of 50 dB, the pedestal floor reaches the noisefree limit (at this particular CPI). Figure 8 : Pedestal floor versus quantization bits, Q, with SNR 50 dB. At 9 bits of quantization, the pedestal has almost reached the noise-free, non-quantized limit. 8 bits of quantization is within 2 dB of the limit.
rounding the real and imaginary parts of the signal to the nearest quantization level (one of 2 Q levels). Figure 7 shows the impact of noise in the reference and surveillance channels on the pedestal floor of the ambiguity function. The plot shows the average power of the pedestal floor as a function of SNR. Here, the SNR is the same in both the reference and surveillance channels. Not surprisingly, the pedestal drops with increasing SNR and flattens out around 40 dB. At an SNR of 50 dB, the pedestal has reached the noise-free limit. Figure 8 shows the pedestal floor as a function of the quantization level, Q, with noise added to both the reference and surveillance channels at 50 dB SNR. The point at Q = 11 represents the limit in precision attainable with double-precision data (typically Q=64). We see that more than 8 or 9 bits of quantization provides minimal gain in terms of the pedestal floor of the ambiguity function. Figure 9 : Output of range-Doppler processing. The larger peak drops off sharply with fewer than 8 bits of quantization. The target also drops and has the effect of reducing the probability of detection. Figure 9 shows the power of the DPI peak (0-delay, 0-Doppler) and the power of a target inserted into the surveillance channel. The reference channel includes noise at 50 dB SNR, and the surveillance channel includes noise at 0 dB SNR for the DPI. The target is added at an SNR of −46 dB (i.e. 46 dB below the DPI, in line with Table 2 ). The power of the DPI and target are shown. The point marked Q = 11 is actually the maximum attainable precision (using double-precision data) and is included here to represent the ideal situation. The DPI peaks at 59.2 dB as expected while the target peaks at 11.2 dB, slightly below the expected power of 13 dB. This is most likely due to spreading of the target peak, particularly in Doppler. The target power drops to roughly 6 dB at 6 bits of quantization, reducing the probability of detection at this level of quantization.
Conclusion
In this paper we considered the impact of analog-to-digital converter (ADC) quantization on system performance for realistic passive radar signal processing. This was done via an investigation of the dynamic range requirements for a passive radar system. We evaluated these requirements for a practical system and a hypothetical target scenario and verified our expectations through system simulation for varying quantization levels. Preliminary results indicate that an ADC with at least 9 effective bits is required in order to minimize symbol error rates and 10 effective bits to detect the target using cross-correlation processing gain with minimal performance loss. In practice additional effective bits would likely be employed to ensure saturation conditions are avoided and to sample more of the noise.
