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ABSTRACT

Systems Engineering involves the development or improvement of a system or
process from effective need to a final value-added solution. Rapid advances in technology
have led to development of sophisticated and complex sensor-enabled, remote, and highly
networked cyber-technical systems. These complex modern systems present several
challenges for systems engineers including: increased complexity associated with
integration and emergent behavior, multiple and competing design metrics, and an
expansive design parameter solution space. This research extends the existing knowledge
base on multi-objective system design through the creation of a framework to explore and
analyze system design alternatives employing computational intelligence. The first
research contribution is a hybrid fuzzy-EA model that facilitates the exploration and
analysis of possible SoS configurations. The second contribution is a hybrid neural
network-EA in which the EA explores, analyzes, and evolves the neural network
architecture and weights. The third contribution is a multi-objective EA that examines
potential installation (i.e. system) infrastructure repair strategies. The final contribution is
the introduction of a hierarchical multi-objective evolutionary algorithm (MOEA)
framework with a feedback mechanism to evolve and simultaneously evaluate competing
subsystem and system level performance objectives. Systems architects and engineers can
utilize the frameworks and approaches developed in this research to more efficiently
explore and analyze complex system design alternatives.
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1. INTRODUCTION

The research contribution of this work presents a framework to efficiently explore
and analyze system design alternatives by leveraging computational intelligence. Systems
Engineering involves the development or improvement of a system or process from
effective need to a final value-added solution. Rapid advances in technology have led to
development of sophisticated and complex sensor-enabled, remote, and highly networked
cyber-technical systems. These complex modern systems present several challenges for
systems engineers including: increased complexity associated with integration and
emergent behavior, multiple and competing design metrics, and an expansive design
parameter solution space. This framework specifically addresses the challenges of multiple
competing design metrics and large design parameter space.
Complex systems are characterized by a massive number of hardware and software
components, layers of subsystems with multiple non-linear interconnections, and emergent
behaviors. Examples of the complexity of modern systems are the F35 Joint Strike Fighter,
which requires approximately 5.7 million lines of code to control its onboard systems and
the Ford F150 pickup, which requires 100 million lines of code (Charette, 2009). This
large number of components and their complex interactions can lead to emergent
behaviors; behaviors that are not attributed to any individual component or interface but
are global outcomes of interactions between components or interfaces. The relationship
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between components, interfaces, and the associated emergent behaviors is typically nonlinear and must be analyzed at the system level. Systems architects and engineers must
carefully explore all potential interface combinations and the resulting emergent behavior.
During system architecture and design, multiple, often competing, layers of
performance metrics have to be simultaneously analyzed and balanced. Measure of
Effectiveness (MOE) describe the operational level performance related to the mission or
ConOp while Measures of Performance (MOP) measure functional or physical attributes
that relate to operational performance. Technical performance measures (TPM) describe
critical attributes of system elements (Shortell, 2015). A system may have dozens of design
metrics, and it is common for MOE, MOP, and TPMs to conflict. As an example, a combat
vehicle may have two MOE: Survivability and Lethality. To increase survivability and
lethality of a physical military system typically requires improved weapon systems and
armor (Figure 1.1). Both design modifications will increase overall system weight, which
in turn decreases both vehicle range and speed negatively impacting survivability. At the
component level, trade-offs must be made amongst various design parameters to balance
achievement of the MOE, MOP, and TPMs. Changes to increase survivability necessitate
a modified suspension, larger engine, more fuel storage capacity, and modified ammunition
storage. Adjustment of one design parameter impacts the design of other components at
the micro level but these changes also influence design behavior at the all levels of design.
Modern systems have very large solution design spaces. A system that consists of 100
elements, each with 10 possible parameter settings will have 10

possible parameter

combinations within the solution space. Additionally, assuming each of these elements
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could potentially interface with each other component, there are an additional 9900
interface combinations within the solution space. These large system design problems
require methods that can rapidly and efficiently search this vast solution space.

Figure 1.1. Competing MOE (lethality versus survivability).

Due to the vast, complex solution space and competing design metrics commonly
associated with current system design, system and design engineers have shifted from exact
methods to computational intelligence (CI) techniques.

CI techniques include neural

networks, evolutionary algorithms, evolutionary programming, fuzzy systems, and
artificial life (Konar, 2006).

Evolutionary algorithms have been applied to a variety of

problem domains due to their ability to rapidly and efficiently search large solution spaces.
The next section discusses the research that has been done in the literature
pertaining to evolutionary algorithms, multi-objective evolutionary algorithms, and NK
Landscapes.
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1.1. EVOLUTIONARY ALGORITHMS
Evolutionary algorithms (EA) are a biologically inspired non-gradient optimization
technique that allows the rapid and efficient exploration of vast solution space (Goldberg,
1989).

The advantages of EAs are that they work well for objective functions that are

noisy or not smooth, avoid being trapped in local optimal solutions, can search multiple
points in the solution space simultaneously, and can accommodate very large numbers of
objective parameters and decision variables. EAs carefully balance exploitation versus
exploration. In exploitation, EAs attempt to identify and utilize elements of high quality
solutions to generate even higher quality solutions. While in exploration EAs attempt to
methodically and intelligently search the solution space, carefully avoiding getting trapped
in a local minima or maxima. Major components of an EA are a population of potential
solutions (represented as chromosomes), mechanisms to select, mate, and exchange
portions of solutions with each other, and a means to evaluate solution fitness.
Evolutionary algorithms have been successfully applied to multiple problem domains
including scheduling, advanced transportation and routing, material selection, architecture
selection and system design (Diaz-Dorado, et al, 2002; Ishibuchi and Murata, 1998;
Kirstukas, et al, 2005, Konak, et al, 2006, Zeidler, et al, 2001). EAs require a representation
scheme, a starting collection of possible solutions, a mechanism to translate the
representation into solution fitness or value, a strategy for determining which solutions to
pair or mate, a method for recombining solutions, and a scheme for inserting offspring or
eliminating bad solutions.

5
The general mechanics of an EA are highlighted in Figure 1.2. An EA begins with
an initial population. Next, the fitness of the population members is calculated. Using the
appropriate mating selection scheme, a mating pool is then formed. Crossover and
mutation are then applied to exchange genetic material between paired mates. The fitness
of the resulting population, post-recombination, is calculated. If the termination criteria is
met, the algorithm ceases and outputs the results or continues until the termination criteria
is met. Common termination criteria are a predetermined number of generations, a fitness
threshold, or lack of improvement over an established number of generations.

Figure 1.2. Evolutionary algorithm process.
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1.2. MULTI-OBJECTIVE EVOLUTIONARY ALGORITHMS
Most real world problems have multiple objectives which often conflict. There is
typically no single solution that minimizes or maximizes all objectives and therefore, a set
of tradeoff solutions or Pareto optimal solutions are produced. This gives the design or
systems engineer a collection of high quality, non-dominated solutions to examine. Multiobjective EAs (MOEA) are a special category of EA that accommodate multiple objectives.
Several literature sources summarize, classify, and critique various MOEA (Murata and
Ishibuchi,1995; Coello,2006; Konak, 2006). MOEA approaches accommodate multiple
objectives and can generally be categorized as pareto dominance based, indicator based, or
decomposition methods. This research employs a pareto-based MOEA to assist in design
exploration and analysis.

1.3. PARETO DOMINANCE BASED MOEA
Pareto dominance based MOEA approaches utilize various dominance measures as
a means to evaluate solution fitness and guide exploration of the solution space. Pareto
optimality excludes from consideration all alternatives or solutions that provide no
additional value over other solutions. A vector of decision variables
optimal if there does not exist another
all i = 1,….,k and

∗

∈

such that

∗

∈

is Pareto

such that

∗

for

for at least one j.

As an example, assume there are two competing objectives associated with
developing a neural network–maximize accuracy and minimize complexity as depicted in
Figure 1.3. Solutions A, B, and C are pareto-efficient. An increase in complexity is
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Max y2
A

B

Accuracy

D
E

F

G

C
H

Complexity

y1

Min

Figure 1.3. Pareto-Optimality.

accompanied by an increase in accuracy. Solutions D, E, F, G, and H are dominated and
pareto inefficient because there are solutions (A,B,C) that provide better accuracy with less
complexity. Pareto-based MOEA attempt to simultaneously move solutions toward the
pareto front as well as increase the spread or diversity of the solutions along the front as
highlighted in Figure 1.4.
A primary advantage of the pareto-based approach is the generation of a collection
of near pareto optimal, non-dominated solutions which allow decision makers to examine
and compare the cost vs. benefits of solutions within the non-dominated solution set.
Three current, commonly benchmarked, pareto-based MOEA are Non-Dominated Sorting
Genetic Algorithm (NSGAII), Pareto Envelope based Sorting Algorithm (PESA), and
Strength Pareto Evolutionary Algorithm (SPEA2) (Deb, 2000; Corne, 2000; Zitzler, 2001).
The primary differences between these pareto-based approaches are their fitness
assignment scheme, diversity mechanism, and use of an external archive. NSGAII clusters
solutions into pareto fronts and assigns fitness based upon what front the front the solution
belongs to. Crowding distance is used as a means to maintain solution diversity within the
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Minimize Distance to Pareto Optimal

Max y2

A

B

Accuracy

Maximize Diversity

C

Complexity

y1

Min

Figure 1.4. Pareto-based MOEA operating principle.

population. NSGAII does not maintain an external archive of solutions [Deb, 2000]. PESA
utilizes a hyper-grid scheme, evaluating the number of solutions within a particular grid,
to control selection and solution diversity. PESA maintains an external archive to preserve
non-dominated solutions (Corne, 2000). SPEA2 utilizes count and strength dominance
measures to evaluate solution fitness. Count is reflected in a strength (S) score that
indicates the number of solutions a particular solution dominates. Rank is the total number
of solutions that dominate a particular solution and the sum of their strength scores. SPEA2
utilizes a nearest neighbor density estimate to fine tune fitness and truncate excess nondominated solutions. Zitzler et al. compare the performance of SPEA2 against NSGAII
and PESA across a suite of problems with extremely positive results (Zitzler, 2001). In
this research, the SPEA2 algorithm is used in a hybrid neural network application and an
infrastructure repair problem.
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1.4. NK LANDSCAPE
A previously noted challenge of modeling and architecting complex systems
involves examining all possible interactions and their resulting emergent behavior.
Kaufmann and Weinberger developed the concept of NK fitness landscapes to model
evolutionary dynamics (Kaufmann, 1989). In their model, N represents the number of
genes and K represents the number of interactions between genes. By manipulating these
two parameters, the fitness landscape can be adjusted. The fitness landscape becomes more
rugged as K increases. NK landscapes have been shown to be useful in the evaluation of
the performance of evolutionary algorithms and other solution search strategies (Jones,
1995; Manukyan, 2015). In this research we apply an NK-like concept to represent the
interaction amongst system design objectives. N represents the number of system design
objectives and K represents the interactions between objectives. This scheme allows
variation in the number of objectives and their interactions as well as simulate the emergent
behavior which allows examination of the correlation between the proposed methodology
performance and fitness landscape complexity.

1.5. RESEARCH OBJECTIVES AND CONTRIBUTIONS
The goal of this research is to develop a methodology to more efficiently explore
and analyze the complex system design space. The four contributions from the research are
as highlighted in Table 1.1 and discussed below.
Paper I: A fuzzy-genetic algorithm is used to explore and analyze a system of
systems problem of interest to the Department of Defense (DoD) – non-line of sight
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Table 1.1. Research topics, domains, and contributions.
Paper
A Fuzzy Genetic
Algorithm
Approach to
Generate and
Assess MetaArchitectures for
Non-Line of Site
Fires Battlefield
Capability
Multi-objective
evolutionary
neural network to
predict graduation
success at the
United States
Military Academy
A Pareto Based
Multi-Objective
Evolutionary
Algorithm
Approach to
Military
Installation Rail
Infrastructure
Investment
A Hierarchical
Multi-Objective
Evolutionary
Algorithm
Framework to
Evolve Complex
System Design

Topic Area

Type

System
Architecture
Design

Hybrid
Evolutionary
Algorithm

Neural
Network
Architecture
Design

Hybrid
Multiobjective
Evolutionary
Algorithm

Multiobjective
Solution
Design

Multiobjective
Evolutionary
Algorithm

Multiobjective
System
Design

Hierarchical
MOEA with
Feedback

Domain

Research Contribution

Defense

Rapid generation and
exploration of SoS
architectures.

Higher
Education

Use of a Multi-objective
EA to evolve an
architecture

Defense

System
Design

Identify more efficient
infrastructure repair
solutions considering
multiple objectives

Novel arrangement of
MOEA that achieve
more efficient search of
multi-objective design
space with increased
speed

lethal fires. This hybrid method explores the integration of various sensors, command and
control (C2), and shooter capabilities and their interfaces to provide non-line of sight fires
on the battlefield. This model can be used to identify the best SoS configuration, given
participating systems.

11
Paper II: The methodology developed in this paper utilizes a multi-objective EA to
explore and analyze neural network (i.e. system) architectures and weights. The specific
application is the classification of West Point applicant potential to compete the program
utilizing a neural network with a MOEA evolving the neural network architecture. This
methodology helps by automating, and therefore, increasing the speed and efficiency of
exploring possible neural network or system architectures.
Paper III: The research objective was to improve the current methodology of
making installation rail infrastructure repair decisions. A pareto-based, multi-objective EA
technique was used to explore and analyze railyard repair strategies while balancing cost
versus rail system condition. The methodology provides a collection of pareto efficient
solutions that are superior to the current methodology while also exploring additional repair
options not previously considered.
Paper IV: The research objective was to examine if a hierarchical arrangement of
MOEA, with a feedback mechanism could more quickly generate higher quality system
designs over varying complexity in fitness landscapes. This methodology and framework
generate higher quality solutions at varying factors of complexity, as measured by two and
eight dimensional hypervolume, with less computation time. This work presents a novel
approach to confronting many-objective system design problems utilizing a multiobjective approach that artificially separates a system, arranges a collection of multiobjective evolutionary algorithm (MOEA) in a hierarchical framework, and incorporates a
system to subsystem feedback mechanism.
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The methodologies developed in this research can be used by systems engineers
and system architects to efficiently explore and analyze complex system design space. The
pareto-based, multi-objective approach facilitates simultaneous examination of all
performance objectives of interest; a common requirement in SoS or complex system
design.

In each application presented, a collection of pareto-efficient solutions is

generated, giving decision makers increased flexibility and the ability to conduct trade
space analysis. The four MOEA-based applications achieve higher quality solutions to
the alternative solution methods against which they were compared.
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PAPER

I. A FUZZY GENETIC ALGORITHM APPROACH TO GENERATE AND ASSESS
META-ARCHITECTURES FOR NON-LINE OF SITE FIRES BATTLEFIELD
CAPABILITY

Gene Lesinskia, Steven Cornsb, Cihan Daglib
a

b

United States Military Academy, West Point, NY 10996, USA
Missouri University of Science and Technology, Rolla, MO 10996, USA

CHAPTER SUMMARY

This paper presents a fuzzy genetic algorithm approach to generate, assess, and
select a System of Systems (SoS) meta-architecture through coupled executable models. A
type-1 fuzzy assessor is used to transform crisp performance attribute inputs into a metaarchitecture assessment for use as part of the fitness function of a genetic algorithm. This
algorithm is applied to the generation, assessment, and selection of a meta-architecture for
a hypothetical lethal, non-line of sight fires SoS for which the key performance attributes
are affordability, flexibility, performance, robustness, and reliability. Combinations of
existing systems that have nonlinear interactions are assessed and compared to the United
States Military Future Combat System. Results show that this approach produces
architectures that provide the same performance without requiring the purchase of any new
systems, potentially saving billions of dollars.
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1. INTRODUCTION

As Department of Defense (DoD) budgets continue to decline, developers look for
innovative ways to deliver new capabilities without purchasing another new, stand-alone
system. One of the solutions currently being examined is the integration of different legacy
systems into a System of Systems (SoS) in order to provide a previously unrealized
capability. This can realize cost savings, but an important practical design challenge with
this solution involves searching the vast solution space of potential participating systems
and interfaces to generate candidate solutions (referred to as meta-architectures).
Additionally, the effectiveness of each meta-architecture must be simultaneously assessed
relative to the governing SoS key performance attributes (KPA). These KPA are particularly
“fuzzy” and qualitative in early architecture development which presents a need for a
logical, and repeatable SoS assessment methodology. Ultimately, an optimal SoS metaarchitecture is selected used as the basis for negotiation with individual system program.
There are numerous assets and technologies on the modern battlefield, each with
unique capabilities and operating characteristics. There are systems designed to detect
enemy targets, send target information, process and deconflict target information, and
engage targets. However, not all of these systems are integrated and each operates under the
management of different program managers. For example, systems that are designed to
engage enemy targets (i.e. multiple launch rocket system, Paladin, howitzers, or mortars)
do not have the capability to detect non-line of sight targets or process/deconflict and task
other “shooters.” The potential exists to integrate these different legacy systems into a SoS
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in order to provide a previously unrealized capability. Fundamental challenges related to
designing a SoS range from political/ organizational to practical. An important practical
design challenge involves searching the vast solution space of potential participating
systems and interfaces to generate candidate meta-architectures. Additionally, the
effectiveness of each meta-architecture must be assessed relative to the governing SoS key
performance attributes.
Systems of Systems are typically classified into four general categories: Virtual,
Acknowledged, Collaborated, or Directed. The primary distinction amongst categories lies
in the level of SoS manager control over participating systems and SoS structural
complexity (Dahmann , 2013). The SoS of interest in this research is an Acknowledged SoS
that provides lethal, non-line of sight fires on the battlefield. Participating systems within
an Acknowledged SoS retain their individual authority, funding, control, and are not
subordinated to the overall SoS. Acknowledged SoS design involves several unique
management challenges that Dahmann terms “pain points” (Dahmann , 2013). First,
because the individual systems retain control and authority of their systems, participation in
the SoS is negotiated between the SoS manager and each system manager. Second,
individual systems have their own program priorities and funding. Modifying an existing
legacy to interface with others as a participating system within a SoS is not a program
priority and is therefore unfunded. Third, each system is at a different point within its
lifecycle, with potentially different technologies and technology maturity than other
systems, and has a unique upgrade or modification schedule. Beyond the Acknowledged
SoS management challenges are important design challenges for the SoS developer. A SoS

16
developer faces the combinatorically complex task of searching a vast solution space of
candidate SoS meta-architectures comprised of potential participating systems and
interfaces. Additionally, the SoS developer must simultaneously assess the effectiveness of
each generated meta-architecture relative to the governing SoS key performance attributes
to find the optimal SoS architecture. This optimal SoS meta-architecture is used by the SoS
manager as the starting SoS solution entering negotiation.
Two new non-line of sight (NLOS) indirect fire systems, the XM1203 NLOS
cannon and the XM1204 NLOS mortar, were proposed as part of the recently cancelled
Future Combat System (FCS). The XM1203 was a mobile 155 mm cannon with networked,
extended-range targeting, and precision attack of point and area targets capability. The
XM1204 was a turreted, self-propelled mortar vehicle capable of firing at targets outside
of the crew's line of sight. These systems were intended to be integrated with the FCS
command,

control,

communications,

computers,

intelligence,

reconnaissance (C4ISR) network (Global Security.Org).

surveillance

and

In light of these cancelled

programs and continued declining DoD budgets, capability developers must look for
innovative ways to deliver new capabilities without purchasing new, stand-alone systems.
The Army has numerous legacy systems that could be integrated to form an SoS to provide
the lethal, non-line of sight fires capability as intended by FCS. Because of the specific and
unique nature of the problem addressed in this research, there is a lack of studies and
analysis for which to compare results on an equal footing. The closest related analysis is a
Rand study which formulated a mathematical model to quantify the effects of internetting
fires (Pernin and Moore, 2005). This analysis focused primarily on effects without
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considering architecture, interfaces, or costs. In this research we utilize a collection of 15
legacy systems coupled with a fuzzy genetic algorithm (GA) approach to generate, assess,
and select an optimal meta-architecture for a hypothetical lethal, non-line of sight fires SoS.

2. BACKGROUND

Numerous techniques have been presented in the literature to effectively generate
architecture alternatives across the vast design solution space. Acheson, Dagli, and KilicayErgin utilize agent based modeling to iteratively develop an acknowledged SoS and its
potential member systems (Acheson, et al., 2013). Genetic algorithms have been used to
represent and explore SoS architecture design alternatives. Architecture functions,
components, and interfaces are encoded as a binary string with various operators applied
to facilitate the search of the solution space. Haris and Dagli employ a GA to generate
architecture alternatives and fuzzy associative memory to assess architecture
effectiveness/suitability (Haris and Dagli, 2011). Pape combines the use of a Genetic
Algorithm representation of SoS architectures with a Fuzzy SoS evaluation. Possible SoS
meta-architectures are depicted by a chromosome consisting of a system’s participation
and its interfaces with other systems. Appropriate mathematical equations are derived to
evaluate each attribute. Membership functions, accompanied by a classification rubric, are
developed to map attribute scores to the fuzzy categories of: unacceptable, marginal,
acceptable, and exceeds (Pape, et al., 2013). Singh and Dagli present an evolutionary
algorithm architecture design space search coupled with a fuzzy architecture assessment
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(Singh and Dagli, 2010). They decompose the Architecture Quality Attributes into a tree
of sub-attributes with the lowest level representing a unique architecture strategy.
Combinations of architecture strategies are generated then evaluated by a fuzzy
assessment. The overall architecture rating is calculated by inputting each architecture
attribute score and cost score into a fuzzy inference system which maps these inputs to an
associated architecture acceptability rating.
Researchers have also focused significant effort on the development of architecture
assessment methodologies. Kazman, Klein, and Clements present a methodology to assess
the consequences of architectural decisions on quality attribute software requirements
(Kazman, et al., 2000). Fundamental components of the methodology are stakeholder
elicitation of scenarios which are categorized as: use cases (typical use), growth
(anticipated changes), and exploratory (stresses) in addition to quality attribute
characterization. Outputs of the Architecture Tradeoff Analysis Method (ATAM) approach
include risk identification, sensitivity analysis, and trade-off identification. Giammarco
utilizes conceptual model data to assess domain-independent architecture by using patterns
to identify both desirable and undesirable architecture patterns within the architecture
(Giammarco, 2014). Observations are used to generate a series of domain-independent
axioms that can be used to assess architecture alternatives. Elias and Jain identify common
architecture attributes across numerous domains to aid in architecture assessment (Elias
and Jain, 2010). Selva and Crawley present a rule based architecture assessment method –
Value Assessment of System Architectures (VASSAR) (Selva and Crawley, 2013). A
fundamental characteristic of their approach is to compute the capability (function and
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performance) provided by an architecture and comparing it to the stakeholder
requirements. The output of VASSAR is a fuzzy number representing the architecture
ability to satisfy stakeholder requirements as well as an explanation of the rating via
contextual comments. Purewal, Yang, and Grigg present a framework for assessing
architectures of embedded systems utilizing a multi-criteria decision making (MCDM)
approach that employs Evidential Reasoning (ER) (Purewal, et al., 2009). Dojutrek, Labi,
and Dietz use a fuzzy approach to assess transportation infrastructure security (Dojutrek,
et al., 2015). Overall security assessment is formulated as a function of three major factors:
Threat Likelihood, Infrastructure Resilience, and Consequence. Each fuzzy Factor score is
input into a fuzzy security rating system which resulted in an overall security rating.
The two approaches that are combined in this research are similar to Pape (Pape,
2013) and Agarwal’s combination of genetic algorithms (GA) and fuzzy assessment
(Agarwal, et al., 2015). The main differentiation from these works is the use of fitnessproportionate selection. Genetic algorithms are a biologically inspired non-gradient
descent optimization technique that allows the rapid and efficient exploration of vast
solution space (Whitley, et al., 1996). The advantages of GAs are that they work well for
objective functions that are noisy or not smooth, can avoid being trapped in local optima,
can search multiple points in the solution space simultaneously, and can accommodate very
large numbers of objective parameters and decision variables. A fuzzy approach was used
as the KPAs that describe SoS effectiveness are “fuzzy” linguistic terms like flexibility,
robustness, etc. Fuzzy systems utilize fuzzy set theory to map inputs to outputs (Mendel,
1995). The fundamental processes that compose a fuzzy assessment system are
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fuzzification, aggregation, and defuzzification. Fuzzification transforms crisp inputs to
linguistic membership functions over a range of discourse. Aggregation utilizes a set of
user created fuzzy rules to combine logically combine membership functions over several
input variables. Defuzzification maps the combined membership function results to an
output membership function and then GA is embedded with a type-1 fuzzy assessor that
transforms crisp KPA inputs into a crisp meta-architecture GA.

3. METHODOLOGY

This paper presents a fuzzy genetic algorithm (GA) approach to generate, assess,
and select an optimal SoS meta-architecture. A genetic algorithm is used with a type-1
fuzzy assessor as part of its fitness evaluation, yielding crisp meta-architecture assessments
indicating the strength of the overall SoS architecture. Figure 1 highlights an IDEF0
(Blanchard and Fabrycky, 2005) which depicts the inputs (left side), controls (top),
mechanisms (bottom), and outputs (right) required to generate, assess, and identify an
optimal meta-architecture. The key required inputs are the potential participating systems,
their key characteristics, the capabilities each system provides, the possible interfaces, and
the SoS KPAs. Table 1 highlights the potential participating systems and the capabilities
provided by each. The supporting capabilities required of the lethal, non-line of sight fires
SoS are: the capability to detect and observe targets, the capability to send target
information, process target information, send target information to shooters, and engage
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Figure 1. IDEF0 of Generate, Assess, and Identify Optimal SoS Meta-Architecture.

Table 1. Potential Participating Systems and Capabilities Provided.

targets with lethal effects. There are 15 potential participating systems and 5 required
capabilities with some systems providing multiple capabilities. All 15 systems have the
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potential to interface with all other systems resulting in a 15 x 15 interface matrix of all
ones. The characteristics of interest for each system include: cost (cost to upgrade the
interface and system operation and maintenance cost), detection performance (coverage
area and detection accuracy), target send performance (transmit time and multiple target
processing), process targets and task shooters (process and send performance), and engage
targets (range, firepower, and response time).
KPAs are generated in close concert between the SoS manager and developer and
are fundamental in assessing the effectiveness of the SoS meta-architecture. The KPAs for
the lethal, non-line of sight fires SoS are illustrated and defined in Figure 2.
The genetic algorithm encodes the SoS as a binary sting of length 120. The first 15
bits represent the systems and that final 105 bits represent the SoS interfaces. Figure 3
illustrates the SoS representation scheme. We utilize a population size of 100, fitnessproportionate selection, single point crossover with a probability of .9, simple bit flip
mutation with a probability of .01, and terminate the algorithm after 500 generations.
Fitness-proportionate selection (Whitley, et al., 1996) was utilized because it has been
found to be better for use in diversity control (Bryden, et al., 2006). Figure 4 highlights
the GA operational parameters in addition to the algorithm sequence.
A critical component of the proposed methodology is a set of equations that
translate meta-architectures (systems, characteristics, capabilities, and interfaces) into crisp
KPAs values. These KPA values are inputs to the fuzzy assessment system. Equations 1-5
highlight these key translations.
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As meta-architectures are generated, there may be cases where there may be an
infeasible architecture. This may occur if a capability is not provided by the SoS or if there
is an interface to a non-included system. There are three potential ways to account for

Figure 2. Lethal, Non-Line of Sight Fires SoS KPAs.
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Figure 3. Chromosome Representation.

infeasible architectures: delete the architecture, transform the infeasible architecture into a
feasible one, and apply a penalty function to infeasible architecture fitness scores. All three
techniques are applied in this research. Note the reliability equation (Equation 5) will
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assign a reliability score of zero if a capability is not provided. If a system is not represented
and an interface to that system is present a penalty function is applied. Lastly, since the
fusion center must be in the SoS, the algorithm presented later forces this condition.
With a system that can translate architectures into crisp KPA values, we now focus
on a Fuzzy Inference System (FIS). The FIS is a key component of the genetic algorithm
that searches for and identifies the optimal architecture. The FIS is a key component of the
genetic algorithm that searches for and identifies the optimal architecture. The FIS consists
of five input membership functions (triangular), a set of fuzzy rules (3800), a
defuzzification process (centroid), and an output membership function (triangular). Figure
4 highlights the key components of the FIS and shows the relationship between the FIS and
the GA.

Figure 4. Fuzzy inference system and genetic algorithm.
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4. RESULTS AND CONCLUSIONS

This paper presents a fuzzy GA approach to generate, assess, and select an optimal
SoS meta-architecture from 15 legacy systems to provide lethal, non-line of sight fires
capability. A GA is embedded with a type-1 fuzzy assessor that transforms crisp KPA
inputs into a crisp meta-architecture assessment that characterizes the fitness function for
the GA. The methodology is domain independent and can be coupled with executable
models linked to scenarios. The proposed methodology is applied to the generation,
assessment, and selection of an optimal meta-architecture for a lethal, non-line of sight
fires SoS for which the key performance attributes are affordability, flexibility,
performance, robustness, and reliability. The approach provides an innovative way to
deliver a new capability without purchasing another new, stand-alone system.

Affordability = 1.98 (0-3.5)
Flexibility = .867 (0-1)
Performance = 1.07(0-1.5)
Robustness = .6 (0-1)
Reliability = .98 (0-1)
SOS Assessment = .96 (0-1)

Figure 6. Final algorithm meta-architecture and KPA results.
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As Figure 6 highlights, the howitzer and mortar systems are the only two systems
not included in the optimal SoS meta-architecture. This distinction makes sense as the
mortar and howitzer are the lowest firepower, slowest response time, engagement options.
The cancelled FCS program was estimated to cost $160 B and included two new artillery
systems, the XM1203 NLOS Cannon and XM1204 NLOS Mortar. These new indirect fire
systems provided new capabilities but at a cost of 5-10 times that of legacy systems. Using
the presented technique, it is possible to identify how to modify and integrate various
legacy systems to create a SoS that provides a new desired capability. In this research we
present a methodology to generate, assess, and select an optimal SoS meta-architecture by
modifying and integrating legacy systems to provide lethal, non-line of sight fires
capability. The selected SoS meta-architecture delivers this new capability with the
potential to save significant procurement funding. The methodology presented is easily
transferrable to other application areas, desired capabilities or proposed SoS. The use of
fitness-proportionate selection allows for the use of passive on-line diversity control
techniques (Bryden, et al., 2006). This has been used to create a classification vector to
provide similarity metrics between different problems. Using these diversity control
techniques, this non-line of sight fires SoS can be compared to the SoS analyzed by Pape
and Agerwal to determine the importance of diversity for these different engineered
systems (Pape, 2013; Agarwal, et al., 2015).
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CHAPTER SUMMARY

This paper presents an evolutionary neural network approach to classify student
graduation status based upon selected academic, demographic, and other indicators. A
pareto-based, multi-objective evolutionary algorithm utilizing the Strength Pareto
Evolutionary Algorithm (SPEA2) fitness evaluation scheme simultaneously evolves
connection weights and identifies the neural network topology using network complexity
and classification accuracy as objective functions. A combined vector-matrix
representation scheme and differential evolution recombination operators are employed.
The model is trained, tested, and validated using 5100 student samples with data compiled
from admissions records and institutional research databases. The inputs to the evolutionary
neural network model are used to classify students as: graduates, late graduates, or nongraduates. Results of the hybrid method show higher mean classification rates (88%) than
the current methodology (80%) with a potential savings of $130M. Additionally, the
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proposed method is more efficient in that a less complex neural network topology is
identified by the algorithm.

Keywords: Evolutionary Algorithms, Neural network; Multi-objective Evolutionary
Algorithms; enrollment management; student retention

1. INTRODUCTION

All colleges and universities are concerned with student graduation rates and
retention. These data are typically used by organizations like Forbes and US News and
World Report as proxy indicators of school quality which indirectly impact the institution’s
bottom line. Graduation and retention rates are particularly important at the United States
Military Academy where a retention loss is ultimately a loss to Army officer end strength.
Each year, more than 15,000 candidates, from all 50 states, apply for admission to West
Point. Approximately 1,200 applicants are accepted each year and receive the equivalent
of a four year full scholarship with a Government Accounting Office (GAO) estimated
value of $327,000 (GOA, 2003). Significant effort is applied to graduate a majority of
students within four years to satisfy Army officer manning requirements. Recently there
has been a spike in the number of first term course failures for entering freshmen at West
Point. This has generated interest in reexamining the decision criteria and models that
inform admissions decisions.

Given the magnitude of commitment associated with

admission and the emphasis on four year completion, it is important to closely examine and
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periodically revalidate the criteria used to make these important admission decisions.
Accurately modeling graduation success can ultimately improve graduation rates, increase
student retention, reduce late graduation, and reduce first-term course failures. An accurate
prediction model can both inform admission decisions as well as identify students requiring
remediation. In this research a pareto-based, multi-objective evolutionary algorithm,
utilizing the Strength Pareto Evolutionary Algorithm (SPEA2) fitness evaluation scheme
simultaneously evolves connection weights and identifies the neural network topology
using network complexity and classification accuracy as objectives (Laumanns, 2001). The
methodology utilizes nine selected input variables to model and classify student graduation
status to inform admission decisions and identify opportunities for required remediation.

1.1. RELATED RESEARCH
In studies of college graduation success, vast amounts of research are focused on
identification of significant predictor variables/factors as well as different mathematical
models utilizing these factors to predict successful completion of college. There are
numerous studies in the literature regarding factors that may predict successful college
graduation. These factors are generally divided into pre-admission and post-admissions
considerations. Pre-admissions factors can be further categorized as academic and nonacademic. Academic pre-admission factors often include, high school rank, high school
grade point average, and standardized test scores. Social economic status (SES), parental
education, faculty references, and high school extra-curricular involvement are common
non-academic factors. Mathematical modeling approaches include regression, Bayesian
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belief networks, discriminant analysis, support vector machines, and neural networks
among numerous others. Most recently, evolutionary algorithms have been applied to
similar problems.
1.1.1. Graduation Prediction Factors.

Burton and Ramist found that the best

combination of SAT scores to be the best predictor of graduation success (Burton and
Ramist, 2001). Geiser and Santelices conclude that high school GPA was not only the best
predictor of first year grades but also for degree completion (Geiser and Santelices, 2007).
Niu and Tienda argue that another measure of high school achievement, high school rank,
is a better predictor of college performance than standardized test scores (Niu and Tienda,
2009). Black, et al. found a significant correlation between high school quality and student
success at college and believe that high school achievement should be adjusted relative to
high school quality (Black, et al., 2015). Some examined non-academic indicators of
college success include social economic status (SES), parental education, faculty
references, and high school extra-curricular involvement. Several sources note the strong
correlation between parental level of education and the propensity to attend college.
Additionally, Nelson identified a significant relationship between parental education and
student college success (Nelson, 2009). Willingham identified faculty references and high
school activity involvement as two significant non-academic indicators of college success
(Willingham, 1985). In this research, high school rank in conjunction quality, SAT scores,
parental education, high school faculty assessments, candidate activity scores, and time
since high school are used as factors to predict college graduation success.
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1.1.2. Graduation Prediction Models. Within the literature there are also a wide
variety of modeling approaches applied to prediction of college graduation. Bowen and
Bok utilized a logistic regression model to predict graduation within six years using gender,
ethnic group, SES, selectivity of the college, SAT scores and high school records as
predictive factors (Bowen and Bok, 1998). Kanarek achieved successful results using
discriminant function analyses to classify students into graduates and non-graduates with a
combination of pre-admission and post-admission factors (Kanarek, 1989). Yingkuachat
used Bayesian belief networks to determine important college graduation success prediction
variables with resulting high prediction accuracy (Yingkuachat, et al., 2007). Karimi
utilized a hybrid decision tree and cluster analysis model to identify at-risk college students
(Karimi, et al., 2013). Barker, Trafalis, and Rhoads use neural networks and support vector
machines to classifying successful student graduation rates at a 4-year institution utilizing
student demographic, academic, and attitudinal information (Barker, et al., 2004). Lesinski
employed a multi-layer feedforward neural network with backpropagation learning to
predict graduation success at the United States Military Academy (Lesinski, et al., 2016).

1.2. EVOLUTIONARY ALGORITHMS AND MULTI-OBJECTIVE
EVOLUTIONARY ALGORITHMS
Evolutionary algorithms (EA) are a biologically inspired non-gradient optimization
technique that allows the rapid and efficient exploration of vast solution space (Whitley,
1986) and have been successfully applied to multiple problem domains (Murata and
Ishibuchi, 1995). Major components of an EA are a population of potential solutions
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(chromosomes), mechanisms to select, mate, and exchange portions of solutions with each
other, and a means to evaluate solution fitness. The advantages of EA use are that they
work well for objective functions that are noisy or not smooth, avoid being trapped in local
optimal solutions, can search multiple points in the solution space simultaneously, and can
accommodate very large numbers of objective parameters and decision variables. Multiobjective EAs (MOEA) are a special category of EA that consider multiple, often
conflicting, objective functions. In this work we attempt to both maximize classification
accuracy while minimizing network complexity. Several literature sources summarize,
classify, and critique various MOEA (Coello, 2006; Konak, 2006; Corne, 2000).
Approaches to accommodate multiple objectives in EAs can generally be categorized as
aggregation-based or pareto- based.

Pareto-based MOEA approaches utilize various

dominance measures as a means to evaluate solution fitness and guide exploration of the
solution space. Pareto optimality excludes from consideration all alternatives or solutions
that provide no additional value over other solutions. A primary advantage of the paretobased approach is the generation of a collection of near pareto optimal, non-dominated
solutions which allow decision makers to examine and compare the cost vs. benefits of
solutions within the non-dominated solution set. Three current, commonly benchmarked,
pareto-based MOEA are Non-Dominated Sorting Genetic Algorithm (NSGAII), Pareto
Envelope based Sorting Algorithm (PESA), and Strength Pareto Evolutionary Algorithm
(SPEA2) (Corne, 2000; Deb, 2001; Laumanns, 2001). The primary differences between
these pareto-based approaches are their fitness assignment scheme, diversity mechanism,
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and use of an external archive. In this work the SPEA2 pareto-based MOEA approach is
applied.

1.3. EVOLUTIONARY NEURAL NETWORKS
Evolutionary multi-objective evolutionary neural networks attempt to overcome the
difficulty of determining an appropriate network architecture by combining an EA with a
neural network. The EA simultaneously develops the neural network topology and “trains”
the weights of the network. Brill et al. use a genetic algorithm strictly for input feature
selection for a classification neural network. The genetic algorithm fitness function is a
linear combination of the classification error and number of features (Brill, et al., 1992).
Maniezzo introduced a parallel genetic algorithm with a novel genetic operator and a
granularity encoding scheme to derive the topology and weights for a neural network and
applied the methodology to Boolean function learning (Maniezzo, 1994). Yao presents
and analyzes different combinations of EAs and Neural Networks to include EAs that
evolve connection weights, input features, learning rules, and architectures with specific
discussion of recombination operators and their impact on performance (Yao, 1999).
Fieldsend and Singh apply a pareto-based MOEA using multiple error measures to evolve
the weights, topology, inputs, and connectivity within the network in addition to a bootstrap
training methodology (Fieldsend and Singh, 2005). Abbass developed a multi-objective
evolutionary neural network utilizing competing objectives of minimization error and the
number of hidden neurons.

Pareto Differential Evolution (PDE), a variant of EA,

supplemented by local search via backpropagation was employed to overcome the typical
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slowness in convergence (Abass, 2003). Du et al. apply a multi-objective evolutionary
neural network to a short-term replenishment forecasting problem. The MOEA evolves
the connection weights and the number of hidden nodes within the network. K-fold crossvalidation on the training samples is utilized as an error term instead of root mean square
error to overcome problems presented by a small data sample (Du, et al., 2015). Giustolisi
and Simeone employ three competing objectives: number of model inputs, number of
hidden neurons, and generalized error against a validation data set to predict ground water
levels utilizing monthly rainfall (Giustolisi and Simeone, 2006). In this research, a paretobased, multi-objective evolutionary algorithm based upon the SPEA2 fitness evaluation
scheme is used to simultaneously evolve connection weights and identify the network
topology using network complexity and classification accuracy as objective functions. The
representation scheme and differential evolution recombination operators presented by
Abbass (Abbass, 2003) are employed. This methodology is used to classify student
applicants as graduates, non-graduates, or late graduates using 5100 accepted student
records with approximately 1300 accepted students per class.

1.4. CURRENT METHODOLOGY EMPLOYED
West Point currently uses a proprietary linear combination of five factors to
quantify candidate quality and inform admissions decisions. The five factors are CEER,
Faculty Assessment Score (FAS), Candidate Activity Score (CAS), Candidate Leadership
Score (CLS), and Candidate Fitness Assessment (CFA). Each factor score ranges from a
possible 200 minimum to 800 maximum. The CEER is a score intended to capture
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academic performance/potential and includes factors such as: HS rank, HS quality,
SAT/ACT scores. FAS is a score assigned based upon 1 x English, 1 x Mathematics, and
1 x Science teacher assessment of academic potential. CAS is a score assigned based upon
depth and breadth of extra-curricular activities. CLS is a score assigned based upon
demonstrated leadership duties and activities CFA is a score based upon a standardized
physical fitness test. These five factors are combined to formulate a Whole Candidate Score
(WCS). A general risk level is established for each individual factor (~500) as well as the
WCS (~5200). These levels were determined by a series of linear regression equations. If
a candidate has a risk in a sub-factor or WCS, additional analysis is conducted by the
admissions committee to make a final determination of qualification status or remediation
requirements. The current methodology has approximately an 80% classification rate (i.e.
non-grads and late grads versus actual graduates). With a cost of approximately $327K
per misclassification that equates to over $300M misclassification cost for the classes of
2012-2015.

2. DATA REQUIREMENTS AND PRE-PROCESSING

Since academic failure is the primary reason for departure or extended duration
stay, academic indicators are primarily considered as model inputs. Academic indicators
utilized in this research include: HS rank, HS quality, SAT/ACT Math scores, SAT/ACT
English scores, and Faculty Assessment scores. Additionally, we include other factors that
previously presented research indicates a high correlation to graduation rates/success: HS
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extra-curricular activity, parent education, and time since HS. The major outputs of the
model are whether a student graduates, does not graduate, or graduates late. Figure 1
highlights the model inputs and outputs.
The required data for this research was collected from two primary sources: West
Point admissions database and the annual Cooperative Institutional Research Program
(CIRP) survey. The CIRP survey data provides candidate parent’s level of education. All
other data elements were retrieved from the West Point admissions database.

The

combined data was “cleaned” by screening for errors and missing data elements. Records
with missing data elements or errors were removed with no significant decrease is the
overall number of data samples or change in the underlying data set. After cleaning the
data set there were 5100 data samples from the Classes of 2012-2015 which consisted of 9
input variables and 3 outputs.

Figure 1. Model inputs and outputs.
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The major data pre-processing tasks required prior to training the neural network for the
data previously described were: conversion of SAT/ACT test scores to national percentiles,
conversion of categorical variables to binary values, and normalization of numerical data
elements.

The College Board provides a mapping of SAT/ACT scores to national

percentile values (College Board). Of the nine input variables, five are categorical (HS
Rank, HS Quality, Mother’s Education, Father’s Education, and Years since HS).

To

convert the categorical variables into binary representations requires transforming a
categorical variable into an equivalent number of binary variables. Binary representation
of categorical variables was chosen to facilitate future reduction of model variables while
minimizing the impact on model structure. The final data pre-processing step is
standardizing the SAT data, Faculty Assessment scores, and Activity scores.

3. MODELING APPROACH

In this research an evolutionary, multi-layer neural network with one hidden layer
of neurons is employed. After pre-processing, there are 39 model inputs and 3 model
outputs. The number of hidden neurons are varied, using a pareto-based multi-objective
evolutionary algorithm (MOEA), up to a maximum of 70. The input to hidden layer
weights and the hidden to output layer weights are also trained by the MOEA. Although
not the focus of this research, the methodology could also be used to train the output layer
and optimize the number of input nodes. The hyperbolic tangent activation function is
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employed for the hidden layer while the hardlim activation function is used for the outputs.
As noted earlier, the MOEA modeling paradigm requires a representation scheme, a fitness
evaluation methodology, a selection technique and recombination operators. These
essential components are discussed in the sections that follow.

3.1. REPRESENTATION SCHEME
The representation scheme employed for this research combines a binary string
component for the number of hidden neurons and 2 matrices for representing the input to
hidden and hidden to output layer weights. This representation scheme is highlighted in
Figure 2. The solid nodes in the hidden layer are those that are active and therefore are
represented as ones in the binary string portion of the chromosome. Note also, the two
matrices below. The first is the input to hidden layer weigh matrix for the chromosome
and the second is the hidden to output layer weights.

Figure 2. Representation Scheme.
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3.2. FITNESS EVALUATION
A multi-objective approach is applied in this work. Specifically, two objectives are
examined simultaneously; classification accuracy and network complexity. The goal is to
minimize neural network complexity while maximizing classification accuracy. The
number of hidden layer neurons is used as a measure of complexity. Larger, more complex
networks suffer from the curse of dimensionality, require additional computational storage
and processing, and typically have inferior generalization capability.

Classification

accuracy is the percentage of correctly classified accepted students (grad, no grad, late
grad). MOEA transform multiple, in this case two, performance measures into a single
(non-aggregated) measure of fitness. The most common approach is pareto-based. A
vector of decision variables
such that

∗

∈

such that

is Pareto optimal if there does not exist another
∗

for all i = 1,….,k and

∗

∈

for at least

one j. This work applies the pareto-based fitness scheme introduced by Zitzler and Thiele
– Strength Pareto Evolutionary Algorithm 2 (SPEA2) [20]. SPEA2 employs a count and
rank-based dominance fitness measure to quantify the quality of candidate solutions. As
such, a strength (S) and raw fitness (R) score are calculated for each solution.
|

| ∈

⋀ ≻ j }|

(1)

The strength score (S), highlighted in Equation 1, indicates the number of other
solutions a particular solution dominates. In Equation 1 and 2,
t and

is the population at time

is the archive at time t. A solution, i, dominates another, j, if better accuracy is

generated with less or equal network complexity compared to the competing solution.
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The raw fitness (R) score, highlighted in Equation 2, indicates the total number of other
solutions that dominate a particular solution. Solutions with an R score of zero are nondominated solutions. Solutions are then further differentiated by adding a nearest neighbor
density factor to the raw fitness score. SPEA2 utilizes a nearest neighbor density estimate
to both fine tune fitness and delete excess non-dominated solutions from the archive. The
calculation of the density estimate (D) is shown in Equation 3, where K is the square root
of the sum of the population size and the archive size. Note that solutions with a larger
distance

to the kth nearest neighbor will have a smaller density score. The density score

(D) is used to fine tune the solution fitness score. Solutions with equal raw fitness scores
are differentiated by their density scores (smallest density is preferred).
(3)
The final fitness of each solution or chromosome is the sum of the density estimate (D)
and the raw fitness (R) as indicated by Equation 4 where
and

is the size of the population

is the size of the archive.
(4)

3.3. SELECTION SCHEME
The selection mechanism within MOEA selects fit members from the population
and places them in a mating pool for subsequent pairing and exchange of genetic material.
There are several selection schemes highlighted in the literature to include: fitness
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proportionate based, stochastic uniform selection, rank-based, and tournament-based
selection. Tournament-based selection is employed in this work. In tournament-based
selection, a number of individuals are selected from the population, the one with the highest
fitness is selected and placed in the mating pool. The tournament size can vary from 2 to
the size of the population. The larger the tournament size the greater the selection pressure
which must be carefully balanced with maintaining diversity in the mating pool and
subsequent population. A tournament of size 2 is used in this work.

3.4. RECOMBINATION OPERATORS
Evolutionary algorithms employ recombination operators (crossover and mutation)
as a means to exchange genetic material between two or more fit population members
(parents) to create more fit offspring (children). Crossover exchanges major portions of
genetic material between mating parents and occurs at a fairly high probability (0.7 to 1.0)
while mutation is intended to reintroduce lost genetic material and help the EA escape from
a local min/max. Mutation typically occurs with a small probability (< 0.3). This research
employs differential evolution crossover and mutation schemes which are highlighted in
Equations 5 -10. A primary parent ∝ and two supporting parents ∝ and ∝ are selected
to mate to produce one child or offspring. With some probability, the weight matrix of ∝
is perturbed by adding to it a multiple N(0,1) (i.e. a variable distributed with a standard
normal distribution which has a mean of 0 and variance of 1) of the difference between the
two supporting parent (∝ and ∝ ) weight matrices. If the probability is not met, the weight
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matrix of ∝ remains the same for the child. Equation 7 highlights a similar scheme for
the crossover recombination operator for the binary string .
With some probability (crossover probability)
←

∝

,

(

∝

∝

-

)

(5)

Otherwise
←

∝

← 1, if

(6)
∝

,

∝

-

∝

.

0, otherwise

(7)

As noted earlier, mutation is a small probability event designed to reintroduce lost
genetic material and/or to help the EA escape a local min or max. Equations 8-9 highlight
the mutation operator for the weight matrices ∝. With some probability, the weight matrix
of ∝ is perturbed by adding a standard normal factor. If the probability is not met, the
weight matrix of ∝ remains the same for the child.
With some probability (mutation probability)
←

,

(8)

Otherwise
←

(9)

Equation 10 highlights a similar scheme for mutation of the binary string .
← 1, if

0

0, otherwise

(10)

3.5. ALGORITHM PSEUDO-CODE AND MODEL SUMMARY
The SPEA2 algorithm starts with an initial randomly generated population and an

46
empty external archive. The external archive is an application of EA elitist strategy in
which a collection of high-quality solutions are maintained and used exclusively for mating
of future generations. Typically, the archive size is equal to the population size. However,
that is not necessary and in this research, we utilize an archive size less than the population
size (i.e. 30). Next, the fitness values, which are pareto dominance-based measures, are
calculated for both the population and archive. The specifics of the fitness measure are
detailed in the previous section. All non-dominated solutions from the population and
archive are copied to the subsequent archive. If the number of non-dominated solutions
exceeds the archive size, excess non-dominated solutions are deleted from the archive
based upon on a nearest neighbor density measure presented in the next section. A mating
pool is formed using binary tournament selection. Members of the mating pool are
randomly paired for recombination of genetic material to form new offspring or solutions.
Differential evolution recombination operators are utilized to exchange genetic material
between mated pairs of solutions. The above process is repeated until termination criteria,
in this case number of generations, are met. At termination, the output of the algorithm is
the final archive. Table 1 highlights the key neural network and MOEA parameters used
in the model.

4. RESULTS

In this section, the performance of a pareto-based, multi-objective evolutionary
neural network is examined. This algorithm is used to classify student applicants as
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graduates, non-graduates, or late graduates using 5100 accepted student records. We
compare algorithm performance against a single objective EA and the current admissions
prediction accuracy (80%). The performance parameters of interest include classification
accuracy and number hidden neurons (complexity). The algorithm is trained on a random
sample (3500) of admission records and tested for classification accuracy on a random test
set.
Table 1. Key model parameters.

Neural
Network

MOEA

Input Nodes

43

Max Hidden Nodes

70

Output Categories

3

Activation Function (Hidden
Layer)

Tansig

Activation Function (Hidden
Layer)

Hardlim

Number of Generations

1000

Population Size

100

Archive Size

20

Probability of Crossover

.4

Probability of Mutation

.1

4.1. ALGORITHM BEHAVIOR AND RESULTS
As a pareto-based MOEA progresses we expect the algorithm to move solutions
toward the pareto front and spread them out along the pareto front as the algorithm
progresses. Figure 3 highlights this expected behavior on the examined admissions data
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set. Note that at 10 generations of the algorithm, the highest accuracy (42%
misclassification training set) neural network has approximately 62 hidden neurons. After
500 generations, the best network have 20.8% misclassification (training set) with 52
hidden neurons and a competing network with 48 hidden neurons and 21.2%
misclassification (training set) accuracy.

3a.

3b.

Figure 3. Algorithm Progression on Training Set (a. 10 Generations b. 500 Generations).

As the upper limit on the number of neuron increases, the design space increases
exponentially which increased the algorithm’s processing time. To combat this, the upper
bounds for the maximum number of hidden neurons were varied. Table 2 highlights the
results of the multi-objective evolutionary neural network when the number of neurons are
limited (20,30,40,50). The best classification accuracy against the test set achieved was
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88% with 37 hidden neurons. These results were achieved when the upper bound on hidden
neurons was set to 40.
5. CONCLUSIONS

This research effort demonstrates application of a pareto-based multi-objective EA
to evolve the weights and architecture for a classification neural network. This approach
addresses the typical challenge of determining the appropriate neural network architecture
while also attempting to train the network. Using 2012-2015 West Point admissions data
(5100 total records with 3570 used to train and 1530 used to test), the model was able to
achieve 88% classification accuracy with 37 hidden neurons. The high school rank and
high school quality were the most important input factors followed closely by parent’s level
of education. The currently employed West Point methodology has approximately an 80%
classification rate (i.e. non-grads and late grads versus actual graduates). With a cost of
approximately $327K per misclassification this equates to over $300M misclassification
cost for the classes of 2012-2015. Previous work on this same data set utilizing multi-layer
feed forward neural network, with manual parameter sweep, required well over 50 hidden
neurons and exhaustive search of the neural network architecture space (Lesinski, et al.,
2016) with comparable accuracy results. This work highlights the efficiency gained by
using the MOEA to simultaneously evolve connection weights and identify the neural
network topology for college admissions applicant classification.

There are several

potential areas for improvement in the model that may achieve better results. First, the
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model processing time became burdensome as the upper limit of hidden neurons was
increased. A potential upper and lower hidden neuron bound may assist in refining the
architecture search space and improve processing time. Second, batching of the training
samples may improve processing time and classification accuracy. Memory use and
allocation can be improved-a fixed representation scheme was used and is computationally
inefficient. Adoption of a variable length representation for both number of hidden neurons
and weight matrices could greatly increase processing speed. The proposed technique may
also be used to train the output layer and optimize the number of input nodes.

Table 2. Model results with varying upper limits for hidden neurons.
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CHAPTER SUMMARY

Decision making for military railyard infrastructure is an inherently multi-objective
problem, balancing cost versus capability. In this research, a Pareto-based Multi-Objective
Evolutionary Algorithm is compared to a military rail inventory and decision support tool
(RAILER). The problem is formulated as a multi-objective evolutionary algorithm in
which the overall railyard condition is increased while decreasing cost to repair and
maintain. A prioritization scheme for track maintenance is introduced that takes into
account the volume of materials transported over the track and each rail segment’s primary
purpose. Available repair options include repairing current 90 gauge rail, upgrade of rail
segments to 115 gauge rail, and the swapping of rail removed during the upgrade. The
proposed Multi-Objective Evolutionary Algorithm approach provides several advantages
to the RAILER approach. The MOEA methodology allows decision makers to incorporate
additional repair options beyond the current repair or do nothing options. It was found that
many of the solutions identified by the evolutionary algorithm were both lower cost and
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provide a higher overall condition that those generated by DoD’s rail inventory and
decision support system, RAILER. Additionally, the MOEA methodology generates lower
cost, higher capability solutions when reduced sets of repair options are considered. The
collection of non-dominated solutions provided by this technique gives decision makers
increased flexibility and the ability to evaluate whether an additional cost repair solution is
worth the increase in facility rail condition.

Keywords: Evolutionary Algorithms, Pareto Front, Rail Infrastructure Investment, Rail
Repair.

1. INTRODUCTION

The Department of Defense (DoD) operates and maintains approximately 3000
miles of rail spread across 150 geographically dispersed facilities (Office of SECDEF).
This rail infrastructure must compete for funding against other degrading infrastructure to
include roads, buildings, and utilities. The current DoD budget environment and the
strategic importance of these rail resources necessitate sound analysis of rail infrastructure
investments. “The Department of Defense (DOD) manages a global real property portfolio
that consists of more than 562,000 facilities—including barracks, commissaries, data
centers, office buildings, laboratories, and maintenance depots—located on more than
5,000 sites worldwide and covering more than 28 million acres. With a replacement value
of about $850 billion, this infrastructure is critical to maintaining military readiness, and
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the cost to build and maintain it represents a significant financial commitment.” (Uzarski
and Grussing, 2013). As part of their basic infrastructure, most installations, posts, or
garrisons have short haul rail systems used to mobilize and transport supplies and
equipment. These rail systems are strategically linked to the national rail network to
facilitate transportation of equipment and supplies to key ports and terminals. The current
DoD budget environment and the criticality of these rail resources necessitate sound
analysis of rail infrastructure investments. The fundamental challenge for leadership is to
decide what repairs or replacements to make within the rail infrastructure portfolio to
improve the condition of the rail infrastructure, while minimizing repair costs.
The U.S. Army Corps of Engineers Construction Engineer Research Lab (CERL)
have developed a decision support tool (RAILER) to inventory, assess condition of, and
generate maintenance and repair cost estimates for installation rail infrastructure (Uzarski,
et al., 1988). The purpose of this tool is to inform budget decisions related to future repair
and maintenance work. Two key modules of RAILER are rail assessment and repair cost
estimation. The rail assessment module evaluates and rates the condition of tracks, track
segments and overall rail network. Three component groups of each track segment are
assessed on a scale of 0 to 100: ballast, subgrade and roadway (BSCI); crossties and switch
ties (TCI); and rail, joints, and fastenings (RJCI). These condition indices are based upon
the number, type, and severity of defects identified during the inspection process and reflect
rail capacity to support typical military installation rail traffic. Lastly, an overall condition
index (TSCI) is assigned to each rail segment which is the weighted average of the BSCI,
TCI, and RJCI scores. The 0 to 100 scale for each index is subdivided into condition
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categories with accompanying description of the required repair and maintenance (Uzarski,
et al., 1988). Repair costs are itemized by defect (i.e. tie, tie pins, labor, ballast, etc.) and
totaled for each track segment.

RAILER provides installation managers a valuable

decision support tool that inventories DoD rail assets, assesses its current condition, and
estimates costs to repair identified defects in order to inform prioritization of rail repair
under budget constraints. In this paper we present a Pareto-based alternative to the
RAILER repair prioritization approach.

1.1. RELATED RESEARCH
Liden presents a survey of techniques and analysis applied to rail maintenance
planning and scheduling (Liden, 2015). This work highlights application of several
mathematical and heuristic techniques, a variety of objectives, and an array of decision
variables. The literature reveals numerous potential objective functions with respect to rail
maintenance and prioritization to include: life-cycle cost, rail quality improvement, rail
quality, weighted rail quality, cost versus rail quality improvement, cost versus rail quality,
and down time. Levi utilizes renewal cost as the primary objective to determine rail renewal
maintenance scheduling (Levi, 2001). Track quality improvement is used by Oyama &
Miwa to evaluate deterioration-based maintenance scheduling (Oyama and Miwa, 2006).
A weighted track quality index is used by Murakami & Turnquist as an objective function
to analyze critical rail resource scheduling (Murakami and Turnquist, 1985). Miwa
employs cost and track quality as a multi-objective approach to machine scheduling in a
deterioration-based rail maintenance scheme (Oyama and Miwa, 2006). The fundamental
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objective utilized in this paper is multi-objective in nature and includes repair cost
(minimize) and weighted track quality (maximize).
Researchers have presented several rail maintenance and repair prioritization
techniques in the literature. Techniques include expert systems, optimization-based, and
computational intelligence approaches. Martland & McNeill present an expert system
methodology (REPOMAN) that combines expert opinion of rail condition, rail
deterioration models, and economic analysis to recommend scheduling and prioritization
of rail repair for Burlington Northern (Martland, et al., 1990). Melching and Liebman
develop a heuristic algorithm for solving rail maintenance budget allocation problems via
a binary knapsack approach (Melching and Liebman, 1988). Marzouk and Osama create a
decision support tool for identifying when to repair groupings of infrastructure (i.e. road
and sewage, and electrical) that employs fuzzy logic to model the uncertainty in lifetime
of each infrastructure sub-component with the objective of minimizing overall lifecycle
repair costs (Marzouk and Osama, 2015). RAILER utilizes a multi-criteria scoring
approach which identifies and weights criteria (TSCI, standard condition level, life, etc.)
coupled with associated impact factors to generate a priority score for track segments and
supporting work items (Uzarski, et al., 1988). Caetano & Teixeira utilize a genetic
algorithm approach coupled with Pareto front analysis to recommend scheduling of rail
infrastructure sub-components (rail spot repair, ballast tamping, and sleeper spot repair) to
minimize both track unavailability and lifecycle cost (Caetano and Tiexeira, 2013). While
the emphasis of Caetano & Teixeira focus on scheduling of micro level repairs and an
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offline Pareto analysis, we present a Pareto-based evolutionary algorithm that utilizes the
Pareto relationship between solutions as a fitness measure and search mechanism.
Evolutionary algorithms (EA) are a biologically inspired non-gradient optimization
technique that allows the rapid and efficient exploration of vast solution space.
Evolutionary algorithms have been successfully applied to multiple problem domains
including computational fluid dynamics, mobile network design, utility network design,
control optimization, mathematical analysis, and production scheduling McCorkle, et al.,
2003; Reina, et al., 2016; Diaz, et al., 2002; Zeidler, et al., 2001; Ishibuchi and Murata,
1998; Kirstukas, et al., 2005). Major components of an EA are a population of potential
solutions (chromosomes), mechanisms to select, mate, and exchange portions of solutions
with each other, and a means to evaluate solution fitness. The advantages of using an EA
are that they work well for objective functions that are noisy or not smooth, avoid being
trapped in local optimal solutions, can search multiple points in the solution space
simultaneously, and can accommodate very large numbers of objective parameters and
decision variables. Multi-objective EAs (MOEA) are a special category of EA that consider
multiple, often conflicting, objective functions. Approaches to accommodate multiple
objectives in EAs can generally be categorized as aggregation-based or Pareto- based. In
an aggregation approach, objectives are weighted and combined into a scalar value. The
objective weights may be fixed or vary as part of the chromosome as in the Hajela’s and
Lin’s genetic algorithm (HLGA) (Hajela and Lin, 1992). Fuzzy inference is a non-linear
aggregation approach that has been used in conjunction with EAs (McGill and Ayyub,
2007; Agarwal, et al., 2015; Pape, et al., 2013; Dojutrek, et al., 2015; Gunduz, et al., 2013).
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Pareto-based MOEA approaches utilize various dominance measures as a means to
evaluate solution fitness and guide exploration of the solution space. Pareto optimality
excludes from consideration all alternatives or solutions that provide no additional value
over other solutions. A solution to a multi-objective problem is non-inferior if there is no
other solution that yields an improvement in one objective without causing degradation in
at least one other objective. A primary advantage of the Pareto-based approach is the
generation of a collection of near Pareto optimal, non-dominated solutions which allow
decision makers to examine and compare the cost vs. benefits of solutions within the nondominated solution set.
Several literature sources summarize, classify, and critique various MOEA (Coello,
2006; Konak, et al., 2006; Ishibuchi and Murata, 1996). Three current, commonly
benchmarked, Pareto-based MOEA are Non-Dominated Sorting Genetic Algorithm
(NSGAII), Pareto Envelope based Sorting Algorithm (PESA), and Strength Pareto
Evolutionary Algorithm (SPEA2) (Coello, 2006; Konak, et al., 2006; Ishibuchi and
Murata, 1996). The primary differences between these Pareto-based approaches are their
fitness assignment scheme, diversity mechanism, and use of an external archive. NSGAII
clusters solutions into pareto fronts and assigns fitness based upon what front the solution
belongs to. Crowding distance is used as a means to maintain solution diversity within the
population. NSGAII does not maintain an external archive of solutions (Deb, et al., 2000).
PESA utilizes a hyper-grid scheme, evaluating the number of solutions within a particular
grid, to control selection and solution diversity. PESA maintains an external archive to
preserve non-dominated solutions (Corne, et al., 2000). SPEA2 utilizes count and strength
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dominance measures to evaluate solution fitness. SPEA2 utilizes a nearest neighbor density
estimate to fine tune fitness and truncate excess non-dominated solutions. Laumanns et al.
compare the performance of SPEA2 against NSGAII and PESA across a suite of problems
with extremely positive results (Zitzler, et al., 2001). In this research, we apply the SPEA2
algorithm to generate a near Pareto optimal rail repair strategy that maximizes rail yard
condition while minimizing cost. The SPEA2 algorithm is chosen because of its
demonstrated ability to generate solutions that simultaneously converge toward the Pareto
front while maximizing diversity of solutions within the approximated front. The
remainder of this paper is organized in the following manner. In Section 3, we describe the
Fort Smith rail repair problem. In Section 4, we describe our methodology and the SPEA2
algorithm. In Section 5 we present the results of the algorithm performance versus the
RAILER solution. Lastly, we present major conclusions and proposed future work.

1.2. FORT SMITH PROBLEM DESCRIPTION
Fort Smith is a typical Army installation which consists of approximately 115 miles
of rail. The rail infrastructure is outdated and in poor condition. Recent inspections
identified numerous rail condition safety concerns. Of the 104 track segments inspected,
one was recommended for restricted operations and 66 were recommended closed to
traffic. Additionally, Fort Smith rail is 90 gauge - current industry standard for the
type/volume of traffic is 115 gauge rail. The estimated cost of maintenance and repair to
render all current track segments defect-free is approximately $13M. The fundamental
challenge for Fort Smith leadership is to decide what repairs or replacements to make in
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what portions of the facility in order to improve the overall condition of the rail
infrastructure while minimizing repair costs.
The Fort Smith rail repair and maintenance problem is classified as a multiobjective optimization problem and consists of two competing objectives: minimize cost
while maximizing the overall condition of the rail yard, including individual track segment
priority. The competing objectives for this problem are highlighted in Equations 1 and 2.
Minimize Cost= ∑

(1)

Maximize Rail “System” Future Utility =∑

(2)

Where:

is the cost of repair type j per segment i (i=1,2,3,..104; j=0,1,2,3)
is the future condition (after repair/upgrade) of rail segment i (Scale of 0-100:
Higher better)
is repair type j on rail segment i, and

is the priority of rail segment i (Scale

of 0 to 1: Higher better)
Available repair options include: do nothing, repair the rail segment as
recommended by RAILER to improve the condition index to 100, completely refurbish the
rail segment and upgrade to 115 gauge, or swap good condition rail from low traffic/low
priority segments to high priority, poor condition segments. The repair options can be
represented by the decision variables.
There are several considerations that influence rail repair investment decisions.
First, track segments within the Fort Smith rail complex have differing purposes. The
primary purpose of track segments at Fort Smith can be categorized as storage, production,
access, or transit.
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Table 1. Decision variables.
Variable

Definition
Do nothing to segment i
Repair rail segment i with
90 gauge rail
Upgrade rail segment i with
115 gauge rail
Swap rail segment i

Track segments that provide access to and from the external rail infrastructure and
production lines are considered more important than those primarily utilized for intra-yard
transit or storage. Second, given the nature of typical operations at Fort Smith, rail
segments within the complex have varied traffic volumes. For example, rail associated with
access and production has a much higher traffic volume than segments associated with
storage. Lastly, the condition and associated repair costs for each rail segment vary greatly.
Each of these factors both inform and increase the complexity of repair and maintenance
investment decisions at Fort Smith.

2. METHODOLOGY

This research applies a frequently cited, commonly benchmarked, multi-objective
evolutionary algorithm; the Strength Pareto Evolutionary Algorithm (SPEA2) (Zitzler, et
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al., 2001). SPEA2 was selected because of its common use as a benchmark for multiobjective EAs. The technique produces a near Pareto optimal front, vice a single solution,
which provides the decision maker the opportunity to consider trade space analysis. SPEA2
also works to eliminate solutions that are “similar” by using a unique density calculation
to maintain diversity or spread along the Pareto front. Prior to employing the SPEA2
algorithm, it is necessary to collect important rail segment data, pre-process the data to
account for rail segment transit volume and segment purpose, and transform the problem
into a form compatible with an EA construct.

2.1. DATA REQUIREMENTS AND PRE-PROCESSING
The major data elements utilized to formulate and solve the Fort Smith rail repair
problem include: rail segment length, rail segment cost for each type of repair, primary rail
segment purpose, annual segment traffic volume, and rail segment post repair condition
score for each repair option (Table 1). Data pre-processing for this problem requires
transformation of rail segment volume and purpose into a normalized track segment
priority score to account for difference in traffic volume and segment functionality.

Table 2. Sample of Fort Smith RAILER condition and repair cost data.
Segment Distance (Ft)
1
2
3
4
5
6
7
8
9
10

1193
7920
7081
2360
2328
2334
2317
2821
5350
1122

Cost_0
Cost_1
Do Nothing Repair
2.0578
20.578
9.3821
93.821
22.5316
225.316
3.3103
33.103
4.3968
43.968
4.8004
48.004
4.751
47.51
1.2197
12.197
21.3995
213.995
3.2142
32.142

Cost_2
Cost_3
Upgrade
Swap
225.947
5.1445
1500
23.45525
1341.099 56.329
446.9698 8.27575
440.9092 10.992
442.0456 12.001
438.8259 11.8775
534.2805 3.04925
1013.258 53.49875
212.5001 8.0355

Purpose Yr Volume
Transit
Transit
Access
Access
Access
Access
Access
Access
Access
Access

120
120
240
240
240
240
240
240
240
240

TSCI_0
Do Nothing
89
85
69
75
74
72
72
63
64
66

TSCI_1
Repair
100
100
100
100
100
100
100
100
100
100

TSCI_2
Upgrade
115
115
115
115
115
115
115
115
115
115

TSCI_3
Swap
95.6
94
87.6
90
89.6
88.8
88.8
85.2
85.6
86.4
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Typical maintenance decisions include consideration of some aspect of criticality
whether it is traffic volume, mission, purpose, or degree of redundancy. Usarski &
Grussing introduce a knowledge–based rail inspection prioritization methodology (Uzarski
and Grussing, 2013). They develop a mission-based scoring index that is a function of track
segment priority, track segment condition, track segment condition degradation rate, and
serious defect rate. The track segment priority is a weighted combination of segment transit
volume (with consideration of HAZMAT movements), and track segment mission or
purpose. In this paper, we utilize a variant of the Usarski & Grussing track prioritization
scheme (Uzarski and Grussing, 2013). First, we compiled and analyzed monthly dispatch
reports that detail Fort Smith rail movements within the complex. This data allowed us to
determine annual rail segment traffic volume for each rail segment within Fort Smith. The
annual rail segment traffic volume is converted to a normalized traffic score (NTS) by
dividing the track segment volume by the maximum annual volume for a segment within
the complex. Next, we categorize each rail segment into one of four categories: access,
production, transit, and storage. Fort Smith rail managers prioritized and provided a
weighting factor for each track segment category (Table 3). Note that rail segments that
primarily provide access in and out of Fort Smith are assigned the highest priority and those
primarily associated with storage received the lowest priority and weighting.
A rail segment priority score is formed as the product of the normalized traffic score
and the rail categorization weighting (Equation 3). Finally, Rail segment priority scores are
then normalized resulting in a rail segment priority score ranging from zero (0) to one (1).
Rail Segment Priority Score

∗Rail Purpose Weight

(3)
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Table 3. Rail segment purpose/priority.
Primary Role

Priority

Weight

Access

1

0.50

Production

2

0.30

Transit

3

0.15

Storage

4

0.05

2.2. TRANSFORM PROBLEM INTO MOEA CONSTRUCT
2.2.1. Identify Solution Representation Scheme. An evolutionary algorithm
requires that the solution alternatives be encoded as a string (chromosome). Solution
alternatives can be encoded according to several formats including: binary, integer, or
numerous other combinations. We encode Fort Smith rail segment repair solution
alternatives as a length 208 binary strings. Each string is composed of 104 repeated two bit
sub-sequence. Each sub-sequence translates to 0, 1, 2, or 3 which correlates to: do nothing,
repair, upgrade, or relay that particular rail segment.
2.2.2. Identify Fitness Function. SPEA2 employs a count and rank-based
dominance fitness measure to quantify the quality of candidate solutions. As such, a
strength (S) and raw fitness (R) score are calculated for each solution.
at generation t and
| |

is the population

is the archive at generation t.
Λ

≻

|

(4)

The strength score, highlighted in Equation 4 above, indicates the number of other
solutions a particular solution dominates. The objectives in this paper are cost and overall
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rail condition of the complex and we seek to maximize condition while minimizing cost.
One solution dominates another if a better condition is generated at a lower or equal cost
compared to the competing solution.
∑

∈

,

≻

S j

(5)

The raw fitness (R) score, highlighted in Equation 5 above, indicates the total
number of other solutions that dominate a particular solution. Note that solutions with an
R score of zero are non-dominated solutions. Solutions are further differentiated by adding
a nearest neighbor density factor to the raw fitness score. SPEA2 utilizes a nearest neighbor
density estimate to both fine tune fitness and delete excess non-dominated solutions from
the archive. The calculation of the density estimate (D) is shown in Equation 6 below. K is
the square root of the sum of the population size (N) and the archive size ( ). Note that
solutions with a larger kth nearest neighbor (farther away from neighbor solutions) will
have a smaller density score.
where

(6)

The final fitness (F) of each solution or chromosome is the sum of the density estimate and
the raw fitness (Equation 7).
(7)
2.2.3. MOEA Operational Parameters. Evolutionary algorithms employ several
operational parameters that control the evolution of solutions as subsequent generations are
produced. These parameters include population size, archive size, selection technique,
crossover rate, mutation rate, and termination criteria. Population size represents how many

67
solution alternatives will be generated, evaluated, and carried forward from generation to
generation. The selection function determines which solution alternatives will “survive” to
the next generation. Selection techniques include: proportionate, roulette wheel, and
tournament schemes. Crossover entails the exchange of solution segments between paired
or mated chromosomes and mutation is the random variation of a gene within a
chromosome. An EA can typically be terminated via several criteria to include: number of
generations or solution improvement. Under the number of generation termination criteria,
the EA is stopped once the max generations are reached. A solution improvement-focused
termination criteria identifies a solution improvement threshold. If solution improvement
“stalls” or does not exceed the solution improvement threshold, the EA run is terminated.
Note that extensive research has been conducted regarding the appropriate settings for
these key operational parameters and is outside the scope of this paper (Uzarski and
Grussing, 2013; Uzarski, et al., 1988; Liden, 2015; Sangkawelert and Chaiyaratana, 2003;
Shukla, et al., 2015; Wang, et al., 2006; Eiben, et al., 1999). Table 4 highlights the major
operational parameters for our multi-objective EA approach.

3. SPEA2 ALGORITHM

SPEA2 is a multi-objective, Pareto-based EA approach that employs a count and
rank-based dominance fitness measure to drive solutions toward the Pareto optimal front.
SPEA2 employs an elitist strategy in that it maintains an external archive of solutions and
exclusively produces new solutions from the archive members. SPEA2 also utilizes a
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nearest neighbor density estimation technique which is used to differentiate solutions and
maintain solution spread (diversity) within the archive. The pseudo code for the SPEA2
algorithm is highlighted in Figure 1 below (Zitzler, et al., 2001).

Table 4. MOEA operational parameters.
Parameter

Value

Population Size

50

Archive Size

20

Selection Technique

Binary
Tournament

Crossover Rate

0.90

Mutation Rate

0.10

Termination Criteria

1000 Generations

The SPEA2 algorithm begins with a population and an empty external archive. The
external archive is an application of EA elitist strategy in which a collection of high-quality
solutions are maintained and used exclusively for mating of future generations. Typically,
the archive size is equal to the population size. However, that is not necessary and in this
research we utilize an archive size less than the population size (i.e. 20). Next, the fitness
values, which are Pareto dominance-based measures, are calculated for both the population
and archive. The specifics of the fitness measure are detailed in the following section. All
non-dominated solutions from the population and archive are copied to the subsequent
archive. If the number of non-dominated solutions exceeds the archive size, excess non-
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dominated solutions are deleted from the archive based upon on a nearest neighbor density
measure, D (Equation 6).
A mating pool is formed using binary tournament selection. Members of the mating
pool are randomly paired for recombination of genetic material to form new offspring or
solutions. We utilize single point crossover and bit flip mutation as the primary
recombination operators. The above process is repeated until termination criteria, in this
case number of generations, are met. At termination, the output of the algorithm is the
approximated Pareto front represented by the final archive.

SPEA2 Algorithm
and empty

Step 1:

Generate initial population
archive . Set t = 0.

Step 2:

Calculate fitness values of individuals in

Step 3:

= non-dominated individuals in and .
> N then reduce
, else if
If size of
< N then fill
with dominated
size of
and
individuals in

Step 4:

If t > T then output the non-dominated set .
Stop.

Step 5:

Fill mating pool by binary tournament selection
.
with replacement on

Step 6:

Apply recombination and mutation operators to
the mating pool and set P to the resulting
population. Set t = t+1 and go to Step 2.

and

Figure 1. SPEA 2 pseudo code.

4. RESULTS

The Fort Smith rail repair problem was formulated and solved utilizing the SPEA2
algorithm with an archive size of twenty and several different random number seeds.
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Multiple random number seeds (30) were used to ensure the solutions obtained were not
merely a result of the randomly generated initial population. It is recognized in the literature
that the SPEA2 algorithm has above average computation burden with the inherent
requirement to conduct pairwise comparison calculations of the population and archive
strength (S) scores, the raw fitness scores (R), and the nearest neighbor density estimates
(D). The average algorithm run time for an archive size of 20, population size of 50, and
1000 generations was 354 seconds. In this section, model output is examined, in general,
as well as in comparison to the RAILER generated prioritized, worst first solution.

4.1. EXAMINING ALL POSSIBLE REPAIR OPTIONS
Table 6 highlights the generalized model output for 30 random number seeds with
1000 generations per run, an archive size of 20 and a population size of 50. While
generating this output, the MOEA considers all possible repair options (i.e. Do nothing,
repair, swap, or upgrade to 115 lb). Table 5 highlights the maximum possible condition
and minimum cost. The Fort Smith as is condition score is 560.38. The maximum possible
condition score is 884.19 which occurs if all rail segments are upgraded to 115 lb. rail with
a cost of $84.345M. The minimum possible cost is $1.291M and occurs if zero repairs are
made and results in no change to the current condition score (560.38). This is the case
because even if repairs are not made, a maintenance cost is incurred. Across all 30 random
number seeds, 561 non-dominated solutions were generated. The best condition score,
across all random number seeds, was 841.96 at a cost of $27.46M. The minimum cost,
across all random number seeds, was $5.65M with a resulting condition score of 693.97.

71
Table 5. General output results all seeds.
MOEA Cost and Condition Results
Max. Possible Condition (Cost)
884.19
($84.245M)
Min. Possible Cost (Condition)

$1.291M
(560.38)

The SPEA2 algorithm is designed to move solutions toward the Pareto optimal
front while maintaining spread or diversity along the non-dominated front. Figure 2
illustrates the simultaneous convergence and diversity behavior as the algorithm advances
from 100 to 1000 generations. Note the solution movement toward the Pareto optimal front
and the semi-uniform spread along the front.
Table 6 summarizes the general pattern across all 561 non-dominated solutions
generated for all random number seeds. In general, non-dominated solutions highlight a
preference for repair or swap of rail segments. The least recommended repair options
across non-dominated solutions are do nothing and upgrade rail segment from 90 gauge to
115 gauge likely due to the $1M per mile cost for this upgrade.
As noted earlier, RAILER recommends repairs based upon a prioritized, worst-first
strategy. Table 7 highlights the top ten recommended repairs for this repair strategy. Since
RAILER only considers repair or do nothing as options, the best possible condition
attainable is 768.8 at a cost of $12.9M. Figure 3 highlights the MOEA results for a single
seed with all repair options considered. All repair options included in the “all options”
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MOEA are not considered by RAILER, (swapping of rail segments and upgrade segments
to 115 gauge).

Figure 2. Improved Solution Convergence and Spread.

Table 6. Repair recommendations across all non- dominated solutions.
Do Nothing
19.04%

Repair

Upgrade

32.10%

22.01%

Swap
26.85%

Table 7. RAILER top 10 recommended repairs.
Segment

Priority

Condition

Repair Cost

1
2
3
4
5
6
7
8

52
47
45
46
95
84
85
96

1.0
.48
.48
.48
.28
.17
.16
.14

73
73
74
74
71
74
71
68

$19.175K
$221.916K
$14.928K
$23.534K
$303.219K
$132.53K
$21.222K
$200.571K

9

83

.14

70

$111.003K

10

8

.13

63

$12.197K
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Upgrade of rail segments provides a substantial improvement in rail condition at a
correspondingly large cost which explains the large shift in the cost versus condition plot
and the fact that all MOEA solutions achieve a higher condition. However, RAILER
solutions in the $10M to $13M range are dominated by the MOEA generated solutions-the
MOEA solutions in this range provide higher condition for equivalent cost. Given the
inconsistency in repair options considered, to make an objective comparison to RAILER,
the results from the MOEA with a repair only option are compared to RAILER.

4.2. EXAMINING REDUCED REPAIR OPTIONS
The previous section highlighted MOEA results when all repair options are
considered. In this section, the MOEA results are examined while considering a reduced
set of repair options to highlight the benefit of the MOEA approach over RAILER.
Figure 4 shows MOEA versus RAILER performance when considering a repair only
option.

Figure 3. Multi-objective EA and RAILER comparison (all options).
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RAILER applies a greedy heuristic to identify potential installation rail repair
alternatives. The methodology employs a prioritized, worst-first technique that generates
a list of repair options without consideration of overall cost – repairs are executed in
accordance with the prioritized list until funding is depleted. The MOEA, however,
considers both condition and cost as it explores alternatives in the solution space. In
general, the MOEA identifies solutions near the knee in the condition- cost curve and then
begins to identify solutions spread about the knee in the curve. When only the repair option
is considered, the MOEA approach identifies solutions that provide higher condition scores
at a lower cost in the $2M to $7M cost range. Additionally, none of the MOEA solutions
are dominated by RAILER solutions.

Figure 4. Multi-Objective EA and RAILER Comparison (Repair Only).
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Swap of rail segments is an alternative often considered when high priority, high
volume segments are degraded to the level that requires implementation of safety
restrictions that have an adverse impact on rail operations. Therefore, inclusion of a swap
repair option is included in this research. When repair or swap options are considered, the
MOEA approach identifies solutions that provide higher condition scores at a lower cost
in the $2M to $5M cost range (Figure 6). Additionally, none of the MOEA solutions are
dominated by RAILER solutions. Although cost and condition are weighted equally, the
MOEA results tend to favor condition which is likely due to the mix of high and medium
priority rail segments (80%) versus low priority rail segments (20%). Because the MOEA
simultaneously considers cost and condition, while RAILER only considers condition
without a cost constraint, rail segments with extremely large cost-condition ratios are
excluded from the MOEA solutions which explains the limited cost growth depicted in
Figures 5 and 6.

Figure 5. Multi-objective EA and RAILER comparison (repair or swap).
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5. CONCLUSIONS AND FUTURE WORK

In this research, we employ a Pareto-based MOEA (SPEA2) to the Fort Smith rail
repair problem. The problem is formulated as a multi-objective EA in which we attempt to
increase the overall railyard condition while decreasing cost. A track segment prioritization
scheme is introduced that incorporates transit volume and rail segment primary purpose.
Additional repair options including upgrade of rail segments to 115 gauge rail and
swapping of rail are included for consideration which give decision makers additional
options beyond those currently considered in RAILER (i.e. do nothing or repair).
The proposed MOEA approach provides several advantages to the RAILER
approach. The MOEA methodology allows decision makers to incorporate additional
repair options beyond the current repair or do nothing options. It was found that many of
the solutions identified by the evolutionary algorithm were both lower cost and provide a
higher overall condition that those generated by DoD’s rail inventory and decision support
system, RAILER. Additionally, the MOEA methodology generates lower cost, higher
capability solutions when reduced sets of repair options are considered. When restricting
repair options to repair only, the MOEA selects rail segments with low condition and low
cost to repair because it considers multiple objectives whereas RAILER only considers the
lowers condition rail segment. This phenomenon was also observed when examining
repair options that included repair or swap only. The presented MOEA approach generates
a collection of Pareto optimal solutions based upon these two objectives and therefore is
able to create compromise solutions that RAILER is not capable of providing. From a
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DoD perspective, the MOEA approach allows increase of rail infrastructure condition
under financial constraints and budget cuts. Under conditions of uncertainty, this collection
of non-dominated solutions give decision makers both flexibility and the ability to evaluate
whether an additional cost solution is worth the increase rail condition. There are several
areas for additional research related to the Fort Smith rail repair investment problem as
well as the algorithms employed to solve it. An experimental design examining the key EA
parameters (archive size, population size) effect on generated solutions and their diversity
provide a valuable research opportunity.
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CHAPTER SUMMARY

This work presents a novel approach to confronting many objective system design
problems utilizing a multi-objective approach that artificially separates a system, arranges
a collection of multi-objective evolutionary algorithm (MOEA) in a hierarchical
framework, and incorporates a system to subsystem feedback mechanism. A pseudo NKlandscape mechanism is used to convolute several MOEA benchmark problems to replicate
complex interactions and conflicting performance measures. Solution results from the
proposed methodology are compared to those generated using a single MOEA without use
of a feedback mechanism, via the hypervolume indicator. Hypervolume is evaluated at
both, system-level performance only, and simultaneous measurement of subsystem
performance metrics plus system-level performance. The performance of the presented
framework is examined against increased system complexity by adjusting K in the NK
landscape to generate a more rugged fitness landscape. The hierarchical arrangement of
MOEA, with recursive feedback generates higher quality solutions at varying factors of
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complexity, as measured by two and eight dimensional hypervolume, with less
computation time.
Keywords: Evolutionary algorithms, multi-objective evolutionary algorithms,
hypervolume, NK-landscape.

1. INTRODUCTION

Rapid advances in technology have led to development of sophisticated and
complex sensor-enabled, remote, and highly networked cyber-technical systems. These
complex modern systems present several challenges for systems engineers including:
increased complexity associated with integration and emergent behavior, multiple and
competing design metrics, and an expansive design parameter solution space. Modern
systems are characterized by a massive number of components, including software, layers
of subsystems with multiple non-linear interconnections, and emergent behavior. As an
example of the complexity of modern systems, the F35 Joint Strike Fighter requires
approximately 5.7 million lines of code to control its onboard systems and the Ford F150
pickup requires 100 million lines of code (Charette, 2009). The relationship between
components, interfaces, and emergent behavior is typically non-linear and must be
analyzed at the system level. Systems architects and engineers must carefully explore all
potential interface and design combinations as well as the resulting emergent behavior.
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During system architecture and design, multiple, often competing, layers of
performance metrics have to be simultaneously analyzed and balanced. Measure of
Effectiveness (MOE) describe the operational level performance related to the mission
while Measures of Performance (MOP) measure functional or physical attributes that relate
to operational performance. Technical performance measures (TPM) describe critical
attributes of system elements (Walden, et al., 2015). A system may have dozens of design
metrics, and it is common for MOE, MOP, and TPMs to conflict. As an example, a combat
vehicle may have two MOE: Survivability and Lethality.

To increase survivability

typically requires improved weapon systems and armor. Both design modifications will
increase overall system weight. Increased system weight in turn decreases both vehicle
range and speed which negatively impact survivability. At the component level, trade-offs
must be made amongst various design parameters to balance achievement of the MOE,
MOP, and TPMs. Changes to increase survivability necessitate a modified suspension,
larger engine, more fuel storage capacity, and modified ammunition storage. Adjustment
of one design parameter impacts the design of other components at the micro level but
these changes also influence design behavior at the all levels of design.
This work introduces a hierarchical MOEA (SPEA2) framework, with a feedback
mechanism, to more efficiently search the complex system design space. The remainder
of the paper is organized as follows: Section 2 highlights research related to specific topics
of interest of this paper to include: evolutionary algorithms. Multi-objective evolutionary
algorithms (MOEA), pareto-based MOEA schemes, NK landscapes, and MOEA
performance comparison metrics. Section 3 describes the specific system design problem
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utilized as a case study for this effort. Additionally, an NK landscape construct is
introduced to facilitate analysis of performance against more complex system design
interactions. Section 4 details the unique hierarchical arrangement of MOEA in addition to
the feedback mechanism implemented. Results of the hierarchical MOEA with feedback
performance are compared to those achieved by a standard MOEA without feedback are
discussed in Section 5.

2. RELATED RESEARCH

Evolutionary algorithms (EA) are a biologically inspired non-gradient optimization
technique that allows the rapid and efficient exploration of vast solution space (Goldberg
and Holland, 1988).

The advantages of EAs are that they work well for objective

functions that are noisy or not smooth, avoid being trapped in local optimal solutions, can
search multiple points in the solution space simultaneously, and can accommodate very
large numbers of objective parameters and decision variables. Major components of an
EA are a population of potential solutions (chromosomes), mechanisms to select, mate, and
exchange portions of solutions with each other, and a means to evaluate solution fitness.
Evolutionary algorithms have been successfully applied to multiple problem domains
including computational fluid dynamics (McCorkle, et al., 2003), mobile network design
(Reina, et al., 2016), utility network design(Diaz, et al., 2002), control optimization
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(Zeidler, et al., 2001), mathematical analysis (Ishibuchi and Murata, 1998), and production
scheduling (Kirstukas, et al., 2005).
Most real world problems have multiple objectives which often conflict. There is
typically no single solution that minimizes or maximizes all objectives and therefore, a set
of tradeoff solutions or Pareto optimal solutions are produced. Multi-objective EAs
(MOEA) are a special category of EA that accommodate multiple objectives.

Several

literature sources summarize, classify, and critique various MOEA (Murata and Ishibuchi,
1995; Coello, et al., 2006; Konak, et al., 2006). MOEA approaches can generally be
categorized as pareto dominance based, indicator based, or decomposition methods. In a
pareto-based scheme…..Three current, commonly benchmarked, pareto-based MOEA are
Non-Dominated Sorting Genetic Algorithm (NSGAII) (Deb, et al.,2000), Pareto Envelope
based Sorting Algorithm (PESA) (Corne, et al., 2000), and Strength Pareto Evolutionary
Algorithm (SPEA2) (Zitzler, et al., 2001). The primary differences between these paretobased approaches are their fitness assignment scheme, diversity mechanism, and use of an
external archive.

This work employs the pareto-based, SPEA2 algorithm to assist in

design exploration and analysis.
Numerous researchers have attempted to improve the computational speed and
solution quality of EAs by arranging the algorithms in parallel or in multi-level
frameworks. Whitley introduced the island genetic algorithm in which a problem is solved
in parallel by multiple EAs, each with its own subpopulation.

The subpopulations

periodically exchange a portion of their populations with neighboring EAs through a
process of migration. This island or parallel approach achieved superior performance when
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compared to a serial, single population approach (Whitley, et al., 1999). Konur and Dagli
formulate a system of system architecture problem as a multi-level, multi-objective
problem (Konur and Dagli, 2015).

A two phase evolutionary algorithm method is

employed. The first phase is “system contracting” in which they identify pareto efficient
system funding vectors that simultaneously minimize total system of system (SoS) funding
allocation while maximizing SoS performance. The second phase is “system selection.”
In “system selection” an EA is used to identify pareto efficient systems-interface-and
funding solutions. The two-phase EA is employed to solve each subproblem and the results
are aggregated to approximate the SoS pareto front. Poreddy utilized a multi-level
approach to solve a resource allocation problem using EAs. EAs were first used to solve
resource allocation problems in separate power and logistics domains (e.g. sub-systems)
and the results were then incorporated into a higher level system solution using a multiobjective EA (Poreddy, 2016). These multi-level, multi-objective EAs do not include an
iteration cycle or repeated feedback mechanism between the upper and lower level models.
The major contribution of this work is the arrangement of multiple multi-objective EAs in
a hierarchical framework with multiple iteration and feedback loops to inform and modify
sub-system (lower-level) design based upon the quality of the system (upper-level) design.
A common challenge in modeling artificial complex systems is replicating
numerous, complicated interfaces and emergent system behavior.

Kaufmann and

Weinberger developed the concept of NK fitness landscapes to model evolutionary
dynamics (Jones, et al., 1995). In their model, N represents the number of genes and K
represents the number of interactions between genes.

By manipulating these two
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parameters, the fitness landscape can be adjusted, with the fitness landscape becoming
more rugged as K increases. NK landscapes have been used to evaluate the performance
of evolutionary algorithms and other solution search strategies (Manukyan, et al., 2015).
Buzas and Dinitz formulated NK parametric linear interaction models and demonstrated
that the rank of the linear model defined by their NK algorithm has a correlation with the
number of local optima (Buzas and Dinitz, 2013). In this effort, an NK-like concept to
represent the interaction amongst system design objectives. In this effort, an NK-like
concept to represent the interaction amongst system design objectives. N represents the
number of system design objectives and K represents the interactions between objectives.
This scheme allows variation in the number of objectives and their interactions as well as
simulate the emergent behavior which allows examination of the correlation between the
proposed methodology performance and fitness landscape complexity.
Numerous performance metrics for comparing MOEA performance have been
presented and explored within the literature (Knowles and Corne, 2002). Common metrics
include hypervolume, generational distance, and R metrics. The hypervolume indicator is
the most commonly used performance indicator because it simultaneously reflects the
proximity to the Pareto front as well as dispersion of the solutions. As Pareto solution sets
increase in dimensionality beyond two and three dimensions, calculation of the
hypervolume becomes computationally expensive. As such, research has focused on either
approximation techniques (Ishibuchi, et al., 2009; Bringmann and Friedrich, 2009; While,
et al., 2006) or more efficient exact hypervolume calculation algorithms (While, et al.,
2011; Bradstreet, 2011). In this research we utilize the WFG exact hypervolume algorithm
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to simultaneously examine subsystem performance metrics and system-level performance
which equates to an 8 dimension hypervolume.

3. PROBLEM

The problem addressed in this effort is highlighted by the system block diagram in
Figure 1. The system is composed of three sub-systems. Each sub-system has multiple
variable design parameters: Sub-system A (20), Sub-system B (15), and Sub-system C
(20). Each sub-system also has two performance objectives: Sub-system A (F 1, F 2), Subsystem B (F 3, F 4), and Sub-system C (F 5, F 6). All performance objectives are
minimization objectives. The function used to translate the vector of design parameters
into performance values is the ZDT1 function, a multi-objective benchmark function
(Zitzler, et al., 2001). Equations 1 - 4 define the relationships between the design
parameters and performance functions of the three sub-systems.

Figure 1. System of interest.
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The system under study has two system-level performance objectives; S1 and S2.
An NK-like concept is employed to represent the interaction amongst sub-system design
objectives. N represents the number of sub-system design objectives and K represents the
number of interactions between objectives. This scheme allows variation in the number of
interactions and allows examination of the correlation between the proposed methodology
performance and fitness landscape complexity. A vector, F, represents the sub-system
performance values, a binary interaction matrix A indicates the interactions between
subsystem performance objectives, and an interaction factor matrix, B, indicates the
corresponding interaction coefficients.

Equation 5 represent the NK structure that

translates subsystem performance values into system-level performance values.
∑

∑

∗

∗

(5)

where: m is the number of system objectives; n is the number of sub-system objectives
k is the number of interactions between sub-systems k=1...n-1
F is an n x 1 vector of sub-system performance values.
A is an n x n binary matrix indicating interaction between sub-system objectives.
B is an n x n matrix of coefficients indicating the magnitude of interaction between subsystem objectives.
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4. PROPOSED METHODOLOGY

The proposed approach in this research is the hierarchical arrangement of multiobjective evolutionary algorithms (SPEA2) to evolve a system design. The methodology
includes a recursive feedback loop intended to penalize high quality sub-assembly designs
or solutions that do not contribute to high quality system-level performance. At the lowest
level, MOEAs evolve sub-system designs over a fixed number of generations. The
archived solutions for the sub-system designs are then passed up to an upper level MOEA.
These solutions are transformed via the NK-landscape described earlier and then the upperlevel MOEA utilizes the solutions as a starting population to further evolve the design from
a system-level perspective. After a fixed number of generations, the archived solutions
that were passed to the upper-level are evaluated and penalized based upon their distance
from the elbow in the upper-level pareto front. This process is repeated for a number of
cycles (See Figure2). This method is compared to an approach in which the design problem
is solved in its entirety, utilizing the same MOEA algorithm (SPEA2) without the
advantage of recursion and feedback. The details of the MOEA parameters are included
in Table1.
Each approach was run an equal number evaluations with the same underlying
algorithm, SPEA2.

In the hierarchical arrangement, the lower MOEA ran for 30

generations, the upper MOEA ran for 20 generations, and these were repeated for 5 total
cycles. The method without recursion and feedback ran for 250 generations.
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Table 1. MOEA parameters.
Parameter
Population Size
Archive Size
Selection Technique
Crossover Probability
Mutation Probability

Setting
100
40
Binary
Tournament
0.9
0.1

Figure 2. Proposed hierarchical MOEA with feedback architecture.

5. RESULTS

The two separate approaches are applied to five different problems utilizing the
ZDT1 function and the NK construct with random interaction matrices, A, and interaction
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coefficient matrices, B. Each method was run for an equivalent number of evaluations. K
values (number of interactions) of both 3 and 5 are used to examine the performance
relative to a more complex system design. Each approach was applied utilizing thirty
random number seeds.

The key output metrics collected included: 8 dimensional

hypervolume (All Objectives), 2 dimensional hypervolume (System-level Objectives), and
computation time. As noted, each approach was run an equal number evaluations with the
same underlying algorithm, SPEA2.
As the number of cycles evolve, the feedback from the system level to subsystem
level causes future passed up subsystem solutions migrate toward the origin. This is
highlighted in Figure 3.

5.1. INTERACTION VALUE: K=3
Table 2 highlights the results of the two different approaches; with and without
recursive feedback, when K=3. The 8 dimension (All Objectives) and 2 dimension
(System-level Objectives) hypervolumes resulting from the hierarchical MOEA with
recursive feedback double that of the method without feedback with an approximate 40
percent savings in time. A two sample t-test (alpha=0.05) reveals that the performance
differences are statistically significant. The box plots in Figures 4a and 4b further highlight
the significant improvement in both 8 and 2 dimensional hypervolume for solutions
generated with the presented methodology.
variation is solutions generated.

The standard approach has much more
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Figure 3. Migration of subsystem solutions due to feedback mechanism.

5.2. INTERACTION VALUE: K=5
Table 3 highlights the results of the two different approaches; with and without
recursive feedback, when K=5. As K is adjusted from 3 to 5, additional interactions are
introduced and therefore complexity associated with the system design is increased. This
done to examine if the proposed methodology continues to outperform even as design
complexity is increased. The 8 dimension (All Objectives) and 2 dimension (System-level
Objectives) hypervolumes resulting from the hierarchical MOEA with recursive feedback
are again double that of the method without feedback with an approximate 30 percent
savings in time. A two sample t-test (alpha=0.05) reveals that the performance differences
are statistically significant. The box plots in Figures 5a and 5b further highlight the
significant improvement in both 8 and 2 dimensional hypervolume for solutions generated
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Table 2. Hypervolume and computation time comparison with K=3.
Metric
Method
Problem 1
Problem 2
Problem 3
Problem 4
Problem 5

4a.

Hierch
Std
Hierch
Std
Hierch
Std
Hierch
Std
Hierch
Std

HV8
3410086
1253754
3534846
1611582
3557051
1470062
3333585
1164446
3557051
1276332

Time
(Sec)
17.45
147.34
6.98
210.49
17.14
143.13
9.09
212.25
17.35
139.99
7.79
213.17
16.5
142.55
6.35
199.64
17.35
139.89
7.06
206.37

HV2

4b.

Figure 4. Algorithm performance comparison (K=3). a) 8 dimensional hypervolume
comparison of hierarchical MOEA with feedback (Blue) versus standard MOEA (Red),
b) 2 dimensional hypervolume comparison of hierarchical MOEA with feedback (Blue)
versus standard MOEA (Red).

with the presented methodology.

Note the variation of solutions generated by the

hierarchical framework have an increase in variation relative to the standard methodology.
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Table 3. Hypervolume and computation time comparison with K=5.
Metric
Method
Problem 1
Problem 2
Problem 3
Problem 4
Problem 5

Hierch
Std
Hierch
Std
Hierch
Std
Hierch
Std
Hierch
Std

HV8
2430787
413629
2551705
250411
2673252
251836
2042397
1164455
2260493
193000

HV2
13
2.33
13.204
1.43
13.9
1.37
10.74
1.12
12.23
0.85

5a.

Time
(Sec)
147.01
194.28
147.09
206.27
142.1
197.97
139.03
199.64
148.5
199.78

5b.

Figure 5. Algorithm performance comparison (K=5). a) 8 dimensional hypervolume
comparison of hierarchical MOEA with feedback (Blue) versus standard MOEA (Red),
b) 2 dimensional hypervolume comparison of hierarchical MOEA with feedback (Blue)
versus standard MOEA (Red).

6. CONCLUSIONS

This research introduces a hierarchical combination of multi-objective evolutionary
algorithms (SPEA2), with a recursive feedback mechanism, to evolve a complex system
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design.

A pseudo NK-landscape mechanism is used to convolute several MOEA

benchmark problems to replicate complex interactions and conflicting performance
measures. K values (number of interactions) of both 3 and 5 are used to examine the
performance of the approach relative to more complex system design. The hierarchical
arrangement of MOEA, with recursive feedback generates higher quality solutions at
varying factors of complexity, as measured by two and eight dimensional hypervolume,
with less computation time. This work presents a novel approach to confronting many
objective system design problems utilizing a multi-objective approach that artificially
separates a system, arranges a collection of multi-objective evolutionary algorithm
(MOEA) in a hierarchical framework, and incorporates a system to subsystem feedback
mechanism.
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SECTION

2. RESULTS AND DISCUSSION

The main objective of this dissertation is to develop a methodology to efficiently
explore and analyze complex system design spaces by leveraging computational
intelligence. This research addresses three of the challenges associated with architecting
and design of modern complex systems: increased complexity associated with integration
and emergent behavior, multiple and competing design metrics, and an expansive design
parameter solution space.
The first research contribution is a hybrid fuzzy-EA model that facilitates the
exploration and analysis of possible SoS configurations. A fuzzy-EA is used to explore
and analyze a system of systems problem of interest to the Department of Defense (DoD)
– non-line of sight lethal fires. This hybrid method explores the integration of various
sensors, command and control (C2), and shooter capabilities and their interfaces to provide
non-line of sight fires on the battlefield. This model can be used to identify the best SoS
configuration, given participating systems, and addresses a DoD, high priority, capability
gap.
The second contribution is a hybrid neural network-EA in which the EA explores,
analyzes, and evolves the neural network architecture and weights. The methodology
developed in this research utilizes a multi-objective EA to explore and analyze a system
(in this case a neural network including the architectures and weights). This methodology
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helps by automating, and therefore, increasing the speed and efficiency of exploring
possible neural network or system architectures. Additionally, the methodology achieved
better classification results than the “as is” system.
The third contribution is a multi-objective EA that examines potential system (in
this case a military installation) infrastructure repair strategies. A pareto-based, multiobjective EA technique was used to explore and analyze railyard repair strategies while
balancing cost versus rail system condition. The methodology provides a collection of
pareto efficient solutions that are superior to the current methodology while also exploring
additional repair options not previously considered.
The fourth contribution is a novel approach to confronting many objective system design

problems utilizing a multi-objective approach that artificially separates a system, arranges
a collection of multi-objective evolutionary algorithm (MOEA) in a hierarchical structure.
The hierarchical arrangement of MOEA, with recursive feedback generates higher quality
solutions at varying factors of complexity, with less computation time.
Systems architects and engineers can utilize the frameworks and approaches
developed in this research to more efficiently explore and analyze complex system design
alternatives.

The pareto-based, multi-objective approach facilitates simultaneous

examination of all performance objectives of interest; a common requirement in SoS or
complex system design. In each application presented, a collection of pareto-efficient
solutions is generated, giving decision makers increased flexibility and the ability to
conduct trade space analysis. The four MOEA-based applications achieved higher quality
solutions to the alternative solution methods against which they were compared.
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3. CONCLUSIONS AND FUTURE WORK

In this research, various multi-objective EA constructs were applied to systems
design and architecture exploration and analysis (Table 3.1). A hybrid fuzzy-EA was
employed to examine and evaluate the solution space of a potential System of Systems
configuration.

A multi-objective EA was utilized to generate the architecture and

supporting parameters for a neural network. This demonstrates the utility of hybrid
computational intelligence techniques to solve complex engineering problems. Leveraging
multi-objective algorithms simultaneously improved the neural network architecture to
incease performance while training the neural network and maintaining accuracy
comparable to other efforts. Exploring multi-objective EA approaches further, an
infrastructure repair problem, providing system designers a larger set of options with
greater performance than the current methods used by the U.S. Army Corps of Engineers.
A hierarchical MOEA with feedback was presented to examine the efficacy of
achieving higher quality, faster, complex system design solutions. Each EA application
efficiently generated high quality design solutions for a complex, combinatorial, design
space. In the case of the hierarchical MOEA with feedback, higher quality solutions were
generated, at varying factors of complexity, with less computation time. The applications
leverage the concepts of evolution and natural selection, pareto-based fitness evaluation,
and the EA ability to perform well on complex, noisy, fitness landscapes. The MOEA
framework simultaneously explores and analyzes multiple objectives, without specific
domain knowledge.
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The hierarchical MOEA framework addresses the separability of problems solved
using evolutionary algorithms. Computational intelligence methods are used in complex
systems because the interactions create nonlinearities that make traditional optimization
challenging. These interactions also mean that the elements of a complex system cannot be
optimized in isolation, making the elements and any associated objectives non-separable.
This method provides a means of relaxing the non-separability of the objectives through
controlled information sharing to develop strong solution elements that are then integrated
into a system level solution.
Based upon the results demonstrated in the presented research, EAs and multiobjective EAs show potential to efficiently explore and analyze complex design space. In
particular, the hierarchical MOEA with feedback presents a novel approach to many
objective design problems utilizing multi-objective algorithms. The proposed benefit of
this approach includes more efficient search of multi-objective design space with increased
speed (time and number of computations) and quality of solutions. This capability is of
benefit to engineers, system architects and MBSE practitioners as it addresses three of the
challenges associated with architecting and design of modern complex systems: increased
complexity associated with integration and emergent behavior, multiple and competing
design metrics, and an expansive design parameter solution space.
Future research work will focus on application of the hierarchical multi-objective
EA, with feedback to large scale multi-objective problems. For example, an expanded
RAILER problem which includes multiple, separate rail infrastructures examined from a
portfolio perspective. The potential also exists to simultaneously examine multiple
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Table 3.1. Research topics, domains, and contributions.
Paper

A Fuzzy Genetic
Algorithm
Approach to
Generate and
Assess MetaArchitectures for
Non-Line of Site
Fires Battlefield
Capability
Multi-objective
evolutionary
neural network to
predict graduation
success at the
United States
Military Academy
A Pareto Based
Multi-Objective
Evolutionary
Algorithm
Approach to
Military
Installation Rail
Infrastructure
Investment
A Hierarchical
Multi-Objective
Evolutionary
Algorithm
Framework to
Evolve Complex
System Design

Topic Area

Type

System
Architecture
Design

Hybrid
Evolutionary
Algorithm

Neural
Network
Architecture
Design

Hybrid
Multiobjective
Evolutionary
Algorithm

Multiobjective
Solution
Design

Multiobjective
Evolutionary
Algorithm

Multiobjective
System
Design

Hierarchical
MOEA with
Feedback

Domain

Research Contribution

Defense

Rapid generation and
exploration of SoS
architectures.

Higher
Education

Use of a Multi-objective
EA to evolve an
architecture

Defense

System
Design

Identify more efficient
infrastructure repair
solutions considering
multiple objectives

Novel arrangement of
MOEA that achieve more
efficient search of multiobjective design space
with increased speed

infrastructure categories within a single installation using CERL’s BUILDER (buildings),
PAVER (Roadways), ROOFER (Roof structures), and RAILER (Rail infrastructure) data
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sets. The hierarchical MOEA method could potentially be integrated with the Engineering
Resilient System (ERS) tradespace tool, which currently lacks incorporation of any design
space solution algorithms.
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