In this paper, we propose the rectangle transformation problem (RTP) and its variants. RTP asks for rectangle partitions on two rectangles of the same area which produce two identical sets of pieces. We are interested in the minimum RTP which requires to minimize the partition size. This initiates the algorithmic study of dissection problems in module number optimization, particularly in the category of rectangle partition. We mainly focus on the strict rectangle transformation problem (SRTP) in which rotation is not allowed during the transformation. It has been shown that SRTP has no finite solution if the ratio of the two parallel side lengths of input rectangles is irrational. So we turn to its complemental case, SRTP with integral input, denoted by SIRTP, in which case both side lengths are assumed integral. We give a polynomial time algorithm ALGSIRTP which gives a solution at most q/ p + 7 log 2 p to SIRTP( p, q) (q ≥ p), where p and q are two integral side lengths of input rectangles p × q and q × p. Note that q/ p is an intrinsic lower bound for SIRTP ( p, q). So ALGSIRTP is a (7 log p)-approximation algorithm for minimum SIRTP( p, q). On the other hand, we show that for any ε > 0 and any constant range (1, 1 + δ), there are integers p and q (q > p) of ratio q/ p in this range, such that there is no solution less than max{q/ p, log 1−ε 2 q} to SIRTP ( p, q). This is an almost tight bound since the algorithm ALGSIRTP gives an upper bound 7 log 2 p + O(1) in this case. We also raise a long series of open questions for further research along this line.
Introduction
We consider a practical problem in the Belt and Road initiative hosted by China. Freight amongst different countries and areas, by train, ship or plane etc., needs to transfer between transport facilities. To move cuboid boxes between containers, suppose that each container is a cube, and the source container and target container usually have different specifications, i.e., different lengths, widths and heights. A problem is how to design a series of standard boxes to move between transport facilities of different specifications easily. For example, a practical challenge of building the Mongolia, China and Russia economic corridor infrastructure is their railway gauge differences, in which a key issue is about the containers between standard gauge and broad gauge conversion [15] .
Suppose that two containers have the same volume, and we want to design a series of boxes such that they fully fill in each container perfectly. 1 When moving from one container to the other, the number of moving times is hopefully minimized, which means that the number of boxes is minimized.
In this paper, we simplify this problem by letting each box have the same height, or say in practice, no cover on the containers which, however, have the same floor area. So this problem reduces from 3-dimensional to 2-dimensional. Another variant is prohibiting rotation of each box, which in practice means that no rotation happens in moving boxes because of machinery constraints. In this paper, we propose the rectangle transformation problem and some of its variants to formulate the 2-dimensional version of this problem.
Definitions and Problems
We begin with defining rectangle partitions and isomorphic rectangle partitions as follows.
Definition 1 (Rectangle partitions)
A rectangle partition P on a rectangle M is a partition on M such that each module of P is a rectangle. Definition 2 (Isomorphic rectangle partitions) Suppose that M 1 and M 2 are two rectangles of the same area. We say that two rectangle partitions P 1 and P 2 on M 1 and M 2 , respectively, are isomorphic if P 1 and P 2 (two sets of modules) are exactly the same. That is, there is a one-one mapping between P 1 and P 2 such that each pair of modules (smaller rectangles from P 1 and P 2 , respectively) related by this mapping have the same length and width.
In the above definition, rotation is allowed in identifying each pair of modules in the one-one mapping. If rotation is not needed, then we say that P 1 and P 2 are strictly isomorphic rectangle partitions. The rectangle transformation problem can be formulated as follows. Problem 1 (Rectangle transformation problem, RTP for short) Let M 1 and M 2 be two rectangles a × b and c × d (a, b, c, d ∈ R + ), respectively. Suppose that ab = cd, that is, M 1 and M 2 have the same area. The rectangle transformation problem requires to find a pair of isomorphic rectangle partitions P 1 and P 2 for M 1 and M 2 , respectively.
The minimum RTP is the optimization problem such that the size (the number of modules) of P 1 (or of P 2 , equivalently) is minimized. If P 1 and P 2 are required to be strictly isomorphic, then we call the RTP to be strict RTP (SRTP). Given input a × b and c × d, the (strict) rectangle transformation problem is essentially requiring a transformation by a (strict) rectangle partition from M 1 to M 2 .
Suppose that real numbers a ≥ c ≥ d ≥ b > 0 and ab = cd. We formulate the minimum RTP with input a × b and c × d as RTP (a, b, c, d) . Similarly, ignoring the size relationship between c and d, minimum SRTP(a, b, c, d) can be defined if we clarify the parallel sides of the two rectangles, without loss of generality, a and c. Since we focus on the optimization problems of RTP and its variants in this paper, for notational convenience, sometimes we mention RTP and its variants as the minimization problems under the condition of no ambiguity.
An interesting observation for SRTP (a, b, c, d) is that, when we shrink a pair of parallel sides, for example, a and c, by a factor of d/a, we get two rectangles of size d × b and cd/a × d. Since cd/a = b, we in fact get two identical rectangles which are identified by 90 • rotation. A solution to this new pair of rectangles implies a solution to the original pair of rectangles by an a/d time stretch on corresponding sides, and vice versa. Since SRTP prohibits rotation, the new problem SRTP(d, b, b, d) is not easy yet, but it is equivalent to SRTP(a, b, c, d). Thus, we can omit two parameters and define SRTP( p, q) for real numbers p and q to be the SRTP which requires strictly isomorphic rectangle partitions between rectangles p × q and q × p. But note that the stretching technique does not work for RTP.
The above is a general statement of (strict) RTP. In fact, for some cases, there might be no isomorphic rectangle partitions of finite size. For example, there are no finite strictly isomorphic rectangle partitions for M 1 = 1×2 and M 2 = √ 2× √ 2. Generally, the following theorem has been proved by Max Dehn in the early 1900s (see [12] ). Theorem 3 ([12] , I.7) If p/q is irrational, then there is no solution of finite size to SRTP( p, q).
The proof of this theorem uses additive functions. For self-containment, we will prove it in Sect. 4 directly without prior knowledge of additive function.
So, in the rest part of this paper, we focus on the case that a, b, c, d ∈ Q + , which turns to be equivalent to restricting a, b, c, d ∈ Z + for the reason of stretch technique, where Z + denotes the set of positive integers. In this case, we call RTP to be integral rectangle transformation problem (IRTP) and SRTP to be strict integral rectangle transformation problem (SIRTP). Both IRTP and SIRTP have obviously a trivial solution of size ab (or equivalently cd). But to find an minimum solution is not easy yet. Similar to the definitions of RTP(a, b, c, d) and SRTP( p, q), we also define IRTP(a, b, c, d) and SIRTP( p, q). (Note that after transforming SIRTP(a, b, c, d) by the stretch technique, SIRTP (d, b, b, d) has an integral input also.) Due to the stretch technique, SIRTP( p, q) is equivalent to SRTP( p, q) when p/q is rational, which is the complemental case of Theorem 3. Moreover, we can always assume that a, b, c, d are mutually co-prime for IRTP(a, b, c, d) and p, q are co-prime for SIRTP ( p, q) .
For IRTP(a, b, c, d) and SIRTP( p, q), note that although all parameters are integral, the solutions are not necessarily and the sides of the modules in solutions can be any real number. Another thing we have to emphasize is that the description of a rectangle partition of size at most ab or pq might be of super-polynomial length of the input size. However, the representation of its size which is an integer at most ab or pq is of polynomial length. So from now on, we always assume the solutions to RTP (and also to IRTP, SRTP and SIRTP) to be the size of one of the isomorphic rectangle partitions.
Relations to Other Partitioning Problems
It has been known as Wallace-Bolyai-Gerwien theorem for centuries that a polygon can be dissected into any other polygon of the same area. Precisely, it states that two polygons are equidecomposable in terms of finitely many triangles if and only if they have the same area. However, for the dissections of a certain shape other than triangle, e.g. for our study of dissecting a rectangle into rectangles, the problem becomes quite different, even though the proof of Wallace-Bolyai-Gerwien theorem uses a rectangle transition in transformations. Sometimes the equidecomposability is easy for polygon transformation, but how to find an optimal partition is completely not known, and also rarely studied. To our best knowledge, no optimization problem on transformations of a certain geometrical figure by basic modules other than triangles has been studied. There are also few algorithmic studies for these problems. Our study initiates this research for rectangles.
Several optimization problems about geometrical dissections have been considered. The most famous one is triangulation, which requires a maximal partition of the convex hull of a set of points in a plane into triangles by using these points as triangle vertices. Many optimization criteria have been studied, for example, optimizing the minimum or maximum angle [7, 16] and the minimum weighted triangulation problem [13, 17] . The minimum-weight triangulation problem asks for a triangulation of a given point set that minimizes the sum of the edge lengths, and it has been proved to be NPhard [17] . Generally, the deterministic version for the minimum number of pieces for polygon transformation, which is known as k-piece dissection problem, has also been proved to be NP-hard [4] .
For rectangle dissections, the problem of minimizing the largest perimeter of modules in rectangle partition of a certain size has been analyzed [1, 9] . Another interesting result states that if a rectangle is tiled by rectangles each of which has at least an integral side, then the partitioned rectangle has at least an integral side [19] . Many interesting techniques to deal with rectangle partition are introduced therein. For the optimization problem on piece number, two kinds of problems, partition and cover, have been studied [2, 3, 6, 8] . Compared to partitioning, covering allows overlapping among pieces. Eppstein proposed a series of computational geometry problems which can be solved efficiently by constructing an auxiliary graph and performing a graphtheoretic algorithm on it, though the original problems are not stated in graph-theoretic terms [8] . An interesting example he considered is the problem of partitioning a com-plicated polygonal domain into rectangles. In that setting, the input polygon can be with polygonal holes and the goal is to minimize the total number of rectangles in the partition. Eppstein solved this computational geometry problem by constructing the bipartite intersection graph from the original polygon and then finding a maximum independent set in the graph with matching algorithms. For hardness, Culberson and Reckhow showed that the problem of covering an orthogonal polygon or the boundary of it with minimum number of rectangles is NP-hard [6] . For more information about this research line, see [10] for a survey.
A very related work to our problem is devoted by R. Kenyon, who studied the square-tiling problem of rectangles [11] . It was shown that if p and q are relatively prime integers, then the lower and upper bounds for the number of squares in a squaretiling of a p × q (q > p) rectangle are max{q/ p, log 2 q} and q/ p + C log p for some universal constant C, respectively. M. Walters generalize this study to the higher dimensional case [20] . It is worth noting that the upper bound q/ p + C log p in [11] in fact implies the same upper bound for SIRTP( p, q) since squares are invariant by 90 • rotation. However, we have an algorithmic study for SIRTP in this paper. In Sect. 1.3, We will give a detailed discussion on the relationship of our results to this work.
Main Results and Techniques
A straightforward method for a non-trivial solution to IRTP(a, b, c, d) (a ≥ c ≥ d ≥ b) is using the Euclidean algorithm (that is, the successive division method) which proceeds by a greedy heuristic. At the beginning, align two adjacent sides of both rectangles at a corner arbitrarily, for example, align a with c and b with d. 2 Then cut a into a/c segments and accordingly cut d into d/b segments (note that a/c = d/b). So a/c many identical rectangles of size c × b in both rectangles are identified. The following task is to transform the unidentified parts (a − a/c · c) × b and c × (d − d/b · b) of the same area by isomorphic rectangle partitions, which is a subproblem of smaller scale. It proceeds recursively until getting a subproblem of transforming two identical rectangles. The procedure must end since the algorithm preserves integral side lengths in each subproblem and the least unit is 1 × 1 square in the integral case. The Euclidean algorithm gives integral solutions. The total number of modules is the sum of the integral parts of the ratios which can be calculated in O(log 3 a) time since the area of each subproblem halves in each round. So the Euclidean algorithm halts in polynomial time. The Euclidean algorithm works for SIRTP( p, q) as well. The only difference is that, since rotation is not allowed, when align two adjacent sides of both rectangles, two vertical sides and two horizontal sides are certainly aligned and successively divided, respectively, and so all the modules are squares.
Note that a/c is a trivial lower bound for IRTP(a, b, c, d) (a ≥ c ≥ d ≥ b) since any rectangle with one side of length greater than c cannot be contained in c × d. For the same reason, q/ p is a trivial lower bound for SIRTP( p, q) (q ≥ p). Thus, the Euclidean algorithm with the greedy strategy in the rule to determine the way of side alignments gives the optimal solution a/c to IRTP(a, b, c, d) if c|a, and the optimal solution q/ p to SIRTP( p, q) if p|q. For the general case, we do not yet know whether the Euclidean algorithm (with a certain rule in determining the alignment of sides in each round) is a good algorithm for IRTP(a, b, c, d), but the following example indicates that it works badly for SIRTP( p, q). Consider SIRTP( p, p + 1). In the first step, the Euclidean algorithm divides the rectangle of size p × ( p + 1) (resp. ( p + 1) × p) into a square of size p × p and a slim rectangle of size p × 1 (resp. 1 × p). But the only way in the subproblem of transforming p × 1 to 1× p is to dissect both of them into p many 1 × 1 unit squares since p is a trivial lower bound for this subproblem. Thus the algorithm gives the solution p + 1 to SIRTP( p, p + 1).
In this paper, we focus on SIRTP. We establish the algorithm ALGSIRTP (shown in Sect. 2) which gives a solution at most q/ p + 7 log 2 p to SIRTP( p, q) (q ≥ p). So looking back at the Euclidean algorithm for SIRTP( p, p + 1), we know that the result p + 1 is exponentially worse than the optimal solution which is at most ( p + 1)/ p + 7 log 2 p given by our algorithm. Concretely, we have the following theorem.
Theorem 4 Suppose that p, q ∈ Z + and q ≥ p. ALGSIRTP is a polynomial time algorithm for SIRTP( p, q) and gives a solution at most q/ p + 7 log 2 p.
Since q/ p is a lower bound, if q = ( p log p), then ALGSIRTP gives a solution to SIRTP( p, q) with a constant approximation ratio. In general, it is a (7 log 2 p)approximation algorithm.
The main idea in ALGSIRTP is to improve the Euclidean approach to avoid a subproblem to transform two "slim" rectangles, since a pair of slim rectangles implies an intrinsic large lower bound (as what we have seen in the Euclidean algorithm for SIRTP( p, p + 1)). When the remainder is small in each round, we develop novel partition methods to deal with different cases of side length parities. The easy case is that there is an even side length, for which we simply dissect two squares which tile tightly along the even length side. For the hard case that both side lengths are odd, we reduce the problem to two subproblems whose scales are dramatically reduced at the price of six other modules being added. In each round for all cases, we guarantee that each module including the subproblem(s) has integral side lengths, which turns to guarantee that this recursive process must ends in O(log p) rounds. Then the upper bound for ALGSIRTP is obtained. This algorithm and its proof will be stated in Sect. 2.
Recall that we have mentioned in the previous section that Kenyon's upper bound q/ p + C log p for the problem of square-tiling of the p × q rectangle [11] implies the same upper bound for SIRTP( p, q). Moreover, it shows that there is a solution to SIRTP( p, q) in which each module is a square. However, it is not an algorithmic result for SIRTP( p, q) since some existence lemmas are used in Kenyon's proof. Additionally, that proof is too complicated to get an explicit constant other than C. The author stated it as an open question to have the best constant. In our result, we have the constant 7 for SIRTP( p, q). However, since we do not get square tiling in ALGSIRTP, this is not an answer to Kenyon's question.
For the lower bound analysis, the trivial one q/ p becomes small if p and q are close. An extreme case is SIRTP( p, p + 1) for which ( p + 1)/ p = 2. For more general lower bound, we have the following theorem.
Theorem 5 For any constants ε, δ > 0, there are positive integers p and q satisfy-
Theorem 5 means that, for any constants ε, δ > 0, there are always some p and q of ratio q/ p ∈ (1, 1 + δ) such that there is no solution less than log 1−ε 2 q to SIRTP( p, q). This is an almost tight bound since the algorithm ALGSIRTP gives an upper bound 1 + δ + 7 log 2 p in this case.
The main technique used in its proof is to define the pattern of a tiling and to count the similar patterns. The pattern of a tiling and its similarness are defined after a careful investigation of rectangle partition structures. Then we show a surprising lemma (Lemma 9) that all the similar isomorphic rectangle partition pairs can only cope with SIRTP( p, q) for a fixed value of p/q. Thus to cover all distinct such ratios whose number is (q 2 / log 2 q), the number of non-similar pairs which is at most 2 O(k log k) should also be at least this value, where k is the number of modules. Then Theorem 5 follows immediately.
To prove the upper bound 2 O(k log k) for the number of non-similar pairs, we utilize the Smith diagram that was raised in [5] (also see [11] ). In that work, the Smith diagram relates a square tiling of a rectangle to an electrical network with a unit resistance on each edge. Regardless of the resistances, such diagram is fit for a rectangle tiling as well. We show that the similarness of two rectangle tiling patterns is a necessary and sufficient condition for the isomorphism of their Smith diagrams (Lemma 10), and thus the number of non-similar patterns equals to that of the isomorphic Smith diagrams. The upper bound follows from an easy (and rough) counting argument for non-isomorphic Smith diagrams. We will give this proof formally in Sect. 3.
Note Kenyon's lower bound for square-tiling problem in [11] , where it is shown that, for any co-prime p and q, there does not exist a square-tiling of max{q/ p, log 2 q} pieces for rectangle p × q. It does not imply our lower bound for SIRTP( p, q) since square-tiling is not a necessary condition here. Nevertheless, we have not given a lower bound for SIRTP( p, q) for every co-prime p and q pair. We will state it as an open problem in Sect. 5. In this section, we give the algorithm ALGSIRTP which gives a solution at most q/ p + 7 log 2 p to SIRTP( p, q) for q ≥ p. ALGSIRTP proceeds recursively, and at most two subproblems of much smaller scale are produced in each round. The side lengths for each subproblem will be guaranteed to be integral, and so the algorithm must end in finite steps. Moreover, we will see that ALGSIRTP not only gives the number of modules, but also implies an explicit transformation method for SIRTP( p, q). Let = (q mod p). We cut off q/ p − 1 squares by Euclidean and then we consider how to transform from p×( p+ ) to ( p+ )× p. Note that this is an instance for which the longer side length ( p + ) is at most twice to the shorter one p. We call the rectangles with this property as standard rectangles. If ≥ p/4, we simply cut off a p × p square from both rectangles and consider the subproblem SIRTP( , p). Otherwise, < p/4, then a Euclidean step may produce a slim rectangle which should be avoid in the reduction. So we need a different approach.
If p is even, then we will have two ( p/2) × ( p/2) squares of integral size aligned to the side of length p. We cut of these two squares and moreover a ( p/2+ )×( p/2+ ) one in the rest part, which produces a subproblem SIRTP( p/2 − , p/2 + ). It is illustrated in Fig. 2 . Since ( p/2 + )/( p/2 − ) < 3 when < p/4, a Euclidean step on this subproblem produces at most one square to leave a standard rectangle with shorter side length p/2 − .
Similarly, if p + is even, then we will have two (( p + )/2) × (( p + )/2) squares of integral size aligned to the side of length p + . Cutting off these two squares leaves a subproblem SIRTP(( p − )/2, p + ). It is illustrated in Fig. 3 .
, a Euclidean step on this subproblem produces at most two squares to leave a standard rectangle with shorter side length p/2 − . Thus, whenever p or p + is even in the case of < p/4, at the price of at most 4 squares produced, we can reduce from SIRTP( p, p + ) to a subproblem with a standard rectangle in which the shorter side is at most half of the original one p. All the squares and the rectangle in the subproblem have integral sides.
The hard case is that both p and p + are odd. Now is even. Let r = ( p mod ). We partition the rectangle into five modules as follows. We dissect a square of size + r in a corner and extend the cutting lines to the border lines. Then we have three rectangles (
We cut the first one into two rectangles ( + r ) × ( p − − r ) and ( + r ) × . This partition is illustrated in Fig. 4 . Since the two rectangles ( p − − r ) × ( + r ) and ( + r ) × ( p − − r ) are identified by 90 • rotation, we only have to deal with two subproblems SIRTP( , + r ) and SIRTP( p − − r , p − r ), where both of them are standard. If p − − r = 0, then it degenerates simply to SIRTP( , + r ) only. We solve them recursively. Note that p − − r and p − r have the greatest common divisor , we can solve SIRTP( p − 1, p ) for SIRTP( p − − r , p − r ) by stretch, where p = ( p − r )/ is an integer.
For the subproblem SIRTP( p − 1, p ), note that either p − 1 or p is even. So next, we will get the only subproblem SIRTP(( p − 3)/2, (p + 1)/2) when p is odd, and the only one SIRTP( p /2 − 1, p /2 + 1) when p is even. Meanwhile, only three more squares are added. In all, when both p and p + are odd, at the price of 6 rectangles produced, we reduce from SIRTP( p, p + ) to two subprolems, one is SIRTP( , + r ) and the other is SIRTP(( p − 3)/2, (p + 1)/2) or SIRTP( p /2 − 1, p /2 + 1). In any subproblem, the rectangle is standard unless p = 4 or 5, in which case, ALGSIRTP( p − 1, p ) = 4 or 5, respectively. 
Note that ALGSIRTP not only give the number, but also implies a partition method for SIRTP( p, q), in which all modules have integral sides length. It calls itself in each round as subroutine with integral input which indicates rectangles of smaller area. So it must terminate after finite steps. Next, we will complete the proof of Theorem 4. We need to prove the desired upper bound and polynomial time complexity.
Proof First, we prove the upper bound. By the previous analysis, ALGSIRTP gets at most two subproblems in a constant number of rounds. After dissecting q/ p − 1 squares by Euclidean in the first round, all the subproblems afterwards have a side ratio within a constant range. More detailedly, for each subproblem SIRTP( p, p + ) for some < p, if < p/4, then by adding at most 6 more rectangles, we have at most two subproblems, in each of which the rectangle is standard. If ≥ p/4, then the subroutine ALGSIRTP( , p) will be processed. Similarly, no matter what the relationship between and p is and no matter what their parities are, by adding at most 6 more rectangles, we have at most two subproblems with standard rectangles. Let A( p, q) denote the output of ALGSIRTP( p, q) and
That is, f ( p) denotes the maximum solution of ALGSIRTP to SIRTP(i, q) for all
We summarize all the cases of A( p, p + ) (0 ≤ < p) as follows.
1 If < p/4, then (1) If p is even, then
(2) Otherwise, if p + is even, then
(3) Otherwise, both p and p + are odd. Now is even. Let r = ( p mod ), and then
(b) Otherwise, ( p − r )/ is even, and then
Note that the inequalities in (a) and (b) also hold for the initial values ( p − r )/ = 5 or 4, respectively, since at this time, f ( p/(2 ) ) = f (2) = 3.
Combining Cases (1-3) ,
where the second term f 
(2) Otherwise, p/2 < < p. By the same analysis as Case 1 for A( , p) where the input is a standard rectangle, we have
and then
where the second term f
Combining Cases (1) and (2),
where the second term is chosen only if p − is even.
Since f ( p) takes the maximum value for all A( p, p + ) (0 ≤ ≤ p), putting the easy case = p, A( p, p + ) = 2 aside, combining the recursive formulas (1) and (2) and checking the initial values f (0) = 0, f (1) = 2, f (2) = 3, by an inductive argument, we can prove f ( p) ≤ 7 log 2 p for p ≥ 2. This implies the upper bound in Theorem 4. We do not aim to the lowest constant less than 7 by polishing the parameters in ALGSIRTP and the upper bound proof, even though since is even in the case that both p and p + are odd, a one-more-step analysis on the subproblem SIRTP( , + r ) implies a q/ p + (13/2) log 2 p upper bound. But obviously, there must be a constant in front of the term log 2 p by this way of reduction. Next, we prove the polynomial time complexity. Since the operations of division and mod can be done in log-square time (even log time for rectangles within constant ratio ranges), we only have to bound the number of recursions within polynomial. Let C( p) denote the maximum number of recursions of ALGSIRTP(i, q) (q ≥ i) for all i ≤ p. C is non-decreasing and has the initial value C(1) = 0. Then for any positive integer p, by the proof of the upper bound, when < p/4,
and when p/4 ≤ < p,
Including the easy case = p, by an inductive proof, we have C( p) = O(log 2 p). Therefore, ALGSIRTP halts in O(log q log p) time.
The proof of Theorem 4 has been completed.
For the general case of SRTP( p, q) where p and q are rational, because of the stretch technique, we can assume that p and q are two rational numbers, denoted by p = p 1 / p 2 and q = q 1 /q 2 the irreducible fractions, where p i , q i ∈ Z + for i ∈ {1, 2}. We can convert it to the integral case by multiplying the least common multiple lcm( p 2 , q 2 ) to them. Then assuming q ≥ p, ALGSIRTP gives a solution at most q/ p + 7 log 2 ( p 1 q 2 /g), where g = gcd( p 2 , q 2 ) is the greatest common divisor of p 2 and q 2 . But now ALGSIRTP is not a poly(log p) time algorithm any more. However, in this case, we are given p 1 , q 1 , p 2 , q 2 as the input, and then ALGSIRTP halts in poly(log p 2 + log q 1 ) time.
Lower Bound for SIRTP
In this section, we prove Theorem 5. First, we give some basic definitions and notations that will be used in this proof and lead to the definition of rectangle tiling patterns. Second, we define the similarness of two tilings and show the key lemma that all the similar isomorphic tiling pairs can only cope with SIRTP( p, q) for a fixed value of p/q. Thus to cope with all distinct such ratios, the number of similar pairs cannot be too small. By giving an upper bound for the number of non-similar patterns, Theorem 5 follows. To give such an upper bound, we relate the tiling pattern to its Smith diagram and show that the similarness of two tilings is equivalent to the isomorphism If the grey part is also covered by rectangles, then the placement will be a tiling of their Smith diagrams. Thus, the number of non-similar patterns equals to that of the isomorphic Smith diagrams. An easy and rough counting argument for the latter gives an upper bound for the former also, and turns to an upper bound for the number of non-similar pairs. This is the idea of this proof.
Basic Definitions and Properties
For an outer rectangle R and a set P of rectangles in it, we say that P is a placement in R if all rectangles in P is not overlapping and their sides are parallel to one side of R. For such a placement, we say a space in R is empty if it is not covered by any rectangle in P. A placement without empty space in R is called a tiling of R. So a rectangle partition of R is also a tiling in R. We will not differentiate these two terminologies in this section. We say that a line segment consisting of the sides of the rectangles in P is a cutting line if it is a longest line segment of this kind. For a placement, there are at most three kinds of intersection points of cutting lines, which are of shapes right-angle, "⊥" and cross. For each horizontal cutting line L, we define its upper sum (resp. lower sum) to be the sum of the bottom (resp. top) sides of the rectangles on (resp. under) the cutting line, which is denoted by L + (resp. L − ). If there is no such rectangle, the sum is zero. These definitions have been illustrated in Fig. 5 .
Using the notations above, the following lemma gives a necessary and sufficient condition for a tiling. Proof The necessity is obvious since if no empty space exists in R, then all cutting lines except the top and bottom sides of R are saturated by rectangles on both sides, and for the two horizontal sides of R, the condition also holds.
Lemma 6 A placement P in outer rectangle R is a tiling if and only if the following condition holds: for each internal horizontal cutting line L, that is, L is not on the top
For the sufficiency, assume that there is an empty space in R. We can always find a horizontal cutting line such that there is an empty space adjacent to one side but no empty space on the other. This can be found by scanning from top of R to bottom until the first top side of a rectangle is met, unless the top of R is saturated from bottom. In the latter case, the scan continues until the first top side of an empty space is met. Without loss of generality, let L be a cutting line such that there is an empty space adjacent to L from bottom, but no empty space on top. For example, L ae is such a cutting line in Fig. 5 . If L is on the top side of R, then obviously L − = R . Otherwise, L is internal. But now L is saturated by rectangles on top, which implies that L + = L − . Lemma 6 has been proved.
From now on, for any placement P in an outer rectangle R, we always assume that R is the smallest outer rectangle containing P, and so we usually omit R for convenience when we mention a placement. Now, we are ready to define a pattern for a placement and its similarness. 
where L j is the j-th cutting line in L, i is the horizontal side of R i ∈ P, and π( i ) is the horizontal side of π(R i ).
Since a pattern is uniquely defined by a placement, we use P ∼ P to denote that the two patterns of P and P are similar. By definition, similar patterns indicate that there is a one-one mapping between both these two placements and their cutting lines such that every pair of corresponding cutting lines have the same components of upper and lower sums, respectively. For two pairs of tilings (P 1 , P 2 ) and (P 1 , P 2 ), we say that they are similar, denoted by (P 1 , P 2 ) ∼ (P 1 , P 2 ), if P 1 ∼ P 1 and P 2 ∼ P 2 . Next, we define the Smith diagram of a tiling P, denoted by D(P). D(P) is a weakly connected directed multiple planar graph, in which the vertices represent the horizontal cutting lines and the edges represent the rectangles in P. There are k directed edges from u to v if and only if there are k rectangles whose top and bottom sides are on cutting lines u and v, respectively. It can also be seen as a graph by shrinking each cutting line to be a vertex and each rectangle to be a directed edge from top to bottom. So D(P) is also planar. Figure 6 illustrates the definitions of similar pattern and Smith diagram.
Then we turn to prove Theorem 5.
Proof of Theorem 5
Proof It is trivial that any solution to SIRTP( p, q) is at least q/ p for any integers q > p. So we only need to prove the lower bound log 1−ε Lemma 9 Suppose that (P 1 , P 2 ) and (P 1 , P 2 ) are two pairs of isomorphic tilings that solve SIRTP( p, q) and SIRTP( p , q ), respectively (q ≥ p, q ≥ p ). If (P 1 , P 2 ) ∼ (P 1 , P 2 ), then p/q = p /q .
Proof Since (P 1 , P 2 ) ∼ (P 1 , P 2 ), we can suppose that (P 1 ,
are the patterns of P 1 , P 1 , P 2 and P 2 , respectively. Let π 1 and π 2 be the two one-one maps for P 1 ∼ P 1 and P 2 ∼ P 2 , respectively. Let the i-th modules of P 1 and P 1 have sizes i × h i and i × h i , respectively, where i and i are the horizontal sides. Suppose that p and p are the horizontal sides of p × q and p × q , respectively. Now let's consider the rectangle set P * = { i × h i }. Regardless of the length of cutting lines in L 1 , by simply stretching i to be i in P 1 such that no overlap occurs. Since P 1 = { i × h i } is a tiling in the outer rectangle p × q , by Lemma 6, for each internal cutting line L j ∈ L 1 , L + j = L − j , and for the top (resp. bottom) one
is well defined and satisfies the condition in Lemma 6. So P * is a tiling of p × q with this pattern. Because of isomorphism,
For the same reason, P * is also a tiling of q × p with pattern (P * , L 2 , α + 2 , α − 2 ). Thus, p q = q p = i i h i , and so p/q = p /q . Lemma 9 follows.
Then we show that the similarness of two tilings is equivalent to the isomorphism of their Smith diagrams.
Lemma 10
For two tilings P 1 and P 2 , P 1 ∼ P 2 if and only if D(P 1 ) ∼ = D(P 2 ).
Proof Let the patterns of P 1 and P 2 be (P 1 , L 1 , α + 1 , α − 1 ) and (P 2 , L 2 , α + 2 , α − 2 ), respectively.
For the necessity, since P 1 ∼ P 2 , we have α + 1 = α + 2 , α − 1 = α − 2 and there is a one-one mapping π from (P 1 , L 1 ) to (P 2 , L 2 ). For each L i ∈ L 1 and R i ∈ P 1 , we identify L i with π(L i ) for vertices and R i with π(R i ) for edges, which implies an isomorphism between D(P 1 ) and D(P 2 ).
For the sufficiency, since D(P 1 ) ∼ = D(P 2 ), the one-one mapping that identifying the vertices and edges from D(P 1 ) to D(P 2 ) determines a one-one mapping π from (P 1 , L 1 ) to (P 2 , L 2 ). α + 1 = α + 2 and α − 1 = α − 2 are also identified by the components of in-degrees and out-degrees of each vertex, respectively. Lemma 10 has been proved.
By Lemma 9, similar isomorphic tiling pairs can only cope with SIRTP( p, q) for a fixed ratio p/q. By Lemma 10, the number of non-similar k-sized tilings is equal to that of non-isomorphic Smith diagrams with k edges. To estimate how many different ratios we can cope with by tilings of size k, we give an upper bound for the number of non-isomorphic k-edge Smith diagrams. Recalling that a Smith diagram is a weakly connected multiple directed planar graph, we only need to give an upper bound for the number of non-isomorphic such graphs with k edges. In fact, we loosen this condition and just give an upper bound for the number, denoted by N k , of different such graphs of k edges with labeled vertices. Since there are at most k + 1 vertices, by putting k directed edges into a graph with i (2 ≤ i ≤ k + 1) labeled vertices, we have
Thus, the number of non-similar k-sized tiling pairs is at most N 2 k ≤ [k 2 (k + 1)] 2k . Consider the one-one mapping between two isomorphic tilings, by Lemma 9, the number of different ratios that we can cope with using k-sized tilings is at most
On the other hand, for any interval [N , (1 + δ) N ], the number of primes in it is (N / log N ) when δ is a constant. We choose p and q in this interval such that p < q < (1 + δ) p, and when p, q are both primes, we have (N 2 / log 2 N ) many different ratios p/q. Therefore, to cope with SIRTP( p, q) for so many p and q using k-sized tilings, it is required that
This means that k = (log 1−ε 2 q) for any constant ε > 0. The proof of Theorem 5 is completed.
Proof of Theorem 3
In this section, we prove Theorem 5 without prior knowledge of additive function. We define a sort of rectangle partition named slat rectangle partition that will be used in this proof.
Definition 11 (Slat rectangle partition)
A slat rectangle partition P is a rectangle partition on a rectangle M, such that if two horizontal sides of two modules overlap, then they are identical.
In other words, when going along any vertical partition line, you will reach the horizontal sides of M, without interruption by any horizontal side of any module except the horizontal sides of M. The slat rectangle partition, looks like wooden floor composed of many slats.
Lemma 12 If SRTP( p, q) has a solution, 3 then there is a solution such that one partition in the solution is a slat rectangle partition.
Proof Suppose SRTP( p, q) has a solution (P 1 , P 2 ). For each rectangle in P 1 , we extend its vertical sides. Since some modules of P 1 are cut into rectangles by the extended lines, we get a refinement of P 1 , denoted by P 1 . Obviously, P 1 is a slat rectangle partition.
We apply the same refinement to P 2 and get P 2 . Obviously, (P 1 , P 2 ) is also a solution.
We define the width multi-set of rectangle partition, to be the multi-set of the widths of its rectangles, and define the width set to be the set of all widths.
Lemma 13
If SRTP( p, q) has a solution (P 1 , P 2 ), then there is a solution (P 1 , P 2 ) such that the width set is linear independent over rational numbers. Moreover, for any i ∈ {1, 2}, if P i is a slat rectangle partition, then P i is a slat rectangle partition.
Proof The general intuition of the proof is simple. Whenever there is a width in the width set that is a linear combination other widths, we cut all the rectangles of this width vertically into smaller rectangles according to the combination. While in the proof, we have to handle the negative coefficients in the linear combinations very carefully, since all widths are positive, and we can only cut it into positive segments.
Suppose that the width set of P 1 and P 2 is {x 1 , x 2 , . . . , x n }. We can cut all rectangles in P 1 and P 2 of width x i into c rectangles of width x i /c. Obviously, this operation, named mincing operation, changes a slat partition into another one, and keeps the isomorphism between two partitions.
Suppose that the rank of {x 1 , x 2 , . . . , x n } is r . The proof is an induction on n. Whenever n > r , we construct a new solution, whose width set has size n − 1 and rank r .
Because n > r , the width set is linearly dependent. Notice all widths are positive numbers. There must be a linear equation of the form b 1 y 1 + b 2 y 2 + · · · + b s y s = c 1 z 1 + c 2 z 2 + · · · + c t z t , where the coefficients are positive integers, and y 1 , y 2 , . . . , y s , z 1 , z 2 , . . . , z t are distinct elements from the width set, and s, t are two positive integers satisfying s + t ≥ 2.
We keep y 1 unchanged and mince each of other widths y 2 , . . . , y s ,
the new width set satisfies y 1 + b 2 y 2 + · · · + b s y s = c 1 z 1 + c 2 z 2 + · · · + c t z t . The new width set still has size n and rank r , since it is linearly equivalent to the original set.
If s = 1, y 1 = c 1 z 1 + c 2 z 2 + · · · c t z t and we can simply cut all rectangles of width y 1 into rectangles of positive widths z 1 , z 2 , . . . , z t . However, for general s, y 1 = c 1 z 1 + c 2 z 2 + · · · + c t z t − b 2 y 2 − · · · − b s y s and it is not allowed to cut y 1 into these negative numbers −y 2 , −y 3 , . . . , −y s . The idea is to utilize these positive z i to absorb these −y i . We do not want to generate new negative number, so we shall keep the residue of z i positive.
We formalize this absorbing process as a process of putting commodities into bins. We look z i as capacities of bins. There are c 1 bins of capacity z 1 , c 2 bins of capacity z 2 and so on. We look y 2 , y 3 , . . . , y s as sizes of commodities. There are b 2 commodities of size y 2 , b 3 commodities of size y 3 and so on. A bin of capacity z i can only contain a set commodities whose size summation is no more than z i . The purpose of the next step is to mince y 2 , . . . , y s tiny enough such that they can be put into the bins. We further require that each bin of the same capacity, contains commodities of the same size summation, so the left room is the same.
Let N denote c 1 + c 2 + · · · + c t . We always mince the commodities into pieces of sizes no more than y 1 N . If for a bin we have tried and found that it can not contain one more piece of size no more than y 1 N , then the left room of this bin is no more than y 1 N , and we seal this bin. In this way, we never waste too much, and it can be proved that the total capacities of empty bins, added by the total left room of unsealed bins, is always larger than the total size of unpacked commodities. We mince y 2 into T c 1 pieces, where T is larger enough such that each piece has size no more than y 1 N . We put these pieces into the c 1 bins of size z 1 fairly. There are two cases. If all pieces are put into the c 1 bins, we go on to mince y 3 and put its pieces into bins in the same way, starting from these unsealed c 1 bins.
If there are pieces left, we seal these c 1 bins. Suppose each bin of size z 1 has a room of size z 1 left. We seal these c 1 bins. We go on to put these pieces into the c 2 bins of size z 2 . Now, there is a problem, if the number of left pieces is not a multiple of c 2 , then we are not able to be fair to all the c 2 bins, and not sure to fulfill the requirement. The trick is simply mincing each pieces into c 2 subpieces, no matter the already packed ones in the sealed bins or the unpacked ones. The current size of each subpiece is
Again, there are two cases, either we pack all subpieces of y 2 , or we seal these c 2 bins and begin to pack them into the c 3 bins of size z 3 . In the second case, we will mince each subpiece into c 3 subsubpieces.
We repeat this process, until all commodities are packed up. Suppose each y i is finally minced into pieces of size y i , i = 2, 3, . . . , s. Suppose the left room of each bin of size z i is z i , i = 1, 2, . . . , t. We show that {y 2 , . . . , y s , z 1 , . . . , z t } can positively linearly express {y 1 , y 2 , . . . , y s , z 1 , . . . , z t }. Each y i is a multiple of y i . Each z i is a positive linear combination of z i and the sizes of pieces in the corresponding bin. We can cut y 1 into widths z i , because it is a positive linear combination of z i , since it is equal to the size of the total left room of all bins. Using these new s + t − 1 widths {y 2 , . . . , y s , z 1 , . . . , z t } together with the rest n − s − t elements in the original width set, we get a smaller new width set of size n − 1.
The new set has the same rank. We repeat this process, until the size of the width set becomes r .
Then we turn to prove Theorem 3.
Proof Assume that there is a finite solution to SRTP( p, q). By Lemmas 12 and 13, there is a solution (P 1 , P 2 ), such that P 1 is a slat rectangle partition and the width set {x 1 , x 2 , . . . , x n } is linearly independent over rational numbers.
Consider the partition P 1 . The total height of all width x 1 modules is sp, where s is an integer. Then consider the partition P 2 . Suppose that a horizontal line segment goes through the rectangle from the left boundary to the right boundary. It also goes though some modules, and it is cut into segments by these modules. The length of each segments is equal to the width of the rectangle being cut. The total length p is an integral coefficient linear combination t 1 x 1 + · · · t n x n of {x 1 , x 2 , . . . , x n }. Because the width set is linearly independent over rational numbers, the combination realizing p is unique.
When we move this horizontal line, we always get the same combination. If we scan the whole rectangle, whose height is q, from top to bottom, we find out that the total height of all width x 1 modules rectangles in partition P 2 is t 1 q. Since P 1 is isomorphic to P 2 , sp = t 1 q, which contradicts to the fact that p/q is irrational. Theorem 3 has been proved.
Conclusions and Future Discussions
In this paper, we proposed the rectangle transformation problem (RTP), and defined its strict version (SRTP), integral version (IRTP) and their combination (SIRTP). Since there is no finite solution to SRTP( p, q) if the ratio of two side lengths p/q is irrational, we focused on the complement case SIRTP( p, q) that p and q are integers. Assuming q ≥ p, we presented for SIRTP( p, q) a polynomial time algorithm which gives a solution at most q/ p + 7 log 2 p. On the other hand, we showed that for any constants ε, δ > 0, there are always integers p and q of ratio q/ p ∈ (1, 1 + δ) such that there is no solution less than max{q/ p, log 1−ε 2 q} to SIRTP( p, q). This bound is almost tight. As new problems, RTP and its variants leave a lot of open questions. We list some representative ones for further research along this line and discuss possible approaches to some of them.
(1) Can we get a lower bound for SIRTP( p, q) other than the trivial one q/ p for any co-prime p and q (q > p)? Note that Theorem 5 has just shown the existence of p and q for such a lower bound. This question needs a new approach. (2) Can the gap log ε q between the upper and lower bounds be removed? These two bounds are fully tight for the problem of square tiling for rectangle p × q by Kenyon's work [11] . We conjecture a similar result for SIRTP( p, q). (3) Is there a good algorithm for IRTP( p, q)? Here, "good" means a polynomial time algorithm that has a good approximation, or even gives the optimal solution! Is it a possible approach to give a rule for the choice of the Euclidean algorithm in each recursive step as we discussed in Sect. 1.3? (4) What is the complexity of the deterministic versions of IRTP( p, q) and SIRTP( p, q)? That is, for each of them respectively, is there a solution at most k for some given k? If we consider only integral solutions, a straight method to find the optimal solution is to enumerate the cutting lines on the integral coordinates for all isomorphic rectangle partitions. The running time of this method is just upper bounded by exp{O( p, q)}. Guessing the integral cutting lines and the oneone mapping for the isomorphic rectangle partitions implies that the deterministic versions of IRTP and SIRTP for integral solutions are just both in NEXP. For general IRTP and SIRTP, we do not even know how to find the optimal solution regardless of running time! If Question (3) have a positive answer for the optimal solution, it will be amazing and quite interesting. Moreover, note that even though one of IRTP and SIRTP is easy, there is no reason to conclude that the other one is also easy. These two problems are very different.
(5) A more practical version of RTP is to relax the target rectangle to be of area (1 + δ)S, where S is the area of the source rectangle. Then RTP requires to minimize the module number in the rectangle partition of the source one such that all modules can be placed without overlap in the target one with all sides parallel to a boundary. This is a mixed scenario about partitioning and 2-dimensional bin packing. The latter and its generalization to 3-dimensional case have been studied widely for a long time. The techniques raised there might be helpful. See [14, 18] for a survey. (6) RTP and all of its variants can be generalized to 3-dimensional versions. But the algorithm and lower bound seem hard to be generalized directly. It is worthwhile to have a systematic study.
