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Abstract
Let E/Q and A/Q be elliptic curves. We can construct modular points derived from A
via the modular parametrisation of E. With certain assumptions we can show that these
points are of infinite order and are not divisible by a prime p. In particular, using Kolyvagin’s
construction of derivative classes, we can find elements in certain Shafarevich-Tate groups
of order pn.
INTRODUCTION
Let E/Q be an elliptic curve of conductor NE . Then due to the modularity theorem, there exists
a surjective morphism
φE : X0(NE)→E
defined over Q known as the modular parametrisation of E, where ∞ on the modular curve
X0(NE) is mapped to O. There exists a subvariety Y0(NE) of X0(NE) which is a moduli space
of points xA,C = (A,C) where A is an elliptic curve and C is a cyclic subgroup of A of order
NE . Fixing A/Q, the image of xA,C under φE is known as a modular point, which we will denote
PA,C ∈ E(Q(C)) where Q(C) is the field of definition of C. We denote the compositium of all
such Q(C) as KNE . This is the smallest field K such that its absolute Galois group GK acts
by scalars on A[NE ]. This has Galois group GNE := Gal(KNE/Q) which can be identified as a
subgroup of PGL2(Z/NEZ) via the mapping
τQ,A,NE : GQ→Aut(A[NE ]) ∼= GL2(Z/NEZ)→PGL2(Z/NEZ).
We can also define higher modular points above PA,C . These are points of the form φE(B,D)
for an elliptic curve B isogenous to A over Q and D ≤ B cyclic of order NE .
In this paper, we use these points to bound Selmer groups using methods similar to that of
Kolyvagin in [10] and Wuthrich in [14]. Kolyvagin initially looked at a specific type of modular
point known as Heegner points and used them to bound Selmer groups. This involved creating
cohomology classes coming from these points and using the classes to bound the Selmer groups
from above. Wuthrich then worked on an analogue system to Kolyvagin’s work where he uses a
type of modular point known as self points to create derivative classes and finds lower bounds of
Selmer groups over certain fields.
We look to extend the idea of self points to a generalised construction of modular point. In
particular, we use more advanced methods in modular representation theory to show that Selmer
groups over certain fields must contain points of prime power order when the higher modular
points satisfy certain conditions.
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In the first section, we look at the divisibility of the modular points in E(Q(C)) and understand
the relationships between them. This will provide us with an understanding of the rank of the
group generated by these points. Initially, we want to see when the modular points are of infinite
order. We obtain the following result.
Theorem. Let E/Q be an elliptic curve of conductor NE. Let A/Q be an elliptic curve such
that the j invariant of A is not in 12Z and the degree of any isogeny of A defined over Q is
coprime to NE. Then the modular points PA,C are of infinite order for all cyclic subgroups C of
order NE in A.
From this, we can show that if p is a prime with specific conditions related to E, then PA,C is not
divisible by p in E(Q(C)) as seen in Proposition 2.4. We also see that there exists relationships
between the modular points. If d is a divisor of NE and B ≤ A is cyclic of order d, then∑
C⊃B
PA,C ∈ E(Kd) is torsion.
This reduces the rank of the group generated by these points.
We then take a look at a specific case of creating higher modular points for a prime p of either
good ordinary or multiplicative reduction with respect to E. Here, we will look at the case
where p is coprime to NE . Let D be a cyclic subgroup of A of order pn+1 for a prime p and
n ≥ 0. We look at the higher modular point coming from (A/D,ψ(C)) where ψ : A→A/D is the
isogeny defined by D. We define QA,D = φE(A/D,ψ(C)) ∈ E(Q(C,D)). We see that the higher
modular points form a trace-compatible system with
ap(E) ·QA,D =
∑
D′⊃D
QA,D′
where the sum is taken over the subgroups D′ of A of order pn+2 containing D and ap(E) is the
p-th Fourier coefficient for the modular form associated to the isogeny class of E. Using this, we
can show that if PA,C is of infinite order, then we have created a tower of points which are also
of infinite order. In particular, we show that the higher modular points generate a group of rank
pn+1 + pn as seen in Proposition 3.3 and so if Fn defines the compositium of all such Q(C,D),
then rank(E(Fn)) ≥ pn+1 + pn by [7]. Hence we are able to use this information to establish a
link between the group generated by the higher modular points and the representation theory
associated to the projective general linear group.
If we let Gn := PGL2(Z/pn+1Z) for n ≥ 0, we will see that we can relate the group generated
by the higher modular points to certain Zp[Gn]-lattices in
Vn = ker
(
Qp
[
Gn/Bn
]→Qp)
for p prime and Bn a Borel subgroup of Gn. We can view
Vn =
{
f : P1n→Qp :
∑
C
f(C) = 0
}
where P1n := P1(Z/pn+1Z). This contains the standard lattice
Tn = ker
(
Zp
[
Gn/Bn
]→Zp),
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which we can easily understand the cohomology of with respect to subgroups of Gn. Hence, we
take a look at the integral representation theory of Gn and will later look at the application of
this to the modular points.
We then follow a similar method to Wuthrich in [14] from the ideas of Kolyvagin in [10]. We create
derivative classes coming from higher modular points of infinite order which are not divisible by
p in E(Q(C)) as shown in Proposition 2.4.
Suppose p is one of the following:
• A prime of split multiplicative reduction for E and p - ordp(∆E),
• A prime of non-split multiplicative reduction for E,
• A non-anomalous prime of good ordinary reduction for E,
where ∆E is the minimal discriminant of E. This ensures that the higher modular points are
not divisible by p in E(Q(C)). Let
Fn :=
{
Kpn+1NE if p - NE ,
KpnNE if p||NE ,
for n ≥ −1 with F := F−1. We assume
τF,A,p : Gal(F/F )→PGL2(Zp)
is surjective giving Gal(Fn/F ) ∼= Gn. We let An be a non-split Cartan subgroup of Gn. This is
a cyclic subgroup of order pn+1 + pn. Then we define Ln to be the subfield of Fn fixed by An.
We are able to construct a mapping
δn : H1(An, Sn)→X(E/Ln)
where Sn denotes the saturated group generated by the higher modular points in E(Fn). With
the conditions on p, we can show that the source of δn is a cyclic group of order pn. This result
derives from the link between the construction of the derivative classes and integral representation
theory. The group Sn defined earlier is isomorphic to a Zp[Gn]-lattice containing Tn. Due to the
structure of Sn, we are able to show that Sn ∼= Tn under the conditions we have stated and as
we understand the cohomology of Tn associated to subgroups of Gn. This leads to the following.
Theorem. Let p > 2 be a prime. Let E/Q and A/Q be elliptic curves of conductor NE and NA
respectively. Let Fn be as defined above. Assume that:
1. A is semistable,
2. E has either split multiplicative reduction at p with p - ordp(∆E), non-split multiplicative
reduction at p or good ordinary non-anomalous reduction at p,
3. The degree of any isogeny of A defined over Q is coprime to NE,
4. ρQ,A,p : GQ→Aut(A[p]) ∼= GL2(Fp) is surjective,
5. ρQ,E,p : GQ→Aut(E[p]) ∼= GL2(Fp) is surjective,
6. Any prime ` of bad reduction of E and good reduction of A such that ` 6= p has a`(A)2− 4`
square modulo p.
Then there exists an element of order pn in Selp
n
(E/Ln).
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We are able to prove that if the first and fourth conditions in the theorem are true, then τF,A,p
is surjective and so Gal(Fn/F ) ∼= Gn for all n ≥ 0. The fifth point is essential in order to ensure
E(Fn)[p] = 0 for all n ≥ 0. We know that this condition excludes only a finite number of primes
if E has no complex multiplication. The final point ensures that the primes dividing NE but not
p or NA split completely in Fn/Ln. This is fundamental when showing that the image of the
derivation map δn lies inX(E/Ln).
However, we are unsure as to whether the image of this element in Selp
n
(E/Ln) is trivial or not
inX(E/Ln)[pn]. This will require a more in-depth look at the derivation map δn to see whether
this mapping is injective or not. Also, we still do not fully understand all potential Zp[Gn]-
lattices that Sn could be isomorphic to. Further research into the integral representation theory
of Zp[Gn] would improve our understanding of the structure of the saturated group of higher
modular points and further still, understand the properties of the derivative classes constructed.
1 PRELIMINARIES
Let K be a number field. For an elliptic curve E over K and m > 1 an integer, we let E[m] be
the m-torsion subgroup of E(K). We have GK acting on E[m] where GK := Gal(K/K) is the
absolute Galois group of K. This leads to a Galois representation
ρK,E,m : GK→Aut(E[m]) ∼= GL2(Z/mZ).
Let TpE = lim←−
n
E[pn] be the p-adic Tate module of E for a prime p. Then GK acts on TpE which
leads to the Galois representation
ρK,E,p : GK→Aut(TpE) ∼= GL2(Zp).
We define the mapping τK,E,m := sm◦ρK,E,m where sm is the quotient mapping to PGL2(Z/mZ)
and the mapping τK,E,p := s◦ρK,E,p where p is prime and s is the quotient mapping to PGL(Zp).
Throughout, we will denote the centre of GL2(Z/mZ) as Zm and define Gn := PGL2(Z/pn+1Z)
for a prime p and n ≥ 0.
In this article, we will be looking at the links between the modular points we have constructed
and the representation theory associated to Gn. We let Bn denote a Borel subgroup of Gn. We
see that Gn acts on the projective line over Z/pn+1Z for n ≥ 0 via linear substitution, which will
be denoted P1n throughout.
2 MODULAR POINTS ON ELLIPTIC CURVES
In this section, we will see when the points PA,C are of infinite order. Further, when the prime p
satisfies certain conditions with respect to E, we will show that the points PA,C are not divisible
by p in E(Q(C)). We prove the following.
Theorem 2.1. Let A/Q and E/Q be elliptic curves of conductor NA and NE respectively.
Suppose the j invariant of A is not in 12Z. Then there exists a C ≤ A cyclic of order NE such
that PA,C ∈ E(Qp) is non-torsion.
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Proof. The following has been adapted from the proof of [14, Theorem 5] for the more general
setting. Let p be a prime which divides the denominator of the j-invariant of A. If p2 | NA,
we know A acquires multiplicative reduction at p over some extension of Q. Fix an embedding
of Q into Qp. We consider the modular parametrisation over Zp. The modular curve X0(NE)
over Zp has a neighbourhood of the cusp ∞ consisting of couples (J,C) of the Tate curve of the
form J(Qp) = Q
×
p /q
Z together with a cyclic subgroup C of order NE generated by the N thE root
of unity. The parameter q is a p-adic analytic uniformiser at ∞, so that the Spf Zp[[q]] is the
formal completion of X0(NE)/Zp at the cusp ∞, as seen in [9, Chapter 8].
Since A has multiplicative reduction over Zp, there is exactly one point xA,C in the neighbourhood
of ∞ on X0(NE) which is represented by the p-adic Tate parameter qA associated to A and C
is isomorphic to µ[NE ]. Let fE =
∑
an(E)qn be the normalised newform associated to E and
let ωE be the invariant differential on E. Then we have φ∗E(ωE) = cE · fE/q · dq where cE is the
Manin constant of E. Hence
logE(φE(xA,C)) =
∫ φE(xA,C)
O
ωE = cE ·
∫ qA
0
fE
dq
q
= cE ·
∞∑
n=1
an(E)
n
· qnA
where logE is the formal logarithm associated to E from the formal group Eˆ(m) to the maximal
ideal m of Zp. We let | · |p be the normalised absolute value such that |p|p = p−1. We then have
the following lemma.
Lemma 2.2. [14, Lemma 6] Let (J,C) be a point on Y0(NE)(Qp) such that J is isomorphic
to the Tate curve with parameter q0 6= 0 and C is isomorphic to µ[NE ]. If |q0|p < p− 1p−1 then
φE(J,C) is a point of infinite order on E(Qp).
Hence, we have for p 6= 2 that
|qA|p = |j(A)|−1p ≤ p−1 < p−
1
p−1
and if p = 2 then
|qA|2 = |j(A)|−12 ≤ p−2 < p−
1
p−1 .
Therefore, by the lemma, we have that PA,C = φE(xA,C) is a point of infinite order in E(Qp).
We assume for primes ` of bad reduction for E, there exists no `-isogeny on A. Hence the set
of modular points {PA,C}C form a single orbit under the action of GNE . This shows that the
points PA,C are not equal and have the same order for all C. Hence, PA,C is of infinite order in
E(KNE ) for all C.
We can also show that there exist relationships between these points. These are in fact identical
to the relations for the self point case as in [14].
Proposition 2.3. The sum of the modular points PA,C as C varies through all cyclic subgroups
of A of order NE is a torsion point defined over Q. Let d 6= NE be an integer dividing NE. Then∑
C⊃B
PA,C ∈ E(Kd)
is a torsion point where B is a cyclic subgroup of A of order d and the sum is taken over all
cyclic subgroups of A of order NE containing B.
Proof. Identical to the proof of [14, Proposition 7].
5
Hence, we have provided the terms in which the points are of infinite order and have found the
relationships between them in order to understand the group generated by these points. We can
infact further show that the points are not divisible by p in E(Q(C)) when the prime p satisfies
certain conditions.
Proposition 2.4. Suppose j(A) /∈ 12Z and p > 2 is a prime such that it is one of the following:
• A prime of split multiplicative reduction for E and p - ordp(∆E),
• A prime of non-split multiplicative reduction for E,
• A non-anomalous prime of good reduction for E.
Let cp(A) be the Tamagawa number for A at p. Then PA,C /∈ pcp(A) · E(Q(C)).
Proof. Let p be the place of Q(C) corresponding to the chosen embedding Q to Qp. Then we
have Q(C)p = Qp. As p is one of the primes in the proposition with respect to E, then the order
of the group of components of E over Qp and the number of non-singular points in the reduction
E(Fp) are both prime to p. Hence, if PA,C is divisible by p in E(Qp) then it is divisible by p in
Eˆ(pZp). But the valuation of logE(PA,C) shows this cannot happen. Let z = logE(PA,C). As
Q(C)p = Qp, then we have ordp(qA) = cp(A). We then see that
ordp(z) = min{ordp(qA), ordp(ap(E)) + p · ordp(qA)− ordp(p)}
= min{cp(A), ordp(ap(E)) + p · cp(A)− 1} = cp(A)
as ap(E) is an integer. Therefore PA,C ∈ Eˆ(pcp(A)Zp). If p 6= 2, then we have
ordp(z − qA) = ordp(ap(E)) + p · ordp(qA)− 1
= ordp(ap(E)) + p · cp(A)− 1
≥ (p− 1)cp(A)
≥ 2cp(A).
Hence, we have z is congruent to qA modulo p2cp(A). So the value z is non zero and hence
PA,C /∈ pcp(A) · E(Q(C)).
3 HIGHER MODULAR POINTS
We now extend the construction of modular points to higher modular points by following the
construction as in [14] in the more generalised setting. We will create a tower of number fields
in which the higher modular points will be defined and will show that they satisfy certain trace
relations similar to that in Kolyvagin’s construction of Heegner points. In particular, the relations
between the points show that a link can be established with representations of Gn.
Let E/Q and A/Q be elliptic curves of conductor NE and NA respectively and let D be a cyclic
subgroup of A. We then take the isogenous curve A/D and a cyclic subgroup of order NE in
this isogenous curve and look at the image of the point under φE . We will focus on two cases
of construction of higher modular points. The first will be the multiplicative reduction case and
the second the good reduction case.
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3.1 MULTIPLICATIVE CASE
Let E/Q be an elliptic curve of conductor NE and let p be a prime of multiplicative reduction.
We let NE = pM and define Fn := Kpn+1M for all n ≥ −1 with F := F−1. We can view
∆n = Gal(Fn/F ) as a subgroup of Gn.
Let B ≤ A be cyclic of order M . Let n ≥ 0 and D ≤ A be a cyclic subgroup of order pn+1.
Let C = D[p] ⊕ B which is a cyclic subgroup of order NE and let ψ : A→A/D be the isogeny
associated with D with dual ψˆ. We define
C ′ = ker(ψˆ)[p]⊕ ψ(B).
This is a cyclic subgroup of A/D of order NE . We then define yA,D = (A/D,C ′) ∈ Y0(NE). We
define a higher modular point above PA,C as the point QA,D = φE(yA,D) ∈ E(Fn).
When n = 0, we see from above that we have yA,D = wp(xA,C) where wp is the Atkin-Lehner
involution on X0(NE). Therefore, we have QA,D = −ap(E) ·PA,C +T for some T ∈ E(Q)[2] and
ap(E) ∈ {±1} is the Hecke eigenvalue of the newform f attached to E.
Let D ≤ A be cyclic of order pn+1. Let Tp be the Hecke operator Tp on J0(NE). Then
Tp((yA,D)− (∞)) =
∑
D′⊃D
((yA,D′)− (∞))
where the sum runs over all cyclic subgroups D′ of order pn+2 in A containing D. This then
leads to the trace relation
ap(E) ·QA,D =
∑
D′⊃D
QA,D′ .
We know that if J, J ′ ⊃ D where J and J ′ are cyclic subgroups of order pn+2, then the points
QA,J and QA,J′ lie in the same Galois orbit with trivial stabiliser. In particular, this ensures that
these points are not equal and have the same order. Hence, by induction, if PA,C is of infinite
order then so is QA,D. Also, if PA,C /∈ p · E(F0) then QA,D /∈ p · E(Fn).
We are able to obtain the following lemma, which is a generalised version of [14, Lemma 19] and
is proven in an identical way.
Lemma 3.1. Fix a cyclic subgroup B of A of order M and let n ≥ 0. Then∑
D
QA,D is a torsion
point in E(F ) where the sum is over all cyclic subgroups D of A of order pn+1 such that D[p]⊕B
is a cyclic subgroup of A of order NE.
Let
Vn = ker
(
Qp
[
Gn/Bn
]→Qp)
be a Qp[∆n]-module of dimension pn+1 + pn − 1. We can view
Vn =
{
f : P1n→Qp :
∑
C
f(C) = 0
}
where Gn acts on P1n by permutating the basis. Then if we fix a cyclic subgroup B of order M
in A, we have a ∆n-morphism
Vn→E(Fn)⊗Qp
eD 7→ QA,D
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where eD is the characteristic function on D. If we then assume that τF,A,p is surjective, then
we have ∆n ∼= Gn. We thus have the following lemma, a generalised version of [14, Theorem 20]
and is proven in an identical way.
Proposition 3.2. Let E/Q and A/Q be elliptic curves of conductor NE and NA respectively.
Let p be a prime of multiplicative reduction of E and let PA,C ∈ E(F0) have infinite order.
Suppose τF,A,p is surjective. Then all higher modular points QA,D above PA,C are of infinite
order and generate a group of rank pn+1 + pn − 1 in E(Fn)⊗Qp.
3.2 GOOD CASE
Let p be a prime of good reduction for E. We define Fn := Kpn+1NE where F := F−1 is a
number field such that PA,C is of infinite order in E(F ). Hence, we can view ∆n = Gal(Fn/F )
as a subgroup of Gn.
For n ≥ 0, we let D be a cyclic subgroup of A of order pn+1 and then we can construct the
higher modular points. We let ψ : A→A/D be the isogeny associated to D. Then we have
yA,D = (A/D,ψ(C)) ∈ Y0(NE). We then define the higher modular point above PA,C as
QA,D = φE(yA,D) ∈ E(Fn).
As before, if we use the Hecke operator Tp, we obtain the trace relation
ap(E) ·QA,D =
∑
D′⊃D
QA,D′
for all n ≥ 0 and D as defined before. Here, the sum runs over all cyclic subgroups D′ of order
pn+2 containing D. Hence, we have
ap(E) · PA,C =
∑
D
QA,D
where the sum runs over all cyclic subgroups of order p. Therefore, as in the multiplicative case,
if J, J ′ ⊃ D where J and J ′ are cyclic subgroups of order pn+2, then the points QA,J and QA,J′
are not equal and have the same order. Therefore, if PA,C is of infinite order in E(F ), then QA,D
is of infinite order in E(Fn).
Therefore, if we let V(n) = Qp
[
Gn/Bn
]
= Maps(P1n→Qp) be a Qp[∆n]-module of dimension
pn+1 + pn, then we can define a ∆n-morphism
V(n)→E(Fn)⊗Qp
eD 7→ QA,D.
If we then assume that τF,A,p is surjective, then we have ∆n ∼= Gn. Again, we are able to obtain
the following lemma, which is a generalised version of [14, Theorem 21] and is proven in an
identical way.
Proposition 3.3. Let E/Q and A/Q be elliptic curves of conductor NE and NA respectively.
Let p be a prime of good ordinary reduction of E ensuring ap(E) 6= 0 and let PA,C ∈ E(F ) have
infinite order. Suppose τF,A,p is surjective. Then all higher modular points QA,D above PA,C are
of infinite order and generate a group of rank pn+1 + pn in E(Fn)⊗Qp.
We can thus understand the group generated by the higher modular points by studying the
representations of Gn associated to them.
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4 REPRESENTATIONS OF PGL2(Z/pn+1Z)
We are interested in the representations that appear in the study of the higher modular points.
We have seen that when τF,A,p is surjective. the group generated by the higher modular points
are isomorphic to the Qp[Gn]-module V(n) or Vn depending on the reduction type of p with
respect to E. In this section, we will prove the following.
Theorem 4.1. Let Tn := ker
(
Zp
[
Gn/Bn
]→Zp) be the standard Zp[Gn]-lattice in Vn and let U
be a Zp[Gn]-lattice of Vn such that UBn = TBnn . Then U ∼= Tn.
This will be crucial in the proof of Theorem 5.1 as the saturated group of higher modular points
as defined in section 5 will satisfy the requirements of this theorem.
Let
V(n) = Qp
[
Gn/Bn
]
which is a Qp[Gn]-module of dimension pn+1 + pn. We can view V(n) = Maps(P1n→Qp). This
decomposes as
V(n) :=
n⊕
i=−1
Wi
where Wi are irreducible Qp[Gn]-modules as seen in [14, Theorem 8]. These take the form
W−1 = Qp and
Wi = ker
(
Qp
[
Gi/Bi
]→Qp[Gi−1/Bi−1])
=
{
f : P1i→Qp :
∑
C⊃D
f(C) = 0 for all D ∈ P1i−1
}
for i ≥ 0. We define the standard Zp[Gn]-lattice inside V(n) as
T(n) = Zp
[
Gn/Bn
]
= Maps(P1n→Zp).
Define
Vn := V(n)/W−1 = ker
(
Qp
[
Gn/Bn
]→Qp)
and let
Tn := ker
(
Zp
[
Gn/Bn
]→Zp) = {f : P1n→Zp : ∑
C
f(C) = 0
}
be the standard Zp[Gn]-lattice in Vn. We initially look at the cohomology of Bn with respect to
the lattice T(n).
Proposition 4.2. For all n ≥ 0, we have H1(Bn, T(n)) = 0.
Proof. We know that T(n) ∼= IndGnBn (Zp). Then
H1(Bn, T(n)) ∼= Ext1ZpBn(Zp, T(n)) ∼= Ext1ZpGn(T(n), T(n)).
We see by [3, Corollary 3.3.5 (vi)] that
Ext1ZpGn(T(n), T(n)) ∼=
⊕
BngBn
Ext1Zp[Bn∩gBng−1](Res
gBng
−1
Bn∩gBng−1(Zp),Res
Bn
Bn∩gBng−1(Zp))
∼=
⊕
BngBn
Ext1Zp[Bn∩gBng−1](Zp,Zp)
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where the sum is taken over the double cosets BngBn. However, for all such double cosets, we
have Bn ∩ gBng−1 ≤ Gn and it acts trivially on Zp. Therefore we have
Ext1Zp[Bn∩gBng−1](Zp,Zp) ∼= H1(Bn ∩ gBng−1,Zp)
∼= Hom(Bn ∩ gBng−1,Zp) = 0.
for all double cosets BngBn. Hence we have Ext1ZpGn(T(n), T(n)) = 0.
We then use this for the following.
Corollary 4.3. For all n ≥ 0, we have H1(Bn, Tn) = 0.
Proof. We have the short exact sequence
0→Tn→T(n) g−→ Zp→0
which induces
0→TBnn →TBn(n)
g−→ Zp → H1(Bn, Tn)→0
as Bn acts trivially on Zp and H1(Bn, T(n)) = 0 by Proposition 4.2. We know Bn fixes a point
of P1n, say C. Then the characteristic function eC : P1n→Zp in TBn(n) is mapped to 1 ∈ Zp by g.
Therefore, g is surjective and H1(Bn, Tn) = 0.
We would like to focus on the Zp[Gn]-lattices U of Vn such that UBn ∼= TBnn . All such lattices
can be scaled such that they contain Tn and are contained in 1pk Tn for some k ≥ 1. We have the
exact sequence
0→Tn→U→U/Tn→0.
By Corollary 4.3, if UBn ∼= TBnn then (U/Tn)Bn = 0. We will initially focus on the k = 1 case.
We now define X := X ⊗Zp Fp for any Zp[Gn]-module X. We look at the fixed part by Bn of
the Fp[Gn]-submodules of T (n) := Fp
[
Gn/Bn
]
.
Proposition 4.4. Let W be a non-trivial Fp[Gn]-submodule of T (n). Then WBn 6= 0.
Proof. Let W be a non-trivial Fp[Gn]-submodule of T (n). We will show that the only irreducible
submodules of T (n) are the trivial module and the Steinberg representation
Wst =
{
f : P1n→Fp : f(C) = tD for C ⊃ D ∈ P10 and
∑
D
tD = 0
}
and these modules have non-trivial fixed part by a Borel subgroup.
We will first show these are the only irreducible Fp[Gn]-submodules of T (n). Let W be an
irreducible Fp[Gn]-module and let
WH = W/〈(h−1)W : h∈H〉
where H ≤ Gn. We let Bn be a Borel subgroup and
Πn =
{(
a b
0 1
)
∈ Gn : a ≡ 1 (mod p)
}
.
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This is a Sylow p-subgroup of Bn. We will look at the n = 0 case first. Then Π0 is generated by
u = ( 1 10 1 ). We see that
HomFp[G0](W,T (0)) ∼= HomFp[B0](W,Fp)
∼= HomFp(WB0 ,Fp)
∼= HomFp[B0/Π0 ](WΠ0 ,Fp).
We see in [6, pg. 87] that the irreducible Fp[G0] representations take either the form
τj,1 = Symj−1⊗det−
j−1
2 or τj,2 = τj,1 ⊗ τ1
where τ1 is the unique non-trivial 1-dimensional Fp[G0]-representation and j ∈ {1, 3, ..., p}. We
can view Symj−1 as an Fp-subspace of Fp[x, y] of degree j − 1 homogeneous polynomials where
GL2(Fp) acts on Symj−1 by linear substitution. Then
(u− 1) Symj−1⊕Fpyj−1 = Symj−1 .
Therefore if we twist by det−
j−1
2 , we have
(
Symj−1⊗det− j−12 )Π0 ∼= Fpyj−1 ⊗ det− j−12 . This
means that ifW is an irreducible Fp[G0]-module, thenW must have the underlying representation
τj,1 or τj,2 for j ∈ {1, 3, ..., p}. Hence WΠ0 is a 1-dimensional irreducible Fp[B0/Π0 ]-module. We
see that
B0/Π0
∼=
{(
a 0
0 1
)
∈ G0
}
and yj−1 ∈ Symj−1⊗det− j−12 is an eigenvector of ( a 00 1 ) with eigenvalue a−
j−1
2 . We also have
τ1
(
a 0
0 1
)
= a
p−1
2 .
We see from [6] that Fp and Wst have underlying representations τ1,1 and τp,2 respectively.
Therefore, WΠ0 = Fp ⇐⇒ W = Fp or W = Wst.
For n ≥ 1, we see that IrrFp(Gn) = IrrFp(G0) where IrrFp(G) are the irreducible representations
for the group G over Fp. AsW is an irreducible Fp[Gn]-module, then we can again viewW having
an underlying representation isomorphic to either τj,1 = Symj−1⊗det−
j−1
2 or τj,2 = τj,1⊗ τ1 for
j ∈ {1, 3, ..., p}. We have Gn acting on it by linear substitution. We also see that
Πn =
〈(
1 1
0 1
)〉
o
{(
a 0
0 1
)
∈ Gn : a ≡ 1 (mod p)
}
which is no longer cyclic. We therefore need to look at the action of the right hand side group
on Symj−1. Let a represent the element ( a 00 1 ) ∈ Πn where a ≡ 1 (mod p). Looking at the 1-
dimensional Fp[Gn]-representation det : Gn→F×p , we see that det−
j−1
2 (a) = 1 as a ≡ 1 (mod p).
Also, as Symj−1 can be viewed as degree j − 1 homogeneous polynomials over Fp, then
a · xj−1−iyi = aj−1−ixj−1−iyi = xj−1−iyi
as a ≡ 1 (mod p). Therefore, this shows that a fixes Symj−1⊗det− j−12 and so(
Symj−1⊗det− j−12 )Πn = (Symj−1⊗det− j−12 )Hn
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where Hn ≤ Gn is generated by u = ( 1 10 1 ). Hence we have
HomFp[Gn](W,T (n)) ∼= HomFp[Bn](W,Fp)
∼= HomFp(WBn ,Fp)
∼= HomFp[Bn/Πn ](WΠn ,Fp)
∼= HomFp[Bn/Πn ](WHn ,Fp).
We see that if a is a representative of a coset in Bn/Πn , the representation underlying Symj−1⊗det−
j−1
2
maps a to a− j−12 and the representation underlying
(
Symj−1⊗det− j−12 ) ⊗ τ1 maps a to a p−j2 .
Hence for WHn = Fp, we need j = 1 in the first case or j = p in the second, so W is either Fp
or Wst.
We finally need to show these irreducible modules have non-trivial fixed part by a Borel subgroup.
The trivial Fp[Gn]-module has Gn acting trivially on it and hence so does every Borel subgroup.
Also, for a fixed element of P10, denoted D0, then a Borel subgroup acts transitively on the set
of C 6⊃ D0 for C ∈ P1n. As the number of all elements C 6⊃ D0 is divisible by p, then the fixed
part of Wst by a Borel subgroup contains the function f such that
f(C) =
{
1 if C 6⊃ D0,
0 otherwise,
and hence is non-trivial.
Therefore, if U is a Zp[Gn]-lattice inside 1pTn containing Tn with UBn = TBnn , then as (U/Tn)Bn = 0,
we can apply Proposition 4.4 to see that U/Tn = 0 meaning U ∼= Tn.
We now look at the Zp[Gn]-lattices containing Tn that are contained in 1pk Tn for some k ≥ 1.
We would like to see when these lattices have non-trivial fixed part by a Borel subgroup.
Proposition 4.5. Let W be a non-trivial Z/pkZ[Gn]-module contained in T(n)/pkT(n) for k ≥ 1.
Then WBn 6= 0.
Proof. We do this by induction. The k = 1 case is Proposition 4.4 so assume this is true for k.
We have a short exact sequence
0→T (n)→T(n)/pk+1T(n)→T(n)/pkT(n)→0
so we can view T (n) as a Z/pk+1Z[Gn]-submodule of T(n)/pk+1T(n) . Let W be a non-trivial
Z/pk+1Z[Gn]-module contained in T(n)/pk+1T(n) . If W ∩T (n) 6= 0, then W contains an irreducible
Fp[Gn]-module U such that UBn 6= 0 by Proposition 4.4. Hence we can assume W ∩ T (n) = 0.
Then by the second isomorphism theorem, we have
W + T (n)
T (n)
∼= W
W ∩ T (n)
∼= W.
Hence
W ∼= W + T (n)
T (n)
≤
T(n)/pk+1T(n)
T (n)
∼= T(n)/pkT(n) .
As W 6= 0, then by induction, WBn 6= 0.
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We can then finish this section by proving the theorem.
Proof of Theorem 4.1. We can scale U such that it contains Tn and there exists a k ≥ 1 such that
U ⊆ 1
pk
Tn. As UBn = TBnn , then we have seen that (U/Tn)Bn = 0. Therefore by Proposition 4.5,
U ∼= Tn.
5 DERIVATIVES
We now look at creating derivative classes associated to the higher modular points with the
method proposed by Wuthrich in [14] in order to create points of prime power order in certain
Selmer groups. To do this, we will use the link created between the higher modular points
and representations of Gn in section 3 as well as Theorem 4.1. We will show that under the
conditions of the prime p with respect to E as outlined in Proposition 2.4, we understand the
type of Zp[Gn]-lattice the saturated group generated by the higher modular points must be
isomorphic to. Further, we can use this to not only show that the order of certain Selmer groups
must be divisible by a certain prime power, but also contain an element of prime power order.
Let E/Q and A/Q be elliptic curves of conductors NE and NA respectively. Let p be a prime of
good ordinary or multiplicative reduction with respect to E and let
F :=
{
KNE if p - NE ,
KNE
p
if p||NE .
We assume that τF,A,p is surjective. Hence, if we let Fn be the smallest field extension of F such
that ∆n := Gal(Fn/F ) acts as scalars on A[pn+1], then we have ∆n ∼= Gn.
We define An to be a non-split Cartan subgroup of Gn. This is a cyclic subgroup of order
pn+1 + pn. We then let Ln be the subfield of Fn fixed by An.
Theorem 5.1. Let p > 2 be a prime. Let E/Q and A/Q be elliptic curves of conductor NE and
NA respectively and let F be as defined above. Assume that:
1. A does not have potentially good supersingular reduction for any prime of additive reduction,
2. E has either split multiplicative reduction at p with p - ordp(∆E), non-split multiplicative
reduction at p or good ordinary non-anomalous reduction at p,
3. The degree of any isogeny of A defined over Q is coprime to NE,
4. τF,A,p is surjective,
5. ρQ,E,p is surjective,
6. Any prime ` of bad reduction of E and good reduction of A such that ` 6= p has a`(A)2− 4`
square modulo p.
Then there exists an element of order pn in Selp
n
(E/Ln).
In order to show this, we need to look at the splitting of primes in the field extension Fn/Ln.
We will prove the following.
Theorem 5.2. Suppose none of the primes of additive reduction for A are potentially good
supersingular. Then the extension Fn/Ln is nowhere ramified. Furthermore, all places above ∞,
p and NA split completely in the extension as well as all places above a prime ` dividing NE but
not p or NA such that a`(A)2 − 4` is a square modulo p.
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We will first need the following lemma.
Lemma 5.3. [14, Lemma 26] Let ν be either a place of ordinary reduction above p, an infinite
place or a place of potentially multiplicative reduction all with respect to A. Then the image of
τFν ,A,pn+1 lies in a Borel subgroup of Gn.
Therefore, we now need to look at the places of F of bad reduction with respect to E such that
they are not above p or NA. Let ν be such a place. Then the Frobenius element Frν of ∆n
generates the decomposition group.
Let Aν be the reduced elliptic curve at ν and Rν the subring of End(Aν) generated by the
Frobenius endomorphism. We define
uν := disc(Rν), δν := 0, 1 depending on when uν ≡ 0, 1 (mod 4),
and bν the unique positive integer such that uνb2ν = aν(A)2 − 4qν . We then associate to ν the
integral matrix
Mν =
(
aν(A)+bνδν
2 bν
bν(uν−δν)
4
aν(A)−bνδν
2
)
.
We see by [5, Theorem 2.1] that as ν - p, then ν is unramified in F (A[pn+1])/F and Mν , when
reduced modulo pn+1, represents the conjugacy class of the Frobenius of ν in Gal(F (A[pn+1])/F ).
Thus, we want to see when Mν reduced modulo pn+1 lies in a Borel subgroup.
Lemma 5.4. If aν(A)2− 4qν is a square modulo p then Mν reduced modulo pn+1 lies in a Borel
subgroup of GL2(Z/pn+1Z).
Proof. First assume (bν , p) = 1. Then Mν is conjugate to(
0 1
−qν aν(A)
)
by [2, Theorem 2.2]. This matrix lies in a Borel subgroup if aν(A)2 − 4qν is a square modulo p.
If bν = pjt for some j ≥ 1 and (t, p) = 1 then as det(Mν) = qν is not divisible by p then neither
is aν(A). Therefore, Mν is conjugate to(
aν(A)
2 p
j
pjt2uν
4
aν(A)
2
)
by [2, Theorem 2.2]. This matrix lies in a Borel subgroup if uν is a square modulo p. But as
uνb
2
ν = aν(A)2 − 4qν , this is true if aν(A)2 − 4qν is a square mod p.
Therefore, we need to find conditions for aν(A)2 − 4qν to be a square modulo p. Let ` be a
prime of good reduction with respect to A. Then the arithmetic Frobenius Fr` has characteristic
polynomial x2−a`(A)x+` with roots α and β. Then we obtain a`n(A) = αn+βn and `n = αnβn
for n ≥ 1.
Proposition 5.5. Let A/Q be an elliptic curve and p a prime. Let ` be a prime of good reduction
with respect to A such that ` 6= p. Then for all n ≥ 1
a`(A)− 4` is a square mod p if and only if a`n(A)− 4`n is a square mod p.
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From now on, we let tn := tr(Frn` ). We will first look at the cases where n is odd.
Lemma 5.6. For all n ≥ 0
t22n+1 − 4`2n+1 = (t21 − 4`)
(
(1− 2n)`n +
n∑
j=1
`n−jt2j
)2
.
Proof. Let α and β be as before. Then we have
t22n+1 − 4`2n+1 = (α2n+1 − β2n+1)2.
Therefore we have
α2n+1 − β2n+1 = (α− β)
( 2n∑
j=0
αjβ2n−j
)
= (α− β)
(
αnβn +
n∑
j=1
αn+jβn−j + αn−jβn+j
)
= (α− β)
(
(1− 2n)αnβn +
n∑
j=1
(αn+jβn−j + 2αnβn + αn−jβn+j)
)
= (α− β)
(
(1− 2n)αnβn +
n∑
j=1
αn−jβn−j(αj + βj)2
)
= (α− β)
(
(1− 2n)`n +
n∑
j=1
`n−jt2j
)
Squaring both sides gives the equation.
We then just need to check the case for n even. We first need the following lemma.
Lemma 5.7. For all n ≥ 1, we have t2n = t2n − 2`n.
Proof. Let α and β be as above. Then we have
t2n = α2n + β2n = (αn + βn)2 − 2αnβn = t2n − 2`n.
Proof of Proposition 5.5. We see from Lemma 5.6 that if n is odd, this is true. If n is even, then
we can show by induction and Lemma 5.7 that if n = 2rm with m odd then
t2n − 4`n = (t2m − 4`m)
(
r−1∏
j=0
t2jm
)2
.
Proof of Theorem 5.2. As Fn ⊂ F (A[p∞]), then it is unramified outside ∞, p and NA. We see
by Lemma 5.3 that the decomposition group of a place in F dividing ∞ · p · NA inside ∆n is
contained in a Borel. Furthermore, by Lemma 5.4, the decomposition group of a place ν in F
dividing NE but not p or NA such that aν(A)2−4qν is a square modulo p inside ∆n is contained
in a Borel. Since any Borel intersects trivially with An by [14, Lemma 25], then these places
must split completely in Fn/Ln.
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We are now able to prove Theorem 5.1.
Proof of Theorem 5.1. We will follow the proof of [14, Theorem 24]. There is an injection
µ : Vn→E(Fn)⊗Qp
f 7→
∑
D
f(D) ·QA,D
where QA,D are the higher modular points. Let
Sn = {P ∈ E(Fn) : there exists a k ≥ 0 such that pk · P ∈ ZpGn ·QA,D}
be the saturated group generated by the higher modular points in E(Fn). This group contains
all torsion points in E(Fn) and there exists a short exact sequence
0→E(Fn)tors→Sn→Un→0
where Un can be identified as a Gn-stable lattice in the image of µ which has no An-fixed
elements. As seen in the proof of [14, Theorem 24], if E(Fn)[p] = 0, we have
|H1(An, Sn)| = |H1(An, Un)| = pn.
We need to determine when E(Fn)[p] = 0.
Proposition 5.8. If ρQ,E,p is surjective then for all n ≥ 0, E(Fn)[p] = 0.
Proof. Let Kn = Fn ∩Q(E[p]) and let H = Gal(Q(E[p])/Kn) E GL2(Fp). If p ≥ 5, then either
H ⊇ SL2(Fp) or H ⊆ Zp and if p = 3, then either H ⊇ SL2(F3), H ⊆ Z3 or H = Q8 ⊂ SL2(F3)
by [1, Theorem 4.9] where Q8 is a quarternion group.
Let ν be a place of Fn above p. As p is a prime of good ordinary or multiplicative reduction with
respect to E, if we let Iν be the inertia subgroup of GFn then ρFn,E,p(Iν) contains the set of
matrices of the form ( ∗ 00 1 ) by [12]. Therefore H contains this set and so H ⊇ SL2(Fp). But then
the mapping det : H→F×p is surjective and has kernel SL2(Fp) meaning H = GL2(Fp). Therefore
we must have Kn = Q. As E(Q)[p] = 0 then this means E(Fn)[p] = 0.
If we consider the natural inclusion of Sn in E(Fn), then the cokernel Yn is a free Zp-module
and we obtain a long exact sequence
0→E(Ln)tors→E(Ln)→Y Ann →H1(An, Sn)→H1(An, E(Fn)) (1)
where Y Ann has the same rank as E(Ln). If we compose the last map with the inflation map we
obtain
δn : H1(An, Sn)→H1(Ln, E)
known as the derivation map. In particular, we have(
Sn
pnSn
)An
∼= H1(An, Sn).
We thus call the image of δn the derived classes of higher modular points.
Lemma 5.9. The image of δn is contained in X(E/Ln).
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Proof. We can follow the method of [14, Lemma 30]. Let η be a lift of an element in the image
of δn in the map
H1(Ln, E[m])→H1(Ln, E)[m]
for a sufficiently largem. The extension Fn/Ln is unramified at a place ν outside the set of places
in Ln above NE , p or ∞ and so the restriction of η to H1(Ln,ν , E[m]) will lie in H1f (Ln,ν , E[m]).
If ν is a place of Ln lying above ∞, p or NA or is a place that lies above NE but not above ∞,
p or NA, then Theorem 5.2 shows that ν splits completely in the extension Fn/Ln. Then the
restriction of η to H1(Ln,ν , E)[m] is trivial as it comes from the inflation
H1(Fn/Ln, E(Fn))→H1(Ln, E).
Hence, η belongs to Selm(E/Ln).
We therefore have the map
δn : H1(An, Sn)→X(E/Ln).
We now want to determine the source of this mapping. With the conditions that we have on the
higher modular points, we have the following.
Proposition 5.10. For all n ≥ 0, we have SBnn = TBnn .
Proof. We show this by induction. For the n = 0 case, we have TB00 ∼= Zp, generated by a fixed
higher modular point QA,D0 . As QA,D0 is not divisible by p in E(F0), then SB00 = T
B0
0 .
Now suppose n ≥ 1. Let P ∈ SBnn and k ≥ 0 be minimal such that pk · P ∈ TBnn . Assume that
k > 0. We see that TBnn is generated by the higher modular points {QA,D0 , ..., QA,Dn} such that
Di is a cyclic group of order pi+1 and Nm(QA,Di) = ap(E) ·QA,Di−1 for all 1 ≤ i ≤ n as seen in
Section 3, where Nm denotes the norm map from FBii to F
Bi−1
i−1 . In particular, we see that
TBnn /
T
Bn−1
n−1
= 〈QA,Dn〉 ∼= Zp.
Therefore, we have pk ·P = bQA,Dn+R for some b ∈ Zp and R ∈ TBn−1n−1 . We then apply Nm from
FBnn to F
Bn−1
n−1 . We see that Nm(QA,Dn) = ap(E) · QA,Dn−1 and Nm(R) = pR. Therefore, we
have pk ·Nm(P ) = bap(E) ·QA,Dn−1 + pR ∈ TBn−1n−1 and Nm(P ) ∈ SBn−1n−1 = TBn−1n−1 by induction.
As QA,Dn−1 is not divisible by p in E(Fn−1), then bap(E) is divisible by p. However, as the
reduction type of p with respect to E is either multiplicative or good ordinary, then p - ap(E)
and so p | b. Therefore,
R = p
(
pk−1 · P − b
p
·QA,Dn
)
∈ p · E(FBnn ).
We have seen that E(Fn)[p] = 0, hence R must already be divisible by p in E(FBn−1n−1 ) and so
R = pR′ for some R′ ∈ E(FBn−1n−1 ). In particular, we have R′ ∈ SBn−1n−1 = TBn−1n−1 . Therefore, as
pk ·P = bQA,Dn +R, then pk−1 ·P = bp ·QA,Dn +R′ ∈ TBnn which contradicts the minimality of
k. Therefore, k = 0 and P ∈ TBnn .
Using this and Theorem 4.1, we have Sn ∼= Tn. Hence we can look at the cohomology with
respect to the standard Zp[∆n]-lattice in Vn.
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Lemma 5.11. We have H1(An, Tn) ∼= Z/pnZ.
Proof. Identical to the proof of [14, Lemma 28] which looks at Z[∆n]-modules.
We thus have two options. Firstly, if δn is not injective, then from the long exact sequence (1) the
rank of Y Ann must be positive and hence so must the rank of E(Ln). Then E(Ln) will contribute
a copy of Z/pnZ in Selp
n
(E/Ln) as E(Ln)[pn] = 0.
If δn is injective, then X(E/Ln) must contain a cyclic subgroup of order pn. Therefore,
Selp
n
(E/Ln) must contain an element of order pn by lifting the image of δn fromX(E/Ln)[pn].
We can look further at Theorem 5.1 by taking semistable A/Q and assuming ρQ,A,p is surjective.
We will require the following.
Proposition 5.12. If we let A/Q be semistable and ρQ,A,p be surjective, then τF,A,p is surjective.
Proof. Let K = Q(A[p]) ∩ F and H = Gal(Q(A[p])/K) E GL2(Fp). As A is semistable, all
primes of F lying above p are of good or multiplicative reduction. Let ν be a place of F above
p and Iν be the inertia subgroup of GF . Then by [12], ρF,A,p(Iν) either contains the set {( ∗ 00 1 )}
or a non-split Cartan subgroup of GL2(Fp) depending on whether ν is a place of good ordinary
or multiplicative reduction for the first case and good supersingular reduction in the second.
The first case gives H = GL2(Fp) as seen in the proof of Proposition 5.8. For the good super-
singular reduction case, [1, Theorem 4.9] shows that H ⊇ SL2(Fp) or H ⊆ Zp for p > 3 and also
H could be the quarternion group Q8 if p = 3. Therefore as a non-split Cartan subgroup has
order p2 − 1, then for all p ≥ 3, we have H ⊇ SL2(Fp). However, det : H→F×p is surjective as H
contains a non-split Cartan subgroup showing H = GL2(Fp).
Therefore, as H ∼= Gal(F (A[p])/F ), then ρF,A,p is surjective. But A is semistable which implies
ρF,A,p is surjective and hence τF,A,p is also.
Therefore, when A/Q is semistable, we can reduce Theorem 5.1 to the following.
Theorem 5.13. Let p > 2 be a prime. Let E/Q and A/Q be elliptic curves of conductor NE
and NA respectively. Let
F :=
{
KNE if p - NE ,
KNE
p
if p||NE .
Assume that:
1. A is semistable,
2. E has either split multiplicative reduction at p with p - ordp(∆E), non-split multiplicative
reduction at p or good ordinary non-anomalous reduction at p,
3. The degree of any isogeny of A defined over Q is coprime to NE,
4. ρQ,A,p is surjective,
5. ρQ,E,p is surjective,
6. Any prime ` of bad reduction of E and good reduction of A such that ` 6= p has a`(A)2− 4`
square modulo p.
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Then there exists an element of order pn in Selp
n
(E/Ln).
6 EXAMPLES
We now look at applying Theorem 5.13 to a few examples. Due to the size of the field extensions
Ln/Q, it would be very difficult to verify the calculations in the examples. For information on
specific elliptic curves, we obtained our data from [13].
Example. Let
E : y2 + y = x3 − x2 − x− 2
be the elliptic curve with Cremona label 143a1 and
A : y2 + y = x3 + x2 + 9x+ 1
be the elliptic curve with Cremona label 35a1. Then if we let p = 7, then this is a prime of good
ordinary non-anomalous reduction for E. We see that the only Q-isogeny on A is of degree 3,
which is coprime to NE and both ρQ,A,7 and ρQ,E,7 are surjective. Also,
a11(A)2 − 4 · 11 = −35 ≡ 0 (mod 7)
a13(A)2 − 4 · 13 = −27 ≡ 1 (mod 7)
which are both squares modulo 7. Therefore by Theorem 5.13, there exists an element of order
7n in Sel7
n
(E/Ln) for all n ≥ 1.
We also see that E doesn’t necessarily have to be a semistable elliptic curve.
Example. Let
E : y2 + xy = x3 − x2 − 5
be the elliptic curve with Cremona label 45a1 and
A : y2 + xy = x3 + x
be the elliptic curve with Cremona label 21a4. Then if we let p = 5, then this is a prime of
non-split multiplicative reduction for E. We see that the only Q-isogeny on A is of degree 2, 4
or 8, which are coprime to NE and both ρQ,A,5 and ρQ,E,5 are surjective. Also,
a3(A)2 − 4 · 3 = −11 ≡ 4 (mod 5)
which is a square modulo 5. Therefore by Theorem 5.13, there exists an element of order 5n in
Sel5
n
(E/Ln) for all n ≥ 1.
Depending on the curves E and A, we can vary the prime p if it is of good ordinary non-anomalous
reduction for E.
Example. Let
E : y2 + xy = x3 − 3x+ 1
be the elliptic curve with Cremona label 34a1 and
A : y2 + y = x3 + x2 − 3x+ 1
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be the elliptic curve with Cremona label 37b3. We know by [11, Lemma 8.18] that 3 is the only
prime of good anomalous reduction for E. Therefore, we let p > 3 be a prime of good ordinary
reduction such that p ≡ 1, 3 (mod 8). We see that the only Q-isogeny on A is of degree 3 or 9,
which are coprime to NE and both ρQ,A,p and ρQ,E,p are surjective. Also,
a2(A)2 − 4 · 2 = −8
a17(A)2 − 4 · 17 = −32
which are square modulo p as p ≡ 1, 3 (mod 8). Therefore by Theorem 5.13, there exists an
element of order pn in Selp
n
(E/Ln) for all n ≥ 1. The first such prime is p = 11.
We can even vary the curves E and A if they both have prime conductor.
Example. Let E/Q and A/Q be elliptic curves of prime conductor p and q respectively. We see
from [4, Proposition 2] that if p is a prime of split multiplicative reduction for E then p - ordp(∆E)
and ρQ,E,p is surjective for all p. We also have that ρQ,A,p is surjective as p ≥ 11. In particular,
A has no p-isogeny defined over Q. Hence, by Theorem 5.13, Selp
n
(E/Ln) contains an element
of order pn for all p prime and n ≥ 1.
We also show a specific example for E with conductor pq for p, q prime such that p 6= q.
Example. Let a, b ∈ Z such that at least one of a or b is not divisible by 3 and
a12 − 9a8b+ 27a4b2 − 27b3
is not a square. Then by [8] there exists infinitely many m ∈ Z such that
Em : y2 + y = x3 + ax2 + bx+m
is an elliptic curve where |∆Em | = pq. Here, p is an odd prime and q is either 1 or an odd prime
different from p. If we pick m such that p ≥ 11, then as Em is semistable, ρQ,Em,p is surjective.
In particular, p is a prime of multiplicative reduction such that ordp(∆Em) = 1.
Suppose there exists an elliptic curve A/Q of conductor q. Then there exists no Q-isogeny of A
of degree p or q and ρQ,A,p is surjective as p ≥ 11. Therefore, by Theorem 5.13, Selp
n
(Em/Ln)
contains an element of order pn for all n ≥ 1.
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