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Abstract
The purpose of this paper is to present a new theory of subharmonic functions for
the Dunkl-Laplace operator k in Rd associated to a root system and a multiplicity
function k  0. In particular, we introduce and study a Dunkl-Newton kernel and
the corresponding potential of Radon measures. As applications we give a strong
maximum principle, a solution of the Poisson equation and a Riesz decomposition
theorem for k-subharmonic functions.
MSC (2010) primary: 31B05, 31C45, 33C52, 47B39; secondary: 33C52, 43A32, 51F15.
Key words: Dunkl-Laplace operator, Generalized volume mean value operator, Dunkl subharmonic
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decomposition theorem.
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1 Introduction
Let R be a normalized root system in Rd i.e. R is a nite subset of Rdnf0g such that
for every  2 R, kk = p2, R\R = fg and R = R, where  is the reection with
respect to the hyperplane H orthogonal to  (see [13] for details on root systems).
For  2 Rd, let D be the Dunkl operator dened on C1(Rd) by
Df(x) = @f(x) +
X
2R+
k() h; i f(x)  f((x))h; xi ; (1.1)
where @ is the -directional partial derivative, R+ is a xed positive subsystem of R and
k : R 7 ! [0;+1[ is a xed multiplicity function i.e. k is W -invariant, where W is the
Coxeter-Weyl group generated by the reections ,  2 R (see [6]). These operators are
related to partial derivatives by means of the Dunkl intertwining operator Vk (see [5] or
[6]) as follows
8  2 Rd; DVk = Vk@: (1.2)
The operator Vk is a topological isomorphism from the space C1(Rd)1 onto itself satisfying
(1.2) and Vk(1) = 1 (see [26]) and for every x 2 Rd, there exists a unique probability
measure x on Rd with compact support contained in
C(x) := cofgx; g 2Wg (1.3)
(the convex hull of W:x, the orbit of x under the group W ) such that (see [22] or [23])
8 f 2 C1(Rd); Vk(f)(x) =
Z
Rd
f(y)dx(y): (1.4)
We know ([9]) that if k > 0, the support of x is W -invariant and contains W:x.
The Dunkl-Laplace operator is then dened by k =
Pd
j=1D
2
j , where Dj = Dej ,
j = 1; :::; d ( (ej)1jd is the canonical basis of Rd) are commuting operators (see [3] and
[6]). Its action on C2-functions is given by
kf(x) = f(x) + 2
X
2R+
k()
hrf(x); i
h; xi  
f(x)  f((x))
h; xi2

; (1.5)
1carrying its usual Frechet topology.
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where  (resp. r ) is the usual Laplace (resp. gradient) operator,(see [6]).
For abbreviation, we introduce the wight function
!k(x) :=
Q
2R+ j h; xi j2k() (1.6)
which is W -invariant and homogeneous of degree 2, with the index  :=
P
2R+ k().
An important fact about the Dunkl-Laplace operator is that it generates a generalized
heat semi-group which kernel is given by (see [21])
pt(x; y) :=
1
(2t)d=2+ck
 x
 
e 
k:k2
4t

(y); x; y 2 Rd (1.7)
:=
1
(2t)d=2+ck
e (kxk
2+kyk2)=4tEk(
xp
2t
;
yp
2t
); (1.8)
where Ek(:; :) is the Dunkl kernel dened by Ek(x; y) = Vk(e
h:;yi)(x) (see [4], [6] and [23]),
ck is the Macdonald-Mehta constant (see [7]) given by
ck :=
R
Rd exp( kxk
2
2 )!k(x)dx (1.9)
and x is the Dunkl translation operator which acts on C1(Rd)-functions (see Annex A
for precise denition and essential properties). However, note that when f 2 C1(Rd) is a
radial function (i.e. f(x) = ef(kxk) with ef the prole function of f), xf is given by
8 y 2 Rd; xf(y) =
Z
Rd
ef(pkxk2 + kyk2 + 2 hx; zi)dy(z) (1.10)
(see [24]). This formula shows that the Dunkl translation operators are positivity preserv-
ing on the set of radial functions.
Harmonic functions for the Dunkl-Laplacian, i.e. C2-functions u such that ku = 0,
have for a long time attracted the attention of researchers involved in Dunkl theory (see
([17]), [18] and [24]) but their study was limited to C1-functions f dened on whole Rd
or on the unit ball but having extension to whole Rd.
In a recent paper ([8]), we have found a volume mean value property characterization (see
below) which allows us to study Dunkl-harmonic (D-harmonic) functions on any open
W -invariant subset of Rd (see [8] and [10]). This new approach has many benets in
particular to tackle Dunkl potential theory. It is the aim of this paper to introduce, via
the heat Dunkl-semigroup and our volume mean value operator, the Dunkl-Newtonian
potentials and their use to study Dunkl-subharmonic functions.
Let 
 be a W -invariant open subset of Rd. A function u : 
  ! [ 1;+1[ is called
Dunkl-subharmonic (D-subharmonic) if
1. u is upper semi-continuous (u.s.c.) on 
,
2. u is not identically  1 on each connected component of 
,
3. u satises the volume sub-mean property i.e. for all closed ball B(x; r)  
, we have
u(x) M rB(u)(x): (1.11)
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Here M rB(f)(x) is the volume mean of f at (x; r) introduced by the authors ([8]) and
dened by
M rB(f)(x) :=
1
mk(B(0; r))
Z
Rd
f(y)hk(r; x; y)!k(y)dy;
2 (1.12)
where mk is the measure dmk(x) := !k(x)dx and y 7! hk(r; x; y) is a compactly supported
measurable function (see section 2) given by
hk(r; x; y) :=
Z
Rd
1[0;r](
p
kxk2 + kyk2   2 hx; zi)dy(z): (1.13)
Of particular importance for this paper is the Dunkl type Newton kernel which is
dened, when d+ 2 > 2 (transient case), by means of the Dunkl heat kernel as follows
Nk(x; y) :=
Z +1
0
pt(x; y)dt: (1.14)
and which is nite if y is not in the W -orbit of x.
We will show that typical examples of D-subharmonic functions are the Dunkl-Newton
potentials of nonpositive Radon measures. Nevertheless, in particular for lack of a non-
centered Poisson kernel and because of the complexity of the Dunkl translation oper-
ators, the D-subharmonicity of these examples is not immediate and our approach to
D-subharmonic functions requires some specic tools that will be presented below.
We turn now to the content and the organization of this paper. In section 2, we recall
the properties of the so-called harmonic kernel hk(r; x; y) and some representation formulas
involving the mean value operators.
In section 3, we study the notion of subharmonicity in Dunkl setting. In particular, we
will prove that D-subharmonic functions satisfy the strong maximum principle.
The section 4 is devoted to give some characterizations of D-subharmonic functions. Here,
an approximation result is the essential tool to extend the properties of C2-D-subharmonic
functions to arbitrary D-subharmonic functions.
The notion of Riesz measure of a D-subharmonic function will be introduced in section 5.
We will study the Dunkl type Newton kernel and potential of a Radon measure on Rd in
section 6. In particular, we will discuss the D-harmonicity and the D-superhamonicity of
these objects and we will obtain the mass uniqueness principle.
Finally, in section 7, we prove a Riesz decomposition theorem for D-subharmonic functions
and we describe all bounded from above D-subharmonic functions in the whole space.
Notations: Let us introduce the following functional spaces and notations which will be
used throughout the paper. For 
 a W -invariant open subset of Rd, we denote by:
 L1k;loc(
) = L1loc(
; mk) the space of measurable functions f : 
  ! C such thatR
K jf(x)j!k(x)dx < +1 for any compact set K  
.
 D(
) the space of C1-functions on 
 with compact support.
2Note that if the function f is u.s.c, then f is bounded from above on compact sets and MrB(f)(x) is
well-dened (eventually equal to  1).
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 D0(
) the space of distributions on 
 (i.e. the topological dual of D(
) carrying the
Frechet topology).
 M+(Rd) the set of nonnegative Radon measures on Rd.
 S(Rd) the Schwartz space of C1-functions on Rd which are rapidly decreasing together
with their derivatives.
 B(a; )  resp. B(a; ), resp. BW (a; ) := [g2WB(ga; ) the closed Euclidean  resp.
the open Euclidean, resp. the closed Dunkl

ball centered at a and with radius  > 0.
2 The harmonic kernel and the mean value operators
2.1 Properties of the harmonic kernel
Let (r; x; y) 7! hk(r; x; y) the harmonic kernel dened by (1.13). We note that in the
classical case (i.e. k = 0), we have y = y and h0(r; x; y) = 1[0;r](kx  yk) = 1B(x;r)(y).
The harmonic kernel satises the following properties (see [8]):
1. For all r > 0 and x; y 2 Rd, 0  hk(r; x; y)  1.
2. For all xed x; y 2 Rd, the function r 7 ! hk(r; x; y) is right-continuous and non
decreasing on ]0;+1[.
3. For all xed r > 0 and x 2 Rd,
B(x; r)  supp hk(r; x; : )  BW (x; r) := [g2WB(gx; r): (2.1)
The rst inclusion is proved in [9] while the second one is proved in [8].
4. Let r > 0 and x 2 Rd. For any sequence (")  D(Rd) of radial functions such that
for every " > 0, 0  "  1, " = 1 on B(0; r) and y 2 Rd, lim"!0 "(y) = 1B(0;r)(y),
we have
8 y 2 Rd; hk(r; x; y) = lim
"!0
 x"(y): (2.2)
5. For all r > 0, all x; y 2 Rd and all g 2W , we have
hk(r; x; y) = hk(r; y; x) and hk(r; gx; y) = hk(r; x; g
 1y): (2.3)
6. For all r > 0 and x 2 Rd, we have
khk(r; x; :)kk;1 :=
Z
Rd
hk(r; x; y)!k(y)dy = mk(B(0; r)) =
dkr
d+2
d+ 2
; (2.4)
where dk is the constant
dk :=
R
Sd 1 !k()d() =
ck
2d=2+ 1 (d=2+) : (2.5)
Here d() is the surface measure of the unit sphere Sd 1 of Rd and ck is dened in
(1.9).
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7. Let r > 0 and x 2 Rd. Then the function hk(r; x; :) is upper semi-continuous on Rd.
8. The harmonic kernel satises the following fundamental geometric inequality: if
ka  bk  2r with r > 0, then
8  2 Rd; hk(r; a; )  hk(4r; b; ): (2.6)
Note that if k = 0, this inequality says that if ka  bk  2r, then B(a; r)  B(b; 4r).
9. Let x 2 Rd. Then the family of probability measures
dkx;r(y) =
1
mk[B(0; r)]
hk(r; x; y)!k(y)dy (2.7)
is an approximation of the Dirac measure x as r  ! 0. That is
8  > 0; lim
r!0
Z
kx yk>
dkx;r(y) = 0 (2.8)
and if f is a continuous function on a W -invariant open neighborhood of x, then
(see [8], Proposition 3.2):
lim
r!0
Z
Rd
f(y)dkx;r = lim
r!0
M rB(f)(x) = f(x): (2.9)
Let 
 be a W -invariant nonempty open subset of Rd. The boundeness of hk as well as
its support property (2.1) allowed us to dene the volume mean of any f 2 L1k;loc(
) at
(x; r) by (1.12) whenever B(x; r)  
. We will need the following notations which will be
used frequently in this paper:
8 r > 0; 
r :=

x 2 
; dist(x; @
) > r	; (2.10)
r
 := supfr > 0; 
r 6= ;g: (2.11)
Clearly, we have 
r1  
r2 whenever r2  r1 and 
 = [r>0
r = [r<r

r. Moreover,
since 
r =

x 2 
; B(x; r)  
	, the open set 
r, r < r
, is W -invariant.
The volume mean operator of f 2 L1k;loc(
) has the following properties (the rst and the
second results are proved in [10] while the third is proved in [19]):
Proposition 2.1 Let f 2 L1k;loc(
).
1. Let r < r
. Then the function M
r
B(f) belongs to L
1
k;loc(
r).
2. Let x 2 
. Then the function r 7!M rB(f)(x) is continuous on ]0; %x[ with
%x := dist(x; @
): (2.12)
3. For almost every3 x 2 
, we have limr!0M rB(f)(x) = f(x).
3Note that negligible sets for the Lebesgue measure coincide with negligible sets for the measure mk.
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2.2 Representation formulas for the mean value operators
In this subsection, we will recall some representation formulas obtained by the authors in
[8] and [10]. These formulas play a key role in the study of D-subharmonic functions in
sections 4, 5 and 7.
Let us begin to recall that the spherical mean for C1-functions dened on whole Rd as
follows (see [18])
M rS(f)(x) :=
1
dk
Z
Sd 1
xf(ry)!k(y)d(y)
4: (2.13)
It is shown in [24] that there exists a compactly supported probability measure kx;r on Rd
such that the spherical mean of f 2 C1(Rd) at (x; r) 2 Rd  R+ is given by
M rS(f)(x) =
Z
Rd
f(y)dkx;r(y); (2.14)
with
supp kx;r  BW (x; r) = [g2WB(gx; r): (2.15)
Formula (2.14) shows that we can dene the spherical mean at (x; r) of any measurable
nonnegative (resp. nonpositive, resp. bounded) function on BW (x; r).
The following crucial results, proved by the authors, on the link between the spherical
and volume means hold: If f 2 C2(
), then for every closed ball B(x; r)  
, r > 0, we
have:
M rS(f)(x) = f(x) +
1
d+ 2
Z r
0
M tB(kf)(x) tdt; (2.16)
and
M rB(f)(x) = f(x) +
1
rd+2
Z r
0
Z 
0
M tB(kf)(x) t dt 
d+2 1d: (2.17)
Note that (2.16) and (2.17) have been proved at rst for C1(Rd)-functions in [8] and then
have been extended by the authors to C2(
)-functions using approximation results (see
[10] for more details).
Furthermore, the following relation holds for continuous functions on 
 (see [10])
M rB(f)(x) =
d+ 2
rd+2
Z r
0
M tS(f)(x)t
d+2 1dt; whenever B(x; r)  
: (2.18)
Now, let f be an upper semi-continuous (u.s.c.) function on 
 and let B(x; r)  
.
As f is u.s.c., by adding a constant, we can assume that f is nonpositive on the compact
set BW (x; r). Therefore, using (2.1) and (2.15), we can dene the Dunkl-volume and the
Dunkl-spherical means of f relative to (x; r). Moreover, we have
Lemma 2.1 The relation (2.18) holds for the u.s.c. function f on 
 (the two terms of
(2.18) being eventually equal to  1).
4Recalling that d is the surface measure on the unit sphere Sd 1 of Rd.
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Proof: Fix x 2 
 and r > 0 such that B(x; r)  
. Since f is bounded from above on
BW (x; r), there is a decreasing sequence of continuous functions (fn) such that fn  ! f
pointwise on BW (x; r). Replacing fn by fn  supBW (x;r) f1 and f by f   supBW (x;r) f1, we
may assume that f and all fn are nonpositive on B
W (x; r).
For t 2]0; r], set gn(t) = M tS(fn)(x) and g(t) = M tS(f)(x). We can see that the sequence
(gn) is decreasing and from the monotone convergence theorem applied to the sequence
(fn), we get gn  ! g pointwise on ]0; r] and in particular, g is a measurable function.
Let us now apply the monotone convergence theorem to the sequence (gn), we obtainZ r
0
M tS(f)(x)t
2+d 1dt = lim
n !+1
Z r
0
M tS(fn)(x)t
2+d 1dt: (2.19)
But, by the rst step,
2 + d
r2+d
Z r
0
M tS(fn)(x)t
2+d 1dt =M rB(fn)(x) (2.20)
and once again by the monotone convergence theorem, we have
lim
n !+1M
r
B(fn)(x) =M
r
B(f)(x): (2.21)
Finally, we deduce the relation (2.18) from (2.19), (2.20) and (2.21). 
3 Dunkl subharmonic functions
In this section, we study some properties of D-subharmonic functions (see denition (1.11))
on aW -invariant open set 
  Rd. In particular, we will prove that they satisfy the strong
maximum principle and the uniqueness principle.
Let us denote by SHk(
) the set of D-subharmonic functions on 
 which is clearly
a convex cone. Furthermore, it is not dicult to see that if u; v 2 SHk(
) and if f is a
convex and non-decreasing function on R, then max(u; v) and f(u) are also in SHk(
).
As in the classical case, a function u is called D-superharmonic if  u is D-subharmonic.
3.1 Local properties of D-subharmonic functions
Proposition 3.1 Let u 2 SHk(
). Then the function u belongs to L1k;loc(
).
Proof: Fix 
0 a connected component of 
. Let
E := fx 2 
0; u!k is integrable over some neighbourhood of xg:
Let x 2 E. Then there exists r > 0 such that B(x; r)  
0 and
R
B(x;r) ju(y)j!k(y)dy <
+1. For z 2 B(x; r=2), we have B(z; r=2)  B(x; r) and hence u!k is integrable over
B(z; r=2). Thus, B(x; r=2)  E and E is an open subset of 
0.
Now, let x 2 
0nE. Because u!k is not integrable on any neighborhood of x, we must
have
R
B(x;R) ju(y)j!k(y)dy = +1 for all R > 0 such that B(x;R)  
0. Fix r > 0 such
that B(x; 6r)  
0. We will prove that B(x; 2r)  
0nE.
Since u is u.s.c., we can assume that u is nonpositive on the compact set K = BW (x; 6r)5.
5replacing u by u maxK u.
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Let z 2 B(x; 2r). From (2.6) and the nonpositivity of u, we deduce thatZ
Rd
u(y)hk(4r; z; y)!k(y)dy 
Z
Rd
u(y)hk(r; x; y)!k(y)dy: (3.1)
Now, if we apply (2.6) once again where we replace respectively r, a, b and  by r=4, x, y
and x we get
8 y 2 B(x; r=2); h(r=4; x; x)  hk(r; y; x) (3.2)
Thus, using (3.2), (2.3), (3.1), (2.1) and the fact that u  0, we obtainZ
Rd
u(y)hk(4r; z; y)!k(y)dy 
Z
B(x;r=2)
u(y)hk(r; x; y)!k(y)dy
 hk(r=4; x; x)
Z
B(x;r=2)
u(y)!k(y)dy =  1:
Consequently, from the previous inequality we getM4rB (u)(z) =  1, and therefore, u(z) =
 1 by the sub-mean property. Hence, u =  1 on B(x; 2r) and this proves that 
0nE
is an open subset of 
0. Finally, as u 6=  1 on 
0 and using the connectedness of 
0,
we must have E = 
0. The connected component 
0 being arbitrary, Proposition 3.1 is
proved. 
Let u 2 SHk(
). Using the generalized Lebesgue dierentiation theorem (see [19])
and Proposition 3.1, we have u(x) = limr!0M rB(u)(x) for almost all x 2 
.
In the classical case (i.e. when k = 0), this equality holds everywhere for any subharmonic
function (see for example [1], Corollary 3.2.6 or [12], Lemma 2.4.4). In the following result,
we will extend this fundamental property to D-subharmonic functions.
Proposition 3.2 Let u 2 SHk(
). Then, for every x 2 
, we have
u(x) = lim
r!0
M rB(u)(x): (3.3)
Proof: Fix x 2 
 and R > 0 such that B(x;R)  
. As above, we may assume that u is
negative on the compact set BW (x;R). We distinguish two cases:
First case: Suppose that u(x) >  1. By upper semi-continuity, for all " > 0 , there
exists  2]0; R] such that
u(y) < u(x) + "; whenever y 2 B(x; ): (3.4)
From the sub-mean property and the fact that u < 0 on BW (x;R), we have
8 r 2]0; R]; u(x) M rB(u)(x) =
Z
Rd
u(y)dkx;r(y) 
Z
B(x;)
u(y)dkx;r(y);
where dkx;r(y) is the probability measure dened by (2.7).
Using (3.4), we deduce that
8 r 2]0; R]; u(x) M rB(u)(x)  (u(x) + ")
Z
B(x;)
dkx;r(y): (3.5)
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As from (2.8) limr!0
R
B(x;) d
k
x;r(y) = 1; there exists  2]0; R[ such that
8 r 2]0; ];
Z
B(x;)
dkx;r(y)  1  ": (3.6)
Now, if we have taken " > 0 small enough to ensure that u(x) + " < 0, we deduce from
(3.5) and (3.6) that
8 r 2]0; ]; u(x) M rB(u)(x)  u(x) + "(1  "  u(x)):
This implies that M rB(u)(x)  ! u(x) as r  ! 0. This proves the result in this case.
Second case: Suppose that u(x) =  1. For every n 2 Nnf0g, there is a 2]0; R] such
that u(y)   n whenever y 2 B(x; a). Therefore,
8 r 2]0; a]; M rB(u)(x)   n
Z
B(x;a)
dkx;r(y): (3.7)
Again by (2.8), there exists b > 0 such that
8 r 2]0; b];
Z
B(x;a)
dkx;r(y)  1=2: (3.8)
From (3.7) and (3.8) we obtain 8 r 2]0;min(a; b)]; M rB(u)(x)   n=2. Therefore,
M rB(u)(x)  !  1 as r  ! 0 and the result is also proved in this case.

From the previous Proposition, we immediately obtain the uniqueness principle that a D-
subharmonic function is determined by its restriction to the complementary of a negligible
set. More precisely:
Corollary 3.1 If u and v are D-subharmonic functions on aW -invariant open set 
  Rd
and u(x) = v(x) for almost every x 2 
, then u and v are identically equal in 
.
In the following result we consider the convergence property of a decreasing sequence
of D-subharmonic functions.
Proposition 3.3 Let (un) be a decreasing sequence of D-subharmonic functions on 
 and
u(x) := limn!+1 un(x). If u is not identically  1 on each connected component of 
,
then u is D-subharmonic on 
.
Proof: Clearly u is u.s.c. on 
 as being a decreasing limit of u.s.c. functions. Let x 2 

and r > 0 such that B(x; r)  
. By the monotone convergence theorem, we get
u(x) = lim
n!+1un(x)  limn!+1M
r
B(un)(x) =M
r
B(u)(x):
This implies that u is D-subharmonic on 
. 
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3.2 The strong Maximum principle
The following theorem is a generalization of the strong maximum principle for D-harmonic
functions obtained by the authors in [8] (Theorem 4.1).
Theorem 3.1 Let u 2 SHk(
) and suppose that 
 is connected.
i) If u has a maximum in 
, then u is constant.
ii) If 
 is bounded and lim supz!x u(z)  0, for all x 2 @
, then u  0 on 
.
Proof: i) Let x0 2 
 such that u(x)  u(x0) for all x 2 
. Let

0 := fx 2 
; u(x) < u(x0)g:
Because u is u.s.c., 
0 is an open subset of 
.
Now, let x 2 
n
0 i.e. u(x) = u(x0) and r > 0 such that B(x; r)  
. By the sub-mean
property, we clearly have
u(x0) = u(x) M rB(u)(x)  u(x0):
This yields
1
mk(B(0; r))
Z
Rd
[u(x0)  u(y)]hk(r; x; y)!k(y)dy = 0:
Hence, u(x0) = u(y) for almost every y 2 supp hk(r; x; :) and by (2.1), u(x0) = u(y)
for almost every y 2

B(x; r). Let us now introduce the nonpositive function v(y) =
u(y)   u(x0), y 2

B(x; r). Suppose that there exists a 2

B(x; r) such that v(a) < 0 and
take  2 R such that v(a) <  < 0. Since v is u.s.c at the point a, there is  > 0 such that
B(a; ) 

B(x; r) and v(y) <  for all y 2 B(a; ). This contradicts the fact that v = 0
a.e. on

B(x; r) and this proves that u  u(x0) on

B(x; r).
Consequently, 
n
0 is an open subset of 
 containing x0. But 
 is connected, then 
0 = ;
and this shows i).
ii) Dene the function eu on the compact closure 
 of 
 by eu(x) = u(x) if x 2 
 andeu(x) = lim supy!x; y2
 u(y) if x 2 @
.
Clearly eu is u.s.c. on 
. Consequently, there exists x0 2 
 such that eu(x0) = sup
 eu(x).
If eu(x0) > 0, then by our hypothesis necessarily x0 2 
 and by i) we have u(x) = u(x0) > 0
for every x 2 
. We obtain a contradiction to the fact that lim supy!x u(y)  0. 
Corollary 3.2 Let u 2 SHk(
) and suppose that G is a connected W -invariant open
subset of 
 with compact closure G  
. If s is D-superharmonic on 
 and u  s on @G,
then u  s on G.
Proof: Clearly u  s is D-subharmonic on G and for x 2 @G, we have
lim sup
z!x
[u(z)  s(z)]  lim sup
z!x
u(z)  lim inf
z!x s(z) = u(x)  s(x)  0:
Hence, the result follows from Theorem 3.1, ii). 
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4 Characterization of Dunkl subharmonic functions
Our aim in this section is give some characterizations of the k-subharmonicity. We will
rst do this for C2-k-subharmonic functions. Then, an approximation method allowed
us to extend the results to any k-subharmonic function.
4.1 Characterization of C2  D-subharmonic functions
As a rst result, we have
Proposition 4.1 Let u 2 C2(
). Then the following assertions are equivalent
i) u 2 SHk(
), ii) ku  0 on 
, iii) u(x) M rS(u)(x) whenever B(x; r)  
.
Proof: i) =) ii) Suppose that ku(x) < 0 for some x 2 
. By (2.9), we have
limt!0M tB(ku)(x) = ku(x). Hence, there exists r 2]0; %x[ such that6
M tB(ku)(x) 
1
2
ku(x) < 0 for all t 2]0; r]:
This implies that
1
r2+d
Z r
0
Z 
0
M tB(ku)(x) t dt 
2+d 1d  r
2
4(d+ 2 + 2)
ku(x) < 0:
Therefore, by (2.17) we obtain M rB(u)(x) < u(x). A contradiction with the sub-mean
property.
ii) =) iii) This follows immediately from the relation (2.16).
iii) =) i) From (2.18) and a direct integration with respect to r, we obtain the result. 
The C2- D-subharmonicity can be characterized in terms of the monotonicity with
respect to r of the spherical and volume means. More precisely, we have
Proposition 4.2 Let u 2 C2(
). The following statements are equivalent
i) u 2 SHk(
),
ii) for every x 2 
, the function r 7 !M rB(u)(x) is non-decreasing on ]0; %x[ and
lim
r!0
M rB(u)(x) = u(x); (4.1)
iii) for every x 2 
, the function r 7 !M rS(u)(x) is non-decreasing on ]0; %x[ and
lim
r!0
M rS(u)(x) = u(x); (4.2)
iv) u 2 L1k;loc(
), limr!0M rB(u)(x) = u(x) for every x 2 
 and M rB(u)(x)  M rS(u)(x),
whenever B(x; r)  
.
6We recall that %x is the distance from x to the boundary of 
 (see (2.12)).
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Proof: At rst, using Proposition 2.1- 2), formulas (2.16) and (2.17), we deduce that
the functions r 7 ! M rB(f)(x) and r 7 ! M rS(f)(x) are dierentiable on ]0; %x[ and the
relations (4.1) and (4.2) are always satised for any xed function f 2 C2(
) and for any
xed x 2 
. We note also that the rst condition in assertion iv) is redundant but we
will need it in order to extend this result to an arbitrary D-subharmonic function (see
Theorem 4.2 below).
ii) =) i) As r 7 !M rB(u)(x) is non-decreasing, (4.1) implies that the sub-mean property
is clearly satised.
i) =) iii) We use the fact that ku  0 on 
 and we dierentiate with respect to r the
relation (2.16) and we get ddrM
r
S(u)(x)  0 i.e we obtain iii).
iii) =) iv) It is a direct consequence of the relation (2.18).
iv) =) ii) We dierentiate with respect to r in the relation (2.18) and we obtain
d
dr
M rB(u)(x) =
d+ 2
r
 
M rS(u)(x) M rB(u)(x)
  0:
This implies that r 7 !M rB(u)(x) is non-decreasing on ]0; %x[. 
4.2 Approximation of D-subharmonic functions by C1-functions
Let us consider the following radial function '(x) := a exp (  1
1 kxk2 )1B(0;1)(x), x 2 Rd,
where a is a constant such that x 7 ! '(x)!k(x) is a probability density.
For " > 0, dene the function
'"(x) =
1
"d+2
'(
x
"
): (4.3)
It is well known that '" 2 D(Rd) is radial with supp '"  B(0; ").
In order to approximate D-subharmonic functions by smooth D-subharmonic functions,
we need the following facts, proved in [10], on Dunkl convolution product
Proposition 4.3 Let u 2 L1k;loc(
) and r
 given by (2.11). For 0 < " < r
, dene the
function u" by
8 x 2 
"; u"(x) := u k '"(x) :=
Z
Rd
u(y) x'"(y)!k(y)dy: (4.4)
Then the sequence (u")"<r
 satises
i) For every " < r
, the function u" is in C1(
") and we have
ku"(x) = k(u k '")(x) = u k k'"(x); x 2 
": (4.5)
ii) For every " < r
 and every closed ball B(x; r)  
", we have
M rB(u")(x) :=M
r
B(u k '")(x) =M rB(u) k '"(x): (4.6)
iii) For almost every x 2 
, u"(x)  ! u(x) as "  ! 0.
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iv) If u is continuous on 
, then for every x 2 
, u"(x)  ! u(x) as "  ! 0.
Moreover, the following associativity result 
u k '"1
 k '"2 =  u k '"2 k '"1 ; on 
"1+"2 ; (4.7)
holds whenever "1 + "2 < r
 (see [10], Proposition 3.3).
Remark 4.1 In order to prove that uk'" is well dened on 
", we have used the following
support property (see [10])
supp  x'"  BW (x; ") = [g2WB(gx; "): (4.8)
Our approximate result is as follows:
Theorem 4.1 Let u 2 SHk(
) and u" the functions dened by (4.4). Then we have
1) for every 0 < " < r
, the function u" is D-subharmonic and of class C
1 on 
",
2) for every 0 <  < r
, the sequence (u")0<"< of C
1 and D-subharmonic functions on

 is non-decreasing
7 and converges pointwise to u on 
 as "! 0,
3) for all B(x; r)  
, M rB(u")(x)  !M rB(u)(x) and M rS(u")(x)  !M rS(u)(x) as "! 0:
Proof: 1) By Proposition 3.1, u 2 L1k;loc(
) and then from Proposition 4.3 we deduce
that u" 2 C1(
"). On the other hand, as u is D-subharmonic on 
 and  x'"  0, (4.6)
implies that
M rB(u")(x)  u"(x); for all B(x; r)  
":
Therefore, u" is D-subharmonic on 
".
2) Choose 0 <  < r
 (i.e. 
 is nonempty). By 1) and i) of Proposition 4.3, we have
u" 2 C1(
) \ SHk(
) for all " < .
 We will prove in two steps that the sequence (u")0<"< is non-decreasing.
Step1: Suppose that u is of class C2 on 
. According to [10] (see Proposition 3.2), the
relation (4.4) can be rewritten in spherical coordinates as follows
u k '"(x) = dk
Z "
0
f'"(t)td+2 1M tS(u)(x)dt; (4.9)
where f'" is the prole function of '" and dk is the constant given by (2.5). Using the
change of variables  = t=" in (4.9) and recalling (4.3), we deduce that
u"(x) = dk
Z 1
0
e'() d+2 1M "S (u)(x)d:
Since, r 7 !M rS(u)(x) is non-decreasing (see Proposition 4.2), we conclude that (u")0<"<
is a non-decreasing sequence.
Step 2: Suppose only that u 2 SHk(
). In order to use the same idea many times in the
sequel of this paper, we will present the argument in the form of the following fundamental
approximation lemma:
7i.e. for all xed x 2 
, " 7! u"(x) is a non-decreasing function on ]0; [.
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Lemma 4.1 Let v 2 L1k;loc(
) and ('") the sequence dened by (4.3). Assume that for
any " < r
, the function v k '" belongs to SHk(
"). Then
a) for every 0 <  < r
, the sequence (v k '")0<"< is non-decreasing on 
,
b) the function s : x 7! lim"!0 v k '"(x) is well dened and D-subharmonic on 
 and
v = s almost everywhere on 
.
Assume the result of the Lemma for the moment.
By Proposition 3.1 and the statement 1) of the theorem, the hypotheses of Lemma 4.1 are
satised. Consequently, using Lemma 4.1 and the uniqueness principle (Corollary 3.1), we
obtain the statement 2).
3) By 2), the result follows immediately from the monotone convergence theorem. 
Proof of Lemma 4.1: a) Fix  2]0; r
[ and let  2]0; [. By our hypothesis and Proposition
4.3, the function v k ' 2 C1(
) \ SHk(
). Consequently, by the statement 1) of
Theorem 4.1, the functions [v k '] k '", with " > 0 such that  + " < , are in
C1(
) \ SHk(
). Furthermore, by the step 1, the sequence
 
[v k '] k '"

0<"<  is
non-decreasing i.e. if 0 < "1  "2 <   , then
8 x 2 
; [v k '] k '"1(x)  [v k '] k '"2(x):
By (4.7) the previous inequality can be written
8 x 2 
; [v k '"1 ] k '(x)  [v k '"2 ] k '(x):
Finally, letting   ! 0 and using the statement iv) of Proposition 4.3, we obtain
8 x 2 
; v k '"1(x)  v k '"2(x):
This proves the assertion a).
b) Let 0 <  < r
. Since the sequence (v k '")0<"< is non-decreasing on 
, we deduce
that for any x 2 
, s(x) := lim"!0 vk'"(x) exists in [ 1;+1[. On the other hand, from
Proposition 4.3-iii), we see that s = v almost everywhere on 
. In particular s 6=  1
on each connected component of 
. Consequently, by a) and Proposition 3.3 we deduce
that s 2 SHk(
) as a pointwise decreasing limit of D-subharmonic functions on 
. As
 > 0 can be taken arbitrary small, the proof of the lemma is complete. 
Now, we will extend the results of Proposition 4.2 to any D-subharmonic function (see
[1], Corollary 3.2.6 for the classical case).
Theorem 4.2 Let u be an u.s.c. function on a W -invariant open set 
  Rd. Assume
that u is not identically  1 on each connected component of 
. Then the statements i),
ii), iii) and iv) of Proposition 4.2 are equivalent.
Proof: i) =) ii) Let u 2 SHk(
). We already know that (4.1) holds (see Proposition
3.2). Let (u") be the sequence dened by (4.4). By Theorem 4.1, u" 2 C1(
")\SHk(
").
Therefore, using Proposition 4.2, r 7 ! M rB(u")(x) is non-decreasing on ]0; dist(x; @
")[.
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Letting "  ! 0 and using Theorem 4.1, 3), we deduce that r 7 ! M rB(u)(x) is also non-
decreasing.
ii) =) i) This is obvious.
i) =) iii) If u 2 SHk(
) \ C1(
), the result is proved in Proposition 4.2.
Let us now suppose only that u 2 SHk(
). By Proposition 4.3 and Theorem 4.1, the
functions u" dened by (4.4) are in SHk(
") \ C1(
").
Consequently, we have
a) the function r 7 !M rS(u")(x) is non-decreasing on ]0; dist(x; @
")[,
b) for all 0 < " < , limr!0M rS(u")(x) = u"(x),
c) for all 0 < " < , u"(x) M rS(u")(x),
where  = (x) > 0 is such that x 2 
" for all " < .
From a) and Theorem 4.1-3), we can see that r 7 !M rS(u)(x) is also non-decreasing as a
pointwise limit of non-decreasing functions.
Using c) and letting "  ! 0, we have u(x)  M rS(u)(x). Moreover, since (u")0<"< is a
non-decreasing sequence, we deduce that
8 0 < " < ; u(x) M rS(u)(x) M rS(u")(x):
According to b), this implies that
8 0 < " < ; u(x)  lim
r!0
M rS(u)(x)  lim
r!0
M rS(u")(x) = u"(x):
Finally, letting "  ! 0 and using Theorem 4.1-2), we deduce the desired result.
iii) =) i) Let x 2 
 and r 2]0; %x[ be xed and assume that u is nonpositive on the
compact set BW (x; r) (using the upper semi-continuity of u). For all  2]0; r[, we have
2 + d
r2+d
Z r

M tS(u)(x)t
2+d 1dt MS(u)(x)
 
1  (=r)d+2:
Since t 7 ! M tS(u)(x) is nonpositive on ]0; r], letting   ! 0 and using the monotone
convergence theorem, Lemma 2.1 and the relation (4.2), we obtain
M rB(u)(x)  u(x):
This proves that u is D-subharmonic on 
.
i) =) iv) Let u 2 SHk(
). We know that the function u!k is locally integrable on 

and limr!0M rB(u)(x) = u(x) for every x 2 
. By Proposition 4.2, the result is true when
u 2 C2(
). Now, suppose only that u is in SHk(
). Considering the D-subharmonic
functions u" dened in Theorem 4.1 , we get for " small enough
M rB(u")(x) M rS(u")(x):
By Theorem 4.1, we deduce that M rB(u)(x) M rS(u)(x).
iv) =) i)We will use the same idea as in [12] (Lemma 2.4.4). First, we need the following
lemma:
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Lemma 4.2 Let f 2 L1k;loc(
) be an u.s.c. function. Then for every x 2 
 and r > 0
such that B(x; r)  
, the function t 7 ! M tS(f)(x)td+2 1 is integrable on [0; r] and we
have
M rB(f)(x) =
d+ 2
rd+2
Z r
0
M tS(f)(x)t
d+2 1dt: (4.10)
Proof: Assume that f is nonpositive in the xed Dunkl ball BW (x; r)  
. The formula
(4.10) has been established in Lemma 2.1. Therefore, it suces to show that M rB(f)(x) 6=
 1. Denoting Cr := (mk(B(0; r))) 1, by (2.1) and the fact that hk(r; x; y)  1, we get
jM rB(f)(x)j  Cr
R
BW (x;r) jf(y)jhk(r; x; y)!k(y)dy  Cr
R
BW (x;r) jf(y)j!k(y)dy < +1:

Now, we turn to the proof of iv) =) i). Let x 2 
. Suppose that M rB(u)(x) 
M rS(u)(x) for every r 2]0; %x[. Since u 2 L1k;loc(
), by Lemma 4.2, the function r 7 !
M rB(u)(x) is absolutely continuous on every closed interval [a; b] ]0; %x[ as a product of
two absolutely continuous functions. Hence, it is almost everywhere dierentiable on [a; b]
and we have
d
dr
M rB(u)(x) =
d+ 2
r
 
M rS(u)(x) M rB(u)(x)
  0 a:e::
Thus, r 7 ! M rB(u)(x) is non-decreasing on [a; b] (see [2], Proposition 5.3). That is, for
every 0 < t  r < %x, we have M tB(u)(x)  M rB(u)(x). Letting t  ! 0, we deduce that
u(x) M rB(u)(x). This proves that u is in SHk(
) and the Theorem is completely proved.

5 k-Riesz measure
In this section, we introduce the Riesz measure of a function u 2 SHk(
). In order to
do this, we will clarify some facts about the action of Dunkl operators on distributions.
Let us start by recalling the following integration by parts formula see [5] or [23]): Let
f; g 2 C1(
) such that g has compact support and D be the -directional Dunkl operator
dened by (1.1). Then we haveZ


Df(x)g(x)!k(x)dx =  
Z


f(x)Dg(x)!k(x)dx: (5.1)
For a distribution T 2 D0(
), we dene the weak Dunkl -directional derivative of T
( 2 Rd) by
8  2 D(
); hDT; i =  hT;Di :
Note that by the intertwining relation (1.2), the operator D = Vk@V
 1
k : C1(Rd)  !
C1(Rd) is continuous for the Frechet topology. Moreover, since D leaves the space D(
)
invariant, we deduce that D : D(
)  ! D(
) is also continuous for the Frechet topology.
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This justies thatDT is well dened as an element of D0(
). In particular, if f 2 L1k;loc(
)
i.e. f!k 2 L1loc(
), the weak Dunkl-Laplacian of f!k is given by
8  2 D(
); hk(f!k); i = hf!k;ki =
Z


f(x)k(x)!k(x)dx: (5.2)
Our rst main result states that:
Theorem 5.1 Let u 2 SHk(
). Then there exists a nonnegative Radon measure  in 

such that k[u!k] =  in the sense of distributions. We will call  the k-Riesz measure
related to u.
Proof: As u 2 L1k;loc(
) , u!k denes a distribution. Let  2 D(
) and let (u")0<"< be the
sequence of functions dened by (4.4) with  such that supp   
. As 0  u" u  u u,
by Theorem 4.1 and the dominated convergence theorem, we have
hk[u!k]; i =
Z


u(x)k(x)!k(x)dx = lim
"!0
Z


u"(x)k(x)!k(x)dx:
Now, using the integration by parts formula (5.1), we deduce that
hk[u!k]; i = lim
"!0
Z


ku"(x)(x)!k(x)dx: (5.3)
Consequently, [ku"]!k  ! k[u!k] in D0(
) as "! 0. Moreover, from (5.3) and the fact
that ku"  0 (Theorem 4.1 and Proposition 4.1), we see that k[u!k] is a nonnegative
distribution on 
. Then, according to [25], there exists a nonnegative Radon measure 
on 
 such that k[u!k] =  and the proposition is proved. 
Example 5.1 Let u 2 SHk(
) \ C2(
). Using (5.2) and (5.1), clearly the k-Riesz
measure of u is given by ku(x)!k(x)dx.
Now, we will establish a type Weyl's lemma for D-subharmonic functions:
Theorem 5.2 Let u 2 L1k;loc(
). If k(u!k)  0 in D0(
), then there exists a D-
subharmonic function s on 
 such that u = s a.e. in 
.
Proof: Let us denote by  the nonnegative Radon measure k(u!k) and let '" be the
function given by (4.3). We claim that
8 " < r
; 8 x 2 
"; k(u k '")(x) =  k '"(x) :=
Z


 x'"(y)d(y)8: (5.4)
Indeed, by Proposition 4.3, the function u k '" is of class C1 on 
". Then, using
respectively the relations (4.5), (4.4) and (A:6), we get
k(u k '")(x) = [u k (k'")](x) =
Z


u(y) x[k'"](y)!k(y)dy
=
Z


u(y)k[ x'"](y)!k(y)dy = hu!k;k[ x'"]i
=  k '"(x):
8Note that by (4.8),  k '" is well dened on 
" for any nonnegative Radon measure  on 
.
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Since  x'"  0, (5.4) implies that k[u k '"]  0 on 
". Hence, the function u k '" 2
SHk(
") (see Proposition 4.1). Thus, we obtain the result by using Lemma 4.1, b). 
In the following result, we characterize the D-subharmonicity by means of the positivity
of the distributional Dunkl Laplacian.
Corollary 5.1 Let u be a function dened on 
. Then u 2 SHk(
) if and only if u
satises: u 2 L1k;loc(
), k(u!k)  0 in D0(
) and u(x) = limr!0M rB(u)(x) for every
x 2 
.
Proof: The necessity part follows from Propositions 3.1, 3.2 and 5.1. Now, will show
the suciency part. By Theorem 5.2, there exists a function v 2 SHk(
) such that
u(x) = v(x) for almost every x 2 
. Therefore, for all x 2 
 and all r > 0 small enough,
we have M rB(u)(x) = M
r
B(v)(x). Now, using Proposition 3.2, we deduce that u and v are
identically equal in 
 and then u is in SHk(
). 
Corollary 5.2 The cone SHk(
) is closed for the L1k;loc(
) topology.
Proof: Let (un) be a sequence of D-subharmonic functions on 
 such that un  ! u in
L1k;loc(
). As, un!k and u!k are in L
1
loc(
), we deduce that un!k  ! u!k in D0(
).
Hence, k(un!k)  ! k(u!) in D0(
). By Corollary 5.1, as k(un!k)  0, we deduce
that k(u!k)  0 in D0(
). Now, by Theorem 5.2 there exists a D-subharmonic function
s on 
 such that u = s a.e. in 
. Then u = s in L1k;loc(
) and the result is proved. 
In [10], Weyl's lemma for D-harmonic functions has been proved. Here, we will give
another proof of such result. In order to do this, we will prove the following lemma:
Lemma 5.1 A function u : 
 7 ! R is D-harmonic if and only if it is simultaneously
D-subharmonic and D-superharmonic on 
.
Proof: It is enough to show the suciency part. Let  > 0 small enough and consider the
function u", with " < , dened by (4.4). Clearly, by Theorem 4.1, the functions u" and
 u" are in C1(
)\SHk(
). Hence, by Proposition 4.1, we deduce that u" is D-harmonic
in 
. Again from Proposition 4.1, u"(x) = M
r
S(u")(x) whenever B(x; r)  
. Letting
"  ! 0 and using Theorem 4.1, we deduce that u(x) =M rS(u)(x) whenever B(x; r)  
.
Since  is arbitrary small, we deduce that
u(x) =M rS(u)(x); for every B(x; r)  
:
Finally, if we use (4.9), we conclude that for any " > 0, u coincides with the D-harmonic
function u" on 
". That is the function u is D-harmonic on 
 as desired. 
Corollary 5.3 If u 2 L1k;loc(
) satises k[u!k] = 0 in D0(
), then there exists a D-
harmonic function h on 
 such that u and h coincide a.e. on 
.
Proof: From Theorem 5.2, there exist two functions u1; u2 such that u1 is D-subharmonic
on 
, u2 is D-superharmonic on 
 and u = u1 = u2 almost everywhere. Moreover, by
Proposition 3.2, we have
8 x 2 
; u1(x) = lim
r!0
M rB(u1)(x) = lim
r!0
M rB(u2)(x) = u2(x):
Therefore, the function h := u1 = u2 is simultaneously D-subharmonic and D-superharmonic
on 
. Hence, by the rst step, h is D-harmonic in 
 and h = u almost everywhere in 
.
19
6 Dunkl-Newtonian Potentials
In this section, we introduce the Dunkl-Newton kernel and the corresponding Dunkl-
Newtonian potentials and we study some of their properties. Throughout this section, we
will always suppose that d+ 2 > 2 (transient condition).
6.1 Dunkl type Newton kernel
Consider the Dunkl-Newton kernel dened by (1.14). It takes also the following form:
Proposition 6.1 For every x; y 2 Rd, we have
Nk(x; y) =
1
dk(d+ 2   2)
Z
Rd

kxk2 + kyk2   2 hx; zi
 2 (d+2)
2
dy(z): (6.1)
Proof: From (1.7) and (1.10), we have
pt(x; y) =
1
(2t)
d
2
+ck
Z
Rd
e 
kxk2+kyk2 2 hx;zi
4t dy(z): (6.2)
Hence, by the change of variables 1=4t $ t in the integral (1.14) and using (2.5), we can
write
Nk(x; y) =
1
2dk (d=2 + )
Z +1
0
t
d
2
+ 2
Z
Rd
e t(kxk
2+kyk2 2 hx;zi)dy(z)dt:
Applying Fubini's theorem and then using the identity A  = 1 ()
R +1
0 s
 1e sAds, A  0
and  > 0 (when A = 0, the both terms are equal to +1) by taking A = kxk2 + kyk2  
2 hx; zi and  = d+2 22 , we obtain the result. 
Example 6.1 1) When k = 0 and d > 2, the Rosler measure x is equal to x (the Dirac
measure at x) and then N0(x; y) =
1
(d 2)!d 1 kx  yk2 d is the classical Newton kernel 9.
2) We consider Rd (d  1) with the root system Rm := fe1; : : : ;emg, where m is a
xed integer in f1; : : : ; dg and (ej)1jd is the canonical basis of Rd. For  2 Rd, we will
denote  = ((m); 0) 2 Rm  Rd m.
Noting that the Coxeter-Weyl group is given by W = Zm2 and that the Zm2 -orbit of a point
 2 Rd is given by
Zm2 : := f": := ("11; : : : ; "mm; 0); " = ("i)1im 2 f1gmg:
The multiplicity function can be represented by the m-multidimensional parameter k =
(k1; : : : ; km) with kj = k(ej) > 0. Moreover, the Rosler measure is of the form y =
(y(m);y0) = y1 
    
 ym 
 y0 with yi the Z2-Rosler measure at point yi. If yi = 0, we
know that 0 = 0 and if yi 6= 0, we have
hyi ; fi :=
Z 1
 1
f(tyi)ki(t)dt; f 2 C(R);
9!d 1 is the area of Sd 1.
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where ki is the Z2-Dunkl density function of parameter ki given by (see [4] or [23] p.104)
ki(t) :=
 (ki + 1=2)p
 (ki)
(1  t)ki 1(1 + t)ki1[ 1;1](t):
Let C := [dk(d+ 2   2)] 1. Then the Zm2 -Dunkl-Newton kernel is of the form
N
Zm2
k (x; y) = C
Z
[ 1;1]m

kx(m)k2 + ky(m)k2   2
mX
j=1
tjxjyj + kx0   y0k2
1  d
2
 

mY
i=1
ki(ti)dt1 : : : dtm:
Proposition 6.2 Let x; y 2 Rd, with x 6= 0.
1) If y =2W:x, then 0 < Nk(x; y) < +1.
2) When d  2 and  > 0, we have Nk(x; x) = +1.
Proof: 1) Let y 2 Rd xed. It is well known (see [21] and [23]) that
pt(x; y)  1
(2t)
d
2
+ck
max
g2W
e (kx gyk
2)=4t: (6.3)
Hence, Nk(x; y) < +1 for all x =2W:y.
2) At rst suppose that x is not in the hyperplanes H,  2 R (i.e. x lives in a Weyl
chamber). It is enough to prove that I :=
R 1
0 pt(x; x) = +1. To do this, we need
the following short-time asymptotic result of the Dunkl heat kernel established in [15]
(Corollary 2): Let C be a xed Weyl chamber. If x; y 2 C, then
pt(x; y) t!0
 
!k(x)!k(y)
 1=2
(4t) d=2e 
kx yk2
4t :
For y = x, we obtain pt(x; x) t!0
 
!k(x)
 1
(4t) d=2 and I = +1 as desired.
When x 2 H for some  2 R, the result follows by using the lower semi-continuity of the
function x 7 ! Nk(x; x) (as non-decreasing limit of the sequence of continuous functions
x 7 ! R n1=n pt(x; x)dt). Indeed, if x 2 H, Nk(x; x) = lim infy!xNk(y; y) = +1 because
Nk(y; y) = +1 if y converges to x in a Weyl chamber limited by H. 
Remark 6.1 For g 6= id, it is much more dicult to see if Nk(x; gx) is nite or innite.
This will be more explained in a forthcoming paper. However, from the relation (6.5) (see
the next result), we can see that Nk(x; gx) = +1 if and only if Nk(x; g 1x) = +1.
Proposition 6.3 The Dunkl-Newton kernel satises the following properties:
1. For all x; y 2 Rd, we have
Nk(x; y) =
1
dk
Z +1
0
t1 d 2hk(t; x; y)dt: (6.4)
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2. For every x; y 2 Rd. Then
Nk(x; y) = Nk(y; x); Nk(gx; y) = Nk(x; g
 1y): (6.5)
3. For all x; y 2 Rd with x =2W:y, we have
min
g2W

kx  gyk2 (d+2)

 dk(d+2  2)Nk(x; y)  max
g2W

kx  gyk2 (d+2)

: (6.6)
4. For all y 2 Rd xed, the function x 7 ! Nk(x; y) is lower semi-continuous (l.s.c.)
on Rd and of class C1 on RdnW:y.
Proof: 1. Fix x; y 2 Rd. By (6.1) and Fubini's theorem , we have
Nk(x; y) =
1
dk
Z
Rd
Z +1
p
kxk2+kyk2 2 hx;zi
t1 (d+2)dt

dy(z)
=
1
dk
Z +1
0
t1 (d+2)
Z
Rd
1[0;t](
p
kxk2 + kyk2   2 hx; zi)dy(z)

dt
=
1
dk
Z +1
0
t1 (d+2)hk(t; x; y)dt:
2. We obtain (6.5) by using (6.4) and the properties (2.3) of the harmonic kernel.
3. At rst, we note that from (1.3) for z 2 supp y we can write z =
P
g2W g(z)gy;
where g(z) 2 [0; 1] are such that
P
g2W g(z) = 1. Then we have
kxk2 + kyk2   2 hx; zi =
X
g2W
g(z)kx  gyk2: (6.7)
Now, as f : t 7 ! t1  d2  is a convex function on ]0;+1[, by (6.7) we have
kxk2 + kyk2   2 hx; zi
1  d
2
   max
g2W
 kx  gyk2 (d+2):
This implies the right inequality. Again by convexity of the function f , Jensen's inequality
and (6.7), we get
dk(d+ 2   2)Nk(x; y) 
Z
Rd
(kxk2 + kyk2   2 hx; zi)dy(z)
 2 (d+2)
2
=
 X
g2W
  Z
Rd
g(z)dy(z)
kx  gyk2 2 (d+2)2


max
g2W
kx  gyk2
 2 (d+2)
2
= min
g2W
 kx  gyk2 (d+2);
where in the last line we have used the fact that f is a decreasing function.
4. The function x 7! Nk(x; y) is l.s.c. on Rd as being the increasing limit of the sequence
(fn) of continuous functions dened by fn : x 7!
R n
1=n pt(x; y)dt.
As y is with compact support, we can dierentiate locally in a neighborhood of x =2W:y
under the integral in the relation (6.1) and we obtain the result. 
22
Theorem 6.1 Let x0 2 Rd. Then the function Nk(x0; :) is
1) D-superharmonic on Rd,
2) locally integrable on Rd with respect to the measure !k(x)dx and we have
 k
 
Nk(x0; :)!k

= x0 in D0(Rd); (6.8)
where x0 is the Dirac measure at x0.
3) D-harmonic on RdnW:x0 (W:x0 the W -orbit of x0).
Proof: Fix x0 2 Rd. We will use the following properties of the Dunkl heat kernel (see
[21])
(k   @t) pt(x0; :)(x) = 0 and lim
t!0
pt(x0; :)!k = x0 in D0(Rd); (6.9)
We consider the function
Sx0;r(x) :=
Z +1
r
pt(x0; x)dt: (6.10)
1) By the monotone convergence theorem, we see that the function Nk(x0; :) is the point-
wise increasing limit of the sequence
 
Sx0;1=n

n
. Hence, by Proposition 3.3, it suces to
prove that for every r > 0, Sx0;r is D-superharmonic on Rd. To do this, we will use the
result of Proposition 4.1.
The function pt(x0; :) is of class C
1 on Rd and we can dierentiate under the integral sign
in the relation (6.2) to obtain
@jpt(x0; :)(x) =   1
2t
1
(2t)
d
2
+ck
Z
Rd
(xj   zj)e  14t (kxk2+kx0k2 2 hx;zi)dx0(z)
and
@i@jpt(x0; :)(x) =  ij 1
2t
pt(x0; x)
+
1
4t2
1
(2t)
d
2
+ck
Z
Rd
(xj   zj)(xi   zi)e  14t (kxk2+kx0k2 2 hx;zi)dx0(z);
where ij is the Kronecker symbol.
Using the fact that supp x0  B(0; kx0k), we deduce that
j@jpt(x0; :)(x)j  kxk+ kx0k
(2t)1+
d
2
+ck
;
j@i@jpt(x0; :)(x)j  1
(2t)1+
d
2
+ck
+
(kxk+ kx0k)2
(2t)2+
d
2
+ck
:
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Let R > 0. The previous inequalities and the dierentiation theorem under the integral
sign imply that Sx0;r is of class C
2 on the open ball

B(0; R) and by (6.9) we deduce for
any x 2

B(0; R) that
kSx0;r(x) =
Z +1
r
k (pt(x0; :)) (x)dt =
Z +1
r
@tpt(x0; x)dt =  pr(x0; x) < 0: (6.11)
Therefore, Sx0;r is D-superharmonic on

B(0; R). As R > 0 is arbitrary, we conclude that
Sx0;r is D-superharmonic on Rd as desired.
2) From the statement 1) and Proposition 3.1, we deduce that Nk(x0; :) 2 L1k;loc(Rd). By
the dominated convergence theorem, we can see that Sx0;r!k  ! Nk(x0; :)!k in D0(Rd) as
r  ! 0. This implies that
k(Sx0;r!k)  ! k(Nk(x0; :)!k) in D0(Rd) as r  ! 0:
On the other hand, from (6.11), (5.1) and (6.9), we have
lim
r!0
k(Sx0;r!k) =  x0 in D0(Rd):
This gives (6.8).
3) From the relation (6.8), we deduce that the function Nk(x0; :)!k is D-harmonic in the
sense of distributions on Rdnfx0g. Hence, by applying Weyl's Lemma (see Corollary 5.3)
on the W -invariant open set RdnW:x0, there exists a D-harmonic function h on RdnW:x0
such that Nk(x0; x) = h(x) for almost every x 2 RdnW:x0. Now, using the smoothness of
the function Nk(x0; :) on RdnW:x0, we obtain Nk(x0; :) = h on RdnW:x0.
This completes the proof. 
6.2 Dunkl-Newtonian potential of Radon measures
Denition 6.1 Let  2M+(Rd). The Dunkl-Newtonian potential of  is dened by
Nk[](x) :=
Z
Rd
Nk(x; y)d(y); x 2 Rd: (6.12)
Remark 6.2 Let  be a signed Radon measure on Rd and  = +     its Hahn-
Jordan decomposition. We can also dene the Dunkl-Newtonian potential of  by setting
Nk[](x) := Nk[
+](x) Nk[ ](x) whenever for every x 2 Rd, Nk[+](x) and Nk[ ](x)
are not innite simultaneously.
Proposition 6.4 Let  2 M+(Rd). A necessary and sucient condition for niteness
a.e. of the Dunkl-Newtonian potential of  is thatZ
Rd
(1 + kyk)2 d 2 d(y) < +1: (6.13)
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We need the following lemma:
Lemma 6.1 Let  be a nite nonnegative Radon measure on Rd. Then Nk[] belongs to
L1k;loc(Rd). In particular, Nk[] is nite a.e..
Proof: Fix R > 0. Using Fubini's theorem, we haveZ
B(0;R)
Nk[](x)!k(x)dx =
Z
Rd
Z
B(0;R)
Nk(x; y)!k(x)dx d(y):
As (Rd) < +1, it suces to show that there exists a constant C = C(R; d; ) > 0 such
that
8 y 2 Rd;
Z
B(0;R)
Nk(x; y)!k(x)dx  C: (6.14)
Let x 2 B(0; R) and y 2 Rd. From the relations (6.4), we can write
Nk(x; y) =
1
dk
Z 1
0
t1 d 2hk(t; x; y)dt+
1
dk
Z +1
1
t1 d 2hk(t; x; y)dt := I(x; y) + J(x; y):
 Since hk(t; x; y)  1, we can see that J  1dk(d+2 2) . This implies that
8 y 2 Rd;
Z
B(0;R)
J(x; y)!k(x)dx  mk[B(0; R)]
dk(d+ 2   2) = C1:
 Applying Fubini's theorem and then using (2.3) and (2.4), we deduce that
8 y 2 Rd;
Z
B(0;R)
I(x; y)!k(x)dx  1
dk
Z 1
0
t1 d 2khk(t; y; :)kL1(Rd;mk)dt
=
1
2(d+ 2)
= C2:
Finally, we obtain (6.14) by taking C = C1 + C2. 
Proof of Proposition 6.4. Assume that (6.13) holds. We will show that x 7 ! Nk[](x)!k(x)
is locally integrable. Let r  1. By Fubini's theorem, we haveZ
B(0;r)
Nk[](x)!k(x)dx =
Z
kyk2r
Z
B(0;r)
Nk(x; y)!k(x)dx

d(y)
+
Z
kyk>2r
Z
B(0;r)
Nk(x; y)!k(x)dx

d(y) = J1 + J2:
From Lemma 6.1, J1 < +1. Now, by (6.6), we have
J2  1
dk(d+ 2   2)
Z
kyk>2r
Z
B(0;r)
max
g2W

kx  gyk2 d 2

!k(x)dx

d(y):
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But, for all x 2 B(0; r) and all g 2 W , kx   gyk  kyk   kxk  12kyk because kyk  2r.
Moreover, since r  1, we also have kyk  12(1 + kyk). Hence, we get
8 g 2W; kx  gyk  1
4
(1 + kyk):
Thus,
J2  4
d+2 2mk[B(0; r)]
dk(d+ 2   2)
Z
kyk>2r
(1 + kyk)2 d 2d(y) < +1:
Conversely, suppose that (6:13) does not hold. Let x 2 B(0; 1). Using (6.6) and the
inequality kx  gyk  1 + kyk for all g 2W , we deduce that
dk(d+ 2   2)Nk[](x) = dk(d+ 2   2)
Z
Rd
Nk(x; y)d(y)

Z
Rd

max
g2W
kx  gyk
2 (d+2)
d(y)

Z
Rd

1 + kyk
2 (d+2)
d(y):
Hence, if
R
Rd
 
1 + kyk2 (d+2)d(y) = +1, then Nk[](x) = +1 on B(0; 1) and we get
a contradiction. 
Proposition 6.5 Let  2M+(Rd) with compact support. Then
Nk[](x)  (R
d)
dk(d+ 2   2)kxk
2 (d+2) as kxk  ! +1:
Proof: Let R > 0 such that supp   B(0; R). By the Cauchy-Schwarz inequality, we
have
8 z 2 supp y  B(0; kyk); (kxk   kyk)2  kxk2 + kyk2   2 hx; zi  (kxk+ kyk)2:
Therefore, by (6.1) we obtain for every y 2 B(0; R) xed and kxk  2R
(kxk+ kyk)2 d 2  C:Nk(x; y)  (kxk   kyk)2 d 2 ;
where C = dk(d+ 2   2). If we integrate these inequalities with respect to the measure
d(y) and we divide by kxk2 d 2 , we obtain the result by letting kxk  ! +1. 
Proposition 6.6 Let  be a nonnegative Radon measure on Rd.
i) If  has compact support, then Nk[] is D-superharmonic on Rd and D-harmonic on
RdnW:supp .
ii) If Nk[](x) < +1 for at least one x, then Nk[] is D-superharmonic on Rd.
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Proof: i) Let  be a compactly supported and nonnegative Radon measure on Rd.
 For n  1, consider the function
Fn(x) :=
Z
supp 
  Z n
1=n
pt(x; y)dt

d(y):
By the continuity theorem under the integral sign, we can see that Fn is continuous on
Rd. Furthermore, using the monotone convergence theorem, we deduce that Nk[] is a
pointwise increasing limit of the sequence (Fn) of continuous functions. Therefore, the
lower semi-continuity of the function Nk[] on Rd follows.
Let x 2 Rd and r > 0. Using Fubini's theorem and the D-superharmonicity of the function
 7 ! Nk(; y), we have
M rB(Nk[])(x) =
Z
Rd
M rB[Nk(:; y)](x)d(y) 
Z
Rd
Nk(x; y)d(y) = Nk[](x):
This implies that Nk[] is D-superharmonic on Rd.
 According to Lemma 5.1, we need only to prove that Nk[] is D-subharmonic on 
 :=
RdnW:supp . Let B(x; r)  
. Again, by Fubini's theorem and the D-harmonicity of
Nk(:; y) on Rd nW:y, we deduce that
M rB(Nk[])(x) =
Z
Rd
M rB[Nk(:; y)](x)d(y) =
Z
Rd
Nk(x; y)d(y) = Nk[](x):
In particular, Nk[] satises the sub-mean property.
Now, it remains to show that Nk[] is u.s.c. on 
. In fact, Nk[] is continuous on 
.
Indeed, x x0 2 
 and R > 0 such that  := dist (B(x0; R);W:supp ) > 0. We know that
x 7! Nk(x; y) is continuous on 
 for every y 2 supp . Moreover, from (6.3), we deduce
that
8 x 2 B(x0; R); 8 y 2 supp ; pt(x; y)  1
(2t)
d
2
+ck
e =4t:
This implies that
8 (x; y) 2 B(x0; R) supp ; Nk(x; y) 
Z +1
0
1
(2t)
d
2
+ck
e =4tdt := C < +1:
Consequently, by the continuity theorem under the integral sign, we conclude that Nk[]
is continuous on B(x0; R). This nishes the proof of i).
ii) Assume that Nk[](x0) < +1 for some x0 2 Rd. We consider the sequence of functions
dened by
n(x) =
Z
B(0;n)
Nk(x; y)d(y):
From i), we see that n is D-superharmonic on Rd and n(x) " Nk[](x) as n  ! +1.
Hence, from Proposition 3.3 the function Nk[] is D-superharmonic on Rd. 
27
Proposition 6.7 Let  2M+(Rd) satisfying the niteness condition (6.13). Then Nk[]
satises the Dunkl-Poisson equation
 k
 
Nk[]!k

=  in D0(Rd): (6.15)
Proof: By Proposition 6.6, Nk[] is D-superharmonic and then the function Nk[]!k
denes a distribution on Rd. Let ' 2 D(Rd). Using the fact that Nk[]!k is locally
integrable, we can apply Fubini's theorem to obtain
hk
 
Nk[]!k

; 'i =
Z
Rd
Z
Rd
Nk(x; y)d(y)

k'(x)!k(x)dx
=
Z
Rd
Z
Rd
Nk(x; y)k'(x)!k(x)dx

d(y)
=
Z
Rd
hk
 
Nk(:; y)!k

; 'i d(y):
As Nk(x; y) = Nk(y; x), from (6.8) we obtain hk
 
Nk[]!k

; 'i =   RRd '(y)d(y), as
desired. 
From the previous result, we can deduce the uniqueness principle which states that
Corollary 6.1 Let ;  2 M+(Rd). Assume that  and  satisfy (6.13) and Nk[] =
Nk[] a.e. on Rd. Then  = .
In the following result, we will obtain all distributional solutions of the Dunkl-Poisson
equation (see [16] for the classical case):
Proposition 6.8 Let f 2 L1loc(Rd) such that
R
Rd(1 + kyk)2 d 2 jf(y)jdy < +1. Then
the function Nk[f ] : x 7!
R
Rd Nk(x; y)f(y)dy is a solution of the Poisson equation:
 k(u!k) = f in D0(Rd): (6.16)
Moreover, any solution u of (6.16) in L1k;loc(Rd) is of the form Nk[f ] + h, where h is a
D-harmonic function on Rd.
Proof: By decomposing f = f+   f , where f+ = max(f; 0) and f  = max( f; 0), we
may assume that f is nonnegative. Using Proposition 6.4, we deduce that Nk[f ] is nite
a.e and Proposition 6.7 implies that it satises the Poisson equation (6.16).
Now, let v be a solution of (6.16). Then k(v!k   Nk[f ]!k) = 0 in distributional sense.
Thus, by Weyl's lemma v = Nk[f ] + h a.e for some D-harmonic function h on Rd. That is
v = Nk[f ] + h in L
1
k;loc(Rd).

7 Decompositions of Dunkl subharmonic functions
7.1 Riesz decomposition theorems
One of the most fundamental results in the theory of classical subharmonic functions is
due to F. Riesz ([20]) and states that any subharmonic function can be locally written as
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the sum of a Newtonian potential plus a harmonic function (see for example [11]). In the
following result, we will obtain an analog of this result for D-subharmonic functions.
Theorem 7.1 Let 
  Rd be open and W -invaraint, u 2 SHk(
) and  = k[u!k] be
the k-Riesz measure related to u. Then, for all W -invariant open set G with compact
closure G  
, there exists a unique D-harmonic function hG on G such that
8 x 2 G; u(x) =  
Z
G
Nk(x; y)d(y) + hG(x): (7.1)
Proof: Let G be a W -invariant open set with compact closure G  
 and set G := jG
the restriction of  to G. Clearly, G is a nonnegative Radon measure on 
 with compact
support contained in G. It is also the k-Riesz measure of the restriction of u to G.
Furthermore, G can be considered as a compactly supported nonnegative Radon measure
on Rd. Hence, by Proposition 6.6, the function Nk[G] is D-superharmonic on Rd (then
also on G) and by the relation (6.15), we obtain
k (u!k +Nk[G]!k) = 0 in D0(G):
That is u!k+Nk[G]!k is a D-harmonic distribution on G. By Weyl's lemma, there exists
a D-harmonic function hG on G such that u(x) =  Nk[G](x) + hG(x), for almost every
x 2 G. Finally, using the uniqueness principle (Corollary 3.1) we obtain the equality
everywhere on G. 
Now, we will give a global version of the Riesz decomposition theorem:
Theorem 7.2 Let 
 be a connected and W -invariant open subset of Rd, u 2 SHk(
) and
let  be the k-Riesz measure of u. Assume that Nk[](x) < +1 for at least one x 2 
.
Then there is a unique D-harmonic function h on 
 such that
8 x 2 
; u(x) =  Nk[](x) + h(x); (7.2)
where Nk[](x) :=
R

Nk(x; y)d(y). In this case, we say that u has a global Riesz decom-
position on 
.
Proof: Let (On) be an open W -invariant exhaustion of 
 such that for every n (large
enough) the compact closure of On is contained in On+1 (we can take On := 
 1
n
\

B(0; n),
with 
r given by (2.10)) and let n = jOn . As above, the function Nk[n] : x 7!R
On
Nk(x; y)d(y) is D-superhamonic on Rd and also on 
.
Consequently, using the monotone convergence theorem, our hypothesis and Proposition
3.3, we deduce that Nk[] is D-superharmonic on 
 as being an increasing pointwise limit
of a sequence of D-superharmonic functions on 
. In particular, this implies that the
function Nk[]!k denes a distribution on 
 (by Proposition 3.1).
Now, if we use (6.8) and we proceed as in the proof of Proposition 6.7, we obtain
 k (Nk[]!k) =  in D0(
): (7.3)
Finally, we conclude the result by the same way, replacing G by 
, as in the end of the
proof of Theorem 7.1. 
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Remark 7.1 In the relation (7.1) (resp. (7.2) on 
), we see that hG  u on G (resp.
h  u). In this case, we say that hG (resp. h) is a D-harmonic majorant of u on G (resp.
on 
). When 
 = Rd and under the same assumptions of Theorem 7.2, we will prove in
the next section that h is the least D-harmonic majorant of u on Rd in the sense that if
h1 is a D-harmonic function on Rd, then u  h1 implies h  h1.
7.2 Bounded from above Dunkl subharmonic functions on Rd
In this subsection, we will describe the D-subharmonic functions which are bounded from
above on the whole space Rd and we will characterize their related Riesz measures.
Theorem 7.3 Let u be a bounded from above D-subharmonic function on Rd and  be
the associated k-Riesz measure. Then u has a global Riesz decomposition on Rd given by
u(x) = sup
x2Rd
u(x) Nk[](x); x 2 Rd: (7.4)
In the classical case, the proof of this theorem is based on the Nivanlinna theorems (see
[11], Theorem 3.20). Here, we will give another proof. We start by the following result:
Lemma 7.1 Let  2M+(Rd) and  k '", " > 0, be the function dened on Rd by (5.4).
Then, for every x 2 Rd, we have
Nk

( k '")(y)!k(y)dy

(x) =
Z
Rd
N(x; :) k '"(z)d(z) (7.5)
and
lim
"!0
Nk

( k '")(y)!k(y)dy

(x) = Nk[](x): (7.6)
Note that the terms in (7.5) and (7.6) may be equal to +1.
Proof: i) Let x 2 Rd and " > 0. We obtain (7.5) by using respectively (6.12), (5.4),
Fubini's theorem and (A.8) as follows
Nk

( k '")(y)!k(y)dy

(x) =
Z
Rd
Nk(x; y)
Z
Rd
 y'"(z)d(z)

!k(y)dy
=
Z
Rd
Z
Rd
Nk(x; y) z'"(y)!k(y)dy

d(z)
=
Z
Rd
N(x; :) k '"(z)d(z):
ii) As the function Nk(x; :) is D-superharmonic on Rd, by Theorem 4.1, N(x; :) is the
decreasing pointwise limit of the sequence (Nk(x; :) k '")" as "! 0. Consequently, (7.6)
follows from (7.5) and from the monotone convergence theorem. 
Proof of Theorem 7.3: We shall prove rst the result when u is of class C2 on Rd. In this
case, the relation (2.16) plays a key role.
Let a := supx2Rd u(x). We can see by (2.14) that M rS(u)(x)  a for every x 2 Rd and
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every r > 0. Moreover, since u 2 SHk(Rd), the function r 7 !M rS(u)(x) is non decreasing
(by Proposition 4.2). Consequently, h(x) := limr!+1M rS(u)(x) exists and h(x)  a for
every x 2 Rd.
On the other hand, as ku  0, by the monotone convergence theorem, we have
lim
r!+1
1
d+ 2
Z r
0
M tB(ku)(x)t dt =
1
d+ 2
Z +1
0
M tB(ku)(x)t dt:
Now, using the relations (6.4), (2.4) and applying Fubini's theorem, we can see that
1
d+ 2
Z +1
0
M tB(ku)(x)t dt =
1
dk
Z +1
0
t1 d 2
Z
Rd
ku(y)hk(t; x; y)!k(y)dy

dt
=
Z
Rd
Nk(x; y)ku(y)!k(y)dy = Nk[](x);
where d(y) = ku(y)!k(y)dy is the k-Riesz measure of u (see Example 5.1).
Hence, letting r  ! +1 in the relation (2.16) with f = u, we deduce that
u(x) = h(x) Nk[](x):
In particular, for all x 2 Rd, Nk[](x)  a  u(x) < +1.
Using Theorem 7.2, we deduce that u has a global Riesz decomposition on Rd given by
u = h Nk[] and the function h is D- harmonic on Rd. Since h  a, by Liouville's theorem
for bounded from above D-harmonic functions (see [8]), h is a constant. We denote again
by h this constant. Furthermore, since u is D-subharmonic, we have u(x) M rS(u)(x)  h.
Then, by taking the supremum of u(x) over x 2 Rd, we get a  h. Finally, we obtain
h = a and u = a Nk[].
Let us now u be a D-subharmonic function on Rd and let u" = u k '" be the function
dened by (4.4). We know that u" 2 C1(Rd) \ SHk(Rd) and its k-Riesz measure is
given by d"(x) :=  k '"(x)!k(x)dx (see the relation (5.4)). Moreover, as  x'"  0
and using (A.7) (recalling that
R
Rd '"(y)!k(y)dy = 1), u" is bounded from above and we
get a" := sup u"(x)  a := supu(x).
Now, since u is the pointwise non-decreasing limit of the sequence (u") (see Theorem 4.1),
the sequence of real numbers (a") is also non-decreasing and a"  a. This proves that
a" = a for all " > 0. By the rst step, we conclude that
8 x 2 Rd; u"(x) = a Nk["](x) with d"(y) =  k '"(y)!k(y)dy:
Letting "  ! 0 and using the relation (7.6), we deduce the desired result. 
Corollary 7.1 1. For every x0 2 Rd, the zero function is the greatest D-harmonic
minorant on Rd of the D-superharmonic function Nk(x0; :).
2. Let  2M+(Rd) such that Nk[](x) < +1 for at least one x. Then the zero function
is the greatest D-harmonic minorant on Rd of the D-superharmonic function Nk[].
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3. A function u (not identically  1) dened on Rd is of the form u =  Nk[]+h where
 2 M+(Rd) and h is a D-harmonic function on Rd if and only if u 2 SHk(Rd)
and u has a D-harmonic majorant on Rd. In this case, h is the least D-harmonic
majorant of u on Rd.
Proof: By taking  = x0 , the statement 1) is a particular case of 2).
2) Let h be a D-harmonic function on Rd such that h  Nk[]. Then the function
s = h   Nk[] satises: i) s  0 on Rd, ii) s is in SHk(Rd) and iii)  is the k-Riesz
measure of s (by (6.15)). Therefore, by Theorem 7.3, we have
s = sup
Rd
s Nk[] = h Nk[]:
Thus, h = supRd s and by i) we must have h  0. This proves 2).
3) Suppose that u =  Nk[] + h. Clearly u 2 SHk(Rd) and u  h. Now, let h1 be a D-
harmonic function on Rd such that u =  Nk[]+h  h1. This implies that h h1  Nk[].
Thus, by the statement 2), we obtain h  h1. This proves that h is the least D-harmonic
majorant of u on Rd.
Conversely, assume that u 2 SHk(Rd) and it has a D-harmonic majorant h1 on Rd. Then
the function u  h1 is nonpositive and D-subharmonic on Rd. Therefore, by Theorem 7.3,
8 x 2 Rd; u(x)  h1(x) = a Nk[](x)
for some constant a  0. Thus, for h = a + h1, u = h   Nk[] is the global Riesz
decomposition of u and clearly we have h  h1. 
Now, we will give a necessary and sucient condition for  2 M+(Rd) to be the
k-Riesz measure of a bounded from above D-subharmonic function on Rd.
Proposition 7.1 Let  2 M+(Rd). Then  is the k-Riesz measure of a bounded from
above D-subharmonic function on Rd if and only if there exists x0 2 Rd such thatZ +1
1
t1 d 2nk(t; x0)dt < +1 with nk(t; x0) :=
Z
Rd
hk(t; x0; y)d(y): (7.7)
Remark 7.2 In classical case (k=0), we have n0(t; x0) = [B(x0; t)] and we can always
assume x0 = 0 by replacing the subharmonic function u of -Riesz measure  by its
translate u(x0 + :) ([11], Theorem 3.20). But, if k 6= 0 this is not possible for at least two
reasons. Firstly, the Dunkl translations act only on some functional spaces and not on sets.
Secondly, they are not always positive operators. In fact, even if u 2 C1(Rd) \ SHk(Rd)
(i.e. ku  0), we don't have necessarily x[ku]  0 and thus xu is not necessarily in
SHk(Rd).
Proof of Proposition 7.1: Let u 2 SHk(Rd) bounded from above with k-Riesz measure .
By Theorem 7.3, u is of the form u = supRd u Nk[]. This proves that Nk[] 2 SHk(Rd).
Using (6.4) and Fubini's theorem, we obtain for almost every x 2 RdR +1
1 t
1 d 2nk(t; x)dt 
R +1
0 t
1 d 2nk(t; x)dt = dkNk[](x) < +1:
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Conversely, let  2 M+(Rd) satisfying (7.7) for some x0 2 Rd. We will partially follow
the proof of Theorem 3.20 in [11]. Let u(x) =  Nk[](x). Then, by (6.15), it is enough
to prove that u 2 SHk(Rd). We can write
u(x) =  
Z
BW (x0;1)
Nk(x; y)d(y) 
Z
RdnBW (x0;1)
Nk(x; y)d(y) := u1(x) + u2(x):
From Proposition 6.6, the function u1 2 SHk(Rd). For n 2 N with n > 1, we consider
vn(x) =  
Z
BW (x0;n)nBW (x0;1)
Nk(x; y)d(y):
Again by Proposition 6.6, the function vn 2 SHk(Rd). Moreover, we see that u2 is the
pointwise decreasing limit of vn on Rd as n ! +1. By (6.4) and Fubini's theorem, we
have
vn(x0) =   1
dk
Z 1
0
t1 d 2
Z
BW (x0;n)nBW (x0;1)
hk(t; x0; y)d(y)dt
=   1
dk
Z 1
1
t1 d 2
Z
BW (x0;n)nBW (x0;1)
hk(t; x0; y)d(y)dt
   1
dk
Z 1
1
t1 d 2nk(t; x0)dt;
where in the second equality, the integral in t variables has been decomposed on ]0; 1[ and
]1;+1[ and then we have used 8 t  1, supp hk(t; x0; :)  BW (x0; t)  BW (x0; 1). Letting
n! +1 and using our hypothesis (7.7), we deduce that u2(x0) >  1. Consequently, by
Proposition 3.3, u2 2 SHk(Rd). Thus, since u = u1 + u2, u 2 SHk(Rd). 
A Annex: The Dunkl transform and Dunkl's translation
operators
 The Dunkl transform of a function f 2 L1(Rd;mk) is dened by
Fk(f)() :=
Z
Rd
f(x)Ek( i; x)!k(x)dx;  2 Rd; (A.1)
where Ek(x; y) := Vk(e
hx;:i)(y); x; y 2 Rd; is the Dunkl kernel which is analytically
extendable to Cd  Cd and satises the following properties: for all x 2 Rd, y 2 Cd, all
 2 C and all multi-indices  2 Nd (see [4], [6], [14] and [23])
Ek(x; y) = Ek(y; x); Ek(x; y) = Ek(x; y);
@yEk(x; y)  kxkjjmax
g2W
eRe hgx;yi: (A.2)
It is well known (see [5] and [14]) that the Dunkl transform Fk is an isomorphism of S(Rd)
(the Schwartz space) onto itself and its inverse is given by
F 1k (f)(x) = c 2k
Z
Rd
f()Ek(ix; )!k()d; x 2 Rd; (A.3)
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where ck is the constant given by (1.9). Moreover, the following Plancherel theorem holds:
The transformation c 1k Fk extends uniquely to an isometric isomorphism of L2(Rd;mk)
and we have kc 1k Fk(f)kL2(Rd;mk) = kfkL2(Rd;mk), f 2 L2(Rd;mk).
 The Dunkl translation operators x; x 2 Rd, are dened on C1(Rd) by (see [27])
8 y 2 Rd; xf(y) =
Z
Rd
Vk  Tz  V  1k (f)(y)dx(z); (A.4)
where Tx is the classical translation operator given by Txf(y) = f(x + y): If f 2 S(Rd),
xf 2 S(Rd) and using the Dunkl transform for all y 2 Rd we have (see [27]):
xf(y) = F 1k [Ek(ix; :)Fk(f)](y) = c 2k
Z
Rd
Fk(f)()Ek(ix; )Ek(iy; )!k()d:
The operators x; x 2 Rd, satisfy the following properties:
1) For all x 2 Rd, the operator x is continuous from C1(Rd) into itself.
2) For all f 2 C1(Rd) and all x; y 2 Rd, we have
xf(0) = f(x); xf(y) = yf(x): (A.5)
3) The Dunkl-Laplace operator k commutes with the Dunkl translations i.e
x(kf) = k(xf); x 2 Rd; f 2 C1(Rd): (A.6)
4) For any f 2 D(Rd), we haveZ
Rd
xf(y)!k(y)dy =
Z
Rd
f(y)!k(y)dy (A.7)
5) Let f 2 S(Rd) be radial. Then we have (see [8], Lemme 3.1)
 xf(y) =  yf(x) (A.8)
6) Let f 2 C1(Rd) and g 2 D(Rd). Then, we have (see [8], Proposition 2.1):
8 x 2 Rd;
Z
Rd
xf(y)g(y)!k(y)dy =
Z
Rd
f(y) xg(y)!k(y)dy: (A.9)
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