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Abstract—In this paper, we consider the issue of throughput
and packet drop rate (PDR) optimization as two performance
metrics for delay sensitive applications in network coded time di-
vision duplex (TDD) satellite systems with large round trip times
(RTT). We adopt random linear network coding (RLNC) under
two different scenarios, feedback-less and with feedback, and our
goal is to jointly optimize the mean throughputs and PDRs of
users in the system. For this purpose, we propose a systematic
framework and start with formulating and optimizing these
performance metrics for the single-user case. This framework
enables us to analytically compare the performance metrics under
different system parameters and settings. By comparing RLNC
schemes under feedback-less and feedback scenarios for different
RTTs, we show that the feedback-less schemes outperform the
schemes with feedback in TDD systems with large RTTs. Then,
we extend the study of feedback-less RLNC schemes to the multi-
user broadcast case. Here, we consider a number of different
broadcast scenarios and optimize the system parameters such
that the best overall performance is achieved. Furthermore, the
complicated interplay of the mean throughputs and PDRs of
different users with different packet erasure conditions in each
of the considered broadcast scenarios is discussed.
Index Terms—Network coding, Satellite communications, De-
lay sensitive applications, Time division duplex channels
I. INTRODUCTION
DELIVERY of high data rate content with strict delayrequirements is a constant challenge in many wireless
communication systems. This is often due to multipath fading
and shadowing effects, which eventually manifest themselves
in the form of packet erasures. An example is live video broad-
cast to a group of wireless users in packet erasure channels.
Due to different erasure events at different users, the sender
is faced with various packet demands at any given time and
hence choosing packets for transmission is not a trivial matter.
This task becomes particularly difficult in time division duplex
(TDD) systems with inherently large round trip times (RTT),
such as satellite networks. In this case, the sender and receiver
cannot transmit at the same time and providing feedback to
the sender about the missing packets at each receiver can be
extremely costly. Consequently, traditional automatic repeat
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request (ARQ) protocols are out of the question for such
systems.
Instead, block-based transmission schemes such as raptor
codes [1] and random linear network coding (RLNC) [2] are
more suitable for TDD systems with large RTT. RLNC refers
to combining a block of M packets using random coefficients
from a finite field with diverse range of applications [3]–
[18]. In a rateless broadcast scenario using RLNC, the sender
then keeps transmitting different packet combinations until all
receivers collect M linearly independent coded packets and
can hence obtain the block of M original packets. This interval
is referred to as the completion time. A lower completion
time signifies a higher data throughput. However, in delay
sensitive applications, the sender transmits a certain number
of RLNC packets for any given block of packets and then
moves onto a new block. Undecoded packets will have to be
dropped at the receivers upon the start of a new block. The
following fundamental questions exist in TDD systems that
use RLNC: Whether should the receivers provide feedback
to the sender about their packet reception status? And if yes,
how often? Also can the sender utilize this precious feedback
to optimize the number of coded packet transmissions such
that the average throughput is maximized or the packet drop
rate (PDR) is minimized?
For TDD systems using RLNC transmission scheme, the au-
thors in [6] considered optimization of the feedback frequency
for a single-user case and then for the broadcast case [7]. Their
objective was to minimize the completion time for delivering
a block of M packets to all users in a rateless fashion. That
is, they did not consider a delivery deadline nor aimed to
minimize the PDR. Instead, they assumed a priori that the
transmission is broken into rounds. At the end of each round
feedback should be provided from each user about the number
of linearly independent coded packets still needed (referred to
as the remaining degrees of freedom or rDOF). Based on this
rDOF, the sender then decided about the number of coded
packets to transmit in the next round before waiting to listen
to another feedback. The number of coded packets for each
rDOF were optimized such that the average completion time
was minimized.
In a separate work, the authors in [12], [13] considered
the problem of PDR in TDD satellite systems using RLNC.
However, given strict delay requirements of the considered
application, they assumed a priori a feedback-less transmission
scheme in [13] and aimed to meet a PDR threshold.
2In this paper we consider a more general problem in
two fronts. First, we wish to jointly maximize throughput
and minimize the PDR within the delay requirements of the
application and the imposed physical limitations of the channel
such as RTT. This joint optimization is more desirable for
realizing high data rate delay sensitive wireless applications.
We note that there is a tradeoff between the two objectives.
That is, for reducing PDR more coded packets of the same
block should be sent so that each receiver is more likely
to decode before the deadline. However, this results in in-
creasing the completion time. So the optimum solution is not
trivial, especially when multiple users have different PDR and
throughput requirements or experience different packet erasure
conditions. Second, for our joint optimization problem, we do
not assume a priori whether feedback should be used or not
in the system. Instead, we consider both feedback-less and
feedback schemes in a unified systematic framework. Hence,
comparison of the two schemes in terms of their throughput
and PDR performance becomes possible under a variety of
system parameters, such as the number of packets in a block,
packet erasure probability, feedback erasure probability, RTT,
delivery deadline, transmission rate, packet length, RLNC field
size, etc. We also consider both normal RLNC and systematic
RLNC (SRLNC) [9], where in the latter all M packets in a
block are first broadcast uncoded before switching to normal
RLNC transmission. Similar to the approach in [10] and to
gain insights into the system performance, we first solve the
problem for the single-user case and then extend the analysis
to broadcasting to multiple users.
To assess the performance of the proposed schemes, we
compare our results with Round Robin (RR), as a simple
scheduling scheme, and also with an ideal SRLNC scheme,
where we assume that immediate feedbacks about the recep-
tion status of each user are available at the sender.
The main contributions and findings of this paper can
be summarized as follows. First, we propose a systematic
framework to analytically study RLNC for delay sensitive
applications over TDD erasure channels. Then, employing the
proposed framework, we formulate the mean throughput and
PDR for RLNC and SRLNC schemes, and compare these
schemes under feedback-less or feedback scenarios. Further-
more, the impact of different values of RTT and delivery
deadline on the performance of these schemes is investigated.
We observe that for the practical values of RTT and delivery
deadline in satellite streaming applications, the feedback-less
SRLNC scheme outperforms the other investigated schemes.
Second, we highlight the trade-off between the mean through-
put and PDR and propose a joint optimization of these per-
formance metrics for the feedback-less broadcasting schemes.
Furthermore, we present various system design approaches
and demonstrate their effects on the performances of users
with different packet erasure conditions. Finally, the optimum
transmission schemes in terms of RLNC design parameters
are obtained.
The rest of this paper is organized as follow. In the next
section, we introduce our system model. Then in Section III,
the formulation of throughput and PDR as the performance
metrics for the single-user case is provided, and it is extended
to broadcasting to multiple users in Section IV. Section V
provides the numerical results. Finally, we conclude the paper
in Section VI.
II. SYSTEM MODEL
The system model consists of a satellite sender and a set of
N on-earth users. The sender is supposed to deliver a block of
M data packets, denoted by M = {x1, ..., xM}, to the users
before a specific delivery deadline Td. We assume each data
packet is independently useful to the users1 and is composed
of n information bits. Moreover, we assume the transmission
rate of the sender is R bits per second (bps).
The channels between the sender and the users are assumed
to be independent TDD channels (that is, nodes cannot trans-
mit and receive at the same time) with packet error rates
(PER) of Pei , 1 ≤ i ≤ N . In addition, it is assumed that
channels are subject to large and equal RTTs, denoted by Trt.
This is a valid assumption in satellite communications as the
distances between the satellite and the on-earth users are large
and almost equal.
Moreover, the feedbacks, which are used to provide the
sender with the reception status of packets at the users,
are assumed to be composed of nfb bits and have erasure
probability of Pefb .
A. Random Linear Network Coding (RLNC)
Throughout this paper we employ two different types of
RLNC, normal RLNC [2] and systematic RLNC [9], [11],
[13], [21], [22], which are referred to as RLNC and SRLNC,
respectively.
1) Coding: In the RLNC scheme, the sender only transmits
coded packets, which are of the form ck =
∑M
m=1 amkxm.
The coding coefficients amk are chosen randomly from a finite
field of size q (Fq), and are sent along with packet’s header
and the linear combination of M data packets. Therefore, a
coded packet is composed of l = h + n+Mg bits, where h
represents the number of bits allocated for the packet’s header,
n is the number of bits for the linear combination of all M data
packets, and g = log2q is the number of bits used to represent
the randomly chosen coding coefficients for each data packet.
In the SRLNC scheme, in an initial transmission phase,
referred to as the systematic phase of transmission, the original
M data packets are transmitted uncoded once. Then in the
next phase of transmission, similar to RLNC, coded packets
are transmitted to the users.
It should be noted that the uncoded packets are composed
of lu = h+n bits. However, in order to have standard packet
lengths in the system, we consider the length of both coded
and uncoded packets to be l bits and refer to them, in general,
as RLNC packets in the rest of this paper.
1Examples of this can be found in some video streaming protocols that
employ multiple description coding [19], where receiving any subset of
information is useful at the user. More examples of such systems are discussed
in [20].
32) Decoding: We start our explanation on the decoding
with the following definition.
Definition 1: A received RLNC packet is said to provide
one degree of freedom (DOF) to a user, if it is linearly
independent from previously received packets.
A user, in order to decode the original M data packets in a
block, requires to collect M DOF. However, this may require
more than M transmissions of uncoded/coded RLNC packets
as the packets are subject to erasures and also it is probable
that some received coded packets are not linearly independent
from previously received ones.
Definition 2: For each user, we define the remaining DOF
(rDOF) at each time instance as the number of extra linearly
independent packets that are needed by that user to be able to
decode the entire set of M data packets. It is clear that the
rDOF is equal to M at the beginning of the transmission, and
rDOF of zero means that the block of M data packets can be
completely decoded.
Having defined DOF and rDOF, it can be inferred that
any successful reception of uncoded packets in the systematic
phase of the SRLNC scheme will reduce the rDOF by one.
However, for the coded packets, the rDOF reduction with each
successful reception is not definite. The probability for the
rDOF reduction upon successful reception of a coded packets
is discussed next.
3) Effect of Field Size q on the rDOF Reduction: In most
of the existing works [5]–[7], [11]–[14], [16]–[18], [21], [22],
by assuming a very large field size q, the coded packets
are considered to be always linearly independent. However,
this simplifying assumption is not always practical due to
the increased computational complexities of the decoding
operations [10] and the amount of overhead imposed by large
q. The authors in [8] were among the first to formulate
the effect of field size q in RLNC schemes by giving the
probability of rDOF reduction in terms of the current rDOF
and the size of q. This derivation on the effect of field size
was used in [9], [10], [15], and we utilize it here as well. By
using the transition probability matrix introduced in [8], we
define Pwq (x, y) as the probability that w successful received
coded packets over Fq reduce the rDOF from x to y.
B. Transmission Model
Here, we explain the transmission model for the single-
user case, and extend it to the multi-user case in Section IV.
The channel is considered to be TDD with large RTT. The
TDD nature of the channel forces the sender to stop its
transmissions to be able to listen to the transmitted feedback
from the user. Furthermore, large RTT makes the use of
feedback to be extremely costly. As a result, it is not always
beneficial for the sender to wait to listen to feedback after each
single transmission. Hence similar to [6], we assume that the
transmission is divided into a number of transmission rounds.
Definition 3: A round of transmission is characterized by
two stages, sending a number of RLNC packets back-to-back,
and then waiting for feedback. The number of RLNC packets
is predesigned for every rDOF value, and the feedback is then
used to update the rDOF for the next round of transmission.
It can be easily inferred that the duration of a round of
transmission is lower bounded by Trt.
Unlike [6], where these transmission rounds were unlim-
itedly repeated until the rDOF becomes zero, in our model
the existence of delivery deadline limits the number of trans-
mission rounds. For instance, if we consider Trt to be equal
to 250 ms (i.e. a Geo-satellite system) and Td to be equal to
550 ms (i.e. live video streaming applications), then it is clear
that at most two transmission rounds are feasible. This limited
number of transmission rounds in our model causes another
important distinction compared to the existing schemes with
no delivery deadline [6], as in our model the feedback after the
final round of transmission is not useful and thus, not required.
This can lead to a better performance by allowing the sender
to either start the transmission of the next block of packets Trt2
seconds ahead in time or transmit more coded packets before
the deadline.
In this paper, we study two transmission schemes, one-round
and two-round, in a unified systematic framework2. The one-
round scheme, as shown in Fig. 1(a), is in fact a feedback-
less scheme, where for each block of M packets, Ns ≥ M
RLNC packets are transmitted back-to-back. Once the Ns
transmissions are completed, the transmission of the next block
of packets is started. In the two-round scheme, as depicted in
Fig. 1(b), again Ns ≥M RLNC packets are transmitted first,
then the sender waits for the feedback from the user to update
its rDOF, denoted by j. In case the feedback is not received,
the sender assumes that the rDOF has remained unchanged,
i.e. j = M . If j = 0, the next block will be transmitted.
Otherwise, Nj ≥ j coded packets will be transmitted back-to-
back in the second round, and then the sender switches to the
transmission of the next block of packets.
The one- and two-round schemes both need to satisfy the
deadline requirement, i.e. the total transmission time, denoted
by Ttot, should not exceed the deadline Td, as illustrated in
Figs. 1(d) and 1(e). Therefore, considering the propagation
delay of Trt2 and the transmission times of an RLNC packet,
TP =
l
R , and a feedback packet, Tfb =
nfb
R , we define feasible
transmission schemes as follows:
Definition 4: A one-round RLNC or SRLNC transmission
scheme with network coding (NC) parameters M , Ns and q is
called feasible when Ns ≥M and Ttot = NsTP + Trt2 ≤ Td.
Definition 5: A two-round RLNC or SRLNC transmission
scheme with NC parameters M , Ns, Nj (1 ≤ j ≤M ) and q is
called feasible if Ns ≥M , Nj ≥ j and Ttot = Tr1+Tr2 ≤ Td.
Here, Tr1 and Tr2 represent the transmission times of the first
and second rounds and are equal to NsTP + Trt + Tfb and
NjTP +
Trt
2 , respectively.
C. Performance Metrics
Throughout this paper, we consider two performance met-
rics, mean throughput and PDR, which will be denoted by
E{η}3 and Pd, respectively. For a user, we define E{η} as the
2Although we consider up to two rounds of transmissions, our framework
can be extended to consider more rounds.
3
E{ } represents the expectation operator.
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expected number of data bits correctly decoded by that user
per time unit before the deadline, and Pd as the probability that
a packet is not decoded by that user before the deadline. In the
next section, we start with formulating these two metrics for
the single-user case, and then will extend it to the multi-user
case in Section IV.
III. MEAN THROUGHPUT AND PDR FORMULATION-
SINGLE-USER CASE
In this section we focus on the single-user case. Before
discussing various schemes, we start with introducing some
common notations and formulations, which will be used
throughout this section.
We define P (x, y, z) as the probability that transmission of
z coded packets over Fq reduces the rDOF from x to y. Using
Pwq (x, y) defined in Section II-A3, P (x, y, z) can be expressed
as
P (x, y, z) =
z∑
w=x−y
(
z
w
)
(1− Pe)
w(Pe)
z−wPwq (x, y) (1)
where Pe is the PER of the user.
For uncoded packets, we define Psys(M,m) as the proba-
bility of receiving m uncoded data packets out of M trans-
missions in the systematic phase of transmission as
Psys(M,m) =
(
M
m
)
(1 − Pe)
mPM−me (2)
Psys(M,m) is in fact the probability that the rDOF reduces
by m after sending M uncoded packets.
A. One-round RLNC Scheme
Considering the sender is transmitting a feasible number
of coded packets Ns for the transmission of a block of M
data packets, two different states are possible at the end
of each round, success state {S} and failure state {F}.
If the transmission of Ns coded packet brings down the
user’s rDOF from M to zero (i.e. a successful/complete one-
round transmission), the success state happens. Otherwise,
the failure state happens (i.e. a failure/incomplete one-round
transmission). The probabilities that each of these states occurs
can be expressed as follows:
P =
{
PS = P (M, 0, Ns)
PF = 1− PS = 1− P (M, 0, Ns)
(3)
and the corresponding throughput values will be
η =
{
ηS =
Mn
Ttot
ηF = 0
(4)
Now using (3) and (4), E{η} and PDR can be defined as
E{η} =ηSPS + ηFPF =
Mn
NsTP + Trt/2
P (M, 0, Ns) (5)
Pd = PF = 1− PS = 1− P (M, 0, Ns) (6)
From (5) and (6), the trade-off between the mean throughput
and PDR, which is mostly affected by number of packets and
transmissions (M and Ns), can be concluded. For example to
achieve a lower PDR for a constant M , sending more RLNC
packets, i.e. larger Ns, is required. This improves PS , but at
the cost of reducing ηS , which may result in degradation of
E{η}.
5Moreover, it could be inferred from (5) and (6) that in the
normal RLNC scheme, since the M required DOF are not
received at the user in state {F}, regardless of the value of
rDOF, the whole block of M data packets should be dropped
without any contribution to the throughput. This motivates the
idea of using SRLNC, where in addition to sending coded
packets, the original data packets are sent uncoded in the initial
phase of transmission. Since in Section II we have assumed
that the information in each of the M packets in a block can
be independently useful at the user, receiving even one of the
M uncoded packets has its own contribution to improving the
throughput and PDR. This will be taken into account in the
next subsection.
B. One-round SRLNC Scheme
For a feasible one-round SRLNC scheme, sending Ns
RLNC packets will again lead to either a complete (rDOF = 0)
or incomplete (rDOF 6= 0) transmission, as shown in Fig. 2(a).
However, each of these two states can be further split into a
number of sub-states, depending on the number of successfully
received uncoded packets in the systematic phase of trans-
mission. Assuming that m uncoded packets are successfully
received, the success and failure sub-states, denoted by {S|m}
(0 ≤ m ≤ M ) and {F |m} (0 ≤ m ≤ M − 1), respectively,
happen with the following probabilities and throughput values
P =
{
PS|m = P (M −m, 0, Ns −M)
PF |m = 1− P (M −m, 0, Ns −M)
(7)
η =
{
ηS|m =
Mn
Ttot
ηF |m =
mn
Ttot
(8)
Hence, the mean throughput for the one-round SRLNC scheme
can be defined as
E{η} =
M∑
m=0
Psys(M,m)
[
ηS|mPS|m + ηF |mPF |m
]
(9)
where PF |M = 0 is used here. Moreover, the PDR can be
written as
Pd =
M−1∑
m=0
Psys(M,m)PF |m
M −m
M
(10)
C. Two-round RLNC Scheme
Following a similar approach as in Sections III-A and III-B,
a feasible two-round RLNC scheme might be completed after
the first round, which is denoted by state {S}, or be completed
or remain incomplete after the second round, which is denoted
by states {j, S} or {j, F}, respectively. Here, j, 1 ≤ j ≤ M ,
represents the rDOF after the first round of transmission. We
also consider two additional states corresponding to the com-
plete and incomplete transmissions following an undelivered
feedback (feedback failure or FF for short). We denote these
states by {FF, S} and {FF, F}, respectively. Having defined
all the possible states, we can derive their probabilities as
follows:
P =


PS = (1− Pefb )P (M, 0, Ns)
Pj,S = (1− Pefb )P (M, j,Ns)P (j, 0, Nj)
Pj,F = (1− Pefb )P (M, j,Ns)(1− P (j, 0, Nj))
PFF,S = PefbP (M, 0, Ns +NM )
PFF,F = Pefb(1 − P (M, 0, Ns +NM ))
(11)
For instance, PFF,S here represents the probability of a com-
plete transmission following an undelivered feedback, which
is obtained by multiplying Pefb by the probability that rDOF
reduces from M to zero with total Ns + NM transmissions.
The throughput values of the states can then be written as
η =


ηS =
Mn
Tr1
ηj,S = ηFF,S =
Mn
Ttot
ηj,F = ηFF,F = 0
(12)
Thus, the mean throughput, E{η}, and the probability of
packets being dropped, Pd, can be obtained as
E{η} = ηSPS+
( M∑
j=1
ηj,SPj,S
)
+ ηFF,SPFF,S (13)
Pd =
( M∑
j=1
Pj,F
)
+ PFF,F (14)
D. Two-round SRLNC Scheme
This transmission scheme is in fact a combination of the
transmission schemes discussed in Sections III-B and III-C in
the sense that it behaves similar to the one-round SRLNC in
the first round and similar to the two-round RLNC, thereafter.
Hence, for a feasible two-round SRLNC scheme, the possible
states are similar to the ones defined in Section III-C, except
that we also take into account their dependence on the number
of successfully received uncoded data packets m. Fig. 2(b)
shows a special case of this scheme with Pefb = 0. Thus, the
probabilities of the possible states can be expressed as
P =


PS|m = (1 − Pefb)P (M −m, 0, Ns −M)
Pj,S|m = (1 − Pefb)P (M −m, j,Ns −M)
× P (j, 0, Nj)
Pj,F |m = (1 − Pefb)P (M −m, j,Ns −M)
× (1− P (j, 0, Nj))
PFF,S|m = PefbP (M −m, 0, Ns +NM −M)
PFF,F |m = Pefb (1− P (M −m, 0, Ns +NM −M))
(15)
As an example, Pj,F |m here represents the conditional prob-
ability of an incomplete transmission with j > 0 rDOF after
the first round, given m successfully received uncoded packets
in the initial phase of transmission. Three terms are involved
in this probability. The first term shows the probability of
successfully receiving the feedback. The second term is the
probability that the remaining Ns −M transmissions in the
first round can bring down the rDOF from M −m to j, and
the last term is the probability that Nj transmissions in the
second round cannot bring down the rDOF to zero.
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The throughput values for the above-mentioned states can
be written as
η =


ηS|m =
Mn
Tr1
ηj,S|m = ηFF,S|m =
Mn
Ttot
ηj,F |m = ηFF,F |m =
mn
Ttot
(16)
From (15) and (16), E{η} and Pd can be expressed as
E{η} =
M∑
m=0
Psys(M,m)
[
ηS|mPS|m
+
( M∑
j=1
ηj,S|mPj,S|m + ηj,F |mPj,F |m
)
+ ηFF,S|mPFF,S|m + ηFF,F |mPFF,F |m
]
(17)
Pd =
M−1∑
m=0
Psys(M,m)
M −m
M
[( M∑
j=1
Pj,F |m
)
+ PFF,F |m
]
(18)
It is worth noting that Pj,F |M and PFF,F |M are assumed zero
here, since these states do not happen.
E. One-round versus Two-round Schemes
Having obtained the performance metrics for the one-round
and two-round schemes, now our goal is to find the best
scheme among them for the values of Trt corresponding to
satellite transmissions.
With a closer look at the derived equations for E{η} and
Pd in (3) to (18), it can be seen that a number of parameters
play important roles in these equations. These parameters can
be categorized into three groups: channel-enforced parameters,
Pe, Pefb and Trt; application-enforced parameters, n, h, nfb,
R and Td; and NC design parameters, q, M , Ns and Nj ,
j = 1, ...,M . All of these parameters are common between
the one-round and two-round schemes, except for the number
of transmissions in the second round Nj , which is not defined
for the one-round schemes. Due to this difference between
the NC design parameters, the comparison of these schemes
becomes far from trivial.
Therefore, by considering both performance metrics con-
currently, here we propose a framework that is capable of
not only finding the best one-round and two-round trans-
mission schemes, but also comparing them regardless of the
discrepancy in the NC design parameters. While this general
framework can be exploited to investigate the effect of any
of the channel-enforced and application-enforced parameters,
we only investigate the effect of RTT and the deadline, i.e
Trt and Td. The approach will be explained for the one-round
and two-round RLNC schemes, but it is valid for the SRLNC
schemes as well.
Considering Definitions 4 and 5, the minimum delivery
deadlines that the one-round and two-round RLNC schemes
can meet for a fixed RTT are Td1 = MTP + Trt2 and
Td2 = 2MTP + 3
Trt
2 + Tfb, respectively, where for both
schemes, we have set Ns to be equal to M . Moreover, for the
two-round scheme, we have considered the worst case scenario
where the rDOF remains M after the first round. Hence, the
number of transmissions in the second round NM is also set
to be equal to M .
It is clear that serving an application with the delivery
deadline requirement of smaller than Td1 is impossible. Also,
for Td1 ≤ Td < Td2, only one-round scheme is feasible.
Therefore, in order to compare these two schemes, we focus
on cases with Td ≥ Td2, where both schemes are feasible.
In order to compare these schemes for such values of
delivery deadline Td, we jointly optimize the performance met-
rics, i.e. E{η} and Pd, for our proposed schemes. Therefore,
this problem falls in the category of multi-objective (more
specifically, bi-objective) optimization [23]–[25], and takes the
following forms for the one- and two-round RLNC schemes,
respectively:
one-round scheme: max
Ns
[E{η},−Pd] (19)
two-round scheme: max
N1,...,NM ,Ns
[E{η},−Pd] (20)
It should be noted that M and q are also among the NC design
parameters, but we consider them to have fixed values here
and will discuss their effect on the system performance later
in Section V-F.
As mentioned earlier, the solution to the optimization prob-
lems in (19) and (20) can denote a feasible transmission
scheme if the conditions in Definitions 4 and 5 are satisfied.
Now, among all feasible transmission schemes, a solution for
each of the problems in (19) and (20) is called optimal, if
it can maximize both of the objectives, i.e. E{η} and −Pd,
simultaneously. However, as explained in Section III-A, there
7is a trade-off between these two objectives and as a result, such
optimal solutions do not exist for these problems. Therefore,
in order to solve the optimization problems, we propose to
find Pareto optimal solutions [23].
Definition 6: A feasible solution is said to be a Pareto
optimal solution, if no other feasible solution with larger E{η}
and smaller Pd exists. It is worth noting that a Pareto optimal
solution forms one Pareto optimal point in the objective space,
i.e. the diagram of E{η} versus Pd.
In fact, for comparing the one-round and two-round
schemes, because a single optimal solution does not exist, we
obtain and compare the Pareto optimal solutions.
There are various methods [23]–[25] to obtain the Pareto
optimal solutions. One simple but exhaustive approach is to
calculate E{η} and Pd for all feasible values of x and then
select all the Pareto optimal solutions among them based on
Definition 6. This is possible for the one-round scheme in (19),
since there is only one variable, Ns, with limited possible
values4. However, this approach may not be computationally
efficient for the two-round scheme in (20), due to the number
of variables. Another possible approach is to combine the
two objectives to relax the bi-objective problem into a single-
objective problem. The most common technique to do this
is the weighted sum method [24]. By using this method, the
problem in (20) can be rewritten as
max
N1,...,NM ,Ns
{λE{η} − (1− λ)Pd} (21)
It is shown in [25] that solving the above problem for any
desirable value of λ, 0 ≤ λ ≤ 1, will give a Pareto optimal
solution. Therefore, we are able to obtain as many Pareto
optimal solutions as required by solving (21) for various values
of λ. Details on solving (21) are provided in Appendix A.
We also show through an example how this weighted sum
approach is computationally more efficient than the exhaustive
approach. Therefore, we employ the exhaustive and weighted
sum methods to obtain the Pareto optimal solutions in the one-
round and two-round schemes, respectively. Then we compare
these schemes by observing the resulting Pareto optimal points
in the objective space.
As will be shown later in Section V-C, for satellite applica-
tions with large RTTs, which are the target of this paper, the
one-round schemes result in superior performances compared
to their two-round counterparts. Therefore, we focus on the
one-round schemes for the rest of this paper.
IV. MEAN THROUGHPUT AND PDR FORMULATION-
MULTI-USER CASE
In this section, we extend our study from the single-user
case to a multi-user broadcast case. We consider N users with
independent erasure channels. Here, for any set of parameters,
E{η} and Pd of each user for the one-round RLNC and
SRLNC schemes can be computed by using (5) and (6), and
(9) and (10), respectively. We denote the performance metrics
of the i-th user by E{ηi} and Pdi .
4The conditions in Definition 4 provide an upper- and a lower-bound for
Ns.
Now, from a system design perspective, we are interested
in finding an appropriate operating point for the entire system.
As mentioned earlier, a single optimal solution that maximizes
E{η} and at the same time minimizes Pd does not exist.
Furthermore, we will later show in Section V-C that Pareto
optimal solutions provide a trade-off, not only between the
performance metrics of each user, but also among the perfor-
mance metrics of all users. Therefore, to obtain one operating
point, some constraints should be imposed on the performance
metrics of the users. This is what we refer to as the required
quality of service (QoS). Hence, having a predefined QoS
requirement, we form the optimization problem and obtain the
NC design parameters, Ns, M and q, such that the system’s
operating point is optimized according to the required QoS. We
choose to put the constrains on the PDRs and opt to maximize
the throughputs. Thus, the general form of this problem can
be written as
max
Ns,M,q
F (E{η1}, · · · ,E{ηN})
subject to G(Pd1 , · · · , PdN ) ≤ Pth (22)
F (·) and G(·) functions, along with some practical broadcast-
ing scenarios are discussed in the following subsection.
A. Broadcasting Scenarios with Various QoS Criteria
1) Scenario I, Maximizing E{η} of a Single User Subject
to a Constraint on its PDR: In this scenario, we investigate
how designing the system based on the QoS requirement of a
single user can affect the performance of the remaining users.
Therefore, considering k to be the index of the user of interest,
F (·) and G(·) can be defined as
F (E{η1}, · · · ,E{ηN}) = E{ηk} (23)
G(Pd1 , · · · , PdN ) = Pdk (24)
2) Scenario II, Maximizing the Mean of Users’ E{η} Sub-
ject to Constraints on PDR of all Users: In this scenario, it
is required that PDRs of all users do not exceed a predefined
threshold and at the same time the mean E{η} of users is
maximized. It can be easily inferred that if the PDR constraint
is satisfied for the user with the worst PER, it will be satisfied
for rest of the users as well. Thus, we can define the F (·) and
G(·) functions in (22) as
F (E{η1}, · · · ,E{ηN}) =
1
N
N∑
i=1
E{ηi} (25)
G(Pd1 , · · · , PdN ) = Pdi∗ ; i
∗ = argmax
i
Pei (26)
3) Scenario III, Maximizing the Mean of Users’ E{η}
Subject to a Constraint on the Mean PDR: In this scenario, it
is required that the mean E{η} of users be maximized, while
the mean PDR is lower than a predefined threshold. Therefore,
F (·) can be similarly defined by (25) and G(·) takes the form
G(Pd1 , · · · , PdN ) =
1
N
N∑
i=1
Pdi (27)
84) Scenario IV, Maximizing the Mean of Users’ E{η}
Subject to a Constraint on the Geometric Mean PDR: As we
will see in Section V, the PDR of users with different PERs
take values from a wide range (e.g. from 10−15 to nearly
1). Hence, the arithmetic mean, presented in (27), has more
tendency toward the higher values of PDR. To overcome this
problem, we propose to use the geometric mean instead. Thus,
the definition in (25) is still valid for F (·), however, we define
G(·) as
G(Pd1 , · · · , PdN ) =
N∏
i=1
(Pdi)
1/N (28)
V. NUMERICAL RESULTS
In this section, we present the numerical results. Results will
be discussed in three main parts. First, we consider the single-
user case and present our results on comparing one-round and
two-round schemes for various Trt and Td values. Second,
we focus on the one-round schemes for the single-user case
with large RTTs. Finally, we consider broadcasting to multiple
users and provide the results for the one-round schemes with
large RTTs. In the second and third parts, we compare our
results with two other schemes, namely round robin (RR) [5]
and idealistic SRLNC (ISRLNC). To show the merit of the
proposed NC schemes, RR is chosen as a sample of traditional
scheduling techniques without the need of feedback. Further-
more, as our benchmark for optimum achievable performance
of the proposed SRLNC scheme, we have considered ISRLNC,
where immediate feedback is assumed to be available at the
sender about the reception status of the users. This is the best
performance that can be achieved by the proposed SRLNC
scheme. These two comparison schemes are described next in
more detail.
A. Comparison Schemes
1) Round Robin (RR): In the RR scheme, the sender
transmits each block of M data packets exactly K > 0 times,
i.e. the total number of transmissions is Ns = KM . Then,
it moves to the next block and repeats the same process.
For this transmission scheme to be feasible, we consider
the system constraint on the delivery deadline. Therefore,
Ttot = NsTPu+
Trt
2 ≤ Td should be satisfied, where TPu =
lu
R
is the transmission time of an uncoded packet.
Similar to one-round RLNC and SRLNC schemes, this
scheme uses no feedback. Therefore, RR scheme will be simi-
lar for both single-user and multi-user cases. The formulations
of the performance metrics for this scheme are provided in
Appendix B.
2) Idealistic SRLNC (ISRLNC): In the ISRLNC scheme, as
shown in Figs. 1(c) and 1(f), we consider that immediate feed-
backs about the rDOF of all users are available at the sender
after each transmission. Also, to obtain the absolute best
achievable performance, the effect of field size q is ignored
and it is assumed that any M coded packets are sufficient
to decode the whole block of M packets. Furthermore, we
ignore the extra required bits for the transmission of coding
coefficients and assume TP = TPu .
The existence of feedbacks in this scheme makes it a bit
different to the proposed one-round RLNC, SRLNC, as well
as RR schemes. In those schemes, exactly Ns transmissions
were carried out before moving to the next block, whereas in
ISRLNC, it is possible that the sender moves to the next block
before completing exactly Ns transmissions. In fact, the sender
transmits M uncoded packets and Ns−M coded packets for a
block of M data packets, unless all users get M DOF earlier.
Similar to RLNC and SRLNC schemes, a feasible ISRLNC
scheme should satisfy Ns ≥M and NsTPu + Trt2 ≤ Td.
Details on the formulations of E{η} and Pd for this scheme
are provided in Appendix C.
B. Parameters Values
Throughout this section, we set the transmission rate of the
sender R = 5 Mbps, the number of information bits in a
packet n = 10000, the number of bits in a feedback nfb = 100
and the number of header bits h = 80. Moreover, the RTT,
delivery deadline, number of packets and field size are set
to Trt = 250 ms, Td = 450 ms, M = 10 and q = 210,
respectively, unless stated otherwise. Other parameters will be
specified when required.
C. One-round Schemes versus Two-round Schemes- Single-
user Case
In this section, we compare the performance of the proposed
one-round and two-round schemes for the single-user case.
We consider the packet and feedback erasure probabilities
to be Pe = 0.1 and Pefb = 0. Moreover, we assume
three RTT values of 10, 50 and 250 ms, and compare the
proposed schemes for various values of deadline Td. For each
set of {Trt, Td}, all the Pareto optimal points for the one-
round schemes, and 360 Pareto optimal points for the two-
round schemes (by solving (21) for 360 different values of
λ) are obtained. The results are shown in Fig. 3. The main
observations can be summarized as follows:
• By comparing Figs. 3(a) with 3(b) and also Figs. 3(c)
with 3(d), we see that increasing Td allows larger number
of transmissions, and as a result lower PDRs could be
achieved.
• By comparing cases with different RTTs, it is shown that,
as expected, the mean throughput is inversely affected by
the value of RTT, Trt.
• For Trt = 10 ms, the value of Td = Td2 = 56 ms in
Fig. 3(a) is the minimum possible deadline that the two-
round scheme can meet (in the worst case scenario). As
the results suggest, based on the required PDR or E{η},
either of the one- or two-round schemes could outperform
the other one. By considering larger deadlines Td as in
Fig. 3(b), two-round schemes are almost always superior
to the one-round schemes.
• For Trt = 50 ms, except for very small required PDR in
Fig. 3(d), one-round schemes work better than the two-
round counterparts.
• In Fig. 3(e), for Trt = 250 ms, it can be seen that even
for the relatively large delivery deadline of Td = 450 ms,
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Fig. 3. Mean throughput versus PDR for the one- and two-round RLNC and SRLNC schemes. Each point corresponds to a set of design parameter(s), {Ns}
for the one-round and {Nj , Ns} for the two-round schemes.
still one-round schemes have superior performances over
two-round schemes.
• In Figs. 3(c) and 3(e), we chose Td in a way that the
total allowed number of transmissions in the two-round
schemes will be equal to those in Figs. 3(b) and 3(d),
respectively. The observed outcome is that the minimum
achievable PDR in Figs. 3(b) and 3(c), and also in
Figs. 3(d) and 3(e) are equal for the two-round schemes.
• In all cases, we observed that the SRLNC schemes are
always superior to their RLNC counterparts.
Note that for the results presented in Fig. 3, we have
considered M , q, R, Pe, Pefb , n and h to be fixed. Therefore,
we cannot indicate which of the one-round or the two-round
schemes results in a better performance in general. However,
under the considered parameters, we can give a rule of thumb
that if Trt ≤ MTP and Td allows around 2M ∼ 3M
transmissions in the two-round schemes, then they work better
than the one-round ones. However, when Trt is relatively
large compared to MTP , then the one-round schemes will
outperform the two-round ones, especially for practical values
of PDR, ranging from 10−3 to 10−6. For instance, in Fig. 3(e),
with Trt = 250 ms and TP = 2 ms, to deliver M = 10 data
packets, the one-round schemes can blindly send 125 more
coded packets than the two-round ones, which clarifies why
they result in far better performances.
D. One-round RLNC and SRLNC Schemes- Single-user Case
In this section, we provide further results on the per-
formance of the proposed one-round transmission schemes
described in Sections III-A and III-B, and compare them with
the performance of RR and ISRLNC schemes described in
Section V-A and Appendices B and C. Using the parameters
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Fig. 4. Mean throughput versus PDR for RLNC and SRLNC schemes for
four different values of PER
specified in Section V-B, Fig. 4 depicts the mean throughput
versus PDR for SRLNC and RLNC schemes by showing all
the feasible points in the objective space. Furthermore, Fig. 5
illustrates the mean throughput and the PDR versus Ns for
SRLNC, RR and ISRLNC schemes. Our observations are as
follows:
• Similar to Fig. 3, Fig. 4 reveals that SRLNC scheme pro-
vides a better performance compared to RLNC scheme.
Thus, in the rest of this section, we will mainly focus on
the SRLNC scheme.
• In Fig. 5(a), depending on the value of PER, increasing
the number of transmissions Ns can result in either
one or two phases in the mean throughput performance.
For Pe = 0.01, there exists only one phase, where
SRLNC and RR performances decrease steadily, and that
of ISRLNC remains constant. In fact, because of the small
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Fig. 5. (a) Mean throughput and (b) PDR versus Ns for two different values of PER
PER, Ns = 10 is enough for delivering all M = 10 data
packets with high probability, and increasing the value of
Ns has no advantage in terms of the mean throughput.
For Pe = 0.3, in an initial phase until a peak is reached,
the mean throughput increases for all SRLNC, RR, and
ISRLNC schemes. After that, further increase of Ns leads
to a similar result as for cases with Pe = 0.01.
• Considering the achieved mean throughput in Fig. 5(a),
for large values of Ns, the SRLNC graphs converge to
the common value of MnNsTP+Trt/2 . In fact, by increasing
the value of Ns, the probability of successfully decoding
M data packets approaches one and thus the mean
throughput is only affected by Ns. For the RR scheme,
the common value MnNsTPu+Trt/2 is slightly higher, as
TPu < TP is used instead of TP . For the ISRLNC
scheme, the mean throughput never degrades with in-
creasing the number of transmissions Ns. This is the
result of having immediate feedbacks available at the
sender, which prevents the sender from any unnecessary
transmission.
• The graphs in Fig. 5(b) show that the PDRs improve as
Ns increases. It is also observed that for all the studied
schemes, PDRs are upper-bounded by the PERs. These
maximum PDR values occur at Ns = M , and can be
easily calculated by using (10), (B.5) or (C.6).
• Results in Figs. 4 and 5 also show the trade-off between
E{η} and Pd for users with different PERs. Joint inter-
pretation of the results in Figs. 5(a) and 5(b) reveals the
impact of Ns on the performance of users with different
PERs. This will be discussed in more detail in the next
subsections.
E. One-round SRLNC Scheme- Multi-user Case
In this section, we discuss the broadcasting of a block of
M = 10 data packets to N users employing SRLNC scheme
with fixed field size q = 210, through the scenarios described
in Section IV-A. We assume four different classes of users,
where each class has one of the fixed PER values of Pe =
[0.01, 0.1, 0.3, 0.5]. We further consider that the ratios of the
number of users belonging to these four values of PER (i.e.
four classes) divided by the total number of users are equal
to N¯ = [0.3, 0.4, 0.2, 0.1], respectively. It is worth noting that
knowing N¯ is in fact enough for the calculation of F (·) and
G(·) in all the considered scenarios for the SRLNC scheme,
and also RR scheme, as the performance metrics for each user
are independent of N . However for the ISRLNC scheme, as
shown in the Appendix C, N is involved in the calculations of
performance metrics of each user. Thus in Section V-G, when
comparing the results with the ISRLNC scheme, N needs to
be specified too.
To solve (22), a threshold on G(·) is required. We choose
two values of 10−3 and 10−6 for the threshold Pth and find
the optimum values of Ns that maximize F (·) in any of the
four scenarios. In Scenario I, the user of interest is considered
to be among the users in the class with Pe = 0.01.
The results are presented in Table I, where in addition to
the optimum values of Ns, the mean E{η} (denoted by E{η}
and obtained by (25)) and mean PDR (denoted by Pd and
obtained by (27) and (28)) are also shown. Comparing the
results of these scenarios and using Figs. 5(a) and 5(b), we
can conclude that Scenarios I and II are in fact two extreme
cases, as the performances in Scenario I are mostly in the
favor of users with low PER and those in Scenario II are
mostly in the favor of users with high PERs. For instance, in
Scenario I with Pth = 10−6, Ns = 14 will maximize E{η}
for the user of interest (and thus for all users with Pe = 0.01).
However, this will sacrifice the E{η} of users with high PERs
(e.g. Pe = 0.3 and Pe = 0.5), and the PDR of other users
are higher than Pth = 10−6. On the other hand, choosing
Ns = 37 in Scenario II will guarantee the PDR to be smaller
than 10−3 for all users, but this is achieved with very large
margin for users with small values of PER. In fact, this is not
desirable for these users as their throughputs are sacrificed.
Considering the results for Scenarios III and IV, it can be
seen that we have moved from the extreme cases to more
intermediate cases. In Scenario III, where we have employed
the arithmetic mean of the performance metrics, it can be seen
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TABLE I
OPTIMUM VALUE OF Ns , ALONG WITH THE ARITHMETIC MEAN OF USERS’ E{η} AND Pd FOR BROADCASTING SCENARIOS. IN SCENARIO IV, THE
GEOMETRIC MEANS ARE ALSO PROVIDED IN PARENTHESES.
Pth = 10
−3 Pth = 10
−6
Scenario Ns E{η} Pd Ns E{η} Pd
I 11 5.88× 105 0.135 14 5.97× 105 0.088
II 37 5× 105 1× 10−4 52 4.33× 105 9× 10−8
III 32 5.26× 105 7× 10−4 48 4.49× 105 6× 10−7
IV 15 5.98× 105 0.071 (9× 10−5) 18 5.94× 105 0.041 (4 × 10−7)
that still the performances of the users with higher PERs limit
the performances of other users. This is due to the fact that
their PDRs are at least 102 times higher than those of other
users (for Ns = 32), and therefore they have the dominant
effect on the arithmetic mean. This effect has become less
dominant in Scenario IV by using the geometric mean of the
PDR.
Another clear conclusion from the results in Table I (and
also in Figs. 5(a) and 5(b)) is the trade-off between the mean
throughput and PDR. This trade-off is not only between the
two performance metrics of one user, but also among the
performance metrics of all users. Hence, the choice of the
operating point (i.e. Ns, here) affects the performance of each
user and also the overall performance of the system.
F. One-round SRLNC Scheme- Broadcasting with Variable M
and q
So far in this paper, we have considered the number of
packets in a block M and the field size q, to be fixed.
However, in this section, we also take into account the effect
of M and q on the optimization of the performance metrics,
mean throughput and PDR. Considering variable M and q, the
packet length l will also be variable, and as a result, the value
of PER will vary depending on the number of bits in a packet.
In order to form a unified framework for the comparison of
different schemes against different values of M and q, similar
to [6], we consider a fixed bit error rate (BER), denoted by
Pebit , and calculate the PER for every M and q by using
Pe = 1− (1−Pebit)
l
. Here, we consider four different classes
of users with BERs of Pebit = [10−6, 10−5, 5× 10−5, 10−4],
and assume that the normalized number of users having these
BERs are N¯ = [0.3, 0.4, 0.2, 0.1], respectively.
We focus only on the last two scenarios in Section IV-A,
where the goal was to maximize the mean E{η} with a con-
straint on the arithmetic or geometric mean of PDR. We repeat
the process in the previous subsection for different values of
M and q and find the optimum transmission scheme among
all feasible transmission schemes. The results are presented
in Table II. Our first observation is the trade-off between the
mean throughput and PDR. For instance, providing a lower
arithmetic or geometric mean PDR of Pth = 10−6 leads to a
smaller mean E{η} compared to the case with Pth = 10−3.
It is also observed that there exists a direct relation between
M and the mean throughput values. However, M cannot be
chosen arbitrarily large as satisfying the required QoS as well
as the delivery deadline limit its value.
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Fig. 6. Optimum mean E{η} versus field size q
The final observation is the effect of field size q, which is
also highlighted in Fig. 6. It can be seen that increasing the
field size does not necessarily lead to a better performance.
In fact, choosing very large q in order to increase the proba-
bility of having linearly independent RLNC packets, not only
imposes extra computational load for decoding of the packets
to the users, but also results in extra overhead for sending the
coding coefficients. This extra overhead degrades the mean
throughput performance. Hence, instead of choosing very large
values for q, a more beneficial approach is to include it in the
optimization of NC design parameters. This can potentially
give rise to selecting practical values for q, as presented in
Table II.
G. Comparing One-round Schemes- Broadcasting with Vari-
able M and q
In this subsection, we compare the broadcasting perfor-
mance of SRLNC scheme with ISRLNC and RR schemes. We
consider the same scenarios and parameters as in the previous
subsection and provide the results for Pth = 10−3. We set the
number of users to be N = 10. The results showing E{η} and
PDR for users with different BERs are depicted in Fig. 7.
The first observation is that the performance of the SRLNC
is very close to that of the ISRLNC scheme for both Scenarios
III and IV. It is interesting that optimization of the design
parameters of a feedback-less scheme results in performances
close to those of an idealistic scheme with immediate feed-
backs.
By comparing the SRLNC and RR schemes, it can be
observed that the throughput performance of SRLNC scheme
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TABLE II
OPTIMUM SRLNC DESIGN PARAMETERS, AND THE ARITHMETIC MEAN OF USERS’ E{η} AND Pd FOR BROADCASTING SCENARIOS III AND IV. IN
SCENARIO IV, THE GEOMETRIC MEANS ARE ALSO PROVIDED IN PARENTHESES.
Pth = 10
−3 Pth = 10
−6
Scenario {M,Ns, q} E{η} Pd {M,Ns, q} E{η} Pd
III {44, 158, 8} 9.8× 105 9.6× 10−4 {33, 159, 8} 7.4× 105 8.6× 10−7
IV {142, 156, 4} 2.7× 106 0.173 (9.3× 10−4) {133, 155, 8} 2.6× 106 0.149 (7.7× 10−7)
E
{
η
}
(M
b
p
s)
(a)
Sce. III, RR
Sce. III, SRLNC
Sce. III, ISRLNC
Sce. IV, RR
Sce. IV, SRLNC
Sce. IV, ISRLNC
(b)
P
D
R
Sce. III, RR
Sce. III, SRLNC
Sce. III, ISRLNC
Sce. IV, RR
Sce. IV, SRLNC
Sce. IV, ISRLNC
Users with
BER=10−6
Users with
BER=10−5
Users with
BER=5× 10−5
Users with
BER=10−4
Users with
BER=10−6
Users with
BER=10−5
Users with
BER=5× 10−5
Users with
BER=10−4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0
0.5
1
1.5
2
2.5
3
3.5
Fig. 7. Comparison of the performance metrics for broadcasting scenarios. For Scenarios III and IV, the obtained design parameters are {M,Ns} = {14, 154}
and {M,Ns} = {53, 159} for the RR scheme, and {M,Ns} = {52, 161} and {M,Ns} = {151, 161} for the ISRLNC scheme, respectively. The design
variables for SRLNC scheme were presented in Table II.
is much better than that of the RR scheme for all classes of
users in both scenarios. However, for Scenario IV, this comes
at the cost of higher PDR in SRLNC compared to RR scheme
for some classes of users. This is due to the fact the very small
values of SRLNC’s PDR for users with Pebit = 10−6 allow
choosing larger values of M in SRLNC compared to RR for
maximizing the mean E{η}, while satisfying the constraint on
the geometric mean of PDR.
Having a closer look at the design parameters in Table II and
also those used in Fig. 7, it can be verified that the deadline
requirement in each case is met with a very small or even no
margin. In other words, the available time resources are not
wasted as the transmission schemes are optimized for the best
performance by exploiting them completely. This confirms the
recommendation for the number of packets per block proposed
in [13].
The final observation is the difference between the perfor-
mances in Scenarios III and IV. It can be seen that in Scenario
III, all users with different BERs achieve an almost similar
mean throughput E{η} with a reasonably low PDR, whereas in
Scenario IV, the users with lower BERs are serviced with much
better throughputs and PDRs compared to those with higher
BERs. This is the trade-off caused by the type of required QoS
and is decided based on the application.
VI. CONCLUSION
In this paper, the problem of joint optimization of mean
throughput and PDR in network coded (NC) systems for
applications with strict delivery deadline requirements was
studied. We employed RLNC and targeted satellite systems
with TDD erasure channels and large RTTs. Here, we pro-
posed a systematic framework to analytically study the mean
throughout and PDR of users, as well as their interactions
under various system parameters and settings. Using the
proposed framework, the impact of feedback on the perfor-
mance of the network coded systems under different RTTs
and delivery deadline requirements was investigated. To this
end, we compared the feedback-less schemes and schemes
with feedback under the proposed unified framework, and
observed that for systems with large RTTs, the feedback-
less NC schemes provide better performances, in terms of
the mean throughput and PDR. Furthermore, we investigated
the mean throughput and PDR of feedback-less NC schemes
for a single-user case and highlighted the trade-off between
these two performance metrics. Then, we extended our study
to broadcasting to multiple users. We considered four different
broadcasting scenarios and for each of them obtained the best
transmission scheme in terms of NC design parameters (i.e.
the number of packets per block, the number of transmissions
for each block and the field size). Finally, we compared the
proposed feedback-less NC schemes with an ideal NC scheme,
where immediate feedback about the reception status of each
user was available at the sender. It was observed that by using
the obtained optimized NC parameters for the feedback-less
scheme, a performance very close to the ideal scheme can be
achieved.
APPENDIX A
PARETO OPTIMAL SOLUTIONS
This appendix provides details on solving the optimization
problem in (21), where E{η} and PDR are given in (13) and
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(14). Having a closer look at these two equations, we can
rewrite them in the following forms:
E{η} = A0(Ns) +
M∑
j=1
Aj(Ns, Nj) (A.1)
Pd =
M∑
j=1
Bj(Ns, Nj) (A.2)
where functions A0(·), Aj(·) and Bj(·) can be obtained
by replacing the throughputs and probabilities in (13) and
(14) with their corresponding values in (11) and (12). As a
result, (21) can be rewritten as
max
Ns
{
λA0(Ns)
+
M∑
j=1
max
Nj
{
λAi(Ns, Nj)− (1− λ)Bj(Ns, Nj)
}}
(A.3)
where we have assumed a constant λ and feasible sets of
{N1, ..., NM , Ns}.
The solution to the above problem can be obtained by
M two-dimensional searches over values of Ns and Nj . To
compare the required computations of exhaustive and weighted
sum methods for the two-round RLNC, we consider each
design variable to take on average k different values depending
on Td and Trt. In the exhaustive method, E{η} and Pd
should be calculated for kM+1 feasible solutions to obtain the
Pareto optimal points. However, in the weighted sum method
described here, Mk2 calculations of E{η} and Pd are required
to obtain one Pareto optimal point. Therefore, in order to have
v Pareto optimal points, then vMk2 calculations of E{η} and
Pd are required. It can be observed that the required computa-
tional complexity of the weighted sum method is much lower
compared to the exhaustive method for the practical values of
v, M and k.
It is worth noting that in order to obtain Pareto optimal
points that are well distributed in the objective space, we chose
λ to be of the form 10θ, where θ is chosen uniformly from
interval [−18, 0].
For the SRLNC scheme, we will follow a similar approach.
We use the exhaustive approach for the one-round scheme and
the weighted sum method for the two-round scheme. For the
weighted sum method in (A.3), the functions A0(·), Aj(·) and
Bj(·) can be obtained by using (15) and (16), and rewriting
(17) and (18) in the forms of (A.1) and (A.2).
APPENDIX B
PERFORMANCE METRICS FOR THE ROUND ROBIN (RR)
SCHEME
As explained before, in the RR scheme, all packets in the
block are transmitted K times. Hence, the probability that a
user successfully receives a packet after K transmissions can
be calculated as
PPS|K =
K∑
k=1
(
K
k
)
(1− Pe)
kPK−ke (B.1)
Then, the probability of receiving m out of M packets, after
sending the block for K times will be
Pm|K =
(
M
m
)
(PPS|K)
m(1 − PPS|K)
M−m (B.2)
In fact, this is the probability that the throughput takes the
value of
ηm|K =
mn
KMTPu + Trt/2
(B.3)
Thus, the performance metrics can be obtained as follow:
E{η} =
M∑
m=1
Pm|Kηm|K (B.4)
Pd =
M−1∑
m=0
Pm|K
M −m
M
(B.5)
APPENDIX C
PERFORMANCE METRICS FOR THE IDEALISTIC SRLNC
(ISRLNC) SCHEME
In this appendix, we obtain the performance metrics of the
ISRLNC scheme for each user for various values of Ns. We
start with Ns > M and later will also provide the formulation
for Ns = M .
As explained before, based on the immediate feedbacks
from the users, if all users receive M DOF after exactly
J transmissions (M ≤ J < Ns), the sender stops the
transmission. Otherwise, the transmission continues until the
maximum number of transmissions Ns is reached. In the first
case, we denote the success sub-states by {S, J} and write
their probabilities as
PS,J =
N∏
j=1
J∑
k=M
(
J
k
)
(1− Pej )
k(Pej )
(J−k) −
J−1∑
L=M
PS,L
(C.1)
where the first and second terms in the right-hand side of this
equation show the probabilities that all users receive M DOF
within J and J − 1 transmissions, respectively. For J = M ,
the second term should be set to zero. We note that these
sub-states and probabilities are common among all users.
In the second case, possible states for each user i after Ns
transmissions are success sub-state {S,Ns, i} and failure sub-
states {F,Ns, i|m}, where m < M is the number of uncoded
packets received in the systematic phase of transmission. The
probabilities for these states can be obtained as
PF,Ns,i|m =
M−m−1∑
k=0
(
Ns −M
k
)
(1− Pei )
k(Pei)
Ns−M−k
(C.2)
PS,Ns,i = 1−
Ns−1∑
L=M
PS,L −
M−1∑
m=0
Psysi(M,m)PF,Ns,i|m
(C.3)
where (C.2) is given for cases in which the number of coded
transmissions, i.e. Ns−M , is larger than or equal to the rDOF
after the systematic phase, i.e. M−m. It can be easily inferred
that for cases where Ns −M <M −m, this probability will
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be always equal to 1. In (C.3), Psysi(M,m), similar to (2), is
the probability that the i-th user receives m out of M uncoded
packets in the systematic phase of transmission. Hence, the last
term in the right-hand side of (C.3) shows the total probability
that user i receives lower than M DOF after Ns transmissions.
The corresponding throughput values can thus be expressed as
η =


ηS,J =
Mn
JTPu+Trt/2
ηF,Ns,i|m =
mn
NsTPu+Trt/2
ηS,Ns,i =
Mn
NsTPu+Trt/2
(C.4)
Therefore, the E{ηi} and Pdi can be calculated through
E{ηi} =
(
Ns−1∑
J=M
PS,JηS,J
)
+ PS,Ns,iηS,Ns,i
+
(
M−1∑
m=1
Psysi(M,m)PF,Ns,i|mηF,Ns,i|m
)
(C.5)
Pdi =
M−1∑
m=0
Psysi(M,m)PF,Ns,i|m
M −m
M
(C.6)
We should note that E{ηi} is affected by the number
of users N , as increasing the value of N decreases the
probabilities in (C.1), and consequently reduces the mean
throughput in (C.5).
For Ns = M , (C.4) to (C.6) are still valid, except for the
first term in (C.5), which is no more applicable; the value of
PF,Ns,i|m will be always equal to 1, and PS,Ns,i = (1−Pei)M .
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