The proof of convergence of the standard ensemble Kalman filter (EnKF) from Legland etal. 2011 [39] is extended to non-Gaussian state space models. A density-based deterministic approximation of the mean-field limit EnKF (DMFEnKF) is proposed, consisting of a PDE solver and a quadrature rule. Given a certain minimal order of convergence κ between the two, this extends to the deterministic filter approximation, which is therefore asymptotically superior to standard EnKF for dimension d < 2κ. The fidelity of approximation of the true distribution is also established using an extension of total variation metric to random measures. This is limited by a Gaussian bias term arising from non-linearity/non-Gaussianity of the model, which arises in both deterministic and standard EnKF. Numerical results support and extend the theory.
1. Introduction. The filtering problem, referred to in the geophysical community as data assimilation [33] , consists of obtaining meaningful information sequentially online about a signal evolving in time, given noisy observations of that signal. From the Bayesian perspective the solution of the filtering problem is given by the posterior distribution of the signal given all the previous observations [30, 4, 31, 57, 2] . The signal is typically modeled by a Markov process in which the observation at a given time is conditionally independent upon the rest of the observations given the observed state at that time. This set-up is then referred to as a hidden Markov model [14] . In the case of linear Gaussian state-space model, the solution is also Gaussian, and therefore it can be parametrized by its mean and covariance and is given exactly in closed form by the Kalman filter [32] . In general, other cases must be treated non-parametrically, for example with computational algorithms. The optimal filter is a point estimator given by the expected value of the filtering distribution [30, 4] . This can be estimated consistently using particle filtering algorithms [4, 19, 20] . Indeed the particle filter consistently approximates any quantity of interest, i.e. any conditional expectation. Despite being asymptotically consistent in the large particle limit, it is well-known that the accuracy of particle filters is hindered by a constant that grows exponentially with dimension [6, 50] . Furthermore, naive bounds indicate the constant may also grow with time, however if the hidden process has a Dobrushin ergodic coefficient [18] then a uniform-in-time estimate can be obtained [17] . In the geophysical community, the dimension of the state-space is typically enormous, and so practitioners have resorted to sub-optimal filters such as the ensemble Kalman filter (EnKF) [26] and its incarnations. It has been shown by [39, 35, 43] that some versions of EnKF for models of a particular class converge to a mean-field limit, which is defined herein as a process in which the current state depends only on the previous state and the statistics of the process. Such filters may perform well in high dimensions for small ensembles, but are biased in the sense that the mean-field limiting distribution is not the filtering distribution and so estimators of quantities of interest do not converge to the correct value in the large ensemble limit. As both of these methods depend on random ensembles of particles, the asymptotic approximation er-ror of expectations with respect to their respective limits is given by O(N −1/2 ) for an ensemble size N . Interestingly, it has been observed that the signal-tracking error of EnKF may not decrease for ensembles larger than 50-100 for the quasi-geostrophic equations in [26] , indicating the error may become dominated by the bias arising from the linearity assumption.
The EnKF is a filtering algorithm which was introduced in [26] and later corrected in [13] . Herein the filter is developed from the perspective as a Monte-Carlo approximation of the minimum mean-square error linear estimator (Thm. 1, p. 87 and Thm. 3, p. 92 of [41] ). 1 For a single step in the mean-field limit (ensemble size N → ∞), EnKF returns a random variable whose expected value has the minimum mean-square error over all estimators of the forecasted signal which are linear in the new observation. Furthermore, this random variable has as its covariance the error covariance between the minimum mean-square error linear estimator and the truth. It can thus be viewed as a best linear approximation of the target for a single step. It is of course not the unique random variable with this mean and covariance, even among those which are linear in the observation. For linear Gaussian models however, this estimator happens to be the mean of the posterior distribution, which is given by a single step of the Kalman filter [32] . Furthermore, in this case the error covariance of the estimator is the covariance of the posterior distribution. Hence the corresponding random variable is distributed according to the filtering distribution, and this holds for all time. The mean of the posterior filtering distribution is the minimum mean-square error estimator over all square integrable functions of the observation, and is hence known as the optimal filter [30] . For nonlinear and/or non-Gaussian models linear estimators based on the procedure outlined above do not yield the mean of the updated posterior filtering distribution, which is in general nonlinear in the observations. Therefore, in this case linear estimators correspond to sub-optimal filters. The theory above was translated into finite-resolution approximations of suboptimal filters using ensemble approximations in the EnKF algorithm [13] , and using random-variable-based deterministic approximations in the algorithms of [48, 40, 23] and references therein. The papers [3, 10] caution against the use of random-variable expansions for the forward propagation of uncertainty. While the mean-field EnKF yields a non-Gaussian approximation, the mean and covariance are identical to those obtained by making a Gaussian approximation of the forecast distribution and updating that Gaussian with the Gaussian observations, as done for example in [56] . Such procedure would therefore also yield a best linear approximation for a single step as defined above. The results herein will illustrate that the EnKF estimator may actually perform better than such Gaussian approximation in recovering the mean and covariance in the long-run.
Great effort has been invested in approximating the filtering distribution using particle and ensemble methods [19, 59, 16, 54, 51, 29, 1] , while decidedly less attention has been invested in deterministic approximations [27, 42, 53, 21, 22, 48, 40, 5] . The idea of numerically approximating the evolution of the Fokker-Planck equation and imposing the update by multiplication and normalization in the continuous-discrete setting has been done in the works [27, 42] . It was used in those works, as it will be here, as a benchmark against which to evaluate other algorithms developed. Here referred to as the full Fokker Planck filter (FPF), it is actually also advocated as a legitimate and competitive method which can be lifted to higher-dimensional prob-lems using sparse-grid parametrization ideas (see, for example, [12, 5] ). More sophisticated approximations of the density should be capable of handling much higher dimensions. Furthermore, it is well-known that very high-dimensional models may exhibit nonlinearity/instability/non-Gaussianity only on low-dimensional manifolds [11, 7, 15, 55, 28, 58, 37] . Therefore, it is conceivable that the space can be decomposed, and such approximation of the true filtering distribution may be used on the unstable space, while a simpler filter (e.g. ensemble or extended Kalman or even 3DVAR) may be used on the complement. In certain cases such approaches may be particularly simple. For example, in a particular context of Lagrangian data assimilation it has been proposed to use a particle filter on the flow state and the Fokker-Planck equation for the evolution of observed passive tracers, which are conditionally independent given a particular flow state [53] .
The aim of this work is two-fold: first, a deterministic approach 2 to solving the mean-field EnKF (MFEnKF) via accurate numerical approximation of the Fokker-Planck equation is proposed, and the analogous approximation of the true filter, FPF [27, 42] , is used as a benchmark against which to evaluate other filters numerically, in particular the standard EnKF and deterministic EnKF (DMFEnKF). The DMFEnKF is not proposed here as an alternative to the Full FPF, as the latter will provably always have lower mean square error (MSE) for sufficiently accurate approximation schemes. However, the DMFEnKF may be more robust to errors, as it replaces the normalization step of the Full FPF by a linear change of variables and convolution with a Gaussian density. Second, the convergence rates of the standard EnKF and DMFEnKF to the MFEnKF are derived. It is shown that the latter has a faster asymptotic rate of convergence than the former for d < 2κ, where κ is the minimal rate of convergence of the numerical approximation of the Fokker-Planck equation and the quadrature rule for d = 1. In short, the order of convergence of the standard density and quadrature approximations extends to the filtering density approximation for finite times. It is also proven that the value of this faster convergence is limited by the Gaussian bias of the MFEnKF when the underlying nonlinearity/non-Gaussianity of the forward model becomes significant, for example from longer integration of a nonlinear SDE between observations. In this case, the approximation of the true filter may be used as an accurate and effective algorithm also for d < 2κ, although this is not emphasized in the present work. The theoretical results are complemented by numerical experiments which confirm the theory and also illustrate exactly where the Gaussian error is greatest. In particular, approximating the forecast distribution by a Gaussian gives a less accurate approximation than standard mean-field EnKF, while approximating the updated distribution by a Gaussian after the full nonlinear update gives a more accurate approximation. The results of this paper complement recent results for the non-divergence, in terms of tracking the true signal, of continuousdiscrete and continuous-continuous EnKF for a general class of quadratic-dissipative, noise-free, and possibly infinite-dimensional dynamics [34] , which may be viewed as a particular class of nonlinear Gaussian state-space model (i.e. the case of degenerate dynamics in which the Fokker-Planck evolution in finite dimensions would reduce to Liouville equation for the continuous-discrete case). The results also complement recent results on convergence of EnKF to MFEnKF, for both the linear [35, 43] and nonlinear [39] Gaussian state-space model cases, by extending those results to the more general non-Gaussian case considered here and considering for the first time, 2 What is meant by deterministic here is that no random number generation is required in the algorithm, and this is afforded by working only at the level of densities.
to the knowledge of the authors, the fidelity with which MFEnKF approximates the true filtering distribution.
The rest of the paper will be structured as follows. In Section 2 the filtering problem is introduced and definitions of various notions of its solution are given and discussed. In Section 3 the ensemble Kalman filter is defined and related to the discussion of Section 2. In Section 4 the Fokker-Planck solution approach is introduced, several algorithms are defined, and the convergence theorem is presented. In Section 5 the majority of the theoretical results are presented. In Section 6 numerical experiments are done with the algorithms to confirm and extend the theoretical results. Finally, Section 7 gives conclusions and future directions.
Filtering.
In this section a general filtering problem is set up and the meaning of solution is defined and discussed. In particular, the filtering distribution is introduced, which has the so-called optimal filter as its mean. Then suboptimal filters are introduced, including the set of one-step optimal linear filters, and some standard sub-optimal filters for general nonlinear Gaussian state-space models. The relation between the latter is highlighted, and this gives segue to the EnKF which will be the focal sub-optimal filter of this work.
2.1. Set-up. Throughout for any positive-definite A ∈ R × , we introduce the following notations for weighted Mahalanobis inner-product ·, · A = A − 1 2 ·, A − 1 2 · and the resulting norm
is the sigma algebra of measurable subsets of R d . This simultaneously gives rise to a linear operator on measures/densities and functionals so that for f :
. This will be written as µ = K µ or ρ = K ρ. This work will only concern distributions which have density with respect to Lebesgue measure and, as such, densities will be used interchangeably with probability measures. In particular, for each u ∈ R d , the measure K(u, ·) is simultaneously identified with its density K(u, v). Consider the Markov chain u = {u j } j≥0 defined by u j+1 ∼ K(u j , ·), j = 0, 1, 2, . . . ,
This Markov Chain returns a sequence of random variables related by the Markov property, i.e. u k |u j = u k |u j , u j−1 , . . . , u 0 for all k > j. In many applications, models such as (2.1) are supplemented by observations of the system as it evolves. As part of the statistical model under consideration in the present work it is assumed that the data is defined as
where H : R d → R m is linear 3 and η = {η j } j≥1 is an i.i.d. sequence, independent of u 0 and the noise in K, with η 1 ∼ N (0, Γ). The accumulated data is denoted
The objective of filtering is to determine information about the conditional, or filtered random variable u j |Y j . Its distribution is referred to as the filtering distribution and recovering either this distribution, or (ambiguously) even just an estimate of it, is referred to as filtering. We will refer to the former problem as the true filtering problem. Often the dependence on u 0 is neglected. This is reasonable in the case that the true filtering problem is stable, in the sense of forgetting its initial distribution in the large time limit. Notice that models of the form (2.1) include models of the following form as a special case u j+1 = Ψ(u j ) + ξ j , j = 0, 1, 2, . . . ,
where Ψ : R d → R d , and ξ = {ξ j } j≥0 is an i.i.d. sequence, independent of u 0 , with ξ 0 ∼ N (0, Σ). Gaussian state-space models of the form (2.3) are commonly encountered, in particular in the data assimilation community.
Filtering distribution.
The true distribution of u j |Y j , which is our gold standard, has a recursive structure under the given assumptions. Define the unnormalized joint likelihood density g(u, y) ∝ p(y|u), for a particular pair (u, y), as
with shorthand g j (u) = g(u, y j ). Furthermore define C j as the nonlinear operator which updates the density according to the j th observation, i.e. for u ∼ρ, u|y j ∼ ρ, where ρ = C jρ :=ρ g j ρg j .
(2.5)
Notice that this operation is treacherous because either large or small values of e − 1 2 |y−Hu| 2 Γ can cause large error growth. In particular, e − 1 2 |y−Hu| 2 Γ is bounded below only by zero, although it obtains arbitrarily small values arbitrarily rarely, so the probability of the denominator being very small and leading to large amplification of errors is not high.
Denote the filtering density given j observations by ρ j , and then the recursion may be given by
where K is defined in (2.1). Or, in other words ρ j = C j K ρ j−1 . In the following section we will derive a deterministic solution approach to approximating this recursion.
Optimal filtering.
In the sense of mean-square error, the optimal point estimatorû j (Y j ) (as a function of the observations) of the signal u j is E(u j |Y j ) [30, 8, 49, 23] . In other words
where the expectation is with respect to (u j , Y j ), and L 2 here denotes the collection of functions f such that E Y (f 2 (Y )), where E Y denotes expectation with respect to Y . A short concise proof of this fact may be found in Theorem 5.3 of [30] . The scrupulous reader may find more satisfaction in the exposition of [8] Theorem 3.2.6, a consequence of the Doob-Dynkin Lemma 2.1.24. Note u j ∈ L 2 under mild assumptions on the kernel K and initial distribution [46] , which will indeed be made later on. The optimal point estimator is a random variable for Y j random, and a deterministic variable for a given realization of Y j . Our aim is to solve the true filtering problem, i.e. obtain the full filtering distribution of u j |Y j . It is nonetheless good to know that the optimal point estimator may be easily obtained from the true filtering distribution. Naturally the fidelity with which we approximate u j |Y j will dictate the fidelity with which we approximate (2.6) . Assume one has access to the random variable u j |Y j−1 in the complete distributional sense. Then, upon conditioning the equation (2.2) on Y j−1 , one finds that y j |Y j−1 = Hu j |Y j−1 + η j . Therefore (2.6) can also be represented in terms of the one-step optimal point estimator, following Doob-Dynkin, where
(2.7) In other words, the minimum mean-square error estimator of the time j state given the time j − 1 filtering distribution and the j th observation is the expectation of the time j filtering distribution, as expected. This of course requires knowing the full (filtering) distribution of u j−1 |Y j−1 to get the (forecast) distribution of u j |Y j−1 . In fact, one finds that the formula for E(u j |Y j ) only relies on E(u j |Y j−1 ) in the linear case (c.f. Thm. 3, p. 92 [41] ).
2.4. Sub-optimal filtering. The optimal filter is often very difficult to obtain, particularly in high-dimensional problems. So in practice one may resort to suboptimal filters. We present the one-step optimal linear filter for general models, which only uniquely defines mean and covariance.
2.4.1. One-step optimal linear filter. Given the distribution of u j |Y j−1 , obtaining even the one-step optimal point estimator (2.7) is often a formidable task for high-dimensional models, so one may consider instead the one-step optimal linear point estimator defined as the best estimatorû = φ(y j |Y j−1 ) out of the class of linear functions φ(y) = Ky + b (Thm. 1, p. 87 [41] ). In the remainder of discussion here all random variables are conditioned on Y j−1 and the conditional dependence is omitted to avoid notational clutter. The following optimization problem is solved
(2.8)
Let φ(y) = K j y + b j , and let y j = Hu j + η j be the random variable defined in (2.2). Optimizing this equation with respect to K j and b j gives [41]
Notice that Em j = Eu j , but indeed it is not necessarily the case that m j = E(u j |y j ).
In fact, this is only the case when u j is Gaussian. Note that this holds only while y j is a random variable. In practice, for the quenched case, in which y j is a deterministic realization, m j is deterministic as well and is therefore its own expected value.
Suppose we update the random variable itself, using the single observed realization (non-random) y j , as follows:
whereη j ∼ N (0, Γ). One then has that Ev j = m j (y j ), the one-step optimal linear estimator for this given y j , and
where the quantity on the right-hand side is referred to as the error covariance. In the data assimilation literature, y j ±η j is referred to as a "perturbed observation" [13] .
The material in this section is also discussed in the recent works [48, 23, 49, 47] .
3. Ensemble Kalman filter. The EnKF in principle can be viewed as an attempt to construct a suboptimal filter which is optimal among the class of all filters in which the update is given by linear transformation of the observation. Such filters follow in principle from the procedure outlined in Sec. 2.4.1, at least for a single observation update. One choice might be the one that is completely defined by its mean and covariance, i.e. the corresponding Gaussian. In what follows, we will see that this is not the optimal one and its error is larger than the EnKF. First the mean-field EnKF equations are presented, following the discussion of the previous section. Then the standard finite-ensemble EnKF is presented. 
Mean-field interactions refer to interactions of the meanfield with the individual particles, and the mean-field limit is the measure
, assuming it exists. The term mean-field limit will also be used to describe the corresponding limiting system, in which the particles are i.i.d. but an individual depends on the statistics of its distribution. Such system is completely defined by a single process, which will be referred to as a mean-field process.
Beginning with an approximation of the forecast random variable v j ≈ u j |Y j−1 , one may construct a suboptimal filter update v j ≈ u j |Y j using Eq. (2.11), as discussed in the end of Section 2.4.1. This is the mean-field limiting interpretation of the socalled perturbed observation EnKF from the literature [13] , and will be the EnKF algorithm we focus on here. Alternative presentations of this material are available in [23] , and the works [48, 49, 47] .
The following mean-field process defines the mean-field limiting EnKF (MFEnKF):
Hereη j are i.i.d. draws from N (0, Γ) and perturbed observation refers to the fact that the update sees an observation perturbed by an independent draw from N (0, Γ). Notice that the one-step optimal linear filter m j+1 = Ev j+1 and its covariance
) are precisely equal to the mean and covariance of the posterior distribution under the assumption that the prior forecast distribution of v j+1 is Gaussian with mean given by its mean m j+1 and covariance given by its covariance C j+1 . However, under this assumption the posterior is also Gaussian, while the MFEnKF distribution is not.
Finite ensemble.
The standard EnKF in practice consists of propagating an ensemble, using this ensemble to estimate the covariance and mean, and then following the procedure described in the previous section. The EnKF is executed in a variety of ways and we consider here only one of these, the perturbed observation EnKF. It is given as a Monte Carlo approximation of the MFEnKF version:
Hereη (n) j are i.i.d. draws from N (0, Γ), and K j+1 is defined as in the previous section. Analysis of the finite-ensemble case is more involved because of the correlation between ensemble members arising from the sample covariance. This issue is explored in detail in [39] and it is shown that the finite-ensemble EnKF converges asymptotically to the mean-field version for models of the form (2.3). We will show in the subsequent section that this proof may be extended to the case (2.1).
Fokker-Planck filters.
We consider here the setting in which (2.1) is given by the solution of an SDE over a fixed interval of time h. We will solve the filtering problem by approximating the evolution of the density with the Fokker-Planck equation between observations, and then using a variety of different approximations in the update. Different updates will yield accurate approximations of (i) the true filtering distribution, (ii) the mean-field EnKF distribution as well as (iii)/(iv) two different Gaussian approximations. 4.1. The setup. We will consider the following general form of stochastic process u :
It is well-known that the pathspace distribution of solutions to Eq. (4.1) over realizations of W (t) has density ρ : R d × R + → R + given by the solution of the Fokker-Planck equation
with zero boundary conditions at ±∞. In other words, for ϕ :
The reader is referred to the works [24, 44] and references therein for results and estimates regarding the regularity of Fokker-Planck equations. Sufficient regularity will be assumed here, and will not be dealt with further. The reader is referred also to [52] for a survey of methods of solution and applications. The solution to equation (4.2) will be approximated by a finite-dimensional vector. For now, it will be taken as an assumption that we can approximate the solution to this equation in d dimensions using approximately N degrees of freedom with accuracy O(N −κ1/d ) -this may be obtained by merely constructing a tensor-product grid with ceil(N 1/d ) points in each dimension, where ceil(x) denotes the smallest integer greater than or equal to x, and using a 1d deterministic approximation method of order κ 1 in each dimension. Time discretization error will be ignored in the present work to avoid clutter, but can be easily included later.
The numerical approximation of the Fokker-Planck equation between observation times will be combined with updates to the corresponding density at observation times using a quadrature rule to approximate (2.5). Similarly to above, it will be assumed that we have a quadrature rule of order κ 2 . When combined, this gives a method of order κ = min{κ 1 , κ 2 } for the filtering density for d = 1, or O(N −κ/d ) for the d−dimensional problem. This will be the basis of the following algorithms. First, for use as a benchmark, we present the deterministic approximation of the full Fokker-Planck filter (FPF) which targets the true filtering density, i.e. is asymptotically unbiased, and hence recovers a consistent approximation of the optimal filter as its expectation. Next, we present the deterministic approximation of the mean-field EnKF in density form using Fokker-Planck evolution of the density (DMFEnKF). Finally, in order to examine the value of the non-Gaussian component retained in the MFEnKF distribution for nonlinear non-Gaussian models, we present two approximate filters which impose Gaussianity on the updated (MFEnKF-G1) and forecast (MFEnKF-G2) densities.
Full FPF.
In this section the full Fokker-Planck filter is described, which is a consistent approximation of the true filtering distribution. First, the deterministic evolution of the density is approximated using a discrete approximation, e.g. finite differences or similar, and then the update Eq. (2.5) is approximated using a quadrature rule, such as the trapezoidal rule or similar. In general the algorithm is given by the following Full FPF • (1) Approximate the density at time j over space using some accurate and economical spatial discretization. • (2) Evolve forward the Fokker-Planck equation for this density using an accurate time-stepper, obtaining an estimate of the forecast distribution at time j + 1. • (3) Approximate the updated distribution using some integration rule to normalize the prior-weighted likelihood, and return to step (2).
Deterministic mean-field EnKF.
In this section the approximation of MFEnKF from Sec. 3.1 is derived in density form, so that the algorithm may utilize the Fokker-Planck forecast density as in the full Fokker-Planck algorithm of the previous section. The resulting algorithm is called the deterministic MFEnKF (DMFEnKF).
First, consider a random variable z = x + U ξ where x ∈ R d and ξ ∈ R m are random variables and U ∈ R d×m is a matrix consisting of orthonormal columns. Let U ⊥ denote and orthonormal basis for the nullspace of U , so that R = [U, U ⊥ ] is a rotation on R d . Now, letz = Rz andx = Rx, so thatz =x + [ξ , 0] , where 0 denotes a d − m dimensional row vector. Denote the densities of ξ, x, z,x, andz by ρ ξ , ρ x , ρ z , ρx, and ρz, and notice that ρx(·) = ρ x (R ·) and ρ z (·) = ρz(R·). Now, observe that a simple change of variables with unit Jacobian yields
The update formula v j−1 → v j of subsection 3.1 culminates in the addition of two independent random variables v j = (I − K j H) v j + K jỹj , whereỹ j ∼ N (y j , Γ). Define (for each j) the singular value decomposition of the Kalman gain (2.9) K j = U j Σ j V j where Σ j ∈ R m×m is diagonal and positive definite, and U j ∈ R d×m and V j ∈ R m×m have orthonormal columns. Defining z = v j , x = (I − K j H) v j , ξ = Σ j V jỹ j , and U = U j , this is exactly the setting of the previous paragraph. The density of v j is therefore defined as in (4.3). From its definition, the density of ξ is given bỹ
while the density of x arises by a simple change of variables formula. Finally, define C G j by its action on a density p as follows
This follows precisely from above, observing that U ξ = R [ξ , 0] and changing variables of (4.3) again. The MFEnKF is therefore given in density form by π j = C G j K π j−1 , or its discrete approximation. In general the DMFEnKF algorithm is given by the following Note that in order to evaluate ρ x (u i ) in Eq. (4.6) for a point u i on the grid, it is necessary to find the value p((I −K j H) −1 u i ). Indeed the transformation is contractive on the subspace U U R d since |U (I − K j H)| ≤ 1, so (I − K j H) −1 u i will sometimes lie outside the original numerical domain used for simulation 5 . In this case one must have p((I − K j H) −1 u i ) ≈ 0, and the value is simply set to zero. Of course, if the approximation is going smoothly then the density is approximately zero there, but care must be taken. Aside from requiring the value of the original density off the grid, the density also needs to be over-resolved in general so that when it is contracted, and the mesh is effectively coarsened, the resolution is still reasonably good.
4.2.3.
Mean-field EnKF, with Gaussian approximation. It will be instructive when executing the numerical experiments in Sec. 6 to also compare the filters above and the EnKF with filters which actually make an explicit Gaussian approximation. We therefore consider two cases. In the first case, we proceed as in the full FPF, but after the update we retain only the best Gaussian approximation, i.e. the Gaussian having mean and covariance given by the full update. In the second case, we approximate the forecast distribution by a Gaussian, and use the update from Sec. MFEnKF-G2 • (1),(2) Same as in Algorithm Full FPF. • (3) Approximate the mean and covariance of the forecast distribution using an integration rule, and approximate the forecast density by a Gaussian with this mean and covariance. • (4) Update this Gaussian with observations using the closed form Kalman update formula for the mean and covariance. • (5) Construct the updated Gaussian density using the mean and covariance from step (4) and return to step (2).
Theoretical results.
In this section the densities delivered by the algorithms in the previous section are theoretically probed. It is proven that if the nonlinearity/non-Gaussianity is "small enough", then the sampling error dominates and the Fokker-Planck algorithms all asymptotically outperform the standard EnKF for a given cost, up to a critical dimension. In particular, in this regime the MFEnKF is superior to EnKF for small enough dimension. However, for a significant nonlinearity/non-Gaussianity the sampling error is obscured by the non-Gaussian error and the EnKF may then perform comparably to the MFEnKF even with a small sample size.
It will be convenient to introduce a distance measure between densities, inspired by the one defined on p. 6 of [50] , to make statements about convergence of the filters. Let µ : R d → R denote a random measure, such as 1 N N n=1 δ x (i) , and define the following norm
is the bounded Lipschitz norm. The following notation is used f dµ = R d f (u)µ(du) = R d f (u)π(u)du, when µ has a density π. In this case, we define π := µ . Now define the metric d(·, ·) between two random measures with densities π and p as follows:
This metric is relevant for probability densities as it measures, in a mean-square sense, the distance between observables, i.e. expectations with respect to the given random measures. For example, one may be interested in the mean-square error (MSE) of the mean, or the variance, or some other quantity of interest. Here the densities will be the filtering density or approximations to it and the randomness of the densities will come from the vector of past random observations upon which the filtering density depends, as well as the random samples giving rise to the ensemble empirical measure in the case of EnKF. This section is concluded with a comment on the distance measure above. Notice that {|f | ∞ ≤ 1} ⊃ {|f | L ≤ 1}, so the analogous distance measure over the former set of functions, denoted by d ∞ (·, ·) 6 , dominates the one used here. Notice that the metric d ∞ is equivalent to total variation when the given measures are not random. This space of test functions is ubiquitous in probability theory, as it is dual to the space of finite measures.
EnKF converges to MFEnKF.
As mentioned before, for clarity of exposition, time integration is assumed to be exact. The true filtering density at the j th observation time (i.e. t j = jh) is denoted ρ tj , the MFEnKF density at the j th observation time is denoted π tj , the density approximating π tj with the DMFEnKF filter is denoted π N tj , and the standard EnKF distribution is denotedπ N tj . The subsubscript notation is introduced for clarity because the increment h will vary. Also, the kernel K h will replace (2.1) to denote the dependence on the increment h. For the linear case, Theorem 1 of [43] shows that for each ensemble member v
is an i.i.d. draw of the limiting measure π tj , obtained using the same realizations of randomness as v N,(n) j , and dependence of the latter on ensemble size N is made explicit. This result for p = 2 implies the convergence d(π N tj , π tj ) → 0, by the triangle inequality, a fact stated explicitly for the unbounded f (u) = u and f (u) = uu in Corollary 1 of that paper. For the special case of (2.3), Proposition 4.4 of [39] shows that in fact (E|v N,(n) j − V N,(n) j | p ) 1/p = O(N −1/2 ), and Theorem 5.2 of that paper uses this to show that for all f Lipschitz with polynomial growth at infinity, and for all p,
which implies d(π N tj , π tj ) = O(N −1/2 ), since the latter is weaker, considering only p = 2 and bounded f . Assume the following. Interpolation completes the set of p. Finally, assume ρ 0 = π 0 has finite moments of all orders p ≥ 2. The following theorem establishes the convergence of EnKFπ N tj to MFEnKF π tj .
Theorem 5.2. Given Assumptions 5.1, the following convergence result holds
Proof.
Notice that Assumptions 5.1 (i) and (ii) are sufficient to establish a priori L p estimates for the signal process, and the mean-field EnKF for all p ≥ 1, given the same for ρ 0 . One simply replaces Assumption A in Section 2.2 of [39] and follows exactly the same steps in that section. The proof of [39] Theorem 5.2 then goes through exactly the same under the above assumptions for this broader class of models. To see the relation to the error metric (5.1) notice that for bounded Lipschitz φ, one has |φ| L < ∞. The collection of normalized φ/|φ| L comprises the test functions used in (5.1). Theorem 5.2 of [39] establishes the rate of L p convergence for not only p = 2 as in the metric (5.1), and this class of test functions, but indeed for all p ≥ 2, and a more general class of test functions φ, which need not be bounded and can have polynomial growth at infinity, as in equation (5.2).
We will furthermore assume the availability of a deterministic FP method as described in the previous section, involving a numerical discretization of the Fokker-Planck equation and a numerical quadrature rule for d = 1 with minimal order of κ between the two. Let N denotes the number of degrees of freedom used in the approximation (evenly divided over the dimensions as in a tensor product meshgrid for the FP methods). The following theorem establishes the convergence of DMFEnKF π N tj to MFEnKF π tj . Before stating the theorem two more assumptions will be necessary.
Assumption 5.3 (DMFEnKF Assumptions).
(i) The solutions π tj , and π N tj are continuous with respect to the spatial variable; (ii) There exists ε > 0 such that ε ≤ σ(C j ), σ(C N j ) ≤ ε −1 for all j, where σ(A) denotes the singular values of A.
(iii) The solution of π t has the property that π t < Ce −|x| for all t. Furthermore, the domain for both MFEnKF and DMFEnKF are truncated at some Ω = {|x| ≤ R}, where R is fixed, resulting in a fixed bias (which will be ignored henceforth). Similarly the domain of integration of (4.6) becomes HΩ ⊂ R m ; (iv) There exists some α > 0 such that
4)
where g is given by Eq. (2.4) andĝ tj is given by (4.5), respectively. Remark 5.4. The following remarks are in order in connection to the Assumptions above.
(a) The forward model is assumed to be uniformly elliptic, hence with smooth solution. The update is a convolution with a Gaussian, which is again a smoothing operation. So property (i) is quite natural for the forward model. It would be unusual to find a suitable numerical method for such parabolic equation without property (i). (b) Notice that the bounds of (ii) are guaranteed for non-trivial (not deterministic) model (2.1) for the mean-field process (see also proof of Theorem 5.2), as only the forward model can lead to zero covariance. In particular, the uniformly elliptic assumption (b > 0) ensures non-zero covariance. Such bounds can be imposed for the finite-ensemble process with an N -dependence to ensure they remain below the statistical error. This implies the existence of a δ > 0 such that |K (N ) H| = |((C (N ) j
To see this, it suffices to observe that for A = A > 0 and B = B ≥ 0, which will impact the rate for the DMFEnKF filter with the same log factor. Technical difficulties will therefore be avoided with the fixed bias, noting that the results hold only up to this bias level. (d) Assumption (iv) commonly appears in theoretical results for particle filters [50, 4, 38, 17] . Such condition is typically necessary to prove convergence of filtering algorithms due to the nonlinearity of the update. For observed y, Assumption (iii) implies (iv). (e) Note the DMFEnKF method is not random, so d ∞ becomes total variation distance here, for observed y. Theorem 5.5. The following convergence result holds
Proof. The proof is by induction and holds trivially for t 0 = 0. Assume it holds at step t j−1 , so d ∞ π N tj−1 , π tj−1 = O(N −κ/d ). Let K N denote the propagation through the deterministic FP approximation with N spatial degrees of freedom. The triangle inequality provides
where the first term is controlled by the assumed property of the kernel K N and the second term is controlled by the induction hypothesis and the standard property of Markov kernels (see for example Lemma 4.9 of [38] ). Denoteπ N tj := (K N ) π N tj−1 and π tj := K π tj−1 , so we have d ∞ π N tj ,π tj N −κ/d . Now, the update is a bit more technical. One must first note the continuity of K as a function of C. This may be found for example in Proposition 3.1 of [39] 
tj (u)du (assuming WLOG E (N ) u i = 0 for all i for notational simplicity alone) for all i, k = 1, . . . , d, one has
Therefore,
Now it will be shown that
This can be decomposed into a sum of three terms, which will be handled individually.
First term:
The last line follows from the fact that det (5.7) , and the fact that if |I − A| = ε, then for all eigenvalues λ k of A, one has
Second term:
where the first bound follows from Assumption 5.3(ii) (see also the Remark 5.4b) and the second follows from the continuity and bounded domain Assumptions 5.3(i) and (iii). Notice that
Therefore, the required bound follows from the bound on |K tj − K N tj | (5.7), noting again Assumption 5.3(ii).
Third term: this is simply a change of variables, so
Now considerg tj andĝ tj defined in (4.4) and (4.5), and letg N tj andĝ N tj denote the DMFEnKF versions with N degrees of freedom. For simplicity of notation we will drop the t j . First consider the case in which K (N ) = Σ (N ) is already diagonal and let Γ = I. So, by continuity of f (x) = e −x 2 ,
where the last line follows from the boundedness of Σ (N ) , following from Assumption 5.3(ii) (see also the Remark 5.4b).
The extension to non-diagonal K (N ) follows from two arguments. First, one has
by continuity of the determinant, hence the characteristic function ρ(λ, A) = det(λI − A), as a function of the matrix A. Define B (N ) = Σ (N ) V (N ) . Now, similarly to above, we will need to bound |A (Γ) − A (N ) ) ] , and hence |B N − B|. Now notice that (5.11) and
Define a (N ) = ξ − B (N ) y. Then, using continuity of e −x , one must bound 
for some C. Hence |v − v | = O(ε). This proves |V − V N | = O(N −κ/d ), following from (5.10) and (5.11) . Now observe Observe the decomposition
For the second term, Assumption 5.3(iii) provides
16) so (5.8) controls the second term. The first term is decomposed as follows:
Assumption (5.3)(iii) and the pointwise bound (5.14) finally allow one to conclude that
The induction is now complete so d ∞ π N tj , π tj = d ∞ (C G,N p N , C G p) = O N −κ/d , by (5.15), (5.16) and (5.17) .
It is worthwhile to note that similar analysis using the full likelihood g results in the same asymptotic estimate for the deterministic approximation of the full filtering distribution, the full FP filter. As a consequence, the full FP filter will asymptotically outperform the Monte Carlo particle filter, which has O(N −1/2 ) rate of convergence to the actual filtering distribution, for d < 2κ in the case of this most naive discretization.
Main theoretical result.
Recall the definitions of the EnKF densityπ N tj , the DMFEnKF density π N tj , and the posterior ρ tj . It is clear that the error of the approximating density decomposes into (i) finite resolution error, arising in the form of either statistical error from the ensemble approximation, or discretization error for the FP filters, and (ii) bias error, arising from the linear/Gaussian assumptions underpinning the method: 
Now denote p G = Gp and p N G = p − p G . Notice that the remainder is not positive and p N G = 0.
Here an additional assumption is made of sufficient smoothness and decay of π tj and ρ tj so that 
Let p be a probability density and assume that
almost surely for all |f | ∞ ≤ 1. Then for all |f | ∞ ≤ 1
To see the step between (5.26) and (5.27) notice first that by assumption (5.4) |αg tj | ∞ ≤ 1 and inf(g tj ) ≥ α. Also, since p G is a positive probability density, the denominator of the bracketed expression is bounded below by α 2 , and by assumption := sup |f |∞≤1 | f p N G du|α −2 ≤ chα −2 < 1/6. Between (5.27) and (5.28) we have used that g tj p G / g tj p G is a probability measure and |f | ∞ ≤ 1, as well as the fact that /(1 − ) < 2 for 0 < < 1/2. By a similar argument,
Evaluating the same two inequalities with the signs swapped then gives
Given assumption (5.23) , and under the a priori assumption that π N G tj = O(h) and ρ N G tj = O(h), we have
where d ∞ denotes the metric (5.1) except with the supremum taken over {|f | ∞ ≤ 1}. The same reasoning shows that ρ N G tj+1 = O(h) and π N G tj+1 = O(h), using the second assumption of (5.4) for the latter, hence justifying the a priori assumption above (5.32) by induction. The first term of (5.24) is bounded by (5.33) 
For the second term of (5.24) it is well-known (see [50] , and also Lemma 4.9 of [38] ) that 
Noting that π 0 = ρ 0 , and combining the above with Eqs. (5.5) and (5.18) gives, for some C(j) > 0
Note that the bound given above grows exponentially with the number of observation times. Under the assumption of a Dobrushin ergodic coefficient [18] , i.e. the dynamics of K h "mix sufficiently well", it may be possible to obtain a uniform bound on the constant, as has been done for standard particle filters in [17, 50] . Also note the assumption (5.25) may require small h because the required constant may grow with each step. This would limit the results to small total time t j = jh, which would not be very valuable. There are two things to note here. The first is that the error decays after a certain number of steps due merely to decorrelation, assuming some sufficient regularity of the forward kernel, merely due to ergodicity. See [45] for some general conditions for ergodicity of models given by SDE (even with degenerate noise) and [17, 50] for the derivation of time-uniform estimates for particle filters under such ergodicity assumption. The infinite-time horizon is not considered here. The second is that the error which is retained over multiple time-steps is related to non-Gaussianity (5.32) . This may be small for two reasons, in addition to shortness of assimilation window h: (i) tightness of the density due to accurate observations, following from Laplace approximation arguments [36] , and (ii) approximate linearity of the forward model. These aspects do not appear in the continuity assumption of (5.23), and indeed they are hidden in the constants of (5.25) and (5.32) . In fact, on a single assimilation window, a shorter time interval h allows a more accurate linearization in time, and a more accurate observation tightens the distribution along a given subspace and allows a more accurate linearization in space. It is of interest to rigorously incorporate these subtleties into the theory and to extend the current results to long time-horizons. This is the subject of ongoing work. Nonetheless, it will be shown numerically in the following section that the results indeed extend to long times. Note if there is a decoupled and strongly nonlinear direction of the dynamics that is left completely unobserved then the small bias result is expected to hold only for small time.
It is also worth mentioning that, although the measures are all random in the observation sequence Y tj , this randomness does not appear explicitly in the proofs (it would in principle appear in (5.33) , but its presence is innocuous and does not spoil the estimates). The only randomness which appears in the proofs is the randomness of the ensemble in the EnKF distributionπ N tj . The results therefore hold uniformly with respect to the observation sequence, and one may consider the expectation only with respect to the ensemble. 6 . Numerical examples. This section will be divided into the following subsections. In Section 6.1, the particular numerical set-up is described. Results for a linear example follow in Section 6.2, and results for a nonlinear example are presented in Section 6.3. and require V → ∞ as u → ±∞. In the absence of observations, we know that
in distribution for any initial condition u. In particular, we will consider the linear case F (u) = −au, corresponding to a single-well potential, in Section 6.2, and the nonlinear case F (u) = au(1 − u 2 )/(1 + u 2 ), corresponding to a double-well potential, in Section 6.3, for a > 0. This model is ubiquitous in the sciences, notably in molecular dynamics where it represents the motion of a particle with negligible mass trapped in an energy potential V with thermal fluctuations represented by the Brownian motion [52] .
A second-order finite difference discretization is employed with exact semigroup integration in time, and trapezoidal quadrature rule. Further details and discussion of the particulars of the numerical discretization and error metric used in this section are included in the supplementary materials. The outer framework of filter convergence is the objective of the present work. The point is that this holds for any convergent numerical discretization at the inner level, and the order of approximation error is preserved.
All examples here have d = 1 and κ = 2. In this regime, Thoerem 5.6 indicates that DMFEnKF will converge faster than EnKF, up to the O(h) Gaussian bias. The numerical results will verify this. The potential V is quadratic in this case so the unconditioned process has uni-modal (Gaussian) invariant distribution. In particular, in the absence of observations u(t) → N (0, 1) for any initial condition u 0 . See Fig. 5.1 for the error of the deterministic MFEnKF-G2 Fokker-Planck filter (same in this case as G1) and the EnKF with respect to the mean and covariance of the true Kalman filter solution over several different values of N . Note the error of EnKF is O(1/ √ N ) while the DMFEnKF has error O(N −κ ) as proven in Sec. 5. In fact, the error of the latter reaches numerical precision for N = 200 degrees of freedom, which is unreasonably good. This may be attributed to the fact that the numerical method preserves the invariant distribution of the hidden process, and the observation increment is of the same order as the relaxation time of the hidden process. Notice EnKF with N = 4 × 10 5 still performs worse than MFEnKF with N = 40.
6.3. Nonlinear example. The Langevin diffusion process is considered here, in which F (u) = au(1 − u 2 )/(1 + u 2 ) in Eq. (4.1) with a = 10. The dynamical noise level is b = 1/2 and the observational noise variance is γ 2 = 1. The invariant distribution of the unconditioned state is again known, as described in the introduction to the section. Since V has a double-well shape in this case, the invariant distribution is bimodal and paths of Equation (4.1) transition from one well to the other with a certain temporal probability. There is no analytical solution for the transient state, as there was in Section 6.2, and hence the transition kernel cannot be expressed in closed form.
Upon Euler-Marayuma discretization of time-step dt, we have
where ∆ k ∼ N (0, 1) are i.i.d. The discrete process {u k } does not have the same invariant distribution as u(t) unless this is enforced with an accept-reject step [9] . for a long time interval on the left, and a close-up interval on the right. In the case that the observation increment h = ndt for n > 1, we solve (6.2) for n steps, and this approximates a draw from the kernel appearing in (2.1). Notice that this is a nonlinear and non-Gaussian state-space model, and we are now in the generalized framework.
A systematic series of numerical experiments is now performed with dt = 10 −4 and h = ndt where n = 5, 20, 100, and 1000. The solution from algorithm full FPF with N = 1000 is taken as the benchmark against which to evaluate the other methods, and we look at the relative RMSE over the time window t ∈ [0, 1000] with respect to the truth, and with respect to the mean and variance. The time window averaged over includes hundreds of transitions between wells, and so the results sufficiently incorporate transition behavior. The error of the full FPF with N = 200 may be taken as the lower-bound error level of the benchmark.
The results are graphically presented in Figs. 6.3, 6.4, and 6.5. The term "truth" in what follows refers to the signal realization u which gave rise to the data, i.e. the realization u which, together with the realization η, gave rise to the observed sequence y with y j = Hu j + η j . The following points summarize the plots:
• In the case of n = 5 time-steps per observation, MFEnKF fails with N = 200 degrees of freedom and requires N = 1000 for convergence due to error in computation of the convolution 7 . This is presumably because of the reduced relative resolution for the more narrow distribution in this case. For the other Fokker-Planck based algorithms the distribution is imperceptibly close for N = 200 and N = 1000 -this is a common criterion for determining convergence of numerical discretization. • Only in the strongly nonlinear and non-Gaussian case, for n = 1000, is there a notable difference between the methods in relative RMSE with respect to the truth. This is due presumably to the fact that in the other cases the RMSE between the truth and the mean of the filtering distribution is larger than the error between the mean and any of the approximate estimators. In this case, we observe the following from the close-up panel:
-The mean of the full FPF gives the minimum RMSE.
-The second place goes to MFEnKF-G1, which imposes Gaussianity only after the update. It is notable that in this strongly nonlinear and non-Gaussian case the RMSE is actually smaller if one performs the full nonlinear update and then imposes Gaussianity, rather than performing the linear update but retaining non-Gaussianity as in the MFEnKF. -The RMSE of MFEnKF-G2, which imposes Gaussianity of the forecast, is by far the greatest. The update to the mean and covariance here is the same as with the MFEnKF, but the resulting distribution does not retain any non-Gaussianity. It is therefore natural to expect worse performance. -The RMSE of EnKF is approximately equal to MFEnKF. One may therefore conclude that the linear error term is dominating. The RMSE of EnKF with a 200 member ensemble is close to but slightly greater than that with a 1000 member ensemble, and the latter is closer to MFEnKF as expected. • For smaller numbers of time steps between observations, and hence a closer to linear and Gaussian kernel, the improvement of the MFEnK filters over the traditional EnKF with respect to mean and variance increases until for n = 5 the RMSE of EnKF is almost an order of magnitude greater than that of the MFEnK filters. • The statistics of the various MFEnK filters also converge to each other as n decreases., indicating convergence to Gaussianity. • The statistics of the Full FPF with 200 degrees of freedom indicates an accuracy level of the benchmark results, and this level also coincides with the MFEnK filters for n = 5. • The RMSE with respect to both mean and variance of MFEnKF-G1 is noticeably smaller than the other estimators for n = 1000. • For n = 5 the RMSE of EnKF with N = 200 is approximately twice that of EnKF with N = 1000. This difference decreases as non-Gaussian error begins to play a role, until for n = 1000 there is very little difference. • With respect to tracking well-transitions in the strongly non-Gaussian regime (h = 1000dt = 0.1), it is worth emphasizing the observation that it is preferable to preserve the non-linearity of the update and impose Gaussianity, than to preserve some amount of non-Gaussianity and perform a linear update as in MFEnKF (see the symbols associated to MFEnKF-G1). Of course imposing Gaussianity before the update results in a linear update anyway and performs the worst (see the × symbols associated to MFEnKF-G2). This can be related to the idea of implicit filtering [16, 59] and fixed-lag smoothing, and can build upon the observations related to tracking transitions from [42] .
In the latter work, it was observed that a standard particle filter may fail to track due to lack of spread. This property is not shared by the deterministic approximation. In this regime the ranking of the methods in terms of signal tracking and in terms of approximation of the filtering distribution exactly coincide.
7. Conclusion. A deterministic approach to mean-field ensemble Kalman filtering is considered for discrete-time observations of continuous stochastic processes. This approach is based on deterministic approximation of the density by numerical solution of the Fokker-Planck equation, and intermittent updates to the density based on quadrature rules. The scheme has a better rate of convergence in terms of degrees of freedom than corresponding Monte Carlo based methods for d < 2κ, where κ is the minimal order of the PDE solve and quadrature rule for d = 1. In particular, the proposed DMFEnKF scheme converges faster to its linearly-biased limiting distribution than traditional EnKF methods, and the corresponding full filtering scheme converges faster to the true distribution than particle filtering methods. These results can be used to develop more effective filters. The use of more sophisticated discretization schemes should enable the extension of these methods to a much higher dimension d. Furthermore, it is well-known that very high-dimensional models may exhibit nonlinearity/instability/non-Gaussianity only on low-dimensional manifolds, so it is conceivable that deterministic solution techniques such as those developed here can be used on such manifold and combined with less expensive approximations on the complement. Hence it may be possible to extend such methods to real-world applications in the foreseeable future. Acknowledgements The authors thank Jan Mandel for invaluable feedback in the initial revision, as well as the two referees whose careful and thorough review and suggestions have enormously improved the manuscript. Research reported in this publication was supported by the King Abdullah University of Science and Technology (KAUST). R. Tempone is a member of the KAUST SRI Center for Uncertainty Quantification. K.J.H.Law is a member of the Computer Science and Mathematics Division at Oak Ridge National Laboratory and was supported in part by KAUST SRI-UQ and in part by an ORNL LDRD Strategic Hire grant.
