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The microwave cavity perturbation method is often used to determine material parameters (electric permittivity and
magnetic permeability) at high frequencies and it relies on measurement of the resonator parameters. We present a
method to determine the Q-factor and resonance frequency of microwave resonators which is conceptually simple
but provides a sensitivity for these parameters which overcomes those of existing methods by an order of magnitude.
The microwave resonator is placed in a feedback resonator setup, where the output of an amplifier is connected to
its own input with the resonator as a band pass filter. After reaching steady-state oscillation, the feedback circuit is
disrupted by a fast microwave switch and the transient signal, which emanates from the resonator, is detected using
down-conversion. The Fourier transform of the resulting time-dependent signal yields directly the resonance profile of
the resonator. Albeit the method is highly accurate, this comes with a conceptual simplicity, ease of implementation and
lower circuit cost. We compare existing methods for this type of measurement to explain the sensitivity of the present
technique and we also make a prediction for the ultimate accuracy for the resonatorQ and f0 determination.
I. INTRODUCTION
Cavity perturbation measurements1,2 are widely used to
determine the electric and magnetic properties of materials
at microwave frequencies. This yields the technologically
important parameters including conductivity, dielectric per-
mittvity, and magnetic permeability3. The cavity perturbation
technique has the clear advantage of having a higher electric
or magnetic field at the sample than a non-resonant measure-
ment, which leads to enhanced sensitivity for the material pa-
rameters. This is even more important when only small sam-
ple amounts are available. In addition, resonators allow to
measure samples in a purely electric or magnetic field, which
allows to distinguish between the effects of different physical
parameters. A disadvantage of the method is that results at a
fixed frequency are obtained.
Precise measurement of microwave resonator properties is
also important for diverse branches of sciences and applica-
tions. Besides microwave impedance measurements2,4,5, mi-
crowave resonators are used in particle accelerators6, electron
spin resonance spectroscopy and imaging7,8. Microwave res-
onators are used as filters and as essential components of mi-
crowave sources9, radar applications10, and heating. A single-
mode microwave resonator sustains a standing wave pattern at
its eigen-frequency, f0. The bandwith of the resonator,∆f , is
characterized by its quality factor Q, which is the ratio of the
resonance frequency and the bandwidth expressed as FWHM.
The resonance curve of a single-mode microwave resonator is
a Lorentzian, as the time-domain transient of a resonator is an
exponential function.
Most methods measure the properties of a resonator in the
frequency domain11,12. A straightforward method is sweep-
ing the frequency of a source while measuring the power re-
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flected from (the S11 parameter) or transmitted through the
resonator (the S21 parameter). The power is detected with a
detector and the obtained Lorentzian is fitted using a computer
and the fitting parameters yield the eigen-frequency and the
quality factor of the resonator13. This method was improved
with the use of vector-network analyzers14 which yield the
reflected signal phase in addition to its magnitude. The fre-
quency swept methods have low accuracy forQ and f0 (Refs.
11, 12, and 15) which could be improved with the use of a
synthesized source with improved frequency accuracy13. A
clear drawback of the latter method is its low speed (due to
the relatively long settling time of frequency synthesis) and
that most of the measurement time is spent on measuring the
vicinity of the resonance. A good example, when high speed
Q and f0 determination is desired (down to 1 µs), is the study
of light-induced photocurrent decay in semiconductors16.
Improvedmethods to measure resonator parameters use au-
tomatic frequency control (AFC) to match the source fre-
quency to the resonator eigen-frequency4,17. This frequency
is measured using a frequency counter andQ values are avail-
able through the measurement of the higher harmonic com-
ponents of the AFC feedback signal. Although AFC methods
provide improved signal-to-noise ratio, they are rather com-
plex and expensive to build, difficult to operate, and are prone
to errors related to parasitic reflections.
An approach, which combines oscillator stability, reduces
measurement time, and the required instrumentation is kept
at a moderate level, is that operating in the time domain18–21.
Rather than sweeping the frequency of a source, a resonator is
probed with a pulsed carrier signal, whose frequency is close
to the resonator eigen-frequency. The frequency of the tran-
sient response of the resonator matches f0 (Ref. 22) while the
time constant of the decay is related to Q as: τ = Q/2πf0.
The downconverted transient signal is Fourier transformed to
yield the resonator parameters. Generally speaking, measure-
ments in the time domain have two advantages: improved ac-
curacy (or Connes advantage23) as the measurement is traced
2back to a stable frequency and simultaneous measurement
(also known as Fellgett or multiplex advantage24) of the whole
resonator response.
We demonstrated previously that this scheme can be suc-
cessfully implemented to determine f0 and Q (Ref. 25)
with similar accuracy than the conventional frequency domain
based methods. In this respect, the time-domain measurement
of the resonator parameters mimics the advance of Fourier
transform NMR and IR spectroscopy which allowed for a sig-
nificant revolution of these methods26. We note that optical
cavity ring-down spectroscopy was pioneered by Hodges and
co-workers27–30 and is a well-developed analogue to the time-
domain methods in microwave spectroscopy.
However, the time-domain method also requires a priori
knowledge of the resonator resonance frequency otherwise the
transient signal can be small which can affect its sensitivity for
the Q and f0 parameters. We present an improvement of the
time domain based resonator method that yields even better
sensitivity for the resonator parameters. It is relatively simple
to implement and it can be conceptually adapted to any ra-
diofrequency range. Rather than exciting the resonator from
an external source, the resonator itself is the frequency fil-
tering element of a feedback oscillator, it thus tunes itself to
resonance. During continuous wave operation, the resonator
sustains a large electromagnetic energy, which is emitted upon
suddenly switching off the feedback circuit. The emitted ra-
diation is downconverted with a stabilized oscillator and is
detected with quadrature demodulation and a Fourier trans-
formation yields the resonance curve whose parameters are
readily determined. The method allows the measurement of
material parameters with an unprecedented accuracy, which is
explained by a detailed consideration of the different sources
of noise. We also make a prediction for the ultimate sensitivity
of the Q and f0 measurement.
II. MEASUREMENT SETUP AND ITS PROPERTIES
Our setup for the accurate measurement of Q and f0 is
shown in Fig. 1. This circuit implements a so-called feedback
oscillator (FBO). FBO is a general type of stabilized oscilla-
tors which is widely used in various applications including the
design of ultra-low noise oscillators incorporating dielectric31
or YIG resonators32. The noise characteristics of FBO’s are
known to be well described by the Leeson’s equation33 that
considers thermal noise related phase fluctuations.
The feedback loop consists of the transmission type res-
onator under test, a low-noise amplifier, a phase shifter, a PIN
diode switch, and a 10 dB directional coupler (Narda 4015 C-
10). We employ a cylindrical copper TE011 microwave cavity
resonator with f0 ≈ 9.4GHz and an unloaded Q0 ≈ 10, 000.
This resonator can be used to measure microwave properties
of materials with the cavity perturbation technique. The res-
onator is connected to WR90 waveguide-coax adapters with
two coupling irises as the circuit consists of coaxial parts. The
resonator is undercoupled for both the input and output with S
parameters of S11 = S22 = 3 dB which results in a transmis-
sion loss S21 = 6 dB. These coupling parameters represent
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FIG. 1. Schematics of the experimental setup for the accurate mea-
surement of resonator Q and f0, which is part of a feedback res-
onator. A low noise amplifier (LNA) and a phase shifter is indi-
cated. A PIN diode stops the operation of the oscillator and the re-
sulting transient signal is forwarded with a coupler toward the IQ
mixer. The local oscillator is a PLL stabilized synthesized source.
All microwave cables are coaxial SMA except for the two WR90
waveguide-coax adapters which are indicated and a DC block before
the R input of the mixer.
a compromise between the transmission loss and the sensi-
tivity of the Q measurement to material parameters1,2 as we
describe in the Supplementary Material.
The LNA is custom made (Janilab Inc.) with NF=1.4 dB,
Gain=15 dB and 1 dB compression point, P1dB=10 dBm. Mi-
crowaves are switched with a reflection type fast PIN diode
with a less than 5 ns 10-90% rise-fall transient time (Advanced
Technical Materials, S1517D). The PIN diode is driven by an
arbitrary waveform generator (HP33120A) with varying pulse
length and frequency. The transient signal of the feedback
loop is measured through a directional coupler whose output
is connected to either a power detector (HP8472A) or to the
RF port of an IQ mixer (Marki IQ0618LXP) for downconver-
sion. We took care to operate the mixer in its linear domain,
i.e. to avoid its saturation due to high power input. It is im-
portant to electrically isolate the mixer from the rest of the
circuit: to this end, we employ two facing WR90 waveguide-
coaxial adapters, which are separated by a Mylar foil and are
connected with plastic screws. This DC blocking element is
placed before the R input of the mixer. In addition, a mi-
crowave isolator before the resonator is required to dissipate
the power reflected from the switched off PIN diode.
The local oscillator is a PLL stabilized synthesized fre-
quency source (Agilent HP83751B, 2-20 GHz or Kuhne Elec-
tronic MKU LO 8-13 PLL), which provide the LO power of
10 dBm. A high-frequency and high-end oscilloscope with an
3OCXO stabilized clock (bandwidth 1 GHz, Rohde & Schwarz
RTO1014) is required to measure the fast (∼ 100 ns) tran-
sients and it is capable of averaging several transients with a
high repetition rate (typically 100 kHz) with essentially zero
dead time, i.e. without the loss of triggers. The switch on
mechanism of the FBO is somewhat involved as it depends
on the loop gain, phase etc. It is discussed in the Supplemen-
tary Material. In turn, the switch off transient signal solely
depends on the resonator ringdown, therefore we focus on it
in the following.
The conditions for the feedback oscillator operation are that
i) the LNA gain overcomes the losses in the circuit (includ-
ing the transmission loss in the resonator) and ii) the phase of
the returning microwave signal matches that in the resonator.
These are also commonly known as the Barkhausen’s crite-
ria. The stable FBO operation occurs due to the LNA sat-
uration (also known as gain compression) as it reduces the
net LNA gain and the stable operation occurs when the com-
pressed LNA gain equals exactly the losses. Upon compres-
sion, third harmonic production occurs on the LNA output,
however some of the elements (e.g. the waveguide to coax
adapters) in our circuit effectively suppress it.
The phase matching condition is enabled by the mechani-
cal phase shifter (Arra AR4329) and a high stability FBO re-
quires an automatic control of the phase match34. The trans-
mission cavity also acts as a phase shifter and the magnitude
of phase shift depends on the frequency difference between
the FBO frequency and the cavity eigen-frequency. Therefore
the FBO operates even when the phase matching is imperfect,
however at the cost of detuning the FBO frequency from the
resonator eigen-frequency, which results in a less stable op-
eration and a lower sustained power in the circuit. The latter
effects are the result of an increased resonator transmission
loss when the FBO frequency does not match the resonator
eigen-frequency. Then, the LNA compression decreases (and
the gain increases) in order to compensate for the larger trans-
mission loss, which results in a decreased net power in the
circuit. The influence of the phase mismatch on the FBO per-
formance is important for the later considerations.
When the net amplification in the loop is greater than 0 dB,
the small amount of microwave radiation in the loop is am-
plified and the transmission through the resonator filters the
frequency. As the power in the loop reaches saturation of the
amplifier, the net amplification decreases until it reaches 0 dB
and a stationary state is reached.
When a properly set up feedback loop is switched on, the
loop may be in one of three distinct states. 1) Noise injec-
tion; this mode of operation starts from the thermal noise of
the LNA output, that is filtered by the resonator and is am-
plified in each consecutive amplifying rounds. The LNA out-
put has a power spectrum of -174 dBm/Hz+Gain+NF≈ −157
dBm/Hz. This operation occurs when no LO is present and
the FBO output is monitored with a power detector. The FBO
startup is inherently random due to the random nature of the
noise power on the resonator frequency that is demonstrated
in the Supplementary Material. 2) Self-injection; if not suf-
ficiently long time elapses after the PIN diode switch-off be-
fore the next switch-on, the residual power emitted from the
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FIG. 2. Single shot and averaged cavity transients when the feedback
oscillator is either in the LO injection locked mode or self-injected
from the previous cycle. Note that for self-injection, the FBO tran-
sients average to zero, as phases in each transient are uncorrelated
with respect to the local oscillator. However in the LO injection
locked mode, the phase between the FBO and the local oscillator
is constant.
resonator injects it again. The emitted power decays as e−t/τ ,
where τ = Q/ω0 (e.g. τ = 160 ns for Q = 10, 000 and
f0 = 10GHz) and that this mode of operation is realized if
the switch-off time is not longer than 2 − 3µs in our case. 3)
LO injection; we cannot fully eliminate the radiation leakage
from the LO towards the circuit whose power can be larger
than the residual power during the circuit switch-off. This
leads to an LO injected operation of the FBO, i.e. the FBO
starts operating in phase with the LO after the next switch-on.
This occurs when the switch-off time is longer than the above
mentioned 2− 3µs thus the self-injection is no longer active.
We chose a 10 µs delay between the pulses, in order to oper-
ate the FBO in this mode for the reasons detailed below. We
estimate that the LO leakage cannot be reduced below about
50-90 dB in our experimental conditions.
The effects of the LO injection and the self-injection modes
on the FBO transients is demonstrated in Fig. 2. We chose an
IF of 50 MHz, for both type of operations, which leads to the
oscillatory nature of the transient. We found that the phase
of the downconverted consecutive FBO transients is changing
for the self-injection operation. This is the result of the FBO
phase being arbitrary as compared to the LO. As a result, the
FBO transients average to zero. However for the LO injec-
tion mode, the consecutive pulses have the same phase after
downconversion with respect to the LO. In fact, the LO in-
jection mode is advantageous for the intended operation as it
4enables signal averaging, thus it allows to reduce the signal
noise. We found that an IF of 20 − 50MHz is a good choice
as it lies above the ”knee-point”, where the output noise of the
mixer is minimal. The oscilloscope and mixer IF bandwidths
prevent the use of a much larger IF frequency.
We note at this point that the use of FBO differs conceptu-
ally from our previous time domain method in Ref. 25: the
present method acts as if two independent frequency sources
were present with adjustable frequencies that allows the use of
a high IF. In the previous work, the same LO was used to ir-
radiate and downconvert the transient signal. This means that
either the transient signal is large and the IF is low (when the
LO is near the resonator f0), which gives rise to a noisy signal.
Another choice is a small transient signal and a large IF (when
the LO is offset from the resonator f0 by about 10−100MHz).
Clearly, a compromise is to be met for both cases, which could
in principle be avoided with the use of two independent (but
preferably phase locked) LO sources.
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FIG. 3. FFT power spectra of the FBO for continuous wave op-
eration (upper panel) and for the transients (lower panel) while the
return phase of the FBO is varied. Curves with the same color
correspond to the same return phase. Note that while the cw fre-
quency changes considerably, the transient frequency remains con-
stant, while its power changes. Note that the cw FBO signal is reso-
lution limited and that the large width of the transient spectra is due
to the quality factor of the microwave resonator. The scale for the
transient corresponds to the temporary power and its time average
would be inevitably smaller.
We studied the output of the FBO in continuous wave (cw)
and transient operation. For the earlier, the FBO is freely run-
ning and the downconverted signal is digitized with the os-
cilloscope and Fourier transformed. The power spectrum of
the Fourier transform is equivalent to a heterodyne spectrum
analysis of the FBO output that was verified with a HP8566B
spectrum analyzer. The result is shown in the upper panel of
Fig. 3; the oscillator output is limited by the digitization (or
FT) resolution and the maximum output power of the FBO is
about 10 dBm which matches well with the 1 dB compres-
sion point of the LNA (P1dB=10 dBm). To study the FBO
transients, we operated the circuit in the LO injection mode.
The transient signal is triggered with the PIN diode switch off
signal.
We mentioned that the frequency of the FBO depends sen-
sitively on the return phase in the circuit when it is operated in
a continuous wave (cw) operation. This is demonstrated in the
upper panel of Fig. 3: we employ a resonator with a FWHM
of ∼ 1MHz and the FBO frequency can be detuned with re-
spect to the resonator eigen-frequency by as much as 2 MHz
by altering the return phase. This results in a reduced power
in the FBO and in a somewhat increased phase noise of the os-
cillator. This problem can be overcome by an electronic servo
control of the return phase, which results in a highly stable
FBO operation as described in Ref. 34. However, this sensi-
tivity of the frequency on the return phase prevents any mean-
ingful measurements of the resonator eigen-frequencywhen it
is used as part of a (cw) FBO.
Our approach to study the FBO transients solves this prob-
lem: when the FBO is switched off as described above, the en-
ergy accumulated in the resonator is emitted on the resonator
eigen-frequency25. This is clearly demonstrated in the lower
panel of Fig. 3: the signal emitted during transients remains
at the same frequency even for a significant return phase mis-
match, which strongly detunes the FBO frequency in the cw
operation. The constant carrier frequency of the transient can
thus be identified as the resonator eigen-frequency.
Besides being immune to detuning effects due to the return
phase mismatch, the transient mode operation has additional
advantages concerning the measurement noise: the FBO noise
depends strongly on the amplifier noise figure, which is of-
ten inferior in the presence of a large compression, an effect
that is described by Leeson’s equation33. However, the LNA
does not affect the FBO transient signal, therefore it can be
regarded as a perfect oscillator output besides the transient
nature of the signal.
III. THE ERROR OF THE RESONATOR MEASUREMENTS
In the following, we discuss the practical use of the FBO
transients for the measurement of Q and f0 and also evaluate
the measurement performance. We believe that the resonator
measurement methods can be classified into 4 main groups as
shown in Table I: i) frequency swept methods11,12,15, ii) auto-
matic frequency control (AFC) based methods4,17,37, iii) PLL
stabilized frequency stepped methods13, and iv) time domain
methods18–21,25 such as the present work.
In frequency swept methods (i) the reproducibility and ac-
curacy of the frequency is inherently low. We can estimate the
error of such measurements (presented in the Supplementary
Material) from the frequency inaccuracy which is provided by
the sweeper oscillator manufacturers. The AFC based meth-
5Method
frequency
accuracy
IF detection method Refs.
Frequency sweep low ∼ 10 kHz
power detector 11, 12, and 15
mixer (VNA) 35 and 36
AFC based medium ∼ 10 kHz power detector 4, 17, and 37
Stepped frequency sweep high < 100 Hz power detector 13
Time domain high
< 1MHz
20− 50 MHz
power detector
mixer
18, 20, and 21
present work
TABLE I. The methods used for the measurement of resonatorQ and f0 and their most important characteristics including frequency accuracy,
intermediate frequency value, and detection method.
ods (ii) keep the frequency of an oscillator on the resonator f0,
which allows a direct frequency counting of f0 butQ is acces-
sible only indirectly and after calibrating measurements4,17,37.
Although frequency accuracy of the AFC is better than that of
the frequency swept methods, its stability is still inferior com-
pared to the PLL performance. Most reports using methods
i-ii employ power detectors that are known to have a larger
noise and lower dynamic range than mixers7,10. The use of
vector network analyzers (i.e. phase sensitive mixing) lead to
improved accuracy of frequency swept methods35,36. The PLL
based stepped frequencymethod13 represents an improvement
in frequency stability, however the relatively long PLL stabi-
lization time (typically 10ms/point) limits the attainable ac-
curacy.
Another important factor is the magnitude of the intermedi-
ate frequency. Detectors and mixers have a non-constant noise
behavior which is often approximated by a 1/f characteristics
(also known as flicker noise), where f is the frequency differ-
ence between the carrier and the studied sideband frequency.
The 1/f behavior is followed by a constant noise value (or
thermal noise floor) above the so-called ”knee-point”. As a
result, either detectors or mixers are best operated at the high-
est possible intermediate frequency. The bandwidth of power
detectors is usually limited to a few MHz but our mixers have
a 500 MHz IF bandwidth and it allows to choose an appro-
priately high IF. The time domain methods, that we are aware
of18,20,21, employed power detectors, which limited the mea-
surement for rapid resonator transients. The present time do-
main method combines the frequency accuracy of a PLL sys-
tem with the low noise of mixers for a high value of the IF.
We previously set novel benchmarks which enabled to
compare different methods of the resonator Q and f0
measurement25 even for resonators with orders of magnitude
Q variation. We found that the error of theQ and f0 measure-
ment can be defined as:
δ (Q) :=
σ (Q)
Q
; δ (f0) :=
σ (f0)
∆f
, (1)
where Q and ∆f are the mean values of Q and the res-
onator bandwidth ∆f , respectively. When comparing differ-
ent measurement methods, a normalization with the measure-
ment time is also important and we present data which is nor-
malized to 1 seconds.
Method Q t [s] δ (Q) δ (f0)
Ref. 13 108 − 109 10 6× 10−4 6× 10−4
Ref. 17 2.5× 104 3 10−3 10−3
Our previous method 104 − 105 1 10−3 10−3
Present method 104 1 6× 10−5 6× 10−5
TABLE II. Comparison of the error of the different Q and f0 mea-
surement methods for various Q values. The measurement duration,
t is also given in seconds.
We present a comparison for these error definitions in Ta-
ble II for various methods. It is clear from the table that
these are useful error definitions as these provide a Q inde-
pendent measure and we also note that δ (Q) ≈ δ (f0) for all
methods. This latter property can be proven considering that
Q = f0/∆f and employing conventional error propagation
as follows:
δ (Q) =
σ (Q)
Q
=
σ (f0)
f0
+
σ (∆f)
∆f
. (2)
Here, the first term can be neglected as f0 ≫ σ (f0) and we
show in the Supplementary Material that σ (∆f) ≈ σ (f0).
We measure the signal with a 100 kHz repetition time with
essentially no dead-time, which allows to accumulate it sev-
eral times before read out. We varied the measurement time
between 100 ms and 1 sec, the acquired signals are read-out,
Fourier transformed and Lorentzian fits to the data yield Q
and f0. By measurement time, we mean the total time spent
on acquiring the signal, transferring it to computer and analyz-
ing the data until the relevant resonator parameters are stored.
The effective time spent on measuring the signal is about only
5-10% of the measurement time. Standard deviations, σ (Q)
and σ (f0), of the relevant data are determined from the con-
ventional definitions and the result for the present method is
also given in Table II.
Table II shows that all methods, including our previous
transient work25, provide a δ (Q) ≈ δ (f0) ≈ 10−3. In con-
trast, when normalized to a 1 second measurement time, the
present FBO transient based method yields an order of magni-
tude improvement of δ (Q) = δ (f0) ≈ 6× 10−5. We believe
that the significant improvement presented by our method is
due to the use of time domain, a stable LO, and the optimal
use of averaging.
6We performedMonte Carlo simulations (details are given in
the Supplementary Material) in order to explain the improved
error and also to understand the limits of the resonator pa-
rameter measurements. We generated transient signals which
mimic the behavior of the measurements with added signal
noise, and frequency or phase noise of the LO. We assumed
a Gaussian signal noise with a given standard deviation, σs,
superimposed on the decaying transient. Concerning the LO
frequency and phase noise, we also assumed that these param-
eters have a Gaussian distribution around a mean value, which
may be oversimplifying given that oscillator noise has usually
more complicated characteristics33,38,39. We found that the LO
frequency and phase noise affects differently the error of the
f0 andQ, which is not supported by the experimental observa-
tion. However, the added signal noise results in the same mag-
nitude for the two types of errors, which is consistent with the
observed data, we therefore conclude that the error originates
from a signal noise of the detected voltage.
The Monte Carlo simulation indicates that the observed er-
rors of Q and f0 are obtained when the initial peak-to-peak
value of the transient is ∼ 104 larger than σs, which is re-
ferred to as signal-to-noise ratio (SNR) in the following. A
careful inspection of our raw data confirms that we do observe
a signal with this SNR. As a next step, we identified that the
oscilloscope digital noise is the origin of this: our oscilloscope
has a digit noise of∼ 1 : 500 as compared to the full span (for
signals above 50mVpp which is the case herein). Given that
the span cannot be optimal for an arbitrary signal, we estimate
a ∼ 1 : 200 digital noise as compared to the transient signal
peak-to-peak value. For a digital averaging with about 1,000-
10,000 scans, this is reduced to ∼ 1 : 104, which matches
well the experimentally observed signal-to-noise ratio. We
note that we cannot average for more than the above values
during a 1 second measurement time given that the transients
are measured for about 10 − 50µs and the majority of the
time is spent with the data transfer, signal analysis and data
storage. If we considered the shorter effective measurement
time, we would artificially obtain and even smaller error of
the resonator parameter determination.
Our setup has three shortcomings which could be improved
in the future: i) the large, 1 GHz bandwidth, which cannot
be arbitrarily set for the oscilloscope, ii) the presence of the
digital noise, and iii) that a general purpose oscilloscope has
is noisier input than a low-noise amplifier even for small sig-
nal inputs. The oscilloscope has an RMS noise of 100µV
for small signals, which corresponds to a noise figure (NF) of
11 dB. A high resolution digitizer card with ample oversam-
pling for bandwidth reduction and control, combined with a
low noise IF amplifier, could improve the measurement. The
optimal equivalent noise bandwidth (ENBW), which directly
affects the SNR, can be obtained from considering that the ac-
quisition frequency is dictated either by the working IF or the
resonator bandwidth,∆f .
Assume that the dominant factor is ∆f , then a sampling
frequency of about 10 ×∆f is needed for at least a 100 data
points, which takes t = 10/∆f . This yields that during a 1
second averaging,∆f/10 scans can be acquired, which leads
to an ENBW=100 Hz, which is independent of ∆f . We be-
lieve that a more realistic value is ENBW=1 kHz due to the
time used for data transfer, fitting, etc. This consideration
breaks down for cases when the resonator bandwidth is low
(below about 10 kHz) and a large IF (above 1 MHz) is to be
used due to the mixer ”knee-point”.
As a result, under ideal circumstances (true thermal noise,
optimized ENBW, a nearly ideal IF amplifier with NF ∼
1 dB), the noise could be as low as 30 nV (i.e. the thermal
floor of -174 dBm/Hz+31 dB, of which 30 dB due to the 1
kHz ENBW). We envisage a transient signal with a 0 dBm
starting amplitude measured with typical mixer with conver-
sion loss of 10 dB. This results in a−10 dBmor 200mVpp sig-
nal, which together with the 30 nV noise would give δ (Q) =
δ (f0) ≈ 10−7 that would represent 3 orders of magnitude
improvement compared to our present result.
We make two additional remarks related to the above noise
considerations. First, the Schottky formula for the current
shot-noise yields that its voltage noise contribution would be
equal to that of the thermal (or Nyquist) noise at a -10 dBm
input signal level. Second, we believe that the above mini-
mum error of the Q and f0 measurement may not be reached,
as at very low signal noise levels other noise sources (e.g. the
LO frequency or phase noise) would dominate it. The mag-
nitude of the latter contributions is however yet impossible to
estimate.
We would like to emphasize that above we considered
stochastic noise sources only (also known as Type A Elemen-
tal Uncertainty40). This means that our method overperforms
alternatives when the noise is dominated by such sources and
other factors, e.g. the repeatability of the measurements, de-
termination of coupling factors, etc. do not play a significant
role. Typical situations for this are when tiny relative varia-
tions in e.g. the sample absorption as a function of temper-
ature or magnetic field is studied which does not involve re-
moving and replacing the sample.
Under such circumstances, an improved accuracy in the
measurement of Q and f0 directly translates to a larger sensi-
tivity to material parameters, electric permittivity or magnetic
permeability for the same setup, geometry of volume filling
factor as we discuss it in the Supplementary Material. This in
turn enables measurement on systems which involve a smaller
change in these parameters, or on much smaller amounts of
materials for the same resonator system. This may eventually
lead to study problems which have been so far inaccessible by
the conventional methods.
IV. SUMMARY
In summary, we presented a feedback oscillator based mea-
surement of resonator quality factor and resonance frequency.
Knowledge of these parameters is crucial when material prop-
erties are studied using radiofrequency or microwave res-
onators. The method is based on the detection of resonator
transients clocked with a PLL stabilized LO and it yields
highly stable and reproducible results for Q and f0. The
method yields about an order of magnitude more accurate Q
and f0 values than alternative methods. We critically compare
7the different measurement methods, which allows us to iden-
tify the reasons behind the enhanced accuracy, the limitations
of the method, and the origins of the noise. We predict that
the Q and f0 measurement could be further improved and we
identified the necessary requirements.
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8Appendix A: The noise injected operation of the FBO
As mentioned in the main text, the FBO can be also oper-
ated in the so-called noise injected mode. To achieve this, the
mixer and the local oscillator is replaced with a power detec-
tor. Then, the FBO operation start from the amplified thermal
noise on the LNA output. Given the random nature of the
thermal noise, it is expected that the FBO starts in a random
fashion.
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FIG. 4. Individual switch on and off traces for the noise injected
FBO operation. Note that the switch on transients do not lay on one
another, but the switch off traces are identical. The state of the PIN
diode is indicated.
This is indeed the case, as we show in Fig. 4.: individual
switch on traces appear in a random manner. In contrast, the
switch off transients are always identical. Note that the switch
on transient is not an exponential. The shape of this function is
determined by a combination of two factors, the time constant
of the cavity and the gradual saturation of the amplifier in the
feedback circuit. As this function is much more difficult to
interpret than the one at the switch off transient, the latter is
used in the analysis.
Also note that the start of the switch on transients are un-
certain. As stated before, if no other radiation is present in the
loop the thermal noise (-174 dBm/Hz) is amplified. Since in
this state the amplifier is not saturated, the net amplification
may be greater than 0 dB for several frequencies and phases
of microwave radiation. This causes these modes to ’race’ and
after the saturation of the amplifier only one of these modes
remains. This can be visualized when one the modes has a
shorter time constant than the dominant mode. The race of
these modes is determined by the random nature of the ther-
mal noise at the switch on signal.
Appendix B: The optimal S parameters for a transmission
cavity
The voltage of the transient signal for a transmission mi-
crowave cavity reads7,25:
V (t) =
2
√
β1β2
1 + β1 + β2
√
P0Z0 e
−(1+β1+β2)
ω0t
2Q0 (B1)
where β1,2 are the input and output coupling coefficients, re-
spectively. The loaded quality factor,Q, reads for this case:
Q =
Q0
1 + β1 + β2
(B2)
The amount of transmitted versus the incoming power is de-
noted with T . It is also known as the S12 parameter and its
magnitude reads:
T =
4β1β2
(1 + β1 + β2)
2 (B3)
It is clear that increased coupling leads to a reduced Q fac-
tor, which leads to a shorter transient and that the transmit-
ted power is a nontrivial function of the β’s. Given the tran-
sient nature of the studied signal, one needs to optimize for
the transmitted energy during a single transient.
The condition for the maximum transmitted energy during
the transient is obtained from the Fourier transform of Eq.
(B1) and its integral over the whole frequency range as fol-
lows:
∫ +∞
−∞
|V˜ (ω) |2dω =
∫ +∞
−∞
1
2π
TP0Z0(
ω0
2Q
)2
+ ω2
dω (B4)
=
TP0Z0 ·Q
ω0
(B5)
The result shows that the maximum transmitted energy per
pulse occurs when Q · T is maximal. A similar calculation
shows that when one optimizes the experiment for the max-
imum transmitted microwave voltage signal, the area under
Re V˜ (ω) needs to be maximized, which occurs for the maxi-
mum of Q · √T .
Measured quantity β1,2 Transmission Q
Power 1 4/9 (3.5 dB) Q0/3
Voltage 1/2 1/4 (6 dB) Q0/2
TABLE III. The optimum coupling coefficients for maximizing the
transmitted power or microwave voltage. The calculated transmis-
sion factor and quality factor values are also given.
9The conditions for the coupling coefficients for a maximal
Q · T or Q · √T is readily obtained from Eqs. (B2) and (B3)
and the result is summarized in Table III. We give in the main
text that we use the β1 = β2 = 1/2 condition as it optimizes
for the maximal microwave voltage, which is studied using a
mixer.
Appendix C: Origin of the error of the resonator
frequency and quality factor measurement in frequency
swept experiments
We defined previously the following quantities to charac-
terize the goodness of f0 andQ factor measurements as:
δ (Q) :=
σ (Q)
Q
, δ (f0) :=
σ (f0)
∆f
, (C1)
where Q and ∆f are the mean values of Q and the resonator
bandwidth ∆f , respectively. The Q = f0/∆f definition and
standard error propagation formula yields:
δ (Q) =
σ (Q)
Q
=
σ (f0)
f0
+
σ (∆f)
∆f
. (C2)
Here, the first term can be neglected as f0 ≫ σ (f0). In what
follows, we prove that σ (∆f) ≈ σ (f0).
We consider the frequency swept methods11,12 as being the
most common to determine these quantities. After measuring
a resonator response, a Lorentzian curve:
Lorf0,∆f,A (f) =
A∆f
2π
1
(f − f0)2 +
(
∆f
2
)2 . (C3)
This function has an integrated area of A, a FWHM of ∆f ,
and is centered at f0. We assume that the cavity response (or
non-dB S parameters) is represented as (yi, xi) data points,
where xi denote the frequency. It is common to fit the
Lorentzian to the data with the least-squares methods, which
find the minimum of
χ2 =
∑
i
[yi − Lorf0,∆f,A (xi)]2 . (C4)
The standard result for the minimum of χ2 = σ2 · (n−m),
where n is the number of the data points andm is the number
of the fitted parameters. The standard deviation for a fitted
parameter a (it is either of f0,∆f , or A) reads:
σ2(a) = σ2 ·
∑
i
(
dLorf0,∆f,A (xi)
da
)
−2
. (C5)
The latter sum can be well approximated with the improper
integrals of the corresponding derivatives of the Lorentzian to
±∞ as:
∑
i
(
dLorf0,∆f,A (xi)
df0
)2
≈ 1
∆x
2A2
π∆f3
(C6)
∑
i
(
dLorf0,∆f,A (xi)
d∆f
)2
≈ 1
∆x
A2
2π∆f3
(C7)
where∆x is the interval length (supposedly uniform) between
two consecutive frequency points. The approximation is good
when the summation goes for a region larger than ∆f , which
is always satisfied in practice. The above equations show that
the error of f0 is always a factor two smaller than that of ∆f ,
which is essentially the result of the Q factor definition. It is
recognized that the quantity f0 is related to 1/2Q rather than
1/Q.
Eq. (C7) allows to quantitatively estimate the error of the
respective parameters:
δ (f0) =
σ (f0)
∆f
=
√
π
2
σ
A
√
∆f∆x (C8)
δ (Q) ≈ σ (∆f)
∆f
=
√
2π
σ
A
√
∆f∆x (C9)
where we substituted the respective expectation values into
Eq. (C7). This result is remarkable: as we show it allows to
estimate the expected error of Q and f0 in a parameter free
way for a frequency swept experiment.
We recognize that the last term in the above equations
can be rewritten as
√
∆f∆x = ∆f/
√
N , where N is the
number of measurement points per the resonance width. We
believe that in a typical frequency swept experiment, one
chooses a reasonable sweep width of about 10 times larger
than ∆f and a typical choice of N is always the same, about
N = 100 . . .1000. We can therefore perform a Monte Carlo
simulation of the Q and f0 determination on a Lorentzian as
follows: the experimental data is simulated by assuming that
the resonator response forms a Lorentzian curve with magni-
tudeA, a fixed width of∆f and whose f0 is a random variable
at each xi data point (we denote it as frequency noise) and that
it also contains an added signal noise, which is also a random
variable. The data points generated this way are fitted with the
least squares method. We consider the effects of the two types
of noises separately.
The effect of the amplitude noise is a straightforward con-
sideration: the amplitude (or height) of the Lorentzian scales
with A/∆f , and the error of the parameters in Eq. (C9)
scales with its inverse. It means that the amplitude noise,
which induces a δ (f0) ≈ 10−3, can be determined in units
of the amplitude of the Lorentzian and we obtain that a sig-
nal noise whose standard deviation is about 3 · 10−3 of the
lorentzian amplitude leads to the observed error of f0 and Q.
This amount of signal noise is reasonable in our opinion for
the most measurement techniques11,12.
The other potential source of the noise is the inaccuracy of
the frequency during a frequency sweep (the frequency noise).
While the noise inaccuracy is most probably a time varying
deviation (not a scattering) from the ideal linearly swept fre-
quency, we model it with a random variable. We find that
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this case, the effect of A cancels from the problem and the
magnitude of the frequency noise can be expressed in terms
of the Lorentzian width, This means that the obtained error
of f0 and Q remains constant if the standard deviation of the
frequency noise per the lorentzian FWHM remains constant.
Namely, the 10−3 error of f0 can be reproduced if we assume
that the standard deviation of the frequency noise is 2% of the
FWHM. We find in the manual of the HP/Agilent 8360 series
of sweepers (which is a widely used and representative mi-
crowave sweeper oscillator) that for ”Sweep widths> n× 10
MHz: Lesser of 1% of sweep width or n× 1 MHz + 0.1% of
sweep width”. We conclude that these value agree well with
the frequency inaccuracy which we deduced from the Monte
Carlo simulations.
We note that the two types of noises, signal and frequency
noise, are uncorrelated and can be simultaneously present,
when their variance (square of standard deviations) are ad-
ditive. However, we believe that typically one can reduce the
signal noise to a low level and eventually the frequency noise
dominates the observed error of the resonator parameters.
Appendix D: Details of the Monta Carlo simulations
We attempted to explain the observed noise in f0 and Q
using a Monte Carlo method. We modeled the experimental
situation as an exponential decay of a sinusoidal signal and
used the same method to calculate the resonator parameters as
from a transient provided by a measurement. The model of
the transient:
VI(t) = A · e
−2pi·t·f0
Q · cos (2π · f · t+ φ) (D1)
VQ(t) = A · e
−2pi·t·f0
Q · cos (2π · f0 · t+ π/2 + φ) (D2)
The following possible noise sources were modeled:
• the instability of Q observed between transients
• the instability of f0 observed between transients
• the rapid frequency noise affecting φ
• voltage noise at the mixer output
We found the Q and f0 noises to give rise to very different
measurement noises for the two measured parameters, while
we found δ (Q) and δ (f0) to be in the same order of mag-
nitude. We found that a frequency noise of about 10 kHz
implemented in φ gives rise to similar parameter noises as
found in the measurements. However the frequency stabil-
ity of the sources are higher than this value, so this is not the
greatest source of measurement noise. The voltage noise pre-
dicted comparable parameter noises to their measured values,
so we concluded that the measurement is dominated by volt-
age noise.
Appendix E: Sensitivity of the resonator perturbation
technique for the material parameters
The improvement of the signal to noise ratio regarding
the cavity parameters (eigen-frequency and quality factor) di-
rectly yields an improved precision of the determinedmaterial
properties with the use of the use of cavity perturbation meth-
ods. Herein, we consider the electric permittivity but this can
be straightforwardly applied for the magnetic permeability3.
The selection between the two types of measurables can be
controlled whether the sample is placed in the node of the mi-
crowave magnetic field (electric field only) or the node of the
microwave electric field (magnetic field only)3,7, which can
be conveniently achieved in e.g. a rectangular TE10n type
cavity7.
We previously established the proper measures of the error
in the Q and f0 measurements as:
δ(f0) =
σ(f0)
∆f
(E1)
δ(Q) =
σ(Q)
Q
(E2)
where ∆f is the FWHM of the cavity resonance and the σ(.)
denote the standard deviation of the respective quantity in the
measurement. The merit of these error definitions is that these
do not change with the Q factor.
The sensitivity of the cavity parameters for the material
properties is an important factor determining the effective-
ness of the whole measurement system. Herein, we present
a figure of merit for material properties measured using a mi-
crowave resonator. The dielectric properties of a material can
be obtained from the change in the eigen-frequency and qual-
ity factor of the resonator as3:
ǫ′r − 1 = A
Vs
Vc
fe − fs
fs
(E3)
ǫ′′r = A
Vs
Vc
(
1
2Qs
− 1
2Qe
)
(E4)
where ǫr = ǫ
′
r + i · ǫ′′r is the complex dielectric constant of the
studied material, fe and Qe are the eigen-frequency and qual-
ity factor measured without the sample (also known as empty
or unloaded values) and fs and Qs values are those measured
with sample. Vs and Vc denote the sample and cavity volumes.
The constant A is related to the measurement configuration
and working mode of the cavity, the shape and location of the
sample in the cavity. A good approximation for A reads:
A =
∫
E∗e ·Es dV∫ |Ee|2dV , (E5)
where Ee and Es denote the electric field in the microwave
cavity in the absence and presence of the sample, respectively.
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In case the presence of the sample little perturbs the cavity,
fs ≈ fe
ǫ′r − 1 ≈
fe − fs
fe
VsA
Vc
(E6)
The sample volume when expressed with the mass,ms
Vs =
ms
ρs
(E7)
wherems and ρs are the the mass and density of the sample.
A constant, which expresses the sensitivity of the mea-
surement geometry,K can be defined, which reflects the fre-
quency shift weighted by sample mass, density and dielectric
constant, as follows:
K =
feA
Vc
=
(fe − fs) ρs
(ǫr − 1)ms (E8)
As mentioned earlier, the error of the frequency measure-
ment, δ(f0), is a value which is more or less the same for
different microwave resonators, and is mainly determined by
the approach chosen to measure f0 and Q. It allows to give
another factor that ultimately defines the setup sensitivity in-
cluding the sensitivity of the geometry to the sample and the
precision of the measurement for the resonator parameters:
K
δ(f0)
=
∆f
σ(f0)
(fe − fs)
(ǫ′r − 1)
ρs
ms
(E9)
This gives an indication about the amount of the sample re-
quired for a given sensitivity in the material parameters. Ei-
ther an increase in K or a decrease in δ(f0) improves the sig-
nal to noise ratio of the measurement or it allows to reduce the
required sample amount in the study.
Appendix F: Analogy between the Gabor uncertainty and
the error in the Q and f0 measurement
We would like to point out a compelling analogy between
the error benchmark defined in Ref. 25 and the so-called Ga-
bor uncertainty41–47. The latter states that for a a signal with a
given time, σt, and frequency uncertainty, σω it holds:
σt × σω ≥ 1/2. (F1)
The equality in Eq. (F1) holds only when the signal is a
Gaussian in both time and frequency domain. We recog-
nize that in the definition of δ (f0), the σ (f0) numerator
can be identified as σω/2π and the bandwidth denominator,
∆f can be rewritten as uncertainty of the time measurement:
∆f = 1/2πτ = 1/2πσt. Therefore we formally obtain:
δ(f0) = σt × σω ≥ 1. (F2)
Formally, our result of δf0 < 10
−4 appears to violate the
Gabor uncertainty. This is however artificial as the Gabor un-
certainty expresses the expected standard deviation of ω not
the error with which it can be measured. We envisage a source
with a perfect, noiseless oscillation at f0. If it is measured in
a 1 sec long Gaussian window, and the time domain signal is
Fourier transformed, the result is a Gaussian with 1/2π Hz
bandwidth. However, the position of the Gaussian can be de-
termined with a much larger accuracy than 1 Hz, the Gabor
uncertainty expresses only that the center lies within this do-
main with a probability of 1. Another aspect is that the Gabor
uncertainty is mainly valid for propagating (information car-
rying) signals, which is not the case herein.
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