Let {W (t), t ≥ 0} be a standard Brownian motion. If I is a bounded interval on which W has no zero, an almost sure lower bound to inf{|W (t)|, t ∈ I} can be provided, when I is taken from a given countable family of intervals covering the positive half-line.
Main Result
Let {W (t), t ≥ 0} be a standard Brownian motion. Let I be some bounded interval of R + . Suppose W (t) = 0, for all t ∈ I. What can be said about the size of inf{|W (t)|, t ∈ I}? This one only depends on the location of I and of the size of I. The object of this note is to prove more precisely the following result. 
Local infima of Brownian motion
In this section, we collect some properties of the infimum of W over bounded intervals. Precise estimates of the probability will be necessary. Notice preliminary, since −W and W have same law that
so that it is enough to consider the case M ≥ 0. Put
The lemma below is certainly well-known, although we could not find a reference. We included a proof for the sake of completeness.
Lemma 2 Let 0 < a < b < ∞. Then for any c > 0 and any real M
Proof. By symmetry of the law of W it suffices to consider the case M ≥ 0. By the intermediate values Theorem,
Therefore
as claimed.
Remark 3 It follows from Lemma 2 that
yielding a discontinuity at 0. Take for instance a = 1, b = 1 + µ 2 ; the integral above is
We will also show Lemma 4 There exists an absolute constant C, such that for every real M , and 0 < a < b < ∞,
.
In particular
Proof. By (2.6)
Recall that the Mills' ratio R(x) = e
One can recover as a special case that (see [2] p.248)
or, equivalently P W (t) has no zero in (a, b) = (2/π) arcsin a/b. It is possible to also give an exact expression of the probability P inf a≤t≤b |W (t) − M | = 0 , although for M = 0 this one is relatively more complicated. This is indicated in the Lemma below.
Lemma 5 Let 0 < a ≤ b < ∞. We have
In particular P inf a≤t≤b |W (t)| = 0 = 1 − 2 π arctan a/(b − a). And for every positive real c
. We have
As ∂ ∂s Ψ(|w|s) = |w|Ψ
where g denotes a Gaussian standard random variable. But for any real a
Hence ∂ ∂s
If M = 0, this takes a much simplified form
Consequently,
If M = 0, this is simplified into
As concerning the second formula, it suffices to write
Notice that
, and so
We deduce the bound obtained in Lemma 2.2
In what follows we shall be interested in finding estimates of the delicate random variable β
Proposition 6 Let b > a > 0, and η > 0. Then,
Further, for any real α, 0 ≤ α < 1
The result gives a control which is uniform in b−a. We have β Proof. Write β = β [a,b] . By using the second formula in Lemma 5
which implies
Besides, with the variable change u = v
We have
It follows that
Apply this with X = β. Then E β −α · χ{β > 0} will be finite once we prove that the series ∞ n=0 2 α(n+1) P 0 < β ≤ 1 2 n is convergent. By using (2.13) with η = 2 −n , we get
And we conclude that
Proof of Theorem
Recall that I N = [T N , T N +1 ]. It is now easy. As
we deduce from Borel-Cantelli Lemma that P inf t∈IN |W (t)| ≥ η N or W (t) = 0 for some t ∈ I N , N ultimately = 1.
