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Re´sume´. Cette the`se se place dans le cadre d’une ge´ne´ralisation CAT(0) des espaces
riemanniens syme´triques a` courbure ne´gative. En particulier, nos espaces ne seront pas
ne´cessairement localement compacts.
Un espace CAT(0) syme´trique est un espace CAT(0) complet, sans branchement
ge´ode´sique et posse´dant une involution isome´trique en chaque point fixant uniquement
ce point. Avec l’hypothe`se supple´mentaire de compacite´ locale, on retrouve les espaces
riemanniens syme´triques a` courbure ne´gative classe´s par E. Cartan.
Nous nous inte´ressons a` une famille particulie`re des espaces CAT(0) syme´triques
qui posse`dent la proprie´te´ remarquable d’eˆtre de dimension infinie et de rang fini. C’est
une famille d’espaces (Xp)p2N⇤ ou`
Xp = O(p,1)/ (O(p)⇥O(1)) .
Nous montrons que ces espaces sont des espaces CAT(0) syme´triques de dimension
te´lescopique p. Ce qui implique, par exemple, que tout groupe moyennable agissant
continuˆment par isome´tries sur Xp, fixe un point au bord ou laisse invariant un sous-
espace isome´trique a` un espace euclidien.
Inspire´s par le the´ore`me de superrigidite´ de G. Margulis, nous montrons l’existence
d’applications de Furstenberg, ce qui constitue la premie`re e´tape dans un programme
de superrigidite´ pour ces espaces syme´triques de dimension infinie mais de rang fini.
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Introduction
Espaces CAT(0) riemanniens syme´triques
Les espaces syme´triques (au sens classique du terme) sont des varie´te´s riemanniennes
connexes telles qu’en chaque point, il existe une isome´trie fixant ce point et dont la di↵e´-
rentielle en ce point est   Id. Ces varie´te´s ont une structure me´trique riche car elles sont
comple`tes et homoge`nes. Elie Cartan a e´tudie´ ces varie´te´s dans les anne´es 1925-1930 et a
montre´ le lien fondamental qui existe entre ces espaces et les groupes de Lie semi-simples.
Ceux-ci interviennent comme groupes d’isome´tries des espaces syme´triques.
Les espaces syme´triques qui nous serviront d’exemples fondamentaux seront les es-
paces syme´triques de type non-compact, c’est-a`-dire sans facteur euclidien et a` courbure
sectionnelle ne´gative. Le the´ore`me de Cartan-Hadamard montre que ces espaces ve´ri-
fient l’ine´galite´ de Bruhat-Tits. C’est-a`-dire, si (X, d) est un espace syme´trique de type
non-compact et x, y, z 2 X alors pour m point milieu entre y et z on a
d(x,m)2  1/2  d(x, y)2 + d(x, z)2   1/4 d(y, z)2.
Pour e´tudier les groupes de Lie semi-simples sans facteur compact et a` centre trivial,
E. Cartan montre que l’on peut construire un espace syme´trique de type non-compact
associe´ et alors, a` partir de proprie´te´s ge´ome´triques, on peut montrer des re´sultats alge´-
briques. Ainsi, si G est un groupe de Lie semi-simple sans facteur compact et a` centre
trivial alors les sous-groupes compacts maximaux de G sont conjugue´s deux a` deux. En
e↵et, les sous-groupes compacts maximaux de G correspondent aux stabilisateurs des
points de l’espace syme´trique X associe´ a` G. La transitivite´ de l’action G y X donne
alors la conjugaison.
Dans [Ale57], A. D. Alexandrov introduit une notion de courbure pour des espaces
me´triques qui ne sont pas ne´cessairement des varie´te´s riemanniennes. En 1987, M. Gro-
mov introduit la de´nomination d’espace me´trique CAT() pour  2 R, en l’honneur de
E. Cartan, A. D. Alexandrov et V. A. Topogonov. Cette notion ge´ne´ralise le fait d’eˆtre a`
courbure plus petite que . Les espaces CAT(0), ceux de courbure plus petite que celle
du plan euclidien, seront notre cadre d’e´tude.
Un premier but de cette the`se est de proposer une de´finition d’espace CAT(0) syme´-
trique.
De´finition (3.1). Un espace CAT(0) est syme´trique s’il est sans branchement ge´ode´-
sique et si en tout point, il existe une isome´trie involutive fixant uniquement ce point.
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Nous montrons alors que sous l’hypothe`se supple´mentaire de compacite´ locale, on
retrouve les espaces syme´triques de type non-compact.
The´ore`me (8.4). Soit X un espace syme´trique CAT(0) propre alors
X ' E ⇥ Y
ou` E est un espace euclidien et Y un espace riemannien syme´trique de type non-compact.
Les espaces E et Y sont peut-eˆtre re´duits a` un point.
Ce sera donc en dimension infinie, c’est-a`-dire dans le cadre non localement com-
pact, qu’il y aura de nouvelles proprie´te´s a` explorer. Une quantite´ importante attache´e
a` un espace CAT(0) est son rang, qui par de´finition est la plus grande dimension d’un
sous-espace isome´trique a` un espace euclidien. Sans l’hypothe`se de compacite´ locale, ce
rang a encore moins de raison d’eˆtre fini. Pour les espaces CAT(0) qui ne sont pas ho-
moge`nes, la finitude du rang n’est pas la bonne notion pour conserver des proprie´te´s
inte´ressantes. La notion de dimension te´lescopique finie introduite par P.-E. Caprace et
A. Lytchak dans [CL10a] semble eˆtre la bonne notion. En particulier, comme dans le
cas localement compact, les groupes moyennables agissant continuˆment sur un espace
CAT(0) de dimension te´lescopique finie laissent invariant un sous-espace euclidien de
dimension finie ou fixent un point a` l’infini (voir le the´ore`me 7.8). Cette conclusion n’est
de´ja` plus vraie pour une isome´trie d’un espace de Hilbert (voir l’exemple 24.15).
On pourra penser a` des varie´te´s riemanniennes de dimension infinie (voir [Eel66]
pour un survol introductif) ou a` des espaces CAT(0) qui ne sont pas des varie´te´s rie-
manniennes.
Dans le chapitre 6 de [Gro93] (p.121), M. Gromov sugge`re l’e´tude des espaces
Xp = O(p,1)/O(p)⇥O(1)
dont il dit
« The spaces like this Xp look as cute and sexy to me as their finite
dimensional siblings but they have been for years shamefully neglected
by geometers and algebraists alike. »
Ces espaces ont de remarquable qu’ils sont a` la fois de dimension infinie et de rang fini.
Dans un sens, ces espaces e´taient connus (on trouve de´ja` l’espace hyperbolique de di-
mension infinie, qui est aussi X1, dans [Mic39] ou [Mic48]) mais la proprie´te´ de rang
fini n’a, semble-t-il, jamais e´te´ e´tudie´e.
Nous re´alisons une e´tude me´trique des espaces Xp, pour lesquels nous montrons le
the´ore`me suivant.
The´ore`me (Proposition 11.11, The´ore`mes 12.1 et 13.1). Pour p 2 N⇤, l’espace Xp est
un espace de Hadamard syme´trique de dimension te´lescopique et de rang e´gaux a` p. Le
groupe d’isome´tries de Xp est PO(p,1).
De plus, @Xp posse`de une structure d’immeuble sphe´rique dont le type est Bp et le
groupe de Weyl de cet immeuble est Sp n (Z/2Z)p.
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Applications de Furstenberg
Un ce´le`bre the´ore`me de G. Margulis, dit de superrigidite´, a rme que les re´seaux
des groupes alge´briques semi-simples contiennent beaucoup d’information sur le groupe
semi-simple dont ils sont des re´seaux.
The´ore`me (The´ore`me 1.2 de [Pan09]). Soit X,Y des espaces syme´triques ou des im-
meubles euclidiens de dimension finie, de type non-compact. On suppose que le rang de
X est supe´rieur a` 2. Soit   un groupe discret irre´ductible d’isome´tries de X tel que
Vol( \X) soit fini.
Alors toute action isome´trique re´ductive de   sur Y laisse stable ou bien un point,
ou bien un sous-ensemble convexe de Y qui, a` renormalisation des facteurs pre`s, est
isome´trique a` un produit de facteurs irre´ductibles de X et sur lesquels l’action se prolonge
en une action isome´trique d’un quotient de Isom(X).
Toujours dans [Gro93], M. Gromov sugge`re que la proprie´te´ de rang fini devrait
permettre de formuler un analogue a` ce the´ore`me de superrigidite´ dans le cas ou` Y est
un des espaces Xp ci-dessus.
Une premie`re e´tape pour montrer ce the´ore`me est tout d’abord de montrer l’existence
d’applications de Furstenberg. C’est ce que nous faisons dans le cas Y = Xp. Nous aurons
besoin pour cela d’un e´quivalent du the´ore`me de S. Adams et W. Ballmann concernant
les actions de groupes moyennables.
The´ore`me (17.4). Soit G un groupe localement compact, X un espace de Hadamard
de dimension te´lescopique finie et ↵ : G ! Isom(X) une action de G sur X. Soit ⌦
un G-espace ergodique et moyennable. Alors ou bien il existe une section de fonctions
de Busemann invariante ou bien il existe un sous-champ du champ constant e´gal a` X
euclidien et invariant.
Classiquement, un bord de Furstenberg pour un groupe de Lie semi-simple G est
l’espace mesure´ G/P ou` P est un sous-groupe parabolique minimal. La notion de bord
fort introduite par M. Burger et N. Monod ge´ne´ralise cette situation.
The´ore`me (19.1). Soit G un groupe localement compact muni d’un bord fort B, agissant
non-e´le´mentairement sur un espace Xp avec p 2 N⇤. Alors il existe une application G-
e´quivariante mesurable ' : B ! @Xp telle que pour presque tout b 2 B, '(b) est le centre
de la plus petite cellule contenant '(b).
L’existence d’applications de Furstenberg devrait pouvoir se combiner avec des tech-
niques de groupe de Weyl ge´ne´ralise´ en cours de de´veloppement par U. Bader et A.
Furman (voir [BFS]). Le but est d’obtenir des re´sultats de superrigidite´ en dimension
infinie.
Organisation du texte
Le premier chapitre pose le cadre ge´ome´trique dans un contexte CAT(0). Les espaces
syme´triques sont introduits dans le cadre des varie´te´s riemanniennes (de dimension finie
ou infinie) ou dans un cadre purement CAT(0). Les exemples qui nous guident sont les
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espaces riemanniens syme´triques de type non-compact.
Le second chapitre est consacre´ a` la notion de dimension te´lescopique finie introduite
par P.-E. Caprace et A. Lytchak. C’est la notion qui semble la bonne pour s’a↵ranchir de
la compacite´ locale tout en restant « raisonnable ». Apre`s une exposition de cette notion
et des re´sultats obtenus par les deux auteurs pre´ce´dents, nous montrons que notre de´fi-
nition d’espace de Hadamard syme´trique co¨ıncide avec la notion riemannienne classique
si on fait l’hypothe`se de compacite´ locale.
Le troisie`me chapitre est consacre´ au cas particulier X(p,1) = O(p,1)/(O(p) ⇥
O(1)). Cet espace est aborde´ sous di↵e´rentes approches. On peut y penser comme la
limite d’une re´union croissante d’espaces riemanniens syme´triques de type non-compact
ou comme un sous-ensemble ouvert d’une certaine grassmannienne avec une distance
explicite ou encore comme une varie´te´ riemannienne quotient d’un groupe de Lie-Hilbert
par un sous-groupe.
Le quatrie`me chapitre est consacre´ a` l’aspect the´orie ergodique et moyennabilite´ de
cette e´tude. Nous y montrons une version e´quivariante d’un the´ore`me bien connu de S.
Adams et W. Ballman pour les actions de groupes moyennables sur les espaces CAT(0)
localement compacts.
Le cinquie`me chapitre redonne le cadre ge´ome´trique de la superrigidite´ due a` G.
Margulis. Nous y montrons l’existence d’applications de Furstenberg pour les actions
sur l’espace Xp.
Les deux appendices ne font pas partie du propos principal mais y sont lie´s.
Le premier montre l’existence d’applications de Furstenberg dans le cadre d’action de
groupe via cocycles sur des espaces Gromov-hyperboliques.
Le second s’inte´resse aux actions sur des espaces CAT(0) pour les actions les plus simples
possibles. C’est-a`-dire engendre´es par une unique transformation. Des re´sultats obtenus
par divers auteurs y sont rassemble´s et quelques nouveaute´s y sont ajoute´es.
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CHAPITRE I
Espaces de Hadamard
Ce chapitre commence par rappeler les de´finitions et les proprie´te´s sur les espaces
CAT(0) dont nous aurons besoin par la suite. Parmi les ouvrages de re´fe´rence, on pourra
consulter [Bal95], [BGS85] et bien suˆr [BH99]. La suite de ce chapitre est consacre´ a`
une classe particulie`re d’espaces CAT(0) les espaces syme´triques qui seront riemanniens
(de dimension finie ou infinie) ou seulement CAT(0).
1. Espaces de Hadamard
1.1. De´finitions. Un espace me´trique X est dit ge´ode´sique si entre toutes paires de
points (x, y) il existe un segment ge´ode´sique, c’est-a`-dire une application c : [0, d(x, y)]!
X qui est une isome´trie. Plus ge´ne´ralement, une application ge´ode´sique est une applica-
tion c : I ! X telle que I est un intervalle re´el et c une isome´trie. On dira que c est un
segment ge´ode´sique si I est compact, un rayon ge´ode´sique si I = [0,1) et une ge´ode´sique
(bi-infinie si on veut accentuer la chose) si I = R.
De´finition 1.1. Un espace CAT(0) est un espace me´trique ge´ode´sique, X, dans lequel si
x, y et z sont trois points de X et m un point milieu d’un segment [x, y] alors l’ine´galite´
suivante, dite de Bruhat-Tits, est ve´rifie´e
d(z,m)2  1/2  d(z, x)2 + d(z, y)2   1/4 d(x, y)2
x y
z
m
On appellera espaces de Hadamard , les espaces CAT(0) complets.
Exemples 1.2. Les premiers exemples d’espace CAT(0) sont fournis par les varie´te´s
riemanniennes simplement connexes a` courbure sectionnelle ne´gative. C’est un corollaire
du the´ore`me de Cartan-Hadamard (voir le chapitre II.4 de [BH99]). Les arbres sont des
espaces CAT(0) et d’autres complexes a` simplexes euclidiens sont des espaces CAT(0)
comme les immeubles euclidiens ou les complexes cubiques CAT(0).
La notion d’espace CAT(0) est un cas particulier d’une notion plus ge´ne´rale qui est
celle d’espace CAT() pour  2 R. Cette notion se comprend intuitivement comme si-
gnifiant de courbure infe´rieure a` . Le nom a e´te´ donne´ par M. Gromov en l’honneur de
1
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E. Cartan, A. D. Alexandrov et V. A. Topogonov. La de´finition ne se fait plus a` l’aide
d’une ine´galite´ mais a` l’aide de triangles de comparaison.
Fixons  2 R. On note S la surface riemannienne comple`te de courbure sectionnelle
constante e´gale a` . Dans le cas ou`  = 0, il s’agit du plan euclidien ; si  > 0, c’est la
sphe`re de rayon 1/
p
 dans l’espace euclidien et dans le cas ou`  < 0, c’est le plan hyper-
bolique muni de la distance usuelle que l’on divise par
p . On note aussi D = ⇡/p
si  > 0 et D = +1 sinon.
Si on conside`re trois points x, y, z d’un espace me´trique (X, d) tels que d(x, y) +
d(y, z) + d(z, x)  2D alors il existe un triangle ge´ode´sique dans S, de sommets x, y, z
tel que
d(x, y) = dS(x, y)
d(y, z) = dS(y, z)
d(z, x) = dS(z, x).
Un tel triangle est unique a` isome´tries pre`s et est appele´ triangle de comparaison (voir
le lemme I.2.14 de [BH99]).
De´finition 1.3. Soit (X, d) un espace me´trique et  2 R. L’espace (X, d) est CAT() si
(i) toute paire de points a` distance infe´rieure a` D est relie´e par au moins une ge´ode´-
sique et
(ii) pour tout triangle ge´ode´sique  (x, y, z) tel que d(x, y) + d(y, z) + d(z, x)  2D et
pour toute paire (u, v) 2  (x, y, z) les points correspondants (u, v) dans le triangle
de comparaison ve´rifie l’ine´galite´
d(u, v)  dS(u, v)
De´finition 1.4. Soit (X, d) un espace CAT(0) et E une partie convexe de X. On dit
que E est un sous-espace euclidien ou un plat de X si (E, d|E2) est isome´trique a` un
espace euclidien.
Si Y est une partie borne´e (i.e. incluse dans une certaine boule) d’un espace CAT(),
son diame`tre est la quantite´ sup{d(x, y)| x, y 2 Y } et son rayon circonscrit (ou simple-
ment rayon) est l’infimum des rayons de boules ferme´es contenant Y .
Proposition 1.5 (proposition II.2.7 de [BH99]). Soit (X, d) un espace CAT() et Y ⇢
X une partie borne´e de rayon r  D/2 alors il existe un unique point c appele´ centre
circonscrit tel que Y ⇢ B(c, r).
De´finition 1.6. Le rang d’un espace CAT(0) est la plus grande dimension d’un plat de
cet espace.
Dans le chapitre 6 de [Gro93], M. Gromov de´finit d’autres notions de rang.
Un espace me´trique est propre si toutes les boules ferme´es sont des parties compactes.
Cette de´finition, bien suˆr, implique que dans ce cas, l’espace est localement compact et
1. ESPACES DE HADAMARD 3
complet. Dans le cas des espaces de Hadamard cette condition est e´quivalente a` la com-
pacite´ locale.
Parmi les constructions que l’on peut faire a` partir d’espaces CAT(0), la plus simple
est celle de produit euclidien. Soit (X, dX) et (Y, dY ) deux espaces me´triques, le produit
euclidien entreX et Y est l’espaceX⇥Y muni de la distance donne´e par d((x, y), (x0, y0))2 =
dX(x, x0)2 + dY (y, y0)2. Cette construction se comporte bien vis a` vis du rang puisque
le rang du produit est e´gal a` la somme des rangs. D’une manie`re ge´ne´rale, on cherche
a` de´composer un espace CAT(0) en produit de pie`ces irre´ductibles (c’est a` dire qui ne
s’e´crivent pas comme produit non-trivial). Cependant, ce n’est pas possible en ge´ne´ral
(voir [FL08]), il n’existe pas toujours de de´composition analogue a` celle de de Rham pour
les varie´te´s riemanniennes comple`tes et simplement connexes. On a cependant l’existence
du facteur euclidien de de Rham.
The´ore`me 1.7 (Facteur euclidien de de Rham). Soit X un espace de Hadarmard. Il
existe une de´composition en produit euclidien
X ' H⇥X 0
tel que H est un espace de Hilbert et X 0 un espace de Hadamard sans facteur euclidien.
De plus, s’il existe une autre telle de´composition X ' H1 ⇥ X 01 alors H et H1 sont
isome´triques ainsi que X 0 et X 01.
Le facteur H est appele´ facteur euclidien de de Rham de X.
Le facteur euclidien de de Rham se comprend a` l’aide d’isome´tries particulie`res de X.
Soit   2 Isom(X) une isome´trie de X espace CAT(0). L’isome´trie   est une translation
de Cli↵ord s’il existe c > 0 telle que pour tout x 2 X, d( x, x) = c.
Proposition 1.8 (The´ore`me 6.15 de [BH99]). Soit   une translation de Cli↵ord d’un
espace CAT(0), X. Alors, X se de´compose en un produit X ' R⇥Y et  (t, y) = (t+c, y)
pour c > 0.
Ainsi, le facteur euclidien de la de´composition 1.7 s’identifie avec l’ensemble des
translations de Cli↵ord.
1.2. Angles, directions. Soit X un espace CAT(0) et x, y, z trois points (y 6= x et
z 6= x) de X, on appelle angle de comparaison entre y et z, base´ en x, l’angle euclidien
en x du triangle de comparaison  (x, y, z) associe´ au triangle  (x, y, z). On le notera
\x(y, z).
Soit c, c0 des parame´trisations ge´ode´siques des segments [x, y] et [x, z] telles que
c(0) = c0(0) = x. Quand t, t0 ! 0, l’angle \x(c(t), c0(t0)) de´croˆıt, on appelle alors angle
d’Alexandrov la limite limt,t0!0\x(c(t), c0(t0)) que l’on note \x(y, z). Comme cette limite
ne de´pend pas re´ellement de y et z mais plutoˆt des germes ge´ode´siques associe´s a` c et
c0, on notera aussi \x(c, c0).
On de´finit alors l’espace des directions ⌃x en un point x 2 X, comme le quotient de
l’ensemble des ge´ode´siques issues de x par la relation c ⇠ c0 , \x(c, c0) = 0. L’angle \x
de´finit alors une distance sur ⌃x. Si X est un espace topologique, une fonction f : X ! R
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est semi-continue supe´rieurement si pour toute suite (xn) convergeant vers un certain
x 2 X on a f(x)   lim sup f(xn).
Proposition 1.9 (Proposition II.3.3 de [BH99]). Soit X un espace CAT(0). La fonc-
tion (p, x, y) 7! \p(x, y) est semi-continue supe´rieurement et a` p 2 X fixe´, la fonction
(x, y) 7! \p(x, y) est continue.
De´finition 1.10. Soit (X1, d1) et (X2, d2) deux espaces me´triques. Le joint sphe´rique,
X1 ⇤X2, de X1 et X2 est l’espace quotient de X1 ⇥X2 ⇥ [0,⇡/2] par la relation d’e´qui-
valence (x1, x2, ✓) ⇠ (x01, x02, ✓0) si
– ✓ = ✓0 = 0 et x1 = x01
– ou ✓ = ✓0 = ⇡/2 et x2 = x02
– ou ✓ = ✓0 2 (0,⇡/2) et x1 = x01 et x2 = x02.
On de´finit alors une distance sur Y = X1 ⇤X2 ou` y = (x1, x2, ✓) et y0 = (x01, x02, ✓0)
par la formule
cos(d(y, y0)) = cos(✓) cos(✓0) cos(d1(x1, x01)) + sin(✓) sin(✓
0) cos(d2(x2, x02)).
De´finition 1.11. Soit (X, d) un espace me´trique, le coˆne euclidien au dessus de X est
l’espace quotient de X ⇥ [0,1) par la relation d’e´quivalence (x, t) ⇠ (x0, t0) si t = t0 = 0
ou si x = x0 et t = t0. On de´finit alors une distance d0 sur C0X par
d0
 
(x, t), (x0, t0)
 2
= t2 + t02   2tt0 cos  min{⇡, d(x, x0)}  .
Si X est un espace CAT(0), on de´finit alors le coˆne tangent en x, Tx = C0⌃x. L’in-
tuition derrie`re cette de´finition provient de la ge´ome´trie riemannienne. Le coˆne tangent
fournit un analogue a` l’espace tangent en un point de la varie´te´.
On pourra se reporter a` la section I.5 de [BH99] pour plus de de´tails. L’ide´e derrie`re
les constructions d’espaces des directions et de coˆne euclidien est la suivante. Si X est la
sphe`re euclidienne Sn 1 alors C0X est l’espace euclidien En. Re´ciproquement, si X est
l’espace euclidien En alors pour tout x 2 X, l’espace des directions ⌃x est isome´trique a`
la sphe`re Sn 1 et le coˆne tangent Tx est alors isome´trique a` En.
Le joint sphe´rique est la construction qui donne un e´quivalent pour les espaces
CAT(1) (comme le bord a` l’infini ou l’espace des directions d’un espace CAT(0)) d’une de´-
composition en produit euclidien (voir la proposition 3.14 et [BH99, corollaire II.9.11]).
D’une manie`re ge´ne´rale, si X et Y sont deux espaces me´triques alors C0(X ⇤ Y ) est
isome´trique a` C0(X) ⇥ C0(Y ) [BH99, proposition I.5.15]. Ainsi on voit, par exemple,
que Sn ⇤ Sm ' Sn+m+1.
The´ore`me 1.12 (The´ore`me II.3.19 de [BH99]). Soit X un espace CAT(0). Pour tout
x 2 X, le comple´te´ de l’espace des directions en x, ⌃x est un espace CAT(1) et le
comple´te´ du coˆne tangent en x, T x, est un espace de Hadamard.
1.3. Parties convexes. Soit X un espace CAT(0), si Y ⇢ X, on dit que Y est
convexe si pour toute paire de points x, y 2 Y , le segment [x, y] est inclus dans Y . Pour
Y ⇢ X on appelle enveloppe convexe de Y la plus petite partie (pour l’inclusion) convexe
contenant Y , de meˆme l’enveloppe convexe ferme´e de Y est la plus petite partie convexe
1. ESPACES DE HADAMARD 5
et ferme´e contenant Y .
Pour un espace X, CAT(1), une partie Y sera convexe si pour toute paire de points
x, y 2 Y telle que d(x, y) < ⇡, le segment ge´ode´sique entre x et y est contenu dans Y .
Proposition 1.13 (Proposition II.2.4 de [BH99]). Soit (X, d) un espace CAT(0) et C
une partie convexe comple`te pour la distance induite. Alors,
(i) pour tout x 2 X, il existe une unique point ⇡C(x) 2 C tel que d(x,⇡C(x)) =
d(x,C) ;
(ii) si x0 appartient au segment ge´ode´sique [x,⇡C(x)] alors ⇡C(x0) = ⇡C(x) ;
(iii) pour x /2 C et y 2 C, si y 6= ⇡C(x) alors \⇡C(x)(x, y)   ⇡/2 ;
(iv) l’application x 7! ⇡C(x) est une re´traction de X sur C, 1-Lipschitz.
De plus, pour tout r   0, Le r-voisinage de C, {x 2 X| 9c 2 C, d(x, c)  r}, est aussi
une partie convexe.
Lemme 1.14 (Lemme 11 de [Mon06] ou le lemme 3.1 de [Buy98]). Soit X un espace
CAT(0), C ⇢ C 0 ⇢ X deux sous-ensembles convexes ferme´s borne´s non-vides, c, c0 leurs
centres circonscrits et ⇢, ⇢0 leurs rayons circonscrits.
Alors d(c, c0) p2(⇢02   ⇢2).
Proposition 1.15 (The´ore`me 14 de [Mon06]). Soit X un espace de Hadamard, x un
point de X et (Cn)n2N une suite de´croissante de convexes ferme´s telle que (d(x,Cn))n2N
soit borne´e alors \n2NCn est non vide.
Lemme 1.16. Soit (X, d) un espace me´trique, Y, Z deux parties ferme´es de X et (xn)n2N
une suite dense de X. Alors Y ✓ Z si et seulement si pour tout n 2 N, d(xn, Y )  
d(xn, Z).
De´monstration. Si Y ✓ Z alors pour tout x 2 X, d(x, Y )   d(x, Z). Re´ciproque-
ment, si Y * Z, il existe y 2 Y \ Z. Posons " = d(y, Y ). Par densite´, il existe n tel que
d(y, xn) < "/2 et alors d(xn, Y ) < "/2 et d(xn, Z) > "/2. ⇤
Lemme 1.17. Soit X un espace CAT(0), (Xn) une suite de´croissante de parties convexes
ferme´es et Y = \n Xn. Si Y 6= ; alors pour tout x 2 X, ⇡Xn(x)  ! ⇡Y (x).
De´monstration. Soit x 2 X. Posons xn = ⇡Xn(x). La suite (d(x, xn))n est crois-
sante borne´e et posse`de donc une limite l  d(x, Y ). Si l < d(x, Y ) alors pour " =
(d(x, Y )  l)/2 l’intersection de Xn avec la boule ferme´e de rayon l+ " est non-vide pour
tout n et donc par la proposition 1.15, on aurait Y \B(x, l+ ") 6= ;, ce qui est absurde
donc l = d(x, Y ). Soit y le projete´ de x sur Y et ↵n l’angle de comparaison \⇡Xn (x)(x, y),
qui est supe´rieur a` ⇡/2 par la proposition 1.13. On a alors
d(x, y)2 = d(x, xn)
2 + d(xn, y)
2   2 cos(↵n)d(x, xn)d(xn, y)   0.
Et donc
d(xn, y)
2  d(x, y)2   d(x, xn)2  ! 0.
⇤
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Souvent on cherche a` de´composer un espace CAT(0) en un produit dans le but
de simplifier l’e´tude. Les re´sultats suivants donnent des outils pour de´tecter de telles
de´compositions.
Lemme 1.18 (Lemme du Sandwich, exercice II.2.12.(2) de loc. cit.). Soit X un espace
CAT(0). Soit C1, C2 deux parties convexes et comple`tes de X. On note dCi la fonction
distance a` Ci. Si les restrictions de dC1 et dC2 a` respectivement C2 et C1 sont constantes
e´gales a` un certain d alors C1 et C2 sont isome´triques et l’enveloppe convexe de C1 [C2
est isome´trique a` C1 ⇥ [0, d].
The´ore`me 1.19 (The´ore`me II.2.14 de [BH99]). Soit X un espace CAT(0) et c : R! X
une ge´ode´sique.
(i) L’ensemble, Xc, de toutes les droites ge´ode´siques paralle`les a` c est une partie
convexe de X.
(ii) Soit ⇡c la restriction a` Xc de la projection sur l’image de c. Posons X0c = ⇡
 1
c (c(0)).
Alors X0c est une partie convexe et Xc se de´compose canoniquement en X
0
c ⇥ R.
Une isome´trie   d’un espace CAT(0), X, est semi-simple si il existe x 2 X tel
que d( x, x) = infy2X d( y, y). Pour plus de pre´cisions sur les isome´tries, on pourra
se re´fe´rer a` l’appendice B. Soit G y X une action par isome´tries de G sur un espace
CAT(0). Un sous-ensemble Y ⇢ X est G-invariant si pour tout g 2 G, gY = Y . Une
partie convexe ferme´e G-invariante est minimale si elle est minimale dans l’ensemble
ordonne´ par l’inclusion des parties convexes ferme´es G-invariantes non vides. Si G est
un groupe topologique, une action Gy X est continue si l’application G⇥X ! X est
continue. Comme l’action se fait par isome´tries, l’action est continue si et seulement si
pour tout x 2 X, l’application orbitale g 7! gx est continue.
The´ore`me 1.20 (Flat torus theorem, The´ore`me II.7.1 de loc. cit.). Soit A un groupe
abe´lien libre de rang n agissant proprement par isome´tries semi-simples sur un espace
CAT(0) X. Alors, il existe un sous-espace euclidien E de X tel que E est A-invariant,
de dimension n et l’action Ay E se fait par translations.
Proposition 1.21 (Remarque 39 de [Mon06]). Soit G un groupe topologique agissant
continuˆment par isome´tries sur un espace de Hadamard X. La re´union Y de toutes les
parties convexes ferme´es de X, G-invariantes et minimales se de´compose en un produit
Y ' Z⇥Z 0. L’action de G sur Z 0 est triviale et toute partie convexe ferme´e G-invariante
minimale est isome´trique a` Z.
1.4. Bord a` l’infini. Si X est un espace CAT(0), on va attacher a` X un espace,
appele´ bord a` l’infini de X et note´ @X, tel que X = X [@X re´alise une compactification
ge´ome´trique naturelle de X dans le cas ou` se dernier est propre.
Deux rayons ge´ode´siques ⇢, ⇢0 sont e´quivalents si supt,t0>0 d(⇢(t), ⇢0(t0)) < +1. Le
bord a` l’infini est alors l’ensemble quotient de l’ensemble de tous les rayons ge´ode´siques
par la relation d’e´quivalence que l’on vient de de´finir. Les points de @X seront typi-
quement note´s ⇠ ou ⌘. Si on fixe un point x 2 X avec X espace de Hadamard alors
l’ensemble @X s’identifie avec l’ensemble des rayons ge´ode´siques issus de ce point, c’est
a` dire les rayons ⇢ tels que ⇢(0) = x (voir la proposition II.8.2 de [BH99]).
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On peut naturellement mettre une topologie sur X = X [ @X en fixant un point
x 2 X et en conside´rant le syste`me inverse des boules ferme´es centre´es en x. La projec-
tion de la boule B(x, r) sur la boule B(x, r0) est bien suˆr la projection me´trique de la
proposition 1.13. Cette projection s’e´tend a` @X en de´finissant le projete´ de ⇠ 2 @X sur
B(x, r) comme e´tant le point a` distance r de x sur le rayon ge´ode´sique issu de x pointant
vers ⇠ (c’est a` dire dans la classe ⇠). Cette topologie sur @X ne de´pend du choix de x et
co¨ıncide avec la topologie initiale (induite par la distance) sur X. On l’appelle topologie
conique ou topologie visuelle (voir la de´finition II.8.5 de loc. cit.).
Soit x un point d’un espace CAT(0), X, et ⇠ 2 @X correspondant a` un rayon ge´o-
de´sique ⇢ issu de x. On notera ⇢(1) = ⇠. On de´finit la fonction de Busemann associe´e
a` ⇠ et normalise´e en x par la formule
 ⇠(y) = lim
t!1(d(y, ⇢(t))  t).
L’existence de la limite est assure´e par le lemme II.8.18 de loc. cit.. Si on veut accentuer
la de´pendance en x, on notera  ⇠(y, x). La de´pendance en x est souvent ne´glige´e graˆce
la relation de cocycle
(1.1) 8x, y, z 2 X,  ⇠(x, z) =  ⇠(x, y) +  ⇠(y, z)
Ainsi pour x, y 2 X,  ⇠(., x) et  ⇠(., y) ne di↵e`rent que d’une constante qui est  ⇠(y, x).
Il existe une de´finition ge´ne´rale pour un espace me´trique, d’horofonction (voir II.8.12 de
loc. cit.). Il se trouve que dans le cas des espaces de Hadamard, l’ensemble des horofonc-
tions s’identifie avec l’ensemble des fonctions de Busemann. Ainsi, on utilisera, le terme
horofonction ou fonction de Busemann sans distinction. Une horosphe`re est une ligne
de niveau d’une fonction de Busemann et une horoboule est un ensemble de la forme
  1⇠ (( 1, c)) pour ⇠ 2 X et c 2 R.
De´finition 1.22. Soit X un espace de Hadamard. Pour x 2 X et ⇠, ⌘ 2 @X, on note
\x(⇠, ⌘) l’angle d’Alexandrov entre le rayon ge´ode´sique reliant x a` ⇠ et le rayon ge´ode´-
sique reliant x a` ⌘. On de´finit alors l’angle \(⇠, ⌘) par la formule
\(⇠, ⌘) = sup
x2X
\x(⇠, ⌘).
Cette formule de´finit une distance appele´e distance angulaire sur @X. Cette distance
fait de @X un espace me´trique complet et la topologie induite par cette distance est plus
fine que la topologie visuelle (voir la proposition II.9.6 de [BH99]).
Proposition 1.23 (Proposition II.9.3). Soit   un triangle ge´ode´sique avec un sommet
a` l’infini dans un espace CAT(0), X, de sommets ⇠ 2 @X et x, y 2 X. Alors
(i) \x(y, ⇠) + \y(x, ⇠)  ⇡.
(ii) \x(y, ⇠) + \y(x, ⇠) = ⇡ si et seulement si l’enveloppe convexe de ce triangle est
isome´trique a` une bande euclidienne.
Proposition 1.24 (Proposition II.9.8 de [BH99]). Soit X un espace de Hadamard avec
un point base x0. Soit ⇠, ⌘ 2 @X et c, c0 les rayons ge´ode´siques tels que c(0) = c0(0) = x0,
c(1) = ⇠ et c0(1) = ⌘. Alors
(i) \(⇠, ⌘) = limt,t0!1\x0(c(t), c0(t0)) = sup{\x0(c(t), c0(t0))|t, t0 > 0},
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(ii) La fonction t 7! \c(t)(⇠, ⌘) est croissante et
\(⇠, ⌘) = lim
t!1\c(t)(⇠, ⌘).
Proposition 1.25 (Corollaire II.9.9 de de [BH99]). Soit X un espace de Hadamard. Si
pour un point x 2 X et deux points ⇠, ⌘ 2 @X, on a \x(⇠, ⌘) = \(⇠, ⌘) alors l’enveloppe
convexe des images des rayons ge´ode´siques issus de x et pointant respectivement vers ⇠
et ⌘ est isome´trique a` un secteur angulaire euclidien d’angle \x(⇠, ⌘).
La formule angulaire asymptotique suivante provient de la section 2 de [CM09b].
Lemme 1.26 (Formule angulaire asymptotique). Soit X un espace CAT(0). Si ⇢ est le
rayon ge´ode´sique issu de x pointant vers ⇠ 2 @X alors pour tout y 6= x, on a
lim
t!1 cos(\x(⇢(t), y)) =  
 ⇠(y, x)
d(x, y)
.
Lemme 1.27 (lemme II.9.16 de [BH99]). Soit X un espace CAT(0) et x un point de
X. Soit (xn) et (yn) deux suites de X convergeant respectivement vers ⇠ et ⌘ dans @X.
Alors,
lim inf
n!1 \x(xn, yn)   \(⇠, ⌘).
Proposition 1.28 (Corollaire II.9.11 de [BH99]). Soit X1 et X2 deux espaces de Ha-
damard. Alors @(X1 ⇥ X2) muni de la distance angulaire \ est isome´trique au joint
sphe´rique @X1 ⇤ @X2 de (@X1,\) et (@X2,\).
The´ore`me 1.29 ( [BH99, The´ore`me II.9.13]). Si X est un espace de Hadamard alors
(@X,\) est un espace CAT(1) complet.
Si Z est un espace CAT(1) et Y ⇢ Z alors on dit que Y est convexe si pour x, y 2 Y
tels que d(x, y) < ⇡ alors [x, y] ⇢ Y . Si X est un espace de Hadamard alors le bord @Y
d’une partie convexe Y ⇢ X est une partie convexe de @X (voir [BH99, II.9.14]).
Proposition 1.30 (Proposition II.9.22 de [BH99]). Soit X un espace de Hadamard et
(xn), (x0n) deux suites de X convergeant vers ⇠ et ⇠0 dans @X. Supposons que chaque
segment [xn, x0n] rencontre un compact fixe´ K ⇢ X alors il existe une ge´ode´sique c : R!
X telle que c( 1) = ⇠, c(1) = ⇠0 et c rencontre K.
1.5. fonctions convexes.
De´finition 1.31. SoitX un espace CAT(0) et f : X ! R une fonction surX. On dit que
f est convexe (respectivement a ne) si sa composition f   c avec toute parame´trisation
ge´ode´sique c : I ! X est une application convexe (respectivement a ne) de I dans R.
Soit X un espace CAT(0) et x0 un point de X. On note C0 l’espace vectoriel des
fonctions convexes f qui s’annulent en x0. Notons i : X ! C0 l’application suivante
i(x) : y 7! d(y, x)  d(x, x0).
Toutes ces applications sont convexes et 1-Lipschitz. Il y a une topologie naturelle sur
C0 qui est celle de la convergence ponctuelle. Si on note D = i(X) alors D est constitue´
de fonctions convexes et 1-Lipschitz et contient en particulier les fonctions de Busemann
s’annulant en x0. La topologie de la convergence ponctuelle permet de voir D comme une
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partie ferme´e du produit
Q
x2X [ d(x, x0), d(x, x0)] et donc compacte pour cette topolo-
gie. En particulier si X est propre, alors D\D ne contient que les fonctions de Busemann
et on retrouve la compactification visuelle.
Il existe une caracte´risation agre´able des fonctions de Busemann dans le cas des
espaces de Hadamard.
Proposition 1.32 (Proposition II.8.22 de [BH99]). Soit X un espace de Hadamard et
f : X ! R une fonction. La fonction f est une fonction de Busemann si et seulement si
(i) f est convexe,
(ii) f est 1-Lipschitz et
(iii) pour tout x 2 X et tout r > 0, il existe un unique y 2 B(x, r) tel que f(y) = f(x) r.
Lemme 1.33 (Lemme 4.10 de [CL10a]). Soit X un espace CAT(0). Si A est une partie
compacte de C0 ne contenant pas de fonctions a nes alors l’enveloppe convexe ferme´e
Conv(A) n’en contient pas non plus.
The´ore`me 1.34 (The´ore`me principal de [AB98a]). Soit X un espace CAT(0) propre
et   un groupe moyennable agissant continuˆment par isome´tries sur X. Alors   laisse
globalement invariant un sous-espace euclidien (peut-eˆtre re´duit a` un point) ou   fixe un
point de @X.
On dit qu’un espace CAT(0) est ge´ode´siquement complet si tout segment ge´ode´-
sique non re´duit a` un point se prolonge en une ge´ode´sique bi-infinie (non ne´cessairement
unique). D’une manie`re ge´ne´rale, les fonctions de Busemann sont 1-Lipschitz et convexes.
Un point ⇠ au bord d’un espace CAT(0) est dit plat si la fonction de Busemann  ⇠ est
a ne.
Le the´ore`me 1.34 passe par une analyse fine des points plats d’un espace CAT(0) (voir
le the´ore`me 1.6 de loc. cit.). De celle-ci, nous ne retiendrons que le cas le plus simple.
Lemme 1.35. Soit X un espace CAT(0) ge´ode´siquement complet. Si ⇠ 2 @X est un
point plat alors
X ' R⇥ Y⇠.
De plus, la fonction de Busemann  ⇠ est constante sur Y⇠ et parame`tre a nement le
facteur R a` vitesse 1.
De´monstration. C’est un cas particulier du lemme 1.1 de loc. cit.. ⇤
Lemme 1.36. Soit X un espace de Hadamard. Si f une fonction a ne 1-Lipschitz telle
que
(1.2) 8" > 0 8n 2 N 8x 2 X 9z 2 X, d(x, z)   n et f(z)  f(x)   (1  ")d(x, z)
alors il existe ⇠ 2 @X tel que pour x, y 2 X,
f(x)  f(y) =  ⇠(y, x) .
De´monstration. Fixons x 2 X alors pour l > f(x), on pose Xl = {y 2 X| f(y)  
l}. Pour tout l > f(x), Xl est une partie convexe ferme´e non vide et alors, on appelle xl
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le projete´ de x sur Xl. Pour tout l > f(x), on a f(xl)  f(x)  d(x, xl). Si f(x) < l0 < l
en appelant y l’unique point sur [x, xl] tel que f(y) = l0, on a
d(x, xl0)  d(x, y) = l
0   f(x)
l   f(x) d(x, xl).
Ce qui montre que l 7! l f(x)d(x,xl) est de´croissante mais l’hypothe`se 1.2 montre que pour
n 2 N et l = f(x)+n, d(x,xl)l f(x)   1 " pour tout " > 0. Ainsi liml!1(l f(x))/d(x, xl) = 1
et donc d(x, xl) = l   f(x) pour tout l > f(x). Ainsi pour f(x) < l0 < l, xl0 2 [x, xl].
Ce qui montre que [l>f(x)[x, xl] est un rayon ge´ode´sique. Appelons, ⇠ son extre´mite´ a`
l’infini. L’ine´galite´ d(xl,⇡Xl(y))  d(x, y) pour x, y 2 X et l < min{f(x), f(y)} montre
que ⇠ est inde´pendant du choix de x. Maintenant, la proposition 1.32 montre que pour
tous x, y 2 X, f(x)  f(y) =  ⇠(y, x). ⇤
2. Espaces riemanniens syme´triques
On introduit brie`vement dans cette section les varie´te´s riemanniennes en dimension
finie ou infinie. Pour une ve´ritable introduction, on se re´fe´rera aux livres [Kli95] et
[Lan99].
2.1. Varie´te´s riemanniennes. Soit E et F deux espaces de Banach. On notera
sans distinction || || la norme sur E ou F et E1 sera la boule unite´ de E. On note
L(E,F ) l’espace vectoriel des applications line´aires borne´es de E dans F . C’est un es-
pace de Banach pour la norme ||f || = supx2E1 ||f(x)||. De meˆme on notera L(Ek, F )
l’espace de Banach des applications k-line´aires borne´es de E vers F muni de la norme
||f || = supx1,...,xk2E1 ||f(x1, . . . , xk)||. Cet espace s’identifie naturellement avec l’espace
de Banach L(E,L(E, . . . L(E,F ))).
Soit f une application d’un ouvert U ⇢ E dans F . Soit x 2 U , on dit que f est
di↵e´rentiable en x s’il existe   2 L(E,F ) tel que
||f(x+ h)  f(x)   (h)||! 0
quand h! 0. Une telle application   est unique et est appele´e di↵e´rentielle de f en x.
On dit que f est di↵e´rentiable si elle est di↵e´rentiable en tout point de U . Dans ce cas,
on appelle di↵e´rentielle l’application qui a` x 2 U associe la di↵e´rentielle de f en x. On
notera cette application df . On dit que f est de classe C1 si f est di↵e´rentiable et si df
est continue. Par re´currence, on dit que f est Ck pour k   2 si df est Ck 1. Finalement,
on dit que f est C1 si f est Ck pour tout k 2 N⇤.
Soit U ⇢ E et V ⇢ F deux ouverts. Une application f : U ! V est un di↵e´omor-
phisme si f est une bijection C1 dont l’inverse est aussi C1.
De´finition 2.1. Soit V un espace topologique me´trisable et E un espace de Banach.
Un atlas est la donne´e d’une famille (c↵, V↵)↵2A telle que
(i) V↵ est un ouvert de V ,
(ii) c↵ est un home´omorphisme, appele´ carte entre V↵ et un ouvert U↵ de E,
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(iii) V = [↵2AV↵ et
(iv) si V↵\V  6= ;, alors u   u 1↵ est un di↵e´omorphisme de u↵(V↵\V ) sur u (V↵\V ).
Une varie´te´ banachique modele´e sur E est la donne´e de V et d’un atlas.
Dans le cas ou` E = Rn, on retrouve la notion de varie´te´ di↵e´rentielle C1 usuelle. On
de´finit alors de meˆme les notions d’espaces tangents TV , de champ de vecteurs (C1),
de crochet de Lie [X,Y ] entre des champs de vecteurs X et Y , de fibre´s cotangents et de
fibre´s tensoriels... En particulier, on notera S2V le fibre´ vectoriel des formes biline´aires
borne´es syme´triques sur TV .
De´finition 2.2. Une varie´te´ riemannienne est une varie´te´ banachique, V , modele´ sur
un espace de Hilbert muni d’une section g de S2V telle que pour tout x 2 V , gx est
de´finie positive et munit TxV d’une structure d’espace de Hilbert.
De´finition 2.3. Un espace riemannien syme´trique est une varie´te´ riemannienne connexe
V telle que pour tout x 2 V , il existe une isome´trie Sx de V telle que dxSx =   Id.
De´finition 2.4. Un groupe de Lie-Hilbert est un groupe muni d’une structure de varie´te´
riemannienne telle que la multiplication et le passage a` l’inverse sont des applications
C1.
On pourra se re´fe´rer a` [Eel66] pour un survol dans la the´orie a` un moment ou` celle-
ci e´tait en plein de´veloppement. On trouve dans la the`se [Mca65] de J.H. McAlpin le
principe suivant sur les varie´te´s riemanniennes.
« Any property of finite dimensional manifolds which is independent
of dimension and local compactness, is also a property of Hilbert ma-
nifolds. »
Un des the´ore`mes qui utilise de manie`re fondamentale la compacite´ locale est le the´o-
re`me de Hopf-Rinow qui a rme que la comple´tude me´trique et la comple´tude ge´ode´sique
sont e´quivalentes pour les varie´te´s riemanniennes de dimension finie. Une seule implica-
tion reste vraie dans la ge´ne´ralite´ des varie´te´s riemanniennes (la comple´tude me´trique
implique toujours la comple´tude ge´ode´sique, voir la proposition VIII.6.5 de[Lan99]).
Comme en dimension finie, un certain nombre d’objets de la ge´ome´trie riemannienne
existent en dimension infinie. On ne fait que rappeler la de´finition de ces objets et on
se re´fe´rera a` la litte´rature pour une preuve de l’existence si besoin. Une isome´trie entre
deux varie´te´s riemanniennes est un di↵e´omorphisme tel que la di↵e´rentielle en chaque
point est une isome´trie line´aire entre les espaces tangents.
Soit (V, g) une varie´te´ riemannienne. On de´finit la connection de Levi-Civita` comme
l’unique connection a ne, r, sur le fibre´ tangent qui ve´rifie la relation
2g(rXY, Z) = Xg(Y, Z)+Y g(Z,X) Zg(X,Y )+g(Z, [X,Y ])+g(Y, [Z,X]) g(X, [Y, Z])
pour tous champs de vecteurs X,Y, Z. A partir de cette connection, on peut de´finir le
tenseur de courbure R par la relation
R(X,Y )Z = rXrY Z  rYrXZ  r[X,Y ]Z.
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A` partir du tenseur de courbure, on de´finit le tenseur de Riemann par R(X,Y, Z, V ) =
g(R(X,Y )Z, V ). Ce tenseur posse`de les syme´tries suivantes
R(X,Y, Z, V ) =  R(Y,X,Z, V )
R(X,Y, Z, V ) =  R(X,Y, V, Z)
R(X,Y, Z, V ) +R(Y, Z,X, V ) +R(Z,X, Y, V ) = 0
R(X,Y, Z, V ) = R(Z, V,X, Y )
Dans le cas, d’un espace riemannien syme´trique, le tenseur de courbure s’exprime
simplement a` l’aide du crochet de Lie.
The´ore`me 2.5 (The´ore`me XIII.4.6 de[Lan99]). Soit (V, g) un espace riemannien sy-
me´trique et x un point de X. Alors pour X,Y, Z 2 TxX,
R(X,Y )Z(x) = [Z, [X,Y ]](x).
Pour savoir si une varie´te´ riemannienne est (localement) CAT(0), c’est la condition
de courbure sectionnelle ne´gative qui est importante. Si X,Y sont deux vecteurs tangents
en un point x d’une varie´te´ riemannienne alors la courbure sectionnelle en x dans le plan
tangent engendre´ par X et Y est
sec(X,Y ) =
 R(X,Y,X, Y )
||X||2||Y ||2  < X,Y >2 .
Les syme´tries du tenseur de Riemann montrent que la courbure sectionnelle ne de´pend
que du plan engendre´ par X et Y dans l’espace tangent TxV . Le fait que R soit un
tenseur et donc une forme quadriline´aire continue en tout x 2 V donne l’existence d’une
constante x telle que pour tous vecteurs tangents X,Y a` V en x, |sec(X,Y )|  x. Il
su t pour cela de prendre x comme e´tant le supre´mum de |R(X,Y,X, Y )| sur toutes
les paires X,Y de vecteurs unitaires orthogonaux tangents a` V en x.
2.2. Espaces syme´triques de type non-compact. Suivant la terminologie cou-
rante, on appelle espace syme´trique de type non-compact un espace riemannien syme´-
trique de dimension finie a` courbure sectionnelle ne´gative et sans facteur euclidien. Des
ouvrages de re´fe´rence concernant ces espaces sont [Hel01] et [Ebe96].
Il existe un remarquable dictionnaire ge´ome´trico-alge´brique entre un espace syme´-
trique de type non-compact et son groupe d’isome´tries. Si X est un espace syme´trique
de type non-compact alors
– La composante connexe G = Isom (X) du groupe d’isome´tries de X est un groupe
de Lie semi-simple, sans facteur compact et a` centre trivial.
– Le stabilisateur K = StabG(x), d’un point x 2 X est un sous-groupe compact
maximal. Deux tels groupes sont conjugue´s dans G.
– L’action de G sur X est transitive et donc X ' G/K.
Re´ciproquement, siG est un groupe de Lie semi-simple sans facteur compact, a` centre
trivial et si K est un sous-groupe compact maximal alors il existe sur X une structure
d’espace syme´trique de type non-compact. Deux telles structures sur X = G/K peuvent
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eˆtre rendues isome´triques apre`s homothe´ties sur les facteurs de de Rham.
Cette structure se lit aussi sur l’alge`bre de Lie g de G. Soit B la forme de Killing de
g. Il existe une de´composition orthogonale pour B,
g = t  p
ou` t est l’alge`bre de Lie de K et p s’identifie avec l’espace tangent a` X en x. De plus,
on a les relations [t, p] ✓ p et [p, p] ✓ t. La forme de Killing est de´finie positive sur p et
de´finie ne´gative sur t. Une telle de´composition s’appelle une de´composition de Cartan.
L’exemple ge´ne´rique est celui de l’espace syme´trique associe´ au groupe SLn(R) et au
sous-groupe compact maximal SOn(R). Cet espace syme´trique peut s’interpre´ter ge´o-
me´triquement comme l’ensemble E1 des ellipso¨ıdes de volume unite´ dans l’espace Rn.
L’action de SLn(R) sur E1 provenant de celle de SLn(R) sur Rn. Le point fixe de SOn(R)
e´tant alors la sphe`re unite´. On peut interpre´ter ge´ome´triquement la distance (ou plutoˆt
un choix naturel parmi la demi-droite re´elle de distances possibles). Pour cela, il su t,
par homoge´ne´ite´, d’expliciter la distance a` la sphe`re unite´ S1. Si E est un ellipso¨ıde de
volume 1 dont les longueurs des axes principaux sont ↵1, . . . ,↵n alors
d(E,S1) =
vuut nX
i=1
log(↵i)2.
Cet exemple est ge´ne´rique car il se trouve que tout espace syme´trique de type non-
compact est un sous-espace totalement ge´ode´sique de E1. Un sous-espace totalement
ge´ode´sique, Y , d’une varie´te´ riemannienne X est une sous-varie´te´ telle qu’en tout point
y 2 Y et pour tout vecteur v 2 TyY , la ge´ode´sique de X issue de y et dirige´e par v est
incluse dans Y . On pourra se re´fe´rer aux pages 134-136 de [Ebe85] pour une preuve.
2.3. Exemples d’espaces riemanniens syme´triques. On traite ici un exemple
d’espace riemannien syme´trique de dimension infinie. Celui-ci est un e´quivalent de l’es-
pace syme´trique de type non-compact SLn(R)/SOn(R). Il apparaˆıt dans le chapitre III.2
de [dlH72] et plus re´cemment on trouve un certain nombre de calculs et de proprie´te´s
de cet espace dans [Tum], [Lar07] et [CL10b].
Soit H un espace de Hilbert re´el se´parable de dimension infinie et notons L2(H) les
ope´rateurs de Hilbert-Schmidt de H, c’est a` dire les ope´rateursM tels que si (ei) est une
base Hilbertienne alors
P
i ||Mei||2 est finie. C’est un espace de Hilbert pour le produit
scalaire < M,N >= Tr(tMN) =
P
i < Mei, Nei >. Il s’agit d’un ide´al dans l’alge`bre
des ope´rateurs borne´s L(H).
On note alors GL2(H) l’ensemble des ope´rateurs inversibles borne´s qui s’e´crivent
Id+H avec H 2 L2(H). C’est un groupe de Lie-Hilbert dont l’espace tangent en Id
s’identifie avec L2(H). Le sous-groupe O2(H)  GL2(H) qui pre´serve le produit scalaire
de H est un sous-groupe de Lie-Hilbert car g 7!t gg-Id deGL2(H) dans les ope´rateurs de
Hilbert-schmidt syme´triques de´finis positifs est une submersion sur l’image re´ciproque
de 0. En e↵et, la di↵e´rentielle en g est l’application h 7!t gh +thg de L2(H) dans les
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ope´rateurs syme´triques est surjective. Un ante´ce´dant de f e´tant 1/2gf . L’espace quo-
tient GL2(H)/O2(H) posse`de alors une structure d’espace riemannien syme´trique dont
la syme´trie ge´ode´sique en l’image de Id provient de g 7!t g 1.
En e↵et si S2(H) de´signe les ope´rateurs de Hilbert-Schmidt auto-adjoint de H et
P2(H) les ope´rateurs de´finis positifs de GL2(H) alors l’exponentielle re´alise un di↵e´o-
morphisme de S2(H) sur P2(H) et GL2(H) agit par (g, p) 7!t gpg. Cette action est
lisse, transitive et le stabilisateur de Id est O2(H). Ainsi, il y a un di↵e´omorphisme
entre GL2(H)/O2(H) et P2(H). L’espace tangent en Id s’identifie avec S2(H). On ob-
tient une structure riemannienne sur laquelle GL2(H) agit par isome´tries en posant
< M,N >p=Tr(p 1Mp 1N) pour M,N vecteurs de l’espace tangent a` P2(H) en p que
l’on identifie avec S2(H) par la translation de vecteur p.
De plus, la courbure sectionnelle est partout ne´gative. Un raisonnement analogue a`
celui fait en dimension finie (voir le paragraphe XI§3 de[Lan99]) montre que P2(H) est
un espace CAT(0) syme´trique au sens de la section 3.
Soit g une alge`bre de Lie. Un syste`me de Lie triple l est un sous-espace vectoriel de
g tel que [l, [l, l]] ✓ g. C’est un re´sultat classique (voir le the´ore`me 7.2 de [Hel01]) que
si X est un espace syme´trique de type non-compact pour lequel g = t   p est l’alge`bre
de Lie de Isom (X) alors les syste`mes de Lie triple du sous-espace p sont en bijection,
via l’exponentielle, avec les sous-espaces totalement ge´ode´siques de X contenant le point
base naturel de X = G/K. C’est aussi vrai pour l’espace P2(H).
Proposition 2.6 (Proposition III.1.4 de [dlH72]). Soit l un sous-espace vectoriel ferme´
de S2(H). Si l est un syste`me de Lie triple alors exp(l) est un sous-espace totalement
ge´ode´sique de P2(H).
Remarque 2.7. La liste (voir [dlH71]) des L⇤-se´parables simples (ce qui ge´ne´ralise
la notion d’alge`bre de Lie syme´trique orthogonale [Hel01, V.1] en dimension infinie)
sugge`re que les seuls espace syme´triques riemanniens irre´ductibles de dimension infinie
et de rang fini sont
Xp(R) = O(p,1)/ (O(p)⇥O(1))
Xp(C) = U(p,1)/ (U(p)⇥U(1))
Xp(Q) = Sp(p,1)/ (Sp(p)⇥ Sp(1))
Ici Q de´signe le corps des quaternions. L’espace Xp(R) est l’objet du chapitre III.
3. Espaces CAT(0) syme´triques
Soit (X, d) un espace me´trique ge´ode´sique, on dit que X est sans branchement ge´o-
de´sique si pour toute paire de segments ge´ode´siques c1 : [0, t1] ! X et c2 : [0, t2] ! X
telle qu’il existe t > 0 avec t < t1, t2 et c1|[0,t] = c2|[0,t] alors c1 et c2 co¨ıncident sur
[0,min(t1, t2)]. Avec cette de´finition, on exclut les cas qui se pre´sentent dans les arbres,
les immeubles et les complexes cubiques CAT(0) ou` un segment ge´ode´sique peut se pro-
longer de di↵e´rentes manie`res. Une large famille d’exemples est donne´e par les varie´te´s
riemanniennes.
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De´finition 3.1. Un espace CAT(0), X, est syme´trique s’il est sans branchement
ge´ode´sique et si en tout point x 2 X, il existe une isome´trie involutive Sx posse´dant un
unique point fixe qui est x.
Un espace ge´ode´sique posse`de la proprie´te´ d’extension unique des ge´ode´siques si tout
segment ge´ode´sique non re´duit a` un point se prolonge de manie`re unique en une ge´o-
de´sique bi-infinie. Les espaces ge´ode´siques qui posse`dent cette proprie´te´ sont donc ceux
qui sont sans branchement ge´ode´sique et tels que tout segment ge´ode´sique se prolonge
en une ge´ode´sique bi-infinie. Pour les varie´te´s riemanniennes de dimension finie, cette
proprie´te´ est donc e´quivalente a` la comple´tude ge´ode´sique qui elle-meˆme est e´quivalente
a` la comple´tude me´trique par le the´ore`me de Hopf-Rinow (voir par exemple la proposi-
tion VIII.6.5 et le the´ore`me VIII.6.6 de [Lan99])
Si X est un espace me´trique uniquement ge´ode´sique (entre deux points, il existe un
unique segment ge´ode´sique) qui posse`de la proprie´te´ d’extension unique des ge´ode´siques
alors on peut de´finir la syme´trie ge´ode´sique au point x 2 X. Si c est une ge´ode´sique telle
que c(0) = x alors pour t 2 R, l’image de c(t) sera c( t).
Lemme 3.2. Soit X un espace CAT(0) syme´trique. Alors X posse`de la proprie´te´ d’ex-
tension unique des ge´ode´siques et pour tout x 2 X, Sx est la syme´trie ge´ode´sique en x.
De plus, Isom(X) agit transitivement sur X.
De´monstration. Soit x 2 X. Pour y 2 X, appelons m le milieu de [y, Sx(y)],
comme Sx est une isome´trie, Sx(m) est le milieu de [Sx(y), y] et donc Sx(m) = m et
donc m = x.
Soit c : [0, T [! X une ge´ode´sique et posons x = c(3/4T ). Comme [c(0), Sx(c(0))] a pour
milieu x, [c(0), x][ [x, Sx(c(0))] est un segment ge´ode´sique. Ce dernier segment prolonge
c. Ainsi, X a la proprie´te´ d’extension unique des ge´ode´siques. La transitivite´ est obtenue
en observant que si x, y 2 X et m est le milieu de [x, y] alors Sm(x) = y. ⇤
On appelle transvection la compose´e de deux syme´tries ge´ode´siques en des points
distincts. On appelle transvection de x vers y la compose´e Sm  Sx ou` m est le milieu de
[x, y].
Lemme 3.3. Soit X un espace CAT(0) posse´dant la proprie´te´ d’unique extension des
ge´ode´siques. Alors en tout point de X, l’espace des directions s’identifie avec l’ensemble
des rayons ge´ode´siques issus de ce point.
De´monstration. Il su t de voir que deux rayons ge´ode´siques c, c0 issus d’un meˆme
point x 2 X tels que \(c, c0) = 0 sont e´gaux. Par proprie´te´ d’extension unique des
ge´ode´siques, on peut supposer que c et c0 sont de´finies sur R avec c(0) = c0(0) = x. Soit
t > 0, on a \x(c0(t), c( t))+\x(c(t), c0(t))   \x(c(t), c( t)) = ⇡ donc \x(c0(t), c( t)) =
⇡ et donc \x(c0(t), c( t)) = ⇡ ce qui est e´quivalent a` dire que x 2 [c0(t), c( t)]. Par
unicite´ du prolongement ge´ode´sique, on a donc c0(t) = c(t) pour tout t > 0. ⇤
Sous les hypothe`ses du lemme pre´ce´dent, on peut alors de´finir, en tout point x 2 X,
une application exponentielle expx : Tx ! X qui a` un point (r, d) 2 Tx associe le point a`
distance r de x sur le rayon ge´ode´sique issu de x de direction d. Remarquons qu’il s’agit
de l’exponentielle usuelle dans le cas des varie´te´s riemanniennes comple`tes.
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Lemme 3.4. Soit X un espace CAT(0) posse´dant la proprie´te´ d’unique extension des
ge´ode´siques. Pour tout x 2 X, l’application expx re´alise une bijection entre Tx et X.
Son inverse note´ logx est une application 1-Lipschitz.
De´monstration. Comme X est uniquement ge´ode´sique, le lemme 3.3 montre que
expx est bijective. Par de´finition de expx, pour v = (r, c), v
0 = (r0, c0) 2 Tx, on a
d(expx(v), x) = r, d(expx(v
0), x) = r0 et \x(expx(v), expx(v0))   \(c, c0) donc
d(expx(v), expx(v
0))   d(v, v0). L’application re´ciproque est donc 1-Lipschitz. ⇤
Pour x, y, z dans un espace ge´ode´sique, on note Sx,y,z l’aire du triangle euclidien de
comparaison. On modifie le´ge`rement la de´finition de courbure borne´e donne´e par B.U.
Shergoziev dans [She95].
De´finition 3.5. Un espace ge´ode´sique X est a` courbure borne´e si pour tout point
p 2 X, il existe des re´els ⇢p, µp > 0 tels que pour tous x, y, z 2 B(p, ⇢p) et tous y0 2]x, y]
et z0 2]x, z] on a l’ine´galite´
|\x(y, z)  \x(y0, z0)|  µpSx,y,z.
Dans le cas ou` d(x, y) = d(x, z) = r alors Sx,y,z = \x(y, z)r2/2 et la condition de
courbure borne´e donne (pour \x(y, z) > 0)    1  \x(y0, z0)\x(y, z)
      µxr22 .
Ce qui implique     1  \x(y, z)\x(y, z)
      µxr22 .
La condition est contraignante pour les petits triangles, c’est une condition locale.
Pour les varie´te´s riemanniennes de dimension finie, la courbure sectionnelle en chaque
point est borne´e et les boules ferme´es sont compactes, ce qui implique qu’elles sont a`
courbure borne´e dans le sens ci-dessus. Pour les varie´te´s riemanniennes de dimension in-
finie homoge`nes (en particulier les espaces syme´triques), c’est aussi le cas car la courbure
sectionnelle est alors uniforme´ment borne´e. Un arbre n’est pas a` courbure borne´e de`s
lors qu’il posse`de un sommet de valence supe´rieure a` 3. En e↵et, l’existence de tripodes
dans toutes boules autour de ce point empeˆche d’eˆtre a` courbure borne´e.
Lemme 3.6. Soit X un espace de Hadamard syme´trique a` courbure borne´e. Pour tout
x 2 X, l’espace des directions en x est complet.
De´monstration. Fixons x 2 X et r > 0 tel que µxr22  1/2. Alors pour tout x, z 2
B(x, r), \x(y, z)   1/2\x(y, z). Par le lemme 3.3, les e´le´ments de ⌃x s’identifient avec les
rayons ge´ode´siques issus de ce point et donc aussi les e´le´ments a` distance exactement r de
x. Ainsi, ⌃x est home´omorphe a` la sphe`re centre´e en x et de rayon r munie de la distance
donne´e par l’angle d’Alexandrov. Soit (xn) une suite de Cauchy dans ⌃x, on a donc
\x(xn, xm) ! 0 quand n,m ! 1 et comme d(xn, xm)2 = 2r2   2r2 cos(\x(xn, xm)),
(xn) est une suite de Cauchy dans X. Il existe donc y 2 X tel que d(y, x) = r et xn ! y.
Finalement, comme \x(y, xn)  \x(y, xn), on a bien que xn converge vers y dans ⌃x. ⇤
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Le the´ore`me suivant donnera une caracte´risation des sphe`res hilbertiennes qui nous
sera utile pour la suite.
The´ore`me 3.7 (The´ore`me 2.1 de [Ber01]). Un espace me´trique (W,d) est isome´trique
a` la sphe`re unite´ d’un espace de Hilbert H si et seulement s’il posse`de les proprie´te´s
suivantes :
(i) W est un espace CAT(1) ;
(ii) W est complet ;
(iii) pour tout x, y 2W , d(x, y)  ⇡ ;
(iv) pour tout x 2W , il existe un unique x0 tel que d(x, x0) = ⇡.
De plus, C0W est isome´trique a` H si et seulement si W posse`de les proprie´te´s ci-
dessus.
Remarque 3.8. Dans la version originale, l’e´nonce´ du the´ore`me 3.7 comporte une cin-
quie`me proprie´te´ qui est :
pour tout x, y 2 W tels que d(x, y) < ⇡, il existe z 2 W \ {x, y} tel
que d(x, y) = d(x, z) + d(y, z).
Cette proprie´te´ est en re´alite´ un corollaire de la condition CAT(1) (voir la proposition
II.1.4 de [BH99]). L’auteur devait avoir en teˆte la condition de courbure infe´rieure a` 1
au sens d’Alexandrov qui est une version locale de la condition CAT(1) (voir la de´finition
II.1.2 de loc. cit.).
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Dans [She95], l’auteur montre que, sous certaines hypothe`ses, un espace ge´ode´sique
a` courbure borne´e est une varie´te´ topologique modele´e sur un espace de Hilbert. C’est a`
dire qu’en chaque point, il existe un voisinage de ce point home´omorphe a` un espace de
Hilbert. Sous des hypothe`ses plus fortes ici, on montre l’existence d’un home´omorphisme
global.
Proposition 3.9. Soit X un espace de Hadamard syme´trique. Si X est a` courbure bor-
ne´e alors pour tout point x 2 X, le coˆne tangent Tx est isome´trique a` un espace de
Hilbert et l’application exponentielle expx est un home´omorphisme entre Tx et X.
De´monstration. On commence par montrer que pour tout point de x 2 X, l’espace
des directions ⌃x est isome´trique a` une sphe`re hilbertienne en ve´rifiant les conditions
(i) a` (iv) de du the´ore`me 3.7. La condition (ii) de´coule du lemme 3.6 et alors le the´o-
re`me 1.12 montre la condition (i). La condition (iii) de´coule de la de´finition de l’angle
d’Alexandrov. La condition (iv) de´coule de la proprie´te´ d’extension unique des ge´ode´-
siques. Ainsi ⌃x est une sphe`re hilbertienne et Tx est un espace de Hilbert. Par le lemme
3.4, on sait de´ja` que expx est une bijection ouverte. Il reste a en montrer la continuite´.
On commence par remarquer que par homoge´ne´ite´, il existe µ > 0 tel que le choix
µx = µ convient pour tout x 2 X dans la de´finition 3.5 de courbure borne´e. On choisit
alors r > 0 tel que µr2  1/2, on aura donc pour tout x 2 X et tous y, z 2 B(x, r),
\x(y, z)   1
2
\x(y, z).
On montre alors par re´currence sur k que pour tout x 2 X, l’exponentielle expx est
continue de BH(0, k r2) sur BX(x, k
r
2). Le cas k = 2, se traite comme dans le lemme 3.6.
Soit vn une suite de BH(0, r) convergeant vers v1. Si v1 = 0 alors d(0, expx(vn)) =
||vn||! 0 donc expx(vn)! x = expx(0). Maintenant, si v1 6= 0, on pose (pour n assez
grand)
r0 = ||v1|| 2 (O, r], y = expx(v1), xn = expx
✓
r0
||vn||vn
◆
.
Comme d(xn, expx(vn)) = |r0   ||vn||| ! 0, il su t de voir que xn ! y. On sait que
\x(xn, y)! 0 donc \x(xn, y)! 0 et donc d(xn, y)2 = 2r20
 
1  cos(\x(xn, y))
 ! 0.
On suppose le re´sultat e´tabli pour k   2. On se donne une suite vn une suite de
BH(0, r) convergeant vers v1 avec (k  1)r/2   ||v1|| < kr/2. On reprend les notations
r0 = ||v1||, y = expx(v1), xn = expx
✓
r0
||vn||vn
◆
et on introduit y1, y2 les points de [x, y] a` distance respectivement r/2 et r de x et de
meˆme les points x1n, x
2
n de [x, xn] a` distance respectivement r/2 et r de x. L’hypothe`se
de re´currence pour k = 2 montre que x1n ! y1 et x2n ! y2. Il su t, alors, de montrer que
\y1(xn, y) ! 0. En e↵et dans ce cas, d(y1, xn) et d(y1, y) sont infe´rieures a` (k   1)r/2
pour n assez grand et l’hypothe`se de re´currence applique´e a` expy montre que xn ! y.
Par la proposition 1.9, \y1(x, x2n)! ⇡. Comme \x(y1, x2n)+\y1(x, x2n)+\x2n(y1, x)  ⇡,
on a \x2n(y1, x)! 0. L’ine´galite´ triangulaire renverse´e donne alors \x2n(xn, y1)! ⇡ et de
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x
y
xn
x1n
y1
x2n
y2
nouveau, comme \xn(y1, x2n)+\y1(xn, x2n)+\x2n(y1, xn)  ⇡, on a \y1(xn, x2n)! 0. L’in-
e´galite´ triangulaire \y1(y2, xn)  \y1(xn, x2n)+\y1(y2, x2n) montre alors que \y1(xn, y) =
\y1(y2, xn)! 0. ⇤
Remarque 3.10. Re´ciproquement, soit X un espace CAT(0) qui posse`de la proprie´te´
d’extension unique des ge´ode´siques. S’il existe x 2 X tel que Tx est complet et expx : Tx !
X est continue alors X est complet. En e↵et, soit (xn) une suite de Cauchy de X alors
logx(xn) est une suite de Cauchy de Tx. Celle-ci converge vers v 2 Tx et par continuite´
de l’exponentielle xn converge vers expx(v).
Donc le cas ou` X est propre, l’hypothe`se de courbure borne´e est superflue.
Lemme 3.11. Si X est un espace CAT(0) syme´trique propre alors le coˆne tangent est
un espace euclidien et l’application exponentielle un est home´omorphisme.
De´monstration. Pour tout x 2 X et tout r > 0, l’application logx re´alise une
bijection continue entre B(x, r) et B(0, r) ⇢ Tx. Comme B(x, r) est compacte, B(0, r)
l’est aussi et donc Tx est complet et donc un espace euclidien par le the´ore`me 3.7.
Toute partie ferme´e de B(x, r) est compacte et a donc une image compacte par logx.
L’application logx est donc une bijection continue ferme´e entre B(x, r) et B(0, r) pour
tout r > 0. C’est un home´omorphisme.
⇤
Dans le the´ore`me 8.4, nous verrons que dans le cas propre, la de´finition d’espace
syme´trique CAT(0) co¨ıncide avec la notion classique d’espace riemannien syme´trique a`
courbure ne´gative.
Dans le cas non localement compact, la proposition 3.9 donne, pour un espace de
Hadamard syme´trique a` courbure borne´e X, un atlas A = {expx |x 2 X} tels que les
changements de cartes exp 1x   expy sont des home´omorphismes entre espaces de Hilbert.
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Si ces changements de cartes e´taient de plus des applications di↵e´rentiables alors X se-
rait un espace riemannien syme´trique.
3.1. Un espace CAT(0) syme´trique non raisonnable. Le terme raisonnable fait
re´fe´rence a` la citation [Gro93, exemple (c) p. 121] de M. Gromov sugge´rant un re´sultat
similaire a` la superrigidite´ de Margulis pour des espaces syme´triques « raisonnables ».
L’exemple que nous donnons est un espace de Hadamard syme´trique non-localement
compact, de rang infini et de courbure non-minore´e. En particulier, il ne s’agira pas d’un
espace syme´trique riemannien. Dans ce cas, l’espace tangent en chaque point est quand
meˆme un espace de Hilbert mais l’application exponentielle n’est pas continue.
Notons H2 le plan hyperbolique a` courbure constante  1. Soit ⌦ un espace de pro-
babilite´ standard (sans atome). On conside`re alors, X, l’« inte´grale pythagoricienne »
de H2 au dessus de ⌦. Par de´finition, l’espace X est constitue´e des (classes de) fonctions
! 7! x! de ⌦ dans H2 telles que pour tout o 2 H2, ! ! d(o, x!) est une fonction me-
surable de carre´ sommable. On note alors, comme dans le paragraphe 5.1 de [Mon06],
X = L2(⌦,H2). Un point ge´ne´rique de X sera note´ x = (x!)!2⌦. La distance sur X est
alors donne´e par
d(x, y)2 =
Z
⌦
d(x!, y!)
2d!.
Comme H2 est un espace de Hadamard se´parable, l’espace X est alors un espace de
Hadamard se´parable (voir par exemple la proposition 3.10 de [Stu03]).
Pour o 2 H2, on note So la syme´trie ge´ode´sique en o dans H2 et pour x 2 X, on
notera aussi  x la syme´trie en x donne´e par la formule pour y 2 X,  x(y) = (Sx!(y!))!.
On voit alors que  x est une involution isome´trique qui posse`de pour unique point fixe
x. Les ge´ode´siques de X se de´crivent a` partir de celles de H2.
Proposition 3.12. Soit I un intervalle re´el. Une application g : I ! X est une ge´ode´-
sique si et seulement s’il existe une application mesurable ↵ : ⌦ ! R+ et une collection
de ge´ode´siques (g!) : ↵(!)I ! H2 telles queZ
⌦
↵(!)2d! = 1, (g(t))! = g!(↵(!)t)
pour tout t 2 I et presque tout !.
De´monstration. On pourra se re´fe´rer a` la proposition 44 de [Mon06] ou a` la
proposition 3.10 de [Stu03] et les re´fe´rences de cette dernie`re. ⇤
L’espace X est donc un espace de Hadamard syme´trique au sens ci-dessus. On va
voir qu’il n’est pas a` courbure borne´e.
Pour r > 0 et a 2 (0,⇡), choisissons o 2 H2 et deux rayons ge´ode´siques ⇢1, ⇢2 issus
de o formant un angle ↵. Maintenant, pour   > 0 on choisit ⌦  ⇢ ⌦ de mesure  2 et on
pose x 1 = ⇢1(r/ ) et x
 
2 = ⇢2(r/ ). On construit des points x, y
 , z  2 X par
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x! = o pour ! 2 ⌦
y ! = o pour ! 2 ⌦ \ ⌦ 
z ! = o pour ! 2 ⌦ \ ⌦ 
y ! = x
 
1 pour ! 2 ⌦ 
z ! = x
 
2 pour ! 2 ⌦ 
On a alors d(x, y ) = d(x, z ) = r et \x(y , z ) = \o(x 1 , x 2) qui tend vers ⇡ quand
  ! 0. Comme \x(y , z ) = \o(x 1 , x 2) = a, en choisissant a aussi proche de ze´ro que
voulu, on nie la condition de courbure borne´e.
On peut aussi remarquer que dans cet exemple le rang est +1. En e↵et X contient
des sous-espaces convexes isome´triques a` des espaces de Hilbert de dimension infinie.
Par exemple, si L ⇢ H2 est une ge´ode´sique bi-infinie, {x 2 X| x! 2 L, 8! 2 ⌦} est un
tel un sous-espace.
L’exemple n’est pas propre au plan hyperbolique et on peut remplacer celui-ci par
n’importe quel espace riemannien syme´trique de type non-compact, seule la condition de
courbure non partout nulle est importante. SiX0 est un espace de Hilbert alors L2(⌦, X0)
aussi.
On veut maintenant comprendre l’application exponentielle pour X = L2(⌦,H2) et
donc, pour cela, comprendre aussi l’espace des directions et le coˆne tangent en un point.
Comme l’espace X est homoge`ne, on obtiendra des espaces isome´triques pour chaque
point. On va donc le faire au point x = (x!) ou` ! 7! x! est constante e´gale a` un certain
o 2 H2.
De´finition 3.13. Soit (Y, d) un espace me´trique se´parable de diame`tre ⇡ et ⌦ un espace
mesure´. L’inte´grale sphe´rique,
R ⇤
⌦ Y , de Y au-dessus de ⌦ est l’ensemble constitue´e de
paires (y, v) = ((y!), (v!)) telles que
(i) y! 2 Y , v! 2 R+ pour tout !,
(ii) ! 7! v! est mesurable et
R
⌦ v
2
! d! = 1,
(iii) ! 7! y! est mesurable.
La distance sur
R ⇤
⌦ Y est alors de´finie par
cos(d((x, v), (y, w))) =
Z
⌦
v!w! cos(d(x!, y!))d!.
Dans le cas ou` ⌦ est constitue´ de deux atomes {!1,!2} de mesure 1 alors on retrouve
le joint sphe´rique X ⇤X de la de´finition 1.10. Dans ce cas, v1 sera cos(✓) et v2 sera sin(✓).
On pourra se reporter a` la remarque 48 de [Mon06].
Proposition 3.14. Pour x 2 X = L2(⌦,H2), l’espace des directions ⌃x est isome´-
trique a` l’inte´grale sphe´rique
R ⇤
⌦ ⌃o et l’espace tangent Tx est isome´trique a` l’inte´grale
pythagoricienne L2(⌦, To).
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De´monstration. Soit g, g0 deux rayons ge´ode´siques issus de x. Par la proposition
3.12, on a l’existence de {g!}, {g0!}, famille de rayons issus de o et v, v0 applications
mesurables ⌦! R+ de norme L2 e´gales a` 1. Ainsi,
cos(\x(g, g)) = lim
t!0 cos(\x(g(t), g(t
0)))
= lim
t!0
2t2   d(g(t), g(t0))2
2t2
= 1  1/2 lim
t!0
d(g(t), g(t0))2
t2
= 1  1/2 lim
t!0
1
t2
Z
⌦
(v2! + v
02
!)t
2   2v!v0! cos(\o(g!(v!t), g0!(v0!t)))d!
=
Z
⌦
v!v
0
! cos(\o(g!, g0!))d!.
Ceci montre que ⌃x se plonge isome´triquement dans
R ⇤
⌦ ⌃o. Re´cripoquement, si ((g!), (v!))
est un e´le´ment de
R ⇤
⌦ ⌃o, on construit la ge´ode´sique t 7! g(t) ou` (g(t))! = g!(v!t) pour
presque tout !.
Maintenant, on de´finit une application   : Tx ! L2(⌦, To) par la formule
( , (g!, v!)) 7! ( v!, g!).
On calcule alors
d(( , (g, v)), ( 0, (g0, v0)))2 =  2 +  02   2  0 cos
✓Z
⌦
v!v
0
! cos(\o(g!, g0!))d!
◆
et
d(( v!, g!), ( 
0v0!, g
0
!))
2 =
Z
⌦
( v!)
2 + ( 0v0!)
2   2 v! ·  0v0! cos(\o(g!, g0!))d!
=  2 +  02   2  0 cos
✓Z
⌦
v!v
0
! cos(\o(g!, g0!))d!
◆
.
Ce qui montre que   est une isome´trie et son inverse est donne´ par
( !, g!) 7! ( , (g!, !/ ))
ou`   =
qR
 2!d!. ⇤
Ainsi, l’espace tangent en tout point est un espace de Hilbert. Cependant l’application
exponentielle n’est pas continue. En e↵et, on peut identifier la sphe`re unite´ de Tx a` ⌃x.
Le contre-exemple a` la condition de courbure ne´gative montre que l’on peut trouver une
suite de rayons ge´ode´siques (⇢n) issus de x tels que \(⇢n, ⇢m)!n,m!1 0 et tels que les
points ⇢n(1) soient uniforme´ment se´pare´s.
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4. Immeubles sphe´riques
L’ouvrage re´cent de re´fe´rence sur les immeubles est [AB08]. Ici, on donne seulement
les ide´es et re´sultats a` avoir en teˆte pour ce qui suivra. Une de´finition (e´quivalente aux
de´finitions usuelles) pratique et plus visuelle pour nous est celle donne´e en II.10A.1 de
[BH99].
De´finition 4.1. Un immeuble sphe´rique de dimension n est un complexe simplicial X
dont les simplexes sont des simplexes sphe´riques tel que :
(i) X est la re´union d’une collection A de sous-complexes E appele´s appartements qui
munis de la distance inte´rieure sont isome´triques a` la sphe`re Sn et cette distance
inte´rieure induit la distance sphe´rique sur chaque simplexe. Les simplexes de di-
mension n sont appele´s des chambres. Les intersections de chambres sont appele´es
cellules ou faces .
(ii) Deux chambres sont incluses dans un appartement commun.
(iii) Soient E et E0 deux appartements contenant tous les deux, deux chambres C et C 0
alors il existe une isome´trie simpliciale de E sur E0 qui fixe point par point C et C 0
Un immeuble sphe´rique est dit e´pais si tout simplexe de dimension n   1 est une face
d’au moins trois simplexes de dimension n.
Un point e´tonnant de cette de´finition est qu’elle ne fait pas intervenir ce que l’on
appelle le groupe de Weyl de l’immeuble qui est une donne´e capitale. On pourra le re-
trouver en montrant que tout appartement est un complexe de Coxeter d’un type fixe´
et le groupe de Weyl est alors le groupe de Coxeter associe´.
Le paragraphe 3.6 de [Ebe96] fait le lien entre espace syme´trique de type non-
compact et immeuble sphe´rique.
Proposition 4.2. Soit X un espace syme´trique de type non-compact et de rang r > 1.
Il existe une structure d’immeuble sphe´rique e´pais, de dimension r  1, sur @X telle que
la distance soit la distance angulaire.
Le groupe de Weyl d’un immeuble au bord d’un espace syme´trique de type non-
compact X, est alors le groupe de Weyl du groupe semi-simple des isome´tries de X.
Dans la suite, des immeubles sphe´riques de type Bp interviendront. On repre´sente le
type d’un appartement en dimension 1 ce qui correspond a` p = 2.
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Figure 1. Un appartement de type B2.
CHAPITRE II
Espaces de dimension te´lescopique finie
Ce chapitre doit beaucoup a` l’article [CL10a] de P.-E. Caprace et A. Lytchak qui
introduit la notion de dimension te´lescopique. On redonne ici une de´monstration de leur
premier the´ore`me (The´ore`me 1.1 chez eux, the´ore`me 6.1 ici) purement ge´ome´triquement
sans utiliser de « flot de gradient ». A la fin du chapitre, on s’inte´resse plus particulie`re-
ment a` des espaces syme´triques de dimension te´lescopique finie.
5. Dimensions ge´ome´trique, te´lescopique et ine´galite´ de Jung
5.1. Dimension ge´ome´trique. Dans l’espace euclidien de dimension n le the´ore`me
de Jung a rme que pour toute partie borne´e S ⇢ Rn il existe une unique boule ferme´e
de rayon minimal r = rad(S) contenant S et on a alors l’ine´galite´
rad(S) 
r
n
2(n+ 1)
diam(S).
De plus, il y a e´galite´ si et seulement si S contient les sommets d’un simplexe re´gulier
de dimension n et d’areˆtes de longueur diam(S). Ainsi, pour un espace euclidien E,
on peut caracte´riser la dimension de l’espace a` partir des rapports rad(S)/ diam(S) ou`
S parcourt les parties borne´es de E. Pour une version CAT(), on peut se reporter a`
[LS97].
De´finition 5.1. Un espace CAT(0), X, est de dimension ge´ome´trique plus petite que
n si pour toute partie Y ⇢ X de diame`tre fini, on a l’ine´galite´
rad(Y ) 
r
n
2(n+ 1)
diam(Y ).
Cette de´finition de la dimension ge´ome´trique d’un espace CAT(0) n’est pas la de´fi-
nition originale mais lui est e´quivalente par le the´ore`me 1.3 de [CL10a]. La de´finition
originale est due a` B. Kleiner dans [Kle99]. Elle est donne´e pour les espaces CAT() et
se fait de manie`re ite´rative a` l’aide de l’espace des directions qui lui est CAT(1). La di-
mension ge´ome´trique d’un espace discret est nulle et on de´finit la dimension ge´ome´trique,
DimGeo, comme la plus petite fonction (a` valeurs dans N[{1}) sur la classe des espaces
CAT() telle que DimGeo(X)   DimGeo(⌃xX) + 1 pour tout x 2 X. Un des buts de
l’article de B. Kleiner est d’obtenir di↵e´rentes caracte´risations de cette dimension.
The´ore`me 5.2 (The´ore`me A de [Kle99]). Soit  2 R et X un espace CAT(). Les
quantite´s suivantes sont e´gales a` la dimension ge´ome´trique de X
• sup{DimTop(K) | K ⇢ X est compact}, ou` DimTop de´signe la dimension topo-
logique (dimension de recouvrement de Lebesgue).
25
26 II. ESPACES DE DIMENSION TE´LESCOPIQUE FINIE
• sup{k | Hk(U, V ) 6= 0, pour une paire d0ouverts V ⇢ U ⇢ X}. ou` Hk(U, V ) est le
k-ie`me groupe d’homologie relative de U par rapport a` V .
La proprie´te´ suivante pour les espaces CAT(1) de dimension ge´ome´trique finie nous
sera utile.
Proposition 5.3 (proposition 1.4 de [BL05]). Soit X un espace CAT(1) complet et Y ⇢
X une partie convexe ferme´e de dimension ge´ome´trique finie. Si Y est de rayon infe´rieur
a` ⇡/2 alors l’ensemble des centres circonscrits posse`de un unique centre circonscrit,
appele´ centre des centres, qui est invariant par toute isome´trie laissant Y invariant.
5.2. Coˆnes asymptotiques. La dimension ge´ome´trique d’un espace est une no-
tion locale puisqu’elle fait intervenir l’espace des directions en chaque point. On veut
maintenant de´finir une quantite´ « a` grande e´chelle ».
De´finition 5.4. Un ultrafiltre non principal sur N est une mesure de probabilite´ finiment
additive, ! sur N telle que
– !(S) 2 {0, 1}, pour tout S ⇢ N.
– !(F ) = 0, pour toute partie finie F ⇢ N.
L’existence d’ultrafiltres non principaux est une conse´quence du lemme de Zorn. En
e↵et, l’ensemble des parties de N de mesure 1 forme un filtre de parties maximal pour la
relation d’inclusion. La vision probabiliste est cependant plus agre´able a` manipuler pour
ce qui nous concerne.
Fixons, !, un ultrafiltre non principal sur N. Soit X est un espace topologique, x un
point de X et (xn)n2N une suite de points de X. On dit que (xn) converge vers x (rela-
tivement a` !) si pour tout voisinage U de x, !({n|xn 2 U}) = 1. Si X est se´pare´ alors
toute suite posse`de au plus une limite et l’on note lim! xn = x. La proprie´te´ principale
des ultrafiltres est la suivante. Si X est compact alors toute suite est convergente.
Soit ! un ultrafiltre non principal et (Xn, dn, xn) une suite d’espaces me´triques avec
point base xn. On note X1 = {(yn) 2
Q
Xn | (d(xn, yn))n est borne´e}. Cet espace est
muni d’une pseudo-distance d(y, z) = lim! dn(yn, zn). L’espace quotient associe´ a` la rela-
tion « eˆtre a` distance 0 » est alors un espace me´trique note´ (X!, d!) appele´ ultraproduit
des Xn relativement a` !. Pour plus de de´tails, on pourra se reporter au chapitre 2 de
[Gro93] et au paragraphe 2.4 de [KL97].
De´finition 5.5. Soit (X, d) un espace me´trique. Un coˆne asymptotique sur X est un
ultraproduit relativement a` un ultrafiltre !, de la suite (X, "nd, xn) ou` ("n) est une suite
de re´els strictement positifs tendant vers 0 et (xn) une suite de points de X.
On pourra remarquer que si (X, d) est un espace CAT(0) alors tout coˆne asympto-
tique sur X est aussi un espace CAT(0) et meˆme complet (voir proposition 2.4.6 de loc.
cit.). Pour se faire une ide´e de ce que produit la construction d’un coˆne asymptotique,
on peut conside´rer deux exemples CAT(0) extre´maux : L’espace euclidien et le plan hy-
perbolique.
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Dans le cas d’un espace euclidien (E, d), pour tout   > 0, l’espace (E, d) est iso-
me´trique a` (E, d) par l’homothe´tie de rapport  . Ainsi un coˆne asymptotique sur E est
isome´trique a` un ultra-produit ou` tous les facteurs sont isome´triques a` E. Finalement,
tout coˆne asymptotique sur E est isome´trique a` E.
Dans le cas du plan hyperbolique, le comportement est bien di↵e´rent puisque tout
coˆne asymptotique est un arbre re´el (voir la remarque 5.8).
5.3. Dimension te´lescopique.
De´finition 5.6 (Introduction de [CL10a]). Soit (X, d) un espace CAT(0). On dit que X
est de dimension te´lescopique n si n est le plus petit entier tel que tout coˆne asymptotique
sur X est de dimension ge´ome´trique au plus n.
Comme la dimension ge´ome´trique, la dimension te´lescopique peut s’exprimer a` l’aide
d’une ine´galite´ inspire´e de celle de Jung.
Proposition 5.7 (The´ore`me 1.3 de [CL10a]). Un espace CAT(0), X, est de dimension
te´lescopique plus petite que n si et seulement si pour tout   > 0, il existe D > 0 tel que
pour toute partie Y ⇢ X de diame`tre fini supe´rieur a` D, on a l’ine´galite´
(5.1) rad(Y ) 
✓
  +
r
n
2(n+ 1)
◆
diam(Y ).
Remarques 5.8. (i) Un espace CAT(0) est de dimension te´lescopique 0 si et seule-
ment si il est borne´.
(ii) Un espace (X, d) est Gromov-hyperbolique s’il existe   > 0 tel que (X, d) est  -
hyperbolique. C’est a` dire que pour tout x0, x, y, z 2 X
hx|zix0   min {hx|yix0 , hy|zix0}   
On se reportera a` la section 20 pour une de´finition du produit de Gromov hx|yix0 .
En multipliant la distance par " > 0, un espace  -hyperbolique devient " -hyperbolique.
Ainsi, un coˆne asymptotique d’un espace Gromov-hyperbolique ge´ode´sique est un
un espace ge´ode´sique et 0-hyperbolique, c’est un arbre re´el (voir la de´finition 2.7
de [GdlH90]). En fait un espace CAT(0) est de dimension te´lescopique 1 si et
seulement si il est de plus hyperbolique au sens de Gromov (voir l’introduction de
[CL10a]).
Eˆtre localement compact et eˆtre de dimension te´lescopique finie ne sont pas des
proprie´te´s lie´es. On verra dans le chapitre III des espaces non localement compacts mais
de dimension te´lescopique finie et on peut construire un espace localement compact de
dimension te´lescopique infinie en recollant des morceaux d’espaces dont la dimension
grandit en partant a` l’infini (voir le paragraphe 2.1 de loc. cit.).
6. Intersection de´croissante de parties convexes
Dans le cas d’un espace CAT(0) propre, on a la dichotomie suivante. Soit l’espace
est borne´ soit le bord est non-vide. Cette dichotomie n’est plus vraie en dimension
te´lescopique finie (meˆme en dimension ge´ome´trique finie). Conside´rons l’espace me´trique
constitue´ d’un point duquel partent une infinite´ de segments dont les longueurs forment
une famille non borne´e.
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Cet espace ne posse`de pas de ge´ode´sique infinie donc son bord est vide bien qu’il ne soit
pas borne´. De plus, c’est un arbre donc sa dimension ge´ome´trique est 1.
The´ore`me 6.1. Soit X un espace de Hadamard de dimension te´lescopique finie. Soit
(Xi)i2N une suite de´croissante de parties convexes ferme´es d’intersection vide. Alors il
existe un point ⇠ 2 @X, appele´ centre des directions, qui appartient a` l’ intersection des
@Xi. De plus, pour tout ⌘ 2 \ @Xi, on a \(⇠, ⌘)  ⇡/2.
De´monstration. Soit p un point de X. Par la proposition 1.15, si xi est le projete´
de p sur Xi on a d(p, xi)!1. On introduit les notations suivantes :
• Nt = min{i 2 N, d(p, xi)   t},
• pour i   Nt, xi(t) est le point de [p, xi] a` distance t de p,
• Cti = {xi(t), i   Nt},
• Dt = diam(Cti ),
• pour i   Nt, cti est le centre de {xj(t), j   i} et
• rti est le rayon de l’ensemble {xj(t), j   i}.
p
xj
xi
Xj
Xi
xj(t)xi(t)
Cti
Il y a alors deux possibilite´s. La fonction, croissante, t 7! Dt est borne´e ou non. Dans
le premier cas, on a alors la convergence de (xi) vers un point du bord. Ce point ne
de´pend pas de p et la boule de rayon ⇡/2 autour de ce point contient \@Xi. On se place
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maintenant dans le second cas. Si X est de dimension telescopique n, on fixe un   > 0
tel que  
p
2 +
q
n
(n+1) < 1 et on a alors l’existence d’un D > 0 donne´ par la de´finition.
Soit t   tel que Dt > D et soit i, j deux entiers tels que j   i   Nt. Puisque Xj ⇢ Xi,
on a \xi(p, xj)   ⇡/2 (par 1.13). Ainsi, \p(xi, xj)  ⇡/2 et donc d(xi(t), xj(t)) 
p
2t.
L’ine´galite´ de Jung (5.1) donne
rti 
✓
  +
r
n
2(n+ 1)
◆
Dt 
✓
 
p
2 +
r
n
(n+ 1)
◆
t
L’ine´galite´ triangulaire donne alors
d(p, cti)   d(p, xi(t))  d(xi(t), cti)  

1 
✓
 
p
2 +
r
n
(n+ 1)
◆ 
t
Par le lemme 1.14, on a d(cti, c
t
j) 
q
2((rti)
2   (rtj)2). Comme (rtk)k est de´croissante, on
en de´duit que (ctk)k est de Cauchy. Notons ct la limite et remarquons que
(6.1) d(p, ct)  

1 
✓
 
p
2 +
r
n
(n+ 1)
◆ 
t.
On va maintenant s’attacher a` montrer que ct converge vers un point du bord quand t
tend vers +1. Pour t0   t > 0 et j   i   Nt0 on introduit le point note´ tt0 ct
0
i et situe´
sur [p, ct
0
i ] a` distance
t
t0d(p, c
t0
i ) de p. Par comparaison CAT(0), on a d(xj(t),
t
t0 c
t0
i ) 
t
t0d(xj(t
0), ct0i )  tt0 rt
0
i . Ainsi, r
t
i  tt0 rt
0
i . Notons rt la limite (croissante) des (r
t
i)i, alors
rt
t  r
t0
t0 
p
2 et donc ( rtt ) converge quand t tend vers +1. Dans le triangle xj(t), tt0 ct
0
i , c
t
i
avec m le milieu de tt0 c
t0
i , c
t
i, l’ine´galite´ CAT(0) donne
d(xj(t),m)
2  1
2
✓
d(xj(t), c
t
i)
2 + d(xj(t),
t
t0
ct
0
i )
2
◆
  1
4
d(
t
t0
ct
0
i , c
t
i)
2
Comme m n’est pas le centre de Cti , il existe un j pour lequel d(m,xj(t))   rti et
avec les ine´galite´s d(xj(t), cti)  rti et d(xj(t), tt0 ct
0
i )  tt0 rt
0
i on obtient d(
t
t0 c
t0
i , c
t
i)
2 
2t2
"✓
rt
0
i
t0
◆2
 
⇣
rti
t
⌘2#
et en faisant tendre i vers +1 on a
d
✓
t
t0
ct
0
, ct
◆2
 2t2
24 rt0
t0
!2
 
✓
rt
t
◆235
Fixons t0 > 0 et " > 0. Pour conclure, il su t de voir que les points x =
t0
d(p,ct)c
t et
y = t0d(p,ct)
t
t0 c
t0 sur les segments [p, ct] et [p, ct
0
], d(x, y) est aussi petite que l’on veut pour
t, t0 assez grand. Par le the´ore`me de Thale`s dans le triangle de comparaison associe´ au
triangle de sommets p, ct, tt0 c
t0 , on a d(x, y) < t0d(p,ct)d
⇣
t
t0 c
t0 , ct
⌘
. Maintenant, pour t, t0
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tels que
⇣
rt
0
t0
⌘2   ⇣ rtt ⌘2  < "2 avec l’ine´galite´ 6.1, on obtient
d(x, y) <
p
2"
1 
⇣
 
p
2 +
q
n
n+1
⌘ .
Si ⇠ est la limite des ct alors ⇠ ne de´pend pas du point base p car la projection sur une
partie convexe et toutes les autres constructions utilise´es n’augmentent pas les distances.
Ainsi, on peut choisir p dans un Xi et alors par convexite´, on a ct 2 Xi pour tout t   0
donc ⇠ 2 @Xi. Finalement, ⇠ appartient bien a` \i@Xi.
Soit ⌘ 2 \@Xi et ⇢ le rayon ge´ode´sique issu de p pointant vers ⌘. Fixons i 2 N et
notons pui le projete´ de ⇢(u) sur Xi. Comme la distance de ⇢(u) a` Xi est borne´e et que la
distance a`Xi est convexe, on a que d(pui , ⇢(u)) est majore´e par d(p,Xi). Ainsi, p
u
i converge
a` l’infini vers ⌘. Alors pour t > 0 et i   Nt,  ⌘(xi(t), p) = limu!1 d(xi(t), pui )  d(pui , p).
Comme \xi(p, pui )   ⇡/2, on a par comparaison CAT(0), d(xi(t), pui )  d(p, pui ) et donc
 ⌘(xi(t), p)  0. Par convexite´ et continuite´ des fonctions de Busemann, on obtient
 ⌘(ct, p)  0. La formule angulaire asymptotique 1.26 permet alors de conclure que
lim inft,u!1\x(⇢(u), ct)  ⇡/2 et par le lemme 1.27, \(⇠, ⌘)  ⇡/2.
⇤
Remarques 6.2. (i) L’existence d’une telle suite de parties convexes assure donc, en
particulier, le fait que @X 6= ;.
(ii) Les ide´es utilise´es pour montrer ce the´ore`me sont tre`s proches du paragraphe 6 de
[Buy98]. En particulier la courbe t 7! ct est appele´e courbe des centres virtuels
associe´s a` la suite (xi). Ici on montre sans utiliser la seconde courbe des centres
virtuels qu’il y a convergence a` l’infini. Si on suit la me´thode de S. Buyalo, on
obtient que cette seconde courbe des centres virtuels est une ge´ode´sique de p a` ⇠.
(iii) Le point ⇠ ainsi construit est canonique dans le sens ou` toute isome´trie deX laissant
invariants les Xi fixe ⇠. On peut montrer un peu plus.
Proposition 6.3. Soit (Xi)i2N et (X 0i)i2N deux suites de parties convexes ferme´es d’in-
tersection vide d’un espace de Hadamard de dimension telescopique finie. Soit ⇠ et ⇠0 les
centres des directions respectifs donne´s par le the´ore`me 6.1. Supposons que pour tout n,
il existe m0 tel que Xn ✓ X 0m0 et que pour tout n0 il existe m tel que X 0n0 ✓ Xm. Alors
⇠ = ⇠0.
De´monstration. Commenc¸ons par remarquer que si ' : N ! N est une extrac-
tion (application strictement croissante) alors les suites (Xi)i2N et (X'(i))i2N ont meˆme
centre des directions a` l’infini. En e↵et, la courbe ct de la de´monstration ci-dessus est
obtenue comme limite de la suite (cti) et comme une sous-suite d’une suite convergente
converge vers la meˆme limite, on a le re´sultat.
Par la proprie´te´ d’emboˆıtement de (Xi) et (X 0i), on peut trouver deux extractions '
et '0 telles que pour tout i 2 N, X'(i) ✓ X 0'0(i) ✓ X'(i+1). De´finissons alors X 002i = Xi
et X”2i+1 = X 0i. Alors, (X”i) ve´rifie les conditions du the´ore`me 6.1 et posse`de donc un
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centre des directions qui est donc le meˆme que celui de (X'(i)) et (X
0
'0(i)). Ainsi, les deux
suites (Xi)i2N et (X 0i)i2N ont bien meˆme centre des directions. ⇤
7. Conse´quences
Dans cette section, on redonne les applications que l’on trouve dans [CL10a] sur
les espaces CAT(0) de dimension te´lescopique finie. Comme nous n’en donnons pas de
preuve, nous renvoyons au texte cite´. On commence par une conse´quence sur une topo-
logie plus faible que la topologie me´trique initiale.
De´finition 7.1 (De´finition 8 de [Mon06]). Soit X un espace me´trique. La topologie
Tc sur X est la topologie la plus grossie`re pour la laquelle toutes les parties convexes et
ferme´es pour la topologie me´trique sont ferme´es pour Tc.
Une premie`re proprie´te´ importante de cette topologie pour les espaces de Hadamard
est que toute partie convexe ferme´e et borne´e est compacte (sans eˆtre ne´cessairement
se´pare´e) pour Tc (the´ore`me 14 de [Mon06]). Si X est un espace de Hadamard, cette
topologie s’e´tend a` X = X [ @X en de´clarant que pour toute partie convexe de Y
de X, l’adhe´rence Y (pour la topologie usuelle sur X) est ferme´e pour Tc. Avec cette
topologie, si X est un espace de Hadamard qui est de plus Gromov-hyperbolique alors X
est compact (proposition 23 de [Mon06]). Pour les espaces de Hadamard de dimension
te´lescopique finie, on obtient la reformulation suivante :
Proposition 7.2 (Remarque 1.2 de [CL10a]). Soit X un espace de Hadamard de di-
mension te´lescopique finie alors X est compact pour la topologie Tc.
La condition de finitude sur la dimension te´lescopique a des conse´quences sur le bord
a` l’infini.
Proposition 7.3. Soit X est un espace de Hadamard de dimension te´lescopique finie et
⇠ 2 @X. Alors le bord a` l’infini de toute horoboule centre´e en ⇠ co¨ıncide avec la boule de
rayon ⇡/2 (pour la distance angulaire) de @X centre´e en ⇠.
De´monstration. La preuve du lemme 3.5 de [CM09b] (meˆme e´nonce´ mais dans le
cas ou` X est propre) est en fait ge´ne´ral et s’appuie uniquement sur la formule 1.26. ⇤
On va maintenant s’inte´resser aux actions par isome´tries sur des espaces CAT(0) de
dimension te´lescopique finie.
De´finition 7.4 (De´finition 8 de [Mon06]). Soit G un groupe topologique agissant conti-
nuˆment par isome´tries sur un espace me´trique X. On dit que l’action Gy X est e´vanes-
cente s’il existe T ✓ X non-borne´ tel que pour toute partie compacte Q de G, l’ensemble
{d(gx, x)| g 2 Q, x 2 T} est borne´.
Cette de´finition a pour but de remplacer l’existence de point fixe a` l’infini pour
une action sur un espace de Hadamard non propre. En e↵et, Si G agit continuˆment
par isome´tries sur un espace de Hadamard propre, X, alors l’action est e´vanescente si
et seulement si G posse`de un point fixe a` l’infini (voir la proposition 27 de [Mon06]).
Toujours dans [Mon06], N. Monod introduit la notion d’action re´duite. un groupe G
agit de manie`re re´duite sur un espace CAT(0), X, s’il n’existe pas de partie convexe
ferme´e borne´e Y ⇢ X telle que pour tout g 2 G, gY et Y sont a` distance de Hausdor↵
finie.
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Proposition 7.5 (Proposition 1.8 de [CL10a]). Soit X un espace de Hadamard de
dimension te´lescopique finie et G < Isom(X) un sous-groupe du groupe d’isome´tries.
(i) L’action Gy X est evanescente si et seulement si elle posse`de un point fixe dans
X.
(ii) Si G ne fixe pas de point a` l’infini alors, il existe une partie convexe ferme´e Y ⇢ X
G-invariante sur laquelle l’action est minimale.
(iii) Si X est irre´ductible et G agit minimalement sans point fixe a` l’infini alors il en
est ainsi pour tout sous-groupe {e} 6= H CG. De plus, l’action Gy X est re´duite.
(iv) Si Isom(X) y X est minimale alors pour toute partie convexe ferme´e Y  X, on
a @Y  @X
Rappelons les notations suivantes de la section 1.5. On note C0 l’espace vectoriel des
fonctions continues sur un espace CAT(0), X, qui s’annulent en un point x0. On le munit
de la topologie de la convergence ponctuelle et on note D le sous-ensemble des fonctions
distances normalise´es en x0.
Proposition 7.6 (Proposition 4.8 de [CL10a]). Soit X un espace CAT(0) de dimension
te´lescopique finie non re´duit a` un point et tel que Isom(X) agit minimalement. Si D
contient une fonction a ne alors il existe une de´composition en produit X = R⇥X 0.
En fait, la preuve de cette proposition permet de montrer plus car la de´composition
ci-dessus est obtenue par l’existence d’une fonction de Busemann et le facteur R est
obtenu graˆce a` cette fonction de Busemann.
Proposition 7.7. Soit X un espace CAT(0) de dimension te´lescopique finie non re´duit
a` un point et tel que Isom(X) agit minimalement. Soit X = E ⇥ Y sa de´composition
de de Rham ou` E est le facteur euclidien (de dimension finie) de de Rham. Alors les
fonctions a nes de D sont exactement les fonctions de Busemann associe´es a` un point
de @E.
Le the´ore`me suivant est inspire´ par un the´ore`me [AB98a] de S. Adams et W. Ball-
mann. L’hypothe`se de compacite´ locale initiale est remplace´e par celle de dimension
te´lescopique finie.
The´ore`me 7.8 (The´ore`me 1.6 de [CL10a]). Soit X un espace de Hadamard de dimen-
sion te´lescopique finie et G un groupe moyennable agissant continuˆment par isome´tries
sur X. Alors G fixe un point de @X ou G laisse invariant un sous-espace euclidien.
Pour des espaces de Hadamard ge´ne´raux, il n’existe pas de de´composition du type
de´composition de de Rham mais dans le cas des espaces de Hadamard de dimension
te´lescopique finie, on le re´sultat suivant.
Proposition 7.9 (Proposition 6.1 de [CL10a]). Soit X un espace de Hadamard de
dimension te´lescopique finie tel que Isom(X) y X soit minimale. Alors il existe une
de´composition maximale en produit
X ' Rn ⇥X1 ⇥ · · ·⇥Xm
ou` chaque Xi est irre´ductible non borne´ et non isome´trique a` R. De plus, toute isome´trie
agit en pre´servant cette de´composition a` une permutation des facteurs pre`s.
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8. Espaces CAT(0) syme´triques propres
Nous allons montrer que la de´finition d’espace syme´trique CAT(0) co¨ıncide avec la
notion classique d’espaces riemanniens syme´triques a` courbure ne´gative dans le cas ou
l’espace est propre. On va donc s’attacher a` retrouver la structure di↵e´rentiable. Les
ide´es de´veloppe´es dans [CM09a, CM09b] sont largement utilise´es et on pourrait se
limiter a` montrer comment cela de´coule du the´ore`me 1.1 de [CM09b] mais on en donne
une preuve « e´lague´e » dans notre cas particulier.
La de´monstration repose sur la re´solution du cinquie`me proble`me de Hilbert par D.
Montgommery et L. Zippin. Cette re´solution utilise de manie`re cruciale la compacite´
locale et donc la de´monstration suivante telle quelle ne s’adapte pas pour les espaces
syme´triques non localement compacts. L’e´nonce´ suivant est un cas particulier du re´sultat
de D. Montgommery et L. Zippin (voir [MZ55] pour une re´fe´rence originale). Pour des
notions sur les groupes moyennables, on pourra se re´fe´rer a` la section 14.1. Si G est
un groupe localement compact connexe le radical moyennable est le plus grand groupe
ferme´ moyennable distingue´ de G. Un tel sous-groupe existe et est bien unique. On peut
trouver une preuve de l’existence de ce groupe a` proposition 4.1.12 de [Zim84] et la
notion a e´te´ introduite par M.M. Day dans [Day57].
The´ore`me 8.1. Si G est un groupe localement compact connexe de radical moyennable
trivial alors G est un groupe de Lie semi-simple sans facteur compact.
De´monstration. C’est un cas particulier du the´ore`me 11.3.4(ii) de [Mon01] dans
le cas ou` G est connexe et avec radical trivial. ⇤
Si X est un espace CAT(0) propre alors il existe une topologie naturelle sur son
groupe d’isome´tries qui en fait un groupe topologique, c’est la topologie compacte-ouverte.
Pour K compact de X et U ouvert de X, on pose
W (K,U) = {g 2 Isom(X)| g(K) ⇢ U}.
La topologie compacte-ouverte est alors la topologie la plus fine sur Isom(X) contenant
W (K,U) pour tout compact K ⇢ X et tout ouvert U ⇢ X.
The´ore`me 8.2. Soit X un espace CAT(0) propre. Le groupe des isome´tries de X muni
de la topologie compacte-ouverte est un groupe localement compact et le stabilisateur de
chaque point est un sous-groupe compact.
De´monstration. La section IV.2 de [Hel01] donne ce re´sultat dans le cadre de la
ge´ome´trie riemannienne mais tous les arguments s’appliquent aussi ici sans modification.
⇤
Lemme 8.3. Soit G un groupe agissant par isome´tries sur un espace de Hadamard X.
Alors il existe une partie convexe G-invariante,  G ⇢ @X, contenue dans le bord de
toute partie ferme´e convexe G-invariante de X.
De´monstration. Soit x un point de X. Appelons  G ⇢ @X le bord a` l’infini de
l’enveloppe convexe ferme´e de l’orbite de x, note´e conv(G · x). Par construction,  G est
une partie convexe du bord G-invariante. Il su t alors de voir que  G ne de´pend pas
de x. Soit y 2 X, posons r = d(x, y). Le r-voisinage, Vr(conv(G · x)), de conv(G · x)
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contient donc y et par la proposition 1.13, c’est une partie convexe ferme´e de X donc
conv(G · y) ⇢ Vr(conv(G · x)). Finalement, @ (conv(G · x)) = @ (conv(G · y)). ⇤
The´ore`me 8.4. Soit X un espace syme´trique CAT(0) propre alors
X ' E ⇥ Y
ou` E est un espace euclidien et Y un espace riemannien syme´trique de type non-compact.
Les espaces E et Y sont peut-eˆtre re´duits a` un point.
De´monstration. Graˆce au lemme 3.11, on sait qu’en tout point x 2 X, le coˆne
tangent est un espace euclidien donc,X est de dimension ge´ome´trique finie majore´e par la
dimension topologique d’un coˆne tangent et son bord est aussi de dimension ge´ome´trique
finie. On peut alors faire la de´composition de de Rham de la proposition 7.9
X ' E ⇥ Y1 ⇥ · · ·⇥ Yn.
ou` E est le facteur euclidien et les Yi sont des espaces CAT(0) propres irre´ductibles.
Toute ge´ode´sique g de X s’e´crit t 7! (gE(vEt), g1(vit), . . . , gn(vnt)) ou` gE , g1, . . . , gn sont
des ge´ode´siques de E et des Yi et vE , vi sont des re´els positifs tels que v2E +
Pn
i=1 v
2
i = 1.
En conside´rant des ge´ode´siques avec vi = 1 pour un certain i, on voit que chaque Yi est
sans branchements ge´ode´siques et que les syme´tries deX induisent des syme´tries pour les
Yi. Ainsi, on voit que chaque Yi est lui aussi un espace syme´trique CAT(0) propre mais
irre´ductible. Appelons Gi la composante neutre (pour la topologie compacte-ouverte)
du groupe des isome´tries de Yi et Ri son radical moyennable. Le point principal pour
montrer que Ri est trivial est le fait suivant.
A rmation 1 : Le groupe Gi ne fixe pas de point a` l’infini de Yi . En e↵et, sup-
posons que Gi fixe un point ⇠ 2 @Yi . Soit alors ⌘ 2 @Yi un autre point a` l’infini et
x 2 Yi. Notons g l’unique ge´ode´sique bi-infinie telle que g(0) = x et g(1) = ⌘. Notons
⌧t la transvection telle que ⌧t(x) = g(t). Alors pour tout t, ⌧t 2 G et comme ⌧t fixe ⇠ et
⌘, \x(⇠, ⌘) = \⌧t(⇠, ⌘). Ainsi, par la proposition 1.24 (ii), \x(⇠, ⌘) = \(⇠, ⌘) pour tout
x 2 Yi.
Maintenant, soit x, y 2 Yi, on appelle ⌘ 2 @Yi l’extre´mite´ du rayon ge´ode´sique issu
de x et passant par y. Par ce qui pre´ce`de et la formule angulaire asymptotique, on a
alors
 ⇠(x, y) = d(x, y) lim
t!1 cos(\x(r(t), y))
= d(x, y) cos(\(⇠, ⌘)),
ce qui montre que  ⇠ est une fonction a ne et le lemme 1.35 conclut l’a rmation 1.
A rmation 2 : Tout sous-groupe distingue´ non trivial de Gi agit minimalement.
En e↵et, soit N un sous-groupe distingue´ non trivial de Gi. Si N ne posse`de pas de par-
tie ferme´e convexe invariante et minimale de´croissante pour ces proprie´te´s, il existe une
suite de´croissante de parties Xn ferme´es convexes et N -invariantes telle que \Xn = ;.
Par le the´ore`me 6.1, l’intersection des bords est donc de rayon plus petit que ⇡/2. Par
le lemme 8.3,  N est aussi de rayon plus petit que ⇡/2. De plus,  N 6= ; car s’il existe
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une orbite non-borne´e, par compacite´ de X, alors cette orbite posse`de une valeur d’adhe´-
rence a` l’infini et N ne peut pas avoir d’orbite borne´e car dans ce cas le centre circonscrit
serait fixe´ par N ce qui donnerait une partie minimale invariante. Comme le rayon de
 N est plus petit que ⇡/2, que @Yi est de dimension finie et que Gi laisse invariant
 N , le centre des centres donne´s par 5.3 est un point fixe de Gi ce que l’a rmation 1
empeˆche. Ainsi, N posse`de une partie ferme´e convexe invariante minimale Z, il reste a`
voir que Z = Yi tout entier. Comme Gi normalise N , pour tout g 2 Gi, gZ est aussi une
partie ferme´e convexe N -invariante minimale. Comme l’action de Gi est transitive, la
re´union [g2GigZ est Yi tout entier. Par la proposition 1.21, Yi se de´compose en produit
Yi ' Z ⇥ Z 0. Comme Yi est irre´ductible, un des facteurs est re´duit a` un point. Si Z est
re´duit a` un point, alors tout point est fixe´ par N et N est trivial. Ainsi Z 0 est un point
et donc Z = Yi, ce qui conclut l’a rmation 2.
Supposons que Ri (le radical moyennable de Gi) est non trivial, alors par l’a rma-
tion 2, Ri agit minimalement. Par le the´ore`me 7.8, Ri fixe un point au bord ou laisse un
sous-espace euclidien invariant. Si la deuxie`me possibilite´ est vraie alors par minimalite´,
Yi est un espace euclidien, ce qui contredit l’hypothe`se sur Yi. Dans le cas ou` Ri fixe un
point ⇠ 2 @Yi alors son groupe de´rive´ R0i fixe toute horoboule centre´e en ⇠. On remarque
que R0i est aussi distingue´ dans Gi donc par l’a rmation 2, ne´cessairement, R0i est trivial.
Ainsi, Ri est abe´lien. Pour g 2 Ri, la fonction distance de translation x 7! d(gx, x) est
alors Ri-invariante. Comme cette fonction est convexe et que l’action de Ri est minimale,
elle donc constante. Ce qui signifie que g est une translation de Cli↵ord et donc par le
the´ore`me 1.8, Yi ' Y 0i ⇥ R. Ce qui contredit l’hypothe`se sur Yi.
Ainsi, le radical moyennable de Gi est trivial. On peut alors appliquer le the´ore`me 8.1
et Gi est un groupe de Lie semi-simple connexe a` centre trivial. Donc Gi est un produit
de groupes de Lie simples, Gi ' G1i ⇥ · · · ⇥ Gki . Chacun des Gji agit minimalement par
l’a rmation 2. Si k   2 alors pour g 2 G1i \{e}, tous les e´le´ments de G2i commutent avec
g et donc g est de nouveau une translation de Cli↵ord. Ainsi Gi est un groupe de Lie
connexe simple. Soit Ki un sous-groupe compact maximal, Ki fixe un point x 2 Yi et par
le the´ore`me 8.2, le stabilisateur de x dans Gi est compact donc Ki est le stabilisateur
de x dans Gi. Comme l’action est transitive, Yi ' Gi/Ki (ce n’est pour l’instant qu’une
bijection).
Soit Sx la syme´trie en x et   la conjugaison par Sx dans Isom(Yi) qui laisse Gi
invariant car elle est continue et fixe l’e´le´ment neutre. C’est donc un automorphisme
involutif du groupe de Lie Gi et il induit une involution line´aire de l’alge`bre de Lie gi. Un
calcul montre que si  (g) = g si et seulement si g 2 Ki. Notons ti l’alge`bre de Lie de Ki.
Comme   est continu, c’est un automorphisme analytique de di↵e´rentielle d  en l’identite´
qui est un morphisme involutif de l’alge`bre de Lie gi. De plus, la formule  (exp(T )) =
exp(d T ) pour T 2 gi montre que d T = T si et seulement si Sx(exp(tT )x) = x pour
tout t, c’est a` dire si et seulement si T est dans l’alge`bre de Lie, ti, de Ki. Notons pi le
sous-espace propre de d  pour la valeur propre  1 alors gi = ti   pi. Si Bi est la forme
de Killing de Gi alors la formule
[d (T )[U, V ]] = [d (T ), d ([d (U), d (V )])] = d ([T, [d (U), d (V )]]),
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montre que Bi(d (T ), U) = Bi(T, d (U)). Ainsi, gi = ti   pi est une de´composition de
Cartan (voir la section 2.2).
Notons Xi ' Gi/Ki l’espace syme´trique de Gi alors pi s’identifie a` l’espace tangent
de Xi au point o correspondant a` Ki et on a
expo : pi ! Xi
U 7! exp(U)o .
De plus, le lemme 3.11 permet d’identifier le coˆne tangent Tx de Yi a` pi et on a
expx : pi ! Yi
U 7! exp(U)x .
Ainsi pi posse`de deux produits scalaires, l’un venant de Tx, l’autre de ToXi, tous deux
invariants sous l’action adjointe deKi. Comme Gi est simple, cette action est irre´ductible
donc ces deux produits scalaires sont proportionnels. Quitte a` renormaliser la distance
de Xi, on peut supposer qu’ils sont e´gaux. Ainsi,   = expo   exp 1x re´alise un home´omor-
phisme tel que pour tout y 2 Yi, dXi( (y), o) = dYi(y, x). Finalement, comme Gi agit
transitivement sur Xi et Yi et commute avec  , on obtient que   est une isome´trie entre
Yi et Xi. ⇤
CHAPITRE III
Des espaces de dimension infinie et de rang fini
Dans ce chapitre nous e´tudions une famille d’espaces CAT(0) syme´triques non loca-
lement compacts mais de rangs fini. L’approche est essentiellement me´trique bien que
ces espaces posse`dent une structure de varie´te´s riemanniennes.
9. Formes quadratiques d’indice fini
On rappelle des faits classiques sur les formes quadratiques re´elles en dimension finie
et des re´sultats ge´ne´raux sur les formes quadratiques re´elles en dimension infinie issus
de [BIM05].
Soit H un espace vectoriel re´el et Q une forme quadratique sur H. On note B(x, y) =
1/4(Q(x + y)  Q(x   y)) la forme biline´aire associe´e. Si S est un sous-ensemble de H,
on note S?Q = {x 2 H; 8y 2 S, B(x, y) = 0}. On dit que Q est non-de´ge´ne´re´e
si H?Q = {0}. La forme quadratique Q est de´finie positive si Q(x) > 0 pour tout
x 2 H \ {0} et de´finie ne´gative si Q(x) < 0 pour tout x 2 H \ {0}. On dit que Q est
de´finie si Q est de´finie positive ou de´finie ne´gative et on note cela Q > 0 ou Q < 0 selon
le signe.
Un sous-espace totalement isotrope E est un sous-espace vectoriel tel que Q|E est
nulle. L’indice i(Q) est alors de´fini par
i(Q) = max{dim(E); Q|E = 0}.
On de´finit aussi
i+(Q) = max{dim(E); Q|E > 0}
et
i (Q) = max{dim(E); Q|E < 0}.
Proposition 9.1 (proposition 2.1 de [BIM05]). Soit Q une forme quadratique d’indice
fini.
Alors
(i) i(Q) = min{i+(Q), i (Q)}.
Supposons de plus i(Q) = i+Q.
(ii) Si E ⇢ H est tel que Q|E > 0 et dim(E) = i(Q) alors H = E E?Q et Q|E?Q < 0.
(iii) Si H = E+   E  est une de´composition orthogonale avec Q|E+ > 0 et Q|E  < 0
alors dim(E+) = i(Q).
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Si H = E+  E  est une de´composition orthogonale avec Q|E+ > 0 et Q|E  < 0, on
de´finit
< x, y >= B(x+, y+) B(x , y )
ou` x = x+ + x  et y = y+ + y  sont les de´compositions de x et y selon E+  E . C’est
une forme biline´aire de´finie positive.
De´finition 9.2. Soit Q une forme quadratique sur H. On dit que Q est fortement non-
de´ge´ne´re´e d’indice fini si elle est non-de´ge´ne´re´e, d’indice fini et (H, < , >) est un espace
de Hilbert.
A priori, cette de´finition de´pend de la de´composition E+   E  choisie pour de´finir
< , >. Cependant, le lemme 2.4 de [BIM05] montre qu’elle n’en de´pend pas. Deux
de´compositions comme ci-dessus de´finissent deux produits scalaires e´quivalents c’est a`
dire que les normes associe´es sont e´quivalentes dans le sens ci-dessous.
Si E et E0 sont deux espaces vectoriels munis de forme quadratique Q et Q0, on dit
que ces deux formes quadratiques sont e´quivalentes s’il existe une application line´aire
inversible f : E ! E0 telle que Q0 = Q  f . Une application line´aire inversible f : E ! E
telle que Q = Q f est dite orthogonale et l’ensemble des applications orthogonales forme
un groupe pour la composition. Ce groupe est appele´ groupe orthogonal de Q et est note´
O(Q).
C’est un re´sultat classique en dimension finie (voir par exemple le the´ore`me 6.6
de [Per82]) que la signature caracte´rise comple`tement la classe d’e´quivalence d’une
forme quadratique re´elle. Ce re´sultat s’e´tend aux formes quadratiques fortement non-
de´ge´ne´re´es. Pour cela il faut e´tendre la de´finition de la signature en dimension infinie. Soit
Q une forme quadratique fortement non-de´ge´ne´re´e d’indice fini sur H et H = E+   E 
une de´composition orthogonale avec Q|E+ > 0 et Q|E  < 0. La forte non-de´ge´ne´rescence
impose a` (E+, Q|E+) et (E , Q|E ) d’eˆtre des espaces de Hilbert. Si d± est le cardinal
d’une base de Hilbert de E± alors la signature de Q est le couple (d+, d ).
Proposition 9.3 (Proposition 2.7 de [BIM05]). La signature est un invariant complet
d’e´quivalence entre formes quadratiques fortement non-de´ge´ne´re´es d’indice fini.
Proposition 9.4 (Proposition 2.8 de [BIM05]). Si Q est une forme quadratique forte-
ment non de´ge´ne´re´e d’indice fini sur H et E ⇢ H est un sous-espace ferme´ tel que Q|E
est non de´ge´ne´re´e alors Q|E est fortement non de´ge´ne´re´e et H = E   E?Q.
Proposition 9.5 (The´ore`me de Witt). Soient E un espace vectoriel de dimension finie,
Q une forme quadratique sur E et G,G0 deux sous-espaces de E. Les conditions suivantes
sont e´quivalentes :
(i) il existe f 2 O(Q) tel que f(G) = G0,
(ii) les formes Q|G et Q|G0 sont e´quivalentes.
De´monstration. C’est le the´ore`me VIII.4.1 de [Per82]. ⇤
Corollaire 9.6. Soient H un espace vectoriel re´el, Q une forme quadratique fortement
non de´ge´ne´re´e d’indice fini sur H et G,G0 deux sous-espaces de dimension finie de H.
Les conditions suivantes sont e´quivalentes :
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(i) il existe f 2 O(Q) tel que f(G) = G0,
(ii) les formes Q|G et Q|G0 sont e´quivalentes.
De´monstration. Si H est le sous-espace (de dimension finie) engendre´ par G et
G0, le the´ore`me de Witt (proposition 9.5) montre qu’il existe f : H ! H application
orthogonale pour Q|H telle que f(G) = G0. On prolonge f par l’identite´ sur H?Q . Ceci
a bien un sens car Q|H est non de´ge´ne´re´e et alors H = H   H?Q par la proposition
9.4. ⇤
L’e´nonce´ suivant est donne´ sans preuve dans [BIM05], nous en donnons une preuve.
Proposition 9.7. Soient H un espace vectoriel re´el, Q une forme quadratique fortement
non de´ge´ne´re´e d’indice fini sur H. Si f est une application orthogonale pour Q alors f
est un ope´rateur borne´ pour toute norme hilbertienne associe´e a` Q.
De´monstration. Soit H = E+  E  une de´composition comme dans 9.1.(iii) avec
i(Q) = dim(E+). On note || || la norme hilbertienne associe´e. Si f 2 O(Q) alors f |E+
est borne´e car dim(E+) <1.
Si x 2 E+ avec ||x|| = 1 alors Q(f(x)) = 1 et donc il existe     0 et u± 2 E± avec
||u±|| = 1 tels que f(x) = ch( )u++sh( )u . Comme f |E+ est borne´e, il existe  max > 0
tel que 0      max pour tout x. De la meˆme manie`re, si y 2 E  avec ||y|| = 1 alors
il existe µ   0 et v± 2 E± avec ||v±|| = 1 tels que f(y) = ch(µ)v  + sh(µ)v+. Soit
PE+ le projecteur orthogonal (pour la structure hilbertienne ou pour Q, c’est le meˆme
ope´rateur) alors PE+   f |E+ est injective et donc surjective (sinon il existerait x 2 E+ \ 0
tel que f(x) 2 E  et donc Q(f(x))  0). Soit y 2 E  de norme 1 alors il existe x 2 E+
tel que u+ = v+. l’e´galite´ 0 = B(x, y) = B(f(x), f(y)) donne sh(µ)ch( ) =< u , v  >
ch(µ)sh( ). Puisque µ et   sont positifs, < u , v  >2 [0, 1] et donc tanh(µ)  tanh( )
et par croissance de la fonction tangente hyperbolique 0  µ   max. Finalement,
||f(y)||  ch( max) + sh( max). ⇤
Le lemme 11.10 pre´cise la norme d’un e´le´ment deO(Q) en fonction de certains angles
hyperboliques.
10. Grassmannienne de type non-compact
10.1. L’espace X(Q). Soit p   1 un entier et H un espace de Hilbert re´el se´parable
(de dimension finie supe´rieure a` 2p ou infinie) et soit (ei) une base de Hilbert. Si (xi)
est la famille des coordonne´es d’un vecteur x, on de´finit une forme quadratique Q par la
formule
(10.1) Q(x) =
pX
i=1
x2i  
X
i>p
x2i .
Cette forme quadratique est non-de´ge´ne´re´e et de signature (p, q) ou` q est la dimension
(finie ou infinie de´nombrable) de l’orthogonal des p premiers vecteurs de base. Notons
Gp la Grassmannienne de rang p, c’est a` dire l’ensemble des sous-espaces vectoriels de
dimension p de H. On de´finit la Grassmannienne de type non-compact
X(Q) = {E 2 Gp, Q|E > 0}.
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La forme quadratique Q de´finie ci-dessus est bien fortement non-de´ge´ne´re´e d’indice
fini. De plus, au signe pre`s, toutes les formes quadratiques fortement non-de´ge´ne´re´es
d’indice fini sur un espace de Hilbert se´parable sont de cette forme la` par la proposition
9.3. Ainsi, souvent on ne se rappellera que de la signature de Q et on notera
X(p, q) = X(Q).
Comme nous nous inte´resserons essentiellement au cas de dimension infinie, on notera
simplement
Xp = X(p,1).
Dans le cas p = 1, on reconnaˆıt l’espace hyperbolique de dimension infinie H1, qui est
l’objet central de [BIM05].
Le groupe orthogonal, O(Q) (note´ aussi O(p, q)), de la forme quadratique Q agit na-
turellement sur Gp par g ·E = g(E) pour g 2 O(Q) et E 2 Gp. De plus, cette action laisse
X(p, q) invariant et doncO(Q) agit naturellement sur X(p, q). Dans la base (ei), il y a un
e´le´ment de X(p, q) un peu plus particulier c’est E0 = Vect({ei}pi=1). En e↵et, son ortho-
gonal pour Q, E
?Q
0 , est e´gal a` son orthogonal, E
?
0 , pour le produit scalaire de H. Ainsi,
le stabilisateur de E0 est l’ensmble des transformations qui laisse E0 et son orthogonal
invariant, c’est a` dire O(Q|EO)⇥O(Q|E?O ) = O(p)⇥O(q) avec la convention que O(1)
est le groupe des transformations orthogonales d’un espace de Hilbert se´parable (E?O ici).
Graˆce a` la proposition 9.6 le groupe orthogonal de Q agit transitivement sur X(p, q)
de telle sorte que cet espace s’identifie avec le quotient O(p, q)/O(p)⇥O(q). Dans le cas
ou` q est fini, c’est un espace syme´trique de type non-compact bien connu.
10.2. L’espace syme´trique X(p, q). Cette section est de´die´e a` la structure de cet
espace syme´trique, qui est de´crite, par exemple, dans la section 8.2.2 de [Pet06] ou la
section V.2 de [Hel01] et plus particulie`rement dans [Saw99] .
Le groupe O(p, q) est un sous-groupe de Lie de GLn(R). Plus pre´cise´ment, si J est
la matrice diagonale diag(1, . . . , 1, 1, . . . , 1) avec p apparitions de 1 et q apparitions
de  1 alors
O(p, q) =
 
M 2 GLn(R); tMJM = J
 
.
Son alge`bre de Lie est
o(p, q) =
 
H 2 Mn(R); tHJ + JH = 0
 
.
Avec une e´criture par blocs, on obtient que H 2 o(p, q) si et seulement si
H =

A B
tB C
 
ou` A et C sont des matrices carre´ antisyme´triques de taille respective p et q et B est
une matrice de taille p⇥ q. Le crochet de Lie entre H et H 0 est [H,H 0] = HH 0  H 0H.
La forme de Killing est (voir la proposition 3 de [Saw99])
K(H,H 0) = (p+ q   2) trace(HH 0)
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et si H =

A B
tB C
 
et H 0 =

A0 B0
tB0 C 0
 
alors
trace(HH 0) = trace(AA0) + trace(CC 0) + 2 trace( tBB0).
Si on de´finit
t =
⇢
A 0
0 C
 
; tA =  A, tC =  C
 
et p =
⇢
0 B
tB 0
 
; B 2 Mpq(R)
 
alors t ' o(p) o(q), de plusK est de´finie ne´gative sur t et de´finie positive sur p. L’alge`bre
de Lie est semi-simple et on a donc une de´composition de Cartan o(p, q) = t  p associe´e
a` l’involution de Cartan H !   tH.
Appelons x0 le sous espace E0 du de´but de cette section alors l’espace tangent a` X(p, q)
en x0 s’identifie a` p et l’application exponentielle (au sens riemannien) est donne´e par
H =

0 B
tB 0
 
! exp(H) · x0.
Appelons a le sous-espace vectoriel de p des matrices

0 B
tB 0
 
ou` B 2 Mpq(R) est
une matrice a` coe cients tous nuls sauf les Bii pour 1  i  p. C’est une sous-alge`bre
abe´lienne maximale de o(p, q) incluse dans p. La proposition 6.1 de [Hel01] montre alors
que l’image de a par l’application exponentielle est un plat maximal de X(p, q). Soit
  2 Rp et notons H  l’e´le´ment de a donne´ par l’e´criture en blocs
H  =
24 0 D 0D 0 0
0 0 0
35
ou` D = diag( 1, . . . , p). En munissant p du produit scalaire K 0 = 12(p+q 2)K, on obtient
une distance sur X(p, q) invariante sous l’action de O(p, q) donne´e par
(10.2) d(exp(H )x0, x0)
2 = K 0(H , H ) =
pX
i=1
 2i .
La matrice exp(H ) a une expression simple
exp(H ) =
24 ch( ) sh( ) 0sh( ) ch( ) 0
0 0 Iq p
35
ou` ch( ) (respectivement sh( )) est la matrice diag(ch( 1), . . . , ch( p)) (respectivement
diag(sh( 1), . . . , sh( p))). Le p-plan exp(H )E0 est donc l’espace vectoriel engendre´ par
les {ch( i)ei + sh( i)ep+i}i=1...p.
Dans la suite, l’espace X(p, q) sera toujours muni de la me´trique provenant de K 0.
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10.3. L’espace syme´trique Xp. Pour un espace syme´trique de type non-compact
irre´ductible (de dimension finie) X = G/K, il existe une demi-droite (obtenue par multi-
plication par un re´el strictement positif) de me´triques qui font que G agit par isome´tries.
L’usage est de conside´rer la me´trique qui provient de la forme de Killing. Dans la sec-
tion 10.2, nous avons pre´fe´re´ utiliser la forme K 0 sur o(p, q) qui posse`de l’avantage de
faire disparaˆıtre des constantes provenant du parame`tre q. Notons temporairementK 0(p,q)
cette forme pour mettre en avant les parame`tres p et q.
Si q  q0 alors le groupe O(p, q) se plonge naturellement en un sous-groupe de
O(p, q0) de la manie`re suivante : Si M 2 O(p, q) alors

M 0
0 Iq0 q
 
2 O(p, q0). Cette
e´criture matricielle de´finit le plongement. L’image de O(p)⇥O(q) est un sous-groupe de
O(p)⇥O(q0) et la restriction de K 0(p,q0) a` l’image de o(p, q) est K 0(p,q). Ainsi, on a de´fini
un plongement isome´trique de O(p, q) dans O(p, q0). Au niveau des espaces syme´triques,
cela donne un plongement totalement ge´ode´sique et isome´trique de X(p, q) dans X(p, q0).
Remarque 10.1. En adaptant le´ge`rement la construction pre´ce´dente, on voit facilement
que X(p, q) se plonge totalement ge´ode´siquement et isome´triquement dans X(p0, q0) pour
p  p0 et q  q0.
Lemme 10.2. Pour tout ensemble fini de points x1, . . . , xn de Xp, il existe un sous-
espace de Hilbert F ⇢ H de dimension finie et contenant E0 tel que les points x1, . . . , xn
de Xp soient contenus dans X(Q|F ).
De´monstration. Les points x1, . . . , xn sont des p-plans de H, on conside`re l’espace
vectoriel, F , engendre´ par ces p-plans et E0. ⇤
On peut alors de´finir une distance sur Xp. Etant donne´ deux points de Xp on mesure
leur distance dans un X(Q|F ) donne´ par le lemme 10.2. D’apre`s la discussion du de´but
de cette section, cette mesure ne de´pend pas du choix de F . Ainsi, on de´finit bien une
distance sur Xp.
Proposition 10.3. L’espace (Xp, d) est un espace CAT(0).
De´monstration. Soient x, y et z trois points de Xp. Par le lemme 10.2, il existe
un sous-espace de Xp isome´trique a` un certain X(p, q) donc Xp est un espace me´trique
ge´ode´sique. Soitm un point milieu entre x et y. Il existe de nouveau un espace isome´trique
a` un certain X(p, q0) contenant x, y, z et m dans lequel l’ine´galite´ de Bruhat-Tits est
ve´rifie´e donc Xp est bien un espace CAT(0) ⇤
Bien que l’espace Xp ne soit plus de dimension finie ni localement compact, si on
ne conside`re qu’une configuration finie alors le raisonnement peut s’e↵ectuer dans un
espace syme´trique de dimension finie. Ici, Y ⇢ X totalement ge´ode´sique signifie que
toute ge´ode´sique contenant deux points de Y est incluse dans Y .
Proposition 10.4. Pour toute configuration finie de points, ge´ode´siques, points au bord
et plats de dimension finie, il existe un Y ⇢ Xp totalement ge´ode´sique contenant les
e´le´ments de cette configuration et isome´trique a` un X(p, q) pour p  q.
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De´monstration. On commence par observer que Xp posse`de la proprie´te´ d’ex-
tension unique des ge´ode´siques, ce qui est une conse´quence du lemme 10.2. Ainsi, une
ge´ode´sique est entie`rement de´termine´e par deux points distincts sur celle-ci, un point au
bord par une ge´ode´sique pointant vers ce point et un plat est de´termine´ par un nombre
fini de ge´ode´siques comme enveloppe convexe de celles-ci. Ainsi, le lemme 10.2 permet
de trouver Y . ⇤
Corollaire 10.5. L’espace Xp est de rang p.
De´monstration. Soit P ⇢ Xp un plat alors on peut trouver un sous-espace totale-
ment ge´ode´sique de Xp isome´trique a` un certain X(p, q) et contenant P . Comme X(p, q)
est de rang min(p, q), on a k  p et donc le rang de Xp est au plus p. Comme il existe des
plongements isome´triques de X(p, q) (avec q   p) dans Xp, le rang de Xp est exactement
p. ⇤
10.4. Structure de varie´te´ riemannienne. Bien que l’approche prise ici est de
conside´rer essentiellement la structure d’espace CAT(0) que posse`de Xp, on peut, bien
entendu, munir cet espace d’une structure de varie´te´ riemannienne qui prolonge celle de
X(p, q). Pour les notions sur les espaces riemanniens syme´triques, on peut se reporter a`
la section 2.3.
En reprenant les notations de 10.1, on identifie Vect({ei}pi=1) avec Rp et on note H0
le supple´mentaire orthogonal de Rp dans H. On note aussi L(Rp,H0) l’espace vectoriel
des ope´rateurs line´aires (de rang au plus p donc ne´cessairement borne´s) de Rp vers H0.
Si B 2 L(Rp,H0) alors on note son ope´rateur adjoint (pour la restriction du produit
scalaire a` Rp et H0) tB et dans ce cas l’application donne´e par
p = L(Rp,H0) ! Xp
B 7! exp
✓
0 tB
B 0
 ◆
· x0
re´alise un home´omorphisme. De plus, l’ensemble des ope´rateurs de la forme

0 tB
B 0
 
forme un syste`me de Lie triple de S2(H) et la proposition 2.6 permet d’identifier Xp avec
un sous-espace totalement ge´ode´sique de P2(H).
11. Angles principaux
Dans un espace euclidien, la position relative de deux droites est donne´e par l’angle
entre ceux deux droites. Les angles principaux (euclidiens), qui sont des objets bien
connus depuis les travaux [Jor75] de C. Jordan, ge´ne´ralisent le fait pre´ce´dent. La posi-
tion relative de deux p-plans est entie`rement de´termine´e par la famille des angles prin-
cipaux entre ces deux p-plans. De plus, la norme `2 de cette famille donne exactement
la distance (dans l’espace syme´trique O(p+ q)/O(p)⇥O(q)) entre les deux p-plans.
Dans cette section, on introduit des angles principaux hyperboliques pour lesquels
nous n’avons pas trouve´ de trace dans la litte´rature. On montre des proprie´te´s analogues
a` celles ci-dessus pour ces angles mais relativement a` l’espace syme´trique X(p, q).
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11.1. Angles principaux euclidiens. Soit H un espace de Hilbert (de dimension
finie ou infinie). On note < x, y > le produit scalaire entre x et y et ||x|| la norme d’un
vecteur. Si E et F sont deux sous-espaces vectoriels de dimension p 2 N⇤, on de´finit
alors par ite´ration la famille des angles principaux.
Soit c1 = max{< x, y > | x 2 E, y 2 F, ||x|| = ||y|| = 1}. On choisit aussi
x1 2 E et y1 2 F de norme 1 qui re´alisent ce maximum. Si ci, xi, yi sont construits pour
i = 1, . . . , l < p, on pose El = Vect(x1, . . . , xl)? \E et Fl = Vect(x1, . . . , xl)? \F . Alors
on pose cl+1 = max{< x, y > | x 2 El, y 2 Fl, ||x|| = ||y|| = 1} et on choisit de nouveau
xl+1 2 El et yl+1 2 Fl de norme 1 qui re´alisent ce maximum. Une fois les ci construits,
on de´finit la famille des angles principaux par ✓i = arccos(ci) pour i de 1 a` p. C’est une
famille ordonne´e croissante de nombres entre 0 et ⇡/2.
Lemme 11.1. La famille des angles principaux ne de´pend pas du choix des xi et yi. De
plus (xi) et (yi) forment des bases biorthogonales de E et F .
Les familles (xi) et (yi) forment des bases biorthogonales de E et F si (xi) une base
orthogonale de E, (yi) une base orthogonale de F et < xi, yj >= 0 pour i 6= j.
De´monstration. On commence par montrer la proprie´te´ d’orthogonalite´. Pour
cela, on remarque que pour tout vecteur x, le projete´ PF (x) de x sur F est l’unique
vecteur de F tel que pour tout y 2 F , on ait < x, y >=< PF (x), y >. On raisonne alors
par re´currence sur i pour montrer que le projete´ de xi sur F est < xi, yi > yi. Pour
i = 1, c’est clair. On suppose le re´sultat jusqu’au rang i, si < PF (xi+1), yk > 6= 0 pour
k  i alors < xi+1, yk > 6= 0 et donc < xi+1, < xk, yk > xk >=< xi+1, PE(yk) > 6= 0 ce
qui est absurde. Ainsi, xi+1 est orthogonal a` tous les yk pour 1  k  i. Ce qui montre
que PF (xi+1) est dans {y1, . . . , yi}? \ F et donc PF (xi+1) =< xi+1, yi+1 > yi+1.
On conside`re l’application line´aire PE  PF |E , c’est un endomorphisme de E et dans
la base (xi), cette application a pour matrice diag(c21, . . . , c
2
p) (car PF (xi) = cos(✓i)yi
et PE(yi) = cos(✓i)xi), les valeurs propres de cette application sont donc les c2i , ce qui
montre que les ci sont inde´pendants du choix des xi et yi. ⇤
La proposition suivante montre que la famille des angles principaux de´termine en-
tie`rement la position relativement de deux p-plans.
Proposition 11.2. Soit E,F deux p-plans de famille d’angles principaux ✓ et E0, F 0
deux p-plans de famille d’angle principaux ✓0.
Il existe une isome´trie f de H telle que f(E) = E0 et f(F ) = F 0 si et seulement ✓ = ✓0.
De´monstration. Il est clair que la condition d’e´galite´ des angles principaux est
ne´cessaire. Re´ciproquement, on se donne E,F et E0, F 0 tels que ✓ = ✓0. On choisit
(xi), (yi) bases biorthogonales pour E et F et de meˆme (x0i), (y0i) bases biorthogonales
pour E0 et F 0. Si ✓i 6= 0 posons ui = (yi  cos(✓i)xi)/||yi  cos(✓i)xi||. La biorthogonalite´
montre que {xi} [ {ui, ✓i 6= 0} est une base orthogonale de Vect(E [ F ). On re´alise la
meˆme construction pour E0 et F 0, ce qui donne les u0i pour i tel que ✓0i 6= 0. Il existe
alors f isome´trie telle que f(xi) = x0i pour tout i et f(ui) = u0i pour i tel que ✓i 6= 0. Par
construction, on a alors f(yi) = y0i pour tout i et donc f(E) = E0 et f(F ) = F 0 ⇤
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Notons Gp l’ensemble des p-plans de H. A l’aide des angles principaux, on peut
construire de nombreuses distances sur Gp. En e↵et, remarquons que si E,F et G sont
des p-plans et si l’on note ✓,  et   les familles des angles principaux, respectivement,
entre E et F , F et G, E et G alors pour tout i,  i  ✓i +  i. Ainsi en de´finissant
d(E,F ) = ||✓|| ou` ✓ est la famille des angles hyperboliques entre E et F et || || une
norme sur Rn avec la proprie´te´ ||✓||  ||✓0|| si 0  ✓i  ✓0i pour tout i, on obtient une
distance G-invariante sur Gp. Il en existe une plus naturelle. De´finissons d2(E,F ) = ||✓||2
pour E,F 2 Gp ou` ✓ est la famille des angles principaux entre E et F et || ||2 est la
norme euclidienne sur Rp.
Le groupe O(H) agit transitivement sur Gp et si on fixe une base hilbertienne (ei)
de H alors le stabilisateur de E0 = Vect({ei}pi=1) s’identifie avec O(p)⇥O(F) ou` F est
l’orthogonal de E0. Ainsi, Gp s’identifie avec O(H)/O(p)⇥O(F). Si F est de dimension
finie, q, on retrouve l’espace syme´trique compact O(p+ q)/O(p)⇥O(q).
L’alge`bre de Lie de O(n) est constitue´e des matrices antisyme´triques. L’espace tan-
gent de Gp au point E0 s’identifie alors avec les matrices de la forme XB =

0 B
 Bt 0
 
ou` B est une matrice de taille p ⇥ q (voir [Pet06]). Le produit scalaire sur cet espace
tangent est donne´ par
<

0 B
 Bt 0
 
,

0 A
 At 0
 
>= 2 trace(AtB).
La the´orie des espaces syme´triques (voir le the´ore`me IV.3.3 de [Hel01]) montre que
les ge´ode´siques issues de E0 sont de la forme t ! exp(tX)E0. Conside´rons une matrice
B de taille p ⇥ q de la forme bij = 0 si i 6= j et bii = ✓i. Le calcul montre que exp(XB)
est de la forme266666666664
0B@ cos(✓1) . . .
cos(✓p)
1CA
0B@ sin(✓1) . . .
sin(✓p)
1CA 00B@ sin( ✓1) . . .
sin( ✓p)
1CA
0B@ cos(✓1) . . .
cos(✓p)
1CA 0
0 0 Iq p
377777777775
On voit alors que les angles principaux entre exp(XB)E0 et E0 sont les |✓i| pour  ⇡/2 <
✓i < ⇡/2 (quitte a` les re´ordonner). Comme ||XB|| =
q
2
P
✓2i , on constate alors qu’au
facteur
p
2 pre`s, la distance d2 sur Gp est la distance provenant de la me´trique d’espace
syme´trique.
Dans le cas de dimension finie Gp est compact, ce qui n’est plus le cas en dimension
infinie mais on a cependant la proposition suivante.
Proposition 11.3. L’espace (Gp, d2) est complet.
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De´monstration. A chaque p-plan, E 2 Gp, on associe son projecteur orthogonal
PE 2 B(H) ou` B(H) de´signe l’ensemble des ope´rateurs borne´s de H muni de la norme
d’ope´rateur qui en fait une alge`bre de Banach. De plus, ces ope´rateurs sont de rang
fini et donc de Hilbert-Schmidt (on renvoit a` la section 2.8 de [Arv02] pour des de´tails
sur les ope´rateurs de Hilbert-Schmidt). Les ope´rateurs de Hilbert-Schmidt forment un
espace de Hilbert, L2(H) pour le produit scalaire < P,Q >= Trace(tPQ) ou` Trace(P ) =P
i 0 Pei ·ei. Notons || ||2 la norme associe´e. Si E et F sont deux p-plans alors en utilisant
la construction des angles principaux on voit que < PE , PF >=
Pp
i=1 cos(✓i) ou` les ✓i
sont les angles principaux entre E et F . Ainsi
(11.1) ||PE   PF ||2 =
vuut2 pX
i=1
(1  cos(✓i)).
Soit En une suite de Cauchy dans (Gp, d2). La formule ci-dessus montre alors que Pn =
PEn est une suite de Cauchy dans les ope´rateurs de Hilbert Schmidt. Soit P la limite
des Pn. La majoration de la norme d’ope´rateur par la norme || ||2 (c.f. proposition 2.8.4
de[Arv02]) montre que P est aussi un projecteur orthogonal (tP = P et P 2 = P ).
De plus le rang d’un projecteur est e´gale a` sa trace et ici Trace(P ) = Trace(P 2) =
||P 2||2 = limn!1 ||P 2n ||2 = p. Ainsi P est un projecteur orthogonal sur un p-plan E.
Alors l’e´quation 11.1 montre alors que En ! E dans Gp. ⇤
11.2. Angles principaux hyperboliques. On construit dans cette section les
angles principaux hyperboliques de la meˆme manie`re que les angles principaux euclidiens
ont e´te´ construits. Soit Q la forme quadratique de´finie en 10.1 sur l’espace de Hilbert H
et B la forme biline´aire syme´trique associe´e. Soit E et F deux e´le´ments de X(Q).
On de´finit c01 = max{B(x, y)| x 2 E, y 2 F, Q(x) = Q(y) = 1}. On remarque
que {x 2 E, Q(x) = 1} et {y 2 E, Q(y) = 1} sont compacts puisque Q|E et Q|F
sont de´finies positives. On choisit aussi x1 2 E et y1 2 F avec Q(x1) = Q(y1) = 1
qui re´alisent ce maximum. Si c0i, xi, yi sont construits pour i = 1, . . . , l < p, on pose
El = Vect(x1, . . . , xl)?Q \ E et Fl = Vect(x1, . . . , xl)?Q \ F . Alors on pose c0l+1 =
max{B(x, y)| x 2 El, y 2 Fl, Q(x) = Q(y) = 1} et on choisit de nouveau xl+1 2 El et
yl+1 2 Fl de norme 1 qui re´alisent ce maximum.
Remarque 11.4. Dans le cas p = 1, l’ine´galite´ de Schwartz renverse´e (c.f. II.10.3 de
[BH99]) montre que B(x1, y1)   1 et on peut donc de´finir l’angle hyperbolique entre x1
et y1 par arccosh(B(x1, y1)). On retrouve ainsi la distance usuelle sur l’espace hyperbo-
lique. Cependant lorsque p   2 et que x, y sont des vecteurs tels que Q(x) = Q(y) = 1,
on peut tre`s bien avoir |B(x, y)| < 1. On ne peut alors plus de´finir d’angle hyperbolique
entre x et y. On va voir que pour les xi et yi, on a toujours B(xi, yi)   1.
Pour E dans X(Q) on peut de´finir le projecteur orthogonal P 0E sur E relativement
a` Q . C’est l’unique ope´rateur P tel que P |E = IdE , P |E?Q = 0 et B(Px, y) = B(x, Py)
pour tout x, y 2 H. L’existence de P 0E est assure´e par le point (ii) de la proposition
9.1. Dans notre cas ou` une base particulie`re a e´te´ choisie, on peut de´finir explicitement
P 0E . On commence par remarquer que P
0
E0
= PE0 puisque que Q et le produit scalaire
de H co¨ıncident sur E0 et E?0 = E?Q0 . Maintenant si E appartient a` X(Q), il existe
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M 2 O(Q) telle que E = ME0. On de´finit alors P 0E = MPE0M 1. Cette de´finition ne
de´pend pas du choix de M . En e↵et, les autres choix pour M sont de la forme MN avec
N 2 O(p)⇥O(q) et comme N et PE0 commutent, on a le re´sultat.
On a alors pour x 2 E et y 2 F , B(x, y) = B(x, P 0E(y)) = B(P 0F (y), x). Comme Q
est de´finie positive sur E et F , on a P 0F (xi) = B(xi, yi)yi.
Lemme 11.5. La famille des c0i ne de´pend pas du choix des xi et yi. De plus, (xi) et
(yi) forment des bases biorthogonales pour Q de E et F .
De´monstration. Le fait que les familles forment des bases bi-orthogonales pour
Q se montre exactement de la meˆme manie`re que dans le lemme 11.1 en remplac¸ant le
produit scalaire par Q.
On a donc P 0F (xi) = B(xi, yi)yi et P
0
E(yi) = B(xi, yi)xi. L’ope´rateur P
0
EP
0
FP
0
E a donc
pour matrice diag((c01)2, . . . , (c0p)2) dans la base (xi). Les c0i
2 en sont donc les valeurs
propres et ne de´pendent donc pas des xi et yi. ⇤
On peut de´sormais de´finir les angles principaux hyperboliques. Pour 1  i  p, on a
Q(xi) = c0i
2Q(yi)+Q(xi  c0iyi). Comme Q(xi) = Q(yi) = 1 et que Q est de´finie ne´gative
sur F?Q , on a c0i
2 = 1 Q(xi c0iyi)   1. Posons ↵i = arccosh(c0i). La famille ↵ = (↵i)pi=1
est une famille de´croissante de re´els positifs appele´e famille des angles hyperboliques
principaux.
Proposition 11.6. Soit E,F 2 X(Q) de famille d’angles principaux hyperboliques ↵ et
E0, F 0 2 X(Q) de famille d’angles principaux hyperboliques ↵0.
Il existe une application orthogonale f 2 O(Q) telle que f(E) = E0 et f(F ) = F 0 si et
seulement ↵ = ↵0.
De´monstration. On se donne (xi), (yi) bases bi-orthogonales pour E,F et (x0i), (y0i)
bases bi-orthogonales pour E0, F 0. On pose ui = xi   P 0F (yi), u0i = x0i   P 0F 0(y0i) . Soit G
l’espace vectoriel engendre´ par E et F et G0 celui engendre´ par E0 et F 0. Les familles
{xi} [ {ui, ui 6= 0} et {x0i} [ {u0i, u0i 6= 0} sont des bases orthogonales respectives de G
et G0. De plus Q(xi) = 1 = Q(x0i) et Q(ui) = 1   B(xi, yi)2 = 1   B(x0i, y0i)2 = Q(u0i).
Les restrictions de la forme Q a` G et G0 sont e´quivalentes, on peut alors appliquer le
corollaire 9.6 pour conclure. ⇤
Proposition 11.7. Soit E,F 2 X(Q) de famille d’angles principaux hyperboliques ↵.
Alors d(E,F ) = ||↵||2.
De´monstration. Graˆce au lemme 10.2, on peut supposer X(Q) est un certain
X(p, q) et on sait alors que O(p, q) agit transitivement sur l’inclusion d’un point dans un
plat. Comme O(p, q) pre´serve la distance et les angles principaux hyperboliques, on peut
supposer que E = E0 et F = exp(H )E0 avec   2 Rp. On remarque que {↵i} = {| i|}.
L’e´quation 10.2 permet alors de conclure. ⇤
11.3. Lien entre ces deux familles d’angles. Il y a un cas ou` l’on peut exprimer
les angles euclidiens en fonction des angles hyperboliques et re´ciproquement.
48 III. DES ESPACES DE DIMENSION INFINIE ET DE RANG FINI
Lemme 11.8. Soit E 2 X(p, q). Si ✓ et ↵ sont les familles des angles principaux res-
pectivement euclidiens et hyperboliques entre E et E0 alors pour tout 1  i  p on
a
cos(✓p i) =
ch(↵i)p
ch(↵i)2 + sh(↵i)2
.
Notons V0 l’ensemble des e´le´ments de Gp tels que tous les angles principaux avec E0
sont plus petits que ⇡4 .
Proposition 11.9. L’inclusion de Xp dans Gp re´alise un home´omorphisme entre Xp et
V0.
De´monstration. L’injection de X(Q) dans V0 re´alise une bijection par de´finition
de ces deux espaces.
Appelons f : R+ ! [0,⇡/4) la fonction donne´e par la formule
f(x) = arccos
 
ch(x)p
ch(x)2 + sh(x)2
!
.
C’est une bijection strictement de´croissante. Des majorations grossie`res montrent que
la boule centre´e en E0 de rayon R 2 R+ pour la distance de X(Q) est incluse dans
la boule de rayon pf(R) pour la distance de Gp et de meˆme la boule centre´e en E0 de
rayon r < ⇡/4 pour la distance de Gp est incluse dans la boule de rayon pf 1(r) pour la
distance de Xp. ⇤
Lemme 11.10. Soit E 2 Xp et M 2 O(Q) tel que M ·E0 = E alors ||M || = ||M 1|| =p
ch(↵1)2 + sh(↵1)2 ou` ↵1 est le premier angle principal hyperbolique entre E et E0.
De´monstration. L’existence de base bi-orthogonale montre que dans une (bonne)
base orthogonale de H, on peut choisir pour M la matrice24 ch(↵) sh(↵)sh(↵) ch(↵)
Id
35
ou` ch(↵) (respectivement sh(↵)) de´signe la matrice diag(ch(↵1), . . . , ch(↵p)) (respective-
ment diag(sh(↵1), . . . , sh(↵p)). On a bien M · E0 = E et ||M || =
p
ch(↵1)2 + sh(↵1)2.
Maintenant si M 0 est un autre e´le´ment de O(Q) qui ve´rifie la meˆme proprie´te´ alors
M 1M 0 2 O(p) ⇥ O(1) et en particulier ||M || = ||M 0||. Il en est de meˆme (en chan-
geant les ↵i en  ↵i) pour M 1 et on a le re´sultat annonce´. ⇤
Proposition 11.11. L’espace (Xp, d) est un espace de Hadamard se´parable.
Pour un espace syme´trique, il est facile de montrer la comple´tude ge´ode´sique (si une
ge´ode´sique ne peut eˆtre continuer, on e↵ectue la syme´trie pre`s de ce point, ce qui prolonge
la ge´ode´sique par magie). Le the´ore`me de Hopf-Rinow (c.f. the´ore`me I.3.7 dans [BH99])
donne alors la comple´tude me´trique. Ici l’absence de compacite´ locale ne permet plus
d’utiliser le the´ore`me de Hopf-Rinow (voir a` ce sujet l’introduction de [Lan99]).
De´monstration. Il su t de montrer qu’une suite de Cauchy (En) dans Xp est
une suite de Cauchy dans Gp. En e↵et, par la proposition 11.3, il existe E 2 Gp tel que
En ! E pour d2. Comme En reste dans une boule centre´e en E0 pour d, le lemme 11.8
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montre que E 2 V0 et alors la proposition 11.9 montre En ! E dans Xp.
Soit (En) une suite de Cauchy dans Xp, il existe R tel que d(En, E0) < R pour tout
n. On fait le choix de Mn dans O(Q) tel que En = Mn · E0 pour tout n. Si ↵(En, Em)
de´signe la famille des angles principaux hyperboliques entre En et Em, on a
↵(En, Em) = ↵(M
 1
n · En,M 1n · Em) = ↵(E0,M 1n · Em).
Si x et y sont deux vecteurs respectivement de E0 et M 1n · Em, l’ine´galite´ ||x|| =
||M 1n Mnx||  ||M 1n || ||Mnx|| implique alors
| < Mnx,Mny > |
||Mnx|| ||Mny||  ||Mn||
2||M 1n ||2
| < x, y > |
||x|| ||y|| .
Ainsi le lemme 11.10, donne
✓max(En, Em) 
 
ch(R)2 + sh(R)2
 2
✓max(E0,M
 1
n Em).
Finalement, ↵1(E0,M 1n · Em) = ↵1(En, Em)  !n,m!1 0 et le lemme 11.8 im-
pliquent que ✓max(En, Em)  !n,m!1 0.
La se´parabilite´ de´coule de l’home´omorphisme entre V0 et Xp obtenu dans la pro-
position 11.9. En e↵et, V0 est un ouvert de Gp qui est home´omorphe a` l’ensemble des
projecteurs de rang p dans l’ensemble (ferme´) des ope´rateurs de Hilbert-Schimdt, L2(H),
par la formule 11.1. La se´parabilite´ de L2(H) peut se voir en l’identifiant avec le produit
tensoriel hilbertien H H. ⇤
12. Isome´tries
12.1. Le groupe de toutes les isome´tries. Il est bien connu que le groupe des
isome´tries de l’espace hyperbolique de dimension q, finie ou infinie est O(1, q)/{± Id}.
Voir, par exemple, la proposition 3.4 de [BIM05]. Le the´ore`me suivant et son corollaire
ge´ne´ralise ce re´sultat en rang plus grand que 2. Notons ⇡ : O(Q) ! Isom(X(Q)) le
morphisme de groupes qui associe a` un e´le´ment de O(Q) l’isome´trie obtenue par multi-
plication a` gauche sur O(p, q)/O(p)⇥O(q).
The´ore`me 12.1. Soit g une application de X(Q) dans lui-meˆme. Les e´nonce´s suivants
sont e´quivalents
(i) La transformation g est une isome´trie.
(ii) La transformation g pre´serve les angles hyperboliques principaux.
(iii) Il existe h 2 O(Q) tel que g = ⇡(h).
Voyons tout de suite un corollaire important de ce re´sultat en de´finissant PO(Q) =
O(Q)/{± Id}.
Corollaire 12.2. Le groupe Isom(Xp) s’identifie a` PO(p,1).
De´monstration. Graˆce au the´ore`me pre´ce´dant Isom(X(Q)) ' O(Q)/ker(⇡), il
reste donc a` voir que ker(⇡) = {± Id}. Soit G 2 ker(⇡) alors ⇡(G)x0 = x0 donc G 2
O(p) ⇥O(q). Si G = A ⇥ B avec A 2 O(p) et B 2 O(q) alors la di↵e´rentielle de ⇡(G)
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en x0 est donne´e par H 7! BH tA. Cette application est l’identite´. Identifions l’espace
tangent en x0 avec des matrices a` p colonnes et q (peut-eˆtre infini) lignes. Notons bij et
aij les coe cients matriciels respectifs de A et B (dans une base orthogonale pour Q et
orthonorme´e pour le produit scalaire sur H). En prenant pour H la matrice n’ayant que
des ze´ros sauf un 1 en (i, j) on obtient que BH tA a pour coe cient en (k, l), aljbki. Ceci
impose aij = 0 pour i 6= j et bij = 0 pour i 6= j et donc pour tout i  q et tout j  p,
ajjbii = 1. Il est alors clair que ajj = bii = a11 = ±1 et donc G = ± Id. ⇤
De´monstration du the´ore`me 12.1. Les implications (iii) ) (ii) ) (i) sont
claires. Seule l’implication (i)) (iii) est a` montrer.
Soit g 2 Isom(Xp). Comme O(p,1) agit transitivement sur Xp, on peut supposer
que gx0 = x0. On peut alors parler de la di↵e´rentielle de g en x0 qui est de´fini par
Tx0g(H) = limt!0 g exp(tH) ou` H 2 Tx0Xp ' L(E0,F). Cette application est homoge`ne
et pre´serve la norme sur Tx0Xp qui est un espace de Hilbert. C’est un re´sultat clas-
sique que Tx0g est alors line´aire. On va comprendre Tx0g sur une base orthonorme´e de
L(Rp,F). Notons  ij l’application x 7!< x, ej > "i pour j  p et i 2 N⇤ ou` (ei)i=1...p
est une base de Rp et ("j) une base de H. Les  ij forment une base orthonormale de
L(E0,F) et exp( ij) est Vect(e1, . . . , ej 1, ch(1)ej + sh(1)"i, ej+1, . . . , ep) 2 Xp qui est
sur une ge´ode´sique singulie`re issue de x0.
Un plat maximal de Xp contenant x0 est de la forme
Pu,v = {Vect ({ch( i)ui + sh( i)vi}i=1..p) | ( 1, . . . , p) 2 Rp}
pour u = (u1, . . . , up) base orthonorme´e de E0 et v = (v1, . . . , vp) famille orthonorme´e
de H0.
L’action de O(p)⇥O(1) sur L(E0,F) est donne´e par H 7! BH tA pour A 2 O(p)
et B 2 O(1). Ainsi, l’action de O(p)⇥O(1) sur les plats maximaux contenant x0 est
transitive et on peut supposer que g fixe (point par point) le plat Pe," ou` e = (e1, . . . , ep)
et " = ("1, . . . , "p). Si "0 est obtenu a` partir de " en remplac¸ant la coordonne´e d’indice
i par un "k pour k > p alors Pe," et Pe,"0 ont pour intersection un plat de dimension
p  1 qui est obtenu en prenant la coordonne´e  i e´gale a` 0. Donc gPe,"0 ve´rifie la meˆme
proprie´te´ d’intersection avec Pe," et donc gPe,"0 est de la forme Pe,"00 ou` "00 est obtenu a`
partir de " en remplac¸ant la coordonne´e d’indice i par un vecteur unitaire "00k orthogonal
aux "1, . . . , "p.
De plus, "00k ne de´pend que de "k et de i mais pas de "1, . . . , "p car "
00
k est com-
ple`tement de´termine´e par l’image de la ge´ode´sique singulie`re donne´e par l’image de
Vect(e1, . . . , ej 1, ch(1)ej+sh(1)"k, ej+1, . . . , ep). Ainsi, pour i fixe´, l’application "k 7! "00k
est bien de´finie pour tout k et se prolonge en une application line´aire orthogonale Bi
de F . L’application Tx0g s’e´crit donc H = [h1, · · · , hp] 7! [B1h1, . . . , Bphp] ou` hj est la
colonne d’indice j de H c’est a` dire l’image de ej par H. Il reste a` voir que l’on peut se
ramener au cas ou` tous les Bj sont les meˆmes.
Remarquons que, quitte a` multiplier g a` gauche par Id⇥B 11 , on peut supposer
que B1 = Id. Soit u1 et u2 deux vecteurs unitaires orthogonaux de F , l’image de
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Vect(ch(1)e1 + sh(1)u1, . . . , ej 1, ch(1)ej + sh(1)u2, e(j+1), . . . , ep) 2 Xp par g est
Vect(ch(1)e1 + sh(1)u1, . . . , ej 1, ch(1)ej + sh(1)Bju2, e(j+1), . . . , ep) 2 Xp et donc Bju2
est orthogonal a` u1 pour tout u1 orthogonal a` u2. Ainsi Bju2 = ±u2 pour tout u2 et
par line´arite´ Bj = "j Id ou` "j = ±1. Finalement si A est la matrice diagonale telle que
ajj = "j alors g(A⇥ Id) = IdXp .
⇤
On peut maintenant comprendre la topologie de Isom(Xp). Rappelons qu’en di-
mension finie O(p) posse`de exatement deux composantes connexes qui sont SO(p) et
l’ensemble des applications orthogonales de de´terminant  1. Si p est pair alors Id et
  Id sont dans la meˆme composante connexe et donc PO(p) := O(p)/{± Id} posse`de
de nouveaux deux composantes connexes. Si p est impair alors Id et   Id sont dans des
composantes distinctes et donc dans ce cas PO(p) ' SO(p).
En dimension infinie, les choses sont bien di↵e´rentes car la notion de de´terminant
n’a plus de sens et en fait O(1) est meˆme contractile par un re´sultat de N. Kuiper
[Kui65] pour la topologie de la norme d’ope´rateurs. Si GL(H) de´signe le groupe de tous
les ope´rateurs borne´s inversibles de l’espace de Hilbert H alors appelons O(H) et P(H)
les sous-groupes de GL(H) forme´s, respectivement des ope´rateurs orthogonaux et des
ope´rateurs syme´triques de´finis positifs (munis de la topologie de la norme d’ope´rateurs)
alors on a le re´sultat suivant sur la de´composition polaire.
Proposition 12.3. La de´composition polaire re´alise un home´omorphisme entre O(p,1)
et (O(p,1) \O(H))⇥ (O(p,1) \P(H)).
De´monstration. On se reportera a` la proposition 5 du paragraphe II.4 de [dlH72]
et au paragraphe VII.2 de [Lan99]. ⇤
Corollaire 12.4. Le groupe O(p,1) a le type d’homotopie de O(p). Le groupe Isom(Xp)
est connexe de groupe fondamental Z/2Z si p est impair et posse`de deux composantes
connexes. La composante neutre a alors Z/2Z ⇥ Z/2Z comme groupe fondamental si p
est divisable par 4 et Z/4Z sinon.
De´monstration. Comme O(p,1) \O(H) = O(p) ⇥O(1), le groupe O(p,1) \
O(H) a le type d’homotopie deO(p). De plus, l’exponentielle est surjective surO(p,1)\
P(H) qui est donc contractile.
Comme Isom(Xp) = PO(p,1), on applique alors des re´sultats classiques sur PSO(p).
⇤
Remarquons que si p est impair alors le groupe PO(p,1) se rele`ve en un sous-groupe
O+(p,1)  O(p,1) que l’on de´finit comme l’ensemble des e´le´ments G 2 O(p,1) tels
que PE0  G PE0 est de de´terminant positif. Pour des de´tails (en dimension finie mais qui
se ge´ne´ralisent sans di culte´ en dimension infinie) voir le paragraphe 4.3 de [MT86].
13. Immeubles sphe´riques et euclidiens associe´s
13.1. Immeuble sphe´rique a` l’infini. Le bord a` l’infini d’un espace syme´trique
de type non-compact est muni d’une structure d’immeuble sphe´rique (voir le paragraphe
4). On va voir que c’est aussi vrai pour le bord a` l’infini de Xp.
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Proposition 13.1. Le bord a` l’infini (@Xp,\) est un immeuble sphe´rique e´pais de type
Bp et de groupe de Weyl
Wp = (Z/2Z)p o Sp.
De´monstration. On montre que les proprie´te´s de la de´finition 4.1 sont ve´rifie´es.
On appelle appartement de @Xp, le bord d’un sous-espace euclidien maximal de Xp.
Tous les appartements sont donc isome´triques pour la distance de Tits a` la sphe`re Sp 1.
On appelle mur le bord a` l’infini d’une intersection (non-triviale) de deux sous-espaces
euclidiens maximaux de Xp. Ce sont des sphe`res de dimension p 2 et on appelle chambre
les composantes connexes du comple´mentaire de la re´union des murs. Comme un nombre
fini de sous-espaces euclidiens maximaux appartiennent a` un sous-espace totalement ge´o-
de´sique isome´trique a` X(p, q), chaque appartement est muni d’une structure de complexe
simpliciel isomorphe a` un appartement de @X(p, q) (le complexe simpliciel ne de´pend
pas de q). Les proprie´te´ (ii) et (iii) sont ve´rifie´es car elle ne font intervenir que deux
chambres ou deux appartements a` la fois et elles sont vraies pour l’immeuble sphe´rique
@X(p, q).
Le type de l’immeuble sphe´rique est donne´e par le type du syste`me de racines de
l’alge`bre de Lie de la composante neutre du groupe des isome´tries dans le cas de dimen-
sion finie. Pour X(p, q), le type est Bp, on peut se re´fe´rer a` [Saw99]. Le groupe de Weyl
est aussi calcule´ dans [Saw99] mais il y a une erreur, il s’agit d’un produit semi-direct
et non d’un produit direct. C’est le groupe
(Z/2Z)p o Sp.
⇤
13.2. Immeubles euclidiens asymptotiques et dimension te´lescopique. Dans
[KL97], B. Kleiner et B. Leeb donnent une nouvelle de´finition d’immeuble euclidien qui
a pour but de caracte´riser les immeubles euclidiens graˆce a` leur ge´ome´trie asymptotique.
En particulier, un coˆne asymptotique d’immeuble euclidien est encore un immeuble eu-
clidien.
Pour comprendre la di↵e´rence avec les immeubles euclidiens habituels (ceux de´crits
dans [AB08], par exemple), on qualifiera ces derniers de « discrets ». Alors, les im-
meubles euclidiens de Kleiner et Leeb sont aux immeubles discrets ce que les arbres re´els
sont aux arbres simpliciels. C’est a` dire que les « branchements » entre les appartements
peuvent se faire de manie`re continue.
Les immeubles euclidiens « a` la Kleiner Leeb » ne sont, ici, qu’un pre´texte pour ob-
tenir le corollaire 13.4 et on renvoit a` l’article original pour une ve´ritable e´tude de ces
espaces.
Soit E un espace euclidien, son bord a` l’infini @E muni de la distance angulaire est
une sphe`re euclidienne de dimension un de moins. Comme les isome´tries de E sont toutes
a nes et que les translations induisent l’identite´ sur @E, on obtient un morphisme
⇢ : Isom(E)! Isom(@E)
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en associant a` toute isome´trie euclidienne sa partie line´aire. Un sous-groupe de WA↵ ⇢
Isom(E) est appele´ groupe de Weyl a ne s’il est engendre´ par des re´flexions par rapport
a` des hyperplans et si son image W = ⇢(WA↵) est un sous-groupe fini de Isom(@E). Le
groupe W est le groupe de Weyl sphe´rique associe´ a` WA↵ . On appelle alors, complexe
de Coxeter euclidien, une telle paire (E,WA↵) et la paire (@E,W ) est le complexe de
Coxeter sphe´rique a` l’infini associe´. Son polye`dre d’anisotropie est le polye`dre sphe´rique
  = @E/W.
Appelons ✓E : @E !   cette projection. Un segment (non re´duit a` point) oriente´ xy de
E de´termine un point de @E qui correspond au rayon ge´ode´sique issu de x passant par
y. La projection d’un point a` l’infini correspondant a` un segment xy sur   est appele´e
 -direction de xy. E´tant donne´s deux points  1 et  2 de  , on introduit l’ensemble fini
D( 1,  2) = {\(⇠1, ⇠2)|(⇠1, ⇠2) 2 @E, ✓E(⇠1) =  1, ✓E(⇠2) =  2} .
De´finition 13.2. Soit (E,WA↵) un complexe de Coxeter euclidien. Un immeuble eucli-
dien de mode`le (E,WA↵) est un espace de Hadamard X muni de la structure donne´e
par l’existence de
(i) une application ✓ de l’ensemble des segments oriente´s (non triviaux) de X vers  ,
(ii) une collection,A, appele´e atlas, de plongements isome´triques ◆ : E ! X qui pre´serve
les  -directions et est stable par pre´composition par un e´le´ment de WA↵ . L’image
de ◆ est appele´ appartement.
Avec les proprie´te´s suivantes
(1) Pour tout x, y, z 2 X tels que y 6= x et z 6= x,
(13.1) d (✓(xy), ✓(xz))  \x(y, z).
(2) L’angle entre deux segments ge´ode´siques xy et xz appartient a` l’ensemble fini
D(✓(xy), ✓(xz)).
(3) Pour tout segment, rayon ou droite ge´ode´sique, il existe un appartement le ou
la contenant.
(4) Si A1 et A2 son deux appartements s’intersectant alors le changement de cartes
◆ 1A2   ◆A1 : ◆ 1A1 (A1 \A2)! ◆ 1A2 (A1 \A2) est la restriction d’un e´le´ment de WA↵ .
The´ore`me 13.3. Soit ! un ultrafiltre non principal sur N, (xn) une suite de points
de Xp et ("n) une suite de re´els strictement positifs telle que lim! "n = 0. Le coˆne
asymptotique lim!("nXp, xn) est un immeuble euclidien de mode`le (Rp,Wp n Rp).
Le the´ore`me 5.2.1 de [KL97] e´nonce le meˆme re´sultat pour tous les espaces sy-
me´triques de type non-compact. La meˆme preuve, mots pour mots, s’applique car elle
n’utilise pas la compacite´ locale sauf au lemme 5.2.2. Graˆce a` l’homoge´ne´ite´ pour chaque
n, on peut cependant supposer que les suites (xn),(yn) et (zn) sont toujours dans un
meˆme sous-espace Y ' Xp,2p. On ne redonne pas de preuve ici et on renvoit a` loc. cit..
Corollaire 13.4. L’espace Xp est de dimension te´lescopique exactement p.
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De´monstration. Puisque Xp contient des sous-espaces euclidiens de dimension p,
il est clair que DimTel(Xp)   p. Le corollaire 6.1.1 de loc. cit. montre exactement que
si U et V sont deux ouverts d’un immeuble euclidien de rang r avec V ⇢ U alors
Hk(U, V ) = 0 pour k > r. La caracte´risation 5.2 montre alors que DimTel(Xp) = p. ⇤
Remarque 13.5. Ce corollaire montre que tous les re´sultats du paragraphe 7 pour les
espaces de dimension te´lescopique finie s’appliquent donc a` Xp.
CHAPITRE IV
The´orie mesure´e des actions de groupes
14. Moyennabilite´
Une paire, (⌦,A), constitue´e d’un ensemble ⌦ et d’une tribu A sur ⌦ est appele´e es-
pace bore´lien. On dit que (⌦,A) est un espace bore´lien standard si la paire est isomorphe
a` la paire constitue´e d’un sous-ensemble bore´lien d’un espace polonais et de la tribu des
bore´liens. On fixe un groupe localement compact a` base de´nombrable, G, pour la suite de
cette section. Ce groupe posse`de une mesure de Haar et les notions de mesurabilite´ pour
ce groupe seront donc relatives a` cette mesure de Haar (en fait, relatives uniquement a`
sa classe). Soit (⌦, µ) un espace bore´lien standard muni d’une mesure bore´lienne  -finie.
On dit que (⌦, µ) (ou simplement ⌦ si µ est implicite) est un G-espace s’il existe une
action G y ⌦ telle que (g,!) 7! g! soit bore´lienne et si pour tout g 2 G, la mesure
image g⇤µ et la mesure µ sont dans la meˆme classe. C’est a` dire que g⇤µ et µ ont meˆmes
ensembles de mesure nulle. On dit que µ est invariante si g⇤µ = µ pour tout g 2 G.
De´finition 14.1. Soit ⌦ un G-espace. On dit que ⌦ est un G-espace ergodique (ou que
l’action Gy ⌦ est ergodique) si toute partie mesurable G-invariante est de mesure nulle
ou pleine.
De´finition 14.2 (De´finition 4.2.1 de [Zim84]). Soit ⌦ un G-espace et H un groupe
localement compact a` base de´nombrable. Un cocycle ↵ est une application mesurable de
G⇥ ⌦ vers H telle que pour tout g, g0 2 G et presque tout !,
↵(gg0,!) = ↵(g, g0!)↵(g0,!).
On remarque que si ⌦ est un point alors on retrouve la notion de morphisme de
groupes.
14.1. Groupe moyennables. Soit G un groupe topologique localement compact
muni de sa mesure de Haar. Comme la mesure de Haar est invariante par multiplication
(a` gauche), on de´finit une repre´sentation isome´trique, ⇡, de G sur L1(G) par la formule
⇡(g)f(g0) = f(g 1g0). Le dual topologique de L1(G) e´tant L1(G), on obtient une repre´-
sentation isome´trique contragre´diente, ⇡] de G sur L1(G) donne´e par ⇡](g) = ⇡(g 1)⇤
ou` U⇤ de´signe l’ope´rateur adjoint associe´ a` U 2 L(E).
De´finition 14.3. Une moyenne m sur G est une forme line´aire positive de L1(G) telle
que m(1G = 1).
On dit que G est moyennable s’il existe une moyenne invariante sur G. Avec cette
de´finition, les premiers exemples de groupe moyennables sont donne´s par les groupes
compacts puisque tout e´le´ment de L1(G) est inte´grable et donc la mesure de Haar de
masse totale 1 fournit la moyenne invariante de´sire´e. L’existence d’une de´composition
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paradoxale empeˆche l’existence d’une telle moyenne, ce qui montre que les groupes libres
ne sont pas moyennables. Il est important de remarquer que cette notion est bien une
notion topologique (plutoˆt meˆme mesurable) car le groupe SO(3) muni de sa topologie
de groupe de Lie est un groupe compact donc moyennable alors que muni de la topologie
discre`te (et de la mesure de comptage) il ne l’est plus puisqu’il posse`de des sous-groupes
libres (voir [dlH00, II.37]).
La proposition suivante nous donnera une nouvelle de´finition de groupe moyennable
qui sera plus utile pour la suite.
Proposition 14.4 (proposition 1.5 de [Zim78]). Soit G un groupe localement compact
a` base de´nombrable. Le groupe G est moyennable si et seulement si pour toute action
continue par isome´tries line´aires de G sur un espace de Banach se´parable E et tout
compact convexe K de E⇤1 , il existe un point fixe dans K.
Dans cette proposition E⇤1 de´signe la boule unite´ ferme´e de E⇤ et K est un compact
non-vide pour la toplogie faible-⇤. Comme la proposition 4.1.4 de [Zim84] le montre
on peut, plus ge´ne´ralement, conside´rer les compacts K non-vides d’un espace vectoriel
topologique localement convexe se´pare´.
14.2. Champs d’espaces de Banach. Pour un traite´ ge´ne´ral on pourra consulter
l’appendice A.3 de [ADR00] et la section 4 du chapitre II de [FD88].
De´finition 14.5. Soit ⌦ un espace bore´lien standard et µ une mesure bore´lienne sur ⌦.
Un champ d’espaces de Banach est la donne´e d’une famille {(E!, || ||!)}!2⌦ d’espaces
de Banach munie d’un sous-ensemble M ⇢ ⇧!2⌦E! qui ve´rifie les conditions suivantes :
(i) si l’ensemble {f!| f 2M} est total pour presque tout !,
(ii) si f, g 2M alors f + g 2M,
(iii) si f 2M et ' : ⌦! C est mesurable alors 'f 2M,
(iv) si f 2M alors ! 7! ||f!||! est mesurable,
(v) si (fn) est une suite de M telle qu’il existe f 2 ⇧!2⌦E! avec limn!1 fn! = f!
pour presque tout !, alors f 2M.
L’ensemble M est appele´e structure mesurable du champ d’espaces de Banach
{(E!, || ||!)}!2⌦ et ⌦ en est la base. Si la base et la structure sont implicites on notera
simplement E un tel champ d’espaces de Banach. On appelera section de E un e´le´ment
de M.
De´finition 14.6. Soit E = ((E!),M) un champ d’espaces de Banach. On dit que E est
se´parable s’il existe F ⇢M de´nombrable tel que pour presque tout !, {f!| f 2 F} est
totale dans E!.
Un tel ensemble F est appele´ famille fondamentale du champ d’espaces de Banach
se´parable E, pour construire un champ d’espaces de Banach se´parable, il su t en fait
de se donner une famille fondamentale.
Proposition 14.7 (Proposition A.3.2 de [ADR00]). Soit ⌦ un espace bore´lien standard
et (E!) une famille d’espaces de Banach et F ⇢ ⇧!2⌦E! une famille de´nombrable telle
que
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(i) si f 2M alors ! 7! ||f!||! est mesurable,
(ii) pour presque tout !, {f!| f 2 F} est totale dans E!.
Alors F engendre une structure mesurable M telle que E = ((E!),M) est un champ
d’espaces de Banach se´parable.
Exemples 14.8. Exemples de Champs de Banach se´parables.
(1) Soit E un espace de Banach et ⌦ un espace bore´lien standard. Alors la famille
(E!) ou` E! = E pour tout ! et la famille M constitue´e des applications
f : ⌦ ! E telles que ! ! ||f!|| est une fonction mesurable forment un champ
d’espace de Banach appele´ champ constant e´gal a` E.
(2) Les champs mesurables d’espaces de Hilbert se´parables introduits par J. Dix-
mier dans [Dix96] sont des cas particuliers de champs d’espaces de Banach
se´parables.
(3) Soit H un champ d’espaces de Hilbert se´parable de base ⌦ et F une famille
fondamentale de H. La famille (H!⌦H!) munie de F ⌦F = {x⌦ y; x, y 2 F}
donne lieu a` un champ d’espaces de Hilbert se´parable par la proposition 14.7
note´ H ⌦ H. Pour ! 2 ⌦, notons L1(H!) l’espace de Banach des ope´rateurs
a` trace munie de la norme A 7! trace |A|. Comme (H! ⌦ H!) s’identifie aux
ope´rateurs de Hilbert-Schmidt L2(H!), cela permet aussi de de´finir un nouveau
champ d’espaces de Hilbert note´ L2(H). On peut aussi voir F ⌦ F comme
un sous-ensemble de ⇧!L1(H!) forme´ d’ope´rateurs de rang 1 qui ve´rifie les
conditions (i) et (ii) de la proposition 14.7 et donc engendre une structure
mesurable qui fait de (L1(H!)) un champ d’espaces de Banach se´parable note´
L1(H).
Etant donne´ un champ d’espaces de Banach se´parable E de structure mesurable M,
on construit le champ dual. Conside´rons la famille des duaux (E⇤!) et de´finissons le sous-
ensemble M⇤ constitue´ des e´le´ments ' 2 ⇧!2⌦ tels que ! 7! '!(f!) est mesurable pour
tout f 2M.
De´finition 14.9 (lemme A.3.7 de [ADR00]). La paire ((E!),M⇤) est un champ d’es-
paces de Banach appele´ champ dual du champ d’espaces de Banach E et note´ E⇤.
En ge´ne´ral, le dual d’un espace de Banach se´parable n’est pas se´parable. Ainsi, le
champ dual d’un champ d’espaces de Banach se´parable n’est pas ne´cessairement se´pa-
rable.
Si ⌦ un G-espace et E un champ d’espaces de Banach de base ⌦ et de structure mesurable
M, on de´finit naturellement la notion d’action (par isome´tries) de G sur E.
De´finition 14.10. Une action de G sur E est la donne´e d’une famille d’applications
{↵(g,!)}(g,!) appele´e cocycle telle que
(i) pour tout g 2 G et presque tout !, ↵(g,!) 2 Isom(E!, Eg!),
(ii) pour tout g, g0 2 G et presque tout !, ↵(gg0,!) = ↵(g,!)↵(g0,!),
(iii) pour tout g 2 G et toutes sections f, f 0, la fonction (g,!) 7! ||f! ↵(g, g 1!)f 0g 1!||!
est mesurable.
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La condition (ii) est appele´e relation de cocycle. Si E est le champ constant e´gal a` un
espace de Banach se´parable E, on retrouve la notion classique de cocycle de´finie en 14.2
avec H = Isom(E). On peut remarquer qu’une action sur un champ d’espaces de Banach
donne lieu a` une action (au sens usuel) sur les sections de´finie par (g ·f)! = ↵(g, g 1!)f!.
! g0! gg0!
↵(g0,!) ↵(g, g0!)
↵(gg0,!)
E! Eg0! Egg0!
⌦
De´finition 14.11. Soit E un champ d’espaces de Banach au dessus de ⌦ et E⇤ le champ
dual. Un sous-champ de parties convexes compactes est la donne´e d’une famille (A!)!2⌦
telle que pour presque tout !, A! ⇢ E⇤! est une partie compacte pour la topologie faible-
* de la boule unite´ de E⇤!, telle qu’il existe une famille de´nombrable de sections de E⇤
incluses dans
Q
! A! et dont l’enveloppe convexe ferme´e est A! pour presque tout !. Si
⌦ est un G-espace et ↵ un cocycle associe´ a` une action de G sur E, on dit que A est
invariant si pour tout g et presque tout !, ↵](g,!)A! = Ag!.
14.3. Actions moyennables. Dans [Zim78], R. Zimmer ge´ne´ralise la notion de
groupe moyennable a` celle d’action moyennable. On donne ici une de´finition e´quivalente
a` la de´finition initiale.
De´finition 14.12 (De´finition 4.2.6 de [ADR00]). Soit ⌦ un G-espace. On dit que ⌦
est moyennable si pour tout champ, E, d’espaces de Banach au dessus de ⌦, muni d’une
action de G et pour tout sous-champ invariant de parties convexes compactes de E⇤1, il
existe une section invariante.
La moyennabilite´ d’une action peut aussi se de´finir a` l’aide d’une ge´ne´ralisation de
la notion de moyenne.
The´ore`me 14.13 (The´ore`me A de [AEG94]). Soit G un groupe localement compact a`
base de´nombrable et ⌦ un G-espace standard ergodique. Il y a alors e´quivalence entre
(i) l’action Gy ⌦ est moyennable et
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(ii) il existe une espe´rance conditionnelle G-invariante de L1(⌦⇥G) sur L1(⌦).
Au vu des de´finitions de groupe moyennable et d’action moyennable, un groupe G
est moyennable si et seulement si ’action triviale de G sur l’espace de probabilite´ re´duit
a` un point est moyennable.
Proposition 14.14 (The´ore`me 2.1 de [Zim78]). Soit G un groupe moyennable et ⌦ un
G-espace ergodique. L’action Gy ⌦ est moyennable.
Dans certains cas, la moyennabilite´ de l’action implique que le groupe est moyen-
nable. Par exemple, si l’action G y ⌦ pre´serve une mesure de probabilite´ et que cette
action est moyennable alors G est moyennable (c’est la proposition 4.3.3 de[Zim84]).
Cependant, il y a bien d’autres actions moyennables que celles des groupes moyennables.
Nous verrons dans la section 15.2 un exemple important concernant les bords de Poisson.
Voici un exemple ge´ne´ral a` l’oppose´ des groupes moyennables.
Lemme 14.15. Soit G un groupe localement compact. L’action par multiplication de G
sur lui-meˆme est moyennable. Plus ge´ne´ralement, si ⌦ est un espace mesure´ standard
alors l’action Gy G⇥ ⌦ par multiplication sur le premier facteur est moyennable.
De´monstration. Soit A un sous-champ compact convexe G-invariant dans un
champ dual E⇤1 munit du cocycle ↵] provenant d’un cocyle ↵ sur un champ de Banach
au dessus de G. Par l’invariance et le the´ore`me de Fubini, il existe h 2 G tel que pour
presque tout g, ↵](g, h)Ah = Agh. Choisissons x 2 Ah et posons s(g) = ↵](gh 1, h)x.
C’est une section mesurable et la relation de cocycle montre qu’elle est invariante. ⇤
Un autre exemple important concerne les groupes hyperboliques.
The´ore`me 14.16 (The´ore`me 5.1 de [Ada94]). Soit   un groupe de´nombrable hyperbo-
lique et soit @  le bord a` l’infini du graphe de Cayley associe´ a` un certain syste`me de
ge´ne´rateurs. Soit µ une mesure bore´lienne finie sur @  quasi-invariante sous l’action de
 . Alors l’action de   sur (@ , µ) est moyennable.
The´ore`me 14.17 (The´ore`me 1.9 de [Zim78]). Soit G un groupe localement compact a`
base de´nombrable et H un sous-groupe ferme´. L’action de G sur G/H est moyennable
si et seulement si H est moyennable.
Ce dernier the´ore`me montre de nouveau que l’action par multiplication a` gauche de
G sur lui-meˆme est toujours moyennable mais donne aussi des exemples plus inte´ressants.
Si G est un groupe alge´brique semi-simple sur un corps local et P un parabolique minimal
alors P est un sous-groupe ferme´ et l’action de G sur G/P (muni de l’unique classe de
mesure bore´lienne re´gulie`re G-invariante, voir par exemple [BdlHV08, Theorem B.1.4])
est moyennable.
15. Bords forts
15.1. Double ergodicite´. Dans [BM02] et [Mon01], M. Burger et N. Monod
introduisent un renforcement de la notion d’ergodicite´. Soit G un groupe topologique
et E un espace de Banach. On dit que (E,⇡) est un G-module de Banach si ⇡ est une
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repre´sentation isome´trique line´aire de G sur E. Le G-module de Banach (E,⇡) est dit
continu si l’application
G⇥ E ! E
(g, v) 7! ⇡(g)v
est continue (ou` E est munie de la topologie induite par la norme).
Si (E,⇡) est un G-module de Banach, le G-module de Banach contragre´dient (E],⇡])
associe´ est constitue´ de E] = E⇤, le dual topologique de E et de la repre´sentation line´aire
isome´trique ⇡](g) = ⇡(g 1)⇤ ou` ⇡(g)⇤ est l’ope´rateur adjoint de ⇡(g).
De´finition 15.1. UnG-module de coe cients (E,⇡) est unG-module de Banach contra-
gre´dient associe´ a` un G-module de Banach (E[,⇡[) continu.
Un pre´dual n’e´tant pas unique, le choix de E[ fait donc parti des donne´es dans la
de´finition ci-dessus. Ce qui permet donc de parler de la topologie faible-⇤ sur E sans
ambigu¨ıte´ (voir la remarque 1.2.2 de [Mon01] pour plus de de´tails).
Un G-module de coe cients (E,⇡) est dit se´parable si les espaces de Banach E et
E[ sont se´parables (il su t que E le soit). Si G est localement compact, la proposition
3.3.2 de [Mon01] montre qu’un G-module se´parable est automatiquement continu.
De´finition 15.2. Soit G un groupe localement compact et (B, ⌫) un G-espace. L’action
Gy B est dite ergodique a` coe cients se´parables si pour tout G-module de coe cients
se´parable (E,⇡), toute fonction f : B ! E faiblement mesurable et G-e´quivariante est
essentiellement constante.
Cette nouvelle notion d’ergodicite´ implique l’ergodicite´ usuelle. En e↵et, en utilisant
la de´finition donne´e avec un G-module munie de l’action triviale, on retrouve l’ergodicite´
usuelle. De plus, la remarque 11.4.3 de [Mon01] montre cette notion est strictement plus
forte (l’ergodicite´ a` coe cients unitaires implique le me´lange faible pour une action de
Z sur un espace avec une mesure finie invariante).
Si (B, ⌫) est un G-espace, on dit que l’action est doublement ergodique a` coe cients
se´parables si l’action diagonale sur l’espace produit B ⇥B l’est.
De´finition 15.3. Soit G un groupe localement compact et (B, ⌫) un G-espace. On dit
que (B, ⌫) est un bord fort pour G si l’action G y B est moyennable et doublement
ergodique a` coe cients se´parables.
L’adjectif fort est la` pour marquer la di↵e´rence avec les notions de bord et bord faible
introduites dans [BM96]. La de´finition d’un bord pour un groupe G est obtenue en rem-
plac¸ant la double ergodicite´ a` coe cients par la double ergodicite´ usuelle. La di↵e´rence
entre bord et bord faible tient a` deux notions le´ge`rement di↵e´rentes de moyennabilite´.
La proposition suivante montre la force de l’hypothe`se de double ergodicite´ a` coe -
cients se´parables.
15. BORDS FORTS 61
Proposition 15.4 (Proposition 2.4 de [MS04]). Soit G un groupe localement compact a`
base de´nombrable et (⌦, µ) un G-espace ergodique tel que µ est une mesure de probabilite´
invariante. Si (B, ⌫) est un bord fort pour G alors l’action diagonale de G sur (B⇥B⇥
⌦, ⌫ ⇥ ⌫ ⇥ µ) est ergodique.
Remarque 15.5. Bien que la notion d’ergodicite´ soit bien de´finie pour une action
G y (⌦, µ) ou` µ est une mesure dont la classe est pre´serve´e sans que µ soit pre´serve´e,
la proposition ci-dessus est fausse si µ n’est pas finie et invariante.
Par exemple, si G est un groupe hyperbolique et X un graphe de Cayley associe´
a` un syste`me de ge´ne´rateurs finis, il existe une mesure (infinie) sur @X telle que G y
@X ⇥ @X soit ergodique. De plus, il existe une application,  , appele´e barycentre (voir
par exemple la proposition 2.1 de [BM96]) G-e´quivariante de @X ⇥ @X ⇥ @X vers X.
Si Gy @X ⇥ @X ⇥ @X e´tait ergodique alors   serait essentiellement constante et cette
valeur essentielle serait un point fixe pour G, ce qui est impossible.
On peut se demander s’il existe des espaces ve´rifiant les conditions de la de´finition
15.3 puisque les conditions de moyennabilite´ et d’ergodicite´ semblent antagonistes. En
e↵et, la moyennabilite´ demande a` l’espace d’eˆtre plutoˆt « gros » (relativement a` l’action
du groupe) alors que l’ergodicite´ lui demande plutoˆt d’eˆtre « petit ». Les frontie`res de
Poisson de la section suivante fourniront une grande classe d’exemples.
Voici deux proprie´te´s de stabilite´ des bords forts qui nous seront utiles par la suite.
Proposition 15.6. Soit G un groupe localement compact et    G un re´seau. Si (B, ⌫)
est un bord fort pour G alors c’est aussi un bord fort pour l’action restreinte a`  .
De´monstration. La double ergodicite´ re´sulte de la proposition 11.1.10 de [Mon01]
et la moyennabilite´ du lemme 4.3.5 de [Zim84]. ⇤
Proposition 15.7. Soit G1, . . . , Gn des groupes localement compacts a` base de´nombrable
et (B1, ⌫1), . . . , (Bn, ⌫n) des bords forts pour les Gi ou` les mesures ⌫i sont  -finies. Alors
(B1⇥ · · ·⇥Bn, ⌫1⇥ · · ·⇥ ⌫n) est un bord fort pour G1⇥ · · ·⇥Gn relativement a` l’action
diagonale.
De´monstration. La double ergodicite´ re´sulte du lemme 11.1.8 de [Mon01] qui
traite le cas n = 2. Pour la moyennabilite´, on montre le re´sultat pour n = 2 et un
raisonnement par re´currence montrera le cas ge´ne´ral. On utilise la caracte´risation du
the´ore`me 14.13. Soit Ei une espe´rance conditionnelle Gi-e´quivariante de L1(Bi ⇥ Gi)
sur L1(Bi) ou` i = 1, 2. Si X et Y sont deux espaces mesure´s standards, on utilise
l’identification
L1(X ⇥ Y ) ! L1(X,L1(Y ))
f 7! (x 7! f(x, ·)).
On alors
L1(B1 ⇥B2 ⇥G1 ⇥G2) ' L1(B1 ⇥G1, L1(B2 ⇥G2))
# E2
L1(B1 ⇥G1, L1(B2)) ' L1(B2, L1(B1 ⇥G1))
# E1
L1(B2, L1(B1)) ' L1(B1 ⇥B2).
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La composition de E1 avec E2 donne une espe´rance conditionnelle G1⇥G2-e´quivariante.
⇤
On note le lemme classique suivant qui utilise seulement la double ergodicite´ « stan-
dard ».
Lemme 15.8. Soit (X, d) un espace me´trique se´parable sur lequel agit, par isome´tries, un
groupe localement compact G. Soit ⌦ un G-espace tel que l’action diagonale Gy ⌦⇥⌦
est ergodique pour la mesure produit. Toute application   : ⌦ ! X mesurable et G-
e´quivariante est essentiellement constante.
De´monstration. La double ergodicite´ montre qu’il existe r   0 tel que pour
presque tout (!,!0), d( (!), (!0)) = r. Si r > 0, par se´parabilite´, il existe x 2 X
tel que B(x, r/2) est de mesure strictement positive pour la mesure image par  . Ainsi
on trouve une partie de mesure strictement positive P ⇢ ⌦ ⇥ ⌦ telle que pour tout
(!,!0) 2 P , d( (!), (!0)) < r/2 + r/2. Ce qui donne une contradiction et donc r = 0.
Ceci signifie que   est essentiellement constante. ⇤
15.2. Frontie`res de Poisson. On rappelle dans cette section la construction de
la frontie`re de Poisson associe´e a` une marche ale´atoire sur un groupe localement compact.
Soit G un groupe localement compact et µ une mesure de probabilite´ bore´lienne sur
G. La mesure µ est dite non-de´ge´ne´re´e si son support, Supp(µ), engendre G en tant
que semi-groupe, c’est a` dire si presque tout e´le´ment (pour la mesure de Haar) de G
s’e´crit comme un produit fini d’e´le´ment de Supp(µ) sans puissance ne´gative. La mesure
µ est dite syme´trique si l’application g 7! g 1 pre´serve µ et µ est dite e´tale´e s’il existe
un entier n tel que la nieme puissance de convolution, µ⇤n, soit absolument continue par
rapport a` la mesure de Haar.
On appelle espace des incre´ments, G1, l’espace produit
Q
N⇤ G muni de la mesure
produit µ⌦1. Cet espace est isomorphe a` l’espace des trajectoires G, qui est aussi un
produit infini de copies de G mais muni de la mesure image sous l’application
G1 ! G
(hn)n 1 7! (gn)n 0
ou` gn est de´fini par ⇢
g0 = e
gn+1 = gnhn.
Notons P cette mesure image qui correspond a` la marche ale´atoire partant de e et de
probabilite´ de transition µ. Dans ce cas, gn est la position au temps n de la marche
ale´atoire. L’espace G (conside´re´ uniquement avec la structure bore´lienne produit sans
mesure) est naturellement munie d’une action bore´lienne de G pour l’action diagonale a`
gauche. Pour autre distribution (mesure bore´lienne  -finie), ✓, que la masse de Dirac en
l’identite´, on peut de´finir la marche ale´atoire de distribution initiale ✓, en munissant G
de la mesure
P✓ = ✓ ⇤P =
Z
g⇤Pd✓(g).
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En particulier, si on choisit pour ✓ la mesure de Haar a` droite, m, sur G alors (G,P)
est muni de l’action diagonale a` gauche de G, qui en ge´ne´ral ne pre´serve pas la mesure
et de l’ope´rateur de de´calage D : G ! G qui associe a` (gn)n 0 la suite (gn+1)n 0. Cet
ope´rateur pre´serve la mesure Pm. En e↵et, D se lit dans l’espace produit (G⇥G1,m⌦
µ⌦1) par
D˜ : G⇥G1 ! G⇥G1
(g, (hn)) 7! (gh1, (hn+1)).
La mesure image D˜⇤(m⌦µ⌦1) est alors (m⇤µ)⌦µ⌦1. Si f est une fonction continue
a` support compact, le calcul suivantZ
f(g) d(m ⇤ µ)(g) =
Z
f(gh) dm(g)dµ(h) =
Z
f(g) dm(g)dµ(h) =
Z
f(g) dm(g)
montre quem⇤µ = m. Ainsi D˜⇤(m⌦µ⌦1) = m⌦µ⌦1 ce qui montre que D pre´serve Pm.
De´finition 15.9. Soit G un groupe localement compact a` base de´nombrable et µ une
mesure bore´lienne de probabilite´ sur G. On appelle frontie`re de Poisson, l’espace des
composantes ergodiques de l’action du semi-groupe engendre´ par D sur G
Pour la de´composition en composantes ergodiques, on peut se re´fe´rer a` la section 4
de l’article original [Var63].
Comme l’action de D et de G surG commutent, le bord de Poisson B est muni d’une
mesure ⌫ qui en fait un G-espace. Soulignons que ⌫ n’est pas G-invariante mais que seule
sa classe l’est. Si la construction de B est assez abstraite, on peut manipuler cet objet
plus simplement en conside´rant les fonctions mesurables essentiellement borne´es sur B.
En e↵et, on a l’identification G-e´quivariante
L1(G,P)D ' L1(B, ⌫)
ou` L1(G,P)D de´signe les fonctions mesurables essentiellement borne´es invariantes sous
l’action du de´calage D. Les proprie´te´s d’ergodicite´ et de moyennabilite´ se lisant sur les
fonctions essentiellement borne´es, on aura de´ja` une bonne compre´hension de l’objet en
se limitant a` cette identification.
Un bon exemple est alors donne´ par le the´ore`me suivant dont on redonne une preuve
utilisant la caracte´risation 14.13
The´ore`me 15.10 (The´ore`me 5.2 et 5.3 de [Zim78]). Soit G un groupe localement
compact a` base de´nombrable et (B, ⌫) la frontie`re de Poisson associe´ a` une mesure µ
e´tale´e.
Alors l’action Gy B est moyennable.
De´monstration. On utilise les identifications suivantes
L1(G⇥B) ' L1(G,L1(B)) ' L1(G,L1(G,P)D) ' L1(G⇥G)D.
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Le lemme 14.15 et l’identification (G,P) ' (G⇥G1,m⇥µ⌦1), montrent que l’action
G y G est moyennable donc il existe une espe´rance conditionnelle E : L1(G ⇥G) !
L1(G). Remarquons que comme les actions de D et G commutent, si f 2 L1(G⇥G)
est D-invariante alors E(f) l’est aussi. Ainsi, on obtient une espe´rance conditionnelle de
L1(G⇥G)D vers L1(G)D ce qui prouve le re´sultat. ⇤
Figure 1. Limite circulaire III, M.C. Escher.
Initialement, M. Burger et N. Monod ont montre´ l’existence d’un bord fort pour les
groupes localement compacts et compactement engendre´s (voir le the´ore`me 11.1.3 de
[Mon01] pour un e´nonce´ pre´cis), V. Kaimanovich a ge´ne´ralise´ cette existence.
The´ore`me 15.11 (The´ore`me 3 de [Kai03]). Soit G un groupe localement compact a` base
de´nombrable. La frontie`re de Poisson associe´e a` une mesure de probabilite´ bore´lienne,
e´tale´e et non-de´ge´ne´re´e est un bord fort pour G.
The´ore`me 15.12 (The´ore`me 4 de [Kai03]). Tout groupe localement compact  -compact
posse`de un bord fort.
Pour un groupe moyennable G, tout espace de probabilite´ posse´dant une action fai-
blement me´langeante pre´servant la mesure est un bord fort. En particulier l’espace de
probabilite´ re´duit a` un point est un bord fort pour tout groupe moyennable. Il existe
cependant des exemples de groupes moyennables avec des frontie`res de Poisson non tri-
viales comme c’est le cas pour le produit en couronne Z3 o Z/2Z qui posse`de un bord de
Poisson non trivial pour toute marche ale´atoire syme´trique de premier moment fini (voir
l’exemple 6.2 de [KV83]).
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15.3. Exemples. On va s’attacher a` de´crire dans la suite des exemples concrets de
bords forts pour certains groupes localement compacts.
Exemple 15.13 (Groupes semi-simples). Soit G un groupe de Lie semi-simple de type
non compact a` centre fini. Soit P un sous-groupe parabolique minimal (par exemple si
G = SLn(R), il est classique de choisir pour P , le sous-groupe des matrices triangulaires
supe´rieures). Le quotient G/P s’appelle le bord de Furstenberg de G (voir [Fur73]). Cet
espace quotient s’identifie avec l’ensemble des chambres de Weyl de l’immeuble sphe´rique
a` l’infini de l’espace syme´trique deG. En tant que stabilisateur du centre circonscrit d’une
chambre de Weyl, P est un sous-groupe ferme´ moyennable de G. Comme nous l’avons
de´ja` remarquer, en munissant G/P de l’unique classe de mesure bore´lienne re´gulie`re
G-invariante (voir par exemple l’appendice B de [BdlHV08]), l’action G y G/P est
moyennable car P l’est (the´ore`me 14.17).
Pour la double ergodicite´, la de´composition de Bruhat sera bien utile. Si W de´signe
le groupe de Weyl de G alors G se de´compose en double P -classes sous la forme
G =
G
w2W
PwP
ou` la re´union est disjointe. L’application
F : G/P ⇥G/P ! P\G/P
(g1P, g2P ) 7! Pg 11 g2P
est G-invariante pour l’action diagonale de G sur G/P ⇥G/P . De plus, F (g1P, g2P ) =
F (g01P, g02P ) si et seulement si (g1P, g2P ) et (g01P, g02P ) sont dans la meˆme G-orbite.
Ainsi G\(G/P ⇥ G/P ) s’identifie avec P\G/P ' W . Comme W est fini, l’action G y
G/P ⇥G/P n’a qu’un nombre fini d’orbites et une seule est de dimension maximale donc
la mesure est supporte´e par cette unique orbite. Il faut ensuite utiliser le phe´nome`ne de
Mautner pour obtenir la double ergodicite´ a` coe cients.
Exemple 15.14 (Groupes hyperboliques). Un groupe de´nombrable est hyperbolique
s’il existe un syste`me de ge´ne´rateurs fini tel que le graphe de Cayley associe´ soit un
espace Gromov-hyperbolique (voir la section 20). Le graphe de Cayley posse`de un bord
hyperbolique qui ne de´pend pas du syste`me de ge´ne´rateurs et que l’on note @G. Un
groupe hyperbolique est e´le´mentaire s’il est fini ou virtuellement cyclique.
The´ore`me 15.15 (The´ore`me 8 de [Kai94]). Soit G un groupe hyperbolique non-e´le´mentaire
et µ une mesure de probabilite´ non-de´ge´ne´re´e sur G d’entropie et de premier moment
fini. La frontie`re de Poisson associe´e a` la marche ale´atoire de probabilite´ de transition µ
co¨ıncide avec @G muni de la mesure harmonique associe´e a` µ
Pour une de´finition exacte des termes entropie, moment et mesure harmonique, on
se re´fe´rera a` l’article original.
16. Champs d’espaces de Hadamard
16.1. De´finitions. La notion de champ d’espaces de Banach se ge´ne´ralise aux es-
paces me´triques ge´ne´raux. La notion de champ mesurable se´parable d’espaces me´triques
66 IV. THE´ORIE MESURE´E DES ACTIONS DE GROUPES
a e´te´ introduit dans [DAP76]. On pourra trouver une e´tude re´cente plus de´taille´e dans
les the`ses de M. Anderegg et P. Henry : [And10] et [Hen10]. Ici de tels champs arrivent
comme des outils de travail et non comme des objets d’e´tude en eux-meˆmes. C’est la
situation du the´ore`me 17.4 qui nous incite a` les e´tudier. La situation est donne´e par une
action de groupe G sur un espace de Hadamard en pre´sence d’un G-espace. En l’ab-
sence de G-espace, la minimalite´ de l’action est souvent bien agre´able pour raisonner.
En pre´sence d’un G-espace, ce sera la donne´e d’un sous-champ minimal qui jouera un
roˆle analogue important.
De´finition 16.1. Soit ⌦ un espace bore´lien standard et µ une mesure bore´lienne sur
⌦. Un champ d’espaces me´triques X est la donne´e d’une famille d’espaces me´triques
(non-vides) {(X!, d!)}!2⌦ et d’un sous-ensemble de´nombrable F ⇢ ⇧!2⌦X! tels que
(i) pour tous x, y 2 F , l’application ! 7! d!(x!, y!) est mesurable,
(ii) pour presque tout !, {x!| x 2 F} est dense dans X!.
Dans ce cas ⌦ est appele´e la base du champ, F est une famille fondamentale et une
section est la classe a` e´galite´ presque partout d’un e´le´ment x de ⇧!2⌦X! tel que F [{x}
ve´rifie encore la condition (i) pour tout y 2 F . On appelle structure mesurable, de X
l’ensemble M des sections de X. Si x et y sont deux sections alors ! 7! d!(x!, y!) est
mesurable car
d!(x!, y!) = sup
z2F
|d!(x!, z!)  d!(y!, z!)|.
Lemme 16.2. Soit X un champ d’espaces me´triques, x 2 ⇧!X! et (xn) une suite de
sections telle que xn!  ! x! presque partout. Alors x est une section.
De´monstration. Soit y une section de X alors d!(x!, y!) = limn d!(xn!, y!) pour
presque tout ! et comme une limite simple de fonctions mesurables est mesurable, on a
le re´sultat. ⇤
Remarque 16.3. Dans les re´fe´rences cite´es pre´ce´demment, de tels champs sont pourvus
de l’adjectif mesurable. Puisqu’il n’y aura pas d’autre type de champ, l’adjectif mesurable
est implicite dans la de´finition donne´e ci-dessus.
Exemple 16.4. Exemples de champ d’espaces me´triques.
(1) Soit X un espace me´trique se´parable et (xn) une famille de´nombrable dense
de X. On appelle champ constant sur X, le champ donne´ par X! = X pour
tout ! et la famille fondamentale F constitue´e des applications de ⌦ dans X
constantes e´gales a` un des xn.
(2) Au vu des de´finitions, un champ d’espaces de Banach se´parable est un cas
particulier de champ d’espaces me´triques.
(3) Soit X et Y deux champs d’espaces me´triques de base commune ⌦ et de famille
fondamentale respective FX et FY. On construit alors le champ produit Z de´fini
par Z! = X! ⇥ Y! et FZ = {(x, y); x 2 FX, y 2 FY}.
Un champ d’espaces me´triquesX de base ⌦ sera dit CAT(0) (respectivement complet,
compact, euclidien) si pour tout !, X! est un espace CAT(0) (respectivement complet,
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compact, euclidien). De plus, un champ d’espaces me´triques CAT(0) et complet sera
simplement appele´ un champ d’espaces de Hadamard. De meˆme, un champ d’espaces de
Hadamard sera dit de dimension ge´ome´trique finie si X! est de dimension ge´ome´trique
finie pour tout !.
De´finition 16.5. Soit G un groupe localement compact a` base de´nombrable. Une action
de G sur X est la donne´e d’une famille d’applications {↵(g,!)}(g,!) appele´ cocycle telle
que
(i) pour tout g 2 G et presque tout !, ↵(g,!) 2Home´o(X!, Xg!),
(ii) pour tout g, g0 2 G et presque tout !, ↵(gg0,!) = ↵(g,!)↵(g0,!),
(iii) pour tout g 2 G et toutes sections x, x0, la fonction (g,!) 7! d!(x!,↵(g, g 1!)x0g 1!)
est mesurable.
Une telle action de´finie une action (au sens usuel) sur les sections par (gx)! =
↵(g.g 1!)xg 1!. Si de plus, pour tout g et presque tout !, ↵(g,!) 2 Isom(X!, Xg!), on
dit que G agit par isome´tries.
De´finition 16.6. Soit X un champ d’espaces me´triques de base ⌦ et de famille fon-
damentale F . Un sous-champ Y de X est la donne´e d’une famille {Y!}!2⌦ et d’un
sous-ensemble de´nombrable F 0 ✓ ⇧!2⌦Y! tels que
(i) Pour tout !, ; 6= Y! ✓ X!,
(ii) pour tout y 2 F 0, y est une section de X,
(iii) Pour presque tout !, {y!; y 2 F} est dense dans Y!.
Un sous-champ d’un champ d’espaces me´triques est donc aussi un champ d’espaces
me´triques. On munit l’ensemble des sous-champs d’un champ d’espaces me´triques X
d’une relation d’ordre de´finie par Y  Z si Y! ✓ Z! pour presque tout !. Soit X
un champ d’espaces me´triques muni d’une action de G donne´e par un cocycle ↵. On
peut de´finir une action (g, (Y,M)) 7! (gY, gM) sur les sous-champ par (gY )! =
↵(g, g 1!)Yg 1!. Si Y est un sous-champ, on dit que Y est invariant si c’est un point
fixe (avec identification presque partout) pour l’action que l’on vient de de´finir. De plus,
un tel sous-champ est minimal s’il est minimal parmi les sous-champs invariants.
Si X est un champ d’espaces de Hadamard et Y est un sous-champ alors Y est
convexe ferme´ si pour tout !, Y! est une partie ferme´e et convexe de X!. Un sous-champ
d’espaces de Hadamard est donc un champ d’espaces de Hadamard en particulier.
Remarque 16.7. Soit X un champ d’espaces me´triques,Y un sous champ de X et Z un
sous-champ de Y alors Z est aussi un sous-champ de X. En e↵et, si F 0 est une famille
fondamentale de Y, x une section de X et z une section de Z alors
d!(x!, z!) = inf
y2F 0
d!(x!, y!) + d!(y!, z!).
On peut exprimer la relation d’ordre sur les sous-champs convexes ferme´s a` l’aide
d’ine´galite´s de distance pour les e´le´ments d’une famille fondamentale.
Lemme 16.8. Soit X un champ d’espaces CAT(0) muni d’une famille fondamentale F
et Y,Z deux sous-champs convexes ferme´s de X. Alors Y  Z si et seulement si pour
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tout x 2 F et presque tout !, d!(x!, Y!)   d!(x!, Z!) et Y < Z si et seulement si
Y  Z et il existe x 2 F tel que µ({! | d!(x!, Y!) > d!(x!, Z!)} > 0.
De´monstration. Pour x 2 F , posons ⌦x = {! | d!(x!, Y!) > d!(x!, Z!)} et
⌦x = {! | d!(x!, Y!)   d!(x!, Z!)}. Alors ⌦x et ⌦x sont deux ensembles mesurables de
⌦. Si Y  Z alors pour tout x 2 F , ⌦x est de mesure pleine. Re´ciproquement, si pour
tout x, ⌦x est de mesure pleine alors ⌦ = \x ⌦x est aussi de mesure pleine et par le
lemme 1.16, pour presque tout ! 2 ⌦, Y! ✓ Z!. De plus, si µ(⌦x) > 0 alors Z ⇥ Y. Ceci
montre la deuxie`me assertion du lemme. ⇤
Les quelques lemmes qui suivent ont pour but de montrer que les constructions
classiques dans le cadre des espaces de Hadamard peuvent se faire mesurablement lorsque
l’on e´tend ces de´finitions aux champs d’espaces de Hadamard.
Lemme 16.9. Soit X un champ d’espaces de Hadamard, x, y deux sections et r une
fonction positive mesurable alors
! 7! d!(y!, B(x!, r(!)))
est mesurable.
De´monstration. La restriction de cette fonction a` {!| r(!) = 0}, qui est un en-
semble mesurable, est e´gale a` la fonction ! 7! d!(x!, y!), qui est mesurable, donc on
peut supposer r > 0. Soit F une famille fondamentale pour X. Par le point (ii) de la
de´finition 16.1, on a pour presque tout !,
d!(y!, B(x!, r(!))) = inf{d!(y!, z!)| z 2 F , z! 2 B(x!, r(!))}.
Pour z 2 F , de´finissons, d!(y!, z!) = +1 si z! /2 B(x!, r(!)) et d!(y!, z!) = d!(y!, z!)
sinon. Alors ! 7! d!(y!, z!) est une fonction mesurable a` valeurs dans R+ [ {+1} et
d!(y!, B(x!, r(!))) = inf
z2F
d!(y!, z!).
⇤
Lemme 16.10. Soit X un champ d’espaces de Hadamard et Y un sous-champ convexe
ferme´. Alors pour toute section x de X, (⇡Y!(x!)) est une section de X.
De´monstration. Commenc¸ons par montrer que ! 7! d!(x!, Y!) est mesurable.
Soit F 0 une famille fondamentale pour Y, la formule
d!(x!,⇡Y!(x!)) = d!(x!, Y!) = inf
y2F 0
d!(y!, x!)
conclut. Soit, maintenant, z une autre section de X, on a
d!(⇡Y!(x!), z!) = limn!1 d! (z!, Y! \B (x!, d!(x!, Y!) + 1/n))
qui permet de conclure par le lemme 16.9. ⇤
Lemme 16.11. Soit X un champ d’espaces de Hadamard et {xi}i2N une famille de´-
nombrable de sections. Alors la fonction ! 7! rayon({xi!}) est mesurable a` valeurs dans
R+ [ {+1}. De plus, si cette fonction est essentiellement finie alors la collection des
centres est une section.
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De´monstration. La premie`re partie du lemme tient au fait que
rayon({xi!}i2N) = inf
y2F
sup
i2N
d!(x
i
!, y!)
ou` F est une famille fondamentale de X. Notons r(!) = rayon({xi!}) et nume´rotons
{yj}j2N les e´le´ments de F . De´finissons
j(n,!) = min{j 2 N| sup
i2N
d!(x
i
!, y
j
!)  r(!) + 1/n}.
Alors (yj(n,!)! ) est une section et pour presque tout !,
lim
n!+1 y
j(n,!)
! = centre
 {xi!}  .
⇤
Lemme 16.12. Soit X un champ d’espaces de Hadamard, x, y deux sections de X et d
une fonction mesurable positive telle que pour presque tout !, d(!)  d!(x!, y!). Si z!
est le point sur le segment [x!, y!] a` distance d(!) de x! alors (z!) est une section de
X.
De´monstration. Comme toute fonction d, comme dans l’e´nonce´, est limite simple
(presque partout) de fonctions de la forme ! 7!  (!)d!(x!, y!) ou`   est une fonction
simple a` valeurs dyadiques, il su t de montrer le re´sultat pour z! milieu de [x!, y!].
Dans un espace CAT(0), X, fixons deux points x et y. Alors l’ensemble
Z =
⇢
z 2 X| max(d(x, z), d(y, z))  d(x, y) + "
2
 
contient le milieu de [x, y] et est de diame`tre au plus ". Il su t alors de de´finir z! comme
e´tant la limite, pour n! +1, des projete´s de x! sur l’intersection
B
✓
x!,
d(x!, y!) + 1/n
2
◆
\B
✓
y!,
d(x!, y!) + 1/n
2
◆
pour voir que z! est le milieu de [x!, y!] et qu’il s’agit bien d’une section. ⇤
Remarque 16.13. Si X est un espace CAT(0), son bord a` l’infini est un un objet
important qui lui est attache´. On a donc naturellement envie de construire un champ
a` l’infini associe´ a` un champ de Hadamard X. La construction qui semble eˆtre la plus
naturelle (parce qu’elle donne une distance invariante sur @X sous l’action de Isom(X)
par exemple), serait de conside´rer chaque bord @X! avec la me´trique angulaire \. Mal-
heureusement, on ne peut ainsi obtenir un espace se´parable meˆme si X! l’est. L’exemple
de l’espace hyperbolique H2 le montre. En e↵et, muni de la distance angulaire, tous les
points sont a` distance ⇡ et le bord a la puissance du continu.
Dans leurs the`ses respectives, M. Anderegg et P. Henry contournent cette di culte´ en
utilisant, pour les espaces propres, une distance sur @X qui de´finit la topologie conique.
C’est possible, car dans ce cas, C0(X) muni de la topologie de la convergence uniforme
sur les boules est un espace de Fre´chet (e.v.t. me´trisable par une distance comple`te)
se´parable.
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Un moyen de contourner cette di culte´ serait, peut-eˆtre, de conside´rer des champs
d’espaces polonais (i.e. me´trisables par une distance comple`te et se´parables) avec des
actions par home´omorphismes uniforme´ment continus. Au lieu de de´velopper une telle
the´orie ge´ne´rale, on utilisera la notion de section de fonctions de Busemann.
Proposition 16.14. Soit X un champ d’espaces de Hadamard de dimension te´lesco-
pique finie, (Xn)n2N une collection de sous-champs convexes ferme´s telle que pour tout
!, n < m ) Xm! ✓ Xn! et \n2NXn! = ;.
Alors il existe une famille d’applications  ! : X! ⇥X! ! R telle que pour presque
tout !,  ! est une fonction de Busemann de X! et pour toutes sections x, y de X,
! 7!  !(x!, y!) est mesurable.
De´monstration. On de´finit alors  ! comme e´tant la fonction de Busemann as-
socie´e au centre des directions, ⇠!, du the´ore`me 6.1. La construction e↵ectue´e dans la
preuve de ce the´ore`me et les lemmes 16.10, 16.11 et 16.12 montrent que pour presque
tout !, ⇠! est une limite dans X! de zn! ou` z
n est une section de X. Ainsi, pour presque
tout !
 !(x!, y!) = lim
n!+1 d!(x!, z
n
!)  d!(y!, zn!).
⇤
Une famille de fonctions ( !) comme dans la proposition pre´ce´dente sera simplement
appele´e section de fonctions de Busemann. Si ↵ : G⇥⌦! Isom(X) est un cocycle alors G
agit sur les sections de fonctions de Busemann par (g )! =  g 1!  ↵(g 1,!)⇥↵(g 1,!).
Exemple 16.15. Si (xn) est une suite de sections telle que pour presque tout !, il existe
⇠! 2 @X! avec xn! ! ⇠! alors ( ⇠!) est une section de fonctions de busemann. En fait,
toutes les sections de fonctions de Busemann sont de cette forme.
Proposition 16.16. Soit G un groupe localement compact et ⌦ un G-espace ergodique.
Soit X un champ d’espaces de Hadamard de dimension te´lescopique finie et ↵ : G ⇥
⌦! Isom(X) un cocycle. Alors ou bien il existe une section de fonctions de Busemann
invariante ou bien il existe un sous-champ convexe ferme´ de X invariant et minimal.
Avant de passer a` la preuve en elle-meˆme, nous aurons besoin du lemme technique
suivant.
Lemme 16.17. Soit A un ensemble totalement ordonne´ et (X↵)↵2A une chaˆıne de´-
croissante de sous-champs convexes ferme´s invariants. Alors il existe une sous-famille
de´nombrable (↵n)n2N cofinale.
Dire que cette sous-famille de´nombrable est cofinale c’est dire que pour tout   2 A,
il existe n tel que pour presque tout !, X↵n! ✓ X ! .
De´monstration. Soit F une famille fondamentale du champ X. Pour x 2 F , po-
sons f↵x (!) = d!(x!, X
↵
! ). Alors pour tout x et tout ↵, f
↵
x est une fonction mesurable
et
↵     () 8x 8˚! f↵x (!)   f x (!).
Par un re´sultat classique d’analyse (par exemple si µ est une mesure de probabilite´,
pour p, q 2 Q+, on choisit ↵p,q 2 {↵ | µ
 
(f↵x )
 1([q,+1[)    1   1/p} si cet ensemble
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est non-vide), pour tout x, on peut trouver une suite (↵n) telle que (f↵nx )n est cofinale
parmi les {f↵x }↵(pour la relation d’ordre f   g () 8˚! f(!)   g(!)) et puisque
F est de´nombrable, on peut supposer que c’est le cas pour tout les e´le´ments de F
simultane´ment. Graˆce au lemme 16.8, la suite (↵n) est cofinale. ⇤
De´monstration de la proposition 16.16. Supposons qu’il n’existe pas de sec-
tion de fonctions de Busemann invariante. On va montrer que l’ensemble X des sous-
champs convexes ferme´s de X invariants muni de la relation d’ordre de´finie ci-dessus, est
inductif (pour l’ordre renverse´ de  ). Le lemme de Zorn fournira alors un sous-champ
convexe ferme´ de X invariant et minimal.
Soit alors {X↵}↵2A une chaˆıne de sous-champs convexes ferme´s de X. Graˆce au
lemme 16.17, on choisit A0 ⇢ A de´nombrable et cofinale. L’ensemble {! 2 ⌦| \↵2A0 X↵! =
;} est mesurable car c’est {! 2 ⌦| d!(x!, X↵! ) ! +1} pour une section fixe´e x de X.
De plus, cet ensemble est G-invariant. Par ergodicite´, il est de mesure pleine ou nulle. S’il
est de mesure pleine, la proposition 16.14 fournit une section de fonctions de Busemann
qui est de plus invariante car les X↵ le sont. On peut donc supposer que pour presque
tout !, \↵2A0 X↵! 6= ;. On pose alors Y! = \↵2A0 X↵! , c’est un sous-ensemble convexe
ferme´ pour presque tout !. Soit {xn} une famille fondamentale pourX. Soit yn! le projete´
de xn! sur Y!. Pour tout n, y
n = (yn!) est une section de X car c’est la limite simple
des ⇡X↵n (x) (voir le lemme 1.17) et tous les ⇡X↵n (x) sont des sections (voir le lemme
16.10). De plus, pour presque tout !, {yn!} est dense dans Y! car la projection sur Y!
est 1-Lipshitz. Il est clair que Y est invariant et un minorant de {X↵}↵2A. ⇤
16.2. Facteur euclidien de de Rham. Dans toute cette section, on se donne G
un groupe localement compact, ⌦ un G-espace ergodique, X un champ d’espaces de
Hadamard de dimension te´lescopique finie non re´duit a` une section et ↵ : G ⇥ ⌦ !
Isom(X) un cocycle tel que X soit minimal.
Remarques 16.18. – Graˆce a` l’ine´galite´ de la proposition 5.7, la fonction ! 7!
DimTel(X!) est une fonction mesurable ou` DimTel de´signe la dimension te´lesco-
pique. De plus, cette fonction est ↵-invariante. Par ergodicite´, il existe n 2 N tel
que pour presque tout !, DimTel(X!) = n.
– Comme X est a` la fois minimal et non-re´duit a` un section, pour presque tout
!, X! est non borne´. En e↵et si F est une famille fondamentale de X alors
! 7!diam(X!) = supx,y2F d!(x!, y!) est une fonction mesurable et ↵-invariante
a` valeurs dans R+ [ {+1}. Par ergodicite´, cette fonction est essentiellement
constante et si cette constante est finie, le lemme 16.11 montre que la famille
des centres circonscrits des X! est une section, ne´cessairement invariante. Ce qui
contredirait l’hypothe`se de minimalite´.
Proposition 16.19. Si x est une section de X alors il existe un sous-champ E euclidien
et un sous-champ Y tel que x soit aussi une section de E et de Y, X = E⇥Y et E est
maximal pour l’inclusion.
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De plus, si y est une autre section et E0⇥Y0 est une de´composition comme ci-dessus
pour y alors pour presque tout !, ⇡E! |E0! et ⇡Y! |Y 0! sont des isome´tries. En particulier,
si x = y, E! = E0! et Y! = Y 0! pour presque tout !.
Le sous-champ E est appele´ facteur euclidien de de Rham. On dira que le champ
X est sans facteur euclidien si le champ E est re´duit a` un point pour presque tout !.
A` l’oppose´, on dira que X est euclidien si Y est re´duit a` un point pour presque tout
!. A` ! fixe´, on retrouve le classique facteur euclidien de de Rham du the´ore`me 1.7. La
di culte´ ici est technique, il faut re´aliser cette de´composition mesurablement.
Pour cela, nous aurons besoin d’un e´quivalent dans un contexte mesurable de la
proposition 7.7 donne´ par la proposition qui suit.
Fixons x0 une section de X et notons A l’ensemble des familles de fonction f = (f!)
telle que pour presque tout ! 2 ⌦, f! est une fonction a ne sur X! et il existe xi une
suite de sections de X telle que pour presque tout !, et tout x 2 X!,
f!(x) = lim
i!1 d!(x, x
i
!)  d(x0!, xi!).
Pour presque tout !, on note E! le facteur euclidien de X! donne´ par le the´ore`me
1.7. A ce stade, on ne sait pas encore que la collection (E!) est un champ d’espace de
Hadamard.
Proposition 16.20. S’il existe f 2 A alors pour presque tout !, il existe ⇠! 2 @E! tel
que f! est une fonction de Busemann centre´e en ⇠!.
La proposition 7.7 repose sur le lemme technique suivant.
Lemme 16.21 (Lemme 4.9 de [CL10a]). Soit X un espace non borne´ de dimension
te´lescopique finie. Alors il existe une suite (Dj) telle que pour tout j, Dj > j, une suite
de nombres  j > 0 tendant vers 0, une suite de points pj 2 X et une suite de parties
finies Qj ⇢ X avec les proprie´te´s suivantes.
(i) L’ensemble Qj est inclus dans la boule de rayon Dj(1 +  j) centre´e en pj.
(ii) Pour s 2 X, il existe qj 2 Qj tel que d(s, qj)  d(s, pj)   Dj   1.
La version mesurable pour le champ X devient la suivante.
Lemme 16.22. Il existe une suite de nombres Dj > j, une suite de sections pj de X et
un ensemble fini de sections Qj de X tels que
(i) Pour tout q 2 Qj et presque tout !, d!(pj!, q!) < Dj(1 + 1/j).
(ii) Pour presque tout ! et tout x 2 X!, il existe q 2 Qj avec d!(x, q!) d!(x, pj!) > Dj .
De´monstration. On nume´rote une famille fondamentale F = {xi} de X. Pour
! 2 ⌦ et j, n 2 N, on note
Dj!,n = inf
(
r > j
      9i 2 N, 9i1, . . . , in, xi1! , . . . , xin! 2 B(xi!, r(1 + 1/j))et 8l 2 N 9k(l) d(xl!, xik(l)! )  d(xl!, xi!) > r
)
.
Par densite´ des xi! dans X!, on remarque que
Dj!,n = inf
⇢
r > j
     9x 2 X!, 9x1, . . . , xn 2 B(x, r(1 + 1/j)),avec 8y 2 X! 9i, d(y, xi)  d(x, xi) > r
 
.
16. CHAMPS D’ESPACES DE HADAMARD 73
La premie`re e´criture de Dj!,n montre ! 7! Dj!,n est mesurable. En e↵et, posons pour
r > 0,
⌦jn,r =
(
! 2 ⌦
      9i 2 N, 9i1, . . . , in, xi1! , . . . , xin! 2 B(xi!, r(1 + 1/j))et 8l 2 N 9k(l) d(xl!, xik(l)! )  d(xl!, xi!) > r
)
.
Alors
⌦jn,r =
[
i2N
[
i1,...,in2N
\
l2N
[
k2{i1,...,in}
⇢
! 2 ⌦
     8m 2 [1, n] d(xim! , xi!) < r(1 + 1/j)et d(xl!, xik! )  d(xl!, xi!) > r
 
et donc ⌦jn,r est une partie mesurable pour n, j 2 N et r > 0. Finalement, comme les
ine´galite´s de´finissant ⌦jn,r sont strictes, si ! 2 ⌦jn,r alors il existe " tel que pour tout r0
avec |r   r0| < ", ! 2 ⌦jn,r0 et donc 
! 2 ⌦    Dj!,n < r = [
j<r0<r
⌦jn,r0 =
[
j<r0<r, r02Q
⌦jn,r0 .
Ce qui montre bien que ! 7! Dj!,n est mesurable.
La deuxie`me e´criture de Dj!,n montre que cette fonction est ↵ invariante. Ainsi, par
ergodicite´, il existe Djn > 0 tel que pour presque tout !, D
j
!,n = D
j
n.
A j fixe´, le lemme 16.21 montre que pour presque tout !, il existe n tel queDj!,n <1.
Posons alors
nj(!) = inf{n 2 N| Dj!,n <1}.
De nouveau, ! 7! nj(!) est mesurable et ↵ invariante donc il existe nj 2 N tel que pour
presque tout !, nj(!) = nj .
On pose alors Dj = D
j
nj + 1 et
ij(!) = inf
(
i 2 N
      9i1, . . . , in, xi1! , . . . , xin! 2 B(xi!, Dj(1 + 1/j))et 8l 2 N 9k(l) d(xl!, xik(l)! )  d(xl!, xi!) > Dj   1
)
.
Alors ! 7! ij(!) est mesurable et si on pose pj! = xi
j(!)
! alors pj = (p
j
!) est une section
pour tout j.
On munit l’ensemble de´nombrables des parties a` nj e´le´ments de N d’un ordre prove-
nant d’une bijection avec N. On de´finit
Ij! = inf
(
{i1, . . . , inj}
      xi1! , . . . , x
inj
! 2 B(pj!, Dj(1 + 1/j))
et 8l 2 N 9k(l) d(xl!, xik(l)! )  d(xl!, pj!) > Dj   1
)
.
Alors Ij! est mesurable et si on note ik(!) le k-ie`me e´le´ment de I
j
! pour k 2 [1, 2, . . . , nj ]
alors ! 7! ik(!) est mesurable.
Finalement, on de´finit
Qj =
n
(xik(!)! )| k 2 [1, 2, . . . , nj
o
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et les proprie´te´s annonce´es sont ve´rifie´es. ⇤
De´monstration de la proposition 16.20. Pour j 2 N, posons
Sj =
⇢
x section de X
    8f 2 A, 8˚! 9z! 2 X! , f!(z!)  f!(x!) = Dj   1et d!(x!, z!)  (1 + 1/j)Dj
 
.
Par le lemme 16.22, Sj 6= ; pour tout j 2 N. On pose alors Cj = (Cj!) ou`
Cj! = Conv{xj!| x 2 Sj}.
Par lemme 16.12, Cj est un sous-champ convexe ferme´ de X. Comme Sj est ↵-invariant,
Cj l’est aussi donc par minimalite´ de X, C
j
! = X! pour presque tout !. Remarquons
que Sj est stable par combinaisons convexes et limites simples. Ainsi, pour tout f 2 A,
pour presque tout !, et tout x 2 X!, il existe z 2 X! tel que f!(z)   f!(x) = Dj   1
et d!(x, z)  (1 + 1/j)Dj . On peut alors appliquer le lemme 1.36 qui donne l’existence
de ⇠! tel que pour tout x 2 X!,  f!(x) =  ⇠!(x, x0!). Appelons yn! le point a` distance
n de x0! tel que f!(y
n
!) = n pour n 2 N. Par construction de f!, pour tout n 2 N,
(yn!) est une section de X et pour presque tout !,  f = limn!1 d(yn!, .)   n. Ce qui
montre que ( f!) 2 A et le meˆme raisonnement que celui applique´ a` (f!) donne ⇠0!. De
plus, si x 2 X!, la concate´nation des rayons issus de x et pointant vers ⇠! et ⇠0! est une
ge´ode´sique. Ainsi, X! est la re´union des ge´ode´siques bi-infinies de ⇠! a` ⇠0! et le the´ore`me
1.19 donne la de´composition produit de´sire´e. ⇤
De´monstration de la proposition 16.19. Soit X! = E! ⇥ Y! ou` E! est le fac-
teur euclidien de de Rham (voir 1.7) de X! et l’on identifie E! et Y! avec deux parties
convexes ferme´es de X! telles que Y! \ E! = {x!}. Supposons que
(i) pour toutes sections y, z ; ! 7! d!(⇡E!(y!),⇡E!(z!)) est mesurable.
x!
y!
z!
⇡E!(z!) ⇡E!(y!)
⇡Y!(y!)
⇡Y!(z!)
Y!
E!
On a alors
d!(y!,⇡E!(y!)) =
p
d!(y!, x!)2   d!(x!,⇡E!(y!))2.
Ainsi, comme ⇡E!(x!) = x!, on a la mesurabilite´ de ! 7! d!(y!,⇡E!(y!)). Soit, main-
tenant, deux sections y et z. Comme
d!(y!,⇡E!(z!))
2 = d!(⇡E!(y!),⇡E!(z!))
2 + d!(y!,⇡E!(y!))
2,
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on a donc la mesurabilite´ de ! 7! d!(y!,⇡E!(z!)). Ceci montre donc que pour toute
section z, (⇡E!(z!)) est aussi une section de X.
De meˆme comme d!(⇡Y!(y!),⇡Y!(z!))
2 = d!(y!, z!)2 d!(⇡E!(y!),⇡E!(z!))2, pour
toute section y de X, (⇡Y!(y!)) est aussi une section de X.
Les projections fondamentales d’une famille fondamentale de X donne alors des fa-
milles fondamentales respectives de (Y!) et (E!) qui forment alors deux sous-champ de
X note´s respectivement E et Y. Les deux dernie`res proprie´te´s re´sultent juste des pro-
prie´te´s usuelles de la de´composition de de Rham pour chaque X!.
Il reste a` ve´rifier la proprie´te´ (i). Fixons y et z deux sections de X et une famille
fondamentale (xi)i2N de X. Pour ! 2 ⌦, notons C! l’ensemble des fonctions convexes
1-lipschitz qui s’annulent en x0!. Pour f 2 C!, posons  i,j! (f) = f(x
i
!)+f(x
j
!)
2   f(mi,j! )
ou` mi,j! est le milieu de [xi!, x
j
!]. Par convexite´ c’est une quantite´ positive. Notons fk! la
fonction de X! dans l’ensemble des nombres re´els, y 7! d!(y, xk!)  d(x0!, xk!) et
Kn! = {k 2 N| d!(xk!, x0!)   n et 8i, j  n,  i,j! (fk!)  1/n}.
Nous a rmons alors que les e´galite´s suivantes sont ve´rifie´es (avec la convention que le
supre´mum d’une partie vide de R+ est 0) et donc la proprie´te´ (i) est assure´e. Soit y et
z deux sections de X,
d!(⇡E!(y!)),⇡E!(z!)) = max
f2A
|f!(y!)  f!(z!)| = lim
n!+1 supk2Kn!
|fk!(y!)  fk!(z!)|.
Par de´finition de A, on sait que
max
f2A
|f!(y!)  f!(z!)|  lim
n!+1 supk2Kn!
|fk!(y!)  fk!(z!)|.
Pour ve´rifier l’ine´galite´ inverse, posons
Ln! =
(
i 2 Kn!
      |f i!(y!)  f i!(z!)|   supk2Kn! |fk!(y!)  fk!(z!)|  1/n
)
et de´finissons k(n,!) = minLn! puis g
n
! = f
k(n,!)
! . On a alors
lim
n!+1 supk2Kn!
|fk!(y!)  fk!(z!)| = limn!1 |g
n
!(y!)  gn!(z!)|.
Chaque C! est compact pour la topologie de la convergence ponctuelle donc
Q
!2⌦ C!
l’est aussi et quitte a` extraire, on peut supposer que pour presque tout !, gn! converge
vers un certain g! qui, par la proposition 16.20, est un e´le´ment de A. Ainsi,
max
f2A
|f!(y!)  f!(z!)|   lim
n!+1 supk2Kn!
|fk!(y!)  fk!(z!)|
et pour presque tout !, g! correspond a` une fonction de Busemann de E! donc
d!(⇡E!(y!),⇡E!(z!))   max
f2A
|f!(y!)  f!(z!)|.
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Comme pour presque tout !, (xi!)i2N est dense dansX!, pour tout n, on peut trouver
xi! aussi proche que voulu de la ge´ode´sique bi-infinie (⇡!(y!),⇡!(z!)) dans E! et tel que
i 2 Kn! .
⇤
Corollaire 16.23. Soit G un groupe localement compact et ⌦ un G-espace. Soit X un
champ d’espaces de Hadamard de dimension telescopique finie et E ⇥Y une de´compo-
sition de de Rham. Si ↵ : G⇥ ⌦! Isom(X) est un cocycle alors il existe deux cocycles
↵1 : G⇥ ⌦! Isom(E) et ↵2 : G⇥ ⌦! Isom(Y) tels que ↵ = ↵1 ⇥ ↵2.
De´monstration. Soit X = E ⇥Y une de´composition de de Rham associe´e a` une
section x. Fixons g 2 G et posons
E0! = ↵(g, g
 1!)Eg 1! et Y 0! = ↵(g, g
 1!)Yg 1!.
On a alors une nouvelle de´composition de de Rham E0 ⇥Y0du champ X associe´e a` la
section gx. Par la deuxie`me partie de la proposition 16.19, les applications ⇡Y! |Y 0! et
⇡E! |E0! sont des isome´tries. On de´finit alors ↵1(g,!) = ⇡Eg!   ↵(g,!) et ↵2(g,!) =
⇡Yg!  ↵(g,!). Les proprie´te´s de cocycle pour ↵1 et ↵2 de´coulent alors de celles de ↵. ⇤
17. The´ore`me d’Adams-Ballman e´quivariant
17.1. Cocyclisme. Soit X un champ d’espaces de Hadamard, nous introduisons
les champs d’espaces de Banach dont nous aurons besoin pour de´montrer le the´ore`me
17.4.
Soit ⌦ la base de X et {xn} une famille fondamentale . Choisissons pour section base
x0 alors pour ! 2 ⌦, on pose C! l’espace vectoriels des fonctions f : X! ! R convexes
telles que f(x0!) = 0. Munissons C! de la topologie de la converge ponctuelle, qui en fait
un espace vectoriel topologie localement convexe. Une famille de semi-normes est donne´e
par f ! |f(x)| pour x 2 X!. Notons C! ⇢ C! le sous-ensemble constitue´ des fonctions
qui sont de plus 1-Lipschitz. Alors C! est compact, convexe et me´trisable. Une distance
est donne´e par la formule suivante
D!(f, g) =
X
n2N
|f(xn!)  g(xn!)|
2nd!(xn!, x
0
!)
.
Notons i! : X! ! C! l’application de´finie par i!(x) = d(x, .) d(x0!, x) pour x 2 X!.
Notons K! la cloˆture convexe de i!(X!). On munit la collection K = {(K!, D!)}!2⌦ de
la famille de´nombrable F 0 constitue´e des combinaisons convexes a` coe cients rationnels
d’e´le´ments de {i(xn!)}n . On a alors le fait suivant.
Lemme 17.1. Le champ K est un champ d’espaces me´triques compact.
Une section f de K est dite a ne si pour presque tout !, f! est a ne.
Proposition 17.2. Si X est un champ d’espaces de Hadamard de dimension te´lescopique
finie sans facteur euclidien, minimal et non-re´duit a` une section alors K ne contient pas
de section a ne.
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De´monstration. On utilise les meˆmes notations que dans la preuve de la proposi-
tion 16.19. On introduit la fonction ⌧ : ⌦! R avec
⌧(!) = inf
f2K!
sup
i,j
 i,j! (f).
La fonction ⌧ est mesurable et G-invariante donc par ergodicite´, elle est essentiellement
constante. Puisque K! est compact, ⌧(!) = 0 signifie exactement que K! contient une
fonction a ne. De la meˆme manie`re, on de´finit   : ⌦! R ou`
 (!) = inf
f2i!(X!)
sup
i,j
 i,j! (f).
Alors   est aussi une fonction essentiellement constante. On remarque que pour presque
tout !,  (!) = inff2A supi,j  
i,j
! (f). Puisque X n’a pas de facteur euclidien et est mi-
nimal, la proposition 16.20 implique que A est vide. Ainsi, il existe " > 0 tel que pour
presque tout ",  (!) = ". Le lemme 4.10 de [CL10a] montre que ⌧(!) > 0 presque
partout et donc K ne peut pas avoir de section a ne. ⇤
Si ↵ : G ⇥ ⌦ ! Isom(X) est un cocycle alors on a aussi un cocycle   : G ⇥ ⌦ !
Hom(K) de´fini par  (g,!) · f = f   ↵(g 1, g!)   f(↵(g 1, g!)x0!) pour f 2 K!. Intro-
duisons alors le champ de Banach C(K) ou` C(K!) ou` l’espace de Banach des fonctions
continues sur l’espace compact K! muni de la norme de la convergence uniforme. Cet
espace est naturellement muni d’un cocycle   : G⇥ ⌦! Isom(C(K)) donne´ par
 (g,!)'(f) = '( (g 1, g!) · f)
ou` ' est une section de C(K!) et f 2 Kg!. Le champ dual C(K)⇤ est donc muni du
cocycle dual  ⇤.
Si M(K) de´signe le sous-champ des mesures de probabilite´ sur K alors c’est un
sous-champ convexe compact de C(K)⇤1 invariant par le cocycle  ⇤. De plus, ce cocycle
se re´exprime simplement pour µ 2M(K!),
 (g,!)⇤µ =  (g,!)⇤µ.
Rappelons qu’il existe une application continue appele´e barycentre, b : M(K) ! K
pour K partie convexe compacte d’un espace localement convexe. Cette application est
de´finie sur les combinaisons convexes de masses de Dirac par
b
⇣X
 i ki
⌘
=
X
 iki.
La densite´ de telles combinaisons convexes dans M(K) (muni de la topologie faible-⇤)
permet de de´finir b partout. De plus, si T est une transformation a ne laissant invariant
K alors T   b(µ) = b(T⇤µ) pour tout µ 2 M(K). De meˆme, si T : K ! K 0 est une
application a ne entre deux parties convexes compactes et b, b0 sont les applications
barycentres alors pour tout µ 2 C(K),
b0(T⇤µ) = T   b(µ).
Ainsi, pour µ, section de M(K) invariante pour le cocycle  ⇤ nous de´finissons k! =
b!(µ!) ou` b! est l’application barycentre b! : M(K!) ! K!. Comme pour tout g et
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presque tout !,  (g,!) est a ne, on a
(  · k)! =  (g, g 1!)kg 1! = b!( (g, g 1!)⇤µg 1!) =  !(µ!) = k!.
Nous avons donc une section invariante de K.
Remarque 17.3. La discussion pre´ce´dente esquisse la preuve de l’e´nonce´ suivant :
L’action G y ⌦ est moyennable si et seulement si pour tout K sous-champ inva-
riant de convexes-compacts d’un G-champ E d’espaces localement convexes il existe une
section de K invariante.
17.2. The´ore`me d’Adams-Ballmann e´quivariant.
The´ore`me 17.4. Soit G un groupe localement compact a` base de´nombrable, X un espace
de Hadamard de dimension te´lescopique finie, ↵ : G! Isom(X) une action continue de
G sur X et ⌦ un G-espace ergodique moyennable. Alors il existe une section de fonctions
de Busemann invariante ou il existe un sous-champ de X euclidien et invariant du champ
X constant e´gal a` X au-dessus de ⌦.
Remarque 17.5. Dans le cas ou`X est localement compact et de dimension ge´ome´trique
finie, c’est le re´sultat 4.2.6 de [And10] et 3.48 de[Hen10]. Dans le cas ou` ⌦ est re´duit
a` un point alors on retrouve le the´ore`me 7.8.
De´monstration. Conside´rons le champ X au dessus de ⌦ constant e´gal a` X. Sup-
posons qu’il n’existe pas de section de fonctions de busemann invariante alors graˆce a`
la proposition 16.16, il existe un sous-champ minimal invariant X0. Soit X0 = E ⇥ Y
une de´composition de de Rham de X0. La minimalite´ de X0 impose la minimalite´ de E
et Y. Il su t alors de montrer que Y est re´duit a` une section ou Y posse`de une sec-
tion de fonctions de Busemann invariante pour le cocycle ↵2 donne´ par le corollaire 16.23.
Fixons une section x deY. SoitK le champ d’espaces me´triques compact de la section
pre´ce´dente. Le champ d’espaces de Banach C(K), ou` C(K)! est l’espace de Banach
des fonctions continues sur K! a` pour champ dual C(K)⇤. Par moyennabilite´, le sous-
champ convexe compact M(K) posse`de une section invariante. La fin de la section
pre´ce´dente explicite comment l’image de cette section par l’application barycentre donne
une section invariante de K. Notons f cette section invariante. Alors pour toute section
y de Y, (g · f)(y)=f(y) et plus pre´cise´ment que pour toute section et presque tout !,
(17.1) f!(y!) = fg 1!(↵2(g
 1,!)y!)  fg 1!(↵2(g 1,!)x!).
C’est a` dire que la quantite´ fg 1!(↵2(g
 1,!)y!)   f!(y!) ne de´pend pas de la section
y. Posons alors c(g,!) = fg!(yg!)   f!(↵2(g 1, g!)yg!). Le fait que (g, f) 7! g · f soit
une action issue d’un cocycle montre que c : G ⇥ ⌦ ! R est un cocycle additif et en
particulier une application mesurable. Introduisons les trois sous-ensembles (bien de´finis
a` un ensemble de mesure nulle pre`s) de ⌦,
⌦min = {! 2 ⌦| f! posse`de un minimum} ,
⌦inf = {! 2 ⌦| f! ne posse`de pas de minimum et inf f! >  1} ,
⌦ 1 = {! 2 ⌦| inf f! =  1} .
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Ce sont bien des ensembles mesurables car f est une section. L’e´quation 17.1 se re´e´crit
plus simplement en remplac¸ant ! par g!,
fg! = f!   ↵2(g 1, g!) + c(g,!).
Ce qui montre que les trois ensembles pre´ce´dents sont G-invariants. Leur re´union est de
mesure pleine et comme G y ⌦ est ergodique, un de ses trois ensembles est de mesure
pleine.
Si ⌦min est de mesure pleine alors on de´finit Y 0! = f 1! (min f!) ce qui donne un
sous-champ Y 0 de Y . Il est de plus, G-invariant donc par minimalite´ Y0 = Y. Ce qui
montre que pour presque tout !, f! est une fonction constante sur Y!. Comme Y est
minimal et sans facteur euclidien, la proposition 17.2 implique que Y est re´duit a` une
section et donc X0 est euclidien.
Si ⌦inf est de mesure pleine, on de´finit Y r! = f
 1
! (]  1, r]) pour r 2 R  et si ⌦ 1
est de mesure pleine, on de´finit pour r 2 R+, Y r! = f 1! (] inf f!, inf f! + r]). Dans les
deux cas, Yr est un sous-champ ve´rifiant la relation
(17.2) ↵2(g,!)Y
r
! = Y
r+c(g,!)
g!
pour tout g, presque tout ! et tout r > 0. De plus, {Y r! }r>0 ou {Y r! }r<0 est une famille
emboˆıte´e d’intersection vide pour presque tout !. On choisit un ensemble de´nombrable
dense D de R+ ou R , selon le cas, et on conside`re alors la famille (Yr)r2D a` laquelle on
applique la proposition 16.14. On obtient alors une section de fonctions de Busemann.
Graˆce a` la relation (17.2) et au lemme 6.3, cette section est ↵2-invariante et donc ↵-
invariante. ⇤

CHAPITRE V
Superrigidite´ ge´ome´trique
A la page 121 de [Gro93],exemple (c), on trouve la conjecture suivante de M. Gro-
mov :
Pour p   1, il existe un groupe   de type fini agissant discre`tement
sur Xp+1, qui cependant n’admet pas d’action strictement non borne´e
sur Xp. En fait un re´seau dans un groupe de Lie simple de dimension
finie de rang re´el supe´rieur a` p + 1 ne peut probablement pas agir
discre`tement sur Xp ou sur un autre espace syme´trique « raisonnable »
de rang plus petit que p .
Les notions d’action discre`te et d’action strictement non-borne´e sont a` pre´ciser. Pour une
action (par isome´tries), M. Gromov propose qu’une action discre`te posse`de au moins des
orbites non borne´es (ce qui empeˆche les points fixes) et une action strictement non-borne´e
ve´rifie que toute intersection d’une orbite et d’une partie borne´e soit finie.
Cette conjecture est inspire´e par le the´ore`me de superrigidite´ de G. Margulis et
sugge`re qu’un e´nonce´ similaire doit eˆtre vrai. Il y a deux cas particuliers, ou` la par-
tie concernant les re´seaux de la conjecture est facilement ve´rifie´e. Si X = X1(R) ou
X1(C) (les espaces hyperboliques re´els ou complexes de dimension infinie) alors la dis-
tance sur X est conditionnellement de type ne´gatif (voir, par exemple, l’appendice C.2
de [BdlHV08] pour des ge´ne´ralite´s sur les noyaux conditionnellement de type ne´gatif et
voir [FH74] pour une preuve de cet e´nonce´). Cependant, un re´seau   dans un groupe de
Lie semi-simple de rang supe´rieur a` 2 posse`de la proprie´te´ (T) de Kazhdan. Ainsi toute
action isome´trique de   sur X posse`de un point fixe et c’est meˆme une caracte´risation
des groupes localement compacts  -compacts posse´dant la proprie´te´ (T) (voir la section
A-T-menability p. 177 de [Gro93] et la section 7.4.2 de [CCJ+01]).
18. Superrigidite´ ge´ome´trique
18.1. Rigidite´ forte de Mostow. Un re´seau d’un groupe localement compact, G,
est un sous-groupe discret   tel que le quotient G/  posse`de une mesure bore´lienne, re´-
gulie`re, finie et invariante sous l’action Gy G/  induite par la multiplication a` gauche.
Un re´seau est dit cocompact si G/  est compact. La terminologie provient de l’exemple
classique Zn < Rn ou` Zn est alors un re´seau cocompact. Un autre exemple classique de
re´seau non cocompact est donne´ par Sln(Z) < Sln(R) pour n   2. Ce fait est duˆ a` H.
Minkowski et l’espace quotient Sln(R)/Sln(Z) s’identifie naturellement a` l’ensemble des
re´seaux unimodulaires de Rn, qui n’est pas compact.
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On peut penser a` un re´seau comme une discre´tisation agre´able du groupe G. Le
terme de rigidite´, dans ce cadre, signifie que cette discre´tisation refle`te comple`tement le
groupe G.
The´ore`me 18.1 (The´ore`me A’ de [Mos73]). Soit G,G0 deux groupes de Lie semi-
simples sans centre ni sous-groupe compact normal non-trivial. Soit  , 0 deux re´seaux
cocompacts respectivement de G et G0. Si G et G0 ne posse`dent pas de facteur isomorphe
a` PSL2(R) invariant sous l’action de  , respectivement  0, alors tout isomorphisme entre
  et  0 s’e´tend en un isomorphisme analytique entre G et G0.
En conside´rant X l’espace syme´trique de type non-compact associe´ a` G et en voyant
  comme le groupe fondamental de Y := X/ , on obtient la formulation ge´ome´trique
suivante.
The´ore`me 18.2. Soit Y, Y 0 des varie´te´s riemanniennes compactes, localement syme´-
triques, connexes et a` courbure sectionnelle ne´gative. Supposons que Y et Y 0 ne pos-
se`dent pas de facteur de de Rham local ou bien euclidien ou bien isome´trique au plan
hyperbolique. Si ⇡1(Y ) et ⇡1(Y 0) sont isomorphes alors Y et Y 0 sont isome´triques apre`s
renormalisation e´ventuelle des facteurs de de Rham locaux.
La formulation qui sera la plus proche de ce qui suivra est la suivante.
The´ore`me 18.3. Soit G un groupe de Lie semi-simple connexe sans centre ni sous-
groupe compact normal non trivial. Soit   un re´seau cocompact de G ne laissant pas de
facteur de G isomorphe a` PSL2(R) invariant.
Soit X un espace syme´trique de type non-compact ne posse´dant pas de facteur de de
Rham isomorphe au plan hyperbolique.
Alors toute action de   sur X proprement discontinue par isome´tries telle que X/  est
compact, provient d’un isomorphisme entre G et Isom(X) .
18.2. Superrigidite´ de Margulis. La re´fe´rence pour les re´sultats de superrigidite´
est [Mar91]. Nous reprenons les e´nonce´s de [Pan09]. Le premier e´nonce´ est formule´
alge´briquement alors que le second est formule´ ge´ome´triquement. C’est cette seconde
formulation qui nous inspirera.
The´ore`me 18.4. Soit G,H des groupes alge´briques semi-simples sur des corps locaux,
sans facteurs compacts. On suppose que G a un rang supe´rieur a` 2. Soit   un re´seau
irre´ductible de G.
Tout homomorphisme   ! H dont l’image est non-borne´e et Zariski dense s’e´tend en
un homomorphisme.
A` l’aide du dictionnaire entre les groupes alge´briques semi-simples a` centre trivial et
sans facteur compact, et les espaces syme´triques de type non-compact ou les immeubles
euclidiens, le the´ore`me pre´ce´dant se reformule ainsi.
The´ore`me 18.5. Soit X,Y des espaces syme´triques ou des immeubles euclidiens de
dimension finie, de type non-compact. On suppose que le rang de X est supe´rieur a` 2.
Soit   un groupe discret irre´ductible d’isome´tries de X tel que Vol( \X) soit fini.
Alors toute action isome´trique non-e´le´mentaire de   sur Y laisse stable ou bien
un point, ou bien un sous-ensemble convexe de Y qui, a` renormalisation des facteurs
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pre`s, est isome´trique a` un produit de facteurs irre´ductibles de X, sur lesquel l’action se
prolonge en une action isome´trique d’un quotient de Isom(X).
Pour montrer ce the´ore`me, la de´monstration originale proce`de en deux e´tapes (voir
le chapitre 5 de [Zim84]).
Premie`re e´tape : Construire une application de Furstenberg   entre le bord de Fursten-
berg de G et un quotient H/L ou` L est un sous-groupe propre de H. Cette application
est mesurable et  -e´quivariante.
Seconde e´tape : Montrer qu’une telle application est essentiellement rationnelle.
18.3. Ge´ne´ralisations. Le the´ore`me suivant traite de superrigidite´ dans le cas
ou` la condition de rang supe´rieur a` 2 est obtenue par l’hypothe`se de l’existence d’une
de´composition en produit avec au moins deux facteurs. Il a e´te´ obtenu par N. Monod avec
des techniques d’induction L2. Il a e´te´ ge´ne´ralise´ a` des espaces posse´dant une condition
de courbure ne´gative moins restrictive que CAT(0) par A. Karlsson, G. Margulis et T.
Gelander en utilisant des applications harmoniques ge´ne´ralise´es (voir le the´ore`me 1.1 de
[GKM08])
The´ore`me 18.6 (The´ore`me 6 de [Mon06]). Soit   un re´seau irre´ductible cocompact
dans un produit G = G1 ⇥ · · · ⇥ Gn de groupes localement compacts et  -compacts
avec n   2. Soit X un espace de Hadamard non isome´trique a` un espace euclidien de
dimension finie.
Si ↵ :  ⇥X ! X une action par isome´tries re´duite telle que les orbites sont ferme´es et
non borne´es alors ↵ s’e´tend continuˆment en une action e↵ : G⇥X ! X.
Remarque 18.7. L’hypothe`se cocompact sur le re´seau peut-eˆtre a↵aiblie en supposant
seulement que le re´seau est faiblement cocompact et de carre´ inte´grable. Pour plus de
de´tails, on peut se reporter a` l’appendice B de [Mon06]. Le meˆme a↵aiblissement est
aussi possible dans les deux corollaires qui suivent.
Dans [CL10a], les auteurs remarquent que l’hypothe`se d’action re´duite est en fait
une conse´quence de l’absence de point fixe a` l’infini (voir la proposition 7.5) et on obtient
alors le corollaire suivant.
Corollaire 18.8 (Corollaire 1.9 de [CL10a]). Soit   un re´seau irre´ductible cocompact
dans un produit G = G1 ⇥ · · ·⇥Gn de groupes localement compacts et  -compacts avec
n   2. Soit X un espace de Hadamard de dimension te´lescopique finie sans facteur
euclidien.
Alors toute action minimale par isome´tries et sans point fixe a` l’infini de   s’e´tend
continuˆment a` G.
En utilisant le fait que les espaces Xp du chapitre III sont de dimension te´lescopique
finie, on obtient alors le cas particulier suivant.
Corollaire 18.9. Soit   un re´seau irre´ductible cocompact dans un produit G = G1 ⇥
· · · ⇥ Gn de groupes localement compacts et  -compacts avec n   2. Alors toute action
minimale par isome´tries et sans point fixe a` l’infini de   sur Xp s’e´tend continuˆment a`
G.
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18.4. Superrigidite´ pour le commensurateur. Soit G un groupe localement
compact et  , 0 deux sous-groupes ferme´s de G. On dit que   et  0 sont commensurables
si  \ 0 est d’indice fini a` la fois dans   et  0. De meˆme, le commensurateur , CommG( ),
de   dans G est le sous-groupe de G, {g 2 G| g g 1 et   sont commensurables}.
Un des buts du the´ore`me de superrigidite´ de G. Margulis e´tait de montrer que les
re´seaux irre´ductibles sont arithme´tiques. L’exemple standard de re´seau arithme´tique est
le re´seau SLn(Z) dans SLn(R). Plus ge´ne´ralement, un re´seau   d’un groupe de Lie semi-
simple sans facteur compact et a` centre trivial G est arithme´tique si
(i) il existe un groupe alge´brique re´el semi-simple H et
(ii) un homomorphisme   : H  ! G surjectif
tel que   est a` noyau compact et les groupes  (H(Z) \H ) et   sont commensurables.
Fixons G, un groupe de Lie semi-simple a` centre trivial et sans facteur compact. Un
ce´le`bre the´ore`me duˆ a` A. Borel [Bor66] a rme qu’un re´seau irre´ductible arithme´tique
  de G posse`de un commensurateur dense dans G (pour la topologie de groupe de Lie).
Re´ciproquement, le the´ore`me de superrigidite´ a permis a` G. Margulis de montrer la
re´ciproque.
The´ore`me 18.10. Soit   un re´seau irre´ductible de G. Si CommG( ) est dense dans G
alors   est arithme´tique.
Dans le cas ou` le rang de G est supe´rieur a` 2 alors l’e´nonce´ est encore plus frappant :
tout re´seau irre´ductible    G est arithme´tique.
Le the´ore`me suivant apparaˆıt alors comme un analogue du the´ore`me de superrigidite´
en dehors du cadre des groupes alge´briques semi-simples. Au sujet de la rigidite´ pour le
commensurateur, on pourra se reporter a` [AB94] et [BM96].
The´ore`me 18.11 (The´ore`me A1 de [Mon06]). Soit G un groupe localement compact
et  -compact,   < G un re´seau cocompact et ⇤ un sous-groupe dense de G tel que
  < ⇤ < CommG( ).
Supposons que ⇤ agisse par isome´tries sur un espace de Hadamard X de manie`re non-
evanescente. Alors, quitte a` passer a` une partie ferme´e convexe (non-vide) ⇤-invariante,
l’action s’e´tend continuˆment a` G.
Ce the´ore`me s’applique en particulier aux espaces Xp, en faisant la remarque sup-
ple´mentaire que la condition d’« action non-e´vanescente » se remplace dans ce cas par
l’absence de point fixe dans Xp. (voir la proposition 7.5).
19. Applications de Furstenberg
On s’attache dans cette section a` montrer l’existence d’applications de Furstenberg
sous l’hypothe`se de non e´le´mentarite´ de l’action.
The´ore`me 19.1. Soit G un groupe localement compact muni d’un bord fort B, agis-
sant continuˆment et non-e´le´mentairement par isome´tries sur un espace Xp, avec p 2 N⇤.
Alors il existe une application G-e´quivariante mesurable ' : B ! @Xp telle que pour tout
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b 2 B, '(b) est le centre de la plus petite cellule contenant '(b).
Une telle application ' est appele´e une application de Furstenberg en raison de la
notion de bord duˆe a` H. Furstenberg d’un espace syme´trique de type non-compact, qui
posse`de un aspect ge´ome´trique et un aspect mesurable.
Nous nous plac¸ons dans les hypothe`ses du the´ore`me 19.1. Au cours de la preuve de ce
the´ore`me, nous conside´rerons un champ d’espaces de Hadamard Y, qui sera un champ
constant e´gal a` une partie convexe ferme´e de Xp. La base du champ sera l’espace B. Un
sous-champ de Y aura donc pour fibres des parties de Xp. Ce champ Y sera muni d’une
action par isome´tries de G via un cocycle ↵Y. Nous aurons besoin de la proposition
suivante qui est essentiellement un argument de se´parabilite´ inspire´ du lemme 15.8.
Proposition 19.2. Soit E un sous-champ euclidien de Y. Si E est invariant alors ou
bien pour presque tout b, b0, @Eb \ @Eb0 6= ; ou bien il existe E0 sous-espace euclidien de
Y tel que pour presque tout b, Eb=E0.
De´monstration. Inspire´s par la convergence de Gromov-Hausdor↵, nous introdui-
sons la fonction dGH sur l’ensemble des sous-espaces euclidiens de Xp. Soit E et F deux
espaces euclidiens de Xp, alors
dGH(E,F ) = inf{1/r > 0| 9x 2 E, y 2 F, dH(E \B(x, r), F \B(y, r)) < 1/r}.
Cette fonction n’est ni une distance ni un e´cart. Elle est cependant invariante par
isome´tries et on peut trouver une quantite´ de´nombrable d’ensembles de la forme
U(E, x, r) = {F euclidien| 9y 2 F, dH(E \B(x, r), F \B(y, r)) < 1/r}.
qui recouvrent tout l’ensemble des sous-espaces euclidiens de Xp. En e↵et, le groupe
O(p,1) agit transitivement sur les pairs (x,A) ou` x est un point de A et A un sous-
espace euclidien maximal deXp. De plus, si g ! e dans le groupe (se´parable)O2(p,1) =
O(p,1) \GL2(H) alors pour tout x 2 Xp et tout r > 0, g converge uniforme´ment vers
l’identite´ sur la boule B(x, r). Fixons un point x dans un sous-espace euclidien maximal
A de Xp. Pour chaque dimension 0  i  p, choisissons une famille de´nombrable (Ain)n2N
de sous-espaces euclidiens de A tels que pour tout sous-espace euclidien E de A conte-
nant x et tout r > 0, il existe Ain tel que dH(E\B(x, r), A\B(x, r)) < 1/r. Maintenant,
choisissons un sous-ensemble dense D de O2(p,1). Alors les ensembles U(gAin, gx, r),
pour g 2 D et i, n, r 2 N, ve´rifient la proprie´te´ annonce´e ci-dessus.
Par double ergodicite´, l’application (b, b0) 7! dGH(Eb, Eb0) est essentiellement e´gale a`
un certain r   0. Si r > 0, alors on choisit un sous-espace euclidien E et un point x tel
que U(E, x, r/2) est de mesure strictement positive pour la mesure image par b ! Eb
et on trouve donc une partie P ⇢ B ⇥ B de mesure strictement positive telle que pour
tout (b, b0) 2 P , dGH(Eb, Eb0) < r/2. Ainsi, r = 0.
Soit E,F deux sous espaces euclidiens tels que dGH(E,F ) = 0. Par de´finition, il
existe deux suites (xn) de E et (yn) de F telles que pour tout n 2 N,
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dH
 
E \B(xn, n), F \B(yn, n)
   1/n. Soit x une valeur d’adhe´rence de xn dans E[@E.
Si x 2 E alors E = F et sinon x 2 @E \ @F .
Ainsi, pour presque tout b, b0 ; Eb = Eb0 ou @Eb \ @Eb0 6= ;. Soit B2 le sous-ensemble
de B ⇥ B des paires (b, b0) telles que Eb = Eb0 . C’est un sous-ensemble mesurable et
G-invariant de B ⇥B. S’il est de mesure pleine, cela signifie qu’il existe E0 tel que pour
presque tout b, Eb = E0 et sinon cela signifie que pour presque tout b, b0 ; @Eb\@Eb0 6= ;.
⇤
De´monstration du the´ore`me 19.1. Par le lemme 7.5.(ii), Il existeX ⇢ Xp ferme´,
convexe ferme´, G-invariant et minimal pour ces conditions. Cet espace X posse`de une
de´composition de Rham X = E ⇥ Y et l’action de G sur X est diagonale. De plus, Y
se re´alise comme un sous-espace convexe ferme´ de Xp. On retient alors les proprie´te´s
suivantes sur Y .
• L’espace Y est un espace de Hadamard de dimension te´lescopique finie.
• L’action de G sur Y est minimale.
• Le bord de Y est une partie de @Xp.
On remarque que l’action G y Y n’est pas l’action G y Xp restreinte a` Y car ce
dernier n’est pas, a` priori, invariant. Cette action sur Y est donne´e par (g, y) 7! ⇡Y (gy).
On remarque aussi que sur l’ensemble @Y , qui lui est un sous-ensemble invariant de @Xp,
les deux actions (celle provenant de G y Xp et celle provenant de G y Y ) co¨ıncident
car Y et gY sont toujours paralle`les.
Puisque Y est de dimension te´lescopique finie, le the´ore`me 17.4 donne l’existence
d’une section de fonctions de Busemann invariante ou d’un sous-champ euclidien inva-
riant E du champ Y constant e´gal a` Y au-dessus de B. Comme le bord @Xp muni de la
topologie conique est home´omorphe a` la sphe`re unite´ d’un espace de Hilbert se´parable,
une section de fonctions de Busemann invariante donne une application G-e´quivariante
' de B vers @Y ⇢ @Xp.
Supposons qu’il existe un sous-champ euclidien E non-trivial de Y. On conside`re la
structure d’immeuble sphe´rique a` l’infini de @Xp comme un complexe dont les cellules
ou faces (selon les terminologies) sont les intersections de chambres ferme´es. Notons Cb
le plus petit sous-complexe de l’immeuble a` l’infini Ip de Xp contenant Eb. On munit
l’ensemble des sous-complexes de Ip de la topologie discre`te.
Si C est un sous-complexe de Ip inclus dans un appartement, on appelle type de
C la classe de C sous l’action de Isom(Xp). L’ensemble des types est fini car Isom(Xp)
agit transitivement sur les appartements et un appartement est un complexe fini. Par le
lemme 19.2, on sait que ou bien il existe E0 tel que Eb = E0 pour presque tout b ou bien
pour presque tout (b, b0), @Eb \ @Eb0 6= ;. Dans le premier cas, E ⇥ E0 serait un sous-
espace euclidien invariant pour l’action Gy Xp ce qui contredirait la non-e´le´mentarite´.
Donc pour presque tout (b, b0), Cb \ Cb0 est un complexe non vide. Le type est par de´-
finition invariant sous l’action de G. Par double ergodicite´, il existe alors un type D tel
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que pour presque tout (b, b0), Cb \ Cb0 est de type D, ce que l’on notera Cb \ Cb0 ' D.
Montrons que l’application (b, b0) 7! Cb\Cb0 est essentiellement constante. Pour cela
posonsDb,b0 = Cb\Cb0 . Par le the´ore`me de Fubini, il existe un ensemble de mesure pleine,
B0 de B tel que pour tout b 2 B0, il existe un ensemble Bb de mesure pleine de B tel que
pour tout b0 2 Bb, Db,b0 ' D. Fixons b1, b2 2 B0 et notons C1 = Cb1 et C2 = Cb2 . Les
sous-complexes de C1 e´tant en nombre fini, il existe B1 de mesure strictement positive
et D1 sous-complexe de type D de C1 tels que pour tout b 2 B1,
C1 \ Cb = D1.
Comme pour presque b, b0 2 B1, Db,b0 ' D et (C1 \ Cb) \ (C1 \ C 0b) ✓ Db,b0 , on a
Cb \ Cb0 = D1. Les sous complexes de C2 sont aussi en nombre fini donc on trouve un
sous-ensemble B2 ✓ B1 de mesure strictement positive tel que pour tout b, b0 2 B2,
Db,b0 = C2\Cb = C2\Cb0 . Mais comme C1\C2 est aussi de type D, on a C1\C2 = D1,
c’est a` dire que b 7! Db1,b est essentiellement constante e´gale a` D1. Ainsi pour presque
tout b, b0 ; Db1,b = D1 = Db1,b0 et comme Db,b0 est de type D, on a bien Db,b0 = D1. Ce
complexe est donc invariant sous l’action de G.
Chaque cellule de D1 est de diame`tre plus petit que ⇡/4 donc l’intersection de @Y
avec chacune de ces cellules posse`de un unique centre circonscrit. Appelons f la moyenne
des fonctions de Busemann associe´es a` chacun de ces centres. C’est une fonction convexe
continue invariante. Si f posse`de un minimum alors conside´rons Z l’ensemble des points
ou` f atteint son minimum. Comme f est une somme finie de fonctions convexes, elle est
aussi convexe. Par conse´quent Z est un sous-ensemble ferme´ convexe G-invariant non
vide. Par minimalite´ Z = Y , donc Y posse`de une somme finie de fonctions de Busemann
constante donc en particulier a ne. Une somme finie de fonctions convexes est a ne
si et seulement si chacune de ces fonctions convexes est a ne. Ainsi, Y posse`de une
fonction de Busemann a ne et donc un facteur euclidien par le lemme 1.35. Ce qui est
une contradiction.
Si f ne posse`de pas de minimum, l’intersection de ses sous-niveaux (non-vides) est
une famille de´croissante de parties convexe ferme´es invariantes de Y le centre des direc-
tions et alors invariant par la remarque 6.2. Ceci contredit la non-e´le´mentarite´.
Ainsi, on a l’existence de ' : B ! @Xp mesurable G-e´quivariante. Quitte a` remplacer
'(b), on peut supposer que '(b) est le centre de la plus petite cellule contenant '(b).
⇤
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ANNEXE A
Applications de Furstenberg pour des espaces
Gromov-hyperboliques
Cette annexe est le prolongement d’un travail re´alise´ en commun avec Nicolas Monod
et a pour but de montrer le the´ore`me suivant.
The´ore`me (The´ore`me 22.2). Soit G un groupe localement compact a` base de´nombrable,
B un bord fort pour G et (⌦, ⌫) un G-espace ergodique ou` ⌫ est une mesure de probabilite´
invariante. Soit X un espace hyperbolique de´nombrable.
Si ↵ : G⇥⌦! Isom(X) est un cocycle mesurable non-e´le´mentaire alors il existe une
application mesurable   : B ⇥⌦! @X G-e´quivariante. De plus, deux telles applications
co¨ıncident sur un ensemble de mesure pleine.
20. Espaces Gromov-hyperboliques
On reprend ici la de´finition d’hyperbolicite´ pour les espaces me´triques donne´e par
M. Gromov dans [Gro87]. Cette de´finition est tre`s ge´ne´rale et en particulier, il n’y a
pas d’hypothe`se de compacite´ locale ni d’existence de ge´ode´sique entre les points. Ty-
piquement, l’orbite d’un groupe discret agissant par isome´tries sur un espace Gromov-
hyperbolique sera encore Gromov-hyperbolique.
Soit (X, d) un espace me´trique et x 2 X un point base. Le produit de Gromov entre
y et z base´ en x est le nombre positif
hy|zix = 1
2
(d(y, x) + d(z, x)  d(y, z))
et s’il n’y a pas d’ambigu¨ıte´ sur le point base x, on notera simplement hy|zi.
x
hy|zix
y
z
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De´finition 20.1. Un espace me´trique (X, d) est  -hyperbolique pour     0 si pour tout
x0, x, y, z 2 X
(20.1) hx|zix0   min {hx|yix0 , hy|zix0}   .
S’il existe     0 tel que (X, d) est  -hyperbolique, on dit que (X, d) est Gromov-
hyperbolique.
Soit (X, d) un espace Gromov-hyperbolique et (xn) une suite de points de X. On dit
que la suite (xn) part a` l’infini si d(x0, xn)!1 et deux suites (xn), (yn) qui partent a`
l’infini sont e´quivalentes si hxn|ymi ! 1 quand n,m ! 1. Cette de´finition ne de´pend
pas du point base choisi et de´finit bien une relation d’e´quivalence. Le bord a` l’infini est
alors l’ensemble des classes d’e´quivalence de suites qui partent a` l’infini. On note cet
ensemble @X. Si une suite (xn), qui part a` l’infini, est dans la classe ⇠ 2 @X, on dit que
xn converge vers ⇠.
On e´tend le produit de Gromov en de´finissant, pour ⇠, ⌘ 2 @X
h⇠|⌘ix0 = sup lim infn,m!1hxn|ymix0
ou` le supremum est pris sur toutes les suites (xn) convergeant vers ⇠ et toutes les suites
(ym) convergeant vers ⌘. On de´finit aussi pour ⇠ 2 @X et y 2 X,
h⇠|yix0 = sup lim infn!1 hxn|yix0
en prenant de nouveau le supremum sur toutes les suites (xn) convergeant vers ⇠. Le
chapitre 7.2 de [GdlH90] donne plus de de´tails.
Lemme 20.2. Soit (X, d) un espace  -hyperbolique et ⇠, ⌘, ⇣ des points de @X. Si (xn)
et (ym) convergent respectivement vers ⇠ et ⌘ alors
(20.2) lim infhxn|ymix0 + 2    h⇠|⌘ix0   lim infhxn|ymix0 .
et
(20.3) h⇠|⌘ix0   min(h⇠|⇣ix0 , h⇣|⌘ix0)  3 .
De´monstration. Voir le chapitre 7.2 de [GdlH90]. ⇤
On de´finit une topologie sur @X graˆce a` la structure uniforme obtenue par le syste`me
d’entourages {Vl}l2R ou` Vl = {(⇠, ⌘)| h⇠|⌘i   l}. Cette topologie ne de´pend pas du point
base choisi. On munit @X de la structure bore´lienne associe´e. On aura besoin d’une
structure bore´lienne sur l’ensemble P1,2(@X) des parties du bord de cardinal 1 ou 2. De
meˆme, on de´finit P1(@X) les parties a` exactement 1 e´le´ment et P2(@X) les parties a`
exactement 2 e´le´ments. On de´finit
V˜y,l =
 
p 2 P1,2(@X)| p \ Vy,l 6= ;
 
avec Vy,l =
 
⇠ 2 @X| h⇠|yi   l 
ou` y 2 X et l 2 N. On munit alors P1,2(@X) de la structure bore´lienne associe´e.
Lemme 20.3. Si X est un espace Gromov-hyperbolique de´nombrable alors la structure
bore´lienne sur P1,2(@X) est a` base de´nombrable et P1(@X) est alors une partie mesurable.
La structure bore´lienne restreinte a` P1(@X) co¨ıncide avec celle de @X apre`s identification
@X ' P1(@X).
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Pour un point base x0 et un re´el positif r   0, on de´finit l’ombre, V (x, r), de taille
r dans la direction de x depuis x0 par
V (x, r) = {y 2 X| hx|yix0 > r}.
On y pense comme un analogue a` l’infini de boule. Cette notion a e´te´ introduite par D.
Sullivan dans [Sul79] a` la di↵e´rence qu’ici, les ensembles V (x, r) sont des sous-ensembles
de X et non de @X. On remarquera bien que V˜y,l est en revanche une partie de @X.
x0
x
V (x, r)
Les ombres de´pendent implicitement du point base choisi. Le lemme suivant de´crit
comment les isome´tries transforment les ombres. Dans la suite (X, d) est un espace
 -hyperbolique dont on a choisi un point base x0.
Lemme 20.4. Pour x 2 X,   2 Isom(X) et r, r0   0 tels que r   r0 + d(  · x0, x0), on
a  V (x, r) ⇢ V ( x, r0).
De´monstration. Pour z 2 X on a l’ine´galite´
h x|zix0 = hx|  1zi  1x0   hx|  1zix0   d(  1x0, x0).
⇤
Lemme 20.5. Soit F un ensemble fini de trois points ou plus de @X et
f : x 7!
X
↵ 6= ; ↵, 2F
h↵| ix .
Alors l’ensemble C = {x 2 X| f(x)  inf f  1} est une partie borne´e.
De´monstration. On montre que la fonction f : X ! R, f(x) = P↵ 6= h↵| ix, ou`
↵,  parcourent F est propre. Pour cela il su t de montrer que f satisfait l’ine´galite´
f(x) + f(y)   d(x, y)   2  pour tout x, y 2 X puisqu’ainsi, les sous-niveaux de f
seront borne´s. Puisque |F |   3, il su t de prouver la meˆme ine´galite´ pour f 0(x) =
ha|bix+ hb|cix+ hc|aix avec a, b, c quelconques dans X. Sans perte de ge´ne´ralite´, on peut
supposer ha|yix   hb|yix, hc|yix. On a alors
f 0(x)   ha|bix + hc|aix   hb|yix + hc|yix   2 
en inse´rant y dans les produits. En ajoutant f 0(y)   hb|ciy et en de´veloppant les produits
de Gromov, on obtient
f 0(x) + f 0(y)   d(x, y) + hb|cix   2    d(x, y)  2 .
⇤
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21. Moyennes
Quand X est un espace Gromov-hyperbolique ge´ode´sique propre, il est courant de
conside´rer l’espace des mesures de probabilite´s sur @X comme c’est le cas dans [BM96]
par exemple. Dans notre contexte plus ge´ne´ral, on remplace cet espace de mesures de
probabilite´s par l’ensemble des moyennes sur X. Pour un espace de´nombrable X, une
moyenne est un e´le´ment positif de la sphe`re unite´ du dual topologique de `1(X). Par de´-
finition, une moyenne µ est une forme line´aire sur `1(X) telle que si f   0 alors µ(f)   0
et µ(1X) = 1. L’ensemble des moyennes sur X, note´ M(X), est un sous espace convexe
et compact de `1(X)⇤ pour la topologie faible-*. On pense aux moyennes comme a` des
mesures de probabilite´ « finiment additive » sur X en de´finissant µ(Y ) = µ(1Y ) pour
Y ✓ X.
Si x0 est un point base fixe´ d’un espace Gromov-hyperboliqueX, il existe une identifi-
cation classique entre X et un sous-espace de l’espace des fonctions continues et borne´es
sur X. A chaque point x, on associe la fonction  (x) : y 7! d(y, x)   d(y, x0) qui est
continue et borne´e. Si µ est une moyenne, on de´finit fµ(x) = µ( (x)). L’application
µ 7! fµ est une fonction continue de M(X) vers l’espace vectoriel localement convexe
des fonctions continues sur X s’annulant en x0. Les lemmes et la proposition qui suivent,
montrent qu’une moyenne sur un espace Gromov-hyperbolique se trouve devant l’alter-
native suivante : Ou bien la « masse » est distribue´e autour d’une partie borne´e de X
ou bien la masse se re´partit a` l’infini sur un sous-espace de @X compose´ d’au plus deux
points.
Une fonction f d’un espace me´trique (X, d) est propre si les ensembles f 1(( 1,↵])
sont borne´s pour tout ↵ 2 R.
Lemme 21.1. Soit µ une moyenne d’un espace Gromov-hyperbolique X. S’il existe r > 0
tel que pour tout x 2 X, µ(V (x, r)) < 2/5 alors fµ est une fonction propre.
De´monstration. On decompose fµ(x) :
fµ(x) = µ( x · 1V (x,r)) + µ( x · 1X\V (x,r)).
Si y 2 X \ V (x, r) alors d(x, x0) + d(y, x0)  d(x, y) < 2r et ainsi  x(y) > d(x, x0)  2r.
Donc, µ( x · 1X\V (x,r)) > 3/5d(x, x0)  6/5r.
Pour y 2 X on a d(y, x)   d(y, x0)    d(x, x0) et µ( x · 1V (x,r))    2/5d(x, x0).
Finalement, fµ(x)   1/5 d(x, x0)  6r/5. ⇤
Proposition 21.2. Soit µ une moyenne d’un espace Gromov-hyperbolique X et (xn)
une suite de points de X telle que µ(V (xn, n))   2/5 pour tout n. Alors il existe une
sous-suite de (xn) convergeant vers un point du bord @X. De plus, il existe au plus deux
valeurs d’adhe´rence de @X de (xn) dans @X.
De´monstration. On note V n = V (xn, n) et on observe que l’inegalite´ (20.1) im-
plique
hxn|xmi   min(n,m)    si V n \ V m 6= ;.
On commence par montrer qu’il existe une extraction {nk}k2N telle que µ(V nk \V nk0 )  
1/15 pour tout k, k0. Par l’absurde, on suppose qu’il existe une suite fini n1 < . . . < nK
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avec la proprie´te´ souhaite´e mais qui ne peut eˆtre prolonge´e (au pire, K = 1). Ce qui
signifie que pour i > nK il existe 1  k(i)  K avec µ(V i \ V nk(i)) < 1/15. Pour
1  k  K, l’ensemble {i| k(i) = k} est infini. On peut alors prendre cet ensemble
comme extraction puisque l’on ve´rifie que µ(V i \ V j)   1/15 pour k(i) = k(j).
Il suit alors que {xnk} converge a` l’infini car V nk \ V nk0 6= ; pour tous k, k0. Fi-
nalement, soit ⇠1, ⇠2, ⇠3 2 @X tels qu’il existe des extractions xni,k ! ⇠i de {xn}. Pour
tout k, les trois ensembles V ni,k ne peuvent eˆtre disjoints. Alors quitte a` re´extraire et a`
re´ordonner les ⇠i, on peut supposer que V n1,k \ V n2,k 6= ; pour tout k. Ce qui implique
⇠1 = ⇠2. ⇤
Lemme 21.3. Soit X, µ et (xn) comme dans la proposition 21.2. Supposons que xn !
⇠ 2 @X. Si (x0n) est une suite e´quivalente a` (xn) alors il existe une sous-suite (x0nk) telle
que µ(V (xnk , k))   2/5 pour tout k.
De´monstration. Pour tout k, comme les suites sont e´quivalentes, on peut choisir
n et nk tels que hxn|x0nki   k +   et n   k +  . Pour tout z 2 V (xn, n) on a
hz|x0nki   min
 hz|xni, hxn|x0nki       k
et ainsi V (xn, n) ✓ V (x0nk , k), ce qui fournit la borne souhaite´e. ⇤
22. Applications de Furstenberg
Soit G un groupe localement compact, ⌦ un G-espace et X un espace hyperbolique.
Une application ↵ : G ⇥ ⌦ ! Isom(X) est un cocycle mesurable si pour tout g, g0 et
presque tout !
↵(gg0,!) = ↵(g, g0!)↵(g0,!)
et pour tout x 2 X, l’application orbitale
G⇥ ⌦ ! X
(g!) 7! ↵(g,!)x
est mesurable. Un cocycle mesurable ↵ est e´le´mentaire s’il existe un sous champ C =
(C!)!2⌦ borne´ du champ constant e´gal a` X ou s’il existe une application   : ⌦ ! @X
mesurable et G-e´quivariante (c’est a` dire  (g!) = ↵(g,!) (!) pour tout g et presque
tout !) ou s’il existe une application   : ⌦! P2(@X) mesurable et G-e´quivariante. Pour
les ge´ne´ralite´s sur les champs (mesurables), on se re´fe´rera a` la section 16.
Remarque 22.1. Dans le cas ou` X est de´nombrable, la famille de sous-espaces ferme´s
(C!) est un sous-champ du champ constant X si pour tout x 2 X, {! 2 ⌦| x 2 C!} est
une partie mesurable de ⌦. En e↵et, dans ce cas, en munissant X d’un ordre provenant
d’une bijection X ' N, on peut de´finir une famille fondamentale en de´finissant x1! =
inf{x 2 C!} puis x2! = inf{x 2 C! \ {x1!}} et ainsi de suite jusqu’a` exhaustion des C!.
The´ore`me 22.2. Soit G un groupe localement compact a` base de´nombrable, B un bord
fort pour G et (⌦, ⌫) un G-espace ergodique ou` ⌫ est une mesure de probabilite´ inva-
riante. Soit X un espace hyperbolique de´nombrable.
Si ↵ : G⇥⌦! Isom(X) est un cocycle mesurable non-e´le´mentaire alors il existe une
application mesurable   : B ⇥⌦! @X G-e´quivariante. De plus, deux telles applications
co¨ıncident sur un ensemble de mesure pleine.
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Une situation comme dans l’e´nonce´ se pre´sente lorsque   est un re´seau de G, B
un bord de Poisson associe´ a` une marche ale´atoire sur G syme´trique, non de´ge´ne´re´e et
e´tale´e. Si X0 est un espace hyperbolique sur lequel   agit par isome´tries via le morphisme
⇡ :   ! Isom(X0), on choisit pour X une orbite de  . Dans ce cas, ⌦ est l’espace de
probabilite´ G/ , on appelera   le cocycle de G⇥⌦ dans   correspondant au choix d’une
section mesurable de la projection de G sur G/ . Alors ↵ est le cocycle ⇡    . Cette
construction est classique pour obtenir des re´sultats de superrigidite´.
De´monstration. Par moyennabilite´ de l’action diagonale de G sur ⌦⇥B (puisque
celle sur B l’est), il existe une application (!, b) 7! µb! telle que pour presque tout (!, b),
µb! 2M(X), pour tout g 2 G et presque tout (!, b),
µgbg! = ↵(g,!)⇤µ
b
!
et (!, b) 7! µb! est « faiblement mesurable » dans le sens ou` pour tout x 2 X,n 2 N,
(!, b) 7! µb!(V (x, n)) et (!, b) 7! fµb! sont des applications de ⌦⇥ B vers R mesurables
pour la structure bore´lienne produit sur ⌦⇥B et la structure bore´lienne usuelle sur R.
Posons
r(b,!) = sup
x2X
{r 2 N| µb!(V (x, r))   2/5}.
L’application (b,!) 7! r(!, b) 2 N est mesurable et G-invariante. Par ergodicite´ de
Gy ⌦⇥B (voir le lemme 15.4), il existe r tel que pour presque tout (!, b), r(!, b) = r.
Premier cas : Si r est fini alors posons f b! = fµb! comme dans la section 21. L’ap-
plication (!, b) 7! infx2X f b!(x) est mesurable car X est de´nombrable. Posons
Cb! = {x 2 X| f b!(x)  1 + inf f b!}.
Pour presque tout (!, b), Cb! est non-vide, borne´ (graˆce au lemme 21.1) et pour tout g
et presque tout (!, b)
Cgbg! = ↵(g,!)C
b
!.
L’application (!, b) 7! diam(Cb!) est alors mesurable et G-invariante donc constante
e´gale a` un certain D1. Par la proposition 15.4, l’action diagonale G y B ⇥ B ⇥ ⌦ est
encore ergodique et donc l’application mesurable
B ⇥B ⇥ ⌦ ! R
(b, b0,!) 7! d
⇣
Cb!, C
b0
!
⌘
est G-invariante donc constante e´gale a` un certain D2. Alors pour ! 2 ⌦, de´finissons
B1! = {b 2 B| diam(Cb!) = D1} et
B2! =
n
(b, b0) 2 B1! ⇥B1!
    d⇣Cb!, Cb0! ⌘ = D2o .
Finalement posons
C! =
[
(b,b0)2B2!
Cb! [ Cb
0
! .
Alors pour presque tout !, diam(C!)  D2 + 2D1 et pour tout g 2 G et presque tout !
Cg! = ↵(g,!)C!.
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Deuxie`me cas : Si r est infini, alors pour presque tout (!, b), de´finissons
pb! =
n
⇠ 2 @X| 9(xn)n2N, xn ! ⇠, 8n 2 N, µb!(V (xn, n))   2/5
o
.
Comme r = +1, pour presque tout (!, b), pb! est non-vide et la proposition 21.2 assure
que pb! 2 P1,2(@X). Si on note  (!, b) = pb! alors
  1(V˜y,l) =
n
(!, b) 2 ⌦⇥B| 8n 9x 2 X avec hx|yi   l   1/n et µb!(V (x, n))   2/5
o
.
Cette expression montre que   : ⌦⇥ B ! P1,2(@X) est mesurable et le lemme 20.4
montre que   est e´quivariante.
L’ensemble mesurable   1(P1(@X)) est une partie mesurable et G-invariante de
⌦ ⇥ B. De nouveau, par ergodicite´, cette partie est de mesure pleine ou nulle. Si elle
est de mesure pleine, on de´finit  (!, b) comme e´tant l’unique e´le´ment de  (!, b). Alors
  : ⌦⇥B ! @X est mesurable et G e´quivariante comme annonce´ dans l’e´nonce´ du the´o-
re`me.
Si pour presque tout (!, b), #pb! = 2 alors la proposition 22.3, qui suit, montre que le
cocycle est e´le´mentaire. De meˆme, s’il existe deux applications  , 0 : ⌦⇥B ! @X, toutes
les deux mesurables, G-e´quivariantes telles que {(!, b) 2 ⌦⇥B|  (!, b) =  0(!, b)} n’est
pas de mesure pleine alors par ergodicite´, cet ensemble est de mesure nulle. On applique
de nouveau la proposition 22.3 a` l’application ! 7! ( (!), 0(!)), ce qui montre qu’en
fait le cocycle e´tait e´le´mentaire. ⇤
Proposition 22.3. Sous les hypothe`ses du the´ore`me 22.2, s’il existe une application
mesurable et G-e´quivariante   de ⌦⇥B dans P2(@X) alors le cocycle est e´le´mentaire.
De´monstration. Comme pre´ce´demment, on notera pb! =  (!, b). L’hypothe`se est
alors que pour presque tout (!, b), #pb! = 2. Nous allons montrer que cette hypothe`se
implique que le cocycle ↵ est e´le´mentaire. Pour cela, de´finissons
 : P2(@X)⇥ P2(@X) ! R [ {+1}
(p, p0) 7! infx2X0 [p; p0]x
ou` [p; p0]x = [⇠, ⌘; ⇠0, ⌘0]x = |h⇠|⇠0ix + h⌘|⌘0ix   h⇠|⌘0ix   h⌘|⇠0ix| (auquel on pense comme
un analogue logarithmique du birapport classique) pour (p, p0) = ({⇠, ⌘}, {⇠0, ⌘0}). On
observe que  (p, p0) = +1 si et seulement si p\ p0 6= ; et on a pour tous x et y dans X,
(22.1)
??[p; p0]x   [p; p0]y??  12 .
Pour de´montrer cette ine´galite´, choisissons des suites (xn), (x0n), (yn) et (y0n) convergeant
respectivement vers ⇠, ⇠0, ⌘ et ⌘0 et telles que h⇠|⇠0ix = limhxn|x0nix, h⌘|⌘0ix = limhyn|y0nix.
Quitte a` extraire des sous-suites, toutes les limites infe´rieurs : lim infhxn|y0nix,
lim infhyn|x0nix, lim infhxn|y0niy, lim infhyn|y0niy, lim infhxn|y0niy et lim infhyn|x0niy sont
des limites classiques. L’ine´galite´ du triangle renverse´e donne,??[⇠, ⌘; ⇠0, ⌘0]x   [⇠, ⌘; ⇠0, ⌘0]y??  ??h⇠|⇠0ix + h⌘|⌘0ix   h⇠|⌘0ix   h⌘|⇠0ix
  h⇠|⇠0iy   h⌘|⌘0iy + h⇠|⌘0iy + h⌘|⇠0iy
??.
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En utilisant l’ine´galite´ (20.2) pour les six derniers produits de Gromov, on obtient??[⇠, ⌘; ⇠0, ⌘0]x   [⇠, ⌘; ⇠0, ⌘0]y??  lim??hxn|x0nix + hyn|y0nix   hxn|y0nix   hyn|x0nix
  hxn|x0niy   hyn|y0niy + hxn|y0niy + hx0n|yniy
??+ 12 .
En de´veloppant les produits de Gromov, on voit que le terme en valeur absolue a` droite
est nul.
De meˆme, en utilisant quatre fois l’ine´galite´ (20.3), on obtient, pour p, p0, p” 2
P2(@X),
(22.2)  (p, p00)    (p, p0) +  (p0, p00)  12 .
On de´finit alors
F : ⌦⇥B ⇥B ! R [ {+1}
(!, b, b0) 7!  ( (!, b), (!, b0)).
On observe que F est mesurable et, graˆce a` l’ine´galite´ (22.1), que F 1({+1}) est G-
invariant pour l’action diagonale G y ⌦ ⇥ B ⇥ B. Ainsi par ergodicite´ de G y ⌦ ⇥
B ⇥ B (proposition 15.4), l’ensemble F 1({+1}) est une partie de mesure pleine ou
nulle pour la mesure produit m, sur l’ensemble ⌃ = ⌦⇥B⇥B. Supposons par l’absurde
que m(F 1({+1})) = 0. Par  -additivite´ de la mesure m, il existe n 2 N tel que
m(F 1([n, n+1])) > 0. Posons, ⌃n = F 1([n, n+1]) et ⌃0 = G ·⌃n = G ·F 1([n, n+1]).
Ce dernier ensemble, ⌃0, est mesurable, de mesure strictement positive et G-invariant.
De nouveau, par ergodicite´ de G y ⌃, m(⌃ \ ⌃0) = 0. L’ine´galite´ (22.1) montre que
F (⌃0) ⇢ [n 12 , n+1+12 ]. Comme la structure sur P1,2(@X) est a` base de´nombrable
(voir lemme 20.3), il existe une famille de´nombrable (pi)i2I telle que
P1,2 =
[
i2I
{p 2 P1,2|  (p, pi) > n+ 1 + 24 } .
Ainsi, il existe i 2 I telle que   1({p 2 P1,2|  (p, pi) > n+ 1 + 24 }) > 0 et donc
l’ensemble {(!, b, b0) 2 ⌃|  (pb!, pi) > n + 1 + 24  et  (pb0! , pi) > n + 1 + 24 } est
aussi de mesure strictement positive. Mais alors l’ine´galite´ (22.2) et l’inclusion F (⌃0) ✓
[n  12 , n+ 1+ 12 ] donnent une contradiction. Ainsi, Pour presque tout (!, b, b0) 2 ⌃,
F (!, b, b0) = +1, ce qui signifie exactement que pour presque tout (!, b, b0), pb!\pb0! 6= ;.
L’application (!, b, b0) 7! #(pb! \pb0! ) de ⌃ dans {1, 2} est mesurable est G-invariante
donc constante. Si la valeur essentielle de cette application est 2, alors en notant   la
mesure sur B, l’application
  : ! 7!
n
⇠ 2 @X | 8n 2 N ,  
⇣
B \ {b 2 B| pb! 2 V⇠,n}
⌘
= 0
o
.
est mesurable G-e´quivariante de ⌦ dans P2(@X). Ce qui est un cas d’e´le´mentarite´.
Si 1 est la valeur essentielle de (!, b, b0) 7! #(pb! \ pb0! ) alors notons
P! =
n
⇠ 2 @X | 8n 2 N ,  
⇣
B \ {b 2 B| pb! 2 V⇠,n}
⌘
= 0
o
.
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Pour presque tout !, P! est de cardinal 0 ou 1. Si c’est 1 alors comme ci-dessus, on
de´finit de nouveau
  : ! 7!
n
⇠ 2 @X | 8n 2 N ,  
⇣
B \ {b 2 B| pb! 2 V⇠,n}
⌘
= 0
o
.
est mesurable G-e´quivariante de ⌦ dans P1(@X). Ce qui est un autre cas d’e´le´mentarite´.
Supposons maintenant que le cardinal de P! est essentiellement 1 et conside´rons
F! =
n
⇠ 2 @X | 8n 2 N ,  
⇣
{b 2 B| pb! 2 V⇠,n}
⌘
> 0
o
.
On montre par l’absurde que F! est de cardinal infe´rieur a` 3 pour presque tout !.
Supposons par l’absurde que l’on trouve un ensemble de mesure strictement positive, ⌦1
tel que pour tout ! 2 ⌦1, #F!   4. Comme pour presque tout (!, b, b0), pb! \ pb0! 6= ;, le
the´ore`me de Fubini donne l’existence de ⌦0 ⇢ ⌦1 de mesure strictement positive tel que
pour ! 2 ⌦0 on trouve B0 ⇢ B tel que pour tout b 2 B0, pour presque tout b0, pb!\pb0! 6= ;.
Fixons ! 2 ⌦0 et B0 associe´. Soit {⇠i}i=1...4 dans P! et n 2 N tel que pour tous i 6= j,
h⇠i|⇠ji > n. On note alors V i = V⇠i,n et on remarque que i 6= j implique V i \ V j = ;.
Par un raisonnement ite´re´ du the´ore`me de Fubini, on trouve
– b1 2 B0 tel que pb1! 2 V 1,
– b2 2 B0 tel que pb2! 2 V 2 et #(pb1! \ pb2! ) = 1,
– b3 2 B0 tel que pb3! 2 V 3, #(pb3! \ pbi! ) = 1 pour i = 1, 2 et pb1! \ pb2! \ pb3! = ;,
– b4 2 B0 tel que pb4! 2 V 4, #(pb4! \ pbi! ) = 1 pour i = 1, 2, 3.
Si pb1! = {u, v} alors pb2! = {v, w} avec w 6= u et alors ne´cessairement pb3! = {u,w}
et u, v, w 2 V 1 [ V 2 [ V 3. Dans ce cas, pb4! est constitue´ d’un point de V 4 et d’un autre
point qui devrait eˆtre a` la fois dans V 1, V 2 et V 3 ce qui est absurde.
Ainsi on a montre´ que pour presque tout !, F! est de cardinal infe´rieur a` 3. Par
ergodicite´, cette valeur est essentiellement constante. Si pour presque tout !, #F!   2,
on retrouve un cas d’e´le´mentarite´. Si c’est 3 alors la partie C! associe´e a` F! par le lemme
20.5 fournit un sous-champ G-invariant borne´ de X.
⇤

ANNEXE B
Dynamique des isome´tries
Cette section a pour but de rassembler di↵e´rents re´sultats souvent connus mais e´par-
pille´s, sur le comportement d’une isome´trie d’un espace CAT(0). C’est-a`-dire que l’on
e´tudie l’action du groupe le plus simple qui soit, un groupe cyclique. Certains de ces
re´sultats sont comple´te´s ou illustre´s. On pourra en particulier se re´fe´rer a` [Kar05], qui
dans un cadre un peu di↵e´rent, s’inte´resse a` certaines questions communes a` celles trai-
te´es ici.
23. Isome´tries d’un espace CAT(0)
Soit X un espace CAT(0) et   une isome´trie de X, la longueur de de´placement de
  est | | = infx2X d (x) ou` d (x) = d( x, x). Cette longueur de de´placement peut aussi
s’interpre´ter comme un de´placement asymptotique puisque pour tout x 2 X,
| | = lim
n!1
1
n
d( nx, x)
(voir l’exercice II.6.6.(1) de [BH99]). Il existe deux dichotomies pour classer les iso-
me´tries. Cette longueur de de´placement peut-eˆtre nulle ou pas, ce qui donne lieu aux
isome´tries neutres et balistiques. De meˆme, l’infimum de la de´finition peut eˆtre atteint
ou pas, ce qui donne lieu aux isome´tries semi-simples et aux isome´tries paraboliques. On
re´sume la terminologie avec le tableau suivant.
semi-simple parabolique
| | est atteint | | n’est pas atteint
neutre elliptique parabolique
| | = 0 neutre
balistique hyperbolique parabolique
| | > 0 balistique
Pour comprendre le syste`me dynamique associe´ a` une isome´trie, on va attacher a` cette
isome´trie une partie de X [ @X invariante qui devrait permettre de faciliter cette com-
pre´hension de la dynamique.
23.1. Isome´tries semi-simples.
Isome´tries Elliptiques. Les isome´tries les plus simples sont les isome´tries ellip-
tiques, ce sont celles qui fixent un point.
Isome´tries hyperboliques. Les isome´tries hyperboliques ont aussi un comporte-
ment assez simple sur l’ensemble Min( ) = {x 2 X| d( x, x) = | |}.
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Proposition 23.1 (The´ore`me II.6.8 de [BH99]). Soit X un espace CAT(0) com-
plet et   une isome´trie hyperbolique. Alors Min( ) est une partie convexe ferme´e
isome´trique a` un produit Y ⇥ R. L’isome´trie   pre´serve cette de´composition en
agissant trivialement sur Y et agit par translation de longueur | | sur R.
23.2. Isome´tries paraboliques. Dans le cas ou`X est propre, alors toute isome´trie
parabolique fixe un point a` l’infini et le corollaire 3.3 de [CM09b] pre´cise la situation.
La proposition 23.4 est un e´nonce´ analogue au corollaire 3.3 de loc. cit. ou` l’hypothe`se de
compacite´ locale est remplace´e par celle de dimension te´lescopique finie. Elle comple`te
le corollaire 1.5 de [CL10a] et se re´duit a` remarquer que les arguments du corollaire 3.3
de [CM09b] fonctionnent aussi ici (voir aussi [FNS06] dans le cas localement compact
et la proposition 10.5 de [Buy98]).
On aura besoin des deux lemmes suivants concernant les isome´tries balistiques.
Lemme 23.2. Soit X un espace de Hadamard et   une isome´trie balistique. Alors, il
existe deux points de @X, !  et !  1,  -invariants tels que :
8x 2 X,  ±nx!n !1 ! ±1
De plus, \(!  ,!  1) = ⇡.
De´monstration. C’est un cas particulier du re´sultat principal de [KM99] ou` le
groupe est Z et la marche ale´atoire est associe´e a` la mesure de Dirac en 1. On en
redonne la preuve dans ce cas particulier. Fixons un point x 2 X et posons "(n) =
d( nx, x)/n  | |n pour n > 0. On a limn!1 "(n)/n = 0. La formule
cos(\x( nx,  mx)) =
d( nx, x)2 + d( mx, x)2   d( mx,  nx)2
2d( nx, x)d( mx, x)
=
| |2  (n+ "(n))2 + (m+ "(m))2   ((m  n)  "(m  n))2 
2| |2(n+ "(n))(m+ "(m))
     !
n,m!1 1
montre que la suite \x( nx,  mx) converge vers 0 quand n,m!1 (avecm   n) et donc
 nx converge vers un point du bord !  . Soit ⇢± le rayon ge´ode´sique issu de x et pointant
vers ! ±1 . Si xn(t) est le point sur [x,  
nx] a` distance t   0 de x (ce point existe pour t
fixe´ et |n| assez grand) alors la formule ci-dessus montre que (xn(t))n est de Cauchy et
de limite ⇢±(t). On a donc limt!1\x(⇢ (t), ⇢+(t)) = limn,t!1\x(xn(t), x n(t))   ⇡ 
limn!1\x(x2n(t), xn(t)) = ⇡. Finalement, ⇡   \(!  ,!  1)   limt!1\x(⇢ (t), ⇢+(t)) =
⇡. ⇤
Si   fixe ⇠ 2 @X, graˆce a` la relation de cocycle (1.1), le nombre  ⇠( x, x) ne de´pend
pas de x. On note alors  ⇠( ) cette quantite´. Avec cette notation,   laisse invariante la
fonction de Busemann associe´e a` ⇠ si et seulement si  ⇠( ) = 0.
Lemme 23.3 (Lemme 3.12 de [CM09b]). Soit X un espace de Hadamard, ⇠ 2 @X et
  une isome´trie de X fixant ⇠ telle que | ⇠( )| > 0. Alors   est une isome´trie balistique
et si  ⇠( ) > 0 alors \(⇠,! ) > ⇡/2.
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De´monstration. Comme | ⇠( )| = | ⇠( x, x)|  d( x, x) pour tout x 2 X, on a
| ⇠( )|  | | et donc si | ⇠( )| > 0 alors   est balistique.
Supposons que  ⇠( ) > 0. Soit x 2 X et ⇢,  les rayons ge´ode´siques issus de x et poin-
tant respectivement vers ⇠ et !  . Par la proposition 1.24.(i), \(⇠,! ) = limt,s!1\x(⇢(t), (s)).
Comme limn,s!1\x( nx, (s)) = 0, on a \(⇠,! ) = limn,t!1\(⇢(t),  nx). De plus, la
formule angulaire asymptotique du lemme 1.26 donne pour tout n   0,
lim
t!1 cos(\x(⇢(t),  
nx)) =
  ⇠( nx, x)
d( nx, x)
.
Comme  ⇠( nx, x) = n ⇠( ) et d( nx, x)  nd( x, x), on obtient cos(\(⇠,! )) 
  ⇠( )/d( x, x) < 0 et donc \(⇠,! ) > ⇡/2. ⇤
Proposition 23.4. Soit X un espace CAT(0) de dimension te´lescopique finie et   une
isome´trie parabolique de X. Alors il existe un point ⇠  de @X tel que
(i) toute isome´trie commutant avec   fixe toute horofonction centre´e en ⇠  et
(ii) la boule de rayon ⇡/2 centre´e en ⇠  contient tout point fixe a` l’infini de  .
De´monstration. Soit ⇠ le centre des directions du the´ore`me 6.1 associe´e a` la suite
de parties convexes ferme´es de´croissantes (d 1  (( 1,↵]))↵>| |.
(i) Soit g une isome´trie commutant avec  . Ainsi, g laisse invariants lesX↵ = d 1  (( 1,↵])
et donc g fixe ⇠ par la remarque 6.2.(iii). Si |g| = 0 alors n ⇠(g) = | ⇠(gnx, x)| 
d(gnx, x) =  (n) donc | ⇠(g)| = 0. Si |g| > 0 alors par le lemme 23.2, il existe
!g" 2 @X tel que g"nx !n !1 !g" pour " = ±1. Pour tout x 2 X, d (g"nx) =
d (x). Ainsi, pour tout ↵ > | |, X↵ est invariant par g"n et donc !g" 2 \@X↵.
Par le the´ore`me 6.1, \(⇠,!g")  ⇡/2. Par le lemme 23.3,  ⇠(g")  0. Comme
 ⇠(g") =  ⇠(g"x, x) =  ⇠(x, g "x) =   ⇠(g "x, x) =   ⇠(g "), on a  ⇠(g) = 0.
(ii) Soit ⌘ 2 @X tel que  ⌘ = ⌘. Pour x 2 X↵, on note ⇢x, le rayon ge´ode´sique issu
de x et pointant vers ⌘. La fonction d    ⇢x : R+ ! R+ est 2-Lipschitz, convexe
et borne´e puisque ⇢x et g⇢x sont des rayons e´quivalents. Cette fonction est donc
de´croissante et donc pour tout t   0, ⇢x(t) 2 X↵. Ce qui montre que ⌘ 2 \@X↵ et
le the´ore`me 6.1 montre alors que \(⇠, ⌘)  ⇡/2.
⇤
23.3. Isome´tries balistiques et structures produit.
De´finition 23.5. Un espace CAT(0) est ⇡-visible si pour tout ⇠+, ⇠  2 @X tels que
\(⇠+, ⇠ ) = ⇡ il existe une ge´ode´sique bi-infinie c, telle que c(±1) = ⇠±.
Les espaces pour lesquels toute paire de points de @X se trouve dans le bord d’un
meˆme plat sont des exemples. Parmi ceux-la`, on trouve les espaces syme´triques de type
non-compact, les immeubles euclidiens et les espaces de Hilbert. Les espaces Gromov-
hyperboliques sont aussi des exemples (voir la proposition 10.1 de [Buy98]) mais dans
ce cas, le the´ore`me suivant est vide car toute isome´trie parabolique est neutre (voir la
proposition 23.1). Il en est de meˆme pour les immeubles car il n’y a pas d’isome´trie
parabolique.
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The´ore`me 23.6. Soit X un espace CAT(0) complet, ⇡-visible et   une isome´trie ba-
listique. Alors, il existe Y ⇢ X convexe ferme´ et  -invariant tel que Y est isome´trique
a` un produit X0 ⇥ R. De plus,   pre´serve cette structure produit :   = ( 0,  1) ou`  1
est la translation de longueur | | et  0 est une isome´trie neutre, qui est parabolique si et
seulement si   l’est.
De´monstration. Soit Y la re´union des droites ge´ode´siques d’extre´mite´s !  et !  1 .
Par hypothe`se de ⇡-visibilite´, Y est non-vide. Comme   fixe !  et !  1 ,   laisse invariant
Y . Par le the´ore`me 1.19, Y est une partie convexe de X de la forme Y0 ⇥R. On montre
que Y est ferme´e dans X. Soit x dans l’adhe´rence de Y dans X. Si (xn) est une suite de
points de Y convergeant vers x, on note cn la droite ge´ode´sique reliant !  1 a` !  telle
que cn(0) = xn. Alors la proposition 1.30 applique´e aux suites (cn( n)) et (cn(n)) et au
compact {xn}n2N [ {x} donne l’e´xistence d’une ge´ode´sique c telle que c( 1) = !  1 ,
c(1) = !  et c(0) = x. Ce qui montre que Y est ferme´e.
Par de´finition si  |Y est la restriction de   a` Y , on a | |Y |   | |. Comme la pro-
jection ⇡Y : X ! Y est 1-Lipschitz, pour tout x 2 X, d( x, x)   d(⇡Y ( x),⇡Y (x)) or
⇡Y ( x) =  ⇡Y (x). Finalement, | |Y | = | |. Comme l’image d’une ge´ode´sique d’extre´-
mite´s !  et !  1 par   est aussi une ge´ode´sique d’extre´mite´s !  et !  1 ,   pre´serve la
structure produit Y = Y0 ⇥ R, c’est-a`-dire qu’il existe  0 2 Isom(Y0) et  1 2 R tels que
  est l’isome´trie produit de  0 et de la translation de longueur  1. L’isome´trie  0 est
parabolique si et seulement si   l’est.
Un calcul montre que | |2 = | 0|2 + | 1|2. Supposons par l’absurde que | 0| > 0
alors par le meˆme raisonnement que pre´ce´demment, il existerait ! 0 2 @Y0 tel que
pour tout x0 2 Y0,  n0 x0 ! ! 0 Ainsi, si x 2 Y , la limite de  nx serait le point
(arccos(| 0|/| |),! 0 ,! ) de @Y0 ⇤ @R = @Y (voir la proposition 1.28) et non !  . Ainsi
| 0| = 0 et | 1| = | |. ⇤
Remarques 23.7. (i) Dans le cas ou`   est une isome´trie hyperbolique, l’espace Y du
the´ore`me contient l’ensemble des axes Min( ) et cette inclusion peut eˆtre stricte
comme le montre l’exemple d’un vissage (composition d’une translation et d’une
rotation d’axe paralle`le a` la translation) dans R3. Dans ce cas Y = R3 mais Min( )
est re´duit a` une droite.
(ii) Ce the´ore`me montre que les isome´tries a` la dynamique « complique´e » sont les
isome´tries paraboliques neutres.
Si   est une isome´trie d’un espace CAT(0), X, alors @X  de´signe les points fixes de
  dans @X.
Proposition 23.8. Soit   une isome´trie hyperbolique d’un espace de Hadamard X. Alors
@X  = @Min( ).
De´monstration. Soit ⇠ 2 @X  , x 2 Min( ) et c le rayon ge´ode´sique tel que c(0) =
x et c(+1) = !  . Par la proposition 1.24.(i), on sait que
\(⇠,! ) = lim
t!1\c(t)(⇠,! ) = limn!1\c(n| |)(⇠,! ).
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Or pour tout n 2 N,
\c(n| |)(⇠,! ) = \ nx( n⇠,  n! ) = \x(⇠,! ).
Ainsi, \(⇠,! ) = \x(⇠,! ) et de meˆme \(⇠,!  1) = \x(⇠,!  1).
Par la proposition 1.23, \(⇠,! ) + \(⇠,!  1) = \x( x, ⇠) + \ x(x, ⇠)  ⇡. Donc
un des deux angles \(⇠,! ) ou \(⇠,!  1) est strictement infe´rieur a` ⇡. Si par exemple,
\(⇠,! ) < ⇡ alors par la proposition 1.25, il existe un secteur euclidien F+ qui est l’en-
veloppe convexe des deux rayons ge´ode´siques issus de x et pointant respectivement vers
⇠ et !  . De plus,  F+ ✓ F+. En re´pe´tant le raisonnement au point  nx pour n 2 Z, on
obtient que la re´union [n2Z nF+ est isome´trique a` un demi-plan euclidien sur lequel  
agit par translation, ainsi, ce demi-plan est compose´ d’axes de   et donc ⇠ 2 Min( ).
Re´ciproquement, si ⇠ 2 @Min( ), comme Min( ) ' Y ⇥R et   · (y, t) = (y, t+ | |), il
est clair que tout rayon ge´ode´sique de Min( ) qui pointe vers ⇠ a pour image par   un
rayon qui lui est paralle`le et donc  ⇠ = ⇠. ⇤
23.4. Espace transverse a` un point fixe a` l’infini. Soit X un espace CAT(0)
et ⇠ 2 @X. Suivant [Lee00] et [Cap09], on note X⇤⇠ l’ensemble des rayons ge´ode´siques
pointant vers ⇠ muni de la pseudo-distance
d(⇢1, ⇢2) = inf
t1,t2>0
d(⇢1(t1), ⇢2(t2)).
L’espace me´trique quotient posse`de alors un comple´te´ qui est un espace de Hadamard
(voir la proposition 2.8 de [Lee00]). On note X⇠ cet espace appele´ espace transverse a` ⇠.
Il existe une projection ⇡⇠ de X sur X⇠, qui a` un point de X associe le rayon ge´ode´sique
issu de x pointant vers ⇠. Cette projection est 1-Lipschitz. Si   est une isome´trie laissant
fixe ⇠ alors   induit une isome´trie de X⇠ note´e  ⇠.
On commence par un lemme sur les rayons ge´ode´siques pointant vers un point du bord
d’une partie convexe ferme´e.
Lemme 23.9. Soit X un espace CAT(0) complet et C une partie convexe ferme´e de X.
Si ⇢ est un rayon ge´ode´sique dont la distance a` C reste borne´e et si xt de´signe le projete´
de ⇢(t) sur C alors la suite de fonctions  t : u 7! d(xt, xt+u) converge uniforme´ment
vers la fonction identite´ quand t! +1.
De´monstration. La fonction t 7! d(⇢(t), C) = d(⇢(t), xt) est convexe et borne´e
donc de´croissante. Posons L = d(⇢(0), x0). Par ine´galite´s triangulaires et caracte`re 1-
Lipschitz de la projection sur C, on a
(23.1) 8t, t0   0, |t  t0|  2L  d(xt, xt0)  |t  t0|.
Pour obtenir le re´sultat, il su t de voir que
(23.2) 8" > 0, 9T   0, 8t0   t   T, d(xt, xt0)   t0   t  ".
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On raisonne par l’absurde, ce qui donne un " > 0 et deux suites (ti) et (t0i) telles que
ti !i!1 1, ti < t0i < ti+1 et d(xti , xt0i) < t0i   ti   ". Ainsi,
d(xt0 , xtk) 
k 1X
i=0
d(xti , xti+1) 
k 1X
i=0
⇣
d(xti , xt0i) + d(xt0i , xti+1)
⌘
<
k 1X
i=0
(t0i   ti)  k"+
k 1X
i=0
ti+1   t0i
< tk   t0   k"
Ce qui, pour k > 2L/", donne une contradiction avec l’ine´galite´ (23.1). ⇤
Proposition 23.10. Soit X un espace de Hadamard et   une isome´trie hyperbolique.
Si ⇠ est un point fixe de @X alors  ⇠ est une isome´trie semi-simple de longueur de
translation | ⇠| = | sin(\(⇠,! ))| · | |.
L’ide´e pour montrer ce re´sultat est de re´aliser que sur ⇡⇠(Min( )) la longueur de
translation est atteinte et ensuite que ce minimum est global.
De´monstration. Soit c un rayon ge´ode´sique de Min( ) pointant vers ⇠. Graˆce
aux propositions 23.8 et 23.1, on peut e´crire c(t) sous la forme (c1(sin(↵)t), cos(↵)t) ou`
↵ = \(⇠,! ) et c1 est une ge´ode´sique de Y . L’image de cette ge´ode´sique est alors  c(t) =
(c1(sin(↵)t), cos(↵)t+ | |) et d(c(t),  c(t0))2 = sin(↵)2(t0 t)2+(cos(↵)t cos(↵)t0  | |)2.
Un calcul montre alors que le minimum est atteint pour |t0   t| = cos(↵)| | et donc
|d⇠(c,  c)| = | sin(↵)| · | |.
Maintenant si ⇢ est un rayon ge´ode´sique quelconque pointant vers ⇠. On reprend
les notations du lemme 23.9 qui s’applique avec C = Min( ). On se donne " > 0 et
T tel que l’ine´galite´ (23.2) ait lieu. On introduit ct le rayon ge´ode´sique pointant vers ⇠
issu de ct(0) = xt. Par convexite´ de Min( ), on sait que ct est inclus dans Min( ). On
va conside´rer des temps t00   t0   t > T . Si y est le projete´ de xt00 sur ct(R+) alors
d(xt00 , y)  d(xt00 , ⇢(t00)) + d(⇢(t00), ct(R+))  2L et donc xt00 converge vers ⇠. Soit z le
point de [xt, xt00 ] a` distance t0  t de xt alors pour t00 assez grand, on a d(z, ct(t0  t))  ".
Maintenant, graˆce a` l’ine´galite´ (23.2), on a d(xt, xt00)   d(xt, xt0)+ d(xt0 , xt00)  2" et par
comparaison CAT(0), on a d(x0t, z)  f(") avec f(") !"!0 0. Donc pour t assez grand,
et tout t0   t on a d(xt0 , ct(t0   t)) < ". Finalement,  xt0 reste dans un "-voisinage de
 ct(R+), ce qui donne
d(⇢(t). ⇢(t0))   d(xt,  xt0)   inf
u 0 d(ct(0),  ct(u))  "   | | · | sin(↵)|  ".
Donc d⇠(⇢,  ⇢)   | sin(\(⇠,! ))| · | |. ⇤
Remarque 23.11. On remarque en passant que la projection ⇡⇠ n’envoie pas partie
convexe sur partie convexe en re´pondant par la ne´gative a` la question suivante.
Soient x et y deux points d’un espace CAT(0) et m leur milieu. On note ⇢x, ⇢y et ⇢m
les rayons ge´ode´siques issus respectivement de x, y et m et pointant vers un meˆme point
du bord ⇠. Si lim d(⇢x(t), ⇢y(t0)) = 0 a-t-on aussi lim d(⇢x(t), ⇢m(t0)) = 0 ?
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y
x m
Hr(⇠)
⇢x(r) = ⇢y(r)
⇢m(r   1/2)
⇠
On conside`re deux bandes euclidiennes [0, 1]⇥ [0,1) ⇢ R2 que l’on identifie sur {(a, b) 2
R2| a+ b   1} \ [0, 1]⇥ [0,1). On choisit pour x et y les images des deux origines dans
le quotient. L’espace quotient est un espace CAT(0) qui posse`de un bord re´duit a` un
unique point que l’on note ⇠. Les rayons ge´ode´siques issus de x et de y pointant vers ⇠
co¨ıncident pour t   1. Le milieu de [x, y] est le point qui provient de (1/2, 1/2). On voit
que d(⇢x, ⇢m) = d(⇢m(r   1/2), ⇢x(r)) pour tout r   1/2. Ce qui re´pond par la ne´gative
a` la question.
24. Exemples
24.1. Espaces Gromov-hyperboliques. Les espaces Gromov-hyperboliques sont
des cas particuliers d’espaces de dimension te´lescopique finie (en fait de dimension au
plus 1 voir la remarque 5.8(ii)) donc la proposition 6.1 s’applique et on peut eˆtre plus
pre´cis. On reformule ici des re´sultats duˆs a` Anders Karlsson. Voir la section 5 de [Kar01]
et la proposition 4.1 de [BIM05].
Proposition 24.1. Soit X un espace CAT(0) Gromov-hyperbolique et   une isome´trie
parabolique. Alors   est une isome´trie neutre et   fixe un unique point au bord ⇠ . Pour
tout x 2 X et toute extraction (ni) telle que d( nix, x) ! 1, on a  "nix ! ⇠  pour
" = ±1.
De´monstration. Soit   une isome´trie parabolique. Si   e´tait balistique, le the´o-
re`me 23.6 donnerait l’existence d’une partie convexe Y ' X0 ⇥ R  -invariante et deux
isome´tries  0,  1 telle que  0 est une isome´trie de X0 et  1 la translation de longueur
| | sur R. Comme Y est hyperbolique, X0 est de diame`tre borne´ et donc  0 posse`de un
point fixe et   posse`de alors un axe.
Comme un espace CAT(0) Gromov-hyperbolique est de dimension te´lescopique au
plus 1, la proposition 23.4 s’applique et il existe ⇠  2 @X tel que la boule ferme´e de rayon
⇡/2 pour la distance angulaire contient tous les points fixes a` l’infini. Dans un espace
CAT(0) hyperbolique deux points distincts ⇠, ⌘ ve´rifie \(⇠, ⌘) = ⇡ donc   posse`de un
unique point fixe qui est ⇠  .
Comme   n’est pas elliptique, il existe une extraction (ni)i2N telle que d( nix, x)!
1 pour tout x 2 X. Posons di = d( nix, x) pour un x fixe´. Quitte a` faire une nouvelle
extraction, on peut trouver une suite (n0i) telle que pour tout i 2 N, di   d( nx, x) pour
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tout n < n0i. Ainsi pour j > i et d0i = d( n
0
ix, x),
h n0ix| njxix = 1/2
 
di + dj   d( nj nix, x)
 
  1/2 dj !1
Ce qui montre que la suite ( nix)i2N converge vers un point de @X. La suite ( nix)i
et son image par   sont a` distance de Hausdor↵ au plus d( x, x) ce qui montre que la
limite de cette suite est un point fixe´ par  , c’est ⇠  . ⇤
Dans le cas d’un espace me´trique propre, on a le phe´nome`me remarquable de´couvert
par A. Calka.
The´ore`me 24.2 (Corollaire 4.5 de [Ca l84]). Soit (X, d) un espace me´trique propre et f
une isome´trie de X. S’il existe x et une famille strictement croissante d’entiers positifs
(ni)i2N telle que la suite fni(x) est borne´e alors toute orbite de f est borne´e.
Corollaire 24.3. Sous les hypothe`ses de la proposition 24.1 et si de plus, X est propre
alors  "nx! ⇠  pour " = ±1.
De´monstration. Le the´ore`me 24.2 montre que d( nx, x)!1 et donc la proposi-
tion 24.1 donne le re´sultat. ⇤
Dans le cas ou` l’espace n’est pas localement compact, la situation peut-eˆtre totale-
ment di↵e´rente comme l’a observe´ A. Karlsson dans [Kar01] (voir aussi p.7 de [KN04]).
L’ide´e est de plonger un espace de Hilbert H comme horosphe`re d’un espace Gromov
hyperbolique et d’utiliser l’exemple 24.15 sur chacune de ces horosphe`res.
On conside`re la varie´te´ (de dimension infinie) produit R ⇥ H muni de la me´trique
g(x,v)((x1, v1), (x2, v2)) = x1x2 + exp(2x) < v1|v2 >. C’est un produit enroule´ au sens de
la section 7 de [BO69], isome´trique a` l’espace hyperbolique de dimension infinie H1.
Si   est l’isome´trie de H donne´e dans l’exemple 24.15 alors Id ⇥   est une isome´trie
parabolique neutre avec un comportement de re´currence.
Remarque 24.4. Pour une construction ge´ne´rale des produits enroule´s voir [AB98b],
[AB04] et [Che99].
Remarque 24.5. La proposition 24.1 permet de re´e´crire la trichotomie
elliptique/hyperbolique/parabolique. Si g est une isome´trie d’un espace hyperbolique X
alors :
– L’isome´trie g est elliptique si et seulement si g posse`de un point fixe dans X.
– L’isome´trie g est parabolique si et seulement si g ne posse`de pas de point fixe dans
X mais un unique point fixe dans @X.
– L’isome´trie g est hyperbolique si et seulement si g ne posse`de pas de point fixe
dans X mais exactement deux points fixes dans @X.
Cette trichotomie apparaˆıt pour les espaces CAT( 1) dans la proposition 4.1 de [BIM05].
Typiquement, un espace a` la fois Gromov-hyperbolique et CAT(0) est CAT( 1) mais
il existe aussi des espaces Gromov-hyperboliques et CAT(0) qui ne sont pas CAT( 1).
L’exemple du « reveˆtement universel du string » en est un exemple suˆrement aussi sexy
que les Xp.
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24.2. Espaces de Hilbert. Le cas particulier du the´ore`me de Mazur-Ulam pour
les espaces de Hilbert a rme que toute isome´trie d’un espace de Hilbert est a ne avec
un ope´rateur unitaire comme partie line´aire.
Lemme 24.6. Soit   une isome´trie d’un espace de Hilbert H. Le point a` l’infini associe´
a` un vecteur unitaire u est un point fixe de   si et seulement u est un point fixe de la
partie line´aire de  .
De´monstration. Si  (x) = Ux + v alors pour tout   > 0,  ( u) =  Uu + v. Si
u est point fixe de U alors la droite vectorielle engendre´e par u est translate´e par  
donc u et  u sont des points fixes a` l’infini de  e. Re´ciproquement, si u est point fixe a`
l’infini alors la droite engendre´ par u est translate´e par   donc  ( u) =  u+ t pour un
certain t 2 H donc en divisant par   et en faisant tendre ce dernier vers +1, on obtient
Uu = u. ⇤
On rappelle que pour les espaces de Hilbert, on a la classification suivante des iso-
me´tries.
Proposition 24.7. Soit H un espace de Hilbert et   une isome´trie de H. Cette isome´trie
est de la forme x 7! Ux+ v ou` U est un ope´rateur orthogonal et v un vecteur de H. On
note E1 le noyau de U   Id et E2 son orthogonal. Si vi la projection de v sur Ei alors
(i)   est semi-simple si et seulement si v2 2 Im(U   Id) et
(ii) la longueur de translation de   est ||v1||.
De´monstration. La preuve de (i) est la meˆme qu’en dimension finie (c.f. II.6.4(2)
dans [BH99]). Si   est l’isome´trie x 7! Ux+ v, on peut e´crire   =  1 +  2 ou`  1(x1) =
x1 + v1 et  2(x2) = U2x2 + v2 ou` U2 est la restriction de U au sous-espace E2. Ainsi  
agit diagonalement sur H = E1   E2. L’isome´trie  1 est la translation de vecteur v1 et
 2 posse`de un point fixe si et seulement si v2 2 Im(U2   IdE2) = Im(U   Id) et par le
lemme 24.6,  2 ne posse`de pas de point fixe a` l’infini.
Par les lemmes 23.2 et 24.6,  2 est neutre donc | | = | 1| = ||v1||. ⇤
Remarque 24.8. La trichotomie elliptique/hyperbolique/parabolique devient :
(i) L’isome´trie   est elliptique si et seulement v 2 Im(U   Id).
(ii) L’isome´trie   est hyperbolique si et seulement v1 6= 0 et v2 2 Im(U   Id).
(iii) L’isome´trie   est parabolique si et seulement v2 /2 Im(U   Id).
Remarque 24.9. On peut reformuler cette trichotomie a` l’aide de l’espace des de´pla-
cements D = { x x| x 2 H} (c.f. [Paz71]). C’est un sous-espace a ne de H, translate´
de Im(U   Id) par v. On a alors :
i) La longueur de translation | | vaut d(0, D).
ii)   est semi-simple si et seulement si le projete´ de 0 sur D appartient a` D.
Pour faire le lien avec la proposition 24.7, il faut remarquer que Im(U   Id) = ker(U 1 
Id)? = ker(U   Id)? = E2.
Remarque 24.10. On peut aussi re´e´crire ge´ome´triquement la trichotomie elliptique/
hyperbolique/ parabolique. Si   est une isome´trie d’un espace de Hilbert H alors :
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– L’isome´trie   est elliptique si et seulement si   posse`de un point fixe dans H.
– L’isome´trie   est hyperbolique si et seulement si   ne posse`de pas de point fixe
dans H mais au moins deux points fixes dans @H.
– L’isome´trie   est parabolique si et seulement si   ne posse`de pas de sous-espace
a ne de dimension finie invariant.
– L’isome´trie   est parabolique neutre si et seulement si   ne posse`de pas de point
fixe dans H [ @H.
Remarque 24.11. Si   est une isome´trie parabolique d’un espace de Hilbert re´cur-
rente (i.e. il existe x tel que infn2N d( nx, x) = 0) alors   est neutre. En e↵et | | =
lim d( nx, x)/n donc il existe N tel que 8n > N , d( nx, x) > n| |/2. La re´ciproque est
fausse puisque pour l’isome´trie de `2(Z) associe´e au de´calage sur Z de l’exemple 24.14,
on a d( n0, 0) =
p
n et donc | | = 0.
Le the´ore`me 23.6 se re´e´crit dans le cas d’un espace de Hilbert sous la forme suivante.
Corollaire 24.12. Soit   une isome´trie parabolique balistique d’un espace de Hilbert H.
Alors il existe un sous-espace de Hilbert H0 de comple´mentaire orthogonal une droite D
telle que   agit diagonalement sur le produit H0 ⇥ D ' H. De plus,  |H0 est neutre et
 |D est une translation de longueur | |.
De´monstration. Il su t de remarquer que la re´union de l’ensemble des droites
paralle`les a` une droite donne´e est tout l’espace de Hilbert H. ⇤
Lemme 24.13. Soit xn une suite borne´e d’un espace de Hilbert convergeant faiblement
vers x. Notons cn le centre circonscrit des {xk| k > n}. Alors la suite (cn) converge
fortement vers x.
De´monstration. Le point x co¨ıncide avec l’intersection des demi-espaces ferme´s
contenant tous les xn sauf un nombre fini. Chacun des tels demi-espaces contient tous les
cn sauf un nombre fini. Par le lemme 11 de [Mon06], on sait que cn converge fortement.
De plus, cette limite est dans chacun des demi-espaces pre´ce´dants, c’est donc x. ⇤
Exemple 24.14 (Exemple II.8.25 de [BH99]). Soit H = `2(Z) et   l’ope´rateur de
de´calage (xn) 7! (xn+1). Soit   2 H telle que  n = 0 sauf en  0 = 1 alors l’isome´trie
  : x 7!  x +   est une isome´trie sans point fixe a` l’infini ni sous-espace euclidien de
dimension finie invariant. Dans ce cas d( n0, 0) =
p
n. Ainsi les orbites partent a` l’infini
a` une vitesse sous-line´aire et sans choisir de direction.
Exemple 24.15 ( The´ore`me 1.1 de [Ede64]). On construit un exemple d’isome´trie  
telle que   soit une isome´trie parabolique neutre n’ayant pas de point fixe a` l’infini ni de
sous-espace euclidien de dimension finie invariant. De plus, la dynamique de   est tre`s
particulie`re. L’orbite de tout point est re´currente et non borne´e.
Soit H un espace de Hilbert complexe se´parable de base hilbertienne (en), c’est-a`-
dire isome´trique a` `2C(N). On de´finit un ope´rateur unitaire U (qui est aussi un ope´rateur
sur `1C (N)) par Uen = exp(2i⇡/n!)en. Soit v = (vn) la suite constante e´gale a` 1. Cette
suite n’est pas un e´le´ment de H mais un e´le´ment de `1C (N) , par contre, Uv  v 2 H. On
de´finit alors   par
 x = Ux+ Uv   v.
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Un calcul montre que   n’a pas de point fixe dans H et comme 1 n’est pas valeur propre
de U ,   ne posse`de pas de point fixe a` l’infini non plus et comme tous les isome´tries d’un
espace euclidien de dimension finie sont semi-simples,   n’a pas non plus de sous-espace
euclidien invariant.
Soit k 2 N et n 2 N alors
 k(0)n =
 
k 1X
l=0
exp(2i⇡l/n!)
!
(exp(2i⇡/n!)  1)
= exp(2i⇡k/n!)  1 = 2i exp(ik⇡/n!) sin(k⇡/n!).
Ainsi,
|| k!(0)||22 = 4
X
n>k!
| sin(k!⇡/n)|2 !k!1 0.
Soit ⌦ (0) l’ensemble des points d’accumulation de l’orbite (positive) de 0. Alors
⌦ (0) = { k(0)}k 0.
On commence par remarquer que pour n 2 N fixe´, l’ensemble { k(0)n}k 0 est fini. Si
 ki(0) converge vers un certain x pour (ni)i2N strictement croissante alors pour tout n
il existe j 2 [0, n!   1] tel que xn = exp(2i⇡j/n!)   1. Donc a` partir d’un certain rang
ni = j[n!]. Mais si ni = j[n!] alors ni = j[m!] pour tout m  n. Ainsi, il existe j tel que
xn = exp(2i⇡j/n!)   1 pour tout n 2 N. Re´ciproquement comme 0 est point re´current,
tout point de l’orbite est aussi re´current.
Plus ge´ne´ralement, on remarque que par line´arite´ pour tout x 2 H,  k(x) =  k(0) +
Ukx et ainsi  k(x)n = (exp(2ik⇡/n!)(1 + xn)   1) pour tout n 2 N. Alors le meˆme
raisonnement que ci-dessus montre que ⌦ (x) est de nouveau l’orbite positive de x.
Question 24.16. Pour une isome´trie parabolique neutre   d’un espace de Hilbert, a-t-on
la dichotomie
– || n(0)||!1 (sans converger en direction)
– ou   posse`de des points re´currents ?
Remarque 24.17. Par le corollaire 2 de [dCTV08], aucune orbite ne peut-eˆtre dense.
L’action n’est pas minimale dans ce sens. De plus, il n’y a pas de demi-espace D tel que
 D ⇢ D sinon le point a` l’infini associe´ a` D serait fixe par  . Existe-t-il cependant un
sous espace convexe invariant ? Il est e´quivalent de trouver un demi-espace D tel que
\n2N nD 6= ;.
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