Abstract. This paper gives an arbitrage-free prediction for future prices of an arbitrary co-terminal set of options with a given maturity, based on the observed time series of these option prices. The statistical analysis of such a multi-dimensional time series of option prices corresponding to n strikes (with n large, e.g. n ≥ 40) and the same maturity, is a difficult task due to the fact that option prices at any moment in time satisfy non-linear and non-explicit no-arbitrage restrictions. Hence any n-dimensional time series model also has to satisfy these implicit restrictions at each time step, a condition that is impossible to meet since the model innovations can take arbitrary values. We solve this problem for any n ∈ N in the context of Foreign Exchange (FX) by first encoding the option prices at each time step in terms of the parameters of the corresponding risk-neutral measure and then performing the time series analysis in the parameter space. The option price predictions are obtained from the predicted riskneutral measure by effectively integrating it against the corresponding option payoffs.
Introduction
One might expect that the time series of past option prices or, equivalently, their implied volatilities, could be used to predict their future behaviour. However, there is a major theoretical and practical impediment to constructing a statistical model that can be estimated on a time series of option prices, 1 namely that the state space of the model has to consist of arbitrage-free option prices only and the expected value of the model at any time also needs to lie within this state space. Otherwise the predictions are not arbitrage-free and are hence of little use in practice since they can certainly not be fulfilled (the contemporaneously quoted option prices in the derivatives markets are always free of arbitrage). Since the arbitrage-free requirement is both non-linear and non-explicit, it is impossible to satisfy it in a time series model for option prices, as in such a framework the model innovations are allowed to take arbitrary values thus making the model necessarily violate the no-arbitrage constraints with positive probability.
This paper provides a framework that overcomes the difficulty arising from the arbitrage-free requirement in forecasting option prices and shows that the predictions obtained are not only internally consistent, but also outperform, for the data used in our empirical study, the ones based on a model that assumes a random walk process for the option prices. The random walk (or white noise) model is a standard benchmark in the related literature for forecasting equities and it is typically very hard to beat; see, for example, Welch and Goyal [2008] . It simply forecasts the option prices at time t + 1 by the observed price at the time t and it is by default arbitrage-free. We consider prediction of the volatility smile, which is equivalent to the prediction of option prices with any strikes and a fixed maturity (see e.g. Breeden and Litzenberger [1978] , Renault [2010] and Section 3). Our methodology consists of the following key idea. First, for a given maturity, encode the time series of the historical implied volatilities across strikes in terms of the parameters of a corresponding risk-neutral measure. Second, preform a time series analysis on the implied historical parameter observations. We provide empirical evidence that, at least in the Foreign Exchange (FX) derivatives market from which we have available data, the time series based on the observed parameter values exhibits predictive ability for implied volatilities (and hence option prices) through ARMA-GARCH based statistical models for the risk-neutral parameters. The key benefit of this approach (i.e. first performing a non-linear transformation of implied volatilities and then applying a model to the time series of the implied risk-neutral parameters) lies in the fact that, in the parameter space, the no-arbitrage constraints are reduced to ensuring that the state space of the time series model is defined by the natural parameter restrictions. As we shall see in Section 4, this is typically easy to satisfy and, in particular, implies that the forecasts also lie within the state space. Equivalently put, the predicted option prices will be free of arbitrage. In Section 4.3 a simple trading strategy for strangles and risk-reversals, based on our approach and out-of-sample options data, is presented.
The problem
2.1. Prediction of implied volatilities. Our aim is to investigate the problem of the arbitrage-free forecasting of option prices in the context of the co-terminal (i.e. with the same expiry) call options on the USDJPY exchange rate. As mentioned in the introduction, call and put contracts on the exchange rates of the currencies of major economies are among the most liquid derivatives contracts in the financial markets. The FX derivatives market, where such contracts trade, is very deep, both in terms of the volume of options traded and the size of the underlying notional of the contracts. We will develop our approach using call options but, due to the put-call parity (see e.g. [Hull, 2002, Sec. 8.4 ]), our results are directly applicable to put options.
Recall that a call option struck at K and expiring at some future time T is a contract that gives the owner the right, but not the obligation, to purchase N $ at expiry T for the price of K per $. Furthermore, the price C(K, T ) of a vanilla call option described above is well-defined for practical purposes, because the bid-offer spread is tight due to the volume, frequency and size of the trades. The market makers in FX options keep a close eye on and record throughout a trading day the prices of all the options on a given currency pair across strikes and maturities. In practice, option traders do not refer to option prices per se but rather express them through the Implied Volatility (IV) metric, which allows one to compare directly option prices across different strikes, maturities, expiration times and underlyings in the same units (IV is derived using the Black-Scholes formula, see
Section 3.1 for definition and Gatheral [2006] for more details). For this reason, in what follows we may (and shall) consider the prediction of the implied volatilities IV (K, T ) instead of the option prices C(K, T ), without loss of generality and with the benefits mentioned above.
The main obstacle to a direct application of econometric tools to the multi-dimensional time series of option prices can be described as follows. To make the discussion simpler let us fix a maturity T (e.g. 1 month). Note first that there are uncountably many possible option contracts with maturity T at any moment in time as there are uncountably many possible strikes K. Assume further that we have chosen strikes K i , i = 1, . . . , n (with e.g. n = 40), and would like to model the evolution of the corresponding implied volatility
. . , n, over time (indexed by t ∈ N). Let the n-dimensional vector Y t , with co-ordinates given by
describe the midday implied volatilities on USDJPY on day t for all the strikes K i and assume that we are given such implied volatilities over the time period t = 1, . Then, the optimality of the above predictor cannot be obtained since for every θ we shall have a different optimal predictor E(Y t+1 |Y 1:t , θ). However, a simple way to proceed that gives reasonable predictions is to replace the unknown parameter θ with a suitable estimate based on past history Y 1:t . What makes this approach infeasible to our problem of predicting implied volatilities is the fact that at the time step t + 1, the components of the vector Y t+1 , i.e. the modelled implied volatilities IV t+1 (K i , T ), i = 1, . . . , n, have to satisfy non-linear and non-explicit no-arbitrage restrictions. It is an extremely hard problem to identify an estimate of θ that will result in a state vector Y t+1 with the desired no-arbitrage restrictions.
Before describing the solution to this problem, we should stress here that, due to the liquidity in the FX options market, the recorded implied volatilities always satisfy the no-arbitrage requirements, and therefore it is hard to perform the statistical analysis of the options data set. This fact by no means implies that in a non-efficient market the statistical analysis of implied volatilities would be easy. On the contrary, if the options market is not efficient enough to have contemporaneous implied volatility quotes across a family of strikes for a given maturity, the problem is not well-defined because there is no internally consistent time series of implied volatilities and a more sophisticated approach for the estimation of the pricing kernel (see e.g. Gagliardini, Gourieroux, and Renault [2011] ) is required before any kind of statistical analysis can begin.
A solution.
The above discussion indicates that the arbitrage-free prediction of implied volatilities is a difficult problem, a solution to which has, to our knowledge, not yet been proposed. We propose a solution below, which will be shown consistently to outperform random walk predictions in a large out-of-sample exercise (see Figure 1 in Section 4.2 for the numerical results).
In order to predict the implied volatility vector Y t+1 , we first apply a non-linear transformation to the implied volatilities data up to and including time t. This one-to-one transformation maps the implied volatilities into the parameters of a risk-neutral measure Q (see Section 3 for the definition and properties of the parametric form of the risk-neutral measure used in FX options markets). The core of our approach rests on the fact that every element in the space of Q parameters yields an arbitrage-free set of implied volatilities across all strikes. This allows us to perform the statistical analysis in the space of Q-parameters. We use the daily recorded parameters that characterise the choice of the risk-neutral measure given by the quoted implied volatilities on that day, to forecast, via a time series model, tomorrow's Q-parameter values (see Section 4.1 for the precise description of our data set). The predicted implied volatilities Y t+1 are then computed via a non-linear pricing function that guarantees that the no-arbitrage restrictions are satisfied.
convex. However, imposing such restrictions on the stochastic dynamics of Ct(Ki, T ), i = 1, . . . , n, at each moment of the running time t constitutes a problem of equivalent complexity.
A schematic description of our approach to this problem is given in the following diagram:
Inverse pricing formula
Stochastic model
Pricing formula
In the mathematical finance literature, arbitrage-free evolution of option prices under a risk-neutral measure has been studied extensively (see e.g. Carmona and Nadtochiy [2009] , Kallsen and Krühner [2010] , Schweizer and Wissel [2008] and the references therein).
While these approaches are both mathematically involved and very interesting, we should point out that the problem of the arbitrage-free evolution of the implied volatility smile/surface under the risk-neutral measure is distinct from the main aim of the present paper. In this paper we model the evolution of the implied volatility smile under the realworld measure and are solely concerned with the arbitrage-free constraint in a static sense, Schweizer and Wissel [2008] , is typically very complicated making it unclear how and whether such models can be efficiently estimated and applied for the statistical prediction of future option prices.
Arbitrage-free option prices in Foreign Exchange
Intuitively, a set of implied volatilities IV t (K i , T ), i = 1, . . . , n, allows arbitrage if and only if it is possible to trade (i.e. buy and sell) the corresponding contracts, at prices given
. . , n, and follow a self-financing trading strategy on the FX spot rate (i.e. buy and sell the underlying currencies) in such a way that at some future time the portfolio of options and the gains (i.e. P&L) from the trading strategy in agregat have a non-negative value with certainty and a strictly positive value with positive probability.
In other words, if a market maker (i.e. a large trading desk whose business it is to buy or sell options of any strike and maturity) quotes option prices that allow arbitrage, a counterparty could enter into a contract with the market maker without any risk of loss (here we are allowed to ignore the fact that prices are quoted in terms of bids and offers, because, as mentioned in Section 2, the spread in USDJPY options is typically only a few basis points). It is evident that, when the number of option prices is large (it is in the thousands or even tens of thousands, in the case of market makers) it is very hard to check a priori from the quoted option prices whether they are arbitrage-free. In practice this is achieved by using the theoretical concept of the risk-neutral measure, which arises in the fundamental theorem of asset pricing: the implied volatility prices IV t (K i , T ), i = 1, . . . , n, satisfy a no-arbitrage restriction if they are obtained as discounted expectations of their respective payoffs under a risk-neutral measure Q. In other words, if they are of the form
where S T denotes the FX rate (e.g. USDJPY) at the future time T , r d (resp. r f ) represent the dollar (resp. yen) interest rate over the time interval of length T and, x + = max{0, x}
for any x ∈ R. The defining feature of a risk-neutral measure Q is that the mean of the random FX rate S T at time T is equal to the exponential of the interest rate differentials of the two currencies over the time period from now until expiry T :
The condition in (1) is clearly satisfied by many probability measures Q, as it only fixes the mean of the random variable S T . This gives the market makers (and other market participants) a large amount of freedom in choosing the option prices in a no-arbitrage way as there clearly exists a vast family of probability measures, and hence risk-neutral models for the FX rate S T , such that (1) holds.
The following two observations play an important role in how the concept of the riskneutral measure is applied in the financial markets: (a) The choice of a risk-neutral measure does not necessarily give the correct (i.e. market) price for a given derivative contract.
All such a choice does is to provide arbitrage-free prices for all traded options with the same maturity. Note that, since the market maker is interested in the consistent pricing of derivatives, this is precisely what they are after. (b) The correct price of an option, or equivalently the correct choice of the risk-neutral measure, is down to supply and demand in the market and crucially depends on the market makers view of where the specific contracts should trade. This is why flexible parametric forms of the risk-neutral measure are useful: they allow the market maker to express their view of where the liquid derivatives should trade, while providing an arbitrage-free pricing mechanism for all derivatives.
As it turns out, in the FX option markets there is a standard parametric form for the choice of the risk-neutral measure, which we will describe in detail in Sections 3.1 and 3.2.
This not only allows us to circumvent the difficulty arising from the no-arbitrage restriction for option prices, but it expresses the vanilla option for any strike and a given maturity in terms of the values of three parameters, the current level of the FX spot rate and the two interest rates in the respective currencies over the period from current time until maturity.
There are two reasons why the particular parameterisation of option prices, based on the SABR formula (see Section 3.2) has been adopted as market standard:
(i) the parsimonious description of all option prices with a given maturity is very robust and easy to use for the traders;
(ii) each of the three parameter values is closely related to the three fundamental features of the risk-neutral distribution (which determines option prices): the over-all level of option prices and the skweness and kurtosis of the risk-neutral law of the FX spot rate S T .
It should be stressed here that the analytical SABR formula (see Equation (4) below)
in general yields arbitrage-free option prices except in the extreme wings (i.e. for the strikes that are many standard deviations away from the at-the-money value). However, the points made above and the fact that for such extreme strikes the notion of the market defined price is questionable due to the lack of liquidity, 4 suggest that it is as reasonable to apply the SABR parametrisation of the risk-neutral measure for purposes of our problem as it is to use it for the pricing, hedging and risk management of the portfolios of options, a very common day-to-day practice in the FX options markets. A further argument in favour of using the SABR formula, besides the lack of liquidity in the wings, is that the price of options in the extreme wings is more uncertain than in the "near" wings due to the increase in the bid-offer spread for such derivatives.
3.1. Implied volatility in the FX markets. The value BS(F T , K, T, σ) of the European call option with strike K and expiry T in a Black-Scholes model with constant volatility σ > 0 is given by the Black-Scholes formula
where
and N (·) is the standard normal cumulative distribution function. The implied volatility that corresponds to the market price C(K, T ) for the strike K > 0 and maturity T > 0 is the unique positive number IV (K, T ) that satisfies the following equation in the variable σ:
Implied volatility is well-defined since the function σ → BS (F T , K, T, σ) is strictly increasing for positive σ (the vega of a call option
clearly strictly positive) and the right-hand side of (3) lies in the image of the Black-Scholes formula if and only if the call option price C(K, T ) satisfies a no-arbitrage restriction. It is clear from the definition, albeit suppressed in the notation, that the implied volatility IV (K, T ) also depends on the current level of the FX spot rate S 0 and the interest rate differential between the two currencies.
As noted earlier, the implied volatility IV (K, T ) is nothing more than a convenient number (in %) to express the price of a call option with expiry T and strike K via the Black-Scholes formula in (2). The convenience, from the perspective of market participants, lies in the fact that IV (K, T ) contains information about the price of a call option, which is independent of the FX rate and can therefore be easily compared across currency pairs. Furthermore, implied volatility is being used in the FX option markets to specify parametrically the call option prices for all strikes and a given maturity. It is well-known (see e.g. Breeden and Litzenberger [1978] ) that the information contained in knowing the prices of the implied volatilities for all strikes and a given maturity T is equivalent to specifying the risk-neutral law of the FX rate S T . Therefore, the SABR formula for the implied volatility IV (K, T ) given in the next section together with the Black-Scholes formula in (2) specify an easy parameterisation of the risk-neutral law of the spot rate S T .
3.2.
The parametric form of the risk-neutral measure in the FX markets. The version of the SABR formula for the implied volatility, derived in Hagan, Kumar, Lesniewski, and Woodward [2002] , which will be used in this paper takes the form
The market data in this formula consist of the current FX spot rate S 0 and the interest rate differential for the maturity T , which features in F T (see formula in (1)). The parameters that allow the market participant to express their view on the price of the call option struck at K with maturity T are given by α instantaneous (current) level of volatility, ν volatility of volatility, ρ instantaneous correlation.
A general version of the SABR formula contains a further parameter β the value of which is taken to be 1/2 in (4). In practice β = 1 is also used, marginally changing the analytical expression in (4). However, this makes no material difference for pricing purposes as a change in β can be compensated by a change in the value of ρ since both parameters mainly effect the skew of the smile (cf. the final paragraph of this subsection).
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The formula in (4) yields a natural parameterisation of the risk-neutral law of S T . It was developed in Hagan et al. [2002] based on an assumption that the FX spot rate process (S t ) t≥0 evolves under a risk-neutral measure as a stochastic volatility process: α denotes the value of the volatility process in this model at time zero (i.e. the current value), ρ is the correlation between the two Brownian motions driving the spot and the volatility processes, and ν is the volatility of the stochastic volatility process; see Hagan et al. [2002] for more details.
A simple and yet important fact is that for each value of the state-vector (α, ν, ρ), where α and ν are positive and ρ is between −1 and 1, the function
given by the formulae (2) and (4), represents an arbitrage-free collection of option prices for any positive strike K. The parameters (α, ν, ρ) are used to control the risk-neutral distribution in the following way: a change in the parameter α has the effect of changing the overall level of option prices, the parameter ν and ρ control the kurtosis and skewness of the risk-neutral distribution of S T . This natural interpretation of the parameters has made (4) a standard parameterisation of a risk-neutral law for the spot in the FX option markets.
It should be stressed, however, that our approach does not depend on the specific parametric form of a risk-neutral law. We use the time series of parameters of formula (4) Since London midday is the only time at which the trading desk records all the liquid option prices simultaneously, the parameters (α, ν, ρ) obtained in this way describe all the option prices with expiry T without the usual difficulty with options data arising from the illiquidity in the market. Furthermore, this also gives us a very clear interpretation for the predicted parameters: our prediction yields a risk-neutral law of S T that can be converted to a vector of option prices and compared (out-of-sample) to the option prices that are observed at future London midday fixing times.
Time series modelling.
We have obtained the data set (α t , ν t , ρ t ) for t = 1, . . . , 1360 for the USDJPY exchange rate. Our modelling construction is executed as follows: we use the first n 0 = 1000 values to fit a model and the next n 1 = 360 values to test its predictive ability. We first transform our data using
so that all transformed parameters lie in the real line. This will guarantee that the predictions achieved through the time series models obey the restrictions α > 0, ν > 0 and −1 < ρ < 1. Model building has been guided through an ARMA-GARCH time-series methodology which includes autocorrelation and partial autocorrelation plots, AIC and BIC information criteria and parameter significance tests; see, for example, Brockwell [2005] . In particular, in all series there was overwhelming evidence that the hypothesis of unit root cannot be rejected (with augmented Dickey-Fuller and Phillips-Peron tests) so the difference operator was applied to all series and in the resulting series the unit root hypothesis was rejected. All (differenced) series exhibited strong GARCH effects that were evident by both inspecting the autocorrelation plots of their squares and by Engle's ARCH test. After removing the GARCH effects (in which student-t errors seemed to perform much better than Normal errors when BIC and AIC values were compared and when residuals were inspected) the autocorrelation and partial autocorrelation plots of the residual series indicated that forms of ARMA-GARCH models might be appropriate.
Our subsequent modelling choice procedure consisted of fitting a series of such models and finally the 'best' models have been chosen with respect to the best AIC/BIC values attained. In some ARMA-GARCH models the problem of near root cancellation that results in misleading inference (see, for example, Ansley and Newbold [1980] ) was observed so we chose to remove the moving average component. Parameter estimates have been obtained through MATLAB software. A mathematical formulation of our models is as follows.
By first defining, for t = 2, . . . , n 0 , ∆α t := A t − A t−1 , ∆ν t := N t − N t−1 , and ∆ρ t := R t − R t−1 , we obtained as best models the following general specifications:
where the error terms ǫ α t , ǫ ν t , ǫ ρ t follow a GARCH(1,1) model with Student-t errors. The resulting estimated parameters, based on the initial time series of 1000 data points, are given in Table 1 .
The out-of-sample prediction exercise was performed by fitting the model of Table 1 as each new data point t = 1001, 1002, . . . , 1360 arrives and then predicting the triplet of the parameters through the fitted model for one, two and three days ahead. These predicted triplets were then transformed back to predicted implied volatilities via (4). The three ingredients that were unknown in (4), namely the future spot rate S 0 and the two interest rates r d , r f (yielding the future forward rate F T , see (1)), have been predicted with a simple random walk model, so were taken to be equal to current values. Strikes K were selected to be forty equally spaced values between 90% and 110% of the current spot rate.
For every future day and every strike we have calculated the predicted implied volatility and recorded the absolute error against the implied volatility derived using the true values Table 1 . Estimated parameters (standard errors in brackets) for the time series models. The four ǫ parameteres correspond to the GARCH(1,1) model estimates: the constant, the ARCH parameter, the GARCH parameter and the degrees of freedom of the t-density respectively. of the parameters α, ν, ρ and (of course) the realised values of the spot rate S 0 and the interest rates r d , r f . Figure 1 illustrates that the mean error varies between 28 basis points for predictions one day ahead and may even reach 65 basis points for predictions three days ahead.
In Figure 1 we have depicted (with blue dots) the corresponding errors produced by the naive random walk predictor (i.e. tomorrow's option prices are the same as today's).
Our methodology clearly outperforms the random walk forecasts for all strikes with the improvement reaching up to four basis points for out-of-the-money options. Beyond the three day time horizon, this improvement vanishes, indicating that our ARMA-GARCH model does not have further predictive ability. An important observation is that the predicted risk-neutral measure in our framework depends, not only on the SABR parameters, which our methodology predicts, but also on the future level of the FX forward rate. Since the latter is notoriously difficult to predict, in our approach we use the random walk prediction for it. Recall that the level of the forward rate is given by the appropriately scaled mean of the FX rate under the risk-neutral measure, see (1). Figure 1 clearly shows that our forecasts outperform the random walk by a larger amount for options that are struck further out-of-the-money (i.e. their strike is far from the FX forward rate). The shape of the payoff of such options dictates that their price depends to a greater extent on the tail and less so on the mean of the predicted risk-neutral distribution. Furthermore, it is interesting to note that, as clearly shown by Figure 1 , historical option price data contain sufficient information to improve the prediction of future option prices compared to a random walk forecast even though the future option prices depend on the future FX forward rate, which is very hard to forecast. Perhaps this offers an avenue for the improved prediction of the FX rate itself.
4.3. Simple trading strategy for strangles and risk-reversals. Based on the results of the previous section, we perform an illustrative trading exercise to demonstrate the potential of our methodology. We choose to buy or sell strangles (P (K − , T ) + C(K + , T )) and risk-reversals (C(K + , T ) − P (K − , T )) at strikes K − = 0.9S and K + = 1.1S, where S is the current level of spot. We emphasize here that this choice of K ± is arbitrary and that structures consisting of any finite combinations of options with maturity T may be traded, since we have arbitrage-free forecasts for the entire implied volatility smile at T . A realistic strategy requires a trading rule in which trades are executed only when the return forecast of a strangle/risk-reversal exceeds a given value of δ > 0. Put differently we go long a strangle if the current (P (K − , T ), C(K + , T )) and predicted ( P (K − , T ), C(K + , T )) prices satisfy
and act analogously in the case of a risk-reversal. The realised P&L of the trade is the next day's price of the structure minus P (K − , T ) + C(K + , T ) (if we were long a strangle on the previous day). Notwithstanding that the P&L reported in Figure 2 is gross of transaction costs, we believe that there is potential to adopt the arbitrage-free option price forecasting methodology described in this paper both for risk management purposes and as a profitable quantitative trading strategy. It is worth emphasising in this connection that both the trading strategy and the forecasting model we have used were chosen for their simplicity, rather than their ability to capture the full potential of the approach. of days (i.e. 281 out of 342) and for δ ∼ 5 * 10 −4 , it trades on 3.2% of days (i.e. 11 out of 342). We could of course increase the trading frequency for any fixed threshold δ by exploiting all possible structures of vanilla options (expiring at T ) to obtain a stronger signal. This is possible because we have at our disposal all arbitrage-free option prices for maturity T .
