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In modern Western society reading has become an essential skill. Therefore, most children learn how 
to read at school at about the age of six. Fortunately many pupils do learn to read skillfully, but some 
will never become truly skilled readers. This intriguing issue triggers questions like: How does 
someone develop into a skilled reader? and Why is learning to read so difficult for some people? 
Answers to these questions can be sought in theoretical elaborations and empirical studies on skilled 
reading and the process of learning to read. In addition, the origin of writing systems is an interesting 
starting point when contemplating the reading process. 
The Sumerians supposedly designed the first form of written language approximately 2500 BC.  
The story goes that they needed written statements, because personnel storing various kinds of grain 
for many farmers had trouble remembering the details of storage. This resulted in quarrels with the 
farmers, which could not be resolved without evidence of previous agreements. Hence, the first writing 
system started to develop, originating from the need to remember and log details of storage. This in turn 
led to the need to write down more abstract information like rules and agreements, which resulted in 
increasingly advanced writing systems (Henderson, 1982; Engelhart & Klein, 1988; McGuinness, 1997).
Though the first scripts were based on symbolizing words, over time people found they needed write 
down more words, with increasingly abstract meanings. People engaged in the task of developing such 
a script started from the characteristics of the language, and chose the best method they could come up 
with for that specific language. This could be a syllabic script, a consonantal script, an alphabetic script, 
or some other form of script. In the case of European languages an alphabetic script seemed to be most 
convenient, given that most European languages are characterized by words that consist of consonants 
and vowels in many combinations as well as separate. A consonantal script would omit vital vowel 
information in these languages, which would have resulted in an incomprehensible script. This is 
quite different from, for example, Semitic languages in which words mainly depend on consonantal 
information for their meaning, which makes a consonantal script possible (Henderson, 1982; 
Engelhart & Klein, 1988; McGuinness, 1997).
 
The development of scripts for different languages resulted in writing systems tailored to each 
individual language. As oral language is constantly developing, the need to adjust scripts accordingly 
began to conflict with the readability of old writings. A famous example of a sentence in Old Dutch: 
‘hebban olla uogala nestas hagunnan hinase hic enda thu uuat unbidan uue nu’ (De Vries, Willemyns 
& Burger, 1993); needs to be translated into modern Dutch: ‘alle vogels zijn met hun nesten begonnen, 
behalve ik en jij; waar wachten we nog op?’ (all birds have started their nests, except for me and you; 
what are we waiting for?); before it can be understood in this day and age. This example not only shows 
that words change over time, but also we face uncertainty about how the words were pronounced in 
the old days. Hence, increasing abstractness of an alphabetic script means we need to learn the exact 
mappings between orthography, phonology, and semantics of a certain period to correctly read the text, 
because the abstract script ‘splits sounds in speech in a way they don’t normally split’ (McGuinness, 
1997, 68). This proves to be especially true for consonants, as most consonants are difficult to pronounce 
separately from a vowel sound. This has major implications for the way a script is read, and how 
learning to read can be taught.  














Before looking at how the skill of reading an alphabetic script is mastered, a description of what 
reading means exactly is needed. According to the Cambridge International Dictionary of English, it 
involves obtaining information from writing or print, being able to say the printed or written words 
and understanding or interpreting the words. Within this definition three components arise, a visual 
component consisting of the actual writing or print, an auditory component consisting of saying the 
words that are written down and a semantic component related to understanding and interpreting 
what is written. How these three components are combined in skilled reading is explained by a 
diversity of theoretical models on reading. In some theories the combination of the auditory and the 
visual aspects of reading are most important (see for example analogy approaches, i.e. Glushko, 1979; or 
connectionist models, i.e. Van Orden & Goldinger, 1994), in other theories the visual and the semantic 
aspects are considered to be the most important components of skilled reading (see for example the 
direct route of dual route models, i.e. M. Coltheart, 1978; Patterson & Morton, 1985). Starting from these 
theories explaining skilled reading, various ideas on how the skill of reading develops are elaborated. 
As beginning reading is the issue at hand, words consisting of one syllable are of central importance as 
children start to learn to read these words first. Within the one-syllabic word an internal organization in 
three levels can be distinguished, according to linguistic theory (Vennemann, 1988; Duncan, Seymour & 
Hill, 1997; and see Figure 1.), and experimental studies (Hindson & Byrne, 1997). The first level consists 
of body and rime, being either the optional consonant(s) and the vowel or the vowel and the optional 
consonant(s) respectively. The second level consists of onset, peak and coda, being the first consonant(s), 
the vowel and the final consonant(s) respectively. However, onset and coda are not obligatory parts of 
a word, i.e. words like ‘egg’ and ‘in’ lack an onset, and words like ‘so’ and ‘bee’ miss a coda. The third 
level involves the separate phonemes of the word. Thus a one-syllable word can be divided into body 
and coda (i.e. da-m or sta-mp), into onset and rime (i.e. d-am or st-amp), into onset, peak and coda 
(i.e. d-a-m or st-a-mp), and into separate phonemes (i.e. d-a-m or s-t-a-m-p). The elements of such an 
organization within a one-syllabic word are also referred to as subsyllabic units. 
Figure 1. Hierarchical subsyllabic structure (after Duncan, Seymour & Hill, 1997)
Thus at first, words of one syllable are the focal point in learning to read, within which subsyllabic 
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depends on how the reading process as a whole is explained. For example, when starting from a 
classic dual route perspective (i.e. M. Coltheart, 1978) only words and letters need to be considered. 
Regarded from Goswami and Bryant’s (1990) view on learning to read, onsets and rimes also play a 
role, as children use their knowledge about phonological characteristics of language when they learn 
to read. Another point of view is taken by some connectionists, focusing on the connective structure 
between letters, sounds, and meaning of the words (see for example Van Orden & Goldinger, 1994). 
From this, three ideas about using subsyllabic units whilst reading can be distilled: one attributing no 
function to subsyllabic units, one suggesting an explicit function of onsets and rimes, and one indicating 
an implicit role for subsyllabic units based on distributional aspects in reading a language. Based on 
these ideas, the following questions can be formulated. Does subsyllabic processing affect reading 
performance in Dutch beginning readers? Does the role of subsyllabic processing depend on the 
onset-rime structure? Does the reading level of beginning readers lead to differences in subsyllabic 
processing? These questions will be addressed theoretically in the next section of this chapter, and will 
be studied empirically in the chapters thereafter. 
In the second part of this chapter, theories of learning to read are explicated, as well as their connection 
to theories of skilled reading. Secondly, a possible specific role for subsyllabic processing in beginning 
reading will be considered for each of the theoretical views on learning to read. Thirdly, the problems 
of comparing experiments executed in different languages will briefly be attended to. 
1.2 Theories on learning to read
In this section theoretical views on learning to read are considered. In order to do so adequately, it is 
important to determine which of the theories on skilled reading forms the basis from which the 
process of learning to read was described. As a theory on skilled reading describes the processes and 
skills involved in high-level reading, the processes and skills that need to be acquired in learning to 
read can be derived (see also Bosman & Van Orden, 2003). These findings resulted into a diversity of 
models describing the successive processes involved in learning to read.    
Another point of interest when examining theories on reading development is when learning to read 
begins. Some researchers have taken the development of phonological skills as a starting point, by 
studying for example how rhyming skills influence later development of reading skill (see for example 
Bradley & Bryant, 1983; Goswami & Bryant, 1990; Treiman & Zukowski, 1991). Others have regarded 
recognizing words by special characteristics, like the M in McDonalds, as the first stage in reading 
development (see for example Ehri, 1978; Frith, 1985). Another option might be that reading development 
starts when children figure out that letters ordered in accordance with a certain system can represent 
words and start to play with this idea. None of these options take explicit reading instruction as the 
first phase of learning to read, which might be the fourth possible starting point of the process of 
learning to read (Rozin & Gleitman, 1977; Gough & Hillinger, 1980). Even though some children do 
seem to start learning to read without explicit reading instruction, most studies indicate that generally 
most children do need explicit reading instruction to start to learn to read (i.e. Torrey, 1979). 
In this section, various theoretical models on learning to read are discussed, compared and contrasted, 
without attempting to provide a complete overview. Three theories on skilled reading can be identified, 
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example M. Coltheart, 1978), the analogy approach (see for instance Glushko, 1979; Henderson, 1982), and 
connectionist models (see for example Seidenberg & McClelland, 1989; Van Orden, Pennington & Stone, 
1990). It is not mere coincidence that these theoretical frameworks are placed in this particular order, as 
this appears to be the order of progression in views on beginning reading, as well as skilled reading.      
1.2.1 Development of a dual route approach
A repeatedly investigated theory on skilled reading is the dual route approach. Even though this 
approach has been subject to adjustments over time, it has retained its main feature of two routes 
operating independently from each other in order to gain access to the internal lexicon. This internal 
lexicon contains semantic, phonological, and orthographic information about words familiar to the 
reader. One of the two routes is the indirect route, in which grapheme-phoneme correspondence 
(GPC) rules are used to assemble the phonological representation of the word, after which the 
internal lexicon can be accessed if necessary. The first step in this route involves analyzing the letter 
string into graphemes, which is referred to as graphemic parsing. Then the appropriate phoneme is 
obtained using the GPC-rule system, resulting in a phonological representation of the letter string. In 
the other route, the direct or lexical route, the visual representation of the whole word is entered into 
the internal lexicon. Once the phonological representation of the letter string is retrieved, the word 
can be pronounced using the articulatory system (M. Coltheart, 1978). 
In M. Coltheart’s (1978) dual route model, the routes operate independently from one another so as to 
access the internal lexicon. When reading a word both routes are activated simultaneously and the 
lexical entry sums up the phonological and visual evidence (see also M. Coltheart, Davelaar, Jonasson 
& Besner, 1977). The model assumes the direct route provides most activation to the lexical entry in 
case of high-frequency words, logographs, homographs, and exception words. Exception words are 
defined as words not following the GPC rules. The indirect route provides most of the activation 
when confronted with new, and thus low-frequency words, pseudowords, and non-words. Relating 
this to the process of learning to read leads to the assumption that the two routes develop in tandem 
(Stuart, 1995, 2002), as new words generate most activation to the lexical entry via the indirect route, 
and increasingly familiar words activate the lexical entry more and more via the direct route. Hence, 
within this model only letters and words are processed, because syllables cannot be as uniquely 
defined and efficiently processed as words and letters (M. Coltheart, 1978), nor can subsyllabic units.
In time, fundamental criticism arose concerning the assumptions formulated within the dual route 
theory, based on empirical evidence (see for example Glushko, 1979; Henderson, 1982; Humphreys & 
Evett, 1985). This criticism was reviewed by Van Orden, Pennington and Stone (1990). They first 
illustrated the falsification of the GPC hypothesis, then demonstrated that both beginning and skilled 
reading involves phonologic mediation instead of exclusively in the indirect route, and finally they 
cast serious doubts on the independency of the two routes. The falsification of the GPC hypothesis 
involves studies confirming continuous statistical regularity for the correspondence between 
orthography and phonology, instead of a categorical GPC regularity. 
The questioning of the assumption of independency of the two routes is of crucial importance for the 
viability of dual route theory. Studies on use of analogies based on resembling words indicate that  
words and single letters are not the only relevant matter in reading. Supposedly, multi-letter strings 
are a source within word recognition as well. For example, when reading the pseudoword ‘bave’, 
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resembling words like ‘gave’ (regular) and ‘have’ (exception) are activated as well. In this case the 
resembling words (also known as neighbors if they differ in only one letter) cause longer response 
times when compared to reading ‘dust’, a word without neighbors with contrasting pronunciation 
(Glushko, 1979; see also Andrews, 1992). This implies that reading pseudowords involves activating 
neighbors in the internal lexicon, not merely applying GPC rules. From this it can be concluded that 
the two routes use the same knowledge base, and thus cannot function independently.  
Taking the critical comments on dual route theory into consideration, M. Coltheart made adjustments 
using computational modeling to transform the original model into the dual route cascaded model 
(M. Coltheart, Curtis, Atkins & Haller, 1993; M. Coltheart, Rastle, Perry, Langdon & Ziegler, 2001). 
The decisions made during the composition of the computational model are based on the theoretical 
framework of dual route processing, and is also a generalization of the IAC model (Interactive 
activation model, McClelland & Rummelhart, 1981; Rummelhart & McClelland, 1982). Essential 
decisions concern the activation flow within the model and hand wiring the model instead of including 
a learning algorithm. M. Coltheart et al. opted for cascaded processing in which all activation enters 
the next level, instead of using thresholds to regulate activation flows. Consequently, all activation 
coming from the two independently processing routes accumulates in the phonemic layer utilized to 
generate pronunciation. In the indirect route GPC rules are applied, and the activation flows in one 
direction only. In the direct route interactive patterns between the layers are created, which in 
combination with cascaded processing results in more than just processing at the word level for the 
direct route. When individual letters of the word enter the direct route separately, their activation 
proceeds to the next level, and returns again. Also, the internal lexicon is separated into a semantic and 
a phonological component, dividing the direct route into a lexical semantic and a lexical non-semantic 
route that are interconnected by interactive activation. Thus, the direct route constructs the orthographical 
as well as the phonological representation of the word, letter by letter. In conclusion, this dual route 
cascaded model kept its independently operating routes, as well as its GPC-rule system based upon 
single phonemes. By adjusting processing mechanisms within the computational model of the dual 
route cascaded framework, M. Coltheart et al. matched the empirical results referred to in the critical 
comments on the classical dual route model. These adjustments lead to letter-by-letter processing in 
both the indirect and the direct routes, which implies that the phonological component is activated at 
an early stage in processing of both the direct and the indirect routes.
1.2.1.1 Models of learning to read starting from the classical dual route approach
In models of reading development relating to the dual route approach of skilled reading, the process of 
learning to read is usually described as a sequence of stages (Rack, Hulme & Snowling, 1993). Frith (1981; 
1985), Seymour and MacGregor (1984), and Stuart and M. Coltheart (1988; Stuart, 2002) separately 
described models of reading development by specifying reading behavior in every stage using 
qualitatively different strategies to read words. The transition between stages involves a process of 
accommodation and assimilation of strategies between stages in line with a Piagetian view of child 
development (Frith, 1981).   
Frith’s (1981; 1985) model is an example of one describing the process of learning to read based on a 
classical dual route approach (see also Wimmer & Goswami, 1994). She hypothesized that the 
orthographic or lexical route and the phonological or non-lexical route will be used depending on the 
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stage model was induced by the need to explain leaps and bounds in the process of learning to read. 
In her model describing the process of learning to read, Frith (1985) took the four-stage-model put 
forward by Marsh, Friedman, Welch, and Desberg (1981) as a starting point. Subsequently, she 
adapted this model to link it to the classical dual route approach of skilled reading, which resulted 
into a three-stage-model. Frith’s first stage of logographic skills resembles Marsh et al.’s rote learning, 
and linguistic guessing strategies, referring to the instant recognition of familiar words by salient 
features. In this stage a sight word vocabulary develops. The second stage involves the development 
of alphabetic skills related to knowledge about and application of GPC rules. In the third stage 
orthographic skills are put to practice for instant analysis of words into orthographic units without 
explicitly using phonology. Frith’s second and third stage cannot be easily compared to Marsh et al.’s 
third and fourth stage of sequential and hierarchical decoding as different strategies were adopted 
(see also Stuart & M. Coltheart, 1988). Marsh et al. (1981) differentiated between applying GPC rules 
straightforwardly to simple words in stage three, and using analogies to apply content specific rules 
and rules related to higher order orthographic structures in stage four. Frith’s alphabetic stage, 
however, does not discriminate between the sequential and hierarchical decoding in Marsh et al.’s 
third and fourth stage. Also, Frith’s orthographic stage adopts a strategy of instant analysis of words 
using rules for multi-letter clusters. This differs from the analogical strategy as described in Marsh et 
al.’s fourth stage. Frith’s third stage merely applies context specific GPC rules and multi-letter cluster 
rules, whereas Marsh et al.’s makes analogies with other words while applying rules. Thus, starting 
from a classical dual route perspective caused Frith (1984, 1985) to adjust Marsh et al.’s model into a 
model in which the direct and the indirect routes acquired an apparent place in her model by 
approaching the routes as reading strategies. Nonetheless, she deemed it necessary to add multi-letter 
cluster rules to the model, which is not in accordance with a dual route approach.
Another model based on a dual route approach, is the model suggested by Seymour and MacGregor 
(1984). They employed the names of Frith’s (1981, 1984) stages in their model of learning to read. 
However, the stages, according to Seymour and MacGregor, involve the development of a new 
lexicon instead of new strategies in every stage. In the logographic stage, a logographic lexicon is 
developed, enabling the child to discriminate between words in the lexicon on salient features. In the 
alphabetic stage an alphabetic lexicon is established, in which individual graphemes can be 
recognized and linked to phonemic categories found in the phonological lexicon. For this stage to 
commence the child needs to be able to segment phonemes, to identify individual graphemes, and to 
order systematically from left to right. In the orthographic stage the alphabetic lexicon is extended to 
include multi-graphemic units and corresponding phonemes, as well as relations between word 
spelling and meaning. During the process of learning to read, a visual/graphemic processor is added 
to the pre-existing semantic and phonologic processors. Learning to read thus involves setting up a 
visual/graphemic processor, which consists of the development of the logographic and the alphabetic 
lexicons. Once again in contrast with the dual-route approach, multi-letter units are considered to be 
a part of the process of learning to read. 
The models proposed by Frith, and by Seymour and MacGregor were reviewed by Stuart and 
M. Coltheart (1988). This review and additional empirical studies were then taken together to initiate 
another model of learning to read following a dual route approach. Stuart and M. Coltheart (1988) 
hypothesized that not every beginning reader progresses through the suggested stages in the same 
sequence. Instead it is assumed that the level of phonological skill at the time children learn to read 
may cause phonologically skilled children to use these skills from the start, whereas children who are 
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not phonologically skilled ‘initially treat reading as a visual memory task’ (Stuart & M. Coltheart, 
1988, 149). Hence, children who are not phonologically skilled probably start with the logographic stage 
as described by Frith (1981, 1984) and by Seymour and MacGregor (1984), whereas phonologically 
skilled children probably start with the alphabetic stage. Subsequently a model indicating an interactive 
interplay between the direct and indirect routes was proposed. The interactive interplay is established 
as the indirect route facilitates a rapid acquisition of sight vocabulary, and the direct route supports 
the indirect route by acting as a database from which additional GPC rules can be extracted. This model 
was confirmed by several studies showing that good readers could apply both routes adequately, while 
poor readers only showed competence in lexical processing (Stuart & M. Coltheart, 1988; Stuart, 1995; 
Stuart, Masterson, Dixon & Quinlan, 1999; Savage & Stuart, 2001). Thus, reading development 
described as a sequence of stages does not seem to apply to children who start to learn to read using 
phonological skills they have already developed. Instead, they seem to develop reading skill following 
the model of interactive interplay between routes, as proposed by Stuart (1995, 2002). In this model 
only GPC rules based on phonemes and direct word recognition take place, hence, the basic principles 
of the dual route approach are upheld.
In conclusion, models that describe the process of learning to read following a dual route perspective 
are characterized by the development of a GPC-rule system and an internal lexicon. The way in which 
the development of a GPC-rule system and the internal lexicon takes place differs between models, 
as the role of phonological skills is not included in the models by Frith (1981, 1984) and Seymour and 
McGregor (1984), and multi-letter units are not included in the model by Stuart and M. Coltheart 
(1988, Stuart, 2002). Nonetheless, the model by Frith, and the model by Seymour and McGregor are 
unclear about how multi-letter units are perceived. These units can either be considered the result of 
applying context specific GPC rules or as the creation of specific rules for those multi-letter units in 
the indirect route. Stuart’s (1995; 2002) model does allow context-specific GPC rules, as the internal 
lexicon can serve as a database from which to extract context-specific GPC rules. Hence, in her model 
describing the process of learning to read there is still no special role for multi-letter units like rimes 
and bodies.   
1.2.1.2 A model of learning to read with analogies in a dual route approach
Even though the dual route approach does not provide for processing of larger subsyllabic units in 
reading to take place, Frith (1984) and Seymour and McGregor (1984) included rules for multi-letter 
units in the development of the indirect route of their models. Another model that allows subsyllabic 
processing taking place is the model described by Goswami (1993). In her interactive activation 
model, she included a specific role for onsets and rimes in the direct route (see also Wimmer & 
Goswami, 1994). In the interactive activation model it is assumed that beginning readers use the 
phonological knowledge and skills relating to the rime to establish the first orthographic recognition 
units. This assumption is based on the finding of several studies that riming skill predicted later 
reading ability if measured with Bradley and Bryant’s (1983; 1985) oddity task (Goswami & Bryant, 
1990; Goswami, 1993). In addition, the suggestion put forward by Stuart and M. Coltheart (1988) that 
the level of phonological skill present in beginning readers is likely to influence the development of 
their reading skill is taken up (Goswami, 1993; Wimmer & Goswami, 1994). The orthographic 
recognition units are used by beginning readers to predict the pronunciation of new words by making 
analogies based on onsets and rimes in words already known (Goswami, 1991). As children learn to 
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similar orthographic and phonological features. In making analogies between words, beginning readers 
discover that not only do onsets and rimes facilitate word processing, but other subsyllabic units, like 
bodies and codas as well. Moreover, the beginning readers are encouraged to use increasingly smaller 
subsyllabic units as reading skill progresses, because they are taught how to use GPC rules and learn 
how to spell words at the same time (Goswami, 1993; Goswami & East, 2000). This sequence is similar 
to the previously mentioned development of phonological awareness in which rime awareness 
develops before phoneme segmentation skill (Anthony, Lonigan, Driscoll, Phillips & Burgess, 2003). 
The question remains to which model of skilled reading Goswami’s (1991; 1993; Goswami & Bryant, 
1990) interactive activation model connects best. Patterson and Morton (1985) put forward the option 
of changing the GPC-rules system into an orthography-phonology correspondence (OPC) rules 
system in the indirect route of a dual route approach. In this option the indirect route includes rules at 
the letter level, as well as rules describing the correspondence between multi-letter units and their 
phonological counterpart. Goswami (1988) discarded this option because it would imply that 
beginning readers are already learning such rules from the very first stages of reading. This does not 
match her experimental finding that non-readers already seemed to use analogies without having 
learned OPC rules beforehand. In addition, M. Coltheart (see for example M. Coltheart, Rastle, Perry, 
Langdon & Ziegler, 2001) has not supported the option of adding rules for subsyllabic units into the 
indirect route, as no convincing evidence has been delivered so far indicating that the rime ‘is a level 
of representation in the human reading system’ (p. 250). Furthermore, Goswami (1993; Wimmer & 
Goswami, 1994) suggested that first phonologically underpinned recognition units are established, 
before orthographic recognition units can be used. The phonologically underpinned recognition units 
are located within the direct route of a dual route approach, because these units are considered to be 
recognized in a similar way to how words are recognized in the direct route. The recognition units 
predominantly correspond to the phonological onset and rime, and are therefore phonologically 
underpinned. In the process of learning to read GPC rules can be derived from both words and 
recognition units below the word level in the direct route. Hence, Goswami’s model of learning to 
read seems to fit a dual route approach, in which establishing recognition units corresponding to 
onsets and rimes in the direct route is the first step. Though Stuart’s (1995; 2002) model locates the 
derivation of GPC rules from familiar words in the direct route, she did not leave any room for onset 
and rime recognition units to be established (see also M. Coltheart et al., 2001).
The concept of establishing orthographic rime recognition units at the start of the process of learning 
to read, as Goswami (1991) suggested, has been studied frequently. A variety of methods have been 
used to assess the potential influence of rhyme awareness in early reading, by amongst others 
Treiman (1992, 1994), Bowey and Hansen (1994), Duncan, Seymour and Hill (1997; 2000), Nation and 
Hulme (1997), and Wood (1999, 2000). Treiman (1992) in her review suggested adding rules for larger 
subsyllabic units like the onset and the rime to models describing the process of learning to read. She 
provided three arguments for a preference for using rimes in reading. Firstly, children have less 
trouble segmenting a spoken word into onset and rimes than into separate phonemes, which may 
assist reading considering that segmentation skill is closely related to reading (see for example Nation 
& Hulme, 1997). Secondly, English writing is more stable within onset and rime units than elsewhere 
in the word. Thirdly, beginning readers naturally link orthography and phonology at the onset-rime 
level. Moreover, several studies (Treiman, Goswami & Bruck, 1990; Bowey & Hansen, 1994; Wood & 
Farrington-Flint, 2002) demonstrated that beginning readers indeed typically use the rime as a 
recognition unit. Bowey and Hansen (1994) additionally suggested that pseudowords with familiar 
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orthographic rimes are read more accurately than those with unfamiliar rimes. Furthermore, Wood 
(2000; Wood & Farrington-Flint, 2002) demonstrated that first graders with only little reading 
experience can already make orthographic analogies. Hence, in English studies a special role for the 
rime in reading is regularly found. 
Besides studies confirming the suggestion that beginning readers indeed use multi-letter units in the 
early stages of learning to read, other studies (Duncan, Seymour & Hill, 1997, 2000; Hulme, Hatcher, 
Nation, Brown, Adams & Stuart, 2002) indicated that those units are not the first to be used. Duncan 
et al. (1997, 2000) and Hulme et al. (2002) argued that beginning readers initially use small units in 
reading and then proceed to using larger units. This argument states that with the learning of letters 
and GPC rules in the process of learning to read, children become sensitive to phonemes (see also 
Ehri, 1999; Morais, 2003). This leads to the use of this newly acquired sensitivity in reading, after 
which consistency is sought in using larger units, like the rime (Duncan Seymour & Hill, 2000). 
From this, Duncan et al. (1997; 2000) concluded that learning to read starts with small units and then 
proceeds to using larger units, and found this to be true even when rhyming skills were already 
highly developed in first grade readers. This development from using smaller units to larger units in 
the process of learning to read is the opposite of the suggested developmental pattern by Goswami 
(1993; Goswami & Bryant, 1990). Further investigation is needed to find out which option fits actual 
progression in reading skill best.
1.2.2 Reading in analogy theory 
Using analogies in reading does not necessarily have to depend on specific subsyllabic units. Analogies 
can be made implicitly with any subsyllabic unit (Glushko, 1979; Henderson, 1982), because the 
reader gains opportunities to take resembling words into consideration while reading new or less 
familiar words based on reading experience and word characteristics. The influence that resembling 
words can have on the process of making analogies is crucial. M. Coltheart, Davelaar, Jonasson, and 
Besner (1977) provided a definition for resembling words by introducing the term ‘neighbors’. 
Neighbors are those words that differ in one letter from the target word. Such neighboring words can 
either be helpful or harmful in reading, depending on their frequency of occurrence and the number 
of neighboring words present (also referred to as neighborhood size, see for a review Andrews, 1997). 
In providing a criterion for helpfulness of neighbors, M. Coltheart et al. (1977) introduced the terms 
regular and exception, which indicate whether a word follows GPC rules or not. However, the terms 
regular and exception only adequately describe the effects of neighboring words on reading within a 
dual route framework. Glushko (1979) questioned the basic assumption within dual route models of 
independently operating routes, and introduced the terms consistent and inconsistent to indicate 
whether or not words follow generally occurring orthography-phonology combinations. This 
distinction between words assumes that words can only be labeled consistent or inconsistent in their 
context, their neighborhood. Glushko’s definitions offer more possibilities for describing the implicit 
detection of subsyllabic units, thereby providing an alternative view about how distributional aspects 
between phonology and orthography are used. Hence, orthographic-phonological correspondences 
can be detected and used, but do not necessarily result in the explicit establishment of a set of 
pronunciation rules for letter sequences. In the activation framework described and tested by 
Glushko, the pronunciation of both words and pseudowords depends upon implicitly making use of 
pronunciation tendencies of resembling words. This facilitates the correct pronunciation of the target 
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Thus, analogy models largely depend on the role of resembling words in word recognition. Many 
studies have investigated the precise influence of neighborhood size and frequency on reading 
development (see for a review Andrews, 1997). Massaro, Taylor, Venezky, Jastrzembski and Lucas 
(1980) for example found that their rule-based regularity measure correlated highly with their best 
statistical redundancy measure. This made it impossible to distinguish between a dual route 
approach and an analogy model on empirical grounds, because their study did not critically test the 
assumptions underlying both theoretical models. Furthermore, Andrews and Scarrat (1998) studied 
the effects of neighbors on reading performance, and focused on the question whether rules or 
analogies are used in reading pseudowords. Results demonstrated that the number of regular and 
exception rime neighbors predicts reading performance in naming pseudowords. Andrews and 
Scarrat concluded that their data confirmed the use of rule-based generalization procedures in skilled 
reading, because  most pseudowords were given the pronunciation that matched frequently occurring 
correspondences for small units. However, they also indicated that it remains difficult to adequately 
set up and interpret studies testing these theoretical models. This is due to the minimal number of 
specified procedures in rule-based generalization theories and theories about analogy making, as well 
as to the vagueness in defining pronunciation regularity and which words serve to make analogies 
with. This results in great difficulty in deciding whether rules or distributional aspects were 
responsible for the results found. 
Herewith, the main problem of analogy models of reading is identified: These models are not sufficiently 
specified to permit adequate testing of assumptions about how the word is read. Patterson and Morton 
(1985) attributed this lack of specification to at least two issues. The first concerns the way in which 
words are segmented. It remains unclear which word segments are used to make analogies with, and 
how the most adequate segments are found. The second issue concerns the way in which conflicts 
between optional analogies are resolved. It remains unclear, for example, whether larger units are 
dominant over smaller units. Nonetheless, analogy models did put the distinction between lexical 
and non-lexical routes in reading into perspective, by indicating that a single route model provides 
a better description of the reading process (Van den Broeck, 1997). In addition, the connectionist 
parallel distribution processing (PDP) models caught up with the idea of taking distributional aspects 
into account as well as implementing a single route to reading instead of a dual route model. No 
model describing the process of learning to read based on analogy models was found; most likely 
because of underspecified descriptions involved in reading using analogies implicitly. 
1.2.3 Learning to read in connectionist models 
Since the 1980s a new connectionism gained influence in the domain of psychology, which formed the 
sub-symbolic alternative to symbolic models of cognition (Bechtel & Abrahamsen, 2002). Using sub-
symbolic models allows for knowledge to be represented by a distributional network instead of by 
memorized units. This new connectionist modeling is inspired by the functioning of the brain, and 
leads to the development of computational networks that represent learned behavior like reading 
(Seidenberg & McClelland, 1989; Van Orden, Pennington & Stone, 1990). Such computational networks 
consist of at least an input layer, a layer of hidden units and an output layer that are interconnected 
according to a certain pattern. This pattern represents how units are activated and how this activation 
is spread through the network, which depends on the connection weights between units. The 
connection weights distribute much activation to connecting units if the weight is high, and little 
activation if the weight is low. The value of the weights is the result of the learning algorithm applied 
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in the model. Application of the learning algorithm forms the model by changing the connection weights 
between the units in the network. Many different connectionist networks have been developed over 
time, differing in the connection patterns chosen, the activation functions used (linear or non-linear), 
and the learning algorithms applied (Van den Broeck, 1997). In the next paragraphs, two such models 
are further explicated for skilled reading as well as their implications for the process of learning to 
read: the first is based upon parallel distributed processing (Seidenberg & McClelland, 1989), and the 
second starts from a dynamic systems approach (Van Orden & Goldinger, 1994). 
Seidenberg and McClelland (1989) were among the first to develop a parallel distributed processing 
of word recognition and pronunciation. This model of reading consists of interconnected units that 
represent graphemes, phonemes, and word meaning, though the interconnection between graphemes 
and phonemes is most often put to the test in reading research. The model consists of orthographic 
input units that represent the graphemes. The hidden units, located between the input and output 
units, allow for complex patterns between graphemes and phonemes to be represented. The phonemes 
that match the graphemes are found in the phonological output units of the model. The model learns 
by processing a set of one syllable words that are administered according to their frequency of 
occurrence in the language, which results in a network that represents how orthographic and 
phonological information are distributed in the language being read. In order to include top-down 
word to letter connections in the model, allowing the model to delete superfluous patterns, the 
learning algorithm of feedback by back propagation is included between the orthographic unit nodes 
and the hidden unit nodes. From this processing, the model generates orthographic-phonological 
correspondences and learns which letter combinations occur in the words processed and which 
combinations do not (the redundancy principle). When presented with a new word, the model 
calculates the orthographic representation of a word into its phonological counterpart, based on what 
the model has learned about the orthographic-phonological correspondences and orthographic 
redundancy (see also Seidenberg, 1987). Seidenberg and McClelland (1989) have tested the model and 
concluded that the model’s outcomes best resemble a single route model of reading, as no lexical 
access route was needed to provide model outcomes that resemble realistic reading performance. 
Criticism of this model (i.e. Besner, Twilley, McCann & Seergobin, 1990; Coltheart, Curtis, Atkins & 
Haller, 1993) led to the creation of variations on the original Seidenberg and McClelland model, which 
resemble reading behavior to a greater extent (i.e. Plaut, McClelland, Seidenberg & Patterson, 1996; 
Harm & Seidenberg, 1999). 
A model describing the process of learning to read using the connectionist framework by Seidenberg 
and McClelland (1989) as a source of inspiration was proposed by Adams (1990). In the process of 
learning to read phonological, orthographic and meaning processors need to be connected. In 
connecting the processors, children need to be able to recognize individual letters, and then speed up 
their recognition. This is necessary as reading requires processing of letter sequences, not isolated 
letters. Therefore children should attentively look at letter sequences, and pronounce them with great 
care in order to create direct pathways between print and meaning in addition to the already existing 
pathways between spoken words and meaning. This stimulates the beginning reader to become 
aware of the phonemic structure of words. Furthermore, Adams claimed that the visual vocabularies 
of young children depend largely on knowledge of spelling-to-sound relations, because this knowledge 
is needed to lock the sound sequence of a word into the visual sequence of its printed letters. 
According to Adams (1990), abundantly read sequences are connected in such a way, that they are 
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orthographic processor is fed to the phonological processor, in order to ensure reading remains accurate, 
and to provide expansion of memory capacity that supports comprehension. A similar construction is 
found in the Seidenberg and McClelland model, because this model has stronger connections between 
orthography and phonology than between orthography and semantics. This process represents the 
fact that adding meaning to words is more complex and inconsistent than combining phonological 
and orthographic information (Seidenberg, 2002). Thus, every word, irrespective of the frequency 
with which it is read, will be processed by all three levels (orthographic, phonologic and semantic) at 
all levels of reading skill.   
A second theoretical model describing skilled reading based on connectionist modeling is the model 
put forward by Van Orden (Van Orden, Pennington & Stone, 1990; Van Orden & Goldinger, 1994; see 
also Van den Broeck, 1997). This model represents a non-linear, dynamic network, in which the 
learning algorithm of covariate learning is used to adjust the connections between units in the neural 
network. In the process of covariate learning systematic correspondences between phonology and 
orthography are detected and connections between these levels in the network are adjusted 
accordingly. Over time the links between orthography and phonology become strong due to frequent 
processing of systematic correspondences between letters and their sounds. Hence, words are 
processed through the system most efficiently when they are highly frequent, not homographs, and 
contain consistent letter-sound combinations. This consistency is related to GPC-rule strength (c.f. 
Rosson, 1985), neighborhood size and frequency (c.f. Andrews, 1997), and to the form and function of 
the word within its linguistic function. The main difference between Van Orden’s model and the 
model proposed by Seidenberg and McClelland (1989) can be sought in the way the models learn. 
Seidenberg and McClelland’s model delivers feedback through back propagation between the 
orthographic level and the hidden units, but not between the phonological level and the hidden units. 
Over processing cycles, this results in a reduction of errors in letter recognition. As phonological 
output of the model is made dependent upon the learned pronunciation of three-letter combinations 
(Wickelfeatures), this allows for more accurate calculation of phonological output. Van Orden and 
Goldinger’s model delivers dynamic patterns that continuously demonstrate feedback patterns 
between orthographic, phonologic and semantic levels, thereby reducing errors at every level of 
processing. This difference is important, as it describes the primary processes involved in skilled 
reading as being either a single route in which the orthography of a word is linked to its 
corresponding phonology (Seidenberg & McClelland) or dynamic and oriented on mapping the 
covariation between phonology and orthography (Van Orden & Goldinger). 
The model suggested by Van Orden and Goldinger (1994) primarily describes skilled reading, but the 
principle of covariate learning can easily be used to provide a description of the process of learning to 
read within this framework (see also Van den Broeck, 1997; Bosman & Van Orden, 2003). Covariate 
learning describes the way in which the model learns, and is characterized by adjusting connective 
weights within the model as a result of information being processed. This can be translated into 
learning to read, as orthographic information is added to the connected phonological and semantic 
patterns that are already present before learning to read commences. With progressing reading skill, 
the connections between orthographic and phonological patterns become stronger than those with 
semantic patterns due to the larger consistency between the first two patterns. In a dynamic 
connectionist model describing the process of learning to read three phases can be perceived. In a first 
phase, orthographic and phonological information are associated on the word level, allowing for 
word recognition of a limited set of words. In a second phase, associations between orthography and 
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phonology can be recognized below the word level, as with increasing reading experience the 
necessity arises to find regularities between smaller patterns between orthography and phonology. 
These regularities settle in a covariance matrix, in which frequently occurring connections between 
orthography and phonology gain higher connection weights than less frequently occurring 
connections. In a third phase, frequently read words reach optimal connection weights of the 
associations between orthography, phonology and semantics. Hence, those words can be processed at 
a very fast rate that can be referred to as a stimulus-specific encoding (Van den Broeck, 1997). Though 
these phases can be described separately, the succession of the phases of word reading should be 
considered fluent, as the connectionist network develops constantly due to unending, implicit, 
covariate learning. Progression between the phases and in the process of learning to read is made by 
reading resembling words, as tested by Van den Broeck (1997). His experiments demonstrated that 
more is learned from a series of words showing resemblance in unpredictable positions within the 
word, than from lists of words that show resemblance in a predictable position (see Reitsma, 1988). 
A model describing the process of learning to read that may be placed in the category of connectionist 
modeling is the phase model described by Ehri (1995; 1999; 2002). Though Ehri did not link her model 
to connectionist models of skilled reading herself, the connectionist concept of discovering consistent 
patterns between orthography and phonology through reading is clearly represented in her model. 
The model consists of four phases, differing in the level at which grapheme-phoneme connections can 
be made by the beginning reader. Progression through the phases of the model is fluent, as the phases 
are based on the same developing process of discovering patterns between orthography and 
phonology. In the first or pre-alphabetic phase, children memorize salient visual cues to remember 
which word is presented. In this essentially non-reading phase, children merely make connections 
between visual cues and meaning, not between letters and sounds. Moreover, children in this phase 
lack letter knowledge and phonemic awareness, both of which are needed to segment and blend 
phonemes represented by graphemes. The second phase is the partial alphabetic phase, in which 
children learn some letter-sound combinations and start to develop phonemic awareness. Children 
read words by sight and prediction, as they can apply remembered correspondences between 
orthography and phonology and from that information guess which word is presented. The third 
phase is the full alphabetic phase, in which children remember connections between letters seen in 
the written representation and the phonemes detected in their pronunciations. Children reading in 
this phase begin to understand how orthography and phonology are connected, and learn to use this 
knowledge in reading new words. The fourth phase is the consolidated alphabetic phase, which 
commences in the full alphabetic phase when children begin to discover multi-letter patterns that 
recur across words. In this phase, children start to use multi-letter units as well as whole word patterns 
in reading, reducing the memory load considerably. In short, this model describes how the beginning 
readers start with recognizing salient features of words, and continue to discover mappings between 
orthography and phonology at the level of single letters to the level of multi-letter combinations.
1.2.4 Concluding remarks 
In the dictionary definition three aspects of reading are explicitly acknowledged: orthography that 
refers to the writing system, phonology referring to the abstract sound categories in a language and 
semantics referring to word meaning. These three aspects were found in the three theories describing 
skilled reading, as well as in the models presented that describe the process of learning to read. 
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In classical dual route approaches the strongest links are found between orthography and semantics, 
whereas in dual route cascaded models, analogy models and connectionist models all three components 
are closely connected in skilled reading (see also Frost, 1998). Models that describe the process of 
learning to read thus focus on how the links between the three components arise and how the links 
develop into fluent reading. Once the skill of reading is mastered, it is difficult for the skilled reader 
not to read a text they are confronted with. The processes needed to adequately read a text are fast 
and very accurate, which is also referred to as automatized reading. Automatization implies that an 
algorithm representing a fixed sequence of actions is replaced by fast retrieval of units in memory 
(Logan, 1988; 1997; see also Van den Broeck, 1997). The application of this concept to the process of 
learning to read would involve learning the algorithm that represents the mappings between 
orthography and phonology, after which application of this algorithm can be overlearned and replaced 
by fast retrieval of learned orthography-phonology mappings. 
The principle behind automatization as defined by Logan (1988; 1997; 2002) can be applied in all three 
theoretical frameworks describing reading. In a dual route framework, progressing reading skill 
depends less and less on the application of the GPC-rule algorithm as taught in early reading 
instruction (Mommers, 1990), and more and more on retrieving words from memory. In analogy and 
connectionist models, first the characteristics of the correspondence between orthography and 
phonology are learned, causing the formation of memory traces, after which processing can take 
place using overlearned, memorized units. Following Logan’s (1997; 2002) ‘instance theory of attention 
and memory’, the process of overlearning correspondences between orthography and phonology 
depends on the frequency with which those patterns are attentionally rehearsed in a consistent 
environment. Exactly which units are memorized is not defined in models derived from analogy and 
connectionist frameworks, because they are used implicitly, and they can be any kind of subsyllabic 
units as well as whole words. From this it can be concluded that once phonological and orthographic 
components are connected in developing reading skill, they cannot be separated (see also Ventura, 
Kolinsky, Brito-Mendes & Morais, 2001). Hence, orthographic processing and phonological processing 
are intertwined in skilled reading; in other words they are represented in the overlearned, memorized 
units. Thus, in learning to read, the orthographic and phonological characteristics of the language need 
to become connected (Gough & Hillinger, 1985).
The question how the orthographic and phonological characteristics are to become connected can be 
answered in different ways depending on the theoretical framework chosen. If a dual route approach 
is chosen, then GPC rules need to be taught and learned that can be explicitly applied (see also 
Mommers, 1990). These rules only represent individual graphemes and phonemes. If analogical or 
connectionist approaches are chosen, then orthographic and phonological characteristics are connected 
due to the discovery of statistical continuity in the correspondence between the characteristics. This 
correspondence is made implicitly and can be located at the level of individual graphemes and 
phonemes, as well as in subsyllabic units and in whole words (Van den Broeck, 1997). Hence, subsyllabic 
processing in beginning reading can only take place within models describing the process of learning 
to read that are based on analogical and connectionist frameworks. However, exceptions were found, 
for example in Goswami’s (1993) interactive activation model, which provides the opportunity to add 
the larger subsyllabic unit of the rime into the direct route of a dual route framework. In addition, 
models produced by Frith (1984; 1985) and Seymour and MacGregor (1984) allow for multi-letter unit 
recognition to take place in beginning reading, but do not specify how this happens. In conclusion, 
after examining some of the theoretical models that describe the process of learning to read it remains 
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unclear whether the role of subsyllabic processing in beginning reading should be located in explicit 
multi-letter rules, in implicit detection of patterns between orthography and phonology or whether it 
is, in fact, absent.    
1.3 Role of language in describing the process of reading 
In the previous section it was explicated which theoretical models are available to describe the process 
of learning to read, and whether and how subsyllabic processing may take place within such models. 
However, the models described may not be applicable to the same extent in every language. Within 
the framework of this thesis, the languages used for comparison are English and Dutch, because 
English is the language in which most theoretical models are described and tested, and Dutch is the 
native language of the participating children in the studies described in the next chapters. In comparing 
the two languages on possible use of subsyllabic processing, the level of consistency of the mappings 
between orthography and phonology is important. In English these mappings are ambiguous, as 
orthography and phonology are not straightforwardly connected (compare for example ‘ear’ in ‘bear’ 
and ‘dear’). In Dutch the orthography-phonology correspondences are largely transparent, hence Dutch 
is referred to as a language with a shallow orthography. English on the other hand is referred to as a 
language with a deep orthography (Frost, 1994). 
In the previously presented models describing the process of learning to read, the first step is learning 
about the correspondences between orthography and phonology. For the beginning Dutch readers it 
can be assumed that they make do with learning connections between small units. The consistency 
between single graphemes and phonemes is relatively large in Dutch, and the smaller number of 
possible small unit connections compared to the larger number of possible large unit connections 
(Mommers, 1990), may make the task of learning to read quite straightforward. A first grader learning 
to read in English is confronted with the task of learning more opaque connections between 
orthography and phonology. This is likely to result in the use of larger units in addition to small units 
to prevent the loss of reading accuracy due to overdependence on inconsistent grapheme-phoneme 
correspondences (Andrews, 1997). This assumption was supported by the finding by Treiman, 
Mullennix, Bijeljac-Babic and Richmond-Welty (1995) that rimes are the most consistent units in 
English CVC words, with subsequent experiments confirming that skilled readers, as well as 
beginning readers depend more on the consistent connections within the rime than on the inconsistent 
connections between smaller units (see also Andrews, 1997). Hence, if processing larger subsyllabic 
units depends on the need to find consistent patterns between orthography and phonology, then no 
effects for larger units need to be anticipated in studies in Dutch, as Dutch readers can get along by 
using smaller units. A similar reasoning is followed in the ‘grain size hypothesis’ described by Ziegler, 
Perry, Jacobs, and Braun (2001), and has been tested and confirmed in an experiment in which similar 
items were to be read by readers of English and German.  
The assumptions posed have implications for comparing the empirical findings in Dutch and English 
settings, which may or may not demonstrate subsyllabic processing taking place in beginning reading. 
In English studies facilitative effects for the rime are often found (see for example Goswami, 1993; 
Bowey & Hansen, 1994; Treiman et al., 1995), which is not the case for many Dutch studies (see for 
example Van Daal, Reitsma & Van der Leij, 1994; Theloosen & Van Bon, 1993). Hence, English studies 
would confirm subsyllabic processing taking place in beginning reading, but Dutch studies would 
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Such studies have been undertaken by using the same reading tasks for children reading in a language 
with a deep orthography and in a language with a shallow orthography. Wimmer and Goswami (1994), 
for example, compared children who were learning to read in English, a language with a deep 
orthography, and in German, an orthographically shallow language. They asked the children to read 
aloud two lists of numbers, two lists of numeral words, and two lists of pseudowords. All items 
resembled each other as much as possible (i.e. ‘2’ [number], ‘two’ [word], ‘thro’ [pseudoword]), and 
hence were highly comparable. The only difference found between the German and English readers 
was that English readers had much more difficulty reading the pseudoword lists than the German 
readers. Wimmer and Goswami used a classical dual route framework to conclude that due to the 
differences in orthographic consistency between the languages, German readers relied more upon 
applying GPC rules, whereas English readers relied more on direct word recognition. Apparently, 
English readers do not rely on GPC rules when application of those rules does not necessarily result 
in an accurate response when reading words. However, when pseudowords need to be read, these 
children cannot rely upon direct word recognition either, because pseudowords are not represented in 
their lexicon. German readers on the other hand, can easily rely upon GPC-rule application because 
the rules frequently result in an accurate response. Starting from a connectionist framework, an 
alternative interpretation of the findings can be given, because connections between orthography, 
phonology and semantics are different in English and German. German children reading pseudowords 
can rely upon straightforward connections between orthography and phonology, resulting into 
relatively fluent responses. English readers, on the other hand, need more practice to achieve a 
similarly adequate connective structure between orthography and phonology, because a larger amount 
of noise in the network needs to be overcome due to the inconsistent orthography-phonology 
mappings. This problem can be bypassed in reading words, as the word-specific information is likely 
to contribute to fast word recognition of overlearned words like numbers (Van den Broeck, 1997). 
Though different theoretical frameworks can be applied to the results found, this example illustrates 
the importance of considering language characteristics with regard to orthography-phonology 
mappings when empirical studies with regard to subsyllabic processing are compared.     
1.4 Outline of the thesis
In the next chapters a series of studies is presented in an attempt to find answers to the previously 
formulated questions. These questions refer to whether or not subsyllabic processing influences 
Dutch beginning readers, and whether this processing depends on the onset-rime structure. In 
addition, interest was taken in possible differences between reading levels, as such differences may 
demonstrate developmental patterns in the process of learning to read. The item sets used in the 
experiments carried out consisted of words and pseudowords (Chapter 2), only pseudowords 
(Chapter 3), or only words (Chapter 4) in order to find out whether subsyllabic processing is influenced 
by item familiarity, which could be the case when reading words.
In Chapter two, an experiment was carried out to investigate whether subsyllabic processing was 
facilitated by dividing an item into two parts. For this purpose words and pseudowords were 
presented either intact or with a double interspace between onset and rime or body and coda to first 
and second grade readers. The results demonstrated that items presented intact were read better than 
those presented with a double interspace. This may have been due to the possibility of applying the 
most adequate processing style for each item, this being application of GPC rules in reading some 
items, and a form of subsyllabic processing in reading other items.
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In Chapter three, three experiments are presented, investigating whether bigrapheme frequency 
determined subsyllabic processing. Hence, in all three experiments bigrapheme frequency was 
manipulated. In the third experiment an additional variable was added to explore whether consonantal 
sonority also influenced first grade reading performance. Hence, in this experiment both bigrapheme 
frequency and phonemic characteristics were manipulated. The results suggested that first graders 
who read at different levels demonstrated different patterns in reading performance. Bigrapheme 
frequency proved to be especially beneficial for better first grade readers, an effect that could not be 
easily attributed to either one of the large units of the rime or the body. Moreover, phonemic 
characteristics proved to have an additional influence on the reading performance of first graders. 
In Chapter four, a study was carried out aiming to describe what children do with orthography-
phonology connections in relation to the frequency of occurrence of specific subsyllabic units and 
phonemic characteristics when they read words. The results once again demonstrated differences in 
processing styles between the distinguished levels of reading skill, indicating that the role of rime 
frequency becomes greater with progressing reading skill. The same could be said about the role of 
consonantal sonority and vowel complexity.
Finally in the concluding Chapter five, the links between the studies described were presented, leading 
to an indication about which theoretical framework is most adequately suited to describing the 
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2.1 Introduction
Many studies that examine the process of learning to read, take the developing awareness of the 
structure of a written language into consideration (see for example Adams, 1990; Bradley & Bryant, 
1985; Geudens, Sandra & Van den Broeck, 2004; Goswami & Bryant, 1990; Treiman, 1989; Van den Broeck, 
1997). In such studies, learning to understand how orthography and phonology are mapped is 
considered crucial to becoming a skilled reader. Furthermore, the developing ability to adequately apply 
rules concerning orthography-phonology mappings is often associated with the two complementary 
abilities of segmenting words into smaller units and blending those units together again. A reading 
method regularly used in the Netherlands, Veilig leren lezen (‘Learning to read safely’, henceforth VLL, 
Mommers, Verhoeven & Van der Linden, 1990), begins with teaching and training beginning readers 
in the abilities of segmenting and blending. More specifically, the method prescribes training the 
children to first segment the word into single letters and, after application of the grapheme-phoneme 
correspondence rules, then to glue them together to form the word (Mommers, 1990; Verhoeven & 
Mommers, 1992). This example also shows that the units in which words are segmented in the early 
stages of reading are often identified as separate letters. However, starting from a linguistic perspective, 
Treiman (1989) described the subdivision of one-syllable-words into three layers: the level of body 
(i.e. /bra/) and rime (i.e. /and/), the level of onset (i.e. /br/), peak (i.e. /a/) and coda (i.e. /nd/), and 
the level of separate phonemes (i.e. /b/, /r/, /a/, /n/, /d/; see also Duncan, Seymour & Hill, 1997). 
This subdivision provided theoretical support for considering more levels within the word when 
describing the process of reading, than merely single grapheme-phoneme correspondences and whole 
words as advocated by dual route models of reading (see for example M. Coltheart, 1978). In addition, 
Treiman (Treiman, Mullennix, Bijeljac-Babic & Richmond-Welty, 1995) found empirical support to 
demonstrate that the rime is the most consistently pronounced unit in English, which is reflected in 
both beginning and skilled reading. Hence, dividing a one syllable word into onset and rime seems 
functional in reading as well (see for example Goswami & Bryant, 1990; Treiman, 1989). Thus, 
distinguishing between separate phonemes is not necessarily the only way to segment a one-syllable-word, 
and does not necessarily result in adequate reading of that word. As argued by Treiman (1989; 1992), 
and Goswami (1993; Goswami & Bryant, 1990), understanding the role of onsets and rimes in reading 
may be essential in understanding the process of learning to read. 
The skill of segmentation has been studied in pre-readers and beginning readers (see for example 
Geudens, Sandra & Van den Broeck, 2004), within the framework of studying the development of 
phonological awareness. Such studies generally show that developing phonological awareness and 
developing reading skill show a complex interaction, the finer points of which are to date unknown. For 
example there is still debate on which way of segmenting a word results in the best reading performance 
at different levels of reading skill, (see for example the discussion between Hulme, Hatcher, Nation, 
Brown, Adams & Stuart, 2002, and Bowey, 2002; Bryant, 2002; Goswami, 2002 in Journal of Experimental 
Child Psychology, volume 82). Variation in research findings due to the use of differing research 
methodologies and tasks, has resulted in diverse interpretations of the findings. Some researchers 
interpreted their findings as evidence for a causal relationship between phonological awareness and 
learning to read (see for a review Wagner & Torgeson, 1987), while others interpreted their findings as 
evidence for a reciprocal or interactive relationship (see for example Treiman & Cassar, 1997; Van den 
Broeck, 1997; Geudens, et al., 2004). Morais (2003) attempted to shed light on the differences in research 
outcomes, as he pointed out what underlying processes are likely to be triggered when using specific 
tasks. He argued that the combination of the conscious recognition of abstract phonemes and actively 
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learning about the mapping between orthography and phonology are likely to be very relevant in the 
process of learning to read. 
Further evidence for a reciprocal relationship between phonological awareness and learning to read 
can be found in empirical studies that measured phonological awareness and reading skill at the same 
time (see for example Foorman, Jenkins & Francis, 1993; Wesseling & Reitsma, 2000), or examined 
phonological awareness in kindergarten and first grade, and reading skill in first grade (see for example 
Geudens, Sandra & Van den Broeck, 2004). The study reported by Geudens, et al. (2004) additionally 
demonstrated that their measure of phonological awareness (CV and VC segmentation) is a necessary, 
but not sufficient skill in the process of learning to read. They concluded that children who spontaneously 
understand orthographic-phonological correspondences have one of the necessary skills to learn to 
read successfully. However, this skill alone is not sufficient to guarantee successful reading.
Even though the oral segmentation task obviously demonstrates a close relationship with learning to 
read (see for example Foorman, Jenkins & Francis, 1993), it still remains unclear which subsyllabic units 
are initially involved in this process. Some researchers have found evidence indicating that 
segmentation into separate phonemes is crucial in the early stages of learning to read, for example 
Geudens et al. (2004), and Nation and Hulme (1997). Other researchers, however, have found evidence 
for a special role for onsets and rimes in the initial stages of the reading process (Foorman et al., 1993). 
All things considered, if indeed a beginning reader segments a word at all in the process of reading it, 
as is taught in the Dutch reading method VLL, then assisting children to do this can improve their 
reading performance. 
Such a segmentation task can be operationalized in various ways, for example by using a same-different 
judgment task, as carried out by Santa (1976-77). She asked second and fifth graders as well as adults 
to indicate whether a presented picture was the same as a simultaneously presented CCVCC word that 
was either presented intact or with a visual space between letters. The place of the visual space varied 
across the word (i.e. ‘b last’, ‘bl ast’, ‘bla st, ‘blas t’). She found that only second graders responded 
differently to the conditions. More specifically, second graders responded quickest to items that were 
presented intact and those with a visual division between onset and rime. Another task was used in a 
study carried out by Treiman and Chafetz (1987). They confronted students in their third experiment 
with a lexical decision task in which CCVCC items were segmented by double slashes into onset and 
rime or into body and coda. The students were asked to decide whether or not the two segments could 
form a word or not. Treiman and Chafetz (1987) found that segmentation into onset and rime led to 
the best performance on the task. Yet another task was used in a study carried out by Wise, Olson and 
Treiman (1990). In this task, first grade readers were presented with a training task in which CVCC and 
CCVC words were segmented both orally and visually (by highlighting the units) into onset and rime 
or body and coda. Only a short-term effect of training was found, being the largest in the onset/rime 
presentation format, as children read most of the words accurately in that condition. Hence, studies 
carried out with English speakers using a diversity of word segmentation techniques in reading tasks, 
have consistently shown a facilitative effect on reading performance for segmentation into onset and rime. 
However, studies using segmented words and pseudowords in Dutch have revealed a different picture, 
as generally no effects are found for reading items segmented into onset and rime (see for example 
Geudens & Sandra, 2003). This may be due to the greater consistency of the Dutch language (see 
Martensen, Maris & Dijkstra, 2000). Greater consistency of a language diminishes the need for larger 
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units to improve the predictability of the pronunciation of subsyllabic units, which is considered to be 
important in reading words (see also Treiman, Mullennix, Bijeljac-Babic & Richmond-Welty, 1995). In 
addition, the tasks used in Dutch studies are mainly naming tasks instead of other tasks like lexical 
decision or same-different-judgments. Also, the focus is usually on time scores in addition to accuracy 
scores, whereas English studies tend to focus on accuracy scores. This difference in focus leads to 
differing task demands, as Dutch studies require the participants to read the items as accurately and 
as fast as possible, whereas English studies require the participants to simply read the items. This 
difference in instruction can lead to differing outcomes, as demonstrated in a study by Gerhand and 
Barry (1999). They found that frequency effects became more established when participants were 
instructed to read as fast as possible. Hence, caution is required in comparing outcomes of studies 
taking only accuracy scores into consideration and studies taking both accuracy and time scores into 
account. In addition, differences in language characteristics should be taken into account when 
comparing outcomes of studies carried out in different languages. 
An example of a study in Dutch, using a variety of segmentation techniques in a reading task, was carried 
out by Van den Bosch (1991). He studied reading performance of first and second grade readers when 
they read aloud pseudowords visually segmented in different ways. He demonstrated that using an 
asterisk to segment a (pseudo-)word disturbs the natural reading of the word. An additional symbol 
next to the letters that need decoding may initiate decoding of the symbols as well, thus confusing the 
child and causing unnecessary time loss. This is likely to happen to first grade readers, and poor readers, 
as they largely depend on applying GPC rules while reading (Santa, 1976-77; Guttentag & Haith, 1980). 
An alternative means of segmenting items was then introduced by Van den Bosch (1991), by changing 
color or font size of the subsyllabic units within the pseudowords. All the same, no facilitative effects 
for onsets and rimes were found. However, in the study carried out by Geudens and Sandra (1999) 
when the segmentation task was carried out using a double interspace to divide a pseudoword into 
subsyllabic units, a facilitative effect was found, though only for poor readers. They presented 
pseudowords to first graders, which were either not segmented, or segmented into onset and rime or 
body and coda by a double interspace. They found that good readers were inhibited by this rather 
natural segmentation of pseudowords into onset and rime. Hence, for the Dutch children, no consistent 
results were found showing a facilitative effect for natural segmentation of pseudowords into onset 
and rime. The study presented in this chapter was carried out to further investigate whether natural 
segmentation by interspacing facilitates reading performance at specific reading levels. 
2.1.1 Research questions and hypotheses
In this study, the question whether segmentation of Dutch words and pseudowords into onsets and 
rimes shows a facilitative effect on reading scores or not was taken up. The procedure of segmenting 
the items using a double interspace was chosen, as it clearly segments subsyllabic units within a word 
though without adding symbols that may elicit decoding. Especially in beginning readers, these 
symbols may cause disturbances in the reading process. 
As pointed out by Geudens and Sandra (1999), only poor reading first graders showed a facilitative effect 
of segmentation into onset and rime on reading performance, whereas good reading first graders showed 
an inhibitory effect. Hence, there seems to be a change in reading development as above average readers 
need an intact presentation of the item to process it efficiently. The negative influence of visual segmentation 
on their reading performance is probably due to the disturbance it causes to the process of reading the item. 
2.1
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This study aimed to replicate the findings by Geudens and Sandra. Also, it included second graders to 
investigate whether an extra year of reading experience and instruction would suffice for second 
graders reading at a below average level, to catch up on their better reading peers. 
The previous discussion leads to two hypotheses. These hypotheses focus on whether or not reading 
development starts with segmentation into smaller or larger subsyllabic units. In addition, the 
hypotheses present two options to segment items into larger units to facilitate reading: division into 
onset and rime, and into body and coda. 
The first set of hypotheses draws on the idea that rimes fulfill a special role in beginning reading (see 
for example Treiman, 1989; 1992; Goswami & Bryant, 1990). If beginning readers use rimes as functional 
units in the early phases of learning to read, as advocated by Goswami and Bryant (1990), then below 
average first grade readers are expected to read items with a clear division between onset and rime 
fastest and with least errors. At later stages in the reading process, readers become more and more 
flexible in using other subsyllabic units as well, like codas consisting of one or two consonants, and 
separate phonemes. This leads to the expectation that the better first grade readers and the entire group 
of second grade readers will show the best reading performance on items presented without any 
division. This intact presentation format leaves room for application of the most effective segmentation, 
resulting in the best reading performance of the item presented. On the other hand, the view put 
forward by Duncan, Seymour and Hill (1997; 2000) would suggest the opposite. Duncan, et al. (1997; 
2000) supported the idea that beginning readers use small units in the early stages of reading, whereas 
later on in the process, larger units like the rime and the body are used more frequently. This leads to 
the expectation that first grade readers will show no difference between the segmentation formats, as 
they are expected to predominantly apply GPC rules (see also Santa, 1976-77; Guttentag & Haith, 
1980). Second grade readers, however, would show a facilitative effect for both segmentation into 
onset and rime, and into body and coda, as they are more likely to be able to use multi-letter units as 
functional units in their reading. However, there seems to be more empirical support for a division 
separating the rime rather than a division separating the body (Duncan, Seymour & Hill, 2000).  
A hypothesis that would counter the rime hypothesis can be identified as the body hypothesis. This 
hypothesis states that the body has a special function in the reading process. Hence, if children use bodies 
as functional units, then they are expected to read items with a clear division between body and coda 
best. This hypothesis may find some support in Vennemann’s (1988) argument for the so-called body-
bond. He argued that in a strong body-bond, the onset and the vowel show a strong cohesion. 
2.2 Method
2.2.1 Participants  
In this study 57 first graders (21 boys, 36 girls) and 49 second graders (27 boys, 22 girls) participated. 
The first graders had nine months of reading instruction at the time of testing, and the second graders 
had received 19 months of reading instruction. All children in first and second grade drawn from three 
schools located in the Dutch province of Friesland were tested. All children had normal or corrected 
to normal vision, and normal hearing. The first graders varied in age between 80 and 102 months (M 
= 87; SD = 4), and 65% of them predominantly spoke Frisian at home, 25% predominantly Dutch, and 
10 % spoke both languages at home. Analysis of variance revealed that home language (F (2, 51) = 
.245, p = .783) nor sex (F (1, 51) = 1.385, p = .245) of the children had a statistically significant influence 
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on their reading performance. The second graders varied in age between 92 and 108 months (M = 
85.8; SD = 4.9), and 55% of them predominantly spoke Frisian at home, 27% predominantly Dutch, 
and 18 % spoke both languages at home. Analysis of variance showed that gender (F (1, 43) = 2.545, 
p = .118) of the children did not have a statistically significant effect on their reading performance. 
However, home language did show a statistically significant effect (F (2, 43) = 3.807, p = .030), 
indicating that children speaking both Frisian and Dutch (M = .536; SD = .066) at home showed 
poorer reading performance compared to the children speaking predominantly Frisian (M = .716; SD 
= .036) or Dutch at home (M = .759; SD = .052). This may be attributable to a non-consistent use of 
either one or both of the two languages in the home, which can cause interference of both languages 
onto each other (Boelens, 1975). However, this finding was not taken into consideration in further 
analyses as primary interest was in reading performance of different grade reading levels. 
2.2.2 List construction 
The items chosen (see Appendix 1) were presented either intact or divided in two parts using a 
double interspace. In exploring the effect of the interspace on reading performance, items of differing 
consonant/vowel structure were chosen: CVC, CCVC, and CVCC. This was done to ensure inclusion 
of parts consisting of two GPCs representing either body and coda (i.e. ‘vo  lk’) or onset and rime (i.e. 
‘fl es’). The words selected were frequently occurring according to the word frequency counts carried 
out by Staphorsius, Krom, and De Geus (1988) in a corpus of reading material for children up to age 
12. For each of the selected structures 10 words were chosen, in which set a wide range of letters was 
represented. In addition, 10 pseudowords were created for each of the selected structures. These 
pseudowords were formed by changing 1 or 2 of the letters of the chosen words, leaving the consonant 
cluster intact. Every pseudoword consisted of frequently occurring letter combinations according to 
the trigram (a three-letter combination) counts carried out by Rolf and Van Rijnsoever (1984) to 
ensure that all pseudowords consisted of letter combinations permissible in Dutch. Thus, 60 items in 
total were generated, each of which was presented in three formats: with double interspacing 
between onset and rime, with double interspacing between body and coda, and without double 
interspacing. The last format will be referred to as the intact presentation format. 
2.2.3 Testing procedure 
The computer task was presented individually to every child. The computer task contained all words 
and pseudowords in all three presentation formats. In order to avoid immediate succession of the 
same item in a different presentation format, the items were divided into three blocks. Every block 
consisted of all 60 items presented in one of the three presentation formats. Within the blocks, the 
items were randomly presented. A short break was allowed after each block to keep the children 
concentrated throughout the task. The three blocks were systematically alternated by having every 
consecutive child start with another block.     
The items were presented to the children on a laptop computer in courier new font (18 pt.). This font 
was chosen because it is frequently used in first grade reading material. Each trial started with a star 
in the center of the screen shown for 1 second, then the item was presented. Time-out occurred at 10 
seconds. The children were asked to read the words and pseudowords appearing after a little star 
located at the center of the screen as accurate and fast as possible. The tester registered the time taken 
to read aloud the whole item by clicking the mouse attached to the laptop, and whether the item was 
read correctly by using the keyboard of the laptop. Prior to the experiment, 5 practice items were 


















In this research project it was assumed that the way in which an item was presented would influence 
reading performance both in speed and accuracy. The choice to work with a combined measure instead 
of working with separate measures for speed and accuracy was inspired by the fact that skilled reading 
involves fast and accurate word recognition. Therefore, the concept of reading performance in this 
research project comprises both reading speed and accuracy. In addition, the children were instructed 
to read the items as fast and as accurately as possible, which is in accordance with common classroom 
practice. This is likely to have encouraged the children to focus on both speed and accuracy when 
reading the test items (cf. Andrews & Heathcote, 2001). In this experiment, and in the subsequent 
experiments, the combined measure Reading performance was calculated by dividing the sum of 
accurately read items within a set by the summed seconds of the items read within that specific set of 
items. One set of items consisted of, for example, all CVC pseudowords, presented with a division 
between onset and rime. Hence, the scores can be described as number of items read correctly per 
second; therefore, the higher the score the better the reading performance. 
2.3 Results
Less than 0.2 % of the responses given by the children had to be marked as invalid due to unexpected 
entry of people into the test room, and the distractedness of a few children, as revealed by the associative 
remarks given with some of the items presented. These were excluded from the analyses carried out.
Furthermore, in the analyses the reading level of the children was taken into account. The schools did 
not use the same test to establish reading levels of the children, nor were the children tested at the same 
time. Consequently, the test results that the schools provided could not be used to compare the reading 
levels of the children. Therefore, the reading level of the children was determined based on the reading 
task in this study. This task-specific measure of reading level was established for first and second grades 
separately, because second graders have had one more year of reading instruction, as well as more reading 
experience. The calculation of reading levels was done by taking a median split of the scores on the 
variable Reading performance to determine whether a child was categorized as a below or above 
average reader of the total item set. The subsequent analyses were carried out separately for first and 
second grade readers. 
Repeated measures analyses of variance were carried out on the calculated variable Reading performance 
in order to determine whether words lead to a better reading performance than pseudowords, and to 
determine which presentation format leads to the best reading performance. In addition, it was examined 
in which consonant-vowel structure these issues are relevant, and whether differences occur between 
reading levels. This resulted in a 2 x 3 x 3 x 2 analysis, taking Word type, Presentation format, and Word 
structure as within-subjects independent variables, and Reading level as a between-subjects 
independent variable. Firstly, the repeated measures analyses of variance for first grade readers are 
presented, followed by the analyses for second grade readers. 
The results for first grade readers on Reading performance showed statistically significant main effects for 
Word type (F (1, 205.100) = 326.217, p < .001), Presentation format (F (1.775, 205.100) = 19.672, p = .000), 
and Word structure (F (1.885, 205.100) = 159.097, p < .001). Words (M = .551, SD = .016) were read better 
than pseudowords (M = .412, SD = .015). Contrast tests revealed that items presented intact were read 
better than items divided into onset and rime (F (1, 54) = 32.615, p < .001) or body and coda (F (1, 54) = 
19.340, p < .001). Contrast tests also showed that CVC items were read better than CCVC items (F (1, 54) 
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= 148.000, p < .001), which in turn were read better than CVCC items (F (1, 54) = 21.135, p < .001). 
Statistically significant interaction effects were found for Word type x Reading level (F (1, 205.100) = 17.295, 
p < .001), Presentation format x Reading level (F (1.775, 205.100) = 16.371, p < .001), Word type x Presentation 
format (F (2, 205.100) = 5.840, p = .004), Word type x Word structure (F (2, 205.100) = 3.423, p = .036), Word 
type x Presentation format x Reading level (F (2, 205.100) = 4.401, p = .015), and Word type x Word structure 
x Reading level (F (2, 205.100) = 10.053, p < .001). The last two interaction effects included the previous 
interaction patterns, therefore only those two were described. The Word type x Presentation format x 
Reading level interaction effect demonstrated the following pattern (see Figure 1.). Below average 
readers showed no statistically significant differences on paired samples t-tests between presentation 
formats (all p-values were above .05). These readers did show a statistically significant difference 
between reading words and pseudowords (t (26) = 8.461, p < .001). Above average readers read words 
presented intact better than words presented with a double interspace between body and coda (t (28) 
= 5.386, p < .001), which in turn were read better than items divided into onset and rime (t (28) = 
2.067, p = .048). Pseudowords were read best if presented intact compared to those presented with a 
division between onset and rime (t (28) = 3.126, p = .004) or body and coda (t (28) = 2.881, p = .008). 
  
     
Figure 1. Interaction between Word type and Presentation format on Reading performance of first graders per reading level
The Word type x Word structure x Reading level interaction effect showed the following pattern (see 
Table 1.). Both below and above average readers read CVC words better than CCVC words, which in 
turn were read better than CVCC words. A similar pattern was found for pseudowords, though the 
differences between word structures were larger for words than for pseudowords for below average 























































































Table 1. Means, standard deviations and results of paired samples t-tests for word types and word structures per 
reading level
Next, the repeated measures analyses of variance for second grade readers on Reading performance 
are presented. Statistically significant main effects were found for Word type (F (1, 188) = 324.059, p < 
.001), Word structure (F (2, 188) = 119.915, p < .001), and Presentation format (F (1.869, 188) = 36.240, 
p < .001). The main effect for Word type indicated that words (M = .784, SD = .019) were read better 
than pseudowords (M = .622, SD = .020). The contrast tests carried out for the main effect for Word 
structure showed that CVC items were read better than CCVC items (F (1, 47) = 140.011, p < .001), 
and CVCC items (F (1, 47) = 233.990, p < .001). The contrast tests for the main effect for Presentation 
format indicated that items presented intact were read faster than those divided into onset and rime 
(F (1, 47) = 34.138, p < .001), or body and coda (F (1, 47) = 61.455, p < .001). The only statistically 
significant interaction effect was found for Word type x Word structure (F (2, 188) = 7.909, p = .001; see 
Figure 2). CVC words were read better than CCVC words (t (48) = 7.232, p < .001), which in turn were 
read better than CVCC words (t (48) = 3.812, p < .001). CVC pseudowords were read better than both 
CVCC (t (48) = 12.969, p < .001) and CCVC pseudowords (t (48) = 10.652, p < .001). The remaining 
interaction effects were statistically non-significant (all p-values were above .10).
       Below average readers         Above average readers
Pair M SD t df p M SD t df p
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Figure 2. Interaction between Word type and Word structure on Reading performance for second grade readers
In summary, because reading level was determined using the dataset itself, it is no surprise that the 
below average readers read the items worse than the above average readers (first grade readers: F (1, 
54) = 172.164, p < .001); second grade readers: F (1, 47) = 60.411, p < .001), as that was the selection 
criterion. Furthermore, in both grades and at all reading levels words were read better than pseudowords, 
as expected. With regard to the way items were presented, the results demonstrated that below average 
first graders did not show differences between presentation formats, whereas the above average first 
graders and the second grade readers demonstrated that items presented intact were read faster than 
items presented with a double interspace. Moreover, above average first grade readers read words 
presented with a division between body and coda better than words presented with a division 
between onset and rime. Second grade readers demonstrated no differences between items with a 
division between onset and rime and items with a division between body and coda. With regard to 
word structure it was shown that for first graders that CVC items were read better than CCVC items, 
which in turn were read better than CVCC items. Apparently, for first grade readers a consonantal 
cluster in the coda is harder to read than a consonantal cluster in the onset. For second graders this 
proved only true for words as this difference was absent for pseudowords read by second graders.   
2.4 Discussion
In relating the results to the previously formulated hypotheses, none of the hypotheses seem to be 
applicable in full. The previously formulated body hypothesis has to be rejected, as no evidence for a 
special role for the body was found in the data. Interestingly, above average first grade readers 
demonstrated  better reading performance on words divided into body and coda compared to words 
divided into onset and rime. All the same, these readers also read words presented intact best. In 






















































link between onset and vowel. Because the strength of the body-bond was not controlled for in the set 
of items selected due to lack of a definition describing how to measure body-bond strength, this part 
of the hypothesis cannot be discarded. 
 
With regard to the hypotheses based on Goswami and Bryant’s (1990) view of early reading development, 
the expectation that below average first grade readers would read items with a division between onset 
and rime best, had to be discarded. The second part of the hypotheses based on Goswami and Bryant’s 
view, which presumed that above average first grade readers and second grade readers would read items 
presented intact best, was confirmed. The opposing hypotheses for first grade readers based on Duncan, 
Seymour and Hill’s (1997; 2000) view, were also partly confirmed. The hypothesis that first grade 
readers primarily use separate phonemes and hence are not expected to show differences between 
segmentation formats, was only found for the below average first grade readers. Hence, a different 
pattern emerged from the data than might have been predicted by the two sets of hypotheses based on 
the developmental reading phase at which a special role for larger subsyllabic units possibly emerges. 
An adequate interpretation of the results found for below average first grade readers can be sought in 
the view that these readers mainly use grapheme phoneme correspondence rules (GPC rules) rules to 
read the items (Duncan, Seymour & Hill, 1997; 2000; see also Santa, 1976-77; Morais, 2003). These readers 
are likely to depend considerably on the application of GPC rules (which have been taught) that require 
segmentation of a word into single letters and then blend them together (see also Mommers, 1990). Also, 
application of GPC rules is not likely to be influenced by the way in which items are presented. In 
addition, use of larger units is not generally encouraged in Dutch reading methods, especially not in the 
initial stages of learning to read. Considering that above average first grade readers and second grade 
readers showed a preference for intact presentation, and assuming that this allows them to segment the 
items flexibly into the most effective subsyllabic units, this may indicate that these readers learned to 
use multi-letter units with increasing ease (cf. Goswami & Bryant, 1990). Following the conclusions by 
Martensen, Maris and Dijkstra (2000), such an effect cannot be attributed to a special role for the rime 
in Dutch. They investigated the effect of inconsistency in pronunciation on skilled reading by comparing 
native Dutch and English speakers. No special role for large units, rime or body, was found in the Dutch 
part of the study, whereas the English part of the study confirmed a special role for the rime in reading. 
Nonetheless, the conclusion may be drawn from the experiment described in this chapter that beginning 
Dutch readers start with using GPC rules, after which they may proceed to additionally using multi-letter 
units. This general interpretation of the results found shows most resemblance with a developmental 
pattern of a small to large unit progression, as described by Duncan, Seymour and Hill (1997; 2000).        
Furthermore, CCVC items were read better than CVCC items, though this difference was absent for 
second graders reading pseudowords. Thus, the task of reading items with a consonantal cluster in the 
coda is more difficult than with items with a consonantal cluster in the onset, whereas the position of 
the consonantal cluster is not relevant for second graders in reading pseudowords. A possible explanation 
for the difference between words and pseudowords in second grade reading may be that as soon as a 
word is decoded, it is clear that a word is being presented and the semantic information available can 
speed up the process of pronunciation. For pseudowords the pronunciation process may take longer, 
because there is no word readily available to compare pronunciation with. Hence, for pseudowords 
the advantage of a consonantal cluster in the onset may be lost. Moreover, this effect was absent for 
first grade readers, which may be explained by the finding that first grade readers rely more upon 
using GPC rules than better readers (Ehri, 1999; Morais, 2003). This serially operating reading style 
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may have required more effort with coda consonantal clusters than with onset consonantal clusters, 
as onsets are processed first leaving the relatively easy part of the word left for last. Such a succession 
may require less memory capacity than decoding the difficult cluster last. On the other hand, second 
grade readers may have used multi-letter units to a larger extent, which can be applied very 
efficiently in reading consonantal clusters irrespective of their position within the pseudowords. 
Considering the results found in this experiment, the conclusion must be drawn that visual segmentation 
by a double interspace inhibits reading performance in the items presented when children read at or 
above the above average first grade reading level, and does not influence below average first grade 
reading performance. This is not in accordance with the Geudens and Sandra (1999) result, which was 
that poor first grade readers read items segmented into onset and rime the fastest in first grade. One 
possible explanation of this facilitative effect of onset-rime segmentation on reading speed may be that 
the children tested in the study by Geudens and Sandra had one or two months less reading 
instruction and experience than the first grade children tested in the present experiment. The below 
average first grade readers in the experiment presented in this chapter may not have been adequately 
compared to the poor readers in the Geudens and Sandra study, due to extra reading instruction and 
experience. However, the 25% poorest readers in the experiment presented here also failed to show 
differences in reading performance between presentation formats. Hence, another explanation is 
needed to explain the differing findings between the two experiments. 
Another explanation for the different findings of the two studies can be sought in the dependent variable 
used. In the study by Geudens and Sandra (1999) time of correctly read items was used, whereas in the 
experiment presented here a combined measure was taken. However, this explanation for the differing 
outcomes of the studies can be ruled out, as similar results were found in this experiment when either 
the time of correctly read items or the combined score was taken as the dependent variable.  
A more suitable explanation for the different findings can be found in the characteristics of the task 
presented. Geudens and Sandra only presented CVC and CCVC pseudowords, which means that the 
more difficult word structure CCVC is divided into equal parts only if presented with a division 
between onset and rime. A symmetrical segmentation may have assisted the poor readers to read the 
more difficult words presented to them, because it is easier to decode two letters at a time than three. In 
the experiment presented in this chapter, a larger variety of items was selected: words and pseudowords 
of three different word structures (CVC, CVCC, and CCVC). The equal parts of a divided item were 
found at a different level for the more difficult items: at the body-coda level for CVCC items and at the 
onset-rime level for the CCVC items. Thus, a facilitative effect of a division into equal parts was not only 
present at the onset-rime level in the experiment presented here, but it was only available at the 
onset-rime level in the Geudens and Sandra experiment. Moreover, the first grade readers in the 
experiment presented in this chapter had most trouble reading CVCC items. Hence, the items read 
with most difficulty in this experiment would only find facilitation in symmetrical segmentation into 
body and coda. This may have caused the below average first grade readers to rely on GPC rule 
application because it does not depend on any kind of division within an item, and has been instructed 
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3.1 Introduction
In the early stages of the process of learning to read, a beginning reader becomes aware of the possibility 
of segmenting words into multiple distinguishable sounds. This is also referred to as phonological 
awareness, which involves awareness of syllables, and subsyllabic units like rimes, and phonemes. In 
first grade reading instruction, children are taught that these sounds are represented by letters (i.e. /h/ 
is written as ‘h’) or letter clusters (i.e. /a/ is written as ‘ough’) in a written word. Thus far it remains 
unresolved whether beginning readers predominantly use rimes (Goswami & Bryant, 1990), or 
phonemes (Duncan, Seymour & Hill, 1997; Ehri, 1999; Morais, 2003) in the early stages of learning to 
read. In this chapter we first attempt to shed light on this matter by examining the effects on the reading 
performance of Dutch beginning readers of the frequency with which letter clusters are read. 
Secondly, we explore possible interactions of those frequency effects with phonetic characteristics on 
first grade reading performance. The reasoning behind this is that the audible reading behavior of first 
grade readers  may also reveal which subsyllabic units are primarily used in reading. Whilst reading 
performance indicates whether or not beginning readers make use of highly frequent bodies or rimes, 
audible reading behavior may reveal which part of the word causes difficulty in reading, as illustrated 
by hesitation or the way in which items are sounded out. This was therefore additionally analyzed in 
the first two experiments. We will thus further explore the potential role of the rime in reading, and 
then address specific issues related to frequency of letter clusters and phonetic characteristics. 
In research on subsyllabic processing in beginning reading a special role has been attributed to the rime 
(see for example: Bowey, 1990; Bowey & Hansen, 1994; Goswami & Bryant, 1990; Treiman, 1992; Treiman, 
Mullennix, Bijeljac-Babic & Richmond-Welty, 1995). Empirical support for the potential role of the rime 
was found in the predictive value of young kindergartners’ rime awareness for later reading success 
(Bradley & Bryant, 1983; Goswami & Bryant, 1990). Older kindergartners usually show a ceiling effect 
on the oddity task, suggesting that rime awareness precedes learning to read. The better rime awareness 
and alliteration skill develop, the better the pre-reader can segment a word into onset and rime. This 
finding was taken up in the model proposed by Goswami and Bryant (1990), who argued that learning 
to read starts with establishing orthographic recognition units for rimes. These orthographic recognition 
units are then used to predict the pronunciation of new words by making analogies. This analogy 
making was investigated by Goswami (1991), who found that beginning readers make most analogies 
based on the rime. This suggests that rime awareness is used at the start of learning to read as rime 
analogies are easily made. 
Several studies have further examined this finding by asking whether the rime is indeed used in reading 
(see for example: Goswami, 1993; Muter, Hulme, Snowling, Taylor, 1998). Results indicating that 
beginning readers use their rime awareness while reading, were found in priming studies (see for 
example Assink, Kattenberg & Wortmann, 1998), and in studies focusing on naming accuracy (see for 
example Bowey & Hansen, 1994; Treiman, Mullennix, Bijeljac-Babic & Richmond-Welty, 1995), as well 
as in those in which children were trained how to use rimes in reading (Bruck & Treiman, 1992; 
Goswami, 1993; Wise, Olson & Treiman, 1990). However, posttests after training have not found lasting 
effects of such rime training (Bruck & Treiman, 1990; Savage & Stuart, 1998; Van Daal, Reitsma & Van 
der Leij, 1994). Studies that have not found effects for rimes generally used (pseudo-) word-naming 
tasks (Duncan, Seymour & Hill, 1997; Geudens & Sandra, 2002; Nation & Hulme, 1997). Thus, if rimes 
are explicitly pointed out by means of priming or training, then beginning readers take advantage of 
the presented knowledge and acquired skill about using rimes in reading. In case of naming tasks no 
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clues as to how to use the rime in reading are given, leading to inconsistent findings with regard to 
the possible use of the rime in reading. Apparently, spontaneous use of rimes in beginning reading 
has not been established yet. 
Besides looking for explicit use of the rime in beginning reading, it is worth considering the option 
of implicitly making use of the rime while reading. Implicitly use of the rime in reading, or any other 
multi-letter combination, can be induced by language characteristics; for example by rimes that are 
more consistently pronounced than bodies. Examining the relationship between orthographical and 
phonological characteristics in a language can provide an explanation for better reading performance 
if specific multi-letter combinations are more predictably pronounced than others. Accordingly, an 
alternative explanation could surface for a special role for the rime in reading, if the rime is the unit 
with the most predictable pronunciation. Treiman, Mullennix, Bijeljac-Babic & Richmond-Welty (1995) 
examined this by assessing consistency of word pronunciation in English. To do so, the neighborhood 
consistency of a large set of CVC words was determined. All CVC words resembling a target CVC word 
in at least one grapheme in the same position1 were considered to be a neighbor. Then pronunciation 
resemblance with the target word (i.e. ‘bear’ /ber/) was determined, making the neighbor either a friend 
if the pronunciation was similar (i.e. ‘pear’ /per/) or an enemy whenever the pronunciation was 
different (i.e. ‘dear’ /dir/). Subsequently, calculations were made based on type frequency (referring 
to the number of different units in which the measure under study occurs), and token frequency 
(referring to the total number of occurrences in the corpus). A type measure for neighborhood 
consistency was established by dividing the total number of friends by the total number of friends and 
enemies. A token measure was calculated in which the summed frequency of friends in the neighborhood 
was divided by the summed frequency of friends and enemies in the neighborhood. This resulted in 
the finding that vowels were less consistently pronounced than consonants. Furthermore, vowel 
pronunciation was more predictable in combination with the following consonant than in combination 
with the preceding consonant. In other words, in describing the English writing system for CVC words, 
the pronunciation of rimes is more predictable than the pronunciation of bodies. Treiman et al. (1995) 
found indications in subsequent studies in skilled and beginning reading that both reader groups use 
GPC rules as well as rimes whilst reading CVC words. This finding challenges both Goswami’s view 
of using large units before small units in reading development (Goswami, 1993; Goswami & East, 
2000) as well as the reversed option put forward by Duncan, Seymour and Hill (1997; 2000).     
So far, mainly studies carried out in English were considered, a language with a relatively inconsistent 
orthography-phonology correspondence (see for example Frost & Katz, 1989). Therefore, the effect found 
for large vowel predictability within the rime, may also be language specific. The Dutch language 
however, is characterized by relative consistency concerning the correspondence between its orthography 
and phonology. The fact that vowel pronunciation in English is more predictable within the rime than 
within the body does not necessarily apply to more consistent orthographies. This also implies that if 
no role for the rime is found in Dutch, an explicit function of the rime in the process of learning to read 
1 This is not M. Coltheart’s N metric. The N metric for the neighborhood of a word is defined as: ‘the number of different English words that can be 
produced by changing just one of the letters in the string to another letter, preserving letter positions’ (M. Coltheart, Davelaar, Jonasson & Besner, 
1977, 544). Treiman et al. (1995) found the N metric not optimal; because it assumes that every neighbor has an equal influence on reading 
performance, regardless of their frequency of occurrence. Additionally, the N metric assumes that letter substitutions at every position result in a 
similar effect on reading performance. Hence, the possibly greater influence on reading performance of neighbors resembling the target word in 
the rime cannot be detected using the N metric. 
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in general should be doubted. Thus far research in beginning Dutch reading revealed mixed results with 
regard to using the rime in the reading process. A priming study carried out by Assink, Kattenberg and 
Wortmann (1999) showed an effect for the use of rime, while studies using naming tasks did not show 
an effect for subsyllabic processing (Geudens & Sandra, 1999; 2003; Martensen, Maris & Dijkstra, 2000; 
Reitsma, 1990). Again, if knowledge and skill about using the rime are explicitly communicated, the 
child tends to use it. If this knowledge remains implicit, no special effect for the use of rimes in 
reading is found. 
In studying the role of rimes in reading CVC words by taking language characteristics into account, 
bigram frequency can be put forward as an interesting measure. As the body and the rime consist of 
two graphemes in a CVC word, and the frequency with which letter combinations are read influences 
reading speed and accuracy (Adams, 1990), the bigram frequency measure may shed light on 
subsyllabic processing.  
The measure of bigram frequency has been studied before in experiments with skilled readers by 
Gernsbacher (1984), Rice and Robinson (1975), and Andrews (1992). In these studies bigram frequency 
was defined as positional frequency of adjacent letters in words, for example in the word ‘peace’ the 
following bigrams can be found: ‘pe’, ‘ea’, ‘ac’, and ‘ce’. The bigram frequency counts used in these 
studies were performed by Mayzer and Tresselt (1965). However, bigrams are not always pronounced 
the same in every word (for example ‘al’ in ‘pal’, and ‘ball’), an effect not accounted for in the bigram 
counts put forward here. Treiman et al. (1995) did take the pronunciation diversity into consideration 
in their search for neighborhood consistency. From this study the conclusion was drawn that rimes 
can play a special role in reading based on the higher predictability of vowel pronunciation within the 
rime. Thus, in order to study the influence of bigrams in reading, and hence of body and rime in reading 
CVC words, two adjacent graphemes that correspond to a specific combination of two phonemes is 
probably a more potent measure. This definition of bigrapheme frequency is based on biphonemes, 
because bigraphemes are counted separately when their phonemic correspondence differs. For example, 
the ‘e’ in ‘best’ is pronounced as /e/, whereas in the Dutch word ‘beter’ the first ‘e’ is pronounced as 
/e:/, and the second ‘e’ is pronounced as /∂/. Hence, the bigram ‘be’ should be counted as three 
separate bigraphemes, based on the three different biphonemes matching the bigrapheme. 
A study using this definition of bigrapheme frequency, was carried out in the Dutch speaking part of 
Belgium (Flanders) by Geudens & Sandra (2002). They conducted bigrapheme frequency counts in 
books read by all 28 children in the class under study. In doing so, they took specific reading experience 
of the first graders into account. Then they constructed items in sets of four CVC pseudowords, all 
sharing the vowel. When bodies and rimes of high and low frequency were chosen, all four cells of a 
matrix were filled resulting in orthogonal combinations of body and rime frequency. An example of 
such a matrix consisted of ‘wet’, ‘set’, ‘wef’ and ‘sef’, in which ‘we’ and ‘et’ are highly frequent and 
‘se’ and ‘ef’ are of low frequency. The items were individually presented on a computer screen, and 
children were asked to read the items aloud as fast and as accurately as possible. A voice key was 
used to determine response times. Geudens and Sandra (2002) did not find support for a special role 
for rimes. Instead, children showed a frequency effect for subsyllabic processing in general, as highly 
frequent bodies and rimes were processed faster than bodies and rimes of low frequency. 
Then again, bigrapheme frequency may not be the only language characteristic affecting reading speed 
and accuracy. A possible additional influence can be found in consonantal sonority, which involves 
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the “relative loudness [of a sound] compared to other sounds with the same length, stress, and pitch” 
(Yavas & Gogate, 1999, 245). In establishing sonority of consonants, linguistic research came up with a 
hierarchy in sonorance from vowels being most sonorant, via sonorants (for example j, n, w) to obstruents 
being the least sonorant (for example f, g, p; see for example Yavas & Gogate, 1999; Stuart & M. Coltheart, 
1988). In several studies sonority levels of consonants were manipulated in the phonological awareness 
task of phoneme segmentation (see for example Yavas & Gogate, 1999; Geudens & Sandra, 2003; Geudens, 
Sandra & Van den Broeck, 2004). These studies showed that consonants low in sonority are easier to 
segment from surrounding vowels than consonants high in sonority. Moreover, phoneme segmentation 
proved not to be the only task sensitive to consonantal sonority. The study of Stuart and M. Coltheart (1988) 
also found that consonantal sonority had an effect on letter-sound knowledge, though not on letter naming. 
Given that several studies have found high correlations between phoneme segmentation skills and early 
reading performance in alphabetic languages (see for example Kerstholt, 1995; Van den Broeck, 1997; 
Geudens, Sandra & Van den Broeck, 2004 [Dutch]; Dixon, Stuart & Masterson, 2002; Muter, Hulme, 
Snowling & Taylor, 1998; Wagner & Torgesen, 1987 [English]), and between letter knowledge and early 
reading (see for example Van den Broeck, 1997; De Jong & Van der Leij, 1999 [Dutch]; Muter & Diethelm, 
2001 [English]), it can be assumed that consonantal sonority also influences reading performance. 
3.1.1 Research questions and hypotheses
The goal of the experiments described in this chapter was twofold. The first goal was to examine the 
potential role of bigrapheme frequency in Dutch beginning reading. The second goal was to explore 
the possible additional role of consonantal sonority on beginning reading performance. Both goals were 
pursued in order to find answers to the following questions. Does bigrapheme frequency affect reading 
speed and accuracy in Dutch beginning readers? Does consonantal sonorance additionally influence 
beginning reading performance? Does the role of subsyllabic processing depend on the onset-rime 
structure? However, answers to these questions may depend on the reading level of the children. 
Goswami (1991) for example, found indications that first graders begin the process of learning to read 
by establishing orthographic rime units, whereas Duncan, Seymour and Hill (1997) found indications 
for a start with smaller units. Therefore, a third question was added: does the reading level of first 
graders influence subsyllabic processing? An answer to all four questions may lead to a better 
understanding of the process of learning to read in Dutch first graders at different reading levels.   
In aiming to answer the questions with regard to the potential role of bigrapheme frequency, four 
categories of CVC pseudowords were created based on bigrapheme frequency. This resulted in four 
conditions, in which bigrapheme frequency of rimes and bodies were crossed. The items in the high-
high condition contained high-frequent bodies and rimes, the items in the high-low condition 
consisted of items with a high-frequent body and a low-frequent rime and vice versa for the low-high 
condition. Finally, the items in the low-low condition had low-frequent bodies and rimes.  
It was hypothesized that if reading speed and accuracy were to be shown to be affected by bigrapheme 
frequency, then an explicit function for subsyllabic units in early reading could be doubted. Instead of 
subsyllabic units being recognized as such while reading, the effects found for fast processing of those 
units would then merely be a consequence of having read certain letter combinations more often than 
others. Highly frequent letter combinations would be processed faster and more accurately. 
Regarding the differences between the bigrapheme conditions, four hypotheses can be put forward 
based on various views on learning to read. 
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The first hypothesis is rooted in the previously discussed idea that the rime takes up a special function 
in the reading process (Goswami & Bryant, 1990; Treiman et al., 1995). This idea is derived from the 
apparent influence of rime awareness on reading and the greater predictability of the pronunciation 
of the rime compared to the body. From this, Goswami and Bryant (1990; but see also Bryant, 2002; 
Goswami, 1993; Goswami & East, 2000) concluded that the rime is used in the early stages of learning 
to read. Rimes known to the beginning reader are used to make analogies with when reading new 
words. Therefore, it is expected that the items containing high-frequent VC bigraphemes will be read 
better than the items holding low-frequent VC bigraphemes, because frequently encountered rimes 
will be more likely to act as references in making analogies. The frequency of CV bigraphemes is not 
expected to influence reading performance, because the body is not considered to be a relevant 
subsyllabic unit to make analogies with in reading. Hence, the frequency of CV bigraphemes is not 
expected to play a significant role in first grade reading. 
The second theoretical possibility holds that the body does influence the process of learning to read - 
a hypothesis logically opposing the rime hypothesis. Hence, this hypothesis predicts that items with 
high-frequent CV bigraphemes are read better than those containing low-frequency CV bigraphemes. 
Also, the frequency of VC bigraphemes is not expected to influence first grade reading, as in this 
hypothesis rimes are not considered to be important units in reading. 
The third hypothesis is based upon the idea that frequently read letter combinations will be processed 
better compared to less frequently read options. This idea was applied in connectionist models using 
activation flows to describe the reading process (see for example Seidenberg & McClelland, 1989; Van 
Orden & Goldinger, 1994). These models use the concept of neural networks as a means to model 
reading processes. Such a dynamic network contains connected units that excite or inhibit other units 
in a continued learning process, resulting in specific activation flows. When initial input is supplied, 
these activation flows determine the output of the network. Strong connections between units in such 
a network are the result of frequent excitation between those units, and will lead to increasingly 
consistent progression through the network. From this, the following expectations with regard to the 
experiments presented in this chapter can be formulated. If both bigraphemes within a CVC item are 
highly frequent, the best reading performance is expected. If either one of the bigraphemes is of low 
frequency, intermediate reading performance is predicted. The worst reading performance is expected 
when both bigraphemes are of low frequency. Henceforth, this hypothesis will be referred to as the 
bigrapheme frequency hypothesis. 
The last theoretical possibility involves the exclusive use of grapheme-phoneme correspondence (GPC) 
rules while reading pseudowords, which leads to the assumption that the items in all four bigrapheme 
frequency conditions will lead to similar reading performance. Because pseudowords cannot be read 
by direct visual recognition, the items are necessarily read by assembling the phonological 
representation letter by letter. In addition, if subsyllabic units are not represented in GPC rules (as 
stated in classic dual route models; see for example M. Coltheart, 1978), then bigrapheme frequency 
does not influence reading performance. Therefore, no differences between the conditions can be 
expected when GPC rules are applied if all conditions contain the same GPC rules. 
In addition to these four hypotheses, two hypotheses specifying the development of learning to read 
can be formulated. Considering that learning to read seems to develop along specific lines, and that 
children progress along these lines at an individual pace, a cross-section that includes children that read 
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at different levels could reveal how learning to read progresses. The first hypothesis follows the idea 
that beginning readers initially use GPC rules before they start using larger subsyllabic units in 
reading as well (Duncan, Seymour & Hill, 1997; 2000; Ehri, 1999; Morais, 2003). Following this idea 
the expectation arose that lower level readers predominantly use GPC rules. As reading level rises, 
beginning readers start using larger subsyllabic units, as described in the other three previously 
described hypotheses. Following this idea it was expected that lower level readers would not show 
differences between bigrapheme conditions due to their predominant application of GPC rules, whereas 
higher level readers would display their use of high-frequent letter combinations by showing differences 
in reading performance between bigrapheme conditions. The second hypothesis follows the idea that 
beginning readers initially use their phonological rime awareness in reading before they start to 
additionally use the GPC rules taught (Goswami, 1993; Goswami & East, 2000). From this hypothesis 
it was expected that lower level readers predominantly make use of high-frequent rimes. Furthermore, 
it was expected that with increasing reading level differences between bigrapheme conditions diminish, 
because higher-level readers use both rimes and GPC rules while reading pseudowords. 
In considering the influence of sonority on reading performance, it seems logical to take reading level 
into account as children in the initial stages of reading predominantly sound out a word before saying 
it aloud, whereas better reading children read most words fluently (Santa, 1976-1977; Morais, 2003). For 
the first category of readers it can be said that they first apply GPC rules and then have to synthesize 
the parts to form a word. If indeed sonorance facilitates this process of synthesizing due to the ease with 
which sonorant consonants can be lengthened and merged with the vowel, then it can be expected that 
items with exclusively sonorant consonants are read better than items with a combination of a sonorant 
and an obstruent consonant, which in turn are read better than items with exclusively obstruent 
consonants. For the category of fluent readers no such effect is anticipated, because they are expected 
to be proficient in synthesizing and no longer depend on the sonorance of consonants for this.
In order to put these hypotheses to the test, three experiments were conducted. In the first experiment 
the items were clustered into four lists according to bigrapheme frequency in order to magnify possible 
differences between lists in reading speed and accuracy. If bigrapheme frequency were to lead to small 
increases in reading performance, then presenting the pseudowords with the same bigrapheme 
frequency combination held constant within a list would make this effect detectable. Because the items 
on the lists might elicit a certain processing style that can be applied similarly to every consecutive item 
in the list, no time-consuming switch between processing styles is necessary. Every participating child 
was presented with one of the four lists, thus, a between-subjects design was effectuated with regard 
to the lists read by the children. As effects for bigrapheme frequency were found in the first experiment, 
the items were individually presented in the second experiment using a within subjects design measuring 
response latencies and accuracy levels for every item. This experiment allowed more specific assertions 
about the use of bigraphemes in the process of learning to read, as analyses at the level of individual 
items could be carried out, and audible reading behavior of the children could be assessed. In addition, 
a third experiment was carried out in which both bigrapheme frequency and consonantal sonority 
were manipulated. Again, a set of pseudowords was created to further explore the potential effect of 
consonantal sonority in addition to bigrapheme frequency on first grade reading performance.
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3.2 Experiment 1 on bigrapheme frequency
To gain insight into the influence of bigrapheme frequency in beginning reading four lists were 
constructed differing in bigrapheme frequency within CVC pseudowords. Bigrapheme frequency in 
this experiment reveals experience of first graders with regard to reading subsyllabic units like the body 
and the rime, as frequency counts were carried out in first grade reading books. Taking the previously 
formulated hypotheses into consideration, manipulating bigrapheme frequency within CVC 
pseudowords can shed a light on whether or not subsyllabic processing takes place. 
3.2.1 Method
3.2.1.1 Participants
The 152 first graders (70 boys and 82 girls) participating in this study were drawn from five schools 
located in cities in the province of South Holland, in the Netherlands. All children were native Dutch 
speakers varying in age between 74 and 106 months (M = 85.8; SD = 4.9), had normal or corrected to 
normal vision, and normal hearing. At the time of testing, the children had 7 months of reading 
instruction. All children were taught to read using the Veilig Leren Lezen (‘Learning to read safely’, 
henceforth VLL, Mommers, Verhoeven & Van der Linden, 1990) method. This reading method uses 
so-called ‘structure words’ to teach GPC rules, as well as structured word lists in which both onset, 
rime divisions and body, coda divisions are rehearsed. Also, reading books are available to gain 
experience in reading and understanding texts.  
3.2.1.2 Frequency counts
As no up-to-date corpus of first grade reading was available, the reading method VLL (Mommers, et al., 
1990) was taken as a starting point. Bigraphemes were counted in the VLL reading books and the VLL 
workbooks from part (‘Kern’) 1 through 11. Even though no detailed planning is given in the methods 
manual, it was assumed the children would have processed these books by the time they were tested. 
This assumption was based on experiences posted on the teachers’ forum of the VLL website maintained 
by the publisher Zwijssen, and by asking first grade teachers with experience using VLL about their 
planning. The dataset amounted to a total of 20,984 bigraphemes counted (token frequency).
As previously discussed, bigraphemes can be counted in different ways. In the frequency counts used 
in these experiments, biphonemes were the basis for the bigrapheme counts. Hence, specific 
characteristics of the Dutch orthography were taken into consideration. This meant that vowel 
digraphs like ‘oe’ and ‘ui’ and double vowels like ‘oo’ and ‘aa’ were counted as single graphemes, 
and ‘uus’, ‘bee’, ‘oel’, and ‘tui’ were counted as bigraphemes, as in the GPC rules taught. In contrast, 
these were counted as trigrams by for example Mayzer and Tresselt (1965), and Rolf and Van 
Rijnsoever (1984) who based their counts solely on orthographic language characteristics. 
Unlike the frequency counts carried out by Geudens and Sandra (2002) only token frequency (the total 
number of occurrences of a bigrapheme in the corpus) was taken into consideration. It was assumed 
that token frequency measured reading experience of specific bigraphemes adequately. This was 
supported by the remark made by Geudens and Sandra (2002) about the covariance between type 
(the number of different words/bigraphemes in the corpus) and token frequency. However, type 
frequency may influence generalizability of using bigraphemes in reading pseudowords and therefore 




















When the counting of bigraphemes was completed, 40 CVC items were constructed (see Appendix 2). The 
items were clustered into four lists of ten items based on their bigrapheme frequencies. In the first list 
both of the bigraphemes were high frequency. In the second list the CV bigrapheme was high frequency 
whereas the VC bigrapheme was low frequency. In the third list the CV bigrapheme was low frequency 
and the VC bigrapheme high frequency and in the fourth list both bigraphemes were low frequency. 
In assembling the items for the lists, it was attempted to mark bigraphemes as high frequency if these 
occur as often as possible in the corpus, and mark bigraphemes as low frequency if these occur as seldom 
as possible. Also, no letter combinations that could be pronounced by more than one phonemic 
combination were chosen. The bigraphemes used as low frequency occurred in the corpus below the 
35th percentile of the distributions of frequencies for the rime, and below the 30th percentile for the body. 
Bigraphemes used as high frequency occurred in the corpus above the 55th percentile for the rime, and 
above the 45th percentile for the body. Every letter and corresponding phoneme was used equally often 
in every condition, irrespective of letter position, except for one: the ‘b’ was chosen in the high-high and 
the high-low conditions, whereas the ‘r’ was chosen in the low-high and the low-low conditions, due 
to an error in the item construction. The average bigrapheme frequency within the lists varied between 
91 and 103 for the high-frequency bigraphemes, and between 2.9 and 4.6 for the low-frequency 
bigraphemes. Even though the objective was to create only pseudowords, this proved to be impossible 
to do for three items (dip, beef, and deeg). However, this does not necessarily have to result in different 
reading processes as the participating children anticipated reading only pseudowords, and were 
therefore likely to read the words like pseudowords (see for example Rice & Robinson, 1975). Also, 
the words used did not occur in the corpus of words counted, and thus can be looked upon as new 
words to read for the participants just like the pseudoword items presented in the test.
3.2.1.4 Testing procedure
The testing of the children was carried out by four graduate students within the framework of their MA 
theses. A protocol was formulated to ensure equal proceedings, thus every child was successively 
offered the same series of tests, starting with the Eén Minuut Test, card B (One Minute Test, henceforth 
EMT; Brus & Voeten, 1973), a test containing 116 words increasing in difficulty. The children were asked 
to read as many words as quickly and accurately as possible within one minute. Then the Adjusted 
Klepel (Visser, 2001) was presented, a list of 87 pseudowords slower increasing in difficulty compared 
to the original Klepel (Van den Bos, Lutje Spelberg, Scheepstra & De Vries, 1994). In this pseudoword 
test the children were asked to read as many of the pseudowords as quickly and accurately as possible 
within 2 minutes. Finally, the children were presented one of the four constructed lists, hereafter called 
CVC lists. Which CVC list was read was determined by having the children draw a numbered card 
from a pool of four cards without replacement. The numbers on the cards corresponded with one of the 
CVC lists. The four CVC lists had the same letter type (helvetica, 16 pt.) and line spacing as the other 
tests administered to the children. Again the children were asked to read the pseudowords as quickly 
and accurately as possible. This time they had to read all ten items and were timed by the testers using 
a stopwatch. During the test, the testers made notes about the way the items were read if not fluent 
and correct (errors, sounded out letter by letter or sounded out otherwise). This was done in a manner 
similar to the instruction given in the manual of the DMT (Verhoeven, 1993; see also Struiksma, Van 
der Leij & Vieijra, 1997). The combination of the notes and the analyses on the combined scores of 
time and accuracy can provide additional information about reading styles displayed by the children. 
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3.2.2 Results
To begin with, the reading level of the children was established by combining the scores of the EMT 
(Brus & Voeten, 1973) containing words of increasing difficulty, and the Adjusted Klepel (Visser, 2001) 
containing pseudowords of slowly increasing difficulty. Hence, Reading level revealed the children’s 
competence in processing both familiar and unfamiliar letter strings. In order to adequately compare 
these scores, raw scores were transformed into z-scores. These z-scores were averaged, after which 
quartiles were taken in order to obtain 38 children in each of four reading levels: poor, below average, 
above average, and good readers. As reading level was not established before the CVC lists were 
administered, the CVC lists were not equally distributed across reading levels (see Table 1.). In 
addition, no differences were found between sexes on reading scores (F (1, 150) = .119, p = .730).
Table 1. Group sizes of all four Reading levels by CVC List 
Unfortunately, one of the items was misspelled in the test card containing high CV and low VC 
bigraphemes, turning this item into an item with two low frequency bigraphemes. Therefore possible 
effects found for the high-low list should be treated with some caution.
The assessment of reading errors revealed that most errors were made in the high-low and the low-high 
lists. However, different patterns emerged when specified for each reading level. Poor readers produced 
most errors on the low-high list, and least errors on the high-high list. In addition, their reading style can 
be described as sounding out the items on the list letter by letter 78.9% of the time. The below-average 
readers made most errors in the high-low and the low-high lists. In addition, they sounded out the items 
on the list 44.7% of time, demonstrated fluent reading 23.7% of the time, and combined both styles 13.2% 
of the time. Above average readers produced most errors in the low-high list, and read fluently 55.3% 
of the time, sounded out 26.3% of the time, and combined the two reading styles 10.5% of the time. 
Good readers showed hardly any differences in the number of errors made between CVC lists, and 
they read fluently 94.7% of the time. To sum up, as reading level increased, the readers sounded out 
fewer items, and reading fluency increased. In addition, the error pattern changed from most errors 
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Table 2. Means and standard deviations of Accuracy scores in CVC list by Reading level
Overall, Table 2 shows that the high-low, and the low-high list have a high error rate. Therefore, 
response times on those lists are based on a disproportionate amount of misreadings. Hence, response 
times are less valid for the high-low and the low-high lists compared to the high-high and the low-low 
lists, because it remains unclear what kind of reading behavior was displayed in the misreadings. 
Children may have been unable to decode the item, resulting in fast responses in case of guessing and 
giving up quickly, or in slow responses in case of an attempt to decode properly first. Consequently, 
the achievements of the children on the CVC lists were reconstructed by combining the scores for 
accuracy and time on these lists. The number of items read correctly was divided by the seconds 
needed to read the list. The scores can thus be described as number of items read correctly per second. 
This means that the higher the score is, the better the reading performance. 
In finding an answer to the question whether bigrapheme frequency influences the reading of CVC 
pseudowords, and whether this effect differs for reading levels, a 2 x 2 x 4 analysis of variance was 
carried out, with CV frequency, VC frequency, and Reading level as between subjects independent 
variables, and Reading performance as the dependent variable. Main effects were found for VC 
frequency (F (1, 136) = 6.204, p = .014) and Reading level (F (3, 136) = 72.804, p < .001). The CV main 
effect was not statistically significant (F (1, 136) = .452, p = .502). Items with highly frequent rimes were 
read better (M = .601, SD = .417) than those with low frequency rimes (M = .445, SD = .338), and the test 
for the linear trend in reading performance with increasing reading level showed statistical significance 
(t (148) = 13.889, p < .001). In addition, results showed a statistically significant interaction between CV 
Frequency and VC Frequency (F (1, 136) = 7.138, p = .008), indicating that in case of low CV frequency 
VC frequency made no difference, whereas in case of high CV frequency VC frequency did make a 
difference (see Figure 1.). In other words, high body frequency in combination with low rime frequency 
resulted in the poorest reading performance, whereas high body frequency in combination with high 
rime frequency resulted in the best performance across reading levels. When body frequency was low, 
performance was average and no difference was shown between high and low rime frequency. This 
trend was tested using contrast analysis (high-high list = 1; high-low list = -1; low-high list = 0; low-
low list = 0), and resulted in a statistically significant effect (t (148) = 3.478, p = .001). It should be noted 
that this effect could largely be attributed to the above average readers. In addition, a statistically 
non-significant trend was found for CV x Reading level interaction (F (1, 136) = 2.207, p = .090). This 
effect will surface in the analyses carried out per reading level, which are presented next. None of the 
other interaction effects reached statistical significance (all p-values were above .10). 
Reading Level 
CVC LIST
   poor    below 
   average
   above 
   average
   good     Total
M SD M SD M SD M SD M SD
   high-high
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Total 7.32 2.29 8.11 1.56 8.42 1.70 9.26 0.98 8.28 1.82
Figure      
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Figure 1. Interaction between CV frequency and VC frequency on dependent variable Reading performance
Next, the same analyses were carried out per reading level, in order to test the previously formulated 
hypotheses. The rime hypothesis would be supported if the only statistically significant main effect 
were to be found for VC frequency, or the body hypothesis if the only statistically significant main 
effect were to be found for CV frequency. If the results demonstrated statistically significant main 
effects for both CV and VC frequency, then the bigrapheme hypothesis would be supported. If no main 
effects or interaction effects were found, then the GPC-rule hypothesis would be most applicable to 
the data. The results for the poor readers did not show statistically significant effects (all p-values were 
above .50). This finding in combination with the finding that these children read the lists sounding 
out the items letter by letter nearly 80% of the time points towards application of GPC rules. The 
below-average readers did not show a statistically significant main effect for CV frequency (F (1, 34) = 
.066, p = .779), nor on the CV x VC frequency interaction effect (F (1, 34) = .983, p = .329), but did show 
a tendency towards a main effect for VC frequency (F (1, 34) = 3.516, p = .069). Nonetheless, the GPC 
hypothesis applies best to the data found as they still sounded out the items about 45% of the time. 
The above-average readers showed statistically significant main effects for CV frequency (F (1, 34) = 
8.611, p = .006), and for VC frequency (F (1, 34) = 11.850, p = .002), as well as a statistically significant 
CV x VC frequency interaction effect (F (1, 34) = 6.223, p = .018). This outcome was not anticipated in 
any of the previously formulated hypotheses, but does resemble the outcome of previous analysis. As 
shown in Figure 2. these readers read the high-high list better than any of the other lists. The results 



















































Figure 2. Interaction between CVC List and Reading Level on dependent variable Reading performance 
3.2.3 Discussion
The results of this experiment demonstrate that rime frequency interacts with body frequency when 
a homogeneous list of items with the same bigrapheme frequency combination is presented. More 
specifically, rime frequency is only relevant if the body is highly frequent. If an item consists of a body 
of low frequency, then the frequency of the rime does not affect reading performance. This seems to 
point towards serial processing of the items, as high frequency of the last part of the item only 
facilitates reading the item if the first part is high frequency too. Moreover, the rime cannot be 
regarded as the only functional subsyllabic unit in processing the items presented. Hence, this effect 
discards the hypothesis that the rime is the most important unit in processing a word. Instead, the 
frequency of the body seems to fulfill an important additional function. 
In relating the results found to the previously formulated hypotheses, different patterns were found 
between reading levels. The poor and below-average readers did not show significant effects for body 
or rime frequency, indicating that these readers predominantly use GPC rules to read all items 
irrespective of bigrapheme frequencies. This was also observed in their reading style of sounding out 
the items within the lists for the most part. The pattern found in the data for the above-average readers 
did not match any of the hypotheses, which makes it likely that an alternative interpretation of the 
results is needed. These readers optimally utilize high rime frequency in combination with high body 
frequency to read the items quickly and accurately. In other words, the group of above-average readers 
seems to benefit most from both bigrapheme frequencies being high, in contrast to either one or both 
of the bigraphemes being of low frequency. The good readers did not demonstrate significant effects 
for body or rime frequency, but matched the GPC-rule hypothesis. For this group of fluent readers, 
however, exclusive use of GPC rules is not as likely as it is for the poor and below-average readers 
considering the effects found for above-average readers. Hence, an alternative interpretation of the 
results is needed. One possibility is to assume that the frequency counts are less applicable to this group 
of readers, as they may have more reading experience compared to the children of the lower reading 
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be so low frequency to the good readers. The low frequency bigraphemes already may have reached a 
minimal level of optimal processing of bigrapheme frequency. This would explain that the course of the 
high-high list scores between the above-average and the good reading levels did not proceed to grow 
as much compared to the course of high-high list scores between the poor, below-average and above-
average readers. Moreover, in addition to the time needed to process the items, extra time is needed 
to articulate the items. It can be assumed that a minimal amount of time is needed to articulate the item. 
From this it may be concluded that although the processing of the items goes faster, the additional 
time needed to articulate the item results in a ceiling effect on the high-high list. However, it would not 
explain why the low-low list shows a sudden increase in reading performance between the above-
average and the good reading levels, leading to a similar score as the score on the high-high list. The 
scores on the high-low and the low-high lists also show a sudden increase between above-average and 
good readers, though less dramatically than the low-low list. This may be due to the level of efficiency 
in using one specific processing style to read the items in the low-low, respectively the high-low and the 
low-high lists. As the items were presented in a homogeneous list of items with the same bigrapheme 
frequency combinations, efficient use of one specific processing style may result in good reading scores. 
Such a style is easier to find for high-high and a low-low item as the first requires multi-letter units to 
be activated, and the second requires GPC application. In case of high-low and low-high items a 
combination of those two processing styles is needed, possibly leading to less efficient processing.
In reviewing the hypotheses specifying the progression in reading between reading levels, the hypothesis 
based on findings by Duncan, Seymour and Hill (1997; 2000; see also Ehri, 1999; Morais, 2003) seems to 
provide an adequate description of the data. This hypothesis predicted that lower level readers 
predominantly use GPC rules, whereas higher level readers additionally start making use of larger 
subsyllabic units. This hypothesis fits the results found for the lower level readers, as they did not show 
differences between conditions. Also, they sounded out more items compared to the higher level readers, 
indicating they were applying GPC rules explicitly. The above-average readers only seem to use larger 
subsyllabic units when both bodies and rimes are high frequency. These results seem to fit the assumption 
that higher level readers start using larger subsyllabic units. The second hypothesis predicted that lower 
level readers predominantly use rimes as proposed by Goswami (1993; Goswami & East, 2000), whereas 
higher level readers use both rimes and GPC rules to read pseudowords. However, this hypothesis does 
not adequately describe the effects found for the lower level readers, as these readers seemed to 
predominantly use GPC rules. Hence, the second hypothesis needs to be discarded. 
The resembling experiment by Geudens and Sandra (2002) also revealed an interaction effect between 
rime and body frequency on reading speed. They concluded that first graders make use of letter 
strings, without showing a specific preference for bodies or rimes. In their experiment correlations were 
calculated between children’s reading score and difference scores between item types with the same 
onsets (high-low minus high-high and low-low minus low-high). It was found that only the high-low 
minus high-high difference scores were correlated negatively and significantly with reading level, 
indicating that poor reading scores related to long response times on the high-low list. Thus, less fluent 
readers had more trouble reading rimes of low frequency in combination with highly frequent bodies 
than more fluent readers had. Geudens and Sandra suggested that the specific processing style used 
could explain the findings. In case of high-high items, both the body and the rime can be activated 
quickly and automatically resulting in the fastest response times, whereas high-low items cause the 
reader to resort from activating multi-letter representations to a decoding approach. ‘The correlations 
showed that especially non-fluent readers had problems with this grapheme-by-grapheme decoding 
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strategy, caused by the presence of a L [low frequency] string’ (Geudens & Sandra, 2002, 62). In other 
words, less fluent readers may have more trouble switching between processing styles in reading a 
pseudoword compared to the more fluent readers. 
This interpretation does not conveniently fit the data found in the previously described experiment. 
These results indicate that poor readers, and below-average readers to a lesser extent, tend to use a 
decoding style for all items presented. The switch of processing styles possibly needed to read items 
in the high-low and the low-high lists adequately can only be ascribed to the above-average, and the 
good readers. When both processing styles need to be applied to read an item correctly, as might be 
the case in high-low and low-high items, then reading scores will be suppressed due to the switch of 
styles. This effect can only be found in the group of good readers. Thus, in case of the high-high and 
low-low lists no switch of processing styles is needed. The reading scores of above-average readers do 
not fit this description of switching processing styles. Perhaps these readers are biased to process the 
items in the list by activating letter strings. This processing style will be most successful in the high-
high list, because activation of both bodies and rimes is facilitated due to their high frequency. In case 
of one or two bigraphemes of low frequency, this processing style is frustrated and calls for another 
style to adequately read the items in the list. 
3.3 Experiment 2 on bigrapheme frequency
3.3.1 Introduction
The results found in Experiment 1 demonstrated a change in the use of bigrapheme frequency between 
the below-average readers, the above-average readers and the good readers. Experiment 2 was 
conducted to replicate, and refine Experiment 1. This involved focusing on the better first grade readers 
by taking again four reading levels with an equal number of first grade readers in every level. The first 
level readers in Experiment 2 were comparable to the below-average readers in Experiment 1, the second 
level  readers were comparable to the above-average readers in Experiment 1, and the third and forth 
level readers were comparable to the good readers in Experiment 1. An analysis of audible reading 
behavior was expected to reveal changes in reading approaches used as reading level increases. In 
addition, bigrapheme counts were refined by counting bigrapheme frequencies in a larger corpus to 
take a more representative sample of first grade reading experience. 
Another adaptation in comparison with Experiment 1 concerned the presentation of items to the 
participants. In Experiment 1, CVC lists were presented to every fourth participant, thereby 
effectuating a between subjects design. In Experiment 2 all items were presented to every participant 
to allow comparisons between CVC item sets in a within subjects design. Also, this allowed detailed 
item analyses, as time and accuracy scores for every item were available. 
3.3.2 Method
3.3.2.1 Participants
In this study, 64 first graders (30 boys and 34 girls) drawn from six primary schools from small towns 
in the Netherlands participated. The children were between 71 and 99 months of age (M = 85.01; SD = 
5.09), had normal or corrected to normal vision, and normal hearing. At the time of testing, the 
children had 7 months of reading instruction. All children were taught to read using the VLL (Learning 
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to read safely, Mommers, Verhoeven & Van der Linden, 1990) method, were native Dutch speakers, 
and none of the children had repeated the year.
In order to adequately apply a randomized block design the children were chosen in such a way that 
each of four reading level groups contained 16 children. The reading levels were based on the raw scores 
on Card 1C of the Drie Minuten Test (Three Minutes Test, henceforth DMT, Verhoeven, 1993), containing 
CV, VC, and CVC words. The raw scores were the number of items read correctly within one minute. 
The children were instructed to read the words on the list as quickly and accurately as possible. 
Children with scores between 18 and 40 were allotted to level 1, children with scores between 41 and 50 
to level 2, children with scores between 51 and 60 to level 3, and children scoring above 60 to level 4. 
Because the test manual merely provides five reading level categories with matching raw scores, it is only 
safe to say that the level 1 readers matched the 25th till 75th percentile of the distribution of Dutch first 
grade reading performance on this test, and the level 2 till level 4 readers matched the 25% best readers.
3.3.2.2 Frequency counts
In refining the frequency counts, reading books and workbooks of the VLL method were entered, as well 
as several additional series of first grade reading books printed by the same publisher. These comprised 
all books from the ‘Botje’-series, and the ‘Maan-roos-vis’-series, and all books up to and including the 
Avi 1 level of the ‘Ster’ and the ‘Spetter’ series. Avi is a nationwide standardized system to assess the 
individual level of technical text reading, and is also used to categorize books for first graders. Text at 
the first Avi level is characterized by one-syllable words, and short sentences printed on one line without 
capital letters. The nationwide standard is set at Avi 1 to be reached after approximately 6 months of 
reading instruction (Struiksma, Van der Leij & Vieijra, 1997). As the children were tested after 7-8 months 
of reading instruction, these books should have been read by most of the participating children. Also, 
as teachers had been shown to proceed through the parts of VLL at a slower pace than previously 
anticipated, the counts were conducted in parts 1 (‘Kern’) through 10 of the reading books and 
workbooks of VLL, instead of part 1 through 11 in the frequency counts presented in Experiment 1.
All of the text in the previously mentioned books was assembled into a computer file. The text in this 
file was disposed of punctuation marks and accents, and capital letters were treated as small letters. 
The dataset amounted to 1,785 types and 50,967 tokens. The computer program ‘CLAN’ (Spektor, 
retrieved November 2001) was used to find orthographic bigrams. This program produced the words 
containing the bigrapheme requested, allowing counts based on biphonemes as previously explained. 
In working with items in CVC structure, bigraphemes containing a vowel and a consonant (the CV and 
VC bigraphemes) were the only bigraphemes to be counted.  
3.3.2.3 Item construction
Again, four sets containing 10 items each were constructed based on the bigrapheme frequency counts 
(see Appendix 3). In comparison to Experiment 1, frequency counts were based on a more elaborated 
corpus taking both type and token frequency into consideration. Despite our best efforts, it proved to be 
impossible to generate four lists containing enough items with the exact same onsets and codas. Hence, 
GPC rule strength (Rosson, 1995) was introduced to provide the opportunity to use dissimilar onsets 
and codas in the four item lists, which were still comparable on the frequency with which the grapheme-
phoneme correspondence rule occurred in the corpus. Seeing that strong GPC rules are applied in many 
different words, and weak GPC rules can only be applied in a few words, the application of GPC rule 



















using exactly the same letters. Also, it proved impossible to exclude three words (weef, doeg, hip) in 
the lists, which did not occur in the corpus used. Hence, these words can be regarded as similarly 
unfamiliar letter strings as the pseudoword items. The mean type and token frequencies of high and 
low body and rime frequencies were matched as closely as possible (see Table 3.).
Table 3. Mean type and token frequencies of the CVC sets
   
To prevent any body or rime being primed by a preceding item within the computer task, all pseudowords 
were presented pseudo-randomly to all participants. This was achieved by making four lists containing 
all 40 items, which were first randomly ordered, and then checked for succession of items with the same 
bigrapheme frequency composition. If successive items were of the same bigrapheme frequency 
composition, it was exchanged with another item within the list. Hence, the child could not anticipate 
which reading approach would be most adequate for the next item based on the previously presented 
item. Which of the four pseudo-random lists was presented to the child was determined by having the 
children draw a numbered card from a set of four cards without replacement. There were four sets of 
numbered cards in order to have every list read equally often in each of the four reading level groups. The 
four lists did not lead to different results (Time: F (3, 60) = .052, p = .984, Accuracy: F (3, 60) = 1.586, p > .202).
3.3.2.4 Testing procedure
Every individual child was successively presented with the DMT, the computer task containing the 
pseudowords based on bigrapheme frequency, and a computer task with words. The latter task will 
be presented in the next chapter. 
The items were presented to the children on a laptop computer in century gothic font (24 pt.). This font 
was chosen because the ‘a’ was most similar to the ‘a’ shape the children were used to (a). Each trial started 
with a star in the center of the screen shown for 1000 milliseconds, then simultaneously a sound and the 
pseudoword were presented. Time-out occurred at 5 seconds. The children were asked to read the 
pseudowords appearing after a little star as accurately and as quickly as possible. The tester registered the 
time taken to read aloud the whole item by clicking the mouse and whether the item was read correctly by 
using the keyboard. Prior to the experiment, 8 practice items were presented. Furthermore, a suggestion 
by Kessler, Treiman and Mullennix (2002) was taken up. In their article ‘Phonetic biases in voice key 
response time measures’ they explained that the specific acoustic power of an onset generates a systematic 
bias in voice key response time measures. From their findings, they argued that systematic onset effects 
could be diminished by digital recording of the responses along with digital processing techniques to 
determine response times. Hence, the entire computer task was recorded on minidisk, using a microphone 
lying in front of the laptop computer. Next, the minidisk recordings were uploaded to a computer. As a tone 
was sounded with every item appearing on the laptop screen, the time elapsing between the beginning 
of the sound and the end of the complete utterance of the item could be determined using software 
visualizing the sound wave (Cool Edit 2000, Johnston, 2000). By listening and selecting the visualized 
   
high-high high-low low-high low-low
body rime body rime body rime body rime
type 8.6 9.2 8.6 1.9 2.9 9.2 2.9 1.9
token 334.8 350.0 334.8 6.1 10.8 350.0 10.8 6.1
Figure       
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sound wave of every trial, a measuring of the response time was possible with millisecond accuracy. 
In addition to measuring reading performance, the audible reading behavior was scored. The minidisk 
recordings were replayed to attribute every item to one of 9 categories, including fluent reading, waiting 
before giving a fluent answer, and sounding out in letters. The categories were defined beforehand, 
resembling categories indicated by Struiksma, Van der Leij and Vieijra (1997).
3.3.3 Results
In order to get an indication of the reliability of the response times, a cross validation on a random sample 
of 100 items was carried out. A high level of intercoder agreement was achieved, as the correlation 
coefficient between the two sets of response times measured was 0.981. The average absolute difference 
between the two coders time sampling was 143 milliseconds, with a standard deviation of 157 
milliseconds, indicating that measures were accurate to about one or two tenths of a second. Hence, the 
response times were taken to be reliably determined using the software to visualize sound waves. Also, 
during the task the tester clicked the mouse at the end of the utterance, but this method can be subjective 
because of the tester’s anticipation of the child’s response. This did not cause great distortions 
considering the high correlation between the sound wave measurement of the response times and the 
clicked response times ( = .984). The average absolute difference between these two methods of 
measurement was 112 milliseconds, with a standard deviation of 148 milliseconds. Nonetheless, the 
response times found by means of the sound waves were used, because of the possibility to correct 
response times clicked erroneously. 
Comparable to the procedure followed in Chapter 2, it was assumed that bigrapheme frequency within 
the items would influence reading performance both in speed and accuracy. Therefore, one measure 
combining reading speed and accuracy was calculated. This was done by dividing the sum of accurately 
read items within a CVC set by the summed seconds needed to read the items within that CVC set. 
Hence, the scores can be described as number of items read correctly per second. This meant that the 
higher the score the better the reading performance. Using these scores, no differences were found 
between sexes (F (1, 62) = .001, p = .977).
In finding an answer to the question whether bigrapheme frequency influences reading performance of 
CVC pseudowords, and whether this effect differs between reading levels, a 2 x 2 x 4 repeated measures 
analysis of variance on Reading performance was carried out, taking CV frequency, and VC frequency 
as within subjects independent variables, and Reading level as a between subjects independent variable. 
A statistically significant main effect was found for Reading level (F (3, 60) = 50.854, p < .001). Contrast 
analyses indicated that every reading level showed a better performance than the previous reading levels 
(all p-values were below .01). Furthermore, the statistically significant main effect found for VC frequency 
(F (1, 60) = 39.165, p < .001) indicated that high frequency rimes (M = .530, SD = .186) were read better in 
comparison to rimes of low frequency (M = .488, SD = .168). The main effect for CV frequency was also 
statistically significant (F (1, 60) = 39.165, p < .001), indicating that high frequency bodies (M = .520, SD = 
.176) were read better in comparison to bodies of low frequency (M = .497, SD = .179). The only statistically 
significant interaction effect was found for VC frequency x Reading level (F (1, 60) = 5.155, p = .003). 
This interaction effect showed that only level 1 readers did not demonstrate differences between items 
with high and low rime frequency (t (15) = .126, p = .901), whereas the other three reading levels read 
items with a high frequency rime better than items with a rime of low frequency (all p-values were 















Next, the same analyses were carried out per reading level, in order to test the previously formulated 
hypotheses. If the only statistically significant main effect were to be found for VC frequency this would 
support the rime hypothesis. The body hypothesis would find support if the only statistically significant 
main effect were to be found for CV frequency. If the results were to demonstrate statistically significant 
main effects for both CV and VC frequency, then the bigrapheme hypothesis would be supported. If 
no main effects or interaction effects were found, then the GPC-rule hypothesis would be most 
applicable to the data. Level 1 readers did not show statistically significant main effects, nor interaction 
effects, a result in accordance with the GPC-rule hypothesis. The level 2 readers showed a statistically 
significant main effect on VC frequency (F (1, 15) = 17.411, p = .001), as well as on CV frequency (F 
(1, 15) = 6.618, p = .021), whereas the interaction effect remained statistically non-significant (F (1, 15) 
= 1.628, p = .221). These results match the bigrapheme frequency hypothesis. The level 3 readers 
showed a statistically significant main effect only for VC frequency (F (1, 15) = 19.726, p < .001; the 
other effects had p-values above .15); a result in accordance with the rime hypothesis. The level 4 
readers showed a statistically significant main effect for VC frequency (F (1, 15) = 4.353, p = .054) as 
well, a result in accordance with the rime hypothesis. Hence, level 1 readers matched the GPC-rule 
hypothesis best, whereas the other reading levels showed more predominant use of multi-letter 
strings, with a tendency to use the rime at the highest levels (see Table 4. and Figure 3.)     
Table 4. Means and standard deviations of Reading performance per Reading level
Figure 3. CVC sets per Reading level on dependent variable Reading performance 
Reading level
CVC SET
         level 1          level 2          level 3         level 4
M SD M SD M SD M SD
CV high – VC high .324 .062 .485 .120 .605 .119 .749 .109
CV high – VC low .338 .091 .419 .111 .536 .125 .702 .119
CV low – VC high .326 .100 .419 .115 .586 .120 .742 .120
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In addition to measuring reading performance, the audible reading behavior was scored. The 
minidisk recordings were replayed to attribute every word to one of the categories with descriptions 
of reading style as listed in Table 5. 
Table 5. Categories with descriptions for reading styles
Analysis of reading styles of correctly read items revealed that categories ‘fluently’, ‘wait before fluent 
answer’, and ‘sounding out in letters’ showed differences between reading levels and CVC frames (see 
Table 6.). Level 1 readers read most of the items as ‘wait before fluent answer’, which might indicate a 
silent application of GPC rules. In addition, 15.3% of the items were sounded out aloud. Between CVC 
frames hardly any differences were shown. Readers at level 2 read a larger number of the items ‘fluently’ 
(56.7%) compared to the level 1 readers, 33.3% of the items were read ‘wait before fluent answer’, and 
only 2.1% of the items were read ‘sounding out in letters’. In addition, these readers showed differences 
between CVC frames on fluently read items: the high-high frame produced most fluently read items, 
followed by the high-low and the low-high frames, while the low-low frame showed the lowest 
percentage. This effect was less apparent for the ‘wait before fluent answer’ category. Level 3 readers 
again read a considerably larger number of the items fluently (76.3%) compared to the previous 
reading levels, and less ‘wait before fluent answer’ were scored (17.6%). This group of readers also 
displayed differences between CVC frames: the low-high frame resulted in most fluently read items, 
followed by the high-high and the low-low frame, whereas the high-low frame showed the lowest 
percentage. This effect was also visible though to a lesser extent and in reversed order, for the category 
‘wait before fluent answer’. Finally, the level 4 readers read most of the items fluently (93%).
Category Description Percentage of 
total of correctly 
read items
Fluently Child started pronouncing the item instantly and read it fluently 61.6
Wait before fluent answer Child waited before fluently pronouncing the word 27.1
Hesitance in onset/rime Child initiated pronouncing the item, but hesitated after saying 
the onset
2.1
Hesitance in body/coda Child initiated pronouncing the item, but hesitated after saying 
the body
1.3
Sounding out in letters Child audibly sounded out the item letter by letter, then read it 4.4
Sounding out in Onset/rime Child audibly sounded out the item using an onset/rime 
division, then read it
1.3
Sounding out in Body/coda Child audibly sounded out the item using a body/coda division, 
then read it
0.1
Correction Child initially read item incorrect, then read it correctly 1.6
Rest category All items not fitting previous categories 0.3














Table 6. Percentage with which a reading style was found at reading levels and CVC sets  
3.3.4 Discussion
On the whole, the results of this experiment show that items with high rime frequency are read better than 
items with low rime frequency, and that items with high body frequency are read better than items with 
low body frequency. Moreover, in testing the hypotheses for every reading level separately, and combining 
these results with the findings for the audible reading behavior, gives an indication about how the items 
are read at every reading level. The results found for the level 1 readers matched the GPC-rule hypothesis 
best. The audible reading behavior additionally revealed that level 1 readers sounded out a small part of 
the items, and waited before giving an answer to half of the items. The last category may be interpreted 
as applying GPC rules silently. The combined results indicate that this group of readers depends largely 
upon GPC-rule application. The results found for the level 2 readers also matched the bigrapheme 
hypothesis best. Furthermore, the level 2 readers read most items either fluently or waited before giving 
an answer. This can be interpreted as starting to depend less and less on GPC rules and more and more 
on using frequently occurring multi-letter units in reading. The results found for the level 3 readers 
matched the rime hypothesis best, and their audible reading behavior demonstrated that they read 
three-quarters of the items fluently and waited before answering to about one sixth of the items. From 
this it can be concluded that these readers optimally make use of high rime frequency when reading. The 
results found for the level 4 readers also matched the rime hypothesis best. These results and the finding 
that these readers read most items fluently, indicate that high frequency rimes are used efficiently.  
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In comparing the experimental outcomes of Experiment 1 and Experiment 2 the most prominent 
difference concerns the absence of an interaction effect between body and rime frequency in 
Experiment 2. This interaction effect indicated that rime frequency is only relevant to reading 
performance if the body is high frequency. This may be explained by the way in which the items were 
presented to the children. In Experiment 1 a list of 10 items of the same bigrapheme frequency 
combinations was presented to the children, whereas in Experiment 2 the items were individually 
presented in random order. Hence, the effect found in Experiment 1 may be attributed to a list effect, 
which facilitates reading the list using one specific processing style. This was most evident for the 
above-average readers, as they seemed to profit optimally from the activation of multi-letter units to 
read the list of high-high items. In Experiment 2 no such effect was found, though the level 2 readers 
did apparently profit most from high bigrapheme frequency in bodies and rimes. These readers have 
a reading level similar to that of the above-average readers in Experiment 1. This finding suggests 
that first grade readers at this reading level start making use of the frequency of multi-letter units. 
The overall result found in Experiment 2 indicates that a rime frequency effect occurred, especially for the 
higher level first grade readers. This effect may find a cause in the number of legal bigraphemes found 
for bodies and rimes in the corpus counted in. More legal bigraphemes were found for the rime than for 
the body. The smaller number of legal bigraphemes available for the rime resulted in a higher average 
type and token frequency than the average type and token frequency for the body (see also Martensen, 
Maris & Dijkstra, 2000). The experiments conducted showed that bigrapheme frequency appears to 
influence reading performance of higher level first grade readers. These readers seem capable of using 
high frequency orthography-phonology patterns in reading. It can be argued that beginning readers first 
discover the facilitative effect of high frequency letter combinations, before they proceed to process letter 
combinations of the highest frequency (the rime). From this it can be concluded that the inference 
drawn in Goswami’s (1993; Goswami & Bryant, 1990) studies among beginning English readers - that it is 
relatively easy to make analogies with rimes - may in fact draw on a similar frequency oriented process.
3.4 Experiment 3 on bigrapheme frequency and consonantal sonority
3.4.1 Introduction
A possibly additional factor influencing the use of specific multi-letter units may be found in the 
phonological characteristics of the consonants used in the item sets. Previous studies using phonemic 
segmentation tasks found that CVs and VCs with an obstruent consonant were easier to segment than 
CVs and VCs with a sonorant consonant (Yavas & Gogate, 1999; Geudens & Sandra, 2003; Geudens, 
Sandra & Van den Broeck, in press). The effects found for phonological characteristics in this segmentation 
task, which is closely related to reading, may have an effect on reading performance as well. Hence, it is 
worthwhile studying the interactional effects of consonantal sonority and bigrapheme frequency as these 
may provide another explanation for differing empirical findings in beginning reading. In order to explore 
the effects that may additionally arise from consonantal sonority in first grade reading performance, 
a third experiment was carried out. In this experiment, both bigrapheme frequency and consonantal 
sonority were manipulated to test whether consonantal sonority had an additional effect on reading 
performance besides bigrapheme frequency. As interest was taken in the general influence of consonantal 

















In this study, 70 first graders (35 boys and 35 girls) from two primary schools in the Rotterdam area 
participated. The children were between 80 and 98 months of age (M = 86.49; SD = 4.56), had normal 
or corrected to normal vision, and normal hearing. At the time of testing, the children had 7 months of 
reading instruction. All children were taught to read using the VLL (Learning to read safely, Mommers, 
Verhoeven & Van der Linden, 1990) method. Also, all were native Dutch speakers, and none of the 
children had repeated the year.
3.4.2.2 Item construction
In constructing the new item set, the same frequency counts used to construct the items in Experiment 2 
were utilized in the bigrapheme frequency manipulation. Once again, items were created crossing high 
and low CV frequency with high and low VC frequency. In addition, sonorance of the onset and the coda 
was manipulated by creating items with sonorant and obstruent onsets and codas. As both bigrapheme 
frequency and consonantal sonority were manipulated at the same time, crossing these characteristics 
resulted in a total of 16 sets (i.e. an item set high-frequency CVs combined with low-frequency VCs, 
consisting of obstruent onsets and sonorant codas) containing 7 pseudowords each (see Appendix 4).   
As onsets and codas varied necessarily between lists due to the sonority manipulation, GPC-rule strength 
was used once again in an attempt to create lists as comparable as possible on GPC frequency measures. 
Besides GPC-rule strength, type and token frequencies were also kept as similar as possible between 
lists (see Table 7.). Again, it was not possible to avoid the inclusion of 10 words (dien, geer, loon, luim, 
luit, lijm, lijn, lijs, moor, roof) in the lists, which occurred maximally five times in the corpus counted 
in. Hence, these words can be regarded as equally unfamiliar letter strings as the pseudoword items. 
Table 7. Average type and token frequency per list
To prevent priming of one item by another within the computer task, the following procedure was 
followed. The lists were ordered in such a way, that succeeding items would not have a similar rime 
or body frequency, or a similar consonantal sonorance structure. From each of the 16 lists, however, 
the items were selected randomly. Hence, the child could not anticipate which reading approach would 
be most adequate for the next item presented. 
3.4.2.3 Testing procedure
Every child was tested individually in two sessions by a graduate student within the framework of 
Sonorance/
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her MA thesis. The first session was used to establish the reading level of the child using the EMT, 
card B (One Minute Test, Brus & Voeten, 1973), a test containing 116 words increasing in difficulty. 
The children were asked to read as many words as quickly and as accurately as possible within one 
minute. In the second session, the child was presented the computer task. 
The items were presented to the child on a laptop computer in verdana font (36 pt.), as this font provided 
the best separation of the individual letters of the item, due to the proportional positioning of the letters. 
Each trial started with a star in the center of the screen shown for 1000 milliseconds, and then 
simultaneously a sound and the item were presented. Time-out occurred at 10 seconds. The children were 
asked to read the pseudowords appearing after a little star as accurately and as quickly as possible. The 
student registered the time taken to read aloud the whole item by clicking the mouse and whether the 
item was read correctly by using the keyboard. Prior to the experiment, 4 practice items were presented. 
Due to time limitations, the response times were only acquired by clicking the mouse during the 
experiment. No data collection was done recording the sessions on minidisk for sound wave analyses 
at a later stage. Considering that a very high correlation was found between the response times 
acquired by clicking the mouse and by sound wave measuring, both methods of time measurement 
can be considered equally reliable. So as to avoid using response times clicked erroneously in the data 
analyses, a list with all clicking errors was made while testing the children. These erroneously clicked 
response times were excluded from the data analyses.
3.4.3 Results
Comparable to the procedure followed in the previously described experiment, it was assumed that the 
item characteristics would influence reading performance both in speed and accuracy. Hence, one 
measure combining reading speed and accuracy was calculated. This was done by dividing the sum of 
accurately read items within a specific CVC item set, by the summed seconds needed to read the items 
within that CVC item set. Hence, the scores can be described as number of items read correctly per 
second, therefore, the higher the score the better the reading performance. Using these scores, no 
differences were found between sexes (F (1, 68) = .071, p = .790).
In finding an answer to the question of whether bigrapheme frequency influences reading performance 
of CVC pseudowords, and whether this effect differs between reading levels, a 2 x 2 x 4 analysis of 
variance was carried out on Reading performance, taking CV frequency, and VC frequency as within 
subjects independent variables, and Reading level as between subjects independent variables. A 
statistically significant main effect was found for Reading level (F (3, 66) = 79.616, p < .001). Contrast 
analyses indicated that every reading level showed a better performance than the previous level (all 
p-values were below .01). Furthermore, statistically significant main effects were found for CV 
frequency (F (1, 66) = 11.808, p = .001) and VC frequency (F (1, 66) = 20.431, p < .001). The CV frequency 
main effect indicated that high frequency bodies (M = .577, SD = .285) were read better than bodies of 
low frequency (M = .560, SD = .278). The VC frequency effect indicated that high frequency rimes 
(M = .581, SD = .284) were read better than rimes of low frequency (M = .557, SD = .279). None of the 
interaction effects was statistically significant (all p-values were above .10). 
So as to test the previously formulated hypotheses for this group of children too, the same analyses were 

















the results of the analyses would support the rime hypothesis, or the body hypothesis if the only 
statistically significant main effect was found for CV frequency. If the results were to show statistically 
significant main effects for both CV frequency and VC frequency, then the bigrapheme frequency 
hypothesis would be supported. If no main effects or interaction effects were found, then the GPC-rule 
hypothesis would be most applicable to the data. Poor readers showed no statistically significant effects; 
hence the GPC-rule hypothesis is most applicable. Below-average readers showed a statistically 
significant main effect on VC frequency (F (1, 17) = 5.935, p = .026), a result that matches with the rime 
hypothesis. Above-average readers demonstrated a statistically significant main effect for VC frequency 
(F (1, 17) = 6.739, p = .019), supporting the rime hypothesis as well. The good readers showed statistically 
significant main effects on CV frequency (F (1, 16) = 5.939, p = .027), as well as on VC frequency (F (1, 16) = 
5.002, p = .040). These results match the bigrapheme frequency hypothesis best. Hence, poor readers match 
the GPC-rule hypothesis best, below- and above-average readers read in line with the rime hypothesis, 
and good readers show more predominant use of highly frequent multi-letters strings (see Figure 4.).
Figure 4. CVC set per Reading level on dependent variable Reading performance 
In finding an answer to the question of whether bigrapheme frequency interacts with consonantal 
sonority or not, a 2 x 2 x 2 x 2 repeated measures analysis of variance for Reading performance was 
carried out, taking CV frequency, VC frequency, Onset sonority, and Coda sonority as within subjects 
independent variables, and Reading level as the between subjects independent variable. This analysis 
demonstrated a statistically significant 5-way interaction effect (F (3, 66) = 4.822, p = .004). We therefore 
decided to carry out the analyses separately for every reading level. The results for bigrapheme 
frequency have previously been reported, thus only effects found for consonantal sonority and possible 
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only statistically significant effects (p < .05) are reported, in order to have a strict test of whether or 
not consonantal sonority additionally influences first grade reading performance (see Table 8.).
Table 8. Summary of findings for the CV frequency x VC frequency x Onset sonority x Coda sonority repeated 
measures analysis of variance on dependent variable Reading performance per reading level
 
Results for poor readers demonstrated a statistically significant main effect for Onset sonority (F (1, 16) = 
4.862, p = .042), indicating that sonorant onsets (M = .286, SD = .072) lead to better reading performance 
than obstruent onsets (M = .270, SD = .071). Statistically significant interaction effects were found for CV 
frequency x Onset sonority (F (1, 16) = 7.862, p = .013), and VC frequency x Onset sonority (F (1, 16) = 
5.104, p = .038). These results indicated that for items with bodies of high frequency, the difference 
between obstruent (M = .282, SD = .072) and sonorant (M = .280, SD = .074) onsets was minimal, and 
the performance was average. Items with bodies of low frequency and sonorant onsets (M = .292, SD = 
.078) resulted in better reading performance than items with low frequency bodies and obstruent onsets 
(M = .257, SD = .073). A different pattern was found for the VC frequency x Onset sonority, as this 
interaction indicated that items with rimes of high frequency and with a sonorant onset (M = .303, SD = 
.087) resulted in better reading performance than those with low frequency rime and an obstruent onset 
(M = .274, SD = .073), which in turn were read better than items with a high frequency rime and an 
obstruent onset (M = .265, SD = .074), and items with a low frequency rime and a sonorant onset (M = 
.268, SD = .067). The remaining effects were statistically non-significant (all p-values were above .05).
Results for below average readers showed a statistically significant main effect for Onset sonority (F 
(1, 17) = 8.706, p = .009), indicating that a sonorant onset (M = .413, SD = .109) leads to a better reading 
performance than an obstruent onset (M = .382, SD = .107). A statistically significant interaction effect was 
found for VC frequency x Onset sonority (F (1, 17) = 4.903, p = .041), indicating that items with rimes of 
high frequency and with a sonorant onset (M = .435, SD = .119) were read better than items with low 
frequency rime and with a sonorant onset (M = .391, SD = .106). Items with an obstruent onset were read 
worst, irrespective of rime frequency (high frequency rime: M = .382, SD = .103; low frequency rime 
M = .382, SD = .118). The remaining effects were statistically non-significant (all p-values were above .05).
Effect on reading 
performance
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Results for the above-average readers demonstrated a statistically significant main effect for Coda 
sonority (F (1, 17) = 5.213, p = .036), implying that items with obstruent codas (M = .700, SD = .037) were 
read better than those with sonorant codas (M = .678, SD = .033). Statistically significant interaction 
effects were found for VC frequency x Onset sonorance (F (1, 17) = 23.455, p < .001), for VC frequency 
x Coda sonorance (F (1, 17) = 6.768, p = .019), for Onset sonority x Coda sonorance (F (1, 17) = 6.034, 
p = .025), for CV frequency x VC frequency x Coda sonority (F (1, 17) = 12.871, p = .002), and for CV 
frequency x VC frequency x Onset sonority x Coda sonority (F (1, 17) = 6.092, p = .024). As all previous 
interaction effects are represented in the last one, only the last interaction effect will be described (see 
Table 9.). Items with high body and high frequency rime were read best if the onset was a sonorant and 
the coda was an obstruent and worst if the coda was a sonorant. Items with high frequency body and 
low frequency rime were read best if the coda was an obstruent and worst if both the onset and the coda 
were sonorant. Items with low frequency body and high frequency rime were read best if the onset and 
the coda were sonorant, and worst if the onset was an obstruent. Items with low frequency body and 
rime were read best if the onset was a sonorant and the coda was an obstruent and worst if both the onset 
and the coda were sonorant. The remaining effects were statistically non-significant (all p-values were 
above .05).
 
Table 9. Means and standard deviations on dependent variable Score for the above-average readers of  the sets of 
items in which bigrapheme frequency and consonantal sonority were crossed
Results for the good readers only showed statistically significant interaction effects for VC frequency 
x Onset sonority (F (1, 16) = 10.619, p = .005), for VC frequency x Coda sonority (F (1, 16) = 6.575, p = 
.021), and for VC frequency x Onset sonority x Coda sonority (F (1, 16) = 6.470, p = .022). As the last 
interaction effect represents the previous two, only the last interaction effect is described. Items with 
rimes of high frequency and sonorant onsets and codas (M = .965, SD = .153) were read better than 
CV frequency VC frequency Onset sonority Coda sonority M SD
High High Obstruent Obstruent .711 .204
Sonorant .697 .203
Sonorant Obstruent .788 .172
Sonorant .691 .179
Low Obstruent Obstruent .709 .197
Sonorant .665 .188
Sonorant Obstruent .710 .169
Sonorant .632 .167
Low High Obstruent Obstruent .636 .178
Sonorant .640 .194
Sonorant Obstruent .716 .183
Sonorant .773 .153
Low Obstruent Obstruent .673 .202
Sonorant .671 .195
Sonorant Obstruent .721 .167
Sonorant .592 .104
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those with sonorant onsets and obstruent codas (M = .940, SD = .177), which in turn were read better 
than items with obstruent onsets and codas (M = .904, SD = .204) and those with obstruent onsets and 
sonorant codas (M = .897, SD = .218). Items with rimes of low frequency and obstruent onsets and codas 
(M = .931, SD = .183) were read better than those with sonorant onsets and obstruent codas (M = .924, 
SD = .2029), which in turn were read better than those with obstruent onsets and sonorant codas (M = 
.908, SD = .203), which in turn were read better than those with sonorant onsets and codas (M = .843, 
SD = .203). The remaining effects were statistically non-significant (all p-values were above .05).
  
3.4.4 Discussion
The findings of Experiment 3 demonstrate that both bigrapheme frequency and consonantal sonority 
influence reading performance of first grade readers. More specifically, differences between reading 
levels were shown on both variables in the analyses carried out separately for all four reading levels 
distinguished. With regard to the hypotheses formulated concerning bigrapheme frequency, it was found 
that poor readers match the GPC-rule hypothesis best, below- and above-average readers the rime 
hypothesis, and good readers match the bigrapheme frequency hypothesis best. This is a different 
pattern to that found in Experiment 2, as in that experiment the rime hypothesis was only applicable 
to the level 3 and level 4 readers. These reading levels match the good readers’ reading level in 
Experiment 3. This difference may be explained by taking consonantal sonority into consideration, as 
in Experiment 2 most items had obstruent onsets and codas, whereas in Experiment 3 all combinations 
regarding consonantal sonority were equally distributed across bigrapheme frequency conditions. 
With regard to the influence of consonantal sonority, expectations were formulated for first graders 
primarily using GPC rules when reading pseudowords and for first graders who read fluently. It was 
expected that the first group would find most facilitation from sonorant consonants, because these 
can easily be lengthened and merged with the vowel (cf. Geudens & Sandra, 2003; Treiman & Cassar, 
1997). For the fluent readers it was expected that they would not demonstrate effects for consonantal 
sonority, as they are not as dependent on lengthening consonants and merge them with vowels due to 
their reading proficiency. The results indicate that the expectations only partly applied to the results, 
as poor readers only showed facilitative effects for sonorant onsets. What is more, the facilitative 
effect of sonorant onsets on reading performance was also found for below- and above-average 
readers. Good readers did not show effects for consonantal sonority, but did in interaction with 
bigrapheme frequency. Hence, beginning readers who are not yet fluent seem to find facilitation from 
sonorant consonants in reading pseudowords. However, interaction effects found between 
bigrapheme frequency and consonantal sonority show a more complex developmental pattern. 
The interaction effects found between bigrapheme frequency and consonantal sonority indicated that 
these variables reinforce the influence of one another in a certain way. It was also found that differences 
in mutual influencing of the variables occurred between reading levels. Poor readers read most items 
following GPC rules, and a sonorant onset proved most facilitative when body frequency was low, and 
rime frequency was high. This may lead to the conclusion that high rime frequency is beginning to gain 
influence in the reading performance of poor readers if this rime is easily synthesized with the onset. 
Below-average readers have already been shown to use high rime frequency, and they found most 
facilitation if the onset was sonorant and thus easy to synthesize with the rime. Above-average readers 
displayed the use of high bigrapheme frequency, which proved to be especially facilitative when high 
rime frequency was combined with an easy to synthesize, sonorant onset. With low rime frequency the 
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items with obstruent codas were read best, indicating that the above-average reader preferred 
distinguishable sounds in order to read the items efficiently. Good readers demonstrated their best 
reading performance on items with bodies and rimes of high frequency, which was facilitated by sonorant 
consonants if the rime was highly frequent and by obstruent consonants if the rime was of low frequency. 
The effects found for above-average readers demonstrating a facilitative effect for obstruent codas, and 
for good readers demonstrating a facilitative effect for obstruent consonants if rime frequency is low, may 
be explained by the argument of Weisberg, Andracchio and Savard (1989). They claimed that obstruent 
consonants heighten attention to them and to surrounding sounds. For above-average readers this may 
be especially helpful if the rime is of low frequency. The bigrapheme frequency variable demonstrated 
that high rime frequency facilitated their reading performance, indicting that these readers are focused 
on the rime in reading. With a low frequency rime, they may find facilitation in the heightened attention 
to surrounding sounds to compensate for the low frequency of the rime. For good readers such 
heightened attention to all letters within the item may be especially useful if the frequency of any 
multi-letter unit is low. These good readers are sensitive to bigrapheme frequency and consonantal 
sonority. Therefore, they seem to find facilitation in sonorant consonants if rime frequency is high, due 
to the ease with which sonorant consonants merge with the vowel, and find facilitation in obstruent 
consonants if rime frequency is low, due to heightened attention to all elements within the item. 
Besides examining the relative role for bigrapheme frequency and consonantal sonority in this experiment, 
an additional question was asked in all three experiments concerning the possible dependency of 
subsyllabic processing on the onset-rime division. If subsyllabic processing does depend on the onset-rime 
division, then a special role for the rime should be detected in every child’s reading performance: for 
example in finding a facilitative effect of high rime frequency. This was not found in this experiment 
for the whole group of participants, as overall both body and rime frequency influenced reading 
performance. However, once again these general effects had to be reconsidered when reading level 
was taken into account. Poor readers did not show a preference for higher bigrapheme frequencies, 
below-average, and above-average readers showed a preference for high rime frequency, and good 
readers demonstrated to make use of higher bigrapheme frequencies within CVC pseudowords in 
their reading performance. Thus, in this experiment as in the previously presented experiments, the 
assumption put forward by Duncan, Seymour and Hill (1997; 2000) applies best to the results found. 
This assumption states that smaller units are used in the initial stages of reading and larger units like 
the rime are additionally used later in the process of learning to read.
3.5 General discussion
The experiments discussed in this chapter demonstrated that bigrapheme frequency influences first grade 
reading performance in different ways for different levels of reading skill. Furthermore, the last experiment 
demonstrated that in addition to bigrapheme frequency, consonantal sonority influenced reading 
performance, also in different ways for the distinguished reading levels. From the results it can be 
concluded that children reading at below the average class level primarily depend on application of 
GPC rules, which is in accordance with the way they are taught in first grade reading instruction 
(Mommers, 1990; see also Stuart, 2002 for English). First graders reading at above the average level of 
the class demonstrated additional use of multi-letter units, resulting in better reading performance (see 
also Duncan, Seymour & Hill, 1997; 2000; Ehri, 1999; Morais, 2003). In other words, we found that a 
certain reading level is needed for subsyllabic processing to take place with both small and larger units.  
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More specifically, in subsyllabic processing a functional role for rime frequency was found in all three 
experiments, though at different levels of reading skill (see Table 10.). This dominant influence of rime 
frequency was found at a level below class average in Experiment 1, at a level above class average in 
Experiment 2, and at a level below and above class average in Experiment 3. Moreover, results found in 
Experiment 1 demonstrated that the frequency of the body gained influence on reading performance 
at the cost of rime frequency. This effect was mainly attributable to the above-average readers, who 
demonstrated a pattern in which low body frequency caused rime frequency to lose some of its influence 
on reading performance, whereas in the case of high body frequency rime frequency strongly influenced 
reading performance. This finding was not replicated in Experiments 2 and 3, which demonstrated a 
pattern in which body frequency and rime frequency were of equal importance, though at different 
reading levels. In Experiment 2 such an effect was found for children reading at a level above class level, 
and in Experiment 3 such an effect was found for children reading at a higher level. Causes for the 
differing patterns in experimental outcomes may be found in the consonantal sonority of the selected 
item sets, in the specific response time measurement chosen, or in the response time determinations 
used in the experimental settings. 
Table 10. Overview of results for bigrapheme frequency manipulation at different reading levels in Experiment 1, 
Experiment 2, and Experiment 3
Firstly, the effects found for consonantal sonority in addition to bigrapheme frequency will be discussed 
(see also Treiman & Cassar, 1997; cf. Geudens & Sandra, 2003). During the construction of items for 
Experiment 3 it was discovered that there are more obstruent consonants available than sonorant 
consonants in bigraphemes of high frequency. In addition, it was previously found that there are more 
legal bigraphemes available for bodies than for rimes in the corpus counted in. Hence, a bias towards 
a larger amount of obstruent onsets as compared sonorant onsets in certain bigrapheme frequency 
combinations in pseudowords can exert an influence on experimental findings. This leads to the 
conclusion that the selection of items is crucial to finding effects favoring the rime over the body when 
it comes to examining the possible use of multi-letter units in the process of learning to read. In this 
respect, it should be considered that most items used in Experiment 1 and Experiment 2 consisted of 
obstruent consonants, which possibly facilitated better readers to a larger extent than poor readers 
considering the outcomes of Experiment 3. These outcomes showed that sonorant consonants in 
combination with high rime frequency lead to the best reading performance of the good readers. Hence, 
if an item set does not contain the most facilitative consonantal sonority option of sonorant onsets in 
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combination with high rime frequency, then a rime frequency effect may emerge at a higher level of 
reading skill. Nevertheless, the role of frequency measures in reading is easier to explain than the role 
found for consonantal sonority. Moreover, none of the reading theories found explains the influence of 
sonority on reading performance. Hence, a theory needs to be developed, in addition to further empirical 
research to test such a theory, in order to reveal how sonority additionally affects reading behavior in 
beginning and in skilled reading. Such studies should include the most adequate response time 
measurement as well as an item set which allows satisfactory answers to the specific theory based 
questions formulated.  
The second possible cause for different findings between the experiments may be found in the specific 
response time measurement chosen to examine the influence of bigrapheme frequency on first grade 
reading performance. These differing response time measurements may represent different aspects of 
reading pseudowords. 
a) For example, a voice key measures the time elapsing between the presentation of the item and the 
initial utterance of the item (see for example Geudens & Sandra, 2002), and thus represents the time 
needed to first decide that a response can be given and then to initiate a response. This measure 
does not take into account the response times for items that are corrected during the utterance of 
the item and items initially sounded out aloud, because these responses do not represent the time 
needed to initiate the correct response. 
b) The response time measurement that takes the time elapsing between the presentation of the 
item and the complete utterance of the item does include possible corrections made during the 
utterance as well as items initially sounded out (see Experiment 2 and Experiment 3). Thus, this 
measurement represents the time needed to completely process and pronounce the item, 
irrespective of the reading approach used. 
c) The measurement that takes the time elapsing between the initiation of reading the first item in 
a list and the complete utterance of the last item on the list, represents the time needed to read a 
complete list of items (Experiment 1). Hence, this measure possibly represents the time needed to 
select the most suitable reading approach to be applied to all the items on the list, which in 
Experiment 1 were clustered according to bigrapheme frequency combination. 
These differences, including the possible problems with the validity of voice-key measurements (see 
Kessler, Treiman & Mullennix, 2002), and possible problems with reliability in measurements taken 
for items requiring short response times (see Experiment 2, and Experiment 3) need to be considered 
carefully when experimental studies are designed.
A third cause for differing outcomes may be sought in the precision of the response time determination 
per item in Experiment 2 and Experiment 3. The response time represented the time elapsing between 
presentation of the item and the complete utterance of the response. This time was determined in two 
ways in Experiment 2, first by clicking the mouse during the experiment, and then by analyzing the 
sound wave after the experiment. The comparison of the two ways showed an average difference in 
measurement of about one or two tenths of a second, indicating a measurement error in both 
measurements of almost two tenths of a second. In comparing the measurement error to the differences 
in response times found between sets of items, the conclusion must be drawn that these differences are 
of a similar magnitude. Though the differences between sets of items are considered systematic, the 
similar magnitude of the measurement error and the systematic difference between sets of items interested 
in does imply that the arbitrariness in establishing response times at the item level is large when reading 
relatively simple CVC items. However, considering that in the analyses sets of items were compared, the 
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problem of the lack of precision in the response time measurements becomes less important. In the 
calculation of the combined score the sum of accurately read items within the set interested in was 
divided by the sum of the response times of all items read within that set. Hence, the error term for the 
response times becomes smaller if the response times of the items read are summed, because the negative 
and positive errors in the response time measure compensate for one another. In conclusion, despite 
the lack of precision of the response time measures at item level, comparison of reading scores between 
sets of items reduces the error in measurement, and thus increases the reliability of the measurements. 
Overall, it can be said that the most likely cause for differing experimental outcomes is a combination 
of at least these three aforementioned factors. Though the influence of consonantal sonority on reading 
performance has not yet been clearly established in theoretical frameworks describing the process of 
learning to read, Experiment 3 has shown that it does affect reading performance in addition to 
bigrapheme frequency. Hence, it is important to consider consonantal sonority when constructing an 
item set for experimental purposes. In addition, it is important to carefully select the way in which 
response times are measured, as different aspects of word processing are taken into consideration when 
measuring the time taken to read a list of items, the time taken to initiate a response, and the time taken 
to generate a response. Finally, the validity and reliability of response time measurements should be 
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4.1 Introduction
The development of word recognition skill is generally considered to be crucial in the process of learning 
to read (see for example Perfetti, 1985; Carver, 1998). Nevertheless, in general theories on skilled reading 
there are differing views about how this ability takes effect in reading. Firstly, theories following a 
dual-route approach distinguish two routes to recognizing the word that function in parallel. First the 
letters of the word are analyzed, after which direct access to the internal lexicon is accomplished, and 
GPC rules are applied before gaining access to the internal lexicon. Application of GPC rules leads to 
entering the phonological and the semantic lexicon (see for example M. Coltheart, 1978; M. Coltheart, 
Rastle, Perry, Langdon & Ziegler, 2001). Secondly, analogy theory suggests that in word recognition, 
various sources containing orthographic, phonological, and semantic information are used to match 
the target word with resembling words found in those sources (see for example Glushko, 1979; 
Henderson, 1982). This matching thus occurs with multi-letter units, as well as with letters, and whole 
words (see also Van den Broeck, 1997). Thirdly, in connectionist models phonological, orthographic, 
and semantic information are connected in a network (see for example Seidenberg & McClelland, 1989; 
Van Orden & Goldinger, 1994). In these models, word recognition is the result of the activation flows 
as expressed in the output of the model. In summary, these three theoretical frameworks deliver a 
variety of interpretations describing how word recognition is established in skilled reading, as well as 
a basis from which to examine the development of word recognition skill. 
Despite the variety of views of how word recognition is established, word frequency is an important 
variable that influences word recognition in all three theoretical frameworks. In the dual route approach, 
words of high frequency result in fast and accurate responses because experience in reading those words 
activates their word entries in the orthographic, phonological, and semantic lexicons more rapidly. 
In analogy theory, words of high frequency cause an increase in the speed with which the various 
information sources deliver a match. In connectionist models, words of high frequency create strong 
activation flows between phonological, orthographic, and semantic nodes resulting in fast and accurate 
output. Besides theoretical arguments for a prominent role for word frequency in word recognition, 
empirical studies also prove that word frequency affects reading performance at all reading levels 
(see for example Andrews, 1992; Andrews & Heathcote, 2001; Grainger, 1990; Ziegler & Perry, 1998, 
for studies with students; Brysbaert, 1996; Graves, Ryder, Slater & Calfee, 1987; Leslie & Calhoon, 
1995, for studies with children). 
In addition to the influence of the word’s own frequency on its recognition, resembling words also appear 
to influence word recognition. This phenomenon has been studied by M. Coltheart, Davelaar, Jonasson 
and Besner (1977), who introduced the orthographic neighborhood size of a word, a term also referred 
to as the N metric. This N metric is defined as follows: ‘the number of different English words that can 
be produced by changing just one of the letters in the string to another letter, preserving letter positions’ 
(M. Coltheart et al., 1977, 544). M. Coltheart et al. studied the effect of orthographic neighborhoods in 
students, using a lexical decision task. They found that pseudowords with many neighbors, thus 
associated with large neighborhood size, resulted into longer ‘no’ response time latencies than 
pseudowords with small neighborhood size. This means that pseudowords with large neighborhood 
size show great resemblance to words, and activate many words in the lexicon. This makes it more 
difficult to decide whether or not a word is presented, which leads to longer response times. Pseudowords 
with a small neighborhood size activate few words, resulting in a faster decision. Thus neighborhood 
size influences word recognition. 
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However, instead of attributing the effects found by M. Coltheart et al. (1977) to neighborhood size, 
the effects may, in fact, be caused by the mediating influence of the word frequency of the neighbors. 
High-frequency neighbors of a target item may have a different influence on word recognition than 
low frequency neighbors. Studies carried out to investigate the additional influence of the frequency 
of neighbors on word recognition have been reviewed by Andrews (1997). She concluded that word 
identification is less consistently influenced by the word frequency of the neighbors than by neighborhood 
size. In addition, she found that large neighborhood size generally facilitates performance on lexical 
decision tasks and standard naming tasks in English (Andrews 1997). Furthermore, Andrews (1989; 
1992) argued that effects found in lexical decision tasks can be attributed to processing speed, effects 
found in tasks that require a response after a short time interval (the delayed naming task) can be 
attributed to pronunciation, and effects found in standard naming tasks can be attributed to both 
processing speed and pronunciation. As general effects for neighborhood size and frequency were 
only found in lexical decision tasks and standard naming tasks, Andrews (1989; 1992) concluded that 
neighborhood effects should be attributed to processing speed. 
The variation in response time patterns displayed when using different reading tasks, was systematically 
studied by Andrews and Heathcote (2001). They used the same two item sets in a series of different 
reading tasks, including a lexical decision task, and speeded naming tasks. One of the two item sets 
consisted of only words; the other item set was a mix of words and pseudo-words. The tasks were 
presented to a group of students, and patterns in response times and accuracy scores were closely 
examined. Andrews and Heathcote (2001) concluded that the lexical decision task reflects a task-specific 
decision process. More specifically, in this task the process of frequency-sensitive word recognition can 
be bypassed for high-frequency items, because of the influence of familiarity-based processes. High-
frequency words look more familiar than low-frequency words; hence the decision can be based solely 
on visual word familiarity instead of actually recognizing the word itself. With regard to the naming 
tasks, low-frequency words rely less on a process primarily sensitive to word frequency, and more on 
a process of connecting orthographic information with phonological information below the word level, 
like letters or multi-letter units. In other words, in a naming task requiring a quick response, low-
frequency words are processed slower than those of high frequency allowing for pronunciation 
consistency to increase its influence on reading performance. Grainger, Spinelli and Ferrand (2000) 
reached a similar conclusion in their study, in which they found that speeded reading of a list 
containing only pseudo-homophones is influenced by both neighborhood size and word frequency of 
neighbors, whereas an item set with a mix of pseudo-homophones and pseudowords showed effects 
for neighborhood size only. In reading pseudo-homophones and pseudowords alternately, the reader 
depends more heavily on associating the items with parts of resembling words apparently regardless 
of word frequency. Hence, naming words of low frequency and naming of pseudowords apparently 
requires a process of connecting orthographic information with phonological information of units 
below the word level, whereas naming words of high frequency can rely on word-specific knowledge. 
From this it can be concluded that the frequency of the target word influences reading performance, 
and that resembling words have an additional influence on reading performance. However, not all 
neighboring words have the same influence on reading performance, as shown for example by studies 
investigating the specific influence of the frequency with which words in the neighborhood occur (see for 
a review Andrews, 1997). Another feature that may discriminate between neighbors in the neighborhood 
is which letters resemble the target word. Neighbors of a CVC word with the same vowel and one 
identical consonant, for instance, are likely to contribute most to the reading performance. This idea is 
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based on the finding that the vowel is generally considered to have a larger set of possible pronunciations 
compared to consonants, and is more consistently pronounced if one of the adjacent consonants is 
taken into consideration. In English the consonant following the vowel delivers most information 
about how the vowel needs to be pronounced in a word (Treiman, Mullennix, Bijeljac-Babic & 
Richmond-Welty, 1995). In the previous chapter the bigrapheme frequency measure was introduced, 
defined as two adjacent graphemes that correspond to a specific combination of two phonemes. If the 
bigrapheme representing a specific vowel-consonant combination is of high frequency, then this rime 
is considered to be consistently pronounced. Thus, as consistently pronounced neighbors of the target 
word consist of highly frequent bigraphemes, it can be said that the bigrapheme frequency measure is 
representing the consistency of neighbors within the neighborhood (see in the previous chapter). 
This is indirectly supported by Andrews (1992), as she pointed out that measures for orthographic bigram 
frequency appear to be confounded with neighborhood size. This confounding was explained by the 
fact that the definition of neighbors implies a small variation in bigrams within a word set of neighbors. 
By definition, a neighbor differs from the target word by only one letter, resulting in a small number of 
different letters within the neighborhood (for example: the target word ‘pen’, has neighbors like: ‘den’, 
‘ten’, ‘pea’, ‘per’, ‘pin’, ‘pan’). A similar result was reported by Frauenfelder, Baayen, Hellwig, and 
Schreuder (1993) who found that the number of neighbors moderately correlated with bigram frequency 
in their analyses in the CELEX databases for Dutch and English (cf. Massaro, Taylor, Venezky, Jastrzembski 
& Lucas, 1980). Hence, it can be concluded that neighborhood size and bigram frequency are related, but 
it cannot be concluded that neighborhood size facilitates reading performance best. The correlation can 
be interpreted the other way around as well: bigram frequency facilitates reading performance best. 
Moreover, given that the bigrapheme frequency measure relates to consistent neighbors, a facilitating 
effect on reading performance can be expected. This is caused by the fact that if many consistent 
neighbors are present, then a strong facilitative effect on word recognition becomes likely, which in 
turn causes the neighborhood size measure to facilitate reading performance (Treiman, Mullennix, 
Bijeljac-Babic & Richmond-Welty, 1995). This effect may be primarily due to the high bigrapheme 
frequency in those words. Therefore, it is interesting to explore the influence of the bigrapheme measure 
instead of neighborhood size. Also, the bigram frequency measure excludes the effects of neighbors 
resembling the target word only in consonants (for example: the target word ‘pen’, and its neighbors 
‘pin’, ‘pan’ and, ‘pun’). This may set aside the least efficient neighbor, if it is facilitative at all.
Moreover, in CVC words, the bigrapheme frequency measure represents units that have been proven 
to influence word recognition performance, such as the rime (see for example Treiman, 1989; Treiman, 
Mullennix, Bijeljac-Babic & Richmond-Welty, 1995). Nonetheless, the way in which bigram frequency 
is counted proves to be of crucial importance. As was suggested in the previous chapter, hardly any 
effects have been found for orthographically based bigram frequencies, after other frequency effects were 
partialed out in regression analyses (Andrews, 1992; Gernsbacher, 1984; Rice & Robinson, 1975). Effects 
are found for bigrapheme frequency in Dutch (Chapter 3; Geudens & Sandra, 2002), as well as for 
rimes in English (Treiman, et al., 1995; Ziegler & Perry, 1998) only if orthographic and phonological 
characteristics are combined. Thus, the suggestion of a confounding between bigram frequency and 
neighborhood size may in fact only adequately apply in case both orthographic and phonological 
information take part in a bigrapheme frequency measure. 
Though most studies mentioned above were carried out with skilled readers, similar effects for 
neighborhood size, and frequency measures at different word levels can be found in beginning reading 
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as well. For example, a special role for the rime in word recognition in general was found in English by 
several researchers (see for example Bowey & Hansen, 1994; V. Coltheart & Leahy, 1992; Goswami & 
Bryant, 1990; Treiman et al., 1995), as well as for rime neighborhood size in particular (Leslie & Calhoon, 
1995). Geudens and Sandra (2002) studied the influence of body and rime frequency on pseudoword 
reading performance in Dutch first graders. They found that reading performance increased only when 
both body and rime were of high frequency. In addition, findings presented in the previous chapter 
showed that the reading level of the children mediated their use of the frequency of subsyllabic units in 
reading pseudowords. Whereas below average readers do not seem to make use of multi-letter units, 
better readers do tend to make use of frequently occurring multi-letter units in Dutch. Hence, a minimal 
level of reading skill is required before high frequency multi-letter units can influence pseudoword reading. 
4.1.1 Research questions and hypotheses
This study was set up to explore which of the following frequency measures influence word recognition 
in beginning Dutch readers: word frequency, rime (VC), and body (CV) frequency, and the frequency of 
first and last letters. The accompanying question concerns the relative role of these factors on reading 
performance. In addition, possible differing effects between reading levels were taken into account by 
asking whether these frequency measures affect word-reading performance in a similar way at different 
reading levels. It was expected that word frequency would show most influence on reading performance 
at all reading levels, as the word frequency effect has shown to be a robust finding in many other studies 
in reading (see for example Brysbaert, 1996). Furthermore, it was expected that rime frequency would 
show an additional effect on word recognition in better readers, as indicated by V. Coltheart and Leahy 
(1992) and Duncan, Seymour and Hill (1997; 2000) in studies with English-speaking children. Also, 
different effects are anticipated between reading levels, as found in the experiments described in the 
previous chapter. However, as Dutch is an orthographically shallow language, there is no need to start 
with larger units to compensate for inconsistencies in the orthography (cf. Goswami, 1993). Smaller 
units are easier to learn as there are a limited number of GPCs available, therefore these units are easier 
to teach and to learn than the much larger number of rules needed to describe grapheme combinations 
and their corresponding phonemes, for example for rimes and bodies (see McGuinness, 1997). Therefore, 
word frequency, bigrapheme frequency, and first and last letter frequency were all taken into account 
in exploring their specific influence on CVC word reading performance of first grade readers. 
Additionally, following from the discussion in the previous chapter, the possible influence of phonetic 
characteristics on word recognition was explored. These phonetic characteristics involved the 
sonorance of the consonants of the items. The findings described in the previous chapter showed that 
consonantal sonorance interacted with bigrapheme frequency, which resulted in different effects on 
reading performance on the distinguished reading levels. It remains unclear whether the patterns 
found in reading performance on pseudowords can be distinguished in word reading performance as 
well. In addition to consonantal sonorance, vowel complexity seems to be another interesting 
phonetic characteristic influencing reading performance. A study by Laxon, Gallagher and Masterson 
(2002) demonstrated that most reading errors are made in reading items with (complex) vowel 
digraphs. As the Dutch language contains single vowels (i.e. ‘e’, /e/), double vowels (i.e. ‘ee’, /e:/), 
as well as complex vowel digraphs (i.e. ‘ie’, /i/), a similar effect on reading performance may arise. 
The possible influence of the phonetic characteristics of consonant sonority and vowel complexity 
results into the question whether or not these characteristics influence word reading performance, 
and whether differences can be found between reading levels. 




In this study, the same 64 first graders (30 boys and 34 girls) participated as in Experiment 2 described 
in the previous chapter. The children were between 5;11 and 8;03 years of age (M = 85.1 months; SD = 5.9), 
had normal or corrected to normal vision, and normal hearing. At the time of testing, the children had 
7 months of reading instruction. All children were taught to read using the Veilig Leren Lezen method 
(VLL, Learning to read safely, Mommers, Verhoeven & Van der Linden, 1990), were native Dutch 
speakers, and none of the children had repeated the year.
The participating children were chosen in such a way that each of four reading level groups contained 
16 children. The reading levels were based on the raw scores on Card 1C of the Drie Minuten Test 
(Three Minutes Test, henceforth DMT, Verhoeven, 1993). This card contains only CV, VC, and CVC 
words. The children were instructed to read the words on the list as quickly and accurately as 
possible. The raw scores were the number of items read correctly within one minute. Children with 
scores between 18 and 40 were assigned to level 1, children with scores between 41 and 50 to level 2, 
children with scores between 51 and 60 to level 3, and children scoring above 60 to level 4. Because 
the test manual merely provides five reading level categories with matching raw scores, it is only safe 
to say that the level 1 readers match the 25th to 75th percentile of the distribution of Dutch first grade 
reading performance on this test, and the level 2 to level 4 readers match the 25% best readers.
4.2.2 Frequency counts
The frequency counts used were the same as in Experiment 2 and Experiment 3 described in the previous 
chapter. Recapitulating, the frequencies of words, bigraphemes, and letter positions were counted in 
reading books and workbooks of the VLL method, as well as in additional series of first grade reading 
books by the same publisher. These comprised all books from the ‘Botje’ series, and the ‘Maan-roos-vis’ 
series, and all books up to and including the Avi 1 level of the ‘Ster’ and the ‘Spetter’ series. All these 
texts were assembled into one computer file. Punctuation marks and accents were removed from the 
text in this file, and capital letters were treated as small letters. The dataset amounted to 1,785 different 
words (type frequency), the occurrence of each of these added up to a total amount of 50,967 words in 
the whole corpus (token frequency). The computer program ‘CLAN’ (Spektor, downloaded November 
2001) was used to find orthographic bigrams, and positional letter frequencies. This program produced 
all words containing a specified bigram, allowing counts based on biphonemes. As only items of CVC 
structure were used in the task, bigraphemes containing a vowel and a consonant (the CV and VC 
bigraphemes) were the only bigrapheme structures to be counted. In addition, token frequencies of 
possible first and last letters of any CVC word were counted. It was assumed that all words read are 
important to establish any kind of recognition unit in beginning reading, thus all words found in the 
corpus were used in the frequency counts at all levels. As the CV and VC bigrapheme frequency 
counts split up multi-consonantal onsets and codas, this approach was also applied to these counts. 
Hence, first letters were consonants immediately preceding a vowel, and last letters were consonants 
immediately following a vowel. This meant that in case of a two consonantal onset (i.e. ‘st’ in ‘ster’), 
only the second consonant was taken into consideration. In case of a coda consisting of two 
consonants (i.e. ‘nd’ in ‘hond’), only the first consonant was taken into account. 
4.2.3 Construction of item set























of 580 CVC words in the corpus such that a great variety of letters was present (see Appendix 5). 
Nonetheless, first and last letter sonorance, and vowel complexity formed a representative sample of the 
total CVC word set. Also, the items varied in word frequency, bigrapheme frequency, and letter position 
frequency, as shown by the standard deviations presented in Table 1. From this table, it can be concluded 
that even though body (CV) and rime (VC) token frequencies are quite similar in the selected item set, 
CV and VC type frequencies are not. The difference in CV and VC type frequencies can be attributed to 
the fact that in the total corpus counted in, fewer rimes than bodies were found (see also Martensen, 
Maris & Dijkstra, 2000). This causes the same VC to occur in a larger number of words compared to the 
CV. This is the result of larger quantities of CVs, and hence CVs are divided over a greater diversity of 
words, as shown by the smaller CV type frequency mean compared to the VC type frequency mean.  
Table 1. Means, Standard deviations, Minimum and Maximum of the frequency measures in the selected item set
 
The interrelation of the frequency measures can be found in Table 2, which presents the correlations 
between these frequency measures. The table shows that CV type and token frequency are moderately 
correlated, which means that frequently occurring CVs can typically be found in a larger set of words 
and that less frequently occurring CVs can typically be found in a smaller set of words. A similar 
reasoning can be followed with regard to the VC frequency measures. As type and token frequency 
both influence reading performance (Reitsma, 1990) and are moderately correlated, a combined type 
and token frequency measure was used in further analyses for both CV and VC. Therefore, type and 
token frequency were multiplied to provide words with high type and token frequency with a high 
total frequency, words with intermediate type and token frequency with an average total frequency, 
and words with low type and token frequency with a low total frequency. This was done because it 
was assumed that high type and token frequency would have most influence on reading performance, 
whereas low type and token frequency would have hardly any influence on reading performance. In 
addition, such a multiplication results in a higher total frequency for words with a low type and a high 
token frequency than for words with a high type and a low token frequency. This mirrors the assumption 
that a word needs to be read a minimal number of times to influence reading other words, hence high 
token frequency influences reading performance to a greater extent than high type frequency. 
Returning to Table 2, it was found that only the VC frequency measures correlate significantly with 
Word frequency. This means that high frequency words usually contain highly frequent rimes. 
Furthermore, CV and VC token frequencies show a moderate correlation, indicating that low CV 
frequencies are usually combined with low VC frequencies. Interestingly, the last letter position 
frequency correlates moderately negative with CV type frequency, and correlates lowly and positively 
frequency measure M SD Minimum Maximum
Word frequency 72.98 73.590 11 333
CV type frequency 8.85 5.157 2 21
CV token frequency 280.27 250.307 20 1115
VC type frequency 13.00 7.749 3 34
VC token frequency 289.20 288.101 31 1510
First letter position frequency 2397.18 1317.249 86 6187
Last letter position frequency 4206.10 2605.556 88 7923
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with VC type frequency. Apparently, CVs occurring in only a few words are followed by highly 
frequent final letters, whereas VCs occurring in many words contain high frequency last letters.     
Table 2. Correlations between frequency measures in the selected item set (N = 40).
The set of words chosen showed a somewhat different pattern between frequency measures compared 
to the total corpus counted in. The main difference was found in the average and standard deviation of 
the VC token frequency measures (Mtotal =  465.29 compared to Mset =  289.20, SDtotal =  546.570 compared 
to SDset = 288.101). These were much higher in the total corpus compared to the item set, possibly due 
to the fact that words with the highest rime frequencies were unintentionally not selected in the item set. 
Table 3. Correlations between frequency measures in the total corpus of CVC words counted in (N = 580), and the 

















Word -     -.073      .215      .326*       .503**      -.186       .181
CV type -      .451**      .265      -.040       .040      -.409**
CV token -      .179       .528**       .225      -.114
VC type -       .394*      -.141       .316*
VC token -       .064       .217
First letter -      -.014











CVC Word  






















































* p < .05; ** p < .001;           1 These measures represent the multiplication of type and token frequency
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In addition, correlations were calculated for the total CVC word set and the selected item set for the 
variables used in the analyses of the data: word frequency, body frequency, rime frequency, first letter 
frequency, and last letter frequency. This correlation matrix showed discrepancies as well as similarities 
between the two word sets (see Table 3.). Table 3 only shows different correlations between the 
following frequency measures for the two word sets: CVC word frequency and body frequency; CVC 
word frequency and rime frequency; body frequency and rime frequency; body frequency and last 
letter frequency. This means that analyses with regard to body/coda should be considered difficult to 
generalize, as well as analyses taking both CVC word and body frequency into account. As the 
correlations with regard to body frequency were lower in the selected item set, possible effects for body 
frequency after controlling for other frequency measures should be regarded as overestimations of the 
influence of body frequency. With regard to the rime frequencies the opposite is true, because the 
selected word set overestimates the correlations. Possible effects for rime frequency after controlling for 
other frequency measures should be considered underestimations of the influence of rime frequency. 
The remaining correlations can be considered similar, thus effects found with regard to those frequency 
measures can be generalized to the total CVC word set.  
4.2.4 Testing procedure
Every individual child was successively presented with the DMT, the computer task containing the 
pseudowords based on bigrapheme frequency, and the computer task with words. The latter task will be 
presented in this chapter, whereas the task with pseudowords was presented in the previous chapter. 
The words were presented to the children on a laptop computer in century gothic font (24pt.). This font 
was chosen because the ‘a’ was most similar to the a-shape the children are familiar with (a). Each trial 
started with a star in the center of the screen shown for 1000 milliseconds, then a sound and the word 
were presented simultaneously. Time-out occurred at 5 seconds. The children were asked to read the 
words appearing after a little star as well and as quickly as possible. The tester registered the time taken 
to read aloud the whole item by clicking the mouse, and whether the item was read correctly using the 
keyboard. Prior to the experiment, 8 practice items were presented. Furthermore, as in Experiment 2 
described in the previous chapter, the entire computer task was recorded on minidisk, using a microphone 
lying in front of the laptop computer. Next, the minidisk recordings were uploaded to a computer. As 
a tone was sounded with every item appearing on the laptop screen, the time elapsing between the 
beginning of the sound and the end of the complete utterance of the item could be determined using 
software visualizing the sound wave (Cool Edit 2000, Johnston, 2000). By listening and selecting the 
visualized sound wave of every trial, a measuring of the response time was possible with millisecond 
accuracy. The difference between the response times measured by means of clicking the mouse by the 
tester and the response times found using sound waves, were minimal, and the correlation between the 
two time measurements was high ( = .981, p < .001). The average absolute difference between the two 
methods of measuring was 108 milliseconds, with a standard deviation of 126 milliseconds, indicating 
that measures were accurate to about one or two tenths of a second. The response times found by means 
of the sound waves were used in the analyses, because of the opportunity this afforded to correct 
response times clicked erroneously.
4.3 Results
It was assumed that the frequency measures would influence reading performance both in speed and 
accuracy. Hence, one measure combining reading speed and accuracy was calculated. This was done 
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by dividing the sum of accurately read words by the summed seconds taken to read the words. Hence, 
the scores can be described as number of items read correctly per second. Therefore, the higher the score 
the better the reading performance is. Using these scores, no differences were found between sexes (F 
(1, 62) = .041, p = .840).
To begin with, the analyses concerning the questions related to the relative influence of the frequency 
measures are presented, in which the unit of analysis is the words. The correlations between the frequency 
measures and the Reading performance on the computer task are given in Table 4 for all four reading 
levels, as well as for the total group. This table shows that the strength of the correlation between Word 
frequency and Reading performance was statistically significant for the reading levels 1, 2 and 3, and then 
dropped below the level of statistical significance for the level four readers. This was not anticipated, 
because word frequency is generally found to have a robust effect on reading performance at all levels 
(see for example Brysbaert, 1996; Graves, Ryder, Slater & Calfee, 1987; Leslie & Calhoon, 1995). Failure 
to find a word frequency effect for the level 4 readers can be due to the fact that these readers may have 
read many more books than the readers at lower reading levels, causing the frequency counts to be 
inadequate for this group. However, using the word frequency counts carried out by Staphorsius, Krom 
and De Geus (1987) which was carried out in a large corpus of books written for children up to 12 
years of age on the selected word set, the results also showed a statistically non-significant correlation 
of  = .142 (p = .390) between those word frequency counts and Score. Thus, most likely there is 
another reason for the disappearance of the word frequency effect for the level 4 readers. The fact that 
the item set consisted only of CVC words may have made it very easy for the level 4 readers to read 
them. In comparing these scores with their scores on the pseudoword item set used in Experiment 2 as 
described in the previous chapter, the conclusion must be drawn that reading performance is still 
statistically significantly better for words than for pseudowords (t (15) = 5.504, p < .001). Nonetheless, 
the level 4 readers seem to read both CVC words and CVC pseudowords very well, considering the 
small difference between average scores on reading CVC words (M = .87, SD = .099) and CVC 
pseudowords (M = .72, SD = .101). As is shown in Table 4, the remaining statistically significant 
correlations with Score were found for the level 1 and level 3 readers with regard to the VC frequency. 
This effect was statistically non-significant for the level 2 and level 4 readers. For level 2 readers, last 
letter frequency was significantly correlated with Score, indicating that these readers read words better 
if the last letter is high frequency.
Table 4. Correlations between frequency measures and Reading performance for all four reading levels
Reading performance
level 1 level 2 level 3 level 4 all participants
Word frequency .440** .354* .408** .199 .439**
VC frequency .380* .269 .384* .159 .381*
CV frequency -.155 -.084 .198 -.126 -.080
First letter frequency -.265 -.248 -.121 -.126 -.262
Last letter frequency .264 .358* -.018 -.021 .242
* p < .05, ** p < .001























In order to explore whether word frequency, VC or CV frequency, or first and last letter frequency have 
a unique influence on reading performance, hierarchical regression analyses for every reading level 
were carried out (see Table 5.). In step A, all frequency measures were entered individually to explore 
their influence on reading performance. In the subsequent steps, theoretical claims about influences of 
specific subsyllabic units on reading performance were investigated. If word frequency indeed crucially 
influences reading performance, then none of the other measures is expected to show an additional 
influence once word frequency is partialed out (step B). In addition, if the rime is the most important 
unit as claimed by Treiman in several studies (i.e. Treiman, 1989; Treiman, Mullennix, Bijeljac-Babic & 
Richmond-Welty, 1995), then rime frequency should still influence reading performance after word 
frequency is partialed out (step B). Or, if rime frequency is important, then none of the other measures 
would be expected to additionally influence reading performance after rime frequency is partialed 
out (step C). Furthermore, if combining onset and rime is important in the early stages of reading, 
then the measure of word frequency would not be expected to show an additional influence on reading 
performance at the lower reading levels (step D; see Goswami, 1993). However, if word frequency were 
to be proven to explain more of the variance than the onset/rime measure, this would confirm previous 
research findings indicating that word frequency has a robust influence on reading performance. 
A final analysis was carried out to explore whether word frequency has an additional influence after 
controlling for all frequency measures below the word level (step E). 
The regression analyses only showed statistically significant influences of the frequency measures on 
the reading performance of level 1, 2 and 3 readers. Level 4 readers did not show a statistically 
significant influence on their reading performance for any of the frequency measures taken into 
consideration in any of the regression analyses. 
Step A indicated that Word frequency indeed strongly influenced reading performance of the level 1 and 
level 3 readers. Also, VC frequency showed a statistically significant influence on the reading performance 
for level 1 and level 3 readers, and had a moderate influence on level 2 readers. First letter and last 
letter frequency demonstrated a moderate influence on level 1 reading performance, and last letter 
frequency showed a statistically significant influence on the reading performance of level 2 readers.  
In step B Word frequency was controlled for, which left no significant influence for any of the other 
variables, though for level 2 readers last letter frequency showed an additional statistically significant 
influence on their reading performance. This finding supports the claim that word frequency crucially 
influences reading performance of level 1 and level 3 readers. The view that the rime is the most 
important unit was not supported, as VC frequency did not show an additional influence after Word 
frequency was partialed out. 
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Table 5. Results of hierarchical regression analyses (change in R2) for Reading performance for all four reading levels for 
frequency measures
In step C VC frequency was partialed out, leading to differing results for the three reading levels. 
For level 1 readers word frequency and First letter frequency still had a moderate additional influence, 
and CV frequency had a statistically significant additional influence on their reading performance. 
Considering the higher correlation between CV and VC frequency in the selected word set compared 
to the total set of CVC words counted in, which makes it more difficult to find a unique influence of 
either one of the frequency variables after controlling for the other, the additional influence of CV 
frequency may be an underestimation. Hence, we can conclude that CV frequency has a large influence 
on level 1 reading performance in addition to VC frequency. On level 2 reading performance Last letter 
frequency showed an additional statistically significant influence. Overall, these findings demonstrate 
that rime frequency is not the most important factor in level 1 and level 2 reading performance, as other 
measures still showed additional influence on reading performance after VC frequency was partialed 
out. The findings also suggested for level 3 readers that Word frequency and VC frequency had a 
similar influence on reading performance, as both lost their influence after controlling for the other.
step
Variable Reading performance


























B  1    
2





















C  1   
2





















D      1   
2
(VC frequency & First letter frequency) 21.2** 13.2+ 16.1* 4.1
Word frequency 5.4 4.1 4.9 1.3
E  1
2
(VC frequency, CV frequency, First letter 
frequency & Last letter frequency) 31.5** 22.8+ 17.4 10.1
Word frequency 3.9 3.1 5.4 0.9
+ p < .10 * p < .05 ** p < .01
Figure       
Table 5
4.3


















In step D First letter frequency and VC frequency was controlled for to find out whether onset and rime 
frequency are both important factors in determining first grade reading performance. A statistically 
significant influence on reading performance for level 1 and level 3 readers was found, as well as a 
moderate influence on level 2 reading performance. After controlling for First letter and VC frequency, 
Word frequency failed to show an additional influence on reading performance for level 1, 2, and 3 
readers. This finding supports Gowami’s (1993) claim that onset and rime are important factors in the 
first grade reading, which resembled the influence of Word frequency on reading performance. This 
conclusion could be drawn as Word frequency did not show an additional influence on reading 
performance after controlling for onset and rime frequency, and onset and rime frequency did not 
show an additional influence after controlling for Word frequency. 
In step E all frequency measures below the word level were partialed out before entering Word 
frequency into the equation. Results showed that Word frequency did not show an additional influence 
on reading performance. This does not support the claim that word frequency has a robust influence 
on first grade reading performance.
Besides the influence of a range of frequency measures on the word recognition skills of beginning 
readers, the phonetic characteristics of the words used may also influence their reading performance. 
More specifically, the influence of consonantal sonority and vowel complexity on reading performance 
was analyzed. For this purpose, regression analyses were carried out on Score for every reading level. 
The First and Last letter sonority of these consonants was defined as sonorant when a liquid or a nasal 
was present, and as an obstruent when a fricative or a stop was present. The Vowel complexity was 
defined in three categories: single vowel (i.e. /a/), double vowel (i.e. /aa/), and complex vowel (i.e. /
oe/). In step A the unique influence of Vowel complexity on reading performance was assessed, after 
controlling for Onset sonority and Coda sonority in step A 1. In step B the unique influence of Onset 
sonority on reading performance was assessed, after controlling for Vowel complexity and Coda 
sonority. In step C the unique influence of Coda sonority on reading performance was assessed after 
controlling for Onset sonority and Vowel complexity. (see Table 6.).
Results for level 1 and level 2 readers showed no statistically significant unique influence for any of the 
independent variables. Level 3 readers demonstrated a statistically significant unique influence of Vowel 
complexity. More specifically, items with single vowels (M = .7566, SD = .0744) were read better than 
items with double vowels (M = .7355, SD = .0620), which in turn were read better than items with complex 
vowels (M = .6914, SD = .0123). Level 4 readers showed a statistically significant unique influence of both 
Vowel complexity, and Onset sonority. These readers read items with simple vowels (M = .8909, SD = .0565) 
better than items with double vowels (M = .8308, SD = .0318), and complex vowels (M = .8248, SD = .1015). 
In addition, items with obstruent onsets (M = .8709, SD = .0591) were read better than those with sonorant 
onsets (M = .8356, SD = .0903). 
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Table 6. Results of hierarchical regression analyses (change in R2) for Reading level for all four Reading levels for Onset 
sonority, Coda sonority and Vowel complexity 
The analyses exploring the effects of phonetic characteristics revealed that these characteristics did 
not influence the reading performance of level 1, and level 2 readers, whereas onset sonority and 
vowel complexity did influence the higher level first grade readers. However, the effects for phonetic 
characteristics may have been mediated by Word frequency, the frequency measure with the strongest 
influence on reading performance. Hence, the regression analyses were repeated to include Word 
frequency in the first phase of each step, after which the unique influence of phonetic characteristics 
on reading performance could be established (see Table 7.). 
Table 7. Results of hierarchical regression analyses (change in R2) for Reading performance for all four reading levels for 
Onset sonority, Coda sonority and Vowel complexity, controlling for Word frequency  
step
Variable Reading level
level 1 level 2 level 3 level 4
A 1    
2
(Onset sonority & Coda sonority) 4.2 0.5 3.1 8.2
Vowel complexity 2.2 3.5 11.4* 25.4**
B  1  
 2
(Onset sonority & Vowel complexity) 3.1 3.9 14.4+ 32.8**
Coda sonority 3.4 0.1 0.0 0.8
C      1   
2
(Vowel complexity & Coda sonority) 6.5 4.0 9.3 22.1**
Onset sonority 0.0 0.0 5.2 11.4*
+ p < .10 * p ≤ .05 ** p ≤ .01
step
Variable Reading level
level 1 level 2 level 3 level 4
A 1    
2
(Word frequency, Onset sonority & 
Coda sonority) 30.7** 15.0 22.0* 9.6
Vowel complexity 0.2 1.3 6.5+ 18.5**
B  1   
2
(Word frequency, Onset sonority & 
Vowel complexity) 20.5* 14.5 27.0** 28.0**
Coda sonority 10.4* 1.7 1.5 0.1
C      1   
2
(Word frequency, Vowel complexity & 
Coda sonority) 30.8** 16.3+ 22.6* 19.3*
Onset sonority 0.1 0.0 5.9+ 8.8*
+ p < .10 * p ≤ .05 ** p ≤ .01
Figure       
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As expected, the influence of Word frequency demonstrated its influence on the reading performance 
of level 1, 2, and 3 readers. Furthermore, the results showed that after additionally controlling for 
Word frequency, Coda sonority demonstrated an additional influence on the reading performance of 
level 1 readers. More specifically, items with an obstruent coda (M = .3931, SD = .0745) were read 
better than those with a sonorant coda (M = .3589, SD = .0890). The results for level 2 readers did not 
demonstrate different outcomes for the phonetic characteristics after additionally controlling for 
Word frequency. The results for level 3 readers showed that Vowel complexity lost some of its unique 
influence on reading performance, and Onset sonority gained some influence. This indicated that 
vowel complexity in combination with onset sonority had a moderate additional effect on reading 
performance besides Word frequency for level 3 readers. Level 4 readers did not show different 
outcomes for the phonetic characteristics after additionally controlling for Word frequency, which 
was not surprising considering that Word frequency did not demonstrate a statistically significant 
influence on their reading performance in the previous analyses. 
4.4 Discussion
The regression analyses for the frequency measures revealed different results for the four reading 
levels distinguished. Reading performance on the first reading level was influenced by word 
frequency, and rime frequency, as well as by first and last letter frequency, although to a lesser extent. 
Level 2 reading performance was influenced by word frequency and last letter frequency, and by rime 
frequency to a lesser extent. Level 3 reading performance was influenced by word frequency and rime 
frequency only. None of the frequency measures influenced reading performance of level 4 readers. 
The effects of word frequency and onset/rime frequency were different for children reading at level 1, 
as compared to children reading at level 2, and level 3. The regression analyses for level 1, 2, and 3 
readers revealed that word frequency and onset/rime frequency each had its own influence on 
reading performance. For the level 1 reader this effect seemed to be due to both onset frequency and 
rime frequency, whereas for level 2 and 3 readers this effect was mostly attributable to rime frequency. 
In addition, coda frequency had a large influence on level 2 reading performance. 
The outcomes of the regression analyses for the frequency measures seem to show a developmental 
pattern of word recognition skill, from primarily using GPC rules to making increasingly efficient use 
of multi-letter units. Level 1 readers sounded out more words than the other children, indicating serial 
processing of the words (see also Booth & Perfetti, 2002; Morais, 2003) as taught and practiced in first 
grade. Assuming that is the case, than higher rime frequency may lead to more efficient processing of the 
last part of the word, due to the confounding between rime frequency and GPC-rule strength: a highly 
frequent rime necessarily consists of frequently encountered GPC rules. Hence, frequently encountered 
GPC rules in the rime may be less of a burden to the working memory in serial processing, and hence 
may result in better reading performance. Another possible explanation may be that the level 1 readers 
start to make use of highly frequent letter combinations in addition to applying GPC rules. This initial 
attempt at making use of multi-letter units in serial processing is likely to be rather inefficient. This pattern 
was visible in the response times for these readers, which were long compared to the response times 
of the other three reading levels. This assumption of starting to make use of letter combinations can 
be confirmed by the less prominent effects of the frequency measures, and error pattern found for 
level 2 readers. Though these readers showed very reasonable response times, they made many reading 
errors compared to the other three reading levels. Furthermore, the large influence of coda frequency 
on level 2 reading performance indicated that these readers process the words serially, burdening working 
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memory less when the coda is of high frequency. In level 3 reading rime frequency and word frequency 
influenced reading performance to the same extent, as no unique variance remained after controlling 
for the other. In addition, these readers sounded out few words, and were likely to have more reading 
experience than level 1 and level 2 readers. This may have led to the finding that higher word frequency 
resulted in more efficient processing of the word, due to more efficient use of rime frequency. A resembling 
effect was found by Leslie and Calhoon (1995), as they found that beginning readers become increasingly 
sensitive to rime-neighborhood size as their reading skill increases (see also V. Coltheart & Leahy, 1992; 
Duncan, Seymour & Hill, 1997; 2000). After all, sensitivity to rime-neighborhood size and high rime 
frequency both result in fast and accurate recognition of that specific letter combination. Hence, 
results indicate that with developing word recognition skill, the frequency with which multi-letter 
units like the rime are read become increasingly functional to beginning readers. 
Nevertheless, none of the frequency measures seemed to influence reading performance of the level 4 
readers. This was not anticipated, because word frequency is generally found to influence reading 
performance at all reading levels (see for example Brysbeart, 1996; Zinna, Libermann & Schankweiler, 
1986). The possible explanation that the frequency counts do not apply to the level 4 readers, has 
already been disproven because using the more elaborate frequency counts by Staphorsius, Krom and 
De Geus (1987) also failed to show a word frequency effect. It is more likely that these readers process 
all CVC words, as well as CVC pseudowords, above a certain minimal level, which is no longer sensitive 
to the frequency with which the word or elements within the word occur. 
The second set of variables explored in this study concerned the phonetic characteristics of the word set. 
The regression analyses using these variables showed an additional influence of vowel complexity in 
combination with onset and coda sonorance on reading performance besides word frequency. Once again 
there were different results for the distinguished reading levels. Level 1 reading performance was 
influenced by coda sonority, whereas level 2 reading performance was not influenced by any of the 
phonetic characteristics. Level 3 reading performance was moderately influenced by onset sonority and 
vowel complexity and level 4 reading performance was clearly influenced by those two variables. Hence, 
it seems that onset sonority and vowel complexity gain influence on reading performance with increasing 
reading level. With regard to vowel complexity, the results found after controlling for word frequency 
match previous studies. Laxon, Gallagher, and Masterson (2002) for example, found that more errors are 
made in items containing a complex digraph. The study presented here only shows this effect on reading 
performance for the level 3 and 4 readers. These reading levels may be adequate matches for the reading 
level of the children tested by Laxon et al. (2002), as those children had received about one year more 
reading instruction at the time of testing compared to the group of children tested in the study presented 
here. With regard to the sonority of the consonants, differing effects were found in the study presented 
here with words, and the study with pseudowords described in the previous chapter. The pseudoword 
data indicated that sonorant onsets facilitated reading for poor, below average, and above average readers, 
but the word data did not show effects for onset sonority on reading performance of the children reading 
at the comparable reading levels of level 1 and level 2. Moreover, the level 1 readers showed an effect for 
coda sonority after controlling for word frequency, whereas no significant effects for coda sonority were 
found for poor and below average readers in the pseudoword experiment. The differing outcomes may 
primarily depend on whether words or pseudowords are read, as word frequency was shown to have 
a strong influence on the reading performance of these readers. Therefore, word-specific information that 
is available when reading words may disperse the effect of onset sonority at these reading levels.
4.3
4.4


















With regard to the findings for the level 4 readers an alternative interpretation of the data may be given. 
None of the frequency measures seemed to influence the reading performance of the best readers, but 
the sonority of the onset and the complexity of the vowel did. This may have been caused by processes 
related to the articulation of the items. The pronunciation of an obstruent is likely to be shorter than 
that of a sonorant, as a sonorant can be lengthened easier. Also, the pronunciation of a single vowel is 
likely to be shorter than that of double vowels and of complex vowels. Hence, the only variation 
between the words presented may have been the speed with which they can be pronounced by these 
good readers. Further research may take this into consideration by presenting longer items to the 
children, causing possible effects of articulation to diminish and effects for frequency and phonetic 
characteristics to gain influence on their reading performance. 
Overall, this study indicated that word frequency, as well as frequency measures below the word level 
that take orthographic-phonological aspects into consideration, influence word recognition, although  
different patterns were revealed at the distinguished reading levels. In addition, the combined phonetic 
characteristics of vowel complexity, onset sonorance and coda sonorance of the selected words showed 
an additional influence on reading performance next to word frequency. The processing styles used by 
the readers seem to cause word characteristics to gain influence with increasing frequency in the process 
of word recognition. This was only found until a certain reading level was reached, as the best readers 
in the sample proved insensitive to the frequency measures used, indicating that their reading process 
reached an adequate level of automatization to read the CVC words in this study. Following Logan 
(1988; 1997), processing is considered automatic when it relies on retrieval of information previously 
stored in a knowledge base instead of on applying learned algorithms. The knowledge base develops 
through practicing within a consistent environment, in which the algorithm continuously results in 
the same outcome, which in turn matches the previously stored outcomes. The good readers in this 
experiment will have had a lot of practice in reading CVC words in books for beginning readers in 
the consistent language of Dutch. Hence, their knowledge base for these words is likely to be fully 
developed. From this, it can be concluded that as less skilled readers have a poorer knowledge base to 
rely on, they process fewer words automatically. Instead, they need additional reading algorithms to 
process the words efficiently, like applying GPC rules as taught or making use of words and multi-
letter units possibly already present in their limited knowledge base.  
Returning to the views on how word recognition develops throughout reading development, it seems 
that analogy theory and connectionist models have most potential to explain the findings, as the classic 
dual route model does not accommodate the effects found with regard to rime frequency. Level 1 reading 
seems to depend mostly on the application of GPC rules when they sound out words, which is a reading 
approach that is taught explicitly, and trained thoroughly in first grade. The underlying mechanism 
of reading for all reading levels fits analogy theory due to the possibility provided within this theory 
of using the knowledge base to implicitly make analogies with letters, parts of words and whole words 
(Glushko, 1979; Henderson, 1982). Also, a connectionist framework would be able to explain the 
findings; as such a framework predicts that a variety of frequency measures can affect reading 
performance. This was only partly found in this study. Nonetheless, it should be taken into account 
that not all possible frequency measures were taken into consideration in this study. Hence, it remains 
unsure whether or not a connectionist framework fits the reading behavior found in the children tested 
in this study. Thus, dual route cascaded models, analogy theory and connectionist models are all likely 
candidates when it comes to providing the best interpretation of the findings in this study, as all three 
theoretical frameworks accommodate the implicit use of multi-letter units of any kind. 
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In conclusion, this study explored the influence of various frequency measures on word recognition 
skill and showed that the bigrapheme frequency measure used here is capable of eliciting effects related 
to the use of multi-letter units within the word. The study also showed that larger units become more 
functional as reading level increases, although they were absent at the highest reading level distinguished. 
The findings for the level 1, 2 and 3 readers resembled the effects found by V. Coltheart and Leahy (1992), 
and by Duncan, Seymour and Hill (1997, 2000), as they also indicate that larger units become more 
important with progressing reading skill. In addition, the view that in an orthographically shallow 
language like Dutch, GPC rules are easier taught, learned, and applied (see McGuinness, 1997) was 
primarily seen in the level 1 readers in this study. Furthermore, onsets and rimes also appeared to be used 
by beginning Dutch readers, as was also found in studies in English children (Goswami & Bryant, 1990; 
Goswami, 1993). Nonetheless, the study presented here may have underestimated the rime effect due 
to the higher correlations found between rime frequency and CVC word frequency and between rime 
frequency and body frequency in the selected item set compared to the correlations found in the total 
corpus counted in. This made it more difficult to find unique effects for each of the variables. Besides 
frequency effects, phonetic characteristics of the words additionally appeared to influence reading 
performance, especially at the higher reading levels. All in all, the development of word recognition 
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5.1 Summary
In the previous chapters the process of learning to read was analyzed theoretically and empirically, 
focusing on the role of subsyllabic processing. Subsyllabic processing may take place by explicitly 
using specific letter clusters as processing units, or by implicitly using letter clusters that facilitate 
reading due to, for example, their frequency of occurrence. In empirical research within the last 
decades the options of an explicit role for the rime (see for example Goswami, 1993; Treiman, 
Mullennix, Bijeljac-Babic & Richmond-Welty, 1995), as well as an implicit role for use of multi-letter 
units (see for example Adams, 1990; Van den Broeck, 1997; Geudens & Sandra, 1999) have been 
confirmed in beginning reading, though neither one of these two options convinced for example 
M. Coltheart (1978; M. Coltheart, Rastle, Perry, Langdon & Ziegler, 2001) enough to add subsyllabic 
processing into his dual route cascaded model of skilled reading. Hence, it is safe to say that there is 
currently no consensus about whether explicit, implicit, or no subsyllabic processing takes place in 
the early stages of the process of learning to read. 
This thesis aimed to investigate whether or not Dutch beginning readers show signs of explicit or 
implicit subsyllabic processing. This resulted in three research questions: Does subsyllabic processing 
affect reading performance of Dutch beginning readers? Does the role of subsyllabic processing 
depend on the onset-rime structure? Does the reading level of beginning readers lead to differences in 
subsyllabic processing? In Chapter 1 theories describing the process of learning to read were analyzed 
to find out how subsyllabic processing may take place in beginning reading. Next, three methods to 
detect subsyllabic processing were used to find answers to the questions. The first method instigated 
explicit use of subsyllabic units by dividing items into parts, which was used in the experiment 
described in Chapter 2. The other two methods focused on implicit use of subsyllabic units by testing 
the influence of bigrapheme frequency and phonemic characteristics within items, which was 
implemented in the studies described in Chapter 3 and in Chapter 4. 
In Chapter 1 it was pointed out that skilled reading involves the interaction of orthographic, phonological 
and semantic aspects, and that the process of learning to read is concerned with how these three aspects 
are connected. Three theoretical frameworks explaining the processes involved in skilled reading were 
discussed: a dual route approach, analogy theory, and connectionist modeling. These theoretical models 
have in common their focus on processes and learning mechanisms in which mostly orthographic and 
phonological aspects are combined, because the relationships between orthography and semantics are 
located only at the coarse grain level. The relationships between orthography and phonology are located 
at all grain levels, and hence are much more straightforward. The patterns between orthography and 
phonology can become rather complex when the language has more than a few inconsistent 
orthography-phonology mappings. This is the case to a larger extent in the English language compared 
to the Dutch language, and may affect the theoretical frameworks describing the processes involved 
in learning to read as inconsistent mapping may elicit the use of additional strategies. Therefore, it may 
be that English readers need to rely on processing larger subsyllabic units like the rime to a greater 
extent than the Dutch readers do, to compensate for inconsistencies within the smaller units of single 
grapheme to phoneme mappings. Hence, subsyllabic processing in Dutch may primarily be used to 
increase reading speed by reading letter clusters instead of single letters. 
Two of the theoretical frameworks describing skilled reading, a dual route approach and connectionist 
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The analysis of models describing the process of learning to read leads to the conclusion that models based 
on dual route approaches generally do not facilitate subsyllabic processing (M. Coltheart, Rastle, Perry, 
Langdon & Ziegler, 2001; Stuart, 2002). An exception was made in the interactive activation model put 
forward by Goswami (1993; Goswami & Bryant, 1990), as she added explicit recognition units for onsets 
and rimes to those for words in the direct route. Models based on analogy theory (Glushko, 1979; 
Henderson, 1982) and descriptions starting from connectionist models (Adams, 1990; Van den Broeck, 
1997) do provide the opportunity for subsyllabic processing to take place. This is likely to be implicit, 
as no crystallized subsyllabic units can be formed in models based on these theoretical frameworks. 
Within analogy theories (see for example Glushko, 1979; Henderson, 1982) new words are read using 
any kind of resemblance with words within the knowledge base. Thus, analogies can be made with 
neighbors resembling the target word in onset, rime, body, and coda, as well as with a single resembling 
grapheme-phoneme correspondence. Within connectionist models subsyllabic processing also takes 
place implicitly, because within such a network word processing depends on the ever-changing 
connective structure that is present between orthography and phonology, as well as semantics. Every 
word that is read changes the connection weights to a lesser or greater extent. Hence, no explicit 
recognition units can be found in such a model, though frequently read words result in strong connections 
that are processed especially efficient. This leads to the assumption that if subsyllabic processing were 
to be found in the studies carried out within this project, data indicating the use of explicit units for onset 
and rime should be in accordance with the model presented by Goswami (1993), whereas implicit 
subsyllabic processing may be placed within analogical or connectionist models. If no evidence for 
subsyllabic processing were to be found, than the dual route cascaded model would fit the data best.    
In the second chapter of this thesis an experiment was described in which CVC, CVCC, and CCVC words 
and pseudowords were presented intact, with a double interspace between onset and rime, and with 
a double interspace between body and coda. In this experiment it was assumed that the divided items 
would encourage explicit use of subsyllabic units by first and second grade readers. If the first graders 
reading at a level below the class average were to demonstrate a facilitative effect on reading performance 
if the items were divided into onset and rime, this would support Goswami’s (1993) view that beginning 
readers use the subsyllabic units of onset and rime to read. The results, however, showed that the below 
average first grade readers did not demonstrate facilitative effects for a specific presentation format, and 
the other participants read the items presented intact best. The hypothesis based on Goswami’s view 
was therefore rejected as no evidence was found for explicit use of the subsyllabic units of onset and 
rime in below average first grade reading. Instead it was concluded that the below average first grade 
readers are likely to depend considerably on the taught application of GPC rules (see for example 
Mommers, 1990; Morais, 2003; Santa, 1976-77), whereas better readers may already have started to 
make additional use of larger units. This resembles the pattern put forward by for example Duncan, 
Seymour and Hill (1997; 2002), in which learning to read commences with using small units, after which 
large units are utilized additionally. This conclusion seems warranted as intact presentation allows 
every reader to use the reading approach fitting the item best, whether it involves the application of 
GPC rules or the processing of larger subsyllabic units like the rime. The children may have needed to 
be optimally flexible in choosing the best reading approach, because items of different structure and 
difficulty were presented to them. Furthermore, the double interspace divided the items either in equal 
parts that are relatively easy to process, or in unequal parts that are more difficult to process. In addition, 
results demonstrated that items with a consonantal cluster in the coda were read worst by all participants, 
except for second graders reading pseudowords. This leads to the conclusion that all participants are 
likely to have processed the items serially, as this leaves the relatively difficult part of the item for last 
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and seemingly caused the children most difficulty given their reading performance on those items. Second 
grade readers may have optimally used their capacity to use multi-letter units in reading the pseudowords 
with a consonantal cluster in the coda. In conclusion, no role for explicit subsyllabic processing was 
found, as the results demonstrated no efficient use of the explicitly separated subsyllabic units. 
In Chapter 3 three experiments were described which tested the assumption that implicit subsyllabic 
processing is elicited by frequently occurring mappings between orthography and phonology, and by 
phonetic characteristics of consonants. The frequency with which orthography-phonology mappings 
occur was defined in the bigrapheme frequency measure, in which two adjacent graphemes that 
correspond to a specific combination of two phonemes were counted in a corpus consisting of books 
and workbooks drawn from a reading method for first graders. In all three experiments bigrapheme 
frequency was manipulated by creating four groups of CVC pseudowords: items with highly frequent 
bodies and rimes, items with a highly frequent body and a rime of low frequency, items with a body of 
low frequency and a rime of high frequency, and items with bodies and rimes of low frequency. Four 
hypotheses were formulated with regard to the possible use of bigrapheme frequency in first grade 
reading. The first referred to the rime as a special unit (Goswami, 1993), and predicted that high rime 
frequency would lead to the best reading performance. The second referred to the body as a special 
unit (Vennemann, 1988), and predicted that high body frequency would lead to the best reading 
performance. The third predicted that high bigrapheme frequency would lead to the best reading 
performance. Hence, if an item consisted of two high frequency bigraphemes it would be read better 
than an item with one high frequency bigrapheme, which in turn would be read better than an item 
with only bigraphemes of low frequency. The fourth hypothesis referred to the use of GPC rules, and 
predicted no differences between items of different bigrapheme combinations. Results of the three 
experiments demonstrated differences between the reading levels in making use of bigrapheme 
frequency, which indicated a developmental sequence. First graders reading at a below average level 
appeared to use GPC rules, whereas better first grade readers additionally showed implicit subsyllabic 
processing of larger units with high bigrapheme frequency. In the third experiment consonantal sonority 
was additionally manipulated, to test whether consonantal sonority had an additional influence on 
reading performance and subsyllabic processing. In establishing the sonority of the consonants, linguistic 
research (Yavas & Gogate, 1999) provided a hierarchy from vowels being most sonorant, via sonorant 
consonants to obstruent consonants being the least sonorant. This led to the creation of 16 different 
types of pseudowords, in which bigrapheme frequency combinations (four options) and consonantal 
sonority (obstruent onset –obstruent coda, obstruent onset – sonorant coda, sonorant onset – obstruent 
coda, and sonorant onset – sonorant coda) were crossed. Results indicated that both bigrapheme 
frequency and consonantal sonority influenced first grade reading performance, and once again 
differences between reading levels were observed. Poor readers read most items using GPC rules, but 
also seemed to start using high frequency rime in combination with sonorant onsets. Below and above 
average readers noticeably demonstrated this use of high frequency rime in combination with sonorant 
onsets. In addition, above average and good readers read items with high rime frequency in combination 
with a sonorant onset best, whereas they read items with low frequency rime in combination with an 
obstruent onset better than those with a sonorant onset. These results indicate a developmental sequence 
from using GPC rules to additionally using multi-letter units. The utilization of GPC rules and highly 
frequent multi-letter units finds facilitation in easy to synthesize consonants, whereas items with multi-
letter units of low frequency find facilitation in consonants that heighten attention to its surrounding 
sounds (see Weisberg, Andracchio & Savard, 1989). Hence, the developmental sequence commences 








p. 90Figure     
Table
it easy to synthesize. Next, high frequency rime within items is additionally used in reading, which 
also finds facilitation in the presence of an easy to synthesize sonorant onset. Finally, reading an item 
with low frequency rime can be facilitated by the presence of an obstruent onset that heightens 
attention to the other letters within the item, because the obstruent onset elicits a reading approach 
starting with analyzing the letters within the item, which is the most efficient approach in reading 
items without highly frequent multi-letter units. In conclusion, implicit subsyllabic processing was 
found in readers with a reading level at or above the class average due to both frequency effects and 
effects attributable to the phonemic characteristics of the consonants.
In Chapter 4 a study was described that investigated which frequency measures influence reading 
performance of beginning readers most, and which phonetic characteristics additionally influence their 
reading performance. For this study a set of 40 words of varying word frequency, bigrapheme frequency 
and letter frequency was presented to beginning readers. The regression analyses demonstrated that 
beginning reading was both influenced by word frequency and onset/rime frequency. Below average 
readers were mainly influenced by both onset and rime frequency, whereas above average readers 
were mainly influenced by rime frequency. The best readers in this group did not demonstrate 
influences of the frequency measures. In addition, phonetic characteristics of the words additionally 
affect reading performance, especially at the higher reading levels. The results in this study confirm 
implicit subsyllabic processing in the better first grade readers, as was found in the previous chapter.    
From the results found in the studies presented in the previous chapters it can be concluded that 
Dutch beginning readers use implicit subsyllabic processing once a certain reading level is reached. 
No evidence was found for explicit processing of specific subsyllabic units, like the onset and the 
rime. Moreover, the role found for subsyllabic processing does not solely depend on the onset-rime 
structure. Furthermore, differences between reading levels were found; poor beginning readers 
demonstrated predominant use of taught and practiced GPC-rule application, whereas better 
beginning readers demonstrated their ability to make use of frequently occurring multi-letter units.
5.2 General discussion
The findings of the studies presented in this thesis can be translated into a developmental pattern 
describing the sequence in the process of learning to read in Dutch, because better readers are likely 
to have progressed through the sequence at a faster rate than the poorer readers. The sequence commences 
with learning and training the rules of correspondence between orthography and phonology at the 
letter level, which can be referred to as learning to apply GPC rules as taught in Dutch first grade reading 
methods. In the next phase beginning readers proceed to discover the correspondences between 
orthography and phonology at other subsyllabic levels, and begin to process frequently read letter 
clusters with increasing efficiency. This enables them to read with increasing speed and accuracy. 
A similar sequence can be found in the theoretical models describing the process of learning to read, 
though not every model fits the data completely. The models describing the process of learning to read 
based on dual route processing (Frith, 1984; Seymour & MacGregor, 1985; Goswami, 1993; Stuart, 1995; 
2002) all include the acquisition of GPC-rule application in order to establish the indirect route. Some 
of the models additionally provide for the acquisition of rules for larger subsyllabic units in the indirect 
route (Frith, 1984; Seymour & MacGregor, 1985). The model by Goswami (1993; Wimmer & Goswami, 
1994) explicates the establishment of recognition units for onsets and rimes in the early stages of reading 
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to make analogies with in reading words. These recognition units are located in the direct route, because 
these units are directly accessed (Goswami & Wimmer, 1994). Both the option of subsyllabic units in the 
indirect route and the option in the direct route suggest explicit subsyllabic processing, which is not in 
accordance with the findings of the studies carried out here. Explicit use of larger units was expected 
to have surfaced in the experiment described in Chapter 2. In this experiment the items were presented 
either with a visual segmentation between larger subsyllabic units or were presented intact. The visual 
separation of specific units was expected to facilitate the use of onset and rime or body and coda. The 
results did not indicate the use of specific units, because the items presented intact were read best 
most of the time. Hence, no evidence was found for specific recognition units for onsets and rimes in 
this experiment, nor in the experiments presented in Chapter 3 and Chapter 4 in which the influence 
of frequency measures and phonetic characteristics were investigated. Nonetheless, the use of rules 
for larger subsyllabic units or for specific recognition units cannot be ruled out completely. All the 
same, including subsyllabic processing in a classical dual route approach is not in accordance with its 
basic features, because in such a model the indirect route only provides for application of GPC rules 
and the direct route uses only recognition units for whole words. The model described by Stuart 
(1995; 2002) is in accordance with the basic features of a classical dual route model, and therefore only 
provides for GPC-rule application to be learned. In her model of learning to read no subsyllabic 
processing takes place. From this, we can conclude that the finding of subsyllabic processing in 
beginning reading does not fit models of learning to read based on classical dual route processing.    
The sequence within the process of learning to read found in the experiments described in the previous 
chapters can be placed in the framework of connectionism. The descriptions of the process of learning 
to read provided by Adams (1990), Ehri (1995; 1999; 2002), and Van den Broeck (1997) all begin with the 
discovery of orthography-phonology mappings, starting at a global level and continuing to become 
increasingly specific. The description put forward by Adams is characterized by the advice given to 
beginning readers to concentrate on linking orthography to phonology in order to learn that words 
are sequences of letters that influence each other’s pronunciation. Hence, in her view it is not advisable 
to begin reading instruction with focusing on single letters and their most common pronunciation. This 
implies that Adams does not encourage the teaching of GPC-rule application in first grade. Though 
Ehri and Van den Broeck also focused on implicit learning of connections between orthography and 
phonology, Ehri demonstrated that the process of learning to read progresses according to a particular 
sequence of phases. In the first phase beginning readers start to notice features of a word that distinguish 
it from other words. The next two phases involve the discovery of more and more correspondences 
between orthography and phonology. In the final phase those correspondences allow the reader to use 
frequently encountered letter combinations. Van den Broeck’s description does not involve phases as in 
Ehri’s model, but he did point out a similar sequence in the process of learning to read. The end of 
this sequence resembles Ehri’s final phase, which may also lead to stimulus-specific encoding of 
highly frequently read words, according to Van den Broeck. Thus, all three descriptions start with 
discovering orthography-phonology mappings for subsyllabic units, both small and large, and then 
proceed to use the knowledge and skill related to subsyllabic processing to increase reading efficiency. 
The description by Adams does not provide for the teaching and training of GPC-rule application, 
whereas the models by Ehri and Van den Broeck do not exclude this didactic option from their view 
on the process of learning to read.
Though comparing the applicability of theoretical models describing the process of learning to read to 
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participating in the studies have been taught explicitly how to apply GPC rules according to the reading 
methods. Hence, the discovery of smaller units before larger units is likely to be triggered by the teaching 
of these correspondences in first grade reading instruction (Mommers, 1990). This makes it difficult to 
distinguish the initial phases of the descriptions of the process of learning to read based on connectionism 
from those based on dual route processing, as in real life the children are explicitly taught and trained 
in the application of GPC rules. Subsyllabic processing of larger units, however, is not commonly taught 
in regular reading methods, or in the methods designed for children with reading difficulties. Processing 
of larger subsyllabic units in the better readers participating in this project is therefore likely to have 
occurred spontaneously and implicitly (see also the self-teaching hypothesis by Share, 1995). The 
finding that the better readers made use of high bigrapheme frequency matches the descriptions by 
Adams, Ehri and Van den Broeck, as well as the models by Frith (1985) and Seymour and MacGregor 
(1984). The descriptions based on connectionist models assume that larger units are likely to be used 
at higher levels of reading skill, due to the increasingly fine-tuned connective network as a result of 
frequently processed letter combinations. The models by Frith, and by Seymour and MacGregor 
indicate that rules for smaller units are learned before rules for larger units, consequently better readers 
are more likely to demonstrate the use of larger units.  
In conclusion, the first stage in the process of learning to read in Dutch is the learning and training of 
applying GPC rules, which is likely to be due to the approach chosen in the most commonly used 
reading methods. This was found in the reading performance of the children reading at below the 
average class level. Better readers seemed to follow the descriptions of the process of learning to read 
based on connectionist modeling, as they demonstrated implicit subsyllabic processing of frequently 
occurring letter combinations. Nonetheless, explicit use of rules for larger subsyllabic units cannot be 
ruled out based upon the studies carried out.
Thus, the results provide evidence of subsyllabic processing in better readers, which does not solely 
depend upon the onset rime division. Rime therefore does not seem to fulfill the special role found in 
many of the studies carried out in English beginning readers (i.e. Bowey & Hansen, 1994; Goswami, 
1993; Treiman, 1992; Treiman, Mullennix, Bijeljac-Babic & Richmond-Welty, 1995). Nonetheless, 
facilitative effects on reading performance were more often found for rime frequency than for other 
subsyllabic units. As already indicated, this may be due to the fact that the number of rimes available 
is smaller than the number of bodies, which causes the frequency of the rimes to be higher than the 
frequency of the bodies (see also Martensen, Maris & Dijkstra, 2000). This seems to indicate an effect 
based on the frequency with which letter combinations have been processed, rather than evidence for 
a specific role for the rime. Hence, frequently processed rimes lead to better reading performance on 
items containing that rime. The same reasoning can account for other letter combinations, like 
frequently occurring onset clusters, and bodies. 
So far the effects found for use of multi-letter units in the better reading first graders have been interpreted 
as evidence for subsyllabic processing. Subsyllabic processing, however, is generally associated with 
sub-lexical influences on word recognition, whereas neighborhood effects are usually associated with 
lexical influences. Empirical studies do not provide a clear picture of the relative influence of bigram 
frequency and neighborhood on word recognition. Some studies have found that neighborhood effects 
primarily influence reading performance (i.e. Andrews, 1992; Treiman, Mullennix, Bijeljac-Babic, 
Richmond-Welty, 1995), whereas other studies have found that bigram frequency and neighborhood 
effects both influence reading performance (i.e. Arduino & Burani, 2004). The differences in experimental 
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outcomes may be caused by the specific characteristics of the language tested in. Studies carried out in 
English generally do not find effects for bigram frequency in addition to neighborhood effects (i.e. 
Andrews), where the study carried out by Arduino and Burani in Italian did show an additional influence 
on reading performance of bigram frequency besides effects of neighborhood. Furthermore, the measure 
for bigram frequency may not be the same in every language and every study. Usually, bigram frequency 
is an orthographic measure representing the co-occurrence of any two letters. In the studies carried out 
in this thesis, the phonological component was included in the bigrapheme frequency measure, creating 
different bigraphemes for bigrams that can be pronounced in different ways (i.e. /ba/, and /baa/ can 
both be represented by ‘ba’). The main difference between the orthographic bigram frequency measure 
and the bigrapheme frequency measure could be attributed to the closer resemblance of bigrapheme 
frequency to neighborhood frequency compared to bigram frequency. The bigrapheme frequency measure 
may represent the most influential neighbors when reading CVC words, as bodies and rimes are likely 
to affect reading performance to a greater extent than would be the case with the consonantal skeleton of 
the word. This issue needs further study in order to adequately attribute the effects found to either 
subsyllabic processing or lexical influences (see also Kim, Taft & Davis, 2004). Nonetheless, as the 
bigrapheme measure represents subsyllabic units within CVC words, subsyllabic processing is 
currently the most neutral term. 
The question still remains as to why some children demonstrate the use of subsyllabic processing of 
multi-letter units, whereas others seem to remain dependent upon GPC-rule application. One explanation 
may be found in the skill of synthesizing single letters and sounds to words. Poor readers seem to keep 
relying on the taught strategy of segmenting GPC-rule application. It was found in the analysis of audible 
reading behavior of the first grade readers that the poorer readers sounded out many of the items 
presented before they read aloud the whole item, whereas good readers could generally be qualified 
as fluent readers. The difference between the two groups is more likely to be found in problems with 
synthesizing letters and sounds to form a word, as it was found that segmentation of the item into 
single letters was done adequately by the poorer readers. Further confirmation of problems with 
synthesizing may be found in the influence of consonantal sonority (see for example Stuart & M. 
Coltheart, 1988; Treiman & Cassar, 1997; Weisberg, Andracchio & Savard, 1989). In the studies presented 
in this thesis it was found that especially poorer readers benefit from sonorant onsets when reading 
pseudowords, illustrating that poor readers’ reading performance is facilitated if the consonants can 
be easily blended with the vowels (cf. Geudens & Sandra, 2003; Treiman & Cassar, 1997). Better readers, 
on the other hand, demonstrated more complex patterns, indicating that they are flexible in using 
information present within the item to read it efficiently. More specifically, these readers appear to be 
capable of using highly frequent multi-letter patterns in combination with easy to synthesize 
consonants to adequately read some items, and of using a reading approach focusing on single letters 
when confronted with an item with obstruent consonants. A similar reasoning is followed in the 
flexible unit size hypothesis formulated by Brown and Deavers (1999).
In addition to finding a sequence in the process of learning to read as demonstrated by the differences 
between reading levels on the measures under investigation, the studies presented in the previous 
chapters also demonstrated that empirical outcomes depend to a certain extent on the way in which 
response times are measured. Those measurements should be interpreted with care, because their 
validity and reliability cannot be optimally guaranteed. Problems with validity have been demonstrated 
in studies using a voice key (see for example Kessler & Treiman, 1999), whereas problems with reliability 
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(see Chapter 3). Moreover, different elements of the reading process are taken into consideration when 
the response times represent the time taken to read a list of words, or the time taken from the presentation 
of an item till the initial response, or the time taken from the presentation of an item till the complete 
utterance of the response. The problems related to validity and reliability of the response time 
measurement chosen need to be tackled depending on the research question at hand, because different 
aspects of word processing are triggered when a certain response time measurement is chosen. 
Finally, a remark should be made about the different ways in which the reading level of the participating 
children was established across the studies. In the experiment described in Chapter 2 the reading levels 
of the children were based upon their performances on the test itself due to the unavailability of the 
results of a single reading test administered at the same time by the teachers. In order to avoid this 
problem in the subsequent experiments, hereafter every testing session started with the establishment 
of the reading level of the children using the same tests. In the first experiment described in Chapter 3 
we decided to combine the scores on a word reading test and a pseudoword reading test to increase 
reliability of the reading level measurement. The two tests proved to be highly correlated, which lead 
to the decision to use one test in the subsequent experiments. For the second experiment described in 
Chapter 3, and the study described in Chapter 4, a word test consisting of CV, VC, and CVC words 
(Three-minute-test, Verhoeven, 1993) was used, because these words were most comparable to the 
experimental items. In the third experiment in Chapter 3 a word test consisting of words increasing in 
difficulty was used (One-minute-test, Brus & Voeten, 1973), in order to avoid possible test effects in 
the children that are administered the Three-minute-test at regular intervals. Though different tests 
have been used throughout the studies described in this thesis, the correlation between all tests used 
is very high. Therefore, the tests are very likely to have measured the same kind of reading skill in all 
children participating in the studies. Nonetheless, it is advisable to use only one test in a series of 
empirical studies in order to avoid possible difficulties in comparing results found at the reading 
levels distinguished. 
The empirical results described and interpreted in this thesis demonstrated that Dutch beginning 
reading starts with learning to apply GPC rules as taught in most commonly used reading methods, 
after which subsyllabic processing of letter combinations additionally takes place in the better reading 
children. Moreover, subsyllabic processing showed dependency on bigrapheme frequency, the 
frequency of single consonants, as well as on consonantal sonority and vowel complexity. In other 
words, subsyllabic processing begins to affect the reading performance of beginning readers once a 
certain level of reading ability is reached. From this it can be concluded that the process of learning to 
read comprises learning and training to explicitly apply GPC rules, after which reading experience 
enables the beginning readers to become fluent readers due to implicitly learned, and flexible use of 
subsyllabic processing. Hence, the theoretical framework of classical dual route processing seems to 
have had a large influence on the development of Dutch reading methods, as GPC-rule application is 
explicitly taught and practiced in first grade (Mommers, 1990). The theoretical models most 
applicable to the second part of the process are found in the descriptions of the process of learning to 
read based on connectionist models by Adams (1990), and Van den Broeck (1997), and the model by 
Ehri (1999; 2002) as subsyllabic processing is likely to be learned implicitly. This implicit learning of 
subsyllabic processing may take place through the development of word-specific knowledge from 
which frequently occurring patterns between orthography and phonology can be derived and used to 
read other words.     
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5.3 Implications for reading instruction
As indicated before, the studies presented in the previous chapters demonstrated that the poor readers 
are rather proficient in GPC-rule application, but are not fluent readers. Fluent readers demonstrated 
flexibility in their reading approach, as some items may elicit the use of GPC rules, whereas other 
items are likely to elicit the use of frequently read letter combinations. From this the assumption can be 
made that in order for poor readers to become fluent readers, they should become less dependent upon 
the reading approach of GPC-rule application and more capable of using frequently occurring letter 
combinations as well. In this section the need to encourage flexible use of reading approaches, 
without losing pleasure in reading is elucidated.
Nowadays, progress in reading skill of primary school children is closely monitored, because the law 
for primary education prescribes that every school should implement a system to follow students’ 
progress (Wet op het primair onderwijs [Law for Primary Education], Art. 8, clause 6; and Art. 11). 
The law also prescribes that schools should provide opportunities to help children in need of special 
attention (Art. 8, clause 4). This has resulted in rapid recognition of children lagging behind in reading 
(see for example Ruijssenaars & Ghesquière, 2003), and has led to the standard practice of providing 
remedial help for the poor readers. Within a remedial help setting the child usually trains decoding 
skill and other related basic skills related to reading. This however, is not likely to result in more 
advanced reading skill, as it does not encourage the poor reader to use other reading styles as well 
and to become a flexible user of reading styles. Hence, instead of increasing their reading performance 
due to remedial teaching, poor readers are likely to become stuck in the decoding reading style taught 
and trained. Share’s (1995) suggestion about how to solve this problem is to teach children how to 
teach themselves to learn about orthography - phonology mappings, by allowing children to acquire 
word-specific knowledge with every successful decoding encounter with an unfamiliar word. This 
can be put to practice by reading books aloud that are used in other subjects with a remedial teacher 
present to assist when necessary. Consequently both reading performance improves and a lesson for 
another subject is prepared (Finnan & Swanson, 2000).  
Obviously, the main goal of remedial teaching is to attempt to increase the reading level of the poor 
reader to catch up with normal reading peers. These peers, however, are already progressing at a 
faster rate than the poor readers. Hence, taking these poor readers outside the classroom for remedial 
teaching during regular lessons of their better reading peers will put the poor readers even further 
behind. Finnan and Swanson (2000) suggested shifting the focus of remedial teaching from training 
basic skills to accelerating the learning of these children. Another suggestion comes from Vernooy 
(1995), who stated that a poor reader in a poor reading group will adjust to the slower progress made 
in the group, whereas a poor reader in a heterogeneous group will adjust to the higher level of 
progression within the group. Hence, more practice time in the classroom in reading groups consisting 
of children reading at different levels is more likely to result in acceleration of the progress in reading 
of poor readers than training basic skills outside the classroom.     
The findings of the experiments carried out within the framework of this thesis indicated that poor readers 
depend largely upon the application of GPC rules. The better readers in these experiments demonstrated 
flexible use of both application of GPC rules and use of letter combinations that resulted in fluent 
reading. As poor readers demonstrated that they can learn to adequately apply GPC rules, they are likely 
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example Van der Lubbe & Wils, 1999), or learning to make use of multi-letter combinations in addition 
to applying GPC rules. Such instruction on using multi-letter units may be given explicitly, for example 
by training the children to use analogies based on onset and rime (Goswami, 1993), or by encouraging 
children to initially read any part of a word before reading the whole word. Most remedial reading 
methods, however, focus on repetition of basic skills related to GPC-rule application, without paying 
attention to alternative ways of reading words (Vernooy, 1995). Those alternative ways of reading words 
do not necessarily have to be taught explicitly, as Van den Broeck (1997) demonstrated that implicit 
learning can also be effective. In one of his experiments poor reading children were presented with one 
of three training conditions. The children in the first condition were trained in a series of basic skills as 
suggested by Struiksma, Van der Leij and Vieijra (1997). The children in the second condition were trained 
by reading a series of words resembling each other in unpredictable positions that were to be read at 
increasing speed. The children in the third condition received no training. Results demonstrated that the 
implicit, covariate learning condition was most effective for the poor readers. Apparently, poor readers 
are capable of generating effective reading approaches from reading words with resemblance in 
unpredictable positions, as the reader is forced to focus on similarities as well as differences between 
the words. 
As already mentioned, poor readers need more time in any lesson requiring them to read. Good readers 
have no trouble working through the lessons, and hence have time to read a book in the ‘books corner’ 
in class when they finished their work. Poor reading children work through the lessons at a slower pace, 
and do not gain time to read a book in the ‘books corner’. This is likely to have an effect on the motivation 
of poor readers to increase their efforts to become better readers. Becoming a skilled reader requires a 
balance in the intricate interaction of learning about the connections between phonology and orthography 
(Ehri, 2002; Bosman & Van Orden, 2003), reading for a sufficient amount of time (cf. Finnan & Swanson, 
2000), and become motivated to read for different purposes (Bogner, Raphael, Pressley, 2002; Finnan & 
Swanson, 2000; Vernooy, 1995). The balance between these components is easy to disturb, and once the 
balance has been disturbed it is very difficult to restore. Therefore, first grade teachers have the important 
task of teaching and training their pupils to adequately connect orthography and phonology, and 
providing a stimulating reading environment in class. A few ways in which reading time and reading 
motivation are enlarged might include a ‘books corner’ where children can read in comfortable seats, 
starting projects where children learn to use the library or the internet to find information, and 
heterogeneously formed reading clubs. 
All in all, first grade reading instruction should focus on teaching and training GPC-rule application, 
provide the opportunity to learn to apply other reading approaches - like using letter combinations by 
encouraging children to discover such patterns within words - and ensure that beginning readers 
start to enjoy their newly acquired reading skill. Though poor readers will always exist, simply because 
they are by definition the children scoring the lowest in class or school on reading tests, severe problems 
due to reading difficulty can be prevented if they are strongly encouraged to reach a minimal level of 
reading skill at which they can enjoy reading. This minimal level can be described as being able to 
flexibly use reading styles leading to fluent reading. The array of reading styles available to the reader 
needs to include skilled application of GPC rules as well as subsyllabic processing.   
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‘What does a child see in a word? Does the 
young reader process a word serially by 
combining single letters into words, or does the 
reader focus on larger units of analysis such as 
spelling patterns, syllables, or whole words? 
Perhaps all of these potential units function 
simultaneously in word recognition, or there 
may even be a developmental sequence so that 
perceptual units used by the beginning reader 
differ from those used by more mature readers.’
Vertaling:
“Wat ziet een kind in een woord? Verwerkt 
de jonge lezer een woord serieel door enkele 
letters te combineren tot woorden, of richt de 
lezer zich op grotere analyse-eenheden zoals 
spellingpatronen, lettergrepen, of hele woorden? 
Wellicht functioneren al deze mogelijke eenheden 
tegelijkertijd in de woordherkenning, of het zou 
een volgorde in de ontwikkeling kunnen zijn 
waardoor perceptuele eenheden die gebruikt 
worden door beginnende lezers afwijken van 







‘Lezen is al herhaaldelijk omschreven als het 
koppelen van fonemen aan grafemen, beter: 
als het vervangen van grafemen door fonemen. 
Schrijven is er het spiegelbeeld van: het 
vervangen van fonemen door grafemen. 
Nu is dit koppelingsproces al langere tijd een 
intrigerende activiteit gebleken. Het gaat er niet 
alleen om iets visueels auditief te maken en 
omgekeerd. Het gaat ook om iets ruimtelijks 
tijdelijk te maken en een tijdelijke reeks om 
te zetten in een ruimtelijke reeks: van auditief 
temporeel naar visueel spatieel en omgekeerd.’
Translation:
“Reading has repeatedly been described as 
connecting phonemes to graphemes, better: as 
replacing graphemes by phonemes. Writing is 
the opposite: the replacement of phonemes by 
graphemes. 
This connection process has been an intriguing 
activity for quite some time. It is not just making 
something that is visual auditory and vice versa. 
It is also making something spatial temporal, and 
transferring a temporal sequence into a spatial 
sequence: from auditory temporal to visual spatial 
and vice versa.”
‘First, the bigram frequencies of first letter-
pairs in words will differ from last letter-pairs, 
which will differ from other letter pairs. It would 
seem fairly sensible, therefore, for such a 
word recognition system to distinguish bigram 
position at least in this rough and ready (and 
simple) way. Second, the bigram frequencies 
of shorter words are markedly different from 
longer words, especially in frequencies of initial 
and terminal bigrams. Again, it is suggested 
that a word recognition system would operate 
more efficiently if it made a simple length 
discrimination, say short (three of fewer letters) 
and long (four or more letters).’
Vertaling:
“Ten eerste zullen de bigram frequenties van 
de eerste letterparen in woorden verschillen 
van die van de laatste letterparen, die op 
hun beurt zullen verschillen van de overige 
letterparen. Het zou daarom voor een dergelijk 
woordherkenningssysteem betrekkelijk 
vanzelfsprekend zijn om bigramposities te 
onderscheiden, toch zeker op deze grove 
(en simpele) manier. Ten tweede zijn de 
bigramfrequenties van kortere woorden 
beduidend anders dan die van langere woorden, 
in het bijzonder voor frequenties van begin- en 
eindbigrammen. Opnieuw wordt gesuggereerd 
dat een woord herkenningssysteem efficiënter zou 
functioneren als het een eenvoudig onderscheid 
in lengte toe zou passen, zoals kort (drie letters of 








‘Furthermore, results of the present study 
suggest that beginning readers are able to 
decode words before they can recognize and 
access their meaning rapidly and involuntarily 
and that, in order to achieve the latter capability, 
substantial experience or practice reading the 
words may be required.’
Vertaling:
“Bovendien suggereren de resultaten van deze 
studie dat beginnende lezers in staat zijn om 
woorden te decoderen voordat zij deze snel en 
onvrijwillig de betekenis kunnen herkennen en 
achterhalen en dat, om de laatste bekwaamheid 
te verkrijgen, substantiële ervaring of oefening in 
het lezen van de woorden noodzakelijk is.”
‘Waarachtige interesse in lezen is sinds lang 
einddoel van het leesonderwijs genoemd. … 
Als wij als onderwijzers en leraren iets op onze 
leerlingen over kunnen brengen van de vreugde 
en het enthousiasme dat we zelf voelen voor 
lezen, als we ook nuanceringen daarin kunnen 
laten meevoelen en eventueel ook in diskussies 
“ter sprake” weten te brengen, dan mogen we 
hopen, dat het hoofddoel van het leesonderwijs 
in belangrijke mate is bereikt’
Translation:
“True interest in reading has been named the final 
aim of reading instruction for quite some time. … 
If we as educators and teachers can bring some of 
the joy and the enthusiasm that we feel ourselves 
for reading onto our pupils, if also we can make 
them experience the nuances therein and possibly 
enter this into discussions as well, then we may 
hope, that the major aim of reading instruction is 
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CVC words CVC pseudowords
dag (day) baag
duif (pigeon)  doer
hoed (hat) guw
hut  (hut)  mip
kies  (molar) neur
les  (lesson) raf
noot (nut) teik
vis  (fish) vek
vol (full) wuik
zeil (sail) zor
CVCC words CVCC pseudowords
baard (beard) daats
beurt (turn) fuls
fiets  (bicycle) gocht
licht (light) herf
mals (tender) loort
pers  (press) nalk
rijst (rice) neerd
turf  (turf) poest
volk (people) zars
woest (wild) zuist
CCVC words CCVC pseudowords
bril  (glasses) brun




speel  (play) spool












high-high    high-low   low-high    low-low
bijs bijp bief biem
doed doeg deef deech
huf huip him hif
huit hur hip hir
maap maaf keg kef
neg nef nuit nuip
vim vif vijs vijp
weef weech woed woeg
zief ziem zaap zaaf
zip zir zuf zur
high-high    high-low   low-high    low-low
beef beep* bip bir
ber bep deef deeg
daap daaf deer  deep
dip dif fag fah
heef kir hig fir
kig meeg ker kep
meef peeg mip  mir
rer ref reef reeg
sag sah ser sep
zip zir zaap zaaf


























juf   (teacher)
kip  (chicken)
kuil  (hole)
laag   (low)
leuk  (nice)
































high-high    high-low   low-high    low-low
bijk bijp feet feek
diet dieg kiet kieg
geet geek saap saaf
haap haaf soek soeg
hoot hoof   soot soof
huik huip suik suip
poek poeg tijk tij
obstruent-sonorant
high-high    high-low   low-high    low-low
bijn bijm bien biem
buin buim deer deem
dien diem gijn gijm
gaam gaal kuin kuim
geer geem saam saal
hoen hoem soen soem
hoom hool soom sool
sonorant-obstruent
high-high    high-low   low-high    low-low
lijs lijg jaat jaaf
loet loeg moop moof
luit luip nijs nijg
niep nieg noet noeg
roop roof   reef reek
veef veek viep vieg
waat waaf vuit vuip
sonorant-sonorant
high-high    high-low   low-high    low-low
lien liem jaan jaal
lijn lijm jien jiem
loor loon juin juim
luin luim moor moon
raan raal   reel reem
voen voem vijn vijm
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De behoefte aan geschreven taal ontstond ongeveer 2500 jaar voor Christus bij de Sumeriërs. Voor hen 
ontstond de noodzaak voor een schriftsysteem, omdat er onenigheid ontstond bij de graansilo’s toen 
niemand meer precies wist hoeveel van welke graansoort voor welke boer werd opgeslagen. Het 
graanregistratiesysteem ontwikkelde zich in de loop der tijd tot een schriftsysteem dat ook abstracter 
informatie kon weergeven, zoals regels en afspraken (Henderson, 1982; Engelhart & Klein, 1988; 
McGuinness, 1997). Deze ontwikkelingen maakten het aanleren van vaardigheden om het schrift te 
ontcijferen noodzakelijk; dus om het schrift te kunnen lezen moest er leesinstructie gegeven worden. 
Volgens de Van Dale (Geerts & Heestermans, 1995) houdt het lezen van wat geschreven of gedrukt is 
in dat ‘de lettertekens […] met de ogen, als het ware, samenvoegen en in woorden omzetten, kennis 
nemen van de inhoud’ (p. 1657). Hieruit kan worden afgeleid dat lezen een visuele (orthografische), 
een auditieve (fonologische) en een betekenisverlenende (semantische) component bevat (zie ook 
Adams, 1990). 
Het onderzoek dat in dit proefschrift wordt beschreven is een theoretische en empirische verkenning 
naar het leesproces bij beginnende lezers. Meer specifiek lag het accent op de verwerking van 
lettercombinaties binnen het leesproces, wat in het proefschrift subsyllabische verwerking wordt 
genoemd. De bedoelde lettercombinaties of subsyllabische eenheden zijn onderverdelingen die gemaakt 
kunnen worden in woorden van één lettergreep. Zo kan het woord ‘staart’ worden onderverdeeld in 
een body en een coda (/staa/, /rt/), een onset en een rime (/st/, /aart/), een onset, een peak en een 
coda (/st/, /aa/, /rt/), en in de kleinste eenheden bestaande uit losse grafemen (letters) of fonemen 
(klanken; /s/, /t/, /aa/, /r/, /t/). 
De vraag blijft echter of er sprake is van subsyllabische verwerking bij beginnende lezers. De wijze van 
beantwoording van deze vraag is afhankelijk van het theoretische kader dat wordt toegepast. Het 
uitgangspunt voor de theoretische verkenning was een drietal belangrijke theorieën over vaardig lezen: 
het tweeroute model, analogiemodellen en connectionistische modellen. Het tweeroute model beschrijft 
het leesproces als twee onafhankelijk van elkaar opererende routes. In de indirecte route worden 
woorden letter voor letter verklankt met behulp van grafeem-foneem correspondentieregels (GPC-regels) 
alvorens het woord als geheel kan worden herkend en de betekenis ervan kan worden achterhaald. In 
de directe route wordt een woord direct als geheel herkend, waardoor de betekenis en de uitspraak 
ervan direct beschikbaar zijn. Vanuit een klassiek tweeroute model (M. Coltheart, 1978) geredeneerd, 
zijn dus alleen letters en woorden van belang in het leesproces.  
Analogiemodellen van het lezen geven een andere invulling aan het leesproces. In dit type leesmodel 
(Glushko, 1979; Henderson, 1982) kunnen alle letters, lettercombinaties en hele woorden gebruikt 
worden om impliciet analogieën mee te maken. Op grond van leeservaring en specifieke woordkenmerken 
worden tijdens het lezen van een woord ook daarop gelijkende woorden geactiveerd. Deze woorden 
worden buurwoorden genoemd die door M. Coltheart, Davelaar, Jonasson en Besner (1977) gedefinieerd 
zijn als woorden die slechts één letter afwijken van het te lezen woord. Het is echter niet eenvoudig 
om via onderzoek aan te tonen hoe gebruik wordt gemaakt van analogieën in het leesproces, omdat 
de analogiemodellen niet tot in detail zijn uitgewerkt (Andrews & Scarrat, 1998).  
Een derde theoretisch kader van waaruit leesmodellen zijn ontwikkeld is het connectionisme. In 
dergelijke modellen staan orthografie, fonologie en semantiek met elkaar in verbinding in een netwerk 
structuur. De manier waarop de verbindingen tot stand komen en welke verbindingen in het gevorderd 
lezen het sterkst zijn, wordt in verschillende uitvoeringen van connectionistische modellen toegelicht 
(zie bijvoorbeeld Seidenberg & McClelland, 1989; Van Orden & Goldinger, 1994). Vanuit een 
connectionistisch model geredeneerd, zijn letters, lettercombinaties en hele woorden van belang in 
het lezen.  
Modellen die de leesontwikkeling beschrijven zijn veelal op het tweeroute model of op connectionistische 
modellen gebaseerd. Een voorbeeld van een model dat op het tweeroute model is gebaseerd is het 
model van Stuart (2002; maar zie ook Frith, 1985; Seymour & MacGregor, 1984). In Stuart’s model is 
sprake van parallelle ontwikkeling van beide routes, waarbij de indirecte route voortbouwt op 
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opgedane fonologische kennis om GPC regels te ontdekken en de directe route opgebouwd wordt als 
woorden vaker worden gelezen. Ook het model dat Goswami en Bryant (1990) voorstellen is gebaseerd 
op het tweeroute model. Zij hebben echter de mogelijkheid om onsets en rimes te herkennen opgenomen 
in de directe route (Wimmer & Goswami, 1994), zodat de fonologische kennis waarover kinderen 
beschikken toegepast kan worden in het proces van leren lezen. Onderzoek van Goswami (1988; 1991; 
1993) wijst uit dat Engelstalige beginnende lezers gebruik kunnen maken van onsets en rimes om via 
analogieën met reeds bekende woorden, nieuwe woorden te lezen. Het model van Goswami (1993) 
hecht dus belang aan letters, onsets en rimes en hele woorden in het leesproces. 
Een voorbeeld van een model dat op het connectionistische model van Seidenberg en McClelland (1989) 
is gebaseerd is dat van Adams (1990). Zij geeft aan dat zorgvuldige herkenning van  lettercombinaties 
en de bijbehorende klanken beginnende lezers in staat stellen om verbindingen te leggen tussen 
orthografische, fonologische en semantische processen. Daarnaast kan het model van Van Orden en 
Goldinger (1994) vertaald worden naar een model dat leesontwikkeling beschrijft vanwege het 
covariate leerprincipe in het model (zie Van den Broeck, 1997). Covariaat leren wordt gekenmerkt 
door de constant veranderende gewichten tussen de verbindingen in het netwerk als gevolg van 
informatie die wordt verwerkt. Dit betekent voor de leesontwikkeling dat de woorden die gelezen 
zijn een kader scheppen waarmee nieuwe woorden kunnen worden gelezen. Het model dat Ehri 
(1995; 1999; 2002) beschrijft, zou ook gevat kunnen worden onder de noemer van connectionistische 
modellen, omdat in de eerste fasen van haar model het stapsgewijs ontdekken van correspondenties 
tussen orthografie en fonologie centraal staat. Aanvankelijk speelt dit zich af op een zeer globaal 
woordniveau, waarna het ontdekken van het alfabetisch principe begint. Ongeacht de manier waarop 
een connectionistisch model is toegepast op het proces van leren lezen, heeft het model de mogelijkheid 
om individuele letters, letter combinaties en hele woorden impliciet te verwerken.    
Uit de besproken theoretische kaders zijn drie visies af te leiden over het gebruik van subsyllabische 
eenheden in het lezen: de eerste kent geen functie toe aan subsyllabische eenheden, de tweede ziet 
een expliciete rol weggelegd voor onsets en rimes, en de derde voorspelt een impliciete rol voor 
subsyllabische eenheden vanwege het ontstaan van verbindingen tussen orthografie, fonologie en 
semantiek tijdens het proces van leren lezen. Om met behulp van empirisch onderzoek uitspraken te 
kunnen doen over de toepasbaarheid van de onderscheiden visies, zijn de volgende drie vragen 
geformuleerd. Beïnvloedt subsyllabische verwerking de leesprestaties van beginnende Nederlandse 
lezers? Is de rol van subsyllabische eenheden terug te voeren tot de onset-rime structuur? Heeft het 
leesniveau van beginnende lezers invloed op de eventuele subsyllabische verwerking? In de drie 
volgende hoofdstukken wordt een drietal technieken gebruikt om antwoorden op deze vragen te 
vinden. De eerste techniek is het visueel gesplitst aanbieden van items om na te gaan of expliciet 
gesplitste subsyllabische eenheden kinderen stimuleert daarvan gebruik te maken, zoals in Hoofdstuk 2 
is beschreven. De beide andere methodieken richten de aandacht op het mogelijk impliciete gebruik 
van subsyllabische eenheden in het leesproces van beginnende lezers, door de invloed van bigrafeem 
frequentie en fonemische kenmerken binnen items te onderzoeken. Deze technieken worden toegepast 
in de studies die in Hoofdstuk 3 en 4 zijn beschreven. 
In Hoofdstuk 2 van het proefschrift wordt een experiment beschreven waarin woorden en pseudowoorden 
van de volgende structuren worden aangeboden aan leerlingen uit groep 3 en groep 4: MKM, MKMM, 
en MMKM1. De items werden ofwel intact (i.e. ‘stop’), ofwel met een dubbele spatie tussen onset en 
rime (i.e. ‘st  op’) of met een dubbele spatie tussen body en coda (i.e. ‘sto p’) aangeboden op een 
laptop computer. Er werd aangenomen dat de gesplitste items de kinderen zou stimuleren om 
expliciet gebruik te maken van subsyllabische eenheden. De visie van Goswami (1993) zou worden 
ondersteund als de kinderen die in groep 3 onder het gemiddelde leesniveau van de klas lazen, de 
items die werden opgedeeld in onset en rime het beste zouden lezen. Goswami stelt immers dat 
beginnende lezers de subsyllabische eenheden onset en rime gebruiken om te lezen. De resultaten 
lieten echter zien dat de beneden gemiddeld lezende kinderen uit groep 3 niet meer profiteren van de 
drie presentatievormen. De andere deelnemers lazen de intact gepresenteerde items het beste. 
(Footnotes)
1 M = medeklinker; K = klinker
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Dus de hypothese die gebaseerd is op Goswami’s visie kan worden verworpen, omdat er geen bewijs 
wordt gevonden voor het expliciet gebruiken van de subsyllabische eenheden onset en rime bij de 
beneden gemiddeld lezende kinderen uit groep 3. In plaats daarvan wordt geconcludeerd dat deze 
groep kinderen waarschijnlijk sterk afhankelijk zijn van de aangeleerde GPC regels (zie bijvoorbeeld 
Mommers, 1990; Morais, 2003; Santa, 1976-77), terwijl betere lezers mogelijk al gebruik maken van 
subsyllabische lettercombinaties. Dit patroon komt overeen met de visie die Duncan, Seymour en Hill 
(1997; 2002) naar voren hebben gebracht. Zij stellen dat het leesproces begint bij het gebruik maken van 
kleine eenheden, waarna ook grotere eenheden gebruikt kunnen worden. De data lijken deze conclusie 
te rechtvaardigen, omdat intact gepresenteerde items de lezer toestaan het item te lezen op de manier 
die het beste bij dat specifieke item past, ongeacht of dit de toepassing van GPC regels is of de verwerking 
van grotere eenheden als het rime. Vanwege het feit dat de kinderen items van verschillende structuur 
en moeilijkheid kregen voorgelegd, is het mogelijk dat de betere lezers optimale flexibiliteit aan de 
dag legden door de meest adequate leesbenadering voor elk item te kiezen. Daarnaast laten de resultaten 
zien dat items met een medeklinkercluster in de coda het slechtst worden gelezen door alle deelnemers, 
al geldt dit niet voor het lezen van pseudowoorden door leerlingen uit groep 4. Dit leidt tot de 
conclusie dat de kinderen de items serieel hebben verwerkt, omdat deze leesbenadering het relatief 
moeilijke deel van het item tot het laatst bewaart, wat leidt tot minder goede leesprestaties op die 
items. Leerlingen uit groep 4 hebben mogelijk hun vaardigheid in het lezen van letterclusters gebruikt 
bij het lezen van pseudowoorden met een medeklinkercluster in het coda. Al met al is er geen 
aanwijzing gevonden voor het expliciet gebruik maken van subsyllabische verwerking, aangezien de 
resultaten geen profijt van expliciet onderscheiden subsyllabische eenheden hebben laten zien.   
In hoofdstuk 3 worden drie experimenten beschreven waarin de assumptie wordt getest dat subsyllabische 
verwerking bij het lezen van pseudowoorden wordt uitgelokt door frequent voorkomende correspondenties 
tussen orthografie en fonologie alsmede door fonetische kenmerken van medeklinkers. De frequentie 
waarmee correspondenties tussen orthografie en fonologie voorkomen werd gedefinieerd in de bigrafeem 
frequentie maat. Een bigrafeem bestaat  uit twee opeenvolgende grafemen die corresponderen met een 
specifieke combinatie van twee fonemen, zodat bijvoorbeeld de lettercombinatie ‘be’ met drie bigrafemen 
overeenkomt (/be/ in ‘bed’, /be/ in ‘hebben’ en /be/ in ‘bever’). Bigrafeem frequentie werd geteld in een 
corpus dat bestond uit de werkboeken behorend bij de eerste 11 kernen van de methode ‘Veilig leren lezen’ 
en de bijbehorende boeken van dezelfde uitgever tot en met AVI-niveau 1 (Struiksma, Van der Leij & 
Vieijra, 1996). 
In de drie experimenten die in dit hoofdstuk worden besproken, wordt bigrafeem frequentie 
gemanipuleerd door vier groepen pseudowoorden te maken: items met hoogfrequente body’s en rimes, 
items met een hoogfrequente body en een laagfrequent rime, items met een laagfrequente body en 
een hoogfrequent rime en items met laagfrequente body’s en rimes. Op grond van literatuuronderzoek 
wordt een viertal hypothesen opgesteld, waarin de mogelijke invloed van bigrafeem frequentie op de 
leesvaardigheid wordt weergegeven. De eerste hypothese sluit aan bij de visie van Goswami (1993) 
waarin het rime een speciale functie vervult en voorspelt dat hoge rimefrequentie zal leiden tot de 
beste leesprestaties. De tweede hypothese refereert naar de body als een bijzondere eenheid (zie 
bijvoorbeeld Vennemann, 1988) en voorspelt dat hoge bodyfrequentie zal leiden tot de beste leesprestaties. 
De derde hypothese voorspelt dat hoge bigrafeem frequentie leidt tot de beste leesprestatie. Met andere 
woorden, items bestaande uit twee hoogfrequente bigrafemen worden beter gelezen dan items 
bestaande uit een hoogfrequent en een laagfrequent bigrafeem, die op hun beurt weer beter worden 
gelezen dan items bestaande uit twee laagfrequente bigrafemen. De vierde hypothese refereert aan 
het gebruik van GPC-regels en voorspelt geen verschillen tussen items met verschillende bigrafeem 
combinaties. De resultaten van de drie experimenten laten verschillen zien tussen leesniveaus in de 
gebruikmaking van bigrafeem frequentie, wat een ontwikkelingsverloop impliceert. Er komt naar 
voren dat leerlingen uit groep 3 die onder het gemiddelde niveau lezen vooral GPC regels lijken te 
gebruiken, terwijl betere lezers daarnaast ook blijk geven van subsyllabische verwerking van 
lettercombinaties met een hoge bigrafeem frequentie. 
In het derde experiment wordt naast bigrafeem frequentie ook de sonoriteit van medeklinkers 
gemanipuleerd, om te testen of medeklinker sonoriteit een aanvullende invloed heeft op leesprestaties 
en subsyllabische verwerking. Medeklinker sonoriteit werd bepaald op grond van linguïstisch 
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onderzoek (cf. Stuart & Coltheart, 1988; Yavas & Gogate, 1999), waarin een hiërarchie van sonorantie 
wordt weergegeven van klinkers via sonorante medeklinkers naar obstruente medeklinkers. Dit leidt 
voor het experiment tot de creatie van 16 verschillende typen pseudowoorden, waarin bigrafeem 
combinaties (de vier eerder besproken opties) en medeklinker sonoriteit (obstruent onset – obstruent 
coda, obstruent onset – sonorant coda, sonorant onset – obstruent coda, sonorant onset – sonorant 
coda) worden gecombineerd. De resultaten laten zien dat zowel bigrafeem frequentie als medeklinker 
sonoriteit invloed uitoefenen op de leesvaardigheid in groep 3, waarbij wederom verschillen tussen 
leesniveaus worden gevonden. Zwakke lezers lijken de meeste items te lezen met behulp van GPC 
regels, maar lijken daarnaast te profiteren van hoge rimefrequentie in combinatie met sonorante 
onsets. Beneden en bovengemiddelde lezers demonstreren dit gebruik van hoge rimefrequentie in 
combinatie met sonorante onsets duidelijk. Daarnaast lezen bovengemiddelde en goede lezers de 
items met een hoge rimefrequentie en sonorante onsets het beste, terwijl zij items met een lage 
rimefrequentie en een obstruente onset beter lezen dan items met een lage rimefrequentie en een 
sonorante onset. Deze resultaten impliceren een ontwikkelingsverloop van vooral gebruik maken van 
GPC regels naar aanvullend gebruik maken van frequent gelezen lettercombinaties. De toepassing 
van GPC regels en hoogfrequente letterclusters wordt vergemakkelijkt door de aanwezigheid van 
eenvoudig te synthetiseren medeklinkers, terwijl items met laagfrequente lettercombinaties makkelijker 
kunnen worden gelezen als er medeklinkers zijn die de aandacht richten op omringende klanken (zie 
Weisberg, Andracchio & Savard, 1989). Kortom, het ontwikkelingsverloop lijkt te beginnen met de 
toepassing van GPC regels, wat vergemakkelijkt wordt door de aanwezigheid van sonorante medeklinkers 
die het synthetiseren vereenvoudigen. Vervolgens wordt ook hoge rimefrequentie gebruikt bij het lezen 
van woorden, wat vereenvoudigd wordt als er makkelijk te synthetiseren sonorante onsets aanwezig zijn. 
Immers, het lezen van een item met een lage rijmfrequentie kan vereenvoudigd worden door de 
aanwezigheid van een obstruente onset die de aandacht richt op de andere letters in het item. Bovendien 
kan een obstruente onset een leesbenadering uitlokken waarbij de letters in het item geanalyseerd 
worden, wat de meest efficiënte benadering is bij het lezen van items zonder hoogfrequente letterclusters. 
Concluderend kan gezegd worden dat er evidentie gevonden is voor subsyllabische verwerking bij 
lezers met een leesniveau dat op of boven het gemiddelde van de klas ligt, vanwege de gevonden 
effecten voor zowel bigrafeem frequentie als voor fonetische kenmerken van medeklinkers.
In Hoofdstuk 4 wordt een studie beschreven waarin wordt onderzocht welke frequentiematen de 
leesprestaties van beginnende lezers het meest beïnvloeden en welke fonemische kenmerken een 
aanvullende invloed uitoefenen. Voor deze studie is een set van 40 woorden samengesteld, die varieert 
in woordfrequentie, bigrafeem frequentie en letterfrequentie, en bovendien zoveel mogelijk verschillende 
letters bevat. De woorden werden op een laptop computer aan beginnende lezers gepresenteerd. De 
regressieanalyse laat zien dat woordfrequentie en onset en rime frequentie elk een eigen invloed 
uitoefenen op de leesprestaties van de beginnende lezers. De beneden gemiddeld lezende kinderen 
laten vooral invloed van onset en rime frequentie zien, terwijl de bovengemiddeld lezende kinderen 
vooral invloed van rime frequentie tonen. De beste lezers laten geen frequentie-effecten zien. Daarnaast 
blijken fonetische kenmerken van de woorden eveneens de leesprestaties te beïnvloeden, in het bijzonder 
op de hogere leesniveaus. De resultaten van deze studie bevestigen de subsyllabische verwerking bij 
de betere lezers uit groep 3, hetgeen ook gevonden werd in het voorgaande hoofdstuk.
Uit de resultaten van de studies die in het voorafgaande zijn besproken, kan geconcludeerd worden 
dat beginnende Nederlandse lezers impliciet gebruik maken van subsyllabische verwerking als een 
bepaald leesniveau is bereikt. Er is geen evidentie gevonden voor expliciet gebruik van bepaalde 
subsyllabische eenheden, zoals onsets en rimes. Bovendien ligt de gevonden evidentie voor de rol van 
subsyllaben in het leesproces niet vast in de onset-rime structuur. Gevonden effecten voor rime frequentie 
zijn mogelijk te verklaren door de kleinere hoeveelheid rimes en opzichte van body’s in de Nederlandse 
taal, waardoor rimes ook hoger frequent zijn dan body’s. Dus rimes kunnen een grotere invloed 
uitoefenen op leesprestaties dan body’s. Daarnaast zijn er verschillen tussen leesniveaus gevonden: 
zwakke lezers demonstreerden hoofdzakelijk gebruik te maken van de toepassing van aangeleerde 
GPC regels, terwijl betere beginnende lezers blijk gaven van hun mogelijkheid om gebruik te maken 
van frequent voorkomende letterclusters. Deze bevindingen kunnen worden vertaald in een 
ontwikkelingsverloop, omdat betere lezers waarschijnlijk sneller door de opeenvolgende stadia die 
het proces van leren lezen lijken te beschrijven gaan dan de zwakkere lezers. 
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Het ontwikkelingsverloop dat de studies suggereren kan teruggevonden worden in de theoretische 
modellen die het proces van leren lezen beschrijven, hoewel niet elk model even goed overeenstemt met 
de data. De modellen die gebaseerd zijn op het twee route model (Frith, 1984; Seymour & MacGregor, 
1985; Goswami, 1993; Stuart, 1995; 2002) bevatten alle de aan te leren toepassing van GPC regels om 
de indirecte route gestalte te geven. Sommige van deze modellen voorzien ook in de toepassing van 
dergelijke regels voor lettercombinaties in de indirecte route (Frith, 1984; Seymour & MacGregor, 1985). 
Het model van Goswami (1993; Wimmer & Goswami, 1994) legt het verwerven van herkenningseenheden 
voor onsets en rimes in de vroege leesontwikkeling uit in de toepassing van analogieën. Deze 
herkenningseenheden zijn gelokaliseerd in de directe route, omdat deze eenheden direct kunnen worden 
opgehaald uit het geheugen (Gowami & Wimmer, 1994). Zowel de optie van regels voor letterclusters 
in de indirecte als die in de directe route suggereren expliciete verwerking van deze clusters, wat niet 
overeen komt met de resultaten van de uitgevoerde studies in dit proefschrift. Desalniettemin kan het 
gebruik van regels voor lettercombinaties of specifieke herkenningseenheden niet worden uitgesloten. 
Toch is het opnemen van verwerking van letterclusters in een klassiek twee route model niet verenigbaar 
met haar uitgangspunten, omdat in een dergelijk model de indirecte route alleen de toepassing van 
GPC regels mogelijk maakt en de directe route alleen hele woorden herkent. Het model dat beschreven 
werd door Stuart (1995; 2002) is wel in overeenstemming met deze uitgangspunten en geeft daarom 
aan dat alleen GPC regels geleerd moeten worden, waardoor op den duur veel gelezen woorden als 
geheel herkend kunnen worden. In dit model van leren lezen is geen plaats voor de verwerking van 
subsyllaben. Hieruit kan de conclusie getrokken worden dat de evidentie voor subsyllabische 
verwerking niet strookt met modellen die het leren lezen beschrijven vanuit een klassiek twee route 
model.
Het ontwikkelingsverloop dat in de eerder beschreven studies werd gevonden, kan worden geplaatst 
in het kader van het connectionisme. De beschrijvingen van het leesproces door Adams (1990), Ehri 
(1995; 1999; 2002) en Van den Broeck (1997) beginnen alle drie met de ontdekking van correspondenties 
tussen orthografie en fonologie, wat grosso modo begint op een globaal niveau en zich ontwikkelt 
naar steeds meer specifieke correspondenties. De beschrijvingen beginnen dus met correspondenties 
tussen grotere subsyllaben en vervolgen met het meer en meer gebruik maken van kennis en 
vaardigheden die gerelateerd zijn aan de verwerking van specifieke correspondenties om de efficiëntie 
van het lezen te vergroten. De beschrijving van Adams suggereert geen onderricht en training van 
GPC regels, terwijl de beschrijvingen van Ehri en Van den Broeck deze didactische optie niet uitsluiten.
Hoewel het legitiem is om na te gaan in hoeverre theoretische modellen die het proces van leren lezen 
beschrijven passen bij de uitkomsten van de eerder besproken studies, moet worden opgemerkt dat 
de deelnemende kinderen aan de studies expliciet onderricht en training in de toepassing van GPC 
regels krijgen, zoals de meeste Nederlandse leesmethodes dat voorschrijven. Daardoor is het 
waarschijnlijk dat de ontdekking van kleine subsyllabische eenheden voor die van grotere subsyllabische 
eenheden door de kinderen veroorzaakt wordt door de gebruikte leesdidactiek (Mommers, 1990). Dit 
maakt het moeilijk onderscheid te maken tussen de initiële fasen van de beschrijvingen van het proces 
van leren lezen gebaseerd op het twee route model en die gebaseerd op connectionistische modellen, 
juist vanwege de overheersende leesdidactiek in Nederland. De verwerking van grotere subsyllaben 
in het leesproces is echter geen onderdeel van de leesdidactiek, waardoor het waarschijnlijk wordt dat 
de gevonden verwerking van grotere subsyllaben bij de betere lezers zich spontaan en impliciet heeft 
ontwikkeld (zie ook de ‘self-teaching hypothesis’ van Share, 1995). De bevinding dat betere lezers 
grotere subsyllabische eenheden kunnen gebruiken past in de beschrijvingen die gegeven worden 
door Adams, Ehri en Van den Broeck, maar ook in de modellen van Frith(1985) en Seymour en 
MacGregor (1984). De beschrijvingen gebaseerd op connectionistische modellen veronderstellen dat 
grotere eenheden waarschijnlijk vooral bij hogere leesniveaus worden gebruikt, vanwege de 
toenemende fijnmazigheid van de netwerkstructuur tussen orthografie en fonologie als gevolg van 
frequent verwerkte lettercombinaties. De modellen van Frith en van Seymour en MacGregor impliceren 
dat regels voor kleine eenheden worden aangeleerd voordat regels voor grotere subsyllabische eenheden 
worden opgepakt, waardoor het ook in deze modellen waarschijnlijk is dat vooral betere lezers 
gebruik maken van grotere eenheden. 
Summary in Dutch
p. 119
Resumerend laten de studies en de theoretische overwegingen zien dat zwakke lezers vooral GPC regels 
gebruiken en dat betere lezers daarbij ook verwerking van grotere subsyllabische eenheden demonstreren. 
Hoewel de zwakke lezers betrekkelijk goed zijn in de toepassing van GPC regels, zijn het duidelijk 
geen vloeiende lezers. Vloeiend lezen kenmerkt zich door flexibiliteit in het toepassen van de best 
passende leesbenadering voor elk woord. Bepaalde woorden worden het beste gelezen als er gebruik 
wordt gemaakt van GPC regels, terwijl andere woorden beter gelezen worden als er  tevens gebruik 
gemaakt wordt de frequentie van de lettercombinaties in het woord. Hieruit volgt de veronderstelling 
dat zwakke lezers vloeiender zouden kunnen gaan lezen als zij minder afhankelijk worden van het 
toepassen van GPC regels en beter in staat raken om gebruik te maken van de frequentie van 
lettercombinaties. De implicatie hiervan op de leesinstructie in groep 3 richt zich op twee elementen. 
Ten eerste zou aandacht gegeven moeten worden aan onderricht en training van GPC regels, omdat 
dit de gelegenheid geeft het schrift te leren begrijpen. Ten tweede zouden de beginnende lezers moeten 
worden aangemoedigd om veel te lezen, zodat frequent voorkomende lettercombinaties kunnen worden 
toegepast in het leesproces, waardoor vloeiend lezen mogelijk wordt gemaakt. Hoewel er altijd zwakke 
lezers zullen blijven bestaan, eenvoudigweg omdat zij per definitie de kinderen zijn die het laagst scoren 
op leestesten in de klas of op school, kunnen bijkomende problemen als gevolg van het leesprobleem 
worden voorkomen als zij aangemoedigd worden een niveau van leesvaardigheid te behalen waarmee 
zij lezen als aangenaam kunnen ervaren. Dit minimale leesniveau kan worden beschreven als het in 
staat zijn om flexibel gebruik te maken van leesbenaderingen die leiden tot vloeiend lezen. Het scala 
aan leesbenaderingen dat beschikbaar hoort te zijn bevat in ieder geval een vaardige toepassing van 
GPC regels en het adequaat verwerken van subsyllabische eenheden.
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