Abstract New 'omics' technologies are changing nutritional sciences research. They enable to tackle increasingly complex questions but also increase the need for collaboration between research groups. An important challenge for successful collaboration is the management and structured exchange of information that accompanies data-intense technologies. NuGO, the European Nutrigenomics Organization, the major collaborating network in molecular nutritional sciences, is supporting the application of modern information technologies in this area. We have developed and implemented a concept for data management and computing infrastructure that supports collaboration between nutrigenomics researchers. The system fills the gap between ''private'' storing with occasional file sharing by email and the use of centralized databases. It provides flexible tools to share data, also during experiments, while preserving ownership. The NuGO Information Network is a decentral, distributed system for data exchange based on standard web technology. Secure access to data, maintained by the individual researcher, is enabled by web services based on the the BioMoby framework. A central directory provides information about available web services. The flexibility of the infrastructure allows a wide variety of services for data processing and integration by combining several web services, including public services. Therefore, this integrated information system is suited for other research collaborations.
Introduction
The emergence of new analytical technologies in conjunction with high-throughput tools allows scientist to ask questions and conduct experiments of new scopes and quality. The new technologies not only open up new research possibilities, but also require to change the ways how the acquired data are managed and processed. The transformation of the obtained data into information and, through integration with other information, into knowledge, always a key to success in science, requires more than ever a determined and cross-discipline approach to cope with associated challenges.
The successful sequencing of the human genome by the Human Genome Project [19, 32] is the prime example of a large scale effort driven by technological advances in highthroughput gene sequencing, computing technology and specifically biocomputing as the bioinformatics tool for assembling of sequences, discovering and annotating genes and proteins [4, 8] This example shows the importance of cooperation and the usefulness of a well-structured technological infrastructure to handle and integrate large amounts of data.
As in other life science areas, the genomics and related 'omics' technologies (transcriptomics, proteomics, metabolomics) have recently been introduced in nutritional sciences [9] , stimulated by the success of the Human Genome Project. They promise to help nutritional sciences to adopt the new discipline of nutrigenomics that ultimately strives to develop a systems biology view of the relationship and interaction between diet, genes and human health [18, 20, 23] . To support this adoption, NuGO, the European Nutrigenomics Organization (http://www.nugo.org), was established. NuGO is formed by 23 academic partner organizations in ten European countries, with more than 750 researchers involved. NuGO is funded by the European Commission as a Network of Excellence under the ''Food Quality and Safety Priority'' of the Sixth Framework Programme. NuGO aims to develop and integrate genomic technologies for the benefit of European nutritional science, facilitate the application of these technologies in nutritional research world-wide, create the world-leading virtual centre of excellence in nutrigenomics and train a new generation of European scientists to use post-genomic technologies.
This paper describes the concept that NuGO has developed to tackle the data exchange and data integration challenges that arise from creating a nutrigenomics research network of excellence and thus facilitate multicenter and multi-omics layer collaborations with complete maintenance of local data ownership. We also describe the steps taken within NuGO towards the implementation of a sustainable and flexible infrastructure for exchanging and integrating nutritional and nutrigenomics data. In this work, the general applicability to other scientific collaboration was considered. Finally, we invite others to join this initiative.
General strategies of data handling
A prerequisite of data exchange is a suitable organization of the data at the source, which also determines what types of access to data are feasible.
Our analysis of current procedures shows that a widely employed strategy for local data organization is to store data files on an ad hoc, as-needed basis without a specific storage management system. This strategy is centered on individual data files and uses the basic file handling capabilities of the computer's operating system as basis. Modern software tools such as indexing programs can help with the search and retrieval of data from such data collections. However, such structures are prone to problems of data integrity (files can be deleted or altered easily), data provenance (the source and alterations to data items are not recorded) and the lack of suitable annotations, which makes data exchange and further data processing difficult.
Database management systems (DBMS) are designed to support the organization of data and are therefore, a preferable choice for organizing scientific and nutrigenomics data. DBMS provide means to efficiently store, index and retrieve data as well as mechanisms to properly preserve the integrity of data, to record alterations and to backup data. Access mechanisms control who and when data can be accessed and contribute therefore to the integrity and the privacy of data. Laboratory information management systems (LIMS), commercial systems as well as academically developed systems such as BASE2, an open-source, generic system for microarray data management [28] , exploit these strengths of database management systems. The structured storage scheme enabled efficient data retrieval and export for the purpose of exchanging data. The inherent communication capabilities of databases is another advantage for data exchange.
A prerequisite for turning stored data into information and enable intelligent data exchange is the proper annotation of data. Efforts are underway within NuGO to implement capabilities to annotate experiments with information relevant to nutritional science by using a specific controlled terminology, the NuGO-CV. This semantic layer is being combined with an accessible syntax using MAGE-TAB/ISA-TAB formats. While MAGE-TAB format is used for annotating microarray data [25] , ISA-TAB [30] also allows reporting of multiomics studies.
General strategies for data exchange
Different scenarios are available for the exchange and distribution of data within a project or collaboration. For our analysis of potential strategies, the characteristics of the following four major scenarios were investigated: ad hoc distribution, central database, database federation and distributed, and web-based information system (Fig. 1) . Each scenario has different strengths and weaknesses which makes them a suitable choice under specific circumstances.
Ad hoc distribution
A widely used strategy is the distribution of data files and information via e-mail. This strategy is convenient and flexible, since it allows ad hoc connections between different and varying partners. It is easy to implement, since the approach requires only the ubiquitous email connection. The strategy, though, has severe limitations when a project consist of several partner that all contribute with data to the project. If this is the case, multiple data transfers are necessary for data distribution and the system becomes quickly difficult to manage when data changes (Fig. 1a) . Moreover, there is no mechanism to control the data integrity and no mechanism of recording the changes made to specific data items, so data provenance will become an issue in this setting.
Centralized database
For a project dedicated to a specific scientific question or a specific area of information, a common strategy is to establish a central data storage facility based on a database management systems (DBMS). A database schema tailored to the requirements of the project is generated and data items are stored according to this schema. The participants of the project enter their data into the common structure and have, within the limits and specifications of the database management system employed, a common view of and access to the data (Fig. 1b) . The most demanding tasks in such a setup are (a) to integrate the projects in different sub areas by capturing the project data and information flow into a suitable database schema and (b) the installation of user-friendly facilities for data entry for different aspects of the project. Examples are large public database projects like the Protein Data Base, PDB [3] or smaller, local LIMS systems. Once entered into the data store, the original creator of the data has no further control over data processing steps, except through the agreements made for the purpose of the project.
Federation of databases
A federation of databases is commonly employed in integrated projects. In a federation, local databases are created and maintained by the project partners and store partner specific data (Fig. 1c) . These databases are then organized in a 'hub and spoke' model, with a central project database as the hub and the connections to the local databases as the spokes. An advantage here is being able to rely on the domain expertise of the local partners so that only the crucial task remains to create a suitable schema that capture data relevant to the overall work flow of the projects in the central data hub. Examples are integrated structural genomics projects, such as the Protein structure factory PSF [12, 13] or the Southeast Collaboratory for Structural Genomics SCSG [1] .
Distributed information system
A distributed and integrated system (Fig. 1d) consists of locally maintained databases and a layer of software mediators that facilitate the connection between the individual databases. The mediators are computer software services that communicate with the participating databases, access specific information and provide a common view of the data to the user of the mediators. This system resembles to some extend a federated system but without a central data hub. The role of the data hub is performed by mediator services. These services are web-based software programs that expose defined parts of data to external requests from users or other services, mediating the interaction between user and data. The use of mediators allows a flexible approach, since multiple mediators can be generated that are tailored towards specific needs and show only parts of the available data. Because of its flexibility it is similar to the ad hoc connection system, however, it provides a structured approach to data exchange and integration. The mediators provide a 'live' view of the data, but do not itself modify data. Full advantage is taken of the local data management, so that the individual researcher maintains maximum control over data generated and assures the accuracy, integrity and maintenance of data. The distributed system can consist of a multitude of services. A directory service forms a central part of the system and allows an overview of what services exist and what data they provide. The directory service, analogous to a phone book, stores information about mediator services after they have been registered with the directory. The directory service is the starting point for searches and interaction with the mediators services.
The prime example of a successful, distributed information system is the Internet itself. Web sites and web pages are the data sources participating in the network. The knowledge about what sources are available and where they are available are provided either by manually curated directories (for example, Open Directory Project, http://dmoz.org, LookSmart: http://www.looksmart.com) or by automated web indexing services (such as Google, http://www.google.com). The connections are made using a standard communication protocol (HTTP) and are facilitated via the domain name service (DNS), a directory service that tells a computer to which other computer it needs to connect to via its unique internet number, in order to access a specific web page.
General requirements for a collaborative data exchange system
Intensive collaborations, which make use of data generated by individual partners, require the setup of an intelligent system for exchanging data and the information derived from experiments. Our analysis shows that researchers and data managers require a set of characteristics, listed in Table 1 , to be met by such a system in order for further consideration.
To combine the requirements of local data storage and data handling with the goal of exchanging and sharing data among collaborators is one of the challenges researchers and data managers face within projects such as NuGO. Based on the described requirements and the strengths and weaknesses of potential data management scenarios, we developed the NuGO concept for a distributed information network.
Information network concept
For a research network such as NuGO with its emphasis on collaboration and highly diverse and data-intense research topics, it seems difficult to establish a common infrastructure for data exchange and data integration with traditional concepts. The size of the collaborative network and therefore the logistics, as well as sustainability issues, make a simplistic ad hoc strategy of sending data files back and forth difficult to manage. Even when the network is separated into more focused research teams with fewer partners, this strategy remains error-prone and difficult as outlined earlier. The loss of data control, the limited flexibility and the high demand of resources make the creation of a common, central database a lesser choice for the network. The same is true for a system of a federated database, even if in this system the data handling favors the individual researcher and his/her intellectual property (IP) rights. In our view, the best concept for a collaborative network is a distributed web-based information system, which mimics the research network itself with its inherent flexibility. It builds on concepts and structures that have Table 1 User requirements for a data exchange and integration system
Data integrity
The system needs to make sure that is difficult to alter data accidentally or maliciously. If data items are changed, then a record of the changes needs to be made (data provenance, security)
Data provenance
The system needs to make sure that the origin of the data is know and that any subsequent modifications are recorded (data integrity) Costs Limited resources prohibit cost intensive solutions, the (re)use and adoption of existing of existing standard procedures is favored (open standards) Open standards Open, public standards for data processing (annotations, reporting) and for information technology, such as computing protocols and software tools, need to be employed. This eases data exchange through common mechanisms and structures and prevents dependencies on proprietary solutions and licensing costs (see costs)
Flexibility The system needs to be able to cope with changing projects and user requirements Autonomy The autonomy of the individual researcher needs to be preserved by allowing individual, local solutions for data handling and management. It should give the researcher maximal control over what data and information are made available (IPR)
Intellectual property rights/privacy
Intellectual property rights (IPR) of the individual researcher need to be protected within the scope of the collaborative agreement. The privacy of sensitive data needs to be preserved (security)
Security
The system needs to provide procedures to flexibly control access to data, preventing unauthorized access, and record its use (see IPR)
User interface Acceptance by scientists is based on the ease of use and, therefore, the design and structure of the user interface been proven successful in other areas of networking. Such a system preserves all the advantages of locally maintained and structured data sources and therefore preserves the individual researchers autonomy and protection of the researchers IP rights. Its flexibility enables the possibility for new collaborations and data connections that can not be foreseen at present. Compared to the other approaches, a distributed system has no technical disadvantages, since it makes use of existing and proven computing technologies and protocols. In fact, due to its inherent flexibility, the inclusion of new techniques and procedures in data management and data exchange can be much easier accomplished compared to other, more rigid strategies.
The NuGO concept for a distributed information network is based on three corner stones:
• Partners are willing to share and exchange their data as part of the collaboration with other members, and have a need to cross-link and integrate their results also with publicly available information.
• A structured system of data and information exchange and data integration is more efficient in a collaborative scientific setting compared to simplistic but difficult to manage ad hoc approaches.
• The intellectual property rights, ownership and, therefore, the autonomy of the individual researchers and their data need to be preserved.
Therefore, the structure and implementation of the NuGO Information Network (NIN) that follows from our concept must ensure that (a) data and information sources stay within the research group or institution that are generating these data. Therefore the system builds on sources that are 'distributed' throughout the network. It must assure that (b) local data sources are securely accessed on a 'as-needed' basis through computer programs (web services) and that (c) the data sources and data services are linked through common mechanisms to form a network of data and information.
The basic structure of the NuGO Information Network is, reflected by its name, a network of information services and data sources (Fig. 2) . The basic components of the network are the local data sources. In the next layer, web services mediate the access to the data components and make these available within the network. The third layer consists of 'secondary' services for integration and aggregation that combine data from primary data services. On top of all layers, one or more service directories provide overall information on what services are available in the network.
Data sources
The basic data sources participating in the network are locally maintained databases. The primary targets for the NIN are databases with experimental data from nutrigenomic studies managed by LIMS systems such as nutri-BASE installations. Data sources can also be derived from structured data collections for a particular purpose such as gene-phenotype associations from the mouse gene-obesity database [38] . Also less structured data, such as spreadsheets or other data file collections can be used by web services as source of exported data. A major requisite for turning stored data into information and enable intelligent data exchange is the correct annotation of data. This includes the accurate capture of experimental data. Therefore, efforts are underway within NuGO to implement capabilities to annotate experiments with information relevant to nutritional science using a specific controlled terminology, the NuGO-CV. This semantic layer is being combined with an accessible syntax (MAGE-TAB/ ISA-TAB formats) to deliver a biologist-oriented tool, ISACreator (http://isatab.sf.net/isacreator.html). While the MAGE-TAB format is restricted to microarray data [25] , ISA-TAB [30] allows reporting of multiomics studies.
Data sources within the network need not to be restricted to locally maintained data sources. Publicly available databases and data services, such as GenBank [2] (http:// www.ncbi.nlm.nih.gov/Genbank/) for sequence data, ArrayExpress [24, 27] (http://www.ebi.ac.uk/arrayexpress) for gene expression data or KEGG [15, 16] (http://www. genome.jp/kegg) for biochemical pathways, can be made part of the network. In fact, these public sources are essential for the integration of data since they provide the resources to cross-link data from different sources and to existing knowledge. Communication protocol
The NIN concept uses the infrastructure from the most successful distributed information system to-date, the world-wide infrastructure known as the Internet. The procedures and protocols employed for the communication between parts of the network are therefore proven standards for a distributed system. Local computing networks and therefore the data and information sources they contain, are usually protected by so-called 'firewalls'. In computer networking, 'firewalls' are rules that govern the communication between computers from the outside and the local network. These rules usually prevent most of the direct connections to computer resources and services, such as databases, of a local network. One widely used exception is, because of the overall importance and popularity of the world-wide-web, the unimpeded access to web servers. Web servers present local web sites to the outside world. The NIN concept uses this readily available communication channel by employing web services as the basis for the communication between local data sources and the network. Web services are a standard internet technology [33] (Fig. 3) for computer-to-computer communication. Web services can make any data available in a form suitable for transport via HTTP, the protocol web servers use for communication. However, web services are not only a communication vehicle but also a tool to control data access. The owner of a web service can define what types and subsets of data are accessed by the web service and are therefore made available. No other data is therefore accessible to others, protecting the researcher's property rights and the privacy of data.
Connections
Web services have a role analogous to regular web sites for communication with the important exception that web services are designed for the communication between computer programs, whereas web pages are designed for the communication between humans. Similarly to a directory for phone numbers or web pages, the NIN's central directory provides the information about the available web services (Fig. 2) . Its repository stores meta data of the services, where they are located, what data or information they provide and under what condition they are accessible. This information is provided by the creator of the service upon registration of the service at the directory. The directory can then be queried by other computers or other services. Other web services within the system can subsequently use the information about the services to combine data into an aggregated view or a new integration schema.
Integration
Providing structured access to data for a group of collaborating researchers is the first major goal of the NIN. The network concept, however, allows also the extension of the network through 'secondary' services (Fig. 2) . Secondary means that these services make use of the primary data services for further processing. This can include either analysis of data such as normalization of gene array Web services export defined data from local data sources and package these data items for transport through firewalls using standard internet mechanisms. Web services are accessed by other computer programs or web services that handle display or further processing expression data or the integration of the data horizontally, by forming aggregates for similar data items from different sources, or vertically, by connecting different types of information into a chain of information, for example connecting information about gene sequence and SNPs, geneexpression and metabolomic data.
Data integration, especially computer supported integration, requires the suitable annotation of data items. A common vocabulary for describing the meaning (semantics) of experimental conditions and resulting data items is therefore a prerequisite for data integration in the network. While the NIN supports the development and use of standardized procedures, it cannot provide standardization of data types and annotations on its own. These standardization efforts need to be undertaken concurrently with the network development to make data exchange feasible and useful. Standardization effort within NUGO as well as other organizations. Sansone et al. [29, 30] show that the questions on what level data integration and combination needs to happen to create useful information are fundamental questions of science and a challenge for collaborating scientists. The NIN as an information management tool provides the procedures and tools that enable and encourage the efficient use of common vocabularies and annotations.
Implementation of the NuGO Information Network (NIN)
The concept of a flexible, collaborative data exchange network is an innovative approach for the nutritional sciences and nutrigenomics. However, similar concepts and solutions have already been developed in other areas of science, especially in computer sciences. For the implementation of our concept, NuGO is therefore reusing existing solutions and adapts them to its specific needs.
The implementation of the NIN concept is based on the BioMOBY system (http://www.biomoby.org), an opensource system for interoperability between biological data hosts and analytical services [21, 36, 37] . In BioMOBY, web services based data services and analytical services are registered with a central repository. A query for a particular type of service to the repository returns the machine readable information about the service and how to connect to web service.
To protect sensitive and unpublished data, the control over the services registered and the access to the information contained is necessary. The NuGO version of BioMOBY, NuGOMOBY, is physically separated from the public BioMOBY system. This separation has the additional advantage to avoid possible collisions of name spaces with services registered in BioMOBY.
NuGOMOBY uses its own repository server (NuGOCentral), whose database contains the central service directory where participating services are registered.
The service information provided by NuGOCentral is made accessible to NuGO members. The authentication for this access is done using a NuGO wide central authentication service based on a standard lightweight directory access protocol (LDAP) server. The NuGOLDAP server, implemented using OpenLDAP (http://www.openldap.org) software, stores the NuGO member and NuGO team database. This information enables the fine-tuning of access rights based on criteria such partner institution, role within NuGO or a specific research team membership. The LDAP based authentication procedure can also be used by the providers of the data web services to control access to their own services.
Additional protection of the data access and data transfer can be achieved by encrypting the communication and using digitally signed certificates for authentication. The encryption of the data is done by the web server, using the standard protocols (Transport Layer Security TLS/SSL) [11, 34] . This procedure combines easily with the authentication using certificates. Digital certificates are the computer equivalent of ID cards and are issued to NuGO partners through the NuGO certification authority, which is part of the NIN (http://nugo.dife.de/nugoca). Computers of the NIN that use encryption also use certificates to provide identity information.
Although systems like BioMOBY or NuGOMOBY are designed mainly for the communication between computers, user interfaces have been established for human interaction with the repository. A web-based front end, based on the Genome Browser from the Generic Model Organism Database project, GMOD (http://gmod.org) [31] , is available for searching the service data repository of the NIN, NuGOCentral. This tool can also be used to initiate the communication with available services.
To assist with the creation of web service that participate in the NuGOMOBY system, a web-based, interactive service generator, adapted from the BioMOBY code generator, has been made available through the NuGOMOBY web site. For the batch creation of services and maintenance tasks for the NuGOCentral repository several Perl programs have been developed.
NuGO Black Box (NBX) system
Communication and data exchange within a distributed bioinformatics infrastructure benefits in particular from a well-defined computing environment. A common computing platform, with a common software configuration and a standard set of bioinformatics tools pre-installed streamlines collaboration between partners. NuGO is therefore supporting a standardized computing environment within the NIN through the NuGO Black Box (NBX) system. This system is adapted from 'Bio-Linux', developed by NEBC (UK, Natural Environment Research Council, Environmental Bioinformatics Centre, http://nebc.nox.ac.uk). The NBX system provides the physical backbone of the NIN. The system consists of a network of preconfigured, standardized bioinformatics servers distributed to the partners of the NuGO network and connected to the Internet via WAN (Wide Area Network) connections at each partner. An NBX contains server-grade hardware and is configured for high availability. The NBX servers can survive a single disk failure without any loss of data by using a RAID (Redundant Array of Independent Disks) system, and are backed up automatically every 24 h to avoid loss of data by accidental file deletion or file system corruption.
The NBX operating system is based on the Ubuntu distribution (http://www.ubuntu.com) of Linux, the free, open source UNIX-like operating system [35] . The NBX servers provide a standardized set of software for data management, analysis, and exchange. This includes the Base2 microarray LIMS for local data management and the NuGO-adapted BioMOBY framework for web-servicebased data exchange. The preinstalled bioinformatics software includes Genepattern from the Broad Institute [26] , and the pathway analysis tools Eu.Gene [7] and Pathvisio [22] , developed by NuGO members. NuGO specific software is distributed to the NBX via a Debian (http://www.debian.org) software package repository. Software updates are downloaded automatically by the NBX servers. User access to the NBX system is possible either using the web interfaces provided by the bioinformatics applications or via direct login to an NBX server. The NBX is configured as a terminal server, providing a remote X11 graphical desktop environment tailored to the requirements of NuGO scientists. Web access and direct logins are restricted and controlled using the NuGO LDAP directory service. The NBX system enhances the benefits of the NIN for the individual partners by providing state-of-the-art computing facilities that might otherwise only slowly find their way into nutritional science laboratories.
Discussion
The Human Genome Project has not only spawned the application of 'omics' technologies in many areas of biological science. Its success has stimulated the application of advances in computing sciences towards the life sciences. The way data are handled and integrated in collaborative projects is now receiving considerable interest as is the establishing of new computing infrastructures, such as GRID systems [6, 10] , captured by the term cyberinfrastructure [5, 14] . NuGO has recognized the importance and potential of these areas for the advancement of nutritional sciences and nutrigenomics. It has establishing work packages, which participates in the development with the distributed information network described in this paper.
A crucial aspect of research integration is the integration of data, either horizontally, by pooling and aggregation of similar data, or vertically, by the combination of different data types into a biological system model or biological pathways. The task of data integration itself depends on access to relevant data, a fact that emphasizes that the structure of data exchange is another crucial activity for a successful research cooperation. Therefore, a successful cooperation in a network and the development of integrative approaches also depends on a fruitful interaction of scientists with data managers and bioinformatics experts.
Finally, apart from the logical aspects of data integration mentioned above, the psychology aspect is crucial: modern biology becomes multidisciplinary and data flow grows exponentially, but the ownership of data by individual researchers or groups needs to be respected, at least until all results are published.
The NIN concept and its subsequent implementation with the setup of the NuGOMOBY system provides the partners of a network with an easy, flexible, yet structured way of collaboration and data exchange. The experience gained during this process should be of general value for other collaborative projects in nutritional sciences and other life science areas. Although often underestimated, data management and information management procedures, whether for local purposes or cooperations, are already an important part of the way science is conducted. Their importance will increase with the mounting complexity of scientific questions and increased sophistication of scientific experiments. Scientists will need to stay informed about issues and technical possibilities in data and information management [17] , just as a grasp of modern analytical methods are necessary for successful science.
The NuGO Information Network introduces nutritional scientists to this area and provides a tool for information management. Many problems still need to be addressed in cooperation between scientists and data managers. Standardization, annotations and the use of common vocabularies in data integration is one of these important areas. Using appropriate and standard terms when describing experimental conditions is key to successful, computer supported data integration. Otherwise manual intervention with its high demand on resources is necessary to make date items comparable. The effort by NuGO for standardization of describing nutrigenomics experiments by developing a specific controlled vocabulary is a large contribution towards a solution for the data integration challenge.
The improvement of computing infrastructure that is directly relevant to bench scientists is another critical area where improvements are necessary. Despite tremendous advances in computing technologies and computing power, many, especially smaller nutritional sciences groups, lack the necessary resources, expertise and computational support to profit from a productive data management environment. Standardization efforts in these areas by NuGO advocate the use of standard description of nutrigenomics experiments and a common LIMS system (the 'nutriBASE' system) deployed through a set of standardized, networked computing workstations (NBX system) that serves as the physical backbone of the NIN. These efforts can serve as blueprints for further collaborative projects.
The flexibility of the NIN concept and infrastructure allows the creation and interconnection of a wide variety of information services that access and analyze specific data sources. We continue to work with NuGO partners to define and implement such services and their integration into the NuGO Information Network. Last, as the NIN/ NBX infrastructure serves nutrigenomics collaborations, we invite research teams with likewise scopes to join this effort.
