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Gradient Projection Iterative Sketch for Large-Scale Constrained
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Junqi Tang 1 Mohammad Golbabaee 1 Mike E. Davies 1
Abstract
We propose a randomized first order opti-
mization algorithm Gradient Projection Iterative
Sketch (GPIS) and an accelerated variant for ef-
ficiently solving large scale constrained Least
Squares (LS). We provide the first theoretical
convergence analysis for both algorithms. An
efficient implementation using a tailored line-
search scheme is also proposed. We demonstrate
our methods’ computational efficiency compared
to the classical accelerated gradient method, and
the variance-reduced stochastic gradient methods
through numerical experiments in various large
synthetic/real data sets.
1. Introduction
We are now in an era of boosting knowledge and large data.
In our daily life we have various signal processing and ma-
chine learning applications which involve the problem of
tackling a huge amount of data. These applications vary
from Empirical Risk Minimization (ERM) for statistical
inference, to medical imaging such as the Computed To-
mography (CT) and Magnetic Resonance Imaging (MRI),
channel estimation and adaptive filtering in communica-
tions, and in machine learning problems where we need to
train a neural network or a classifier from a large amount of
data samples or images. Many of these applications involve
solving constrained optimization problems. In a large data
setting a desirable algorithm should be able to simultane-
ously address high accuracy of the solutions, small amount
of computations and high speed data storage.
Recent advances in the field of randomized algorithms
have provided us with powerful tools for reducing the
computation for large scale optimizations. From the lat-
est literature we can clearly see two streams of ran-
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domized algorithms, the first stream is the stochas-
tic gradient descent (SGD) and its variance-reduced
variants (Johnson & Zhang, 2013)(Konecˇny` & Richta´rik,
2013)(Defazio et al., 2014)(Allen-Zhu, 2016). The
stochastic gradient techniques are based on the com-
putationally cheap unbiased estimate of the true gradi-
ents with progressively reduced estimation variance. Al-
though there has been several works on SGD techniques
for performing constrained optimization (Xiao & Zhang,
2014)(Konecˇny` et al., 2016), to the best of our knowledge,
there are no results highlighting the computational speed
up one could achieve by exploiting the data structure pro-
moted by the constraint set.
This paper follows a second line of research and
uses sketching techniques, the crux of which is re-
ducing the dimensionality of a large scale problem
by random projections (e.g., sub-Gaussian matri-
ces, Fast Johnson-Lindenstrauss Transforms (FJLT)
(Ailon & Liberty, 2008)(Ailon & Chazelle, 2009),
the Count Sketch (Clarkson & Woodruff, 2013), the
Count-Gauss Sketch (Kapralov et al., 2016) or random
sub-selection) so that the resulting sketched problem
becomes computationally tractable. The meta-algorithms
Classical Sketch (CS)(Mahoney, 2011)(Drineas et al.,
2011)(Pilanci & Wainwright, 2015) and the Iterative
Hessian Sketch (IHS) (Pilanci & Wainwright, 2016) have
been recently introduced for solving efficiently large
scale constrained LS problems which utilize the random
sketching idea combined with the fact that solutions
have low-dimensional structures such as sparsity in a
properly-chosen dictionary, low-rank, etc.
1.1. Main Contributions
• Novel first order solvers based on iterative sketches
for constrained Least-squares
We propose a basic first order algorithm Gra-
dient Projection Iterative Sketch (GPIS) based
on the combination of the Classical Sketch
(Pilanci & Wainwright, 2015) and Iterative Hessian
Sketch (Pilanci & Wainwright, 2016) for efficiently
solving the constrained Least-squares, and also an ac-
celerated variant by applying Nesterov’s acceleration
Gradient Projection Iterative Sketch for Large-Scale Constrained Least-Squares
scheme (Nesterov, 2007)(Nesterov, 2013a).
• Theoretical analysis for both GPIS and Acc-GPIS
Although there exists established theories for the
sketching programs in (Pilanci & Wainwright,
2015)(Pilanci & Wainwright, 2016) which describes
their estimation performance under the assumption
that the sketched programs are solved exactly, there
is no theoretical analysis of the use of first order
methods within this framework, where each of the
sketched programs are only approximately solved.
The paper is the first one to provide this convergence
analysis.
• Structure exploiting algorithms
In related theoretical works in sketching
(Pilanci & Wainwright, 2015)(Pilanci & Wainwright,
2016), convex relaxation (Chandrasekaran & Jordan,
2013), and the Projected Gradient Descent (PGD)
analysis (Oymak et al., 2015) with greedy step sizes
when the data matrix is a Gaussian map, researchers
have discovered that the constraint set is able to be
exploited to accelerate computation. In this paper’s
convergence analysis of the proposed algorithms
(which have an inner loop and an outer loop), we
show explicitly how the outer loop’s convergence
speed is positively influenced by the constrained set.
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• Sketched gradients versus stochastic gradients –
quality versus quantity
The proposed GPIS algorithm draws a different line
of research for first order randomized algorithms from
the SGD and its recently introduced variance-reduced
variants such as SVRG (Johnson & Zhang, 2013) and
SAGA (Defazio et al., 2014) by utilizing randomized
sketching techniques and deterministic iterations in-
stead of the stochastic iterations. This approach leads
to convenience in optimally choosing the step size by
implementing line search because it follows the clas-
sical results and techniques in first order optimiza-
tion. Although such stochastic gradient algorithms
have good performance in terms of epoch counts when
a small minibatch size is used, this type of measure
does not consider at least three important aspects: 1)
the computational cost of projection / proximal oper-
ator, 2) the modern computational devices are usually
more suitable for vectorized / parallel computation, 3)
the operational efforts to access new data batches each
1Meanwhile we can show empirically that the inner loop is
also being able to choose an aggressive step size with respect to
the constraint. This extra step-size experiment can be found in the
supplementary material.
iteration (note that the large data should be stored in
large memories, which are usually slow).
It is well known that the small batch size in stochas-
tic gradients usually leads to a greater demand on the
number of iterations. In the cases where the projec-
tion / proximal operator is costly to compute, for in-
stance, if we wish to enforce sparsity in a transformed
domain, or an analytical domain (total-variation), we
would need to use a large batch size in order to con-
trol computation which generally would not be favor-
able for stochastic gradients techniques as they usu-
ally achieves best performance when small batch size
is used. In this paper we have designed experiments
to show the time efficiency of the sketched gradi-
ents with Count-sketch (Clarkson & Woodruff, 2013)
and an aggressive line-search scheme for near-optimal
choice of step size each iteration (Nesterov, 2007)
compared to a mini-batched version of the SAGA
algorithm (Defazio et al., 2014) and the accelerated
full gradient method (Beck & Teboulle, 2009) in large
scale constrained least-square problems.
1.2. Background
Consider a constrained Least-squares regression problem
in the large data setting. We have the training data matrix
A ∈ Rn×d with n > d and observation y ∈ Rn. Mean-
while we restrict our regression parameter to a convex con-
strained set K to enforce some desired structure such as
sparsity and low-rank2:
x⋆ = argmin
x∈K
{
f(x) := ‖y −Ax‖22
}
. (1)
Then we define the error vector e as:
e = y −Ax⋆ (2)
A standard first order solver for (1) is the projected gradi-
ent algorithm (we denote the orthogonal projection opera-
tor onto the constrained set K as PK):
xj+1 = PK(xj − ηAT (Axj − y)). (3)
Throughout the past decade researchers proposed a ba-
sic meta-algorithm for approximately solving the Least-
squares problem that we call the Classical Sketch
(CS), see e.g. (Mahoney, 2011) (Drineas et al., 2011)
(Pilanci & Wainwright, 2015), which compresses the di-
mension of the LS and makes it cheaper to solve. The
Johnson-Lindenstrauss theory (Johnson & Lindenstrauss,
1984) (Dasgupta & Gupta, 2003) and the related topic
2In scenarios where we do not know the exact constraintK, we
may wish to use regularized least-squares instead of strict con-
straint. This paper focus on the constrained case and leave the
extension for the proximal setting as future work.
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of Compressed Sensing (Donoho, 2006)(Candes et al.,
2006)(Baraniuk et al., 2008) revealed that random projec-
tions can achieve stable embeddings of high dimensional
data into lower dimensions and that the number of mea-
surements required is proportional to the intrinsic dimen-
sionality of data (as opposed to the ambient dimension)
which is manifested in the set of constraints K. This moti-
vates replacing the original constrained LS problem with a
sketched LS (Pilanci & Wainwright, 2015):
xˆ = argmin
x∈K
{
f0(x) := ‖Sy − SAx‖22
}
, (4)
where the sketching matrix S ∈ Rm×n,m ≪ n is a ran-
dom projection operator which satisfies:
E
(
STS
m
)
= I. (5)
When the embedding dimension m is larger than a cer-
tain factor of the true solution’s intrinsic dimension (mea-
sured through a statistical tool called the Gaussian Width
(Chandrasekaran et al., 2012)), the Classical Sketch (4) en-
sures a robust estimation of x⋆ with a noise amplifica-
tion factor compared to the estimator given by solving the
original LS problem (1), and it has been shown that the
smaller the embedding dimensionm is, the bigger the noise
amplification factor will be. To get a sketching scheme
for the scenarios where a high accuracy estimation is de-
manded, a new type of meta-algorithm Iterative Hessian
Sketch (IHS) was introduced by Pilanci and Wainwright
(Pilanci & Wainwright, 2016):
xt+1 = argmin
x∈K
{ft(x) := 1
2m
‖StA(x − xt)‖22
−xTAT (y − Axt)}.
(6)
At the tth iteration of IHS a new sketch of the data matrix
StA and a full gradientAT (y−Axt) at the current estimate
xt is calculated to form a new sketched least-square prob-
lem. By repeating this procedure the IHS will converge to
the solution of the original problem (1) in typically a small
number of iterations. The iterative sketch essentially cor-
rects the noise amplification and enables (1 + ǫ) LS accu-
racy in the order of log 1
ǫ
outer loop iterations.
2. Gradient Projection Iterative Sketch
2.1. The Proposed Algorithms
Here we consider the combination of CS with the first order
PGD algorithm, the Gradient Projection Classical Sketch
(GPCS):
xi+1 = PK(xi − η(S0A)T (S0Axi − S0y)). (7)
Algorithm 1 Gradient Projection Iterative Sketch —
G(m, [η], [k])
Initialization: x00 = 0
Given A ∈ Rn×d, sketch sizem≪ n
Prior knowledge: the true solution x belongs to set K
Run GPCS iterates (Optional):
Generate a random sketching matrix S0 ∈ Rm×n
Calculate S0A, S0y
for i = 1 to k0 do
x0i+1 = PK(x0i − η0,i(S0A)T (S0Ax0i − S0y))
end for
x10 = x
0
k0
Run GPIHS iterates
for t = 1 to N do
Calculate g = AT (Axt0 − y)
Generate a random sketching matrix St ∈ Rm×n
Calculate Ats = S
tA
for i = 1 to kt do
xti+1 = PK(xti − ηt,i(At
T
s A
t
s(x
t
i − xt0) +mg))
end for
xt+10 = x
t
kt
end for
Similarly we obtain the Gradient Projection Iterative Hes-
sian Sketch (GPIHS) for solving IHS (6):
xi+1 = PK(xi−η((StA)T (StA)(xi−xt)+mAT (Axt−y)).
(8)
Our proposed GPIS algorithm applies PGD to solve a se-
quence of sketched LS, starting with a CS step for a fast
initialization, and then is followed by further iterations of
IHS. We can observe from Algorithm 1 that sketches are
constructed in the outer loop and within the inner loop we
only need to access them. This property could be very use-
ful when, for instance A is stored in a slow speed memory
and it is too large to be loaded at once into the fast mem-
ory, or in large scale image reconstruction problems such as
CT where due to its prohibited size A is constructed on the
fly. Note that thanks to the sketching each inner iteration of
GPIS is n
m
times cheaper than a full PGD iterate in terms of
matrix-vector multiplication, so intuitively we can see that
there is potential in Algorithm 1 to get computational gain
over the standard first order solver PGD.
Since it is well-known that in convex optimization the stan-
dard first order method Projected/proximal gradient de-
scent can be accelerated by Nesterov’s acceleration scheme
(Nesterov, 2007) (Nesterov, 2013a) (Beck & Teboulle,
2009), our Algorithm 1 has potential to be further improved
by introducing Nesterov’s acceleration. Here we propose
Algorithm 2 – Accelerated Gradient Projection Iterative
Sketch (Acc-GPIS) which is based on the combination of
the accelerated PGD and iterative sketching.
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Algorithm 2 Accelerated Gradient Projection Iterative
Sketch — A(m, [η], [k])
Initialization: x00 = 0, τ0 = 1
Given A ∈ Rn×d, sketch sizem≪ n
Prior knowledge: the true solution x belongs to set K
Run GPCS iterates (Optional):
Generate a random sketching matrix S0 ∈ Rm×n
Calculate S0A, S0y
for i = 1 to k0 do
x0i+1 = PK(z0i − η0,i(S0A)T (S0Az0i − S0y))
τi = (1 +
√
1 + 4τ2i−1)/2
Extrapolate z0i+1 = x
0
i+1 +
τi−1−1
τi
(x0i+1 − x0i )
end for
x10 = z
1
0 = x
0
k0
Run GPIHS iterates
for t = 1 to N do
Calculate g = AT (Axt0 − y)
Generate a random sketching matrix St ∈ Rm×n
Calculate Ats = S
tA
τ0 = 1
for i = 1 to kt do
xti+1 = PK(zti − ηt,i(At
T
s A
t
s(z
t
i − xt0) +mg))
τi = (1 +
√
1 + 4τ2i−1)/2
Extrapolate zti+1 = x
t
i+1 +
τi−1−1
τi
(xti+1 − xti)
end for
xt+10 = z
t+1
0 = x
t
kt
end for
One of the benefits of deterministically minimising the
sketched cost function can bring is that the implementation
of the line-search scheme can be easy and provably reliable
since the underlying sketched cost function each outer loop
is fixed. For example (Nesterov, 2007) provides a simple
line-search scheme for gradient methods to make the step
size of each iteration to be nearly optimal, with rigorous
convergence theory and also a explicit bound for the num-
ber of additional gradient calls. The line-search scheme is
described by Algorithm 3. On the other hand in the stochas-
tic gradient literature there are no practical strategies for
efficient line search in the case of constrained optimiza-
tion. To the best of our knowledge, only the SAG paper
(Schmidt et al., 2013) addresses the issue of line-search but
their implementation is only for unconstrained optimiza-
tion.
3. Convergence Analysis
3.1. General Theory
We start our theoretical analysis by some definitions:
Definition 1. The Lipschitz constant L and strong convex-
Algorithm 3 line-search scheme for GPIS and Acc-GPIS
— L(xi, ft(x),▽ft(xi), γu, γd) (Nesterov, 2007)
Input: updatexi, sketched objective function ft(x), gra-
dient vector ▽ft(xi), line search parameters γu and γd,
step size of previous iteration ηi−1.
Define composite gradient mapmL:
mL := ft(xi) + (x − xi)T▽ft(xi) + 12η ‖x− xi‖22
η = γdηi−1
x = PK(xi − η▽ft(xi))
while ft(x) ≥ mL do
η = η/γu
x = PK(xi − η▽ft(xi))
end while
Return xi+1 = x and ηi = η
ity µ for the LS (1) are defined as the largest and smallest
singular values of the Hessian matrix ATA:
µ‖zd‖22 ≤ ‖Azd‖22 ≤ L‖zd‖22, (9)
for all zd ∈ Rd, where 0 ≤ µ < L (µ = 0 means the LS
(1) is non-strongly convex).
Definition 2. Let C be the smallest closed cone at x⋆ con-
taining the set K − x⋆:
C = {p ∈ Rd| p = c(x− x⋆), ∀c ≥ 0, x ∈ K} , (10)
S
d−1 be the unit sphere in Rd, Bd be the unit ball in Rd,
z be arbitrary fixed unit-norm vectors in Rn. The factors
α(η, StA), ρ(St, A) and σ(St, A) are defined as:
α(ηt, S
tA) = sup
u,v∈Bd
vT (I − ηtATStTStA)u, (11)
ρ(St, A) =
supv∈AC∩Sn−1 v
T ( 1
m
St
T
St − I)z
infv∈AC∩Sn−1 1m‖Stv‖22
, (12)
σ(St, A) =
supv∈range(A)∩Sn−1 ‖Stv‖22
infv∈range(A)∩Sn−1 ‖Stv‖22
, (13)
For convenience, we denote each of this terms as: αt :=
α(ηt, S
tA), ρt := ρ(S
t, A) and σt := σ(S
t, A). Our the-
ory hangs on these three factors and we will show that they
can be bounded with exponentially high probabilities for
Gaussian projections.
Definition 3. The optimal points xt⋆ of the sketch programs
ft(x) are defined as:
xt⋆ = argmin
x∈K
ft(x). (14)
We also define a constant R for the simplicity of the theo-
rems:
R = max
t
‖xt⋆ − x⋆‖22. (15)
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We use the notation ‖v‖A = ‖Av‖2 to describe theA-norm
of a vector v in our theory. After defining these proper-
ties we can derive our first theorem for GPIS when f(x) is
strongly convex, e.g, µ > 0 :
Theorem 1. (Linear convergence of GPIS when µ > 0)
For fixed step sizes ηt ≤ 1‖StA‖22 , the following bounds
hold: for t = 0 (the initialization loop by GPCS),
‖x10 − x⋆‖A ≤ (α0)k0
√
L
µ
‖x00 − x0⋆‖A + 2ρ0‖e‖2, (16)
for N ≥ 1 and xt0 := xt−1kt−1 (the consecutive loops by
GPIHS),
‖xN+10 − x⋆‖A ≤
{
N∏
t=1
ρ⋆t
}
‖x10 − x⋆‖A; (17)
where we denote:
ρ⋆t = (αt)
kt
[
(1 + ρt)
√
L
µ
]
+ ρt (18)
From Theorem 1 we can see that when we have strong con-
vexity, aka µ > 0, by choosing a appropriate step size the
GPCS loopwill linearly converge to a sub-optimal solution,
the accuracy of which depends on the value of 2ρ0‖e‖2;
and the following GPIHS iterations enjoys a linear conver-
gence towards the optimal point.
When the least-squares solution is relatively consistent
(‖e‖2 is small), the GPCS loop will provide excellent ini-
tial convergence speed, otherwise it is not beneficial – that’s
why we say that the GPCS loop is optional for our GPIS /
Acc-GPIS algorithm. For regression problems on data sets,
we advise not to run the GPCS iterates, but for signal/image
processing applications, we would recommend it.
For the cases where the strong convexity is not guaranteed
(µ ≥ 0) we show the O( 1
k
) convergence rate for GPIS al-
gorithm:
Theorem 2. (Convergence guarantee for GPIS when µ ≥
0) If we choose a fixed number (k) of inner-loops for t =
1, ..., N , the following bounds hold: for t = 0,
‖x10 − x⋆‖A ≤
√
βLσ0R
2k0
+ 2ρ0‖e‖2, (19)
for N ≥ 1 and xt0 := xt−1k
‖xN+10 − x⋆‖A ≤
{
N∏
t=1
ρt
}
‖x10 − x⋆‖A
+
maxt
√
σt
1−maxt ρt
√
βLR
2k
,
(20)
where β = 1 for fixed step sizes ηt =
1
‖StA‖22 , β = γu for a
line search scheme described by Algorithm 3 with parame-
ter γu > 1 and γd = 1.
For the Accelerated GPIS algorithm we also prove the de-
sired O( 1
k2
) convergence rate:
Theorem 3. (Convergence guarantee for Accelerated
GPIS when µ ≥ 0) If we choose a fixed number (k) of
inner-loops for t = 1, ..., N , the following bounds hold:
for t = 0 ,
‖x10 − x⋆‖A ≤
√
2βLσ0R
(k0 + 1)2
+ 2ρ0‖e‖2, (21)
for N ≥ 1 and xt0 := xt−1k
‖xN+10 − x⋆‖A ≤
{
N∏
t=1
ρt
}
‖x10 − x⋆‖A
+
maxt
√
σt
1−maxt ρt
√
2βLR
(k + 1)2
,
(22)
where β = 1 for fixed step sizes ηt =
1
‖StA‖22 , β = γu for a
line search scheme described by Algorithm 3 with parame-
ter γu > 1 and γd = 1.
We include the proofs in our supplementary material. It
is well known that for the case µ > 0, the accelerated
gradients can potentially enjoy the improved linear rate
O((1 −√ µ
L
)) but it demands the exact knowledge of the
value µ (which is often unavailable in practical setups). In
our implementation for the Acc-GPIS method in the exper-
iments, we use the adaptive gradient restart scheme pro-
posed by (O’Donoghue & Candes, 2015).
3.2. Explicit Bounds for Gaussian Sketches
The theorems above provide us with a framework to de-
scribe the convergence of GPIS and Acc-GPIS in terms of
the constants α, ρ and σ. For Gaussian sketches, these con-
stants find explicit bounding expressions in terms of the
sketch size m and the complexity of the constraint cone C.
For this, we use the Gaussian Width argument (see, e.g.
(Chandrasekaran et al., 2012)):
Definition 4. The Gaussian width W(Ω) is a statistical
measure of the size of a set Ω:
W(Ω) = Eg
(
sup
v∈Ω
vT g
)
, (23)
where g ∈ Rn is draw from i.i.d. normal distribution.
The value ofW(C∩Sd−1) is an useful measure of the tight-
ness of the structure of x⋆. For example, if x⋆ is s-sparse
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and we model the sparsity constraint using an l1 ball, we
will haveW(C ∩ Sd−1) ≤
√
2slog(d
s
) + 54s, which means
the sparser x⋆ is, the smaller the W(C ∩ Sd−1) will be
(Chandrasekaran et al., 2012). As an illustration we now
quantify the bounds in our general theorems in terms of the
sketch size m and the Gaussian width of the transformed
cone W(AC ∩ Sn−1) ≤ √d, and the ambient dimension
of the solution domain (d). Now we are ready to provide
the explicit bounds for the factors αt, ρt and σt for the
general theorems (we denotes bm :=
√
2
Γ(m+12 )
Γ(m2 )
≈ √m
(Oymak et al., 2015) and W := W(AC ∩ Sn−1) for the
following lemmas):
Proposition 1. If the step-size ηt =
1
L(bm+
√
d+θ)2
, sketch
size m satisfies bm >
√
d, and the entries of the sketching
matrix St are i.i.d drawn from Normal distribution, then:
αt ≤
{
1− µ
L
(bm −
√
d− θ)2
(bm +
√
d+ θ)2
}
, (24)
with probability at least (1− 2e− θ22 ).
Proposition 2. If the entries of the sketching matrix St are
i.i.d drawn from Normal distribution, then:
ρt ≤ m
(bm −W − θ)2
(√
2bm(W + θ)
m
+ |b
2
m
m
− 1|
)
,
(25)
With probability at least (1− e− θ22 )(1− 8e− θ28 ).
Proposition 3. If the entries of the sketching matrix St are
i.i.d drawn from Normal distribution, and the sketch sizem
satisfies bm >
√
d, then:
σt ≤ (bm +
√
d+ θ)2
(bm −
√
d− θ)2 (26)
with probability at least (1− 2e− θ22 ).
(We include the proofs in the supplementary material.) We
would like to point out that our bound on factor ρt in propo-
sition 2 has revealed that the outer-loop convergence of
GPIS and Acc-GPIS relies on the Gaussian Width of the
solution x⋆ and the choice of the sketch sizem:
ρt .
√
2 W√
m
(1− W√
m
)2
. (27)
We can then observe that the larger the sketch size m is
with respect to W , the faster the outer loop convergence
of GPIS and Acc-GPIS can be, but on the other hand we
should not choosem too large otherwise the inner-loop iter-
ation become more costly – this trade-off means that there
is always a sweet spot for the choice of m to optimize the
computation.
Our theory is conservative in a sense that it does not pro-
vide guarantee for a sketch size which is below the ambient
dimension d since the factors αt and σt which are related
to the inner loop prohibit this.
Although the Gaussian sketch provides us strong guaran-
tees, due to computational cost of dense matrix multipli-
cation, which is of O(mnd), it is not computationally at-
tractive in practice. In the literature of randomized nu-
merical linear algebra and matrix sketching, people usually
use the random projections with fast computational struc-
tures such as the Fast Johnson-Lindenstrauss Transform
(Ailon & Liberty, 2008)(Ailon & Chazelle, 2009), Count
sketch (Clarkson & Woodruff, 2013) and Count-Gauss
sketch(Kapralov et al., 2016), which cost O(nd log(d)),
O(nnz(A)) andO(nnz(A)+m1.5d3) respectively. These
fast sketchingmethods provide significant speed up in prac-
tice compared to Gaussian sketch when n≫ d.
4. Implementation for GPIS and Acc-GPIS in
Practice
In this section we describe our implementation of GPIS and
Acc-GPIS algorithm in the experiments:
• Count sketch In this paper we choose the Count
Sketch as our sketching method since it can be cal-
culated in a streaming fashion and we observe that
this sketching method provides the best computational
speed in practice. A MATLAB implementation for ef-
ficiently applying the Count Sketch can be found in
(Wang, 2015).
• Line search We implement the line-search scheme
given by (Nesterov, 2007) and is described by Algo-
rithm 3 for GPIS and Acc-GPIS in our experiments
with parameters γu = 2, and γd = 2.
• Gradient restart for Acc-GPIS We choose a effi-
cient restarting scheme gradient restart proposed by
(O’Donoghue & Candes, 2015).
5. Numerical Experiments
5.1. Settings for Environments and Algorithms
We run all the numerical experiments on a DELL laptop
with 2.60 GHz Intel Core i7-5600UCPU and 1.6 GBRAM,
MATLAB version R2015b.
We choose two recognized algorithms to represent the the
full gradients methods and the (incremental) stochastic gra-
dient method. For the full gradient, we choose the Accel-
erated projected gradient descent (Beck & Teboulle, 2009)
(Nesterov, 2013b) with line-search method described in
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Algorithm 3 and gradient restart to optimize its perfor-
mance. For the stochastic gradients we choose a mini-
batched version of SAGA (Defazio et al., 2014) with var-
ious batch sizes (b = 10, b = 50 and b = 100). We
use the step size suggested by SAGA’s theory which is 1
3Lˆ
.
The code for the minibatch SAGA implementation can be
found in (https://github.com/mdeff/saga). We get the esti-
mated value for Lˆ by averaging the largest singular value of
each batch (note that we do not count this into the elapsed
time and epoch counts for SAGA). The sketch size of our
proposed methods for each experiments are list in Table 1.
We use the l1 projection operator provided by the SPGL1
toolbox (Van Den Berg & Friedlander, 2007) in the experi-
ments.
Table 1. Sketch sizes (m) for GPIS and Acc-GPIS for each exper-
iments
SYN1 SYN2 SYN3 MAGIC04 YEAR
800 800 400 475 1000
5.2. Synthetic Data Sets
We start with some numerical experiments on synthetic
problems (Table 2) to gain some insights into the algo-
rithms. We begin by focusing on l1 norm constrained prob-
lems. We generate synthetic constrained least-square prob-
lems by first generating a randommatrix sized n by d, then
perform SVD on such matrix and replace the singular val-
ues with a logarithmically decaying sequence. (The details
of the procedure can be found in supplementary materials.)
Similarly we generate a synthetic problem (Syn3) for low-
rank recovery with nuclear-norm constraint. This is also
called the multiple response regression with a generalized
form of the Least-squares:
X⋆ = arg min
‖X‖⋆≤r
‖|Y − AX |‖2F . (28)
5.3. Real Data Sets
We first run an unconstrained least-squares regression on
the Year-prediction (Million-song) data set from UCI Ma-
chine Learning Repository (Lichman, 2013) after we nor-
malize each column of the data matrix. We use this exam-
ple to demonstrate our algorithms’ performance in uncon-
strained problems.
Then we choose Magic04 Gamma Telescope data set from
(Lichman, 2013) to generate a constrained Least-square
regression problem. The original number of features
for Magic04 are 10 , and we normalize each columns
of the original data matrix and additional irrelevant ran-
dom features as the same way as the experiments in
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Figure 1. Experimental results on Million-song Year prediction
data set (unconstrained LS regression experiment)
(Langford et al., 2009)(Shalev-Shwartz & Tewari, 2011) to
the data sets so that the regressor x⋆ can be chosen to select
the sparse set of relevant features by again solving (1). For
this case we first precalculate the l1-norm of the original
program’s solution and then set it as the radius of our l1
constraint. The details of the real data sets can be found in
Table 3.
5.4. Discussion
We measure the performance of the algorithms by the wall-
clock time (simply using the tic toc function in MATLAB)
and the epoch counts. The y-axis of each plot is the rel-
ative error log( f(x)−f(x
⋆)
f(x⋆) ). The values below 10
−10 are
reported as exact recovery of the least-square solution.
In all the experiments, our methods achieve the best per-
formance in terms of wall-clock time. We show that in
many cases the sketched gradient methods can outperform
leading stochastic gradient methods. Both sketched gradi-
ents and stochastic gradients can achieve reduced complex-
ity compared to the (accelerated) full gradient method, but
since the sketched method has inner-loops with determinis-
tic iterations, the line-search scheme of the classic gradient
descent method can be directly used to make each itera-
tion’s step size be near optimal, and unlike the stochastic
gradient, our methods do not need to access new mini-
batches from memory each iteration, which can save op-
erational time in practice.
SAGA performs competitively in terms of epoch counts
(right hand figures) which is generally achieved using a
small batch size of 10. Unfortunately the additional cost
of the projection per iteration can severely impact on the
wall clock time performance3. The experiment on Syn1
3For the unconstrained case (Million-song data set, sized
5 × 10
5 by 90), we also observe that, SAGA with b = 10 is
unattractive in wall-clock time since it does not benefit from the
vectorized operation of MATLAB as larger choices of batch size
and takes too many iterations.
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Table 2. Synthetic data set settings. (*) U denotes the dense dic-
tionary which is a orthogonal transform. (**) s denotes sparsity
or rank of the ground truth
DATA SET SIZE (**)s L
µ
Φ
SYN1 (100000, 100) 10 107 I
SYN2 (100000, 100) 10 107 (*)U
SYN3 (LOW RANK) (50000, 100) 5 104 -
Table 3. Chosen data sets for Least-square regression, RFs: num-
ber of relevant features
DATA SET SIZE RFS Φ
YEAR (500000, 90) 90 -
MAGIC04 (19000, 10 + 40) 10 I
and Syn2 are similar but in Syn2 we put the constraint on a
dictionary U , hence in Syn2 the projection operator has an
additional cost of performing such orthogonal transform.
In Syn1’s wall-clock time plot we can see that SAGA with
b = 10 has the fastest convergence among all the batch size
choices, but in Syn2 it becomes the worst batch size choice
for SAGA since it demandsmore iterations and hencemore
calls on the projection operator. In Syn3 we have a more
expensive projection operator since our constraint is on the
nuclear-norm of a matrix X ∈ R100×100, and we can ob-
serve that the real convergence speed of SAGAwith b = 10
become much slower than any other methods in terms of
wall-clock time. In this scenario the full gradient method
is much more competitive. However even here as the error
reduces the sketched gradient methods exhibit a computa-
tional advantage.
6. Conclusions
We propose two sketched gradient algorithms GPIS and
Acc-GPIS for constrained Least-square regression tasks.
We provide theoretical convergence analysis of the pro-
posed algorithms for general sketching methods and
high probability concentration bounds for the Gaussian
sketches. The numerical experiments demonstrates that for
dense large scale overdetermined data sets our sketched
gradient methods performs very well compares to the
stochastic gradient method (mini-batch) SAGA and the Ac-
celerated full gradient method in terms of wall-clock time
thanks to the benefits of sketched deterministic iterations,
the efficient implementation of the Count-sketch and the
use of aggressive line-search methods.
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Figure 2. Experimental results on (from top to button) Syn1,
Syn2, Syn3 and Magic04 data sets. The left column is for wall-
clock time plots, while the right column is for epoch counts
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7. Supplementary materials
7.1. the proof for Theorem 1
Proof. At first we denote the underlying cost function of
GPIS as ft(x):
for t = 0, we have the cost function of the classical sketch
(CS):
ft(x) :=
1
2
‖Sy − SAx‖22, (29)
for t = 1, 2, ..., N we have the the cost function of Iterative
Hessian Sketch (IHS):
ft(x) =
1
2
‖St+1A(x−xt)‖22−mxTAT (y−Axt), (30)
and then we denote the optimal solution of ft constrained
to set K as xt⋆ and ‖rti+1‖2 = ‖xti+1 − xt⋆‖2 have:
‖rti+1‖2 = ‖xti+1 − xt⋆‖2 = ‖PK(xti − η∇f(xi))− xt⋆‖2
(31)
then we denote cone Ct to be the smallest close cone at xt⋆
containing the set K − xt⋆, again because of the distance
preservation of translation by Lemma 6.3 of (Oymak et al.,
2015), we have:
‖rti+1‖2 = ‖PK−xt⋆(xti − η∇f(xi)− xt⋆)‖2
= sup
v∈Ct∩Bd
{
vT (xi − xt⋆ − µ∇f(xi))
}
, (32)
then because of the optimality condition on the constrained
LS solution xt⋆, we have:
‖rti+1‖2 = sup
v∈Ct∩Bd
{
vT (xi − xt⋆ − η∇f(xi))
}
≤ sup
v∈Ct∩Bd
{
vT (xi − xt⋆ − η∇f(xi)) + ηvT∇f(xt⋆)
}
= sup
v∈Ct∩Bd
{
vT (xi − xt⋆)− ηvT (∇f(xi)−∇f(xt⋆))
}
= sup
v∈Ct∩Bd
{
vT (I − ηATSTSA)rti
}
≤ sup
u,v∈Ct∩Bd
{
vT (I − ηATSTSA)u} ‖rti‖2
≤ sup
u,v∈Bd
{
vT (I − ηATSTSA)u} ‖rti‖2,
(33)
We denote:
αt = sup
u,v∈Bd
vT (I − ηATSTSA)u, (34)
then by recursive subsitution we have:
‖rti+1‖2 ≤ αit‖rt0‖2, (35)
and suppose we run GPIHS inner loop kt time, we have:
‖rtkt+1‖2 ≤ {αt}kt ‖rt0‖2, (36)
and we transfer it in terms of A-norm:
‖rtkt+1‖A ≤ {αt}kt
√
L
µ
‖rt0‖A. (37)
From the main theorems of the Classical sketch
(Pilanci & Wainwright, 2015) and Iterative Hessian Sketch
(Pilanci & Wainwright, 2016) we have following relation-
ships:
‖x0⋆ − x⋆‖A ≤ 2ρ0‖Ax⋆ − y‖2 = 2ρ0‖e‖2, (38)
and,
‖xt⋆ − x⋆‖A ≤ ρt‖xt0 − x⋆‖A. (39)
Then by triangle inequality we have:
‖x10 − x⋆‖A ≤ ‖x10 − x0⋆‖A + 2ρ0‖e‖2, (40)
and,
‖xt+10 − x⋆‖A ≤ ‖xt+10 − xt⋆‖A + ρt‖xt0 − x⋆‖A. (41)
Then for t = 0 we can have:
‖x10 − x⋆‖A ≤ ‖x10 − x0⋆‖A + 2ρ0‖e‖2
≤ {αt}kt
√
L
µ
‖x00 − x0⋆‖A + 2ρ0‖e‖2,
(42)
for t = 1, 2, ..., N we have:
‖xt0 − x⋆‖A
≤ ‖xt0 − xt−1⋆ ‖A + ρt‖xt−10 − x⋆‖A
≤ {αt}kt
√
L
µ
‖xt−10 − xt−1⋆ ‖A
+ ρt‖xt−10 − x⋆‖A
≤
{
{αt}kt
(
(1 + ρt)
√
L
µ
)
+ ρt
}
‖xt−10 − x⋆‖A,
(43)
The last inequality holds because:
‖xt−10 − x⋆fN−1‖A ≤ ‖xt−10 − x⋆‖A + ‖xt−1⋆ − x⋆‖A
≤ {1 + ρt} ‖xt−10 − x⋆‖A,
(44)
Then we denote:
ρ⋆t = {αt}kt
(
(1 + ρt)
√
L
µ
)
+ ρt (45)
and do recursive substitution we can have:
‖xt0 − x⋆‖A ≤
{
N∏
t=1
ρ⋆t
}
‖x10 − x⋆‖A. (46)
hence we finish the proof of Theorem 1.
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7.2. The proofs for Theorem 2 and 3
Proof. From the theory of the Classical sketch and Iterative
Hessian Sketch we have following relationships:
‖x0⋆ − x⋆‖A ≤ 2ρ0‖Ax⋆ − y‖2 = 2ρ0‖e‖2, (47)
and,
‖xt⋆ − x⋆‖A ≤ ρt‖xt0 − x⋆‖A. (48)
Then by triangle inequality we have:
‖x10 − x⋆‖A ≤ ‖x10 − x0⋆‖A + 2ρ0‖e‖2, (49)
and,
‖xt+10 − x⋆‖A ≤ ‖xt+10 − xt⋆‖A + ρt‖xt0 − x⋆‖A. (50)
The remaining task of this proof is just bound the term
‖xt+10 − xt⋆‖A for both GPIS and Acc-GPIS algorithm and
then chain it. For all the sketched objective function ft(x) ,
t = 0, 1, ..., N , and any pair of vectors x, x′ ∈ K we have:
ft(x)−ft(x′)−〈▽ft(x′), x−x′〉 = ‖StA(x−x′)‖22 (51)
If we set x′ = xt⋆, by first order optimality condition we
immediately have:
ft(x) − ft(xt⋆) ≥ ‖StA(x− xt⋆)‖22
= ‖St A(x − x
t
⋆)
‖A(x− xt⋆)‖2
‖A(x− xt⋆)‖2‖22
≥
{
inf
v∈range(A)∩Sn−1
‖Stv‖22
}
‖x− xt⋆‖2A,
(52)
so we have:
‖x− xt⋆‖A ≤
√
ft(x) − ft(xt⋆)
infv∈range(A)∩Sn−1 ‖Stv‖2
, (53)
From the convergence theory in (Beck & Teboulle, 2009)
which the authors in their Remark 2.1 have stated to hold
for convex constrained sets, for GPIS inner iterates we
have:
ft(xk)− ft(xt⋆) ≤
βLR supv∈range(A)∩Sn−1 ‖Stv‖22
2k
,
(54)
and for Acc-GPIS inner loop we have:
ft(xk)− ft(xt⋆) ≤
2βLR supv∈range(A)∩Sn−1 ‖Stv‖22
(k + 1)2
,
(55)
hence for GPIS:
‖xt+10 − xt⋆‖A ≤
√
βLσtR
2k
, (56)
for Acc-GPIS,
‖xt+10 − xt⋆‖A ≤
√
2βLσtR
(k + 1)2
, (57)
Then by simply towering the inequalities we shall obtain
the desired results in Theorem 2 and 3.
7.3. The proofs for quantitative bounds of αt, ρt and σt
for Gaussian sketches
To prove the results in Proposition 1, 2 and 3 we need the
following concentration lemmas as pillars:
Lemma 1. For any g ∈ Rd, we have:
sup
v∈C∩Bd
vT g = max
{
0, sup
u∈C∩Sd−1
uT g
}
(58)
Proof. By the definition of cone projection operator we
have:
sup
v∈C∩Bd
vT g = ‖PC(g)‖2 ≥ 0 (59)
if supv∈C∩Bd v
T g > 0:
sup
v∈C∩Bd
vT g = sup
v∈C∩Bd
‖v‖2 v
T g
‖v‖2 ≤ supu∈C∩Sd−1
uT g, (60)
and meanwhile since C ∩ Sd−1 ∈ C ∩ Bd we have:
sup
v∈C∩Bd
vT g ≥ sup
u∈C∩Sd−1
uT g, (61)
hence we have:
sup
v∈C∩Bd
vT g = sup
u∈C∩Sd−1
uT g, (62)
Lemma 2. If supu,v∈C∩Bd v
TMu > 0, we have:
sup
u,v∈C∩Bd
vTMu = sup
u,v∈C∩Sd−1
vTMu (63)
Proof. Since u, v ∈ C ∩ Bd, ‖u‖2 and ‖v‖2 are both less
than or equal to 1, we can have the following upper bound:
sup
u,v∈C∩Bd
vTMu = sup
u,v∈C∩Bd
(
vTMu
‖v‖2‖u‖2 )‖v‖2‖u‖2
≤ sup
u,v∈C∩Sd−1
vTMu,
and meanwhile since C ∩ Sd−1 ∈ C ∩ Bd we have:
sup
u,v∈C∩Bd
vTMu ≥ sup
u,v∈C∩Sd−1
vTMu, (64)
hence we have:
sup
u,v∈C∩Bd
vTMu = sup
u,v∈C∩Sd−1
vTMu (65)
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Lemma 3. If the entries of the sketching matrix S is i.i.d
drawn from Normal distribution and v ∈ C, we have:
‖SAv‖2 ≥ √µ(bm −W − θ)‖v‖2, (66)
‖SAv‖2 ≤
√
L(bm +W + θ)‖v‖2, (67)
with probability at least 1 − e− θ22 . (bm =
√
2
Γ(m+12 )
Γ(m2 )
≈√
m,W :=W(AC ∩ Sn−1))
Proof. This Lemma follows the result of the simplified
form of the Gordon’s Lemma [Lemma 6.7](Oymak et al.,
2015):
‖SAv‖2 ≥ (bm −W(AC ∩ Sn−1)− θ)‖Av‖2
≥ √µ(bm −W(AC ∩ Sn−1)− θ)‖v‖2
‖SAv‖2 ≤ (bm +W(AC ∩ Sn−1) + θ)‖Av‖2
≤
√
L(bm +W(AC ∩ Sn−1) + θ)‖v‖2
7.3.1. THE PROOF FOR PROPOSITION 1
Proof. Let’s mark out the feasible region of the step-size η:
α(η, StA)
= sup
u,v∈Bd
vT (I − ηATSTSA)u
≥ sup
v∈Bd
vT (I − ηATSTSA)v
= sup
v∈Bd
(‖v‖22 − η‖SAv‖22)
≥ sup
v∈Bd
((1− ηL(bm +
√
d+ θ − ǫ)2)‖v‖22),
so if we choose a step size η ≤ 1
L(bm+
√
d+θ)2
we can en-
sure that with probability 1 − e− (θ−ǫ)
2
2 (ǫ > 0) we have
α(η, StA) > 0 and the Lemma 2 become applicable:
α(η, StA)
= sup
u,v∈Bd
vT (I − ηATSTSA)u
= sup
u,v∈Sd−1
vT (I − ηATSTSA)u
= sup
u,v∈Sd−1
1
4
[(u + v)T (I − ηATSTSA)(u + v)
−(u− v)T (I − ηATSTSA)(u− v)]
= sup
u,v∈Sd−1
1
4
[‖u+ v‖22 − η‖SA(u+ v)‖22
−‖u− v‖22 + η‖SA(u− v)‖22]
≤ sup
u,v∈Sd−1
1
4
[(1 − ηµ(bm −
√
d− θ)2)‖u+ v‖22
+(ηL(bm +
√
d+ θ)2 − 1)‖u− v‖22]
The last line of inquality holds with probability at least 1−
2e−
θ2
2 according to Lemma 3. Then since we have set η ≤
1
L(bm+
√
d+θ+ǫ)2
, and meanwhile notice the fact that ‖u +
v‖22 ≤ 4 we have:
α(η, StA)
≤ sup
u,v∈Sd−1
1
4
(1− ηµ(bm −
√
d− θ)2‖u+ v‖22
≤ (1 − ηµ(bm −
√
d− θ)2)
If we chose η = 1
L(bm+
√
d+θ)2
we have:
α(η, StA) ≤
(
1− µ
L
(bm −
√
d− θ)2
(bm +
√
d+ θ)2
)
, (68)
Then let ǫ→ 0, we shall get the result shown in Proposition
1.
7.3.2. THE PROOF FOR PROPOSITION 2
Proof. Recall that ρt is defined as:
ρ(St, A) =
supv∈AC∩Sn−1 v
T ( 1
m
St
T
St − I)z
infv∈AC∩Sn−1 1m‖Stv‖22
, (69)
we start by lower-bounding the denominator, by simplified
Gordon’s lemma [Lemma 6.7](Oymak et al., 2015) we di-
rectly have:
inf
v∈AC∩Sn−1
1
m
‖Sv‖22 ≥
(bm −W − θ)2
m
, (70)
with probability at least (1 − e− θ22 ).Then we move to the
upper bound for the numerator:
vT
(
St
T
St
m
− I
)
z
=
1
4
{(v + z)T (S
tT St
m
− I)(v + z)
− (v − z)T (S
tT St
m
− I)(v − z)}
=
1
4
{ 1
m
‖St(v + z)‖2 − ‖v + z‖2
+ ‖v − z‖2 − 1
m
‖St(v − z)‖2},
(71)
and,
W(AC ∩ Sn−1 − z) = Eg( sup
v∈AC∩Sn−1
gT (v − z))
= Eg(g
T z + sup
v∈AC∩Sn−1
vT g)
=W(AC ∩ Sn−1)
(72)
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hence we have the following by [Lemma 6.8](Oymak et al.,
2015):
vT
(
St
T
St
m
− I
)
z
≤ 1
4
{
1
m
(bm‖v + z‖2 +W + θ)2 − ‖v + z‖22
}
+
1
4
{
1
m
(bm‖v − z‖2 +W + θ)2 − ‖v − z‖22
}
=
1
4
{
(
b2m
m
− 1)‖v + z‖22 +
2bm(W + θ)
m
‖v + z‖2
}
+
1
4
{
(1− b
2
m
m
)‖v − z‖22 +
2bm(W + θ)
m
‖v − z‖2
}
,
(73)
with probability at least (1−8e− θ28 ). Note that ‖v+z‖2+
‖v − z‖2 ≤ 2
√
2 and ‖v + z‖22 + ‖v − z‖22 ≤ 4, we have:
vT
(
St
T
St
m
− I
)
z
≤ 2bm(W + θ)
m
‖v + z‖2 + ‖v − z‖2
4
+ |b
2
m
m
− 1|
≤
√
2bm(W + θ)
m
+ |b
2
m
m
− 1|
(74)
thus finishes the proof.
7.3.3. THE PROOF FOR PROPOSITION 3
Proof. Recall that σt is defined as:
σ(St, A) =
supv∈range(A)∩Sn−1 ‖Stv‖22
infv∈range(A)∩Sn−1 ‖Stv‖22
, (75)
by simply apply again the Gordon’s lemma [Lemma
6.7](Oymak et al., 2015), withW(ASd−1) ≤ √d, we with
obtain the upper bound on the numerator:
sup
v∈range(A)∩Sn−1
‖Stv‖22 ≤ (bm +
√
d+ θ)2, (76)
and the lower bound:
inf
v∈range(A)∩Sn−1
‖Stv‖22 ≥ (bm −
√
d− θ)2, (77)
both with probability at least 1− e− θ22 .
7.4. Details of the implementation of algorithms and
numerical experiments
For our GPIS and Acc-GPIS algorithms, we have several
key points of implemenations:
• Count sketch
As described in the main text.
• Line search
We implement the line-search scheme given by
(Nesterov, 2007) and is described by Algorithm 3 for
GPIS and Acc-GPIS in our experiments with parame-
ters γu = 2, and γd = 2. Such choice of line-search
parameters simply means: when even we find the con-
dition ft(PK(xi − η▽ft(xi))) ≤ mL does not hold,
we shrink the step size by a factor of 2; and then at the
beginning of each iteration, we increase the step size
chosen at previous iteration by a factor of 2, then do
backtracking again. Hence our methods are able to en-
sure we use an aggressive step size safely in each iter-
ation. This is an important advantage of the sketched
gradient method since we observe that for stochas-
tic gradient such as SAGA a heuristic backtracking
method similar to Algorithm 3 may work but it will
demand a very small γd (tends to 1) otherwise SAGA
may go unstable, and an aggressive choice like our
γd = 2 is unacceptable for SAGA. (Hence we suspect
that SAGA is unlikely to be able to benefit computa-
tional gains from line-search as our method does.)
• Gradient restart for Acc-GPIS
(O’Donoghue & Candes, 2015) has proposed two
heuristic adaptive restart schemes - gradient restart
and function restart for the accelerated gradient meth-
ods and have shown significant improvementswithout
the need of the knowledge of the functional parame-
ters µ and L. Such restart methods are directly appli-
cable for the Acc-GPIS by nature due to its sketched
deterministic iterations. Here we choose the gradient
restart since it achieves comparable performance in
practice as function restart but cost only O(d) opera-
tions.
7.4.1. PROCEDURE TO GENERATE SYNTHETIC DATA
SETS
The procedure we used to generate a constrained least-
square problem sized n by 100 with approximately s-sparse
solution and a condition number κ strictly follows:
1) Generate a random matrix A sized n by 100 with i.i.d
entries drawn fromN (0, 1).
2) Calculate A’s SVD: A = UΣV T and replace the singu-
lar values diag(Σ)i by a sequence:
diag(Σ)i =
diag(Σ)i−1
κ
1
d
(78)
3) Generate the ”ground truth” vector xgt sized 100 by
1 randomly with only s non-zero entries in a orthongo-
nal transformed domain Φ, and calculate the l1 norm of it
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Figure 3. Experimental results on the average choices of GPIS’s
step sizes given by line-search scheme (Nesterov, 2013a)
Table 4. Synthetic data set for step size experiment
DATA SET SIZE S Φ
SYN4 (20000, 100) - I
(r = ‖Φxgt‖1). Hence the constrained set can be described
as K = {x : ‖Φx‖1 ≤ r}.
4) Generate a random error vector w with i.i.d entries such
that
‖Axgt‖2
‖w‖2 = 10.
5) Set y = Axgt + w
7.4.2. EXTRA EXPERIMENT FOR STEP SIZE CHOICE
We explore the step size choices the GPIS algorithm pro-
duce through using the line-search scheme with respect to
different sparsity level of the solution. The result we shown
is the average of 50 random trials.
The result of the step-size simulation demonstrates that the
step sizes chosen on average by the line-search scheme
for the GPIS algorithm is actually related with the spar-
sity of the ground truth xgt: at a regime when the xgt
is sparse enough, the step size one can achieve goes up
rapidly w.r.t the sparsity. While in our Proposition 2 we
revealed that the outerloop of GPIS/Acc-GPIS can benefit
from the constrained set, and here surprisingly we also find
out numerically that the inner loop’s can also benefit from
the constrained set by aggressively choosing the large step
sizes. Such a result echos the analysis of the PGD algo-
rithm on constrained Least-squares with a Gaussian mapA
(Oymak et al., 2015). Further experiments and theoretical
analysis of such greedy step sizes for sketched gradients
and full gradients on general maps is of great interest and
will go beyond the state of the art analysis for convex opti-
mization.
