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Abstract
Algorithms are described for the enumeration and recognition of groups whose order is a product of
distinct primes. The focus is on providing access to isomorphism classes of such groups by computing
representatives as needed rather than storing a large database of precomputed groups.
c© 2007 Elsevier Ltd. All rights reserved.
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The existence of computer algebra systems such as Magma (Bosma et al., 1997) and GAP
(The GAP Group, 2004), which allow one to effectively access databases of representative
groups, encourages the creation of such databases. There have been a number of such efforts
in recent years, (for instance Besche and Eick (1999), Besche et al. (2001), Conway et al. (1998),
Holt (1988) and Wilson (1998)). In particular, recent work by Dietrich and Eick (Dietrich and
Eick, 2005) describes computing a database of groups of cube-free order, which, of course,
includes all groups of square-free order. Most of these collections require extensive computation
to create and then the desired groups are retrieved from the database when needed. However,
in some cases it is possible to provide “generic” descriptions of the groups which enable one to
quickly produce the groups in real time. The SmallGroups database (Besche et al., 2001) includes
a set of groups which are produced in this fashion. These are the groups whose order is a product
of at most three (not necessarily distinct) primes.
Groups with square-free order form another class of groups for which one can easily describe
the isomorphism classes. Ho¨lder (1895) presents an approach to enumerating these groups which
is very similar to that described in this paper. His work makes it possible to list the isomorphism
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classes for a given square-free order in a straightforward fashion. This is a good start, but is not
sufficient to provide a useful computer implementation.
The typical user of a group database will often wish to identify a specific group by means of
an identification label or sequence number in the database. If the groups are being produced at
runtime, it is essential that the groups be produced in some predictable, describable ordering, so
that two implementations of the algorithm will produce the groups in the same ordering. In this
way, the illusion that the groups are being “found” in a stable list is maintained.
Thus, in order to mimic the behavior of pre-computed group databases, we would like to
support four operations:
• Count: Given a square-free order, determine the number of isomorphism classes for groups of
that order. It is expected that this will be faster than listing all of the groups and then counting
them.
• List: Given a square-free order, produce of list of isomorphism class representatives for groups
of that order. The entries of the list should always appear in the same ordering.
• Build: Given a square-free order, and a positive integer k no greater than the number of groups
of that order, return a presentation for the k-th group in the list of groups of the given order. It
is expected that this will be faster than listing all of the groups and then just selecting the k-th
entry.
• Identify: Given a group with square-free order, determine where it appears in the list of all
groups of the same order.
In this paper we describe algorithms for each of these tasks.
1. Theory
Given a group G whose order is not divisible by a square greater than 1 (“square-free”), a
theorem of Ho¨lder (1895) tells us that G is metacyclic. In fact (see Theorem IV.2.11 of Huppert
(1967)), such a group will always have a presentation of the form
〈A, B|Am, Bn, AB = Ar 〉
where m, n, r satisfy rn ≡ 1 (mod m), (m, n(r−1)) = 1, and mn is the order of the group. Since
m = |G ′| and n = |G : G ′|, we see that they are uniquely determined by the isomorphism class
of G. However, r is not in general. Different choices of r (with the same m and n) can give rise
to isomorphic groups.
Given a group G of square-free order, we can approach the structure of G in a different
fashion. Since G is metacyclic, it is super-solvable and so contains a Sylow tower. In particular,
if q is the largest prime dividing the order of G, then G must have a normal Sylow q-subgroup,
Q, which will be a cyclic group of order q , since the order of G is square-free. Furthermore,
by Schur–Zassenhaus, G is a split extension of Q by a Hall q ′-subgroup. Also, note that Q is
characteristic, since it is a normal Sylow subgroup. Thus, the problem of enumerating groups
of order |G| can be approached one prime divisor at a time. First enumerate all isomorphism
types of groups of order |G|/q . Then, for each such group, consider split extensions with a one-
dimensional module over GF(q). The isomorphism class of G will determine a unique such
module; however, it is possible for two non-isomorphic modules to give rise to isomorphic
groups.
Let us first consider the question of when two modules give rise to isomorphic groups. The
proof of the following theorem is a straightforward computation.
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Theorem 1. Suppose that q is a prime and H is a group of q ′-order. Let S be a complete set
of one-dimensional modules for H over GF(q) and let A be the automorphism group of H. We
can define an action of A on S as follows. Given V ∈ S and a ∈ A, let R be a representation
affording V . We define V a to be the module afforded by Ra , where Ra(x) = R(xa−1) for x ∈ H.
Two modules give rise to isomorphic split extensions if, and only if, they are in the same A-
orbit. 
This gives rise to a procedure for listing the groups of order n = p1 p2 · · · pk . We recursively
list the groups of order p1 · · · pk−1. For each such group, we compute the orbits of its
automorphism group on its linear modules. Using one representative from each orbit, we form
the corresponding split extensions. This produces our list of groups of order n containing one
representative from each isomorphism class.
In order to implement these ideas efficiently, we consider various details of the computation.
Let q be a prime and H be a q ′-group of square-free order. Then, the linear H -modules over
GF(q) all have the derived subgroup, H ′, in their kernel and so can be viewed as H/H ′-modules.
Since H/H ′ is an abelian, square-free group, it is a direct product of cyclic groups of prime
order. Thus, the H/H ′-modules are products of modules for prime order groups. If p is a prime
dividing |H/H ′|, then the modules for the Sylow p-subgroup of H/H ′ over GF(q) are easy to
describe.
Lemma 2. Let C be a cyclic group of order p and q be a prime different from p. If q 6≡ 1
(mod p), then the only C module over GF(q) is the trivial module. Otherwise, there are p non-
isomorphic modules. If x is a generator of C and y is a generator for a cyclic group of order
q (viewed as a C-module), then the p modules correspond to x raising y to a power which is a
p-th root of unity mod q (including the trivial case). 
Next, we need to consider the action of Aut(H ) on these modules. Aut(H ) fixes H ′ and so
acts on H/H ′. Since H ′ is in the kernel of each module, the action of Aut(H ) on the modules
is determined by the action induced on H/H ′. Again, since the prime order factors of H/H ′ are
characteristic, this induced action factors as the product of the induced action of Aut(H ) on the
various factors. Orbit representatives for the linear H -modules over GF(q) will be products of
the orbit representatives for the action of Aut(H ) on the modules of each prime order factor.
The easier case is when q 6≡ 1 (mod p).
Theorem 3. Let H be a q ′-group of square-free order and p be a prime dividing |H/H ′|.
Suppose that q 6≡ 1 (mod p).
Then a Sylow p-subgroup of H has only the trivial module over GF(q), and so, the module is
not moved by the automorphism group. 
To discuss the situation when q ≡ 1 it will be useful to have the following definition.
Definition 4. Given a group G of square-free order, we will say that p acts on q (in G) if p
and q each divide |G| and a Sylow p-subgroup of G normalizes, but does not centralize, a Sylow
q-subgroup of G. In other words, G has a non-abelian Hall {p, q}-subgroup with a normal Sylow
q-subgroup. 
The following facts are easy to prove.
Lemma 5. If p acts on q, then
(1) q ≡ 1 (mod p),
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(2) q divides the order of the commutator subgroup and p divides the index of the commutator
subgroup.
Also, if p does not act on any q and p divides |H : H ′|, then a Sylow p-subgroup is central
in H. 
We now complete our discussion of the action of Aut(H ) on the modules.
Theorem 6. Let H be a q ′-group of square-free order and P be a Sylow p-subgroup of H.
Suppose that q ≡ 1 (mod p).
If P is central in H, then the irreducible modules of P over GF(q) form two orbits under
Aut(H). The trivial module forms one orbit and the p − 1 non-trivial modules form a second
orbit.
If P is not central in H, each module forms its own orbit under Aut(H).
Proof. If P is central in H , then P is a characteristic direct factor of H and the action of Aut(H )
is simply the action of Aut(P) on P . Now, given a generator x for P , the various modules are
distinguished by the exponent to which x raises the elements of the module. However, given a
specific module, the other non-trivial elements of P will act by raising the elements of the module
to the other primitive p-th roots of unity (mod q). Since Aut(P) is transitive on the generators
of P , it follows that the trivial module forms one orbit and the p − 1 non-trivial modules form
a second orbit. On the other hand, if P is not central, then p acts on some prime s, where s
divides |H ′|. Let U be a Hall {p, s}-subgroup containing P . Then U/U ′ will be isomorphic to
PH ′/H ′ and the induced action of Aut(H ) on PH ′/H ′ will be the same as the induced action of
Aut(U ) on U/U ′. Now, within U , any element of P is distinguished by its action on the Sylow
s-subgroup of U . Since any automorphism would preserve this action, Aut(U ) must induce a
trivial action on U/U ′. That is, Aut(H ) induces a trivial action on a Sylow p-subgroup of H/H ′
in this case and so each module forms its own orbit. 
2. Algorithms
2.1. Listing
The results in Section 1 lead to a process for listing the various non-isomorphic groups of a
given square-free order. We start with a cyclic group of order the smallest prime dividing the
group order. At each step, we will consider extensions of our group, say H , by a cyclic group
of order the next largest prime, say q . There are several different extensions of H depending
on which primes in |H | act on q in the resulting extension. By Lemma 5 the primes which are
capable of acting on q are precisely those p dividing |H : H ′| for which q is 1 mod p. Thus,
we can compute all subsets of such primes and then construct at least one extension for each
subset. In fact, the precise number of extensions corresponding to a given subset will depend on
the details of which primes act on others. The linear module used for the extension will be the
product of several linear modules (for the various primes acting on q). As described in Lemma 5,
if p acts on no other prime in H , then a Sylow p subgroup of H will be central. Therefore, by
Theorem 6 the linear modules of the cyclic group of order p over GF(q) will lie in two orbits, the
trivial module and the non-trivial modules. Only the non-trivial modules correspond to p acting
on q , and so we find that the primes which do not act on any other primes in H contribute only
one factor. On the other hand, if p already acts on another prime in H , then, by Theorem 6, each
of the p different linear modules over GF(q) is in a distinct orbit of size 1 and so p contributes
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p−1 non-trivial factors to the possible extensions. Thus, the precise number of extension groups
is the product of (p−1) as p runs over those primes in the chosen “acting” subset which already
act on another prime in H . An example will help illustrate this process.
2.2. An example
Let us consider the groups of order 19,065 = 3× 5× 31× 41. There is one group of order 3,
with presentation 〈a | a3〉. It has only a trivial linear module over GF(5) (since 5 is not congruent
to 1 mod 3); thus there is only one group of order 3× 5, with presentation 〈a, b | a3, b5〉.
Now, neither 3 nor 5 divides the order of the commutator subgroup in the group of order
15 and 31 is congruent to 1 mod each, so the set of primes which can act on 31 is {3, 5}. We
have four subsets, which we list in the ordering {}, {3}, {5}, {3, 5} (subset ordering and choice
of primitive roots are discussed in Section 3.1). In each case, since neither 3 nor 5 act on any
other primes, there is one orbit of non-trivial linear modules over GF(31). Thus we have four
groups of order 3 × 5 × 31. To find their presentations, we first note that 3 is the canonical
primitive root mod 31. Thus, we will have the generator of order 3 act non-trivially on the
generator of order 31 by raising it to the 3(30/3) ≡ 25 (mod 31) power and the generator of
order 5 will act by raising the generator of order 31 to the 3(30/5) ≡ 16 (mod 31) power. Thus,
we find the four groups have presentations 〈a, b, c | a3, b5, c31〉, 〈a, b, c | a3, b5, c31, ca = c25〉,
〈a, b, c | a3, b5, c31, cb = c16〉, and 〈a, b, c | a3, b5, c31, ca = c25, cb = c16〉.
When we consider the last prime factor, 41, we see that only 5 can act on 41. Now, in the
first two groups of order 3 × 5 × 31, the 5 does not act on any other prime. Thus, there are two
orbits of linear modules over GF(41) in each case. For the non-trivial action, we note that 6 is
the canonical primitive root modulo 41 and 6(40/5) ≡ 10 (mod 41) is thus our first primitive
5th root of unity. This gives rise to the following four groups: 〈a, b, c, d | a3, b5, c31, d41〉,
〈a, b, c, d | a3, b5, c31, d41, db = d10〉, 〈a, b, c, d | a3, b5, c31, d41, ca = c25〉, and
〈a, b, c, d | a3, b5, c31, d41, ca = c25, db = d10〉. However, each of the remaining two groups of
order 3 × 5 × 31 give rise to five non-isomorphic extensions. Thus we find a list of 14 distinct
groups of order 3× 5× 31× 41.
2.3. Counting
We begin with the following useful definition.
Definition 7. For any given group of some specific square-free order, we can consider the set of
pairs {(pi , qi )} such that pi acts on qi in the given group. Given such a set of pairs, a cluster will
be the collection of all groups of the given order which have exactly the specified pairs of primes
acting on other primes. 
On the basis of Theorem 6, it is easy to prove the following.
Lemma 8. If C is a cluster of groups corresponding to the set of pairs {(pi , qi )}, and p is a
prime, let m p be the number of pi equal to p. Then the number of groups in C is the product of
(p − 1)(m p−1) as p ranges over the primes which occur as at least one pi . 
We wish to produce the number of groups of a given order as quickly as possible. This can
be done with a slight variation of the process described in Section 2.1. Since we can predict
precisely how many groups are in each cluster of groups which correspond to a given subset
of primes acting on q , we can count these without needing to list them all. As indicated in the
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example above, the number of isomorphism classes of extensions with a given subset of primes
acting on q is just the product of p − 1 as p runs over those primes acting on q which also act
on some other prime (in H ). Applying this approach recursively allows us to compute the total
number of groups of a given order. The computation requires that we record which primes act
on other primes, but the full details of the group presentations need not be kept. In particular,
it is worth noting that the time to compute the number of groups of a given order depends only
on the pattern of which primes are congruent to 1 modulo others and not on the specific primes
involved.
2.4. Another example
To illustrate some other aspects of the algorithm, let us consider groups of order 3 × 5 ×
31 × 61 × 683. Generation of such groups begins as above, producing the four groups of order
3× 5× 31. When we consider the next prime factor 61, we see that 61 is congruent to 1 mod 3
and 5. Therefore, we have four possibilities (the subsets of {3, 5}) for which primes act on 61. We
will represent a cluster of group presentations by a partial presentation and a list of generators
which act on other generators with differing exponents (in the differing groups). For example,
in extending the fourth group of order 3 × 5 × 31, one cluster will be that in which 3 and 5
both act on 61. Since each of 3 and 5 already act on 31 (in the chosen group), there will be
(3−1)× (5−1) = 8 extensions with 3 and 5 acting on 61. Rather than splitting our computation
into eight cases at this point, we will simply record that 3 and 5 act on 61, with the specific
exponents to be determined later. This approach allows significant time savings in several of the
algorithms.
Let us continue the 3 × 5 × 31 × 61 × 683 example by considering extensions of the eight
groups of order 3×5×31×61 in which both 3 and 5 act on both 31 and 61 (the cluster described
in the previous paragraph). Although 683 is congruent to 1 mod 31, the prime 31 cannot act on
683 since it is acted on itself (by 3 and 5). Thus, no group in this cluster can have a prime acting
on 683 and this prime is simply added as a direct factor. Of course, in some other groups of
order 3 × 5 × 31 × 61 no prime acts on 31 and, in those cases, there will be extensions with
31 acting on 683. In the case with which we began this paragraph, we have determined that
each group in the cluster has one extension to the desired order. Thus we have eight groups of
order 3× 5× 31× 61× 683 in a cluster. To generate the groups in this cluster we consider the
various possibilities for exponents. The canonical primitive root mod 61 is 2. Hence 3 will act
with exponents 220 ≡ 47 and 240 ≡ 13 and 5 will act with exponents 9, 20, 58, and 34. Thus we
produce presentations in which an additional generator e of order 683 is present and the power
of d which is equal to da can be 13 or 47, whereas db can be d to the power 9, 20, 58, or 34.
We note for the interested reader that the first of the four groups of order 3× 5× 31 gives rise
to 8 groups of order 3× 5× 31× 61× 683, the second to 6 groups, the third to 10 groups, and
the fourth to 15 groups (which include the cluster of 8 listed above). Thus we have a total of 39
groups of order 3× 5× 31× 61× 683.
2.5. Building a single group
One consequence of the cluster organization of the group generation is evident when
attempting to produce a single group from the list, rather than the complete list. In this case,
it is possible to determine the size of a cluster without generating all of the related presentations.
On the basis of this size, we can determine whether the group with specified number would be in
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the cluster or not. Therefore, we can skip over clusters until we reach the one where our group
is located. This means that we can generally produce the nth group more quickly than producing
the first n groups and discarding the extra n − 1.
2.6. Identification
The process of generating the list of groups recursively walks through different combinations
of primes acting on other primes. Once a complete set of actions and non-actions has been
decided, we have determined a cluster of groups. This cluster may consist of a single group, or
may require computing various exponents in order to list the members of the cluster. Therefore,
when given a particular group to identify, the information about which primes act on other primes
is critical to locating the group.
We begin to identify a group G by running through a version of the group generation
algorithm. At the point where we would loop through the different possibilities for acting
primes, we can check G to determine precisely which primes do act on the new factor. Then,
for those subsets before the one which occurs in G, we simply count how many groups are down
that branch (using the shortcuts described in the counting algorithm). Then we continue the
identification process with the correct subset acting, moving on to the next prime in the group’s
order. When we have worked through all of the action subset choices, we will know how many
groups are in the list before the cluster containing G. Thus, we are left with the question of
deciding which group in the cluster is isomorphic to G.
A cluster of more than one group corresponds to a situation in which at least one prime acts
on at least two other primes. When we have a prime acting on another, say p acting on q, then
we may assume, by considering an appropriate quotient group, that G has a normal Sylow q-
subgroup. If x p is an element of order p and xq is an element of order q, then we can write
x
x p
q = xaq and the assumption that p acts on q tells us that a is not 1. It is important to note that a
does not depend on xq . Any power of xq will also be conjugated to its ath power by x p. On the
other hand, the powers of x p will raise xq to different powers. Hence, a does depend on x p and
if we are trying to identify a group within a cluster, it is important that we work with the correct
power of x p during the identification. Given a prime p which acts on two or more primes, say
q1 < q2 < · · ·, the action on q1 can be used to “normalize” a generator of order p. That is, if
r is the primitive root mod q1, then a generator of order p in our standard presentations would
conjugate a generator of order q1 to the power r (q1−1)/p. Given an arbitrary generator of order
p, we can choose an appropriate power so that it acts on q1 correctly and designate that as our
standard generator for p. Then the action of that generator on subsequent primes q2, . . . can be
used to locate the group in the cluster. This process must be repeated and coordinated with any
other primes which act on more than one prime.
3. Implementation
3.1. Required features
There are two details of the implementation which could easily be overlooked, but are
essential for producing a standard (arbitrarily chosen) ordering for the groups. As described
above, we must consider various subsets of those primes which can possibly act. Since the
ordering in which these subsets are considered affects the ordering in which we list the groups,
we must specify some particular ordering. The ordering chosen will be as follows. The subsets
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of the empty set consist of only the empty set; hence there is no ordering question. In general, the
subsets of {a1, . . . , an} will be the subsets of {a1, . . . , an−1} in this standard ordering followed
by those same subsets with an included. For example, the subsets of {3, 5, 7}will always be listed
as {}, {3}, {5}, {3, 5}, {7}, {3, 7}, {5, 7}, {3, 5, 7}. This will allow any implementation to produce
the group clusters in a standard ordering.
In order to produce the groups within a cluster in a standard ordering, we must have a standard
choice of primitive root mod q , for any prime q . One simple choice is to pick the smallest positive
integer which is a primitive root mod q , and this is what we do.
3.2. A few more details
3.2.1. List
We begin with the algorithm for producing a list of all groups of a given square-free order.
We wish to list all of the clusters and, within each cluster, the individual groups. The clusters can
be viewed as forming a tree where the nodes are clusters, each level of the tree corresponds to
including another prime in the group order, and the children of a node corresponding to the
addition of q are labelled by the possible sets of primes acting on q (in the fixed ordering
described earlier). We perform a depth-first tree walk to get the clusters. During the tree walk
we maintain a partial power–conjugate presentation consisting of generators and relations.
Furthermore, whenever a conjugate of the j th generator by the kth generator is left unspecified,
we record j and k in the arrays J [] and K [] respectively. Note that the arrays J [] and K []
precisely determine a cluster.
Within each cluster, we need to fill in the unspecified exponents in the presentation in order to
produce a description of each group. The vector of exponents corresponding to a specific group
in the cluster can be obtained by mixed-radix counting.
The following pseudocode gives precise details of how the groups within the cluster are listed.
procedure listCluster(J [1..t], K [1..t]):
{ First we’ll create four new arrays }
for i from 1 to t do:
P[i] ← J [i]th prime in the group order
Q[i] ← K [i]th prime in the group order
R[i] ← canonical P[i]th root of unity mod Q[i]
E[i] ← 1
{ Now we’ll loop through the possible exponent vectors }
{ in the array E[]. }
Main loop:
{ Insert the current exponents into the presentation }
for i from 1 to t do:
e← R[i]E[i] mod Q[i]
Add the relation F.K [i]F.J [i] = F.K [i]e to the presentation.
Define a group by means of the current generators
and relations and put that group into the list of
groups in this cluster.
Remove the new relations just added in order to be
ready for the next exponent vector.
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{ Use mixed-radix counting to advance to the }
{ next exponent vector }
i ← 1
loop:
E[i] ← E[i] + 1
if (E[i] < P[i]) then go to the top of the Main loop
E[i] ← 1
i ← i + 1
if i > t then stop
n Num Time for List of Build group Identify
groups count groups 3/ (num-3) 100 groups
1 490 853 153 <0.01 0.08 <0.01/ 0.02 1.06
478 541 582 365 32 0.01 0.11 <0.01/ <0.01 0.40
175 101 258 255 2691 0.03 3.12 0.01/ 0.05 0.44
3.2.2. Count
The same basic structure of tree walking and dealing with each cluster lends itself nicely to
counting (without listing) the number of groups of a given order. The number of groups in a given
cluster is simply the product of p− 1 as p ranges over those primes which act on more than one
other prime. These are precisely the primes which appear as entries in the array J []. Note that
we never use the partial presentations in this process, so we can omit updating them during the
tree walk.
3.2.3. Build
To build a specific group we find the cluster which contains that group and the number m of
the desired group within that cluster. We then write m into the mixed-radix representation as in
the listCluster procedure and then use that exponent vector to return a presentation for the desired
group.
3.2.4. Identify
The group identification routine uses a tree walk to find the cluster containing the given group
and can then read the exponent vector corresponding to this group within the cluster. By reversing
the integer to mixed-radix conversion demonstrated in listCluster, we can convert the exponent
vector into the number of the group within the cluster.
3.3. Timings
These algorithms have been implemented in the Magma programming language. Sample
timings on a 750 MHz SunBlade 1000 can be found in the table. Times are given in seconds. The
orders chosen, 1 490 853 = 3 ·7 ·13 ·43 ·127, 478 541 582 365 = 5 ·7 ·11 ·17 ·23 ·47 ·239 ·283,
and 175 101 258 255 = 3 · 5 · 7 · 11 · 17 · 23 · 43 · 71 · 127 exhibit varying numbers of groups and
possibilities for primes acting. The fifth column of the table indicates times for building single
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groups. In each case we constructed the third group and the third from last group in the list. For
the final column, groups of the given order were selected at random and then a presentation was
constructed for that group using an arbitrary composition series. The times in the last column
represent recognition of 100 of these “puzzle” presentations. It should be noted that the time
to compute in a power–conjugate group is heavily dependent on the precise presentation given.
Thus identification times can vary widely between different presentations of the same group.
For example, the time for identification of twenty randomly chosen presentations for the group
〈175 101 258 255, 2107〉 varied between 0.04 s and 1.58 s.
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