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Monogenic functions on W” + r which have axial symmetry have been considered 
recently by F. Sommen (1988, J. Math. Anal. Appl. 130, 110113). A particular class 
of these functions which correspond to functions of a complex variable that are 
Stieltjes functions is considered. Sequences of Clifford Padi: approximants to these 
axial monogenic functions which correspond to Pad6 approximants for the Stieltjes’ 
series are delined. It is shown that “paradiagonal” sequences of the approximants 
converge to the original monogenic function in its domain of monogenicity in 
pl+t 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
A holomorphic function f of a complex variable z will have a Taylor’s 
series expansion, 
f(z)= f fiz', 
j=O 
(1.1) 
which is convergent for all z in the largest disc centring the origin not 
containing any singularities of J In that case a good approximation to f, 
especially close to the origin, may be obtained from a truncation of this 
series. However, at points close to the boundary or outside the disc such 
approximants will be unsatisfactory since (1.1) will converge slowly or 
diverge. 
In spite of this the Taylor’s series (1.1) may be used to construct sequen- 
ces of rational functions which give good approximations to f in its whole 
domain of holomorphicity. They are called Padt approximants [ 1 ] and 
have been investigated in depth during the last two decades and a wide 
literature exists on their properties and applications [2-5 J. Their definition 
is as follows: 
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DEFINITION 1.1. The [M/N] Padt approximant to the function f is the 
rational function fMIN defined by the condition 
.fM&) [ E bd’] - 5 a,z”=O, 
IT=0 Wt=O 
(1.2) 
where the coefficients {a,}, {b,} are defined by the requirement hat 
f(z) [ 5 b,,z”] - 5 a,zm = O(Z~+~+‘) (1.3a) 
n=O m=O 
b,= 1. (1.3b) 
Thus to determine fMIN it is necessary to know {fi; j= 0, 1, . . . . N+ M}; the 
coefficients in the numerator and denominator of fMiN are then obtained 
by solving the linear equations 
Min(N,r) 
c b,f,-,=a,; O<sdM 
t7=0 
(1.4a) 
Min(N,s) 
c b,,fs-.=O; 
?I=0 
M<s<M+N. (1.4b) 
Although numerical results indicate that sequences of the approximants 
f M,,,, usually converge to f throughout domains where the latter is 
holomorphic and also have the property that the poles of the approximant 
tend to represent he singularities off, it is in general not possible to prove 
appropriate mathematical theorems. 
However, convergence theorems do exist when the function f is a series 
of Stieltjes, 
(1.5) 
where i(u) is a bounded non-decreasing function of u taking on infinitely 
many different values. Such a theorem may be stated in the following form 
[4], where D(6, R) is the domain illustrated in Fig. 1. 
THEOREM 1.1. Let f defined by (1.5) have the formal power series 
expansion 
f(z) = f (-)‘Ci zi 
j=O 
(1.6a) 
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FIG. 1. The domain D(6, R) in the complex z-plane. 
with 
I 
00 
cj E uj d$h( u) (1.6b) 
0 
such that 
(a) Then the ‘>aradiagonal” sequences of Padk approximants fN, jjN 
for fixed j= - 1, 0, 1, .., converge uniformly on D(6, R) to f as N -+ co for 
any fixed positive R, 6. 
(b) The poles of each approximant fN fj,N are simple and lie on the 
negative real axis. Also the residue of an approximant at each of its poles is 
positive. 
The second part of the theorem implies that the approximants have a 
partial fraction expansion, 
N = 1, 2, . . . . j= - l,O, 1, . . . . (1.7) 
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where LX,,, on > 0 and fl, are constants (depending on N, j). The second sum 
is absent when j= - 1. Comparing (1.7) with the original definition (1.5) 
of the Stieltjes function, one sees that Padt approximants are obtained by 
approximating the distribution L@(U) by a sum of delta functions with 
positive weights. This observation has been used to define “generalised” 
Padt approximants [6,7]. 
In the last few decades a hypercomplex function theory has been 
developed [S-lo] which generalises in a natural way the theory of 
holomorphic functions of one complex variable to functions on the (m + l)- 
dimensional Euclidean space L&Y’+ ‘. These functions take values in the 
complex Clifford algebra d defined over %“‘. The basis vectors of this 
algebra are ek ; k = 1, . . . . m, satisfying the relations 
ekei+eiek= -26,l; j=l , ..‘, 4 (1.8) 
where 1 is the unit element in the algebra which we will denote as e,. 
Following [lo], we can define eA = e,, eX2.. elk, where A = {a,, LQ, . . . . ak} 
is a subset of { 1, 2, . . . . m} with CI, < c(, when 1 <n. Then we can write 
d= Ca,e,;a,EV 
i A I 
where the sum is over all possible sets A and ed = e, = 1. We also denote 
x e xOeO + x; XE Xkek 
k=l 
(1.9) 
and it corresponds to a point in &?“‘+I. Its norm is defined to be 
1x1 = [cy=“=, xy. 
DEFINITION 1.2. A continuous function f on L&Y’+ taking values in d 
is said to be left monogenic in an open set Q of 9’” + ’ if 
V!fb)= f e,(+Jfb)=O 
j=O .I 
and right monogenic if 
We can write 
(1.10) 
(1.11) 
(1.12) 
640/68/2-g 
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where D, = Cy=, e,(a/ax,) is the Dirac operator in 9”. For the remainder 
of this paper we will consider left-monogenic functions only, our results 
being easily extended to the right-monogenic ase. 
It is easy to see that in the case m = 1 the monogenic functions ,become 
the usual holomorphic functions of complex variable z = xi + ix0 and 
(l.lO), (1.11) give the usual Cauchy-Riemann equations when we identify 
e, with -i. 
Also, for k = 1, 2, . . . . m, Z, = xkeO -xOek are both left and right 
monogenic. Polynomial functions of the Z,‘s have been constructed which 
are monogenic and there exist theorems giving expansions of a general 
monogenic function f in terms of these polynomials [lo]. One might think 
that it would be possible to define Pade type approximants off taking the 
form of one truncated sequence of monogenic polynomials divided by 
another truncated sequence, where the coefficients in the sequences are 
defined by conditions equivalent to (1.3a), (1.3b) and hence to the linear 
equations ( 1.4a, ( 1.4b). 
There are two problems in using such a procedure: 
(a) On the LHS of (1.2), (1.3) we have the product f(z)[Cr=‘_, bnzn] 
which is holomorphic and has an expansion in powers of z whose coef- 
ficients appear on the LHS of (1.4a), (1.4b). However, the straightforward 
Clifford product of two monogenic functions is not monogenic. Instead one 
has to take the Cauchy-Kowalewski product [lo] which is a symmetrised 
product of the monogenic polynomials appearing in the expansion of the 
monogenic functions. Although it appears possible to define a “numerator 
polynomial” and a “denominator polynomial,” the Cauchy-Kowalewski 
product will appear on the LHS of (1.2). It will therefore not be possible 
to obtain the approximant by simple division of the numerator by the 
donominator. 
(b) The last remark leads to the second problem in extending Padt 
approximants to monogenic functions. Clifford algebras are in general not 
division algebras so in general the “ratio” of two monogenic polynomials 
will not exist. 
To avoid these problems, we will consider the approach of generalising 
the Stieltjes function f(z) given by (1.5) and its corresponding Padt 
approximant given as the partial fraction expansion (1.7). To do this we 
consider axial monogenic functions f(x) discussed recently by Sommen 
[ 111. These functions are defined in axially symmetric domains of 9V+ ’ 
where the axis of symmetry is in the x0 direction. In Section 2 we give 
an introduction to these functions and define axial monogenic power 
functions. The generalisation of the Stieltjes integral is given in Section 3 
and Axial Monogenic PadC approximants corresponding to (1.7) are 
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defined. In Section 4 we discuss the convergence properties of these 
approximants. We prove that “paradiagonal” sequences of our 
approximants converge to the original monogenic function in the whole 
of the monogenicity domain of f(x) in %?“‘+I and also have a “power 
matching” property analogous to that for ordinary Pade approximants. 
2. AXIAL MONOGENIC FUNCTIONS 
Let {x~,~,o}E~xX+XS~-’ be cylindrical coordinates determined 
by x = x,,eO + pw in &V’+ ‘, where CO - ep = x/lx1 and 1x1 = [xi f ~~1~‘~. 
Sommen has shown [ 111 that every left monogenic function f in an open 
set SZE%Y+’ and invariant under SO(m) has an expansion of the form 
f(x) = 2 fk(X), (2.1) 
k=O 
where fk is an axial monogenic function of degree k. The fk may be written 
in the form 
fkb) = Ak,dxo, p) +epBk,JxO, P), (2.2) 
where for (x0, p) fixed, Ak,o and B,,, are inner spherical monogenics 
of degree k on S” - ‘. A condition for the fis to be monogenic is (cf. 
F. Sommen, Rend. Circ. Mat. Palermo 6 (1984) 259-269) 
In the following we will assume that solutions of (2.3a), (2.3b) may be 
written in the form 
Ak.&o, p) = A(x,, p) Pk(w), (2.4a) 
&wbo, P) = Bbo, P) Pk(a), (2.4b) 
where Pk is an inner spherical monogenic of degree k. 
An example of a left axial monogenic function of degree k is 
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where t is a real parameter and X = xOeO - pe,. Using the homogeneity 
proper ty of the inner spherical monogenics, i.e., Pp(x) = pkP,(o), we see in 
this case that 
(x0 Ik OP” 
A(xoy p) = ((xo f t)2 + p2)(m+ 1 +2k)/2’ 
k+l 
‘(-‘@ p) = - ((xo f t)2 c P2)(m+ I +2k)/2’ 
(2.6a) 
(2.6b) 
It is straightforward to confirm that the conditions (2.3a), (2.3b) are 
satisfied so that Fk,t (x) is indeed a left axial monogenic function of 
degree k. 
Other examples given by Sommen [ 1 l] include generalised power 
functions: 
(a) Inner Power Functions 
Ps,k,m(X07 P) Pk(a)= [Al(xOy P) +epBl(xOj P)l Pk(a) 
with 
k+m+s k-s 1 -xi 
2 ,-.---- 2 ‘2’ p2 ’ 
B,(x,,p)=(k-s)x,p”-‘F 
k+m+s k-s 
2 ,2+ 
3 -x; 
l;-;- 2 P2 
(b) Outer Power Function 
%k,m(XOy P) Pk(a) = [A2(xOy d + epB2(xOj dl Pk(a) 
with 
(2.7) 
(2.8a) 
(2.8b) 
(2.9) 
A,(x,,p)=(s+k+m-l)x,p”-‘F 
k-s+1 3-s-k-rn.3. -xi 
2 , 2 ‘2’ P2 i ’ 
(2.10a) 
B,(x,>P)=P”F 
k-s+1 l-s-k-m 1 -xi 
2 > 2 +pz . > 
(2.10b) 
The nomenclature arises from the fact that when x0 = 0, 
Ps,k,m(XO? P) = Psi (2.11) 
Thus Ps,k,ndXO, P) pk(w) and qs.k,m (x0, p) Pk(m) provide the left monogenic 
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extensions pS and e,p” from 8’” to the domain {X:.X: 6 C;“=, xf} in 9P+ ’ 
where they exist. To simplify the notation, in the remainder of this paper 
we will omit the indices k, m on these power functions. 
We will develop an expansion of Fk,,(x) in terms of these generalised 
power functions. If we take x,=0 in (2.5) and consider the upper of the 
pairs of signs, 
F,,o=[-pe’+IlptP,(o) 
Ct2 + p2](m+ 1+2!f1/2 (2.12) 
= t-“-k 2’+k (-)‘T(k + (m + 1)/2 + /) PJo) 
I! T(k+(m+ 1)/2) ’ 
We obtain a left monogenic extension to 9?“+’ by replacing powers of p 
by the corresponding inner power functions and powers of p times ep by 
outer power functions; then (2.12) becomes, for x in .!JP+ ‘, 
F 
k.t 
(x)= Cf+tl Pk.(X) 
lx+4 m+l+2k 
=t-2k-m f o/W+@+ 1)/2+0l 
I=o I! T(k+ (m + 1)/2) t2’ 
hI+kbO? +f ~,,+k+,(I,> P,]pk(w). (2.13) 
We make use of this expansion in the subsequent sections. 
3. AXIAL MONOGENIC PADS? APPROXIMANTS 
We will consider monogenic functions which are generalisations of the 
series of Stieltjes (1.5). Let 
h(XO+X)f 
(CT+ t) d&t) 
Ix+ tlm+l+2k 
pk(x), (3.la) 
where d(t) is a real bounded non-decreasing function of t taking on 
infinitely many values or equivalently d#(t) is a non-negative real distribu- 
tion. We will from now on assume m > 2 since m = 1 corresponds to the 
usual functions of a complex variable. Inserting the expansion (2.13) for 
Fk,r(~) defined by (2.5), we see that fk(x) has the (formal) expansion 
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I 
m 
c, E 
0 t-- 
r(a +A 
’ m-2k r.@(t); (a),=m. 
It will be convenient to change the integration variable to u = l/t; then, 
(3.3) 
with &9(u) = u~+~“ @(l/u). 
To define approximants to fk(x) we adopt an approach used by Baker 
[2] to define a generalisation of Pad& approximants. We can write (3.3) as 
where 
G2~u~XO~~~=~(~+uxo)2+~p2,(m+1+2k)i2 
are scalar functions. 
(3.5) 
FIG. 2. The contour C enclosing the domain d(6) in the complex s-plane. 
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Let us now consider the G,‘s as functions of the complex variable s 
(replacing u), taking values inside and on the contour C indicated in Fig. 2, 
i.e., the set d(6)- (s=p++q; ~20, lql <6up<O, ,~*+q-~66~}. At the 
same time we consider the domain 9,J1, R) in .4P+’ illustrated in Fig. 3 
(for m = 2) i.e., the set of points 
It is straightforward to prove that when R= (46))“4, A= b+“’ and 
O<c%$, 
I($ xg, p) = [(I + sx(J2 + s2p2] (3.6) 
is never real negative or zero for all s E d(6) and al XET&,(& R). So for 
these values of x, Gi(s, x0, p) are holomorphic functions of s on d(6). 
We use this property to express the scalar and vector parts of the 
integral in (3.3) as transforms of a Stieltjes integral: 
FIG. 3. The domain g,,JA, R) in W,, , illustrated tar the case m = 2. 
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THEOREM 3.1. For all x in gm(,I, R) with R, A given above and 0 < 6 d a, 
where the integral over the contour C given in Fig. 2 exists and 
(3.8) 
ProojI For the given values of R, R, x, and s = ,u + iv E C it may be 
proved that 
and for p z d”4, 
IGi( s, ~0, P)I GaJS)(Ipl + 1) (3.9a) 
IGh, xo, PI <bit@ P-~-‘~, (3.9b) 
where a,(6), b,(6) are finite for 0 < 6 6 i. Therefore when m = 2, 3, . . . . the 
RHS of (3.7) exists and is equal to 
1 s -[i O” 2xi c Gi’;sxT;;’ “1 d+(u), (3.10) 
where the intercharge of order of integration is justified by the use of (3.9). 
The result then follows from the fact that the Gi(s, x0, p) are holomorphic 
on d(6). 
From (3.7) and (3.8) we have for the axial monogenic functions fk the 
representation. 
and this form is used to define Axial Monogenic Padt approximants. 
DEFINITION. Let HN+ Jon; N = 0, 1, 2, . . . . j = - 1, 0, 1, . . . . be the 
[N + j/N] Pad& approximant to H(z). Then we define the [N + j/N] Axial 
Monogenic Padt Approximant of fk(x) by 
for all x E 5&(n, R). 
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We will see in (4.13) that these approximants give an “accuracy- 
through-order” approximation to &(x) analogous to that given by Padt 
approximants to f(z) presented in (1.3a). 
A simpler form for these approximants is given by the following: 
THEOREM 3.2. Let the [N + j/N] Padt! approximant to H(z) have the 
partial fraction expansion corresponding to (1.7): 
Then 
HN+j,,v(~)= f A+ i: bd 
n=l 1 +anz I=0 (3.13) 
(3.14) 
for N = 0, 1, . . . . j = - 1, 0, 1, . . . . and as usual the fi terms are absent when 
j= -1. 
ProoJ For series of Stieltjes the a,,, CI,, are real and non-negative so that 
H N +,,N( - l/s) has poles on the positive real s-axis at s = cr, with an # am 
for n #m and also a pole at s = 0. Using the residue theorem 
a,( 1 + a,%) 
fi&)={*C, 11+a,XJm+l+2k I 
Pk(X) 
Let us consider the integrals in the second sum on the right (which are 
absent when j= - 1). Now 
g,,,(x) = -L I 
s-(‘+‘)(l +sX)ds 
27ci c [(l +sxo)2+s2p2]Cm+‘+2k”2 P/c(x) 
(3.16) 
exists for m =2, 3, . . . . k=O, 1, 2, . . . . and XE@,,(& R) with R4= l/46, 
I= 6 +“2, and 0 < 6 < i and is a left axial monogenic function in the above 
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domain since the denominator of the integrand does not vanish. It there- 
fore has a unique monogenic extension [lo] from the sub-domain 
(x0 = O},n 9,,,(A, R). For x,, = 0, 
1 
[1+S2p2](m+1+2k)/2 )I s=O 1 
[l+~~p*-J(~+~+~~)‘* pk(x) t3.17) 
since the only singularities of the integrand in d(6) are at s = 0. 
But 
1 
[I +t2p*](m+1+W12 )I s=O 
=o; 1 odd (3.18a) 
=p’(-)“*&(~+k),,; leven, (3.18b) 
using the binomial expansion. Therefore 
1 even (3.19a) 
= ((I- 1)/2)! (-)(‘+‘)‘2 (T+k),,pIj,2 p’+k e,P,(o); 
1 odd. (3.19b) 
As discussed earlier, the monogenic extensions of ~‘+~P~(co) and 
P ‘+kepPk(W) are the inner and outer power functions JJ~+~(x~, p) Pk(m) 
and q,+ k(xO, p) Pk(a), respectively. Therefore when x0 # 0, 
1 even (3.20a) 
= ((l- 1)/2)! 
(-)(‘+1)‘2 (y+k),,,,,,,, q,+&o, P) P/z(a); i odd. (3.20b) 
The expression (3.14) for the approximants then follows by substituting 
these expressions for g,.,(x) in (3.15). 
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4. CONVERGENCE PROPERTIES AND CONCLUSIONS 
We will prove uniform convergence of para-diagonal sequences of our 
approximants fi,N(x) to fk(x) in the domain g,,J,I, R) illustrated in Fig. 3. 
For given R > 1> 0, we can choose i> 6, > 0 so that this domain is 
contained in 9, = $&(6:‘*, (46,)-‘14) f or which we have defined our 
approximants. 
THEOREM 4.1. For fixed j= - 1, 0, 1, . . . . the approximants f’,,,(x) 
converge uniformly to fk(x) as N -+ co for all x in S& and hence 9,,,(6, R) 
when the cj’s exist and satisfy condition (1.6~). 
Proo$ We use the methods employed by Baker [2] to prove 
convergence of “Generalised Pad& Approximants.” We can write 
x CH(-l/s)-H,+,,,(-l/~)l~PI(X)I (4.1) 
S 
where C is the contour in the complex s-plane illustrated in Fig. 2 with 
S=S,. 
Expanding the expression (3.13) for HN+j,N(~) in powers of z and using 
the defining property (1.3) for Pade approximants, 
c,= i tl,c; + (-)‘B,; r = 0, 1, . . . . 2N + j (4.2) 
n=l 
with pr = 0 for r > j. Then 
and hence 
H(-~/s)-HN+~IN (4.4) 
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We now split the contour C into two parts, C1 and CZ, with 
Re s > ,nO Z 6 :I” and Re s 6 pO, respectively. On C,, 
Is - 4, Is--(T,I 26, (4.5) 
since u, c,! are real non-negative. Therefore for s E C, , 
(H(-l/s)-H,,,,,(-l/s)ld (4.6) 
where we have used the fact that the CL,‘s, (r,‘s are postive. Using (4.2) with 
r=j+ 1, 
IH(-l/s)-H,+j,N(-l/S)I <A? 
1 
for s E C,. This bound with the bound (3.9b) on the functions Gi(s, x,,, p) 
gives 
Gjb, xo, p)CW - l/s) - HN+,,N( - l/s)] $ 
P 
-mpj-2kp l&; i= 1,2, (4.8) 
where j = - 1, 0, 1, 2, . . . . ; k = 0, 1, 2, . . . . As we are considering the case with 
m 2 2 “imaginary dimension,” the RHS can be made smaller than a given 
s/2 by choosing po(s, 6,) sufficiently large. This result also holds for m = 1 
if we restrict ourselves to j> 0. 
For the contributions from C, we have the bounds, 
1 I-J 2ni c2 G~(J, ~0, P) H(-lls)-H,,,,(-llS)~ II @MPo+ 1) s 2ns, c-2 IH(-l/s)-H,+,,,(--/~)l I4 (4.9 1 
since 1.~1 2 6, on C, and (3.9a) has been used. Using the uniform 
convergence of H, + j,N (z) to H(z) for any bounded closed domain of the 
complex z-plane not containing any point of the cut of H(z), it follows 
that NJE, 6,, ~~(8, S,)] may be chosen so that the RHS of (4.9) is less 
than ~/2 for all iVaN,. Therefore for i= 1, 2; N>N,[&, 6,, po(&, S,)] 
Gi(s,xo, p)CH(-ll/s)-HN+j,N(-‘/S)I + <E. (4.10) 
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The difference fk(x) -f’,,,)(x) is then made up of two components each 
of which tends to zero as N-t co, the convergence being uniform for all 
x E 9, since N, is independent of x. The theorem then follows. 
Using standard methods we have demonstrated that para-diagonal 
sequences of our approximants (fi N(~); N= 0, 1,2, . . . > converge to fk(x) 
uniformly for all x in the domain illustrated in Fig. 3 for j= - 1, 0, 1, . . . . 
We end this paper by demonstrating that our approximants given by (3.14) 
have a “power matching” property analogous to that used to define the 
Pade approximants to a function with a given Taylor’s series. 
Writing 
(1 + a,Z) (a,’ + 2) 
(1 +a,xJm+l+2k -q+2k la,’ +Xlm+l+2k 
and using (2.13) with t = l/c,,, we have (formally) 
’ {PZI+kbO, P)-“nq2/+1+k(XO~ d> Pk(m) 
(4.11) 
This may be compared term by term with the expansion 
fk(x)= f $[?+“I 
/=O I 
x [P2/+k(X0, d c2,-q21+k+I(xOy d C21+li Pkb). t4.12) 
Using the identities (4.2) it is easy to check that 
fkcx) -fik,N(X)=o(p 2Ntj+k+2, qZN+j+k+l 1. 3 j even (4.13a) 
=O(p ZNfitk+l? q2N+jfk+2 ) 1. j odd. (4.13b) 
This is the “power matching” property of our approximants. 
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