Abstract-As the power industry considers moving from a deterministic paradigm to a stochastic one to clear the day-ahead market in systems with significant stochastic production, the following question arises: how should a stochastic clearing algorithm be formulated? Our analyses indicate that a three-stage stochastic approach is clearly superior to a two-stage one. To show this, we propose a model that includes three stages: the first one represents the day-ahead market, the second stage, the intraday market, and the third one, the real-time operation. The objective is to clear the day-ahead market, but with a prognosis of the future: the intraday market and the real-time operation. To assess the impact of the intraday market on the day-ahead outcomes, we compare the results obtained from the proposed model with those of a simpler but more common two-stage model, which represents the day-ahead market and the real-time operation.
NOTATION
The notation is provided below. Set of wind units located at node n. s 1 Superscript denoting the day-ahead market (first stage). s 2 Superscript denoting the intra-day market (second stage). s 3 Superscript denoting the real-time operation (third stage).
Constants α W Us 1
Constant determining the upper limit of wind power output at the day-ahead market. α
W Ds 1
Constant determining the lower limit of wind power output at the day-ahead market. α
W Us 2
Constant determining the upper limit of wind power output at the intra-day market. α
W Ds 2
Constant determining the lower limit of wind power output at the intra-day market. α Δ W Constant determining the upper limit of wind adjustments at the intra-day market. α Δ P Constant determining the upper limit of conventional unit adjustments at the intra-day market. π ω Probability of wind power scenario path ω. L jt Power consumption by load j in period t [MW] . P Angle of node n at the day-ahead market in period t [rad] . W qt Power scheduled for wind unit q at the day-ahead market in period t [MW] . u it Binary variables that is equal to 1 if unit i is scheduled to be committed in period t.
Second-stage Variables (Intra-day Market)

ΔP U itω
Upward power adjustment for unit i in scenario ω and period t at the intra-day market [MW] . ΔP D itω Downward power adjustment for unit i in scenario ω and period t at the intra-day market [MW] . ΔW U qtω Upward power adjustment for wind unit q in scenario ω and period t at the intra-day market [MW] . ΔW D qtω Downward power adjustment for wind unit q in scenario ω and period t at the intra-day market [MW] . θ s 2 
ntω
Angle of node n in scenario ω and period t at the intra-day market [rad] .
Third-stage Variables (Real-time Operation) r U itω
Deployed up reserve by unit i in scenario ω and period t at the operation stage [MW] . r
D itω
Deployed down reserve by unit i in scenario ω and period t at the operation stage [MW] . θ s 3 
ntω
Angle of node n in scenario ω and period t at the operation stage [rad] . w spill qtω
Wind power spillage of unit q in scenario ω and period t at the operation stage [MW] . L shed jtω
Involuntarily load shedding of load j in scenario ω and period t at the operation stage [MW] .
I. INTRODUCTION
A S THE power industry considers moving from a deterministic day-ahead market to a stochastic one in systems with significant stochastic production, a key question is: how such stochastic clearing algorithms should actually be. We show in this paper that a three-stage mode is clearly superior to a two-stage one. However, many references focus on two-stage stochastic models that include a first stage representing the dayahead market and a second stage describing the system operation [1] - [7] . Similarly, adaptive robust optimization [8] minimizes the total cost in the worst-case realization of the uncertainty, and the recourse actions are taken after the uncertainties are realized in real-time operation [9] - [12] . With the purpose of obtaining a solution that balances the operating cost and robustness, [13] introduce a hybrid unit-commitment formulation that merges stochastic unit commitment and interval unit commitment [14] . Also, [15] proposes an approach that unifies scenario-based stochastic unit commitment and robust unit commitment.
It is important to note that an increasing number of electricity markets with large renewable production include intraday markets, of which explicit models are missed in the technical literature. Such intra-day markets give stochastic units the opportunity of offering closer to power delivery and thus with reduced uncertainty. The current market structure, hence, includes a day-ahead market settling 24 hourlybased schedules with a gate closure in day d-1, an intra-day market settling 24 hourly-based adjustments with a gate-closure usually several hours ahead of power delivery, a real-time market for final balancing transactions with gate-closures several minutes ahead of power delivery, and real-time operation. Thus, corresponding to each time period t in day d there are four points in time when the operator makes a decision: the scheduling decision in the day-ahead market with a gate closure in day d-1, the adjustment decision in the intra-day market with a gate closure several hours ahead of power delivery (in day d-1), and the real-time market gate closures of several minutes ahead of power delivery (in day d), and the deployed reserve decision in real-time. For the sake of simplicity, we merge the real-time market and the real-time operation.
In the above context, this paper proposes a three-stage stochastic model to clear the day-ahead market, where uncertainty stems from stochastic wind generation. The first stage represents the day-ahead market, the second stage the intra-day market, and the third stage the real-time operation. Therefore, the day-ahead schedules are decided with a detailed prognosis of the future, which includes the intra-day market and real-time operation. Non-convexities due to start-up costs of generators and their minimum power output are modeled using Mixed-Integer Linear Programming (MILP). Clearing prices are obtained using a relaxed version of the MILP problem.
It should be emphasised that the proposed model is intended to directly replace simplistic deterministic day-ahead marketclearing models. The outcome of both the proposed model and a deterministic model are day-ahead clearing quantities and prices, but the proposed model derives such quantities with an informed prognosis of the future. This results in a day-ahead outcome "adapted" to the uncertainty involved. On the contrary, a deterministic model generally results in either under-commitment, which is risky, or over-commitment, which is expensive.
Since references comparing deterministic vs. two-stage stochastic approaches abound in the technical literature [4] , [16] , [17] , we concentrate on comparing a three-stage approach with a two-stage one that does not incorporate a prognosis of the intra-day market. In other words, while a two-stage model represents only the operation stage, a three-stage model represents both the intra-day market and the operation stage. Therefore, we investigate the effects of representing the intra-day market on day-ahead results.
The novel contribution of this paper is twofold: 1) To introduce a three-stage stochastic programming model to clear the day-ahead market with a prognosis of the intra-day market and the real-time operation. 2) To show that replacing a deterministic model with a threestage stochastic model, not a two-stage one, results in better outcomes without significantly increasing the required computational burden. The rest of the paper is organized as follows. Section II provides the mathematical formulation of the proposed threestage model. An illustrative example is provided in Section III. Section IV reports and discusses results from a realistic case study. Some conclusions are provided in Section V.
II. MARKET MODEL
Market-clearing model (1) below co-optimizes energy and reserve. We use a DC representation of the transmission net-work, since the simultaneous consideration of on/off decisions, stochasticity and an AC power flow model leads necessarily to intractability. We also consider the following simplifying assumptions, which can be removed not altering the nature of the model: 1) Uncertainty pertains only to wind generation.
2) Generation cost functions are assumed to be linear.
3) The cost of deploying reserve is the cost of energy production. 4) Loads are assumed to be inelastic. The MILP market-clearing model is:
subject to first-stage constraints: 
non-anticipativity constraints:
variable declaration:
where
The objective function (1a) is the expected operation costs. It includes start-up and energy costs of conventional units, the cost of wind units, and the cost of involuntary load shedding.
Constraint (1b) represents the power balance at the day-ahead market, where the units are scheduled. Constraints (1c) and (1d) enforce the limits of conventional generation and wind production, respectively, at the day-ahead market. Constraint (1e) stands for the start-up costs that depends on the on/off status of each generating unit via binary variable u it in (1f). Ramping constraints of conventional units are enforced by (1g) at the Constraint (1i) stands for the power balance at the intra-day market, where scheduled productions are adjusted. The production limits of conventional and wind units when adjusting first-stage schedules shall be respected in the intra-day market as stated in (1j) and (1k), respectively. In the intra-day market, the up and down adjustments of conventional units are assumed to be limited to α Δ P % of the maximum power outputs as enforced by (1l). Also, (1m) enforces that up and down adjustments of wind production are limited to α Δ W % of the wind installed capacity at the intra-day stage. Ramping constraints of conventional units at the intra-day market are enforced by (1n). Constraint (1o) identifies the reference node at the intra-day stage.
At the operation stage, (1p) represents the power balance, where deployed reserves and curtailed loads compensate for wind deviations. The line flow limits are enforced by (1v). The reserve deployment shall respect the generation limits at the actual operation, which is stated in (1q). Constraints (1r) and (1s) represent maximum up and down reserves, respectively. The limits of load curtailments and wind spillage are enforced by (1t) and (1u), respectively. Constraint (1w) enforces ramping limits of conventional units at the operation stage.
The reference node at the operation stage is node 1 as stated by (1x). Equation (1y) represents non-anticipativity of up and down unit adjustments, up and down adjustments of wind production, and angles at the intra-day stage. Non-negativity of start-up costs, productions, deployed reserves, wind spillage, and load shedding are enforced by (1z).
Note that ω represents a scenario path; that is, a realization of the wind production at each stage. Fig. 1 depicts the scenario paths for the three-stage market model in (1) , and similar equalities for downward schedule adjustments. 
III. ILLUSTRATIVE EXAMPLE
To illustrate the advantages of the proposed market-clearing model, the three-node system depicted in Fig. 2 is considered. The planning horizon spans two time periods. Line reactances and capacities are all equal to 0.13 p.u. and 500 MW, respectively. The system includes three conventional units and one wind unit. The data of conventional units are provided in Table I. Note that unit 3 is an expensive generator. The maximum reserves R U,max i and R D,max i are assumed to be equal to P max i for all units. These units can be therefore scheduled for both energy and reserve. The load L 3 , located at node 3, is 230 MW and 320 MW at periods 1 and 2, respectively. A value of lost load equal to $2000/MWh is considered at the operation stage.
The wind unit is located at node 2. A small production cost of $0.3/MWh is assumed for this unit. We consider two scenarios, high and low, to characterize wind production in the intra-day market, and for each second-stage scenario, three scenarios, namely, high, medium and low, are considered at the operation stage. There are in total six scenarios at each time period, as presented in Table II . Also, we assume that these are equi-probable scenarios. The other assumption is that at the first stage, the wind dispatch is within ±20% of its best available forecast W the intra-day up and down adjustments of conventional units and wind production are assumed to be limited to 25% of the maximum power outputs and wind installed capacity, respectively
The results are discussed below. Figs. 3 and 4 show the scheduled quantities, the adjustments, and the deployed reserves for periods 1 and 2, respectively, at the day-ahead market, intra-day market, and the operation stage. Table III provides the dayahead, adjustment, and balancing clearing prices (the latter two are probability adjusted), denoted by λ nt , λ ntω , respectively. Note that there is no congestion in any of the scenarios considered, hence, prices do not change across nodes. These prices are obtained by fixing the binary variables to their optimal values and solving the resulting LP problem. The dual variables of the energy balance equations of this LP problem are the clearing prices.
Given these schedules and prices, cted profit (i.e.,
Focusing on the day-ahead market, unit 3 is not scheduled at period 1, at period 2 it earns 4.73 × 100 = $473, while its total start-up and production cost is 5.09 × 100 + 50.06 = $559.06. Therefore, unit 3 incurs a loss of $86.06 at the day-ahead market. At the intra-day stage, the profit of unit 3 increases by (4.73 − 5.09) × −25 = $9 if any of the scenarios high or low realizes. At the operation stage, the profit of unit 3 increases only under scenarios ω 1 and ω 4 . However, none of these increases in profit can cover the loss of $86.06 at day-ahead market. Therefore, unit 3 suffers a loss on average as well as under any scenario.
In order to avoid this loss, an uplift of $86.06 is paid to unit 3 and allocated to the load. Note that an uplift is a sidepayment given only to those units incurring losses at the dayahead market. Therefore, the uplift makes losses of these units zero without extra profit and it is calculated based on day-ahead losses of unit i as max{0, t (P it (C i − λ nt ) + C Table II ). The production schedules for the two-stage model are shown in Figs. 5 and 6 for periods 1 and 2, respectively.
Table V provides the energy and balancing clearing prices obtained from the two-stage model. The day-ahead price at period 2 obtained from the two-stage model are higher than those of the three-stage model. Depending on scenarios, the balancing prices of the two-stage model are equal to or higher than those obtained from the three-stage model. This is the result of the reduced wind scenario information in the two-stage model.
The day-ahead cost (i.e.,
, the intra-day cost (i.e.,
, and the operation cost (i.e.,
for both models are provided in Table VI . The three-stage model results in a higher day-ahead cost than that of the two-stage model, but a lower balancing cost, which finally results in a lower total expected cost. The main reason to have a lower day-ahead cost in the two-stage model is the wind schedules. Wind schedules are directly related to wind information availability. The total wind power scheduled is 150.8 MW over the two periods for the two-stage model, which is higher than the 122.6 MW scheduled for wind production in the three-stage model. Table VII provides the profit of the units (conventional units and wind unit) at each stage and in total for both models without uplift. The total expected profit of producers is lower in the threestage model than that of two-stage model. This observation does not reverse after adding the uplift, that is $60.86 for the twostage model and $80.06 for the three-stage model. Note that the unit profits at the operation stage are zero under the two-stage model; the reason is that unit 2 and unit 3 are deployed under balancing prices equal to their marginal costs.
The consumer payment is the summation of cost and profit at the first stage. Given the day-ahead costs and total producer profits, the consumer payment without uplift is $2551.1 for the two-stage model and $2435.9 for the three-stage model. That is, the consumer payment from the two-stage model is higher than that of the three-stage model. Uplift does not change this result, as it increases the consumer payment to $2611.9 and $2521.9 for the two-stage model and the three stage model, respectively.
IV. SIMULATION RESULTS: RTS SYSTEM
This section compares results obtained from the three-stage and two-stage models using a 24-node system based on the single-area IEEE Reliability Test System (RTS) [18] . To facilitate the analysis of the results, we have modified some of the original characteristics of this test system. We consider the system having 34 lines, 9 conventional generating units, and 1 wind power unit. The data of conventional generating units are provided in Table VIII . We assume that hydro units 2,4, and 8 (i.e., U 50 ) offer its energy production at zero price.
Table IX provides the total demand over the 24 periods, while the demand locations and the corresponding shares are as in [19] . The wind power unit is located at node 7. Wind speed data are obtained from the System Advisor Model (SAM) [20] . Specifically, we use wind speed data from Austin, Texas, and apply the power curve of a 2-MW wind turbine (Vestas V80/2000 with a hub height of 80 m) to generate the hourly wind-power productions for 24 time periods. The power curve of this turbine model can be found in [21] . The installed capacity is 600 MW. The following process is used for scenario generation. We generate N Ω 1 scenarios (each scenario involves 24 values for the output of the wind power unit pertaining to the 24 time periods of day d) prior to the day-ahead gate closure, using all the historical data available up to this time and an appropriate time-series model. Then, conditioned to the actual values of each scenario during the hours between the day-ahead gate closure and the intra-day gate closure, and using an appropriate timeseries model, we generate N Ω 2 new scenarios for each one of the original N Ω 1 scenarios, resulting in a total number of N Ω scenarios, where
The decision-making tree including scenarios and time periods is shown in Fig. 7 .
We consider 10 scenarios at the intra-day market, and corresponding to each second-stage scenario 15 scenarios at the operation stage; therefore, there are in total 150 equi-probable scenarios at each time period for the three-stage model. The corresponding two-stage model is assumed to have the same 150 equi-probable scenarios at the operation stage. For the simulation, we use CPLEX 12.5.0 under MATLAB on a computer with two Intel(R) Core(TM) processors clocking at 2.7 GHz and 8 GB of RAM. The sizes of the proposed models in terms of numbers of variables and constraints, and computation time are provided in Table X. Note that the computation times reported are an indication of the tractability of a three-stage model, and that using industry-grade computers and parallelization should allow achieving appropriate solution times.
The results are presented below following this order: we first present the outcomes of a base case study involving a single load profile. Next, we consider different bounds for the system constraints using the same load profile and explore how these bounds influence the results. Finally, different load profiles and different bounds are considered.
A. Base Case
This case study maintains the assumptions used in the illustrative example, namely α W Us 1 = α W Us 2 = 1.2, α W Ds 1 = α W Ds 2 = .8, α Δ W = 0.25%, α Δ P = 0.25%, and the limit of reserve capacity is equal to the production capacity of each conventional unit.
Table XI provides details regarding day-ahead profit, expected profit, day-ahead cost, expected cost, and consumer payment resulting from both models without uplift. Under both models, U 90 and U 76 incur losses at the day-ahead market, but only U 90 has a negative expected profit. The total producer profit at the market stage is higher in the three-stage model than in the two-stage model, whereas the total expected profit from the three-stage model is lower than that of the two-stage model. The main reason is that power scheduled from the wind unit is higher under the three-stage model than under the two-stage model. This is the result of information asymmetry on wind production. Also, the three-stage model results in lower day-ahead cost, expected cost, and consumer payment than those from the two-stage model. The savings in expected cost and consumer payment obtained in the three-stage model as a percentage of the corresponding values in the two-stage model are 8.48% and 3.79%, respectively.
For the purpose of comparing day-ahead prices, Fig. 8 shows the day-ahead prices obtained from the three-stage and twostage models. At period 7 (morning peak), the two-stage model results in a higher price than that of the three-stage model. Also, at period 24 (when the lowest load occurs) the price from the three-stage model is considerably lower than that of the two-stage model. Despite the higher prices obtained from the two-stage model over several periods, an uplift of $11,033.41 is still required and it is higher than the uplift of the three-stage model ($9101.00).
B. Analyses of Flexibility of Units for Reserve Provision and Different Adjustment Bounds
To investigate the impact of availability of reserves and limits on the intra-day adjustments, we consider the following cases: between these outcomes is large for case 1 (less restricted), and small for case 2 and case 3 for more restricted cases. Therefore, irrespective of the limits imposed on reserves and intra-day unit adjustments, we conclude that the three-stage model has a better performance from the consumer point of view. The uplift, however, follows a different trend (bottom plot in Fig. 9 ). The three-stage model results in a larger uplift for case 1, while a smaller uplift for case 2 and case 3 than those of the two-stage model. The uplift from the two-stage model is similar in all cases; however the uplift from the three-stage model decreases along with the increase in the restrictions. Note that the uplift amount is small and does not reverse the fact that the consumer payment of the three-stage model is smaller. Understanding this is easy by observing the day-ahead prices in Fig. 10 . The prices from the three-stage model are lower in case 1 than those in cases 2 and 3. This results in smaller uplifts in cases 2 and 3. Also, these prices are in the same order of magnitude as the dayahead prices from the two-stage model, and hence, the consumer payments are in the same order of magnitude in case 2 and case 3. In addition, the day-ahead prices from the three-stage model and those from the two-stage model get closer to each other as cases become increasingly restricted.
We also simulate these models on different load profiles (shown in Fig. 11 ) and observe similar outcomes. Fig. 12 shows that a higher expected cost is obtained by using the two-stage model than that of the three-stage model irrespective of the limiting bounds for five different load profiles and the different cases. Note that the large difference between expected costs of the three stage model and the two stage model for case 1 is due to the wide (and rather unrealistic) bounds assumed for the intra-day adjustments of the wind unit as well as conventional units. The expected costs of the three-stage model get closer to those from the two-stage model when limiting these bounds, as in case 2 and case 3. Table XIII provides the savings in expected cost and consumer payment obtained in the three-stage model as a percentage of the corresponding values in the second-stage model. The savings in case 1 are large due to the wide (unrealistic) bounds assumed for the intra-day adjustments of the wind unit as well as the conventional units.
The standard deviations for the different load profiles considered and the different cases analyzed are provided in Table XIV below. The standard deviations of both models are of the same order of magnitude for case 1 (all load profiles). For case 2, the standard deviations from the two-stage model are smaller than those from the three-stage model. This observation is, however, reversed for case 3. Therefore, a general conclusion regarding the standard deviation of cost from these instances cannot be obtained. In other words, none of these models guarantee a smaller variability of cost as compared to the other one. Note that the three-stage model improves the cost in term of expectation, but the variability of the cost around the expected value is similar to that of the two-stage model.
To show the benefits of the proposed three-stage model, we compare the value of stochastic solution (VSS) [22] for both the three-stage and two-stage models. The value of stochastic solution is computed as follows. The uncertain wind power output is replaced by its mean value, and a deterministic problem without recourse is solved. We call the solution of this problem corre- sponding to first-stage variables x MV . Next, the first-stage variables in the stochastic problem are fixed at the solution x MV , and the problem is solved. Denoting the optimal objective-function value of this problem z D , the VSS is
z * , where z * is the optimal objective-function value of the stochastic problem. We note that VSS is not uniquely defined in multi-stage problems [23] . However, the above definition makes the VSS consistent for the three-stage and the two-stage models.
The results are provided in Table XV . The three-stage model has a better performance than the two-stage model (i.e, higher VSS) for all case studies except for those pertaining to load profile 4. In this case, the use of x MV causes load-shedding in real time after the wind power is realized. This results in a high cost, and consequently, a large difference between the optimal value of the two-stage model and that of the deterministic model.
C. Computation Time
In this section, we elaborate on the computational aspect of the proposed model by considering different number of scenarios and different number of units, as follow.
First, we fix the number of scenarios to 15 in the third stage and consider different numbers of scenarios in the second stage. The corresponding computation time and the expected cost are provided in Table XVI. The computation time increases with the problem size. However, it remains within an acceptable range (e.g., less than 8 minute for a problem size larger than 0.7 million variables and 1.5 million constraints). The increases in the total number of scenarios (from 150 to 225 and from 150 to 300) result in the same expected cost, which is slightly higher than the expected cost obtained in the case with 150 scenarios. In other words, the sensitivity of the expected cost decreases as the number of second-stage scenarios increases. Table XVII provides the computation time for different number of the scenarios in the third stage if the number of the secondstage scenarios is fixed to 10. The computation time does not change significantly from 150 scenarios to 250 scenarios, while it increases to 491 s if considering 350 scenarios, for which the size of the problem is significantly larger (i.e., 1.8 million of constraints and 0.9 million of variables). The increases in the total number of scenarios (from 150 to 250 and from 150 to 350) result in the same expected cost, which is slightly higher than the expected cost obtained in the case with 150 scenarios. In other words, the sensitivity of the expected cost decreases as the number of third-stage scenarios increases.
Given Tables XVII and XVI, we infer that the sensitivity of the expected cost decreases as the total number of scenarios increases.
In short, an increase in the number of scenarios involves a better uncertainty description, and hence, a possible change in expected cost. However, this is valid up to a certain number of scenarios (in the case study, 225). Once this number of scenarios is reached, the uncertainty description is accurate enough and the expected cost remains unaltered. If this number of scenarios is increased, the expected cost remains the same, whereas computation time increases. Finally, Table XVIII provides computation times for different number of units if 150 scenarios are considered. With the increase in the number of units, the size of the problem and the number of binary commitment variables increase, and hence, the computation time increases as well that is not beneficial.
We note that incorporating an AC network representation will not change the conclusions of the study, as active and reactive powers are fairly decoupled in transmission networks. However, a possible way to incorporate an AC network representation in our analysis is through convex relaxation techniques [24] . Nevertheless, the use of such techniques is outside the scope of this paper.
V. CONCLUSION
We present a three-stage stochastic model to clear the dayahead market, which explicitly represents an intra-day market and the real-time operation. We then compare the outcomes of this model with results from a two-stage model, which includes a prognosis solely of real-time operation.
The simulation outcomes show that the proposed three-stage model has a better performance than the two-stage one as a result of more informed decisions at the day-ahead market. These outcomes clearly suggest that replacing a deterministic model with a three-stage model, not a two-stage one, has clear advantages. In other words, if the industry decides to move toward using a a stochastic clearing algorithm (and if it has sufficient computational resources to do so), such a clearing algorithm should be a three-stage one, not a two-stage one.
