Abstract. We introduce a q-deformation of the genus one sl 2 Knizhnik-ZamolodchikovBernard heat equation. We show that this equation for the dependence on the moduli of elliptic curves is compatible with the qKZB equations, which give the dependence on the marked points.
Introduction
The Knizhnik-Zamolodchikov-Bernard equations are a system of differential equations arising in conformal field theory on Riemann surfaces. For each g, n ∈ Z ≥0 , a simple complex Lie algebra g , n highest weight g -modules V i , and a complex parameter κ, we have such a system of equations. In the case case of genus g = 1, they have the form
The unknown function v takes values in the zero weight space V [0] = ∩ x∈h Ker(x) of the tensor product V = V 1 ⊗ · · ·⊗ V n with respect to a Cartan subalgebra h of g . It depends on variables z 1 , . . . , z n ∈ C and λ = λ ν h ν ∈ h , where (h ν ) is an orthonormal basis of h , with respect to a fixed invariant bilinear form. The notation x (j) for x ∈ End(V j ) or x ∈ g means 1 ⊗ · · · ⊗ x ⊗ · · · ⊗ 1. Similarly x (i,j) denotes the action on the ith and jth factor of x ∈ End(V i ⊗ V j ).
The "r-matrix" r ∈ g ⊗ g obeys r(z, λ) + r(−z, λ) (2,1) = 0, [r(z, λ), h ⊗ 1 + 1 ⊗ h] = 0, ∀h ∈ h , with ( i x i ⊗y i ) (21) = i y i ⊗x i , and is a solution of the classical dynamical Yang-Baxter equation [FW] As a consequence, the KZB equations (1) are compatible, meaning that if the equations are written as ∇ j v = 0, then the differential operators ∇ j commute with each other. The solutions of the classical dynamical Yang-Baxter equation arising in conformal field theory are parametrized by the modulus τ in the upper half plane and can be expressed in terms of theta functions, see [FW, FV1] . A difference version of this story was proposed in [F] : Suppose that for an Abelian complex Lie algebra h we have h -modules V i , i = 1, . . . , n with a weight decompo-
. Then we say that meromorphic functions R ij (z, λ) of z ∈ C and λ ∈ h * with values in End h (V i ⊗ V j ), (1 ≤ i = j ≤ n) form a system of dynamical R-matrices if they obey the (quantum) dynamical Yang-Baxter equation
= R jk (z 2 − z 3 , λ) (23) R ik (z 1 − z 3 , λ − 2ηh (2) ) (13) R ij (z 1 − z 2 , λ) (12) , in End(V i ⊗ V j ⊗ V k ) for all i < j < k and are "unitary":
We adopt a standard notation: for instance, R(z, λ−2ηh (3) ) (12) acts on a tensor v 1 ⊗v 2 ⊗v 3 as R(z, λ − 2ηµ 3 ) ⊗ Id if v 3 has weight µ 3 .
The deformation parameter ("Planck's constant") is here η. If we have a family of dynamical R-matrices depending on η such that R ij = Id V i ⊗V j + 2ηr ij + O(η 2 ) as η → 0, we recover the classical dynamical Yang-Baxter equation and the unitarity condition for r ij , i. e. the properties that r obeys, viewed as an element of End(V i ⊗ V j ).
If we have a system of dynamical R-matrices R ij we can then construct a compatible system of difference equations, the qKZB equations for a function v(z 1 , . . . , z n , λ) ∈ V [0]. They are a dynamical version of the I. Frenkel-Reshetikhin qKZ equations [FR] , and their semiclassical limit are the KZB equations. Their construction is reviewed in 2.1 below.
The main examples of solutions of the classical and of the quantum dynamical YangBaxter equations are associated with elliptic curves. In the quantum case, they can be viewed as intertwining operators between tensor products of representations of elliptic quantum groups taken in different orders [FV2] . In the rank one case (one-dimensional h ) explicit expressions for R matrices R Λ,M depending on two "highest weights" Λ, M ∈ C are known. They are associated to pairs of evaluation Verma modules [FV2] for the elliptic quantum group E τ,η (sl 2 ) and were computed using the functional realization of these modules [FTV1] . If n highest weights Λ 1 , . . . , Λ n ∈ C are given, then R ij = R Λ i ,Λ j form a system of dynamical R matrices as described above.
Hypergeometric solutions of the corresponding qKZB equations were introduced and studied in [FTV1] , [FTV2] , [FV4] . See also [T] where similar equations are studied and solved. Special cases of these equations appear in the statistical mechanics of RSOS models. Form factors and correlation functions in the infinite volume limit are conjectured to obey qKZB equations. In these cases explicit formulae were proposed by Lukyanov and Pugai [LP] .
The subject of this paper is a deformation of the KZB heat equation: in the classical case, additionally to the KZB equations above, that are associated to the variation of the marked points on the elliptic curve, one also has an equation associated to the variation of the modulus τ of the elliptic curve. The function v also depends on τ and one has an additional equation, compatible with the KZB equations, the KZB heat equation
for some s ∈ g ⊗ g . Here △ λ denotes the Laplacian of h corresponding to the invariant bilinear form. For example, if n = 1 then this equation reduces to
where e α are properly normalized root vectors and ℘ is the Weierstrass function. In this paper we propose a discrete version of the KZB heat equation in the rank one case. The heat operator is an integral operator, whose kernel is given in terms of hypergeometric integral solutions of the qKZB equations of [FTV2] .
In Sect. 2 we review the qKZB equations and their hypergeometric solutions. Then we introduce the elliptic Shapovalov form, which is an ingredient in the integral operator, and the qKZB heat equation in Sect. 3. We prove that it is compatible with the qKZB equations, discuss its properties and show in Sect. 4, in an illustrative example, that its semiclassical limit coincides with the KZB heat equation. Finally, in Sect. 5 we study the special case where the step of the difference equation is a negative integer multiple of the deformation parameter. In this case, the semiclassical limit gives the KZB equations with positive integer κ, the situation arising in conformal field theory. In this case the the KZB equations are defined on sections of the finite dimensional vector bundle of conformal blocks, of which we describe a difference analogue in simple cases.
It is very likely that the hypergeometric solutions of the qKZB equations are also solutions of the qKZB heat equation. However, we were able to prove this only in the case where the sum of the highest weights is two. In this case the hypergeometric integrals are one-dimensional.
In a sequel to this paper, we show that integral operators of the kind introduced in this paper can also be used to describe the transformation properties of hypergeometric solutions under the modular group. In fact it turns out that the hypergeometric solutions, at least if Λ i = 2 obey remarkable identities under transformations of the modulus τ and the step p by SL(3, Z) acting on CP 2 with affine coordinates τ, p. These identities give both the solutions and the monodromy of the solutions. The whole picture results in an non-Abelian version of the properties of the elliptic gamma functions, which is a generalized Jacobi modular form for SL(3, Z) × Z 3 in the sense of [FV5] .
Acknowledgment. We thank R. Ferretti for explanations on Gauss sums.
2. Hypergeometric solutions of the qKZB equations 2.1. The qKZB equations.
is a nonnegative integer, and a complex number η. Unless stated otherwise, we will assume that these parameters are generic.
Let τ and p be generic complex numbers in the upper half plane. Let V Λ j be the vector space with basis e 0 , e 1 , . . . equipped with the action of an operator h given by he k = (Λ j − 2k)e k . We view V Λ i as a representation of the Abelian Lie algebra h = Ch.
To these data is associated a system of dynamical R-matrices and thus a system of qKZB difference equations. The R-matrices
The qKZB equations are equations for a meromorphic function v( z, λ) of z ∈ C n and λ ∈ C taking its values in the zero weight subspace
) of V Λ (this subspace is nontrivial since Λ i /2 is assumed to be a nonnegative integer). It will be more convenient to view v as a function v( z) taking values in the space F (V Λ [0]) of meromorphic functions of λ ∈ C with values in V Λ [0] . Let δ j , j = 1, . . . , n be the standard basis of C n . Then the qKZB equations have the form
The qKZB operators K i ( z, τ, p) act on the space F (V Λ [0]) and are given by
The operators R j,k (z, τ ) are defined by the formula
and is extended by linearity to F (V Λ [0]). The qKZB system of difference equations is compatible, i.e., we have
for all j, l, as a consequence of the dynamical Yang-Baxter equations satisfied by the R-matrices. We also consider the "mirror" qKZB operators
The corresponding system of qKZB equations
is also compatible. In fact, if we write x ∨ = (x n , . . . , x 1 ) for any x = (x 1 , . . . , x n ) ∈ C n and let P :
we have, adding the dependence on Λ in the notation,
2.2. Hypergeometric solutions. In [FTV2] we constructed a "universal hypergeometric function", which is a projective solution of the qKZB equations: it is a function u( z, λ, µ, τ, p), defined for generic values of the parameters η, Λ, taking values in
and obeying the equations
Here we view u as taking values in the space of functions of λ and µ with values in
, respectively. For our purpose, the most convenient description of these matrices is in terms of the function
We have, for j = 1, . . . , n,
These operators are diagonal in the basis of V Λ [0] formed by tensor products e I = e i 1 ⊗ · · · ⊗ e in of basis vectors of the V Λ k so that (Λ k − 2i k ) = 0. From u one can construct projective solutions (eigenfunctions of the corresponding difference operators) by taking coefficients of the basis vectors e I . If D i (µ)e I = d i,I (µ)e I , d i,I (µ) ∈ C, and u = u I ⊗ e I then for any fixed I and µ, the functionṽ(
is a true solution to the qKZB equations. The parameters I and µ determine the multipliers, as is easily seen from the explicit expression for u below:
The second system of equations in (3) gives the monodromy of these solutions, see [FTV2] .
The explicit expression for u is given by the following formulas.
The phase function Ω has the product formula
.
It is symmetric under exchanging τ and p and obeys the functional equation
The weight functions ω I are given by
The summation is over all n-tuples I 1 , . . . , I n of disjoint subsets of {1, . . . , m} such that
The theta function is here the first Jacobi theta function
) .
The "mirror" weight functions are related to the weight functions with the reversed order of factor. Indicating the dependence on the highest weights explicitly, we have ω
The integral over t 1 , . . . , t m of the 1-periodic integrand in (5) is defined by analytic continuation from a region of the space of parameter where the rule Λ i = 2m does not hold: one starts from the region Im(η) < 0, Im(τ ), Im(p), Im(ηΛ i ) > 0 for which the integral is over the torus (R/Z) m and defines the integral in general by analytic continuation.
2.3. Remark. In [FTV2] we used only weight functions and no mirror weight functions. Then the qKZB equations (3) only involve qKZB operator and no mirror qKZB operators. The choices of this paper make the qKZB heat equation more transparent. The proof that u obeys the relations (3) is the same as the proof of Theorem 31 in [FTV2] . Note however that the conventions in the definitions of D j are different there.
The qKZB heat equation
In this section we define a q-analogue of the KZB heat equation, prove that it is compatible with the other qKZB equations and show that the differential KZB heat equation arises in the semiclassical limit in the simplest non-trivial case.
The qKZB heat equation is an integral equation. The integration kernel is a contraction with the fundamental hypergeometric solution. The contraction is defined using the elliptic Shapovalov form.
Out of these bilinear forms we define a bilinear form Q(µ, τ ) : 
The integration is on the path t → 2ηt + ǫ, −∞ < t < ∞. This bilinear form is called the elliptic Shapovalov form.
The main property of the elliptic Shapovalov form is that the R-matrix is in a certain sense symmetric with respect to it, see Lemma 3.9. In particular it is a sort of contravariant form for the action of the elliptic quantum group, see eq. (12) below.
3.2. Notation. To write the following formulae in the most transparent form we will use the following notational conventions. Let for k ∈ Z ≥1 and a complex vector space V , F k (V ) denote the space of meromorphic functions of k complex variables with values in
) are difference operators with meromorphic coefficients we write A 1 ⊗ · · · ⊗ A r ∈ End(F r (V )) to denote the composition of the operators A i , each acting on the ith variable and the ith factor. We also use this notation if one of the A i is an integral operator
where α is the operator of multiplication by the function α(λ). More explicitly, if {e I } is a basis of V Λ [0] consisting of tensor products of basis vectors and
Theorem 3.1. The equations
are compatible, i.e., we have, in addition to (2),
The proof of this theorem is given in 3.6. A similar statement holds for the qKZB difference operators K ∨ j : they obey the compatibility identities
for all j, l, and the operator
implying the compatibility of the mirror qKZB equations
Then U obeys the system of equations (3).
This conjecture is proved in the case where
. This proof will be published elsewhere, [FV3] .
Assuming the conjecture correct, we can obtain solutions to the full system (10) as in 3.3: for arbitrary
Then the function v( z, τ ) : λ → v( z, λ, τ ) is a solutions of (10). It also obeys (4) and
Remark. The Shapovalov pairing Q τ contains an integration dµ which we chose to be the integral on the path t → 2ηt + ǫ. This choice makes the integral convergent if Im(η) < 0 for a large class of functions, thanks to the strong decay at infinity of the Gaussian function α(µ) on this path. This class contains in particular our hypergeometric solutions. It should be however emphasized that the only properties of dµ that are needed for this construction are that it be a linear form on functions of µ invariant under translations by 2η times weights of vectors in V Λ i , and that it be well defined on a suitable class of functions.
In particular, if the highest weights are rational with greatest common denominator d, we may replace the integral over µ by the sum over the set {λ + 2ηk/d, k ∈ Z}, so that the heat equation may be viewed as a difference equation of infinite order.
3.4. The case of integer highest weights. If Λ ∈ Z ≥0 , let S Λ be the h -submodule of V Λ generated by e Λ+1 , e Λ+2 , . . . . The Λ + 1-dimensional quotient V Λ /S Λ is denoted by L Λ . The classesē 0 , . . . ,ē Λ of e 0 , . . . , e Λ build a basis of L Λ . The space L Λ carries a one-dimensional family of representations of the elliptic quantum group E τ,η (sl 2 ), see [FV2] .
For integer highest weights Λ i , Λ j , the R-matrix [FTV1] . Therefore it induces an endomorphism, still denoted
we then have a system of dynamical R-matrices and thus a system of qKZB equations defined on
A universal hypergeometric functionû( z, λ, µ, τ, η) taking values in the tensor product of finite dimensional modules
and obeying (3) was found in [MV] . It is defined byû( z, λ, µ, τ, η) = I,J u I,J ( z, λ, µ, τ, p, η)ē I ⊗ē J , where u I,J are the analytic continuation of the components of the universal hypergeometric function for
which are shown to exist for these values of I, J.
Then we can introduce a heat operatorT ( z, τ, p) acting on functions with values in L Λ [0] by the same formula (8).
Theorem 3.4. Suppose that Λ 1 , . . . , Λ n are non-negative integers. Then the equations
The proof of this Theorem is contained in 3.7 below.
3.5. Rational η. A particularly interesting case is the case of integer highest weights and rational η. Let us for instance assume that 2Nη = 1 for some positive integer N and suppose that the highest weights Λ 1 , . . . , Λ n are positive integers. If N is large enough, then the qKZB operators may still be defined. Indeed we have:
Lemma 3.5. Let Λ 1 , Λ 2 be positive integers, and N be a large enough integer. Then the matrix elements of the R-matrix
with respect to the basis {ē i ⊗ē j } are regular functions of η at 2η = 1/N for fixed generic values of z, λ, τ .
Proof:
The R matrix R Λ 1 ,Λ 2 (z 1 − z 2 , λ, τ ; η), for generic η, is uniquely determined up to normalization by an intertwining condition for tensor products of E τ,η (sl 2 )-modules L Λ i (z i ), see [FV2] . The E τ,η (sl 2 ) module L Λ (z) may be realized for integer Λ as a symmetric tensor product of two-dimensional modules [FV2] , so that the matrix elements of R Λ i ,Λ j , for a basis consisting of symmetrized tensor products of basis vectors, can be expressed as polynomials in the matrix elements of R 1,1 . The latter matrix elements are known explicitly and are regular as functions of η. For i = 1, . . . , Λ, the basis vectorē i of L Λ is proportional to the symmetrized tensor products of basis vectors of the two dimensional modules. The proportionality constant is an elliptic factorial i j=1 θ(2ηj)/θ(2η) which is regular and non-zero at 2ηN = 1 as long as N > λ. Thus if N > max(Λ 1 , . . . , Λ n ), the matrix elements of the R-matrix are regular at 2ηN = 1.
Fix some generic complex number ǫ. Then we may consider the qKZB equations as equations for functions v( z, λ), where the dynamical parameter λ runs over the finite set {k/N + ǫ | k ∈ Z/2NZ}. Indeed, the coefficients of the qKZB operators are 1-periodic functions of λ and the shifts of λ in the difference operators Γ i are integer multiples of 2η = 1/N. The shift by the generic number ǫ ensures that on this finite set no poles of the qKZB operators are encountered. Thus, we get: 
In this situation we thus have a truly holonomic system, i.e., a compatible system of difference equations for functions taking values in a finite dimensional vector space F N (ǫ). In order to define the heat equation we have to worry about the fact that the universal hypergeometric functionû is not defined for all values of the parameters. Recall thatû( z, λ, µ, τ, p) is also a meromorphic function of η. Let us say that η is a regular point forû ifû is regular at this point for all λ, µ and all generic z, τ, p.
Theorem 3.7. Let η, Λ = (Λ 1 , . . . , Λ n ), ǫ be as in Proposition 3.6 and assume that η is a regular point forû. Then the heat operator
The proof of this Theorem is contained in 3.7 below. The description of the set of regular points forû will be studied elsewhere. Here we only remark that in the case n = 1, Λ 1 = 2, the point η = 1/2N is a regular point for all N ≥ 3, as can easily be checked sinceû is given by a one-dimensional integral. In this case, Conjecture 3.3 holds, see [FV3] , namely, we havê
, with the Gauss sum
3.6. Proof of Theorem 3.1. The proof is based on some identities involving Rmatrices, Q and D j . As above, we set α(λ) = exp(−πiλ 2 /4η) Lemma 3.8. For any Λ, M,
Proof : One way to prove this lemma is to use the functional realization (see [FTV1] ):
The matrix R Λ,M relate two bases of the same space of functions. The basis elements are products of ratios of theta functions and have therefore well-behaved transformation properties under shifts of z by τ . The computation is straightforward and will not be reproduced here.
Lemma 3.9. Let Λ, M ∈ C and v, w ∈ V Λ ⊗ V M . Then
Proof : We first prove a version of this identity for L-operators. Let L(ζ, λ) ∈ End(C 2 ⊗ V Λ (z)) be the L-operator of the evaluation Verma module V Λ (z). We claim that, for any
We have Q 1 0 (µ, τ ) = 1 and Q
These identities follow immediately from the explicit expressions given in [FV2] for the operators
We now extend this result to the general case. We use the intertwining property of
) is uniquely determined up to a factor by the relation
The operators L and L ′ (giving the action of the quantum group on the tensor product by using the coproduct and the opposite coproduct, respectively) are defined by
The R-matrix normalized by the condition R Λ,M (z 1 − z 2 , µ)e 0 ⊗ e 0 = e 0 ⊗ e 0 . In particular, if v = w = e 0 ⊗ e 0 , the claim of the lemma is correct for trivial reasons. We prove the general case by induction: let us suppose that the lemma is proved for v, w of weight Λ + M − 2j, j = 0, . . . , k − 1, k ≥ 1. Now it is known, see [FV2] , that, for generic parameters, the weight space
, and any fixed generic λ. Indeed, if these vectors did not span the weight space, they would be part of a proper submodule, contradicting the irreducibility of the tensor product.
By iterating (12), we obtain
In particular, if v 1 = e 0 ⊗ v, v 2 = e 1 ⊗ w, one has
We turn to the proof of the induction step. Suppose that v, w have weight Λ + M − 2k, and write w = L
In the last step, we used the induction hypothesis. The calculation continues by commuting R with L ′ , and then by bringing L to the right. This last part is similar to the above calculation read backwards, and will not be reproduced in detail. One finally obtains, as desired,
This completes the induction step and thus the proof of the lemma.
Lemma 3.10.
Proof : This is a straightforward consequence of the definition of the difference operators K j , K ∨ j and of Lemma 3.8.
Lemma 3.11. Let f , g be holomorphic functions from C to V Λ .
Proof : The proof of the first identity is given by using Lemma 3.9 to bring the Rmatrices in K j to the left, the translation invariance of the integral to bring Γ j to the left, and 3.10 to commute the resulting K ∨ j ( z + pδ j , τ + p, −p) with α. The proof of the second identity is similar.
We can now complete the proof of Theorem 3.1. Let C j = e πiηΛ j ( l =j Λ l ) and v a function from C to V Λ [0].
3.7. Proof of Theorem 3.4 and Theorem 3.7. Theorem 3.4 can be proven in the same way as Theorem 3.1.
There is however an apparent difficulty: the heat operator involves the Shapovalov form which contains a sum over all components of u, including those that a priori do not have a limit for integer highest weights. The solution is provided by Theorem 2 of [MV] : let us say that I = (i 1 , . . . , i n ) ∈ Z n ≥0 is admissible for Λ if i a ≤ Λ a for all a = 1, . . . , n. Then (a special case of) Theorem 2 states that the components u I,J ( z, λ, µ, τ, p) such that I or J is admissible, are regular functions of the highest weights at Λ for generic values of the other variables. Moreover, Q Λ k (µ, τ ) vanishes if k ≥ Λ, cf. (7), so that the sum appearing in the compatibility condition is effectively restricted to admissible indices.
Theorem 3.7 is proven in the same way as Theorem 3.1 and 3.4. In fact the only property of the integral over µ that is used in the proof is the translation invariance. So the same proof gives the compatibility relation in this case provided the function of µ k on the right-hand side is periodic in k with period 2N. Now u( z, λ, µ, τ, p) is exp(−πiNλµ) times a 2-periodic function of λ and µ. So the exponential factors combine into the expression
Semiclassical limit
We consider here the semiclassical limit of our quantum heat equation in the simplest non-trivial case and show that we do recover the KZB heat equation in this limit. The case we consider is n = 1, with Λ 1 = 2. The qKZB equations for the dependence of z 1 are trivial in this case and we can assume that z 1 = 0. The zero weight space is onedimensional, and we identify it with C using the basis e 1 . Suppose that v η (λ, τ ) is a family of solutions of the qKZB equations with parameters τ, p = −2κη, τ, η, parametrized by η around zero. Assume that v η has an asymptotic expansion
. 2η
Figure 1. The integration cycle γ. The points ±2η are the singularities of the integrand at η = 0. We want to find the equations satisfied by v 0 . For this we expand the qKZB heat equation
around η = 0, setting p = −2κη and keeping τ, κ, λ fixed. The dependence of η of the constant in front of the integral was chosen in such a way that the semiclassical limit exists. The integration path is t → µ = ηt (t ∈ R). The hypergeometric solution u is independent of z in this case and is given by the formula:
The integration cycle γ is depicted in Fig. 1 .
Theorem 4.1. Suppose that v η (λ, τ ) is a family of solutions of (13) with an asymptotic expansion
for some c(τ ) independent of λ.
Proof:
The integral on the right-hand side of (13) has the form
This integral has the asymptotic expansion as η → 0
To compute the various terms of this expression, we first notice that the integration cycle in u is pinched by the singularities as η → 0. The integral defining u can then be expressed as a divergent (as η → 0) part given by 2πi times the residue at t = 2η plus the integral on a cycleγ which stays away from the singularities.
To compute the residue we introduceΩ by
As η → 0,Ω 2η (2η, τ, τ − 2κη) is regular and converges to 1. We then have
From these formulae we can compute the various terms:
Here C 1 (τ ) is some scalar function independent of λ. Using the identity
we see that the right-hand side of (13) is
for some function c(τ ) independent of λ.
Since the first two terms also appear on the left-hand side, the proof is complete.
Conformal blocks
In this section, we introduce, in the simplest case of one marked point, a difference analogue the vector bundle of conformal blocks. We begin by reviewing the differential case. The vector bundle of conformal blocks is, in this case, a vector bundle on the moduli space M 1,1 of genus one curves with one marked point. The projectivization of this vector bundle carries a connection given by the KZB differential operator. We then give a difference analogue of this vector bundle. It has a (discrete) connection, which is now given by the qKZB heat operator T .
5.1. The differential case. Let g be a simple complex Lie algebra with Cartan subalgebra h and root space decomposition g = h⊕⊕ α∈∆ g α . Let the non-degenerate invariant bilinear form ( , ) on g ≃ g * be normalized so that the highest root θ obeys (θ, θ) = 2. Let κ be an integer larger than or equal to the dual Coxeter number h ∨ of g, and Λ ∈ h * be a dominant integral weight, so that (θ, Λ) ≤ κ − h ∨ . Denote by L Λ the irreducible g -module of highest weight Λ.
To these data one associates a holomorphic vector bundle of conformal blocks on the moduli space M 1,1 of genus one complex curves with one marked point [TUY] . Its projectivization carries a canonical flat connection. The fiber over a point may be defined as a space of coinvariants for the Lie algebra of g-valued rational functions on the curve whose poles are at the marked point, acting on the irreducible affine Kac-Moody Lie algebra module of highest weight Λ and level κ − h
∨ . An explicit description [FW] of this bundle, which for our purposes can be taken as a definition, may be obtained by viewing M 1,1 as the quotient of the upper half plane H + by SL(2, Z). We may then regard the vector bundle E κ,Λ of conformal blocks as an SL(2, Z)-equivariant vector bundle over H + . Let L Λ [0] = {v ∈ L Λ | hv = 0} be the zero weight space space of L Λ . It carries a natural linear action of the Weyl group W of g. The fiber of E κ,Λ over τ ∈ H + is then to the space of holomorphic maps v :
, for all λ ∈ h and q 1 , q 2 in the coroot lattice Q ∨ . (ii) v(w · λ) = ǫ(w)w · v(λ) for all w ∈ W , where ǫ : W → {±1} is the homomorphism sending reflections to −1. (iii) For all roots α, x ∈ g α , and integers l ≥ 0, r, s, the map v obeys the vanishing condition
The action of SL(2, Z) on the base may be lifted to an action on the bundle: let 
In other words, they are holomorphic functions v(λ, τ ) on C × p −1 (U) obeying (i)-(iii) for each fixed τ and such that
The projectivization of this vector bundle carries a holomorphic connection, and horizontal sections may be constructed by an elliptic version of hypergeometric integrals [FV1] . We describe here the connection in the case of sl(2, C). If g = sl(2, C) and Λ = mα,
W is the κ + 1-dimensional space of holomorphic even functions obeying (i). Otherwise E κ,2m (τ ) is trivial.
It follows that
The connection on E κ,2m is defined by its covariant derivative Γ(U, E κ,2m ) → Γ(U, E κ,2m )⊗ Ω 1 (U) on local holomorphic sections:
Here ℘ is the Weierstrass elliptic function with periods 1 and τ and
is the Dedekind η-function.
2 In spite of the poles of the ℘ function, this connection is well-defined on E κ,2m as can be seen by noticing that the poles cancel in the expression of the induced connection
The fact that ∇ preserves (i) and (ii) is easily checked.
The connection ∇ is SL(2, Z)-equivariant, in the following sense: if U ⊂ H + is an SL(2, Z)-invariant open set, and g ∈ SL(2, Z), we have the pull-back g
We may extend g * to Γ(U, E κ,2m )⊗ Ω 1 (U) by tensoring with the pull-back of differential forms. Then g * • ∇ = ∇ • g * . Therefore the connection is well-defined on the vector bundle of conformal blocks on M 1,1 .
Example. If m = 0, ∇ is essentially the differential operator of the heat equation. The theta functions
form a basis of Θ κ (τ ) for fixed τ , and obey the heat equation 2πiκ∂ τ θ j,κ = ∂ 2 λ θ j,κ . Moreover, we have θ j,κ (−λ, τ ) = θ −j,κ (λ, τ ). It follows that the functions
form a basis of the space of horizontal sections.
See [FV1] for the case of arbitrary m.
5.2.
The difference case. Let us turn to the difference case (for sl(2, C)). We describe a difference analogue of E Λ,2m , a holomorphic vector bundle E Λ,2m,η on H + which is preserved by the qKZB heat operator. We fix a generic η in the lower half plane.
Guided by the semiclassical analysis of Sect. 4, we suppose that −p/2η = κ is an integer ≥ 2 and consider the qKZB heat operator (8) for n = 1, z 1 = 0, Λ 1 = 2m. We start with the somewhat trivial but instructive case m = 0, and write T κ,0 (τ ) = T (z = 0, τ, p = −2ηκ). Here the qKZB heat operator is
The integral is over the path t → 2ηt, −∞ < t < ∞.
We define E κ,2m=0,η = E κ,0 to be the holomorphic vector bundle of odd theta functions, as in the differential case: the fiber over
This theorem is based on the identity
which gives the action of T κ,0 (τ ) on the basis θ j − θ −j , j = 1, . . . , κ − 1, of Θ κ (τ − 2ηκ).
Let us now turn to the case of general m. To compare with the classical limit we consider the qKZB operator for the quotient v of the dependent function by m j=1 θ(λ + 2ηj, τ ), i.e., we set
where φ m (τ ) is the operator of multiplication by the function λ → m j=1 θ(λ + 2ηj, τ ). Example. If m = 1, the qKZB operator for v is v → T κ,1 (τ )v is
for some c = c(τ, σ) independent of λ, µ. The integration cycle is depicted in Fig. 1 .
Let E κ,2m,η (τ ) be the space of holomorphic functions so that
v(λ), (iii) v is divisible by m j=0 θ(λ − 2ηj, τ ) in the ring of holomorphic functions. Alternatively (and more simply), E κ,2m,η (τ ) is the space of functions of the form m j=0 θ(λ − 2ηj, τ ) ϕ(λ), with ϕ ∈ Θ κ−2m−2 (τ ) W . In particular, E κ,2m,η (τ ) has the same dimension as the space E κ,2m (τ ) appearing in the differential case. Let E κ,2m,η = ∪ τ ∈H + E κ,2m,η (τ ). It is naturally a holomorphic vector bundle over H + .
Theorem 5.2. Let m, κ ∈ Z ≥0 , κ ≥ 2m + 2 and suppose that Im η < 0, Im τ > 0. Then T κ,m (τ ) maps E κ,2m,η (τ − 2ηκ) to E κ,2m,η (τ ).
Proof: This theorem is a corollary of the results of [FV4] . We give here the proof in the simplest case m = 1. The proof of the general case is similar. Let v ∈ E κ,2,η (τ − 2ηκ), and setṽ = T κ,1 (τ )v. Properties (i), (ii) forṽ can be checked straightforwardly, by using the identities θ(λ + 2, τ ) = θ(λ, τ ), θ(λ + 2τ, τ ) = e −4πi(λ+τ ) θ(λ, τ ), θ(−λ, τ ) = −θ(λ, τ ), obeyed by θ and translating the integration variable in the integral over µ. The latter involves moving the integration contour, which presents no problem as the vanishing condition (iii) for v guarantees that the integrand has no poles. Let us check thatṽ is holomorphic and obeys (iii). As the zeros of θ(λ, τ ) are simple and on the lattice Z + τ Z, v is regular except possibly for simple poles at −2η + Z + τ Z. We claim thatṽ vanishes at λ = r + sτ and at λ = 2η + r + sτ for all r, s ∈ Z. Then (ii) implies thatṽ is regular at the points −2η + Z + τ Z (and thus everywhere), and that v is divisible by θ(λ, τ )θ(λ − 2η, τ ).
Sinceṽ obeys (i), it is sufficient to prove the claim for r, s ∈ {0, 1} It follows from (ii) thatṽ(0) = 0 and, in conjunction with (i), alsoṽ(r + sτ ) = 0, r, s ∈ {0, ±1}. For example, we havẽ v(−τ ) = θ(τ + 2η, τ ) θ(τ − 2η, τ )ṽ (τ ) = e −8πiη θ(−τ + 2η, τ ) θ(τ − 2η, τ )ṽ (τ ) = −e −8πηṽ (τ ).
On the other hand, (i) impliesṽ(−τ ) = e −8πiηṽ (τ ), soṽ(τ ) = 0. Let us check thatṽ(2η) vanishes. By using the functional equation (6) for Ω 2η , we obtain V (2η, µ, τ, σ) = c e −πiµ Ω 2η (t, τ, σ) θ(t + 2η, τ )θ(µ + t, σ) θ(t − 2η, τ )θ(4η, τ )θ(t − 2η, σ)θ(µ + 2η, σ) dt = c e −πiµ−4πiη Ω 2η (t + σ, τ, σ) θ(µ + t, σ) θ(4η, τ )θ(t − 2η, σ)θ(µ + 2η, σ) dt = c e −πiµ−4πiη Ω 2η (t, τ, σ) θ(µ + t − σ, σ) θ(4η, τ )θ(t − 2η − σ, σ)θ(µ + 2η, σ) dt = c e πiµ Ω 2η (t, τ, σ) θ(µ + t, σ) θ(4η, τ )θ(t − 2η, σ)θ(µ + 2η, σ) dt
res λ=−2η V (λ, µ, τ, σ).
In this calculation the change of variable t → t − σ was used. For this our choice of t-integration contour is essential, since it implies that one does not encounter poles when one deformes it back to the original position. For general m this identity is part III of Theorem 26 in [FV4] . Thusṽ (2η) = θ ′ (0, τ ) θ(4η, τ ) res λ=−2ηṽ (λ).
But it follows from (ii) thatṽ (2η) = − θ ′ (0, τ ) θ(4η, τ ) res λ=−2ηṽ (λ), soṽ(2η) = 0. The same argument may be applied to 2η + r + sτ with r, s ∈ {0, ±1} (or even for general r, s). We have V (2η + r + sτ, τ, σ) = θ ′ (0, τ ) θ(4η, τ ) e 2πisσ res λ=−2η+r+sτ V (λ, µ, τ, σ).
This implies thatṽ
(2η + r + sτ ) = e −4πiηκs θ ′ (0, τ ) θ(4η, τ ) res λ=−2η+r+sτṽ (λ).
On the other hand, using (ii) and (i) we obtain the same equation but with the opposite sign, so that both sides vanish. Thusṽ(2η + r + sτ ) = 0 andṽ is regular at the potential singularities λ = −2η + r + sτ , r, s ∈ Z.
A more direct reformulation of this theorem is the following. 
