Lessons from HAWC PWNe observations: the diffusion constant is not a
  constant; Pulsars remain the likeliest sources of the anomalous positron
  fraction; Cosmic rays are trapped for long periods of time in pockets of
  inefficient diffusion by Profumo, Stefano et al.
Lessons from HAWC PWNe observations: the diffusion constant is not a constant;
Pulsars remain the likeliest sources of the anomalous positron fraction; Cosmic rays
are trapped for long periods of time in pockets of inefficient diffusion
Stefano Profumo,1, 2, ∗ Javier Reynoso-Cordova,2, 3, † Nicholas Kaaz,1, ‡ and Maya Silverman1, §
1Department of Physics, University of California,
1156 High St. Santa Cruz, CA 95060, United States of America
2Santa Cruz Institute for Particle Physics, 1156 High St. Santa Cruz, CA 95060, United States of America
3 Departamento de F´ısica, DCI, Campus Leo´n, Universidad de Guanajuato, 37150, Leo´n, Guanajuato, Me´xico
Recent TeV observations of nearby pulsars with the HAWC telescope have been interpreted as
evidence that diffusion of high-energy electrons and positrons within pulsar wind nebulae is highly
inefficient compared to the rest of the interstellar medium. If the diffusion coefficient well outside
the nebula is close to the value inferred for the region inside the nebula, high-energy electrons
and positrons produced by the two observed pulsars could not contribute significantly to the local
measured cosmic-ray flux. The HAWC collaboration thus concluded that, under the assumption
of isotropic and homogeneous diffusion, the two pulsars are ruled out as sources of the anomalous
high-energy positron flux. Here, we argue that since the diffusion coefficient is likely not spatially
homogeneous, the assumption leading to such conclusion is flawed. We solve the diffusion equation
with a radially dependent diffusion coefficient, and show that the pulsars observed by HAWC pro-
duce potentially perfect matches to the observed high-energy positron fluxes. We also study the
implications of inefficient diffusion within pulsar wind nebulae on Galactic scales, and show that
cosmic rays are likely to have very long residence times in regions of inefficient diffusion. We describe
how this prediction can be tested with studies of the diffuse Galactic emission.
PACS numbers:
I. INTRODUCTION
The origin of the cosmic radiation and the mechanisms
responsible for cosmic-ray acceleration remain largely,
and in detail, unknown. Over the last few years, the
discovery by the PAMELA (Payload for Antimatter Mat-
ter Exploration and Light-nuclei Astrophysics) detector
that the positron fraction, the ratio of the positron to
positron-plus-electron flux in the cosmic radiation, in-
creases with energy for particle energies greater than
about 10 GeV is especially puzzling [1]. This result
was subsequently confirmed by the Fermi LAT (Large
Area Telescope) [2] and by AMS (the Alpha Magnetic
Spectrometer) [3], with increasingly large and convinc-
ing statistics.
An increasing high-energy positron fraction is puzzling
because in almost any predictive Galactic cosmic-ray
model (see e.g. [4]), secondary-to-primary ratios, such
as the positron fraction, or B/C, must asymptotically
decline with energy – simply as a result of the energy-
dependence of the diffusion coefficient, which, in turn, is
a macroscopic manifestation of the energy dependence of
the Larmor radius. A growing positron fraction is thus
likely a signal that the observed “anomalous” positrons,
whose energy is observed up to almost 1 TeV, are not
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of secondary origin but, rather, are produced as primary
particles.
High-energy positrons and electrons cool very effi-
ciently, both via synchrotron and via inverse Comp-
ton, both processes responsible for a rate of energy loss
quadratic in the energy of the particle. The cooling time
of a TeV positron in the Galaxy is, typically, on the order
of
τe ∼ 3× 105 yr× (1 TeV/Ee).
Cosmic-ray electrons and positrons diffuse in a random-
walk pattern in the magnetic field of the Galaxy. If this
process is described with a uniform diffusion coefficient
D, sources producing TeV positrons observed at Earth
must lie within a distance
d <∼
√
Dτe ∼ 0.5 kpc
for a standard diffusion coefficient [4]
DISM ∼ 3× 1028 cm2/s (Ee/GeV)0.33.
High-energy positrons (and electrons) therefore can only
be produced within a few kpc (at most) sphere of our
Galactic position.
Of the potential sources of high-energy cosmic-ray
positrons and electrons, one stands out as especially in-
triguing: the annihilation of Galactic dark matter (see
e.g. [5–15]): In many microscopic realizations, dark mat-
ter particles can pair annihilate into matter-antimatter
pairs, such as positrons and electrons. The annihila-
tion rate, additionally, can be in some cases associ-
ated with the observed abundance of dark matter. This
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2possibility has received considerable interest ever since
the PAMELA result, but is very tightly constrained by
the fact that no associated signal has been observed in
gamma rays from dark matter annihilation, for exam-
ple, in local dwarf spheroidal galaxies [16] or in nearby
clusters of galaxies [17]
For many years, an alternate, more mundane expla-
nation has also been put forward [5, 18–23, 23]: that
middle-aged (τ ∼ 105 − 106 yr), nearby pulsars could
accelerate, in their magnetosphere and, subsequently, in
the surrounding shock with the interstellar medium, (pri-
mary) electrons and positrons to very high energy. The
energetics of known candidate pulsars, as indicated by
the pulsars’ spin-down luminosity, is in the correct range
to explain the observed excess positrons, as long as (1)
the diffusion coefficient is D ∼ DISM between the pulsar
and Earth, and (2) a fraction of O(10%) of the spin-down
luminosity is injected in positron-electron pairs [20, 23].
Recently, the HAWC (High-Altitude Water
Cherenkov) Observatory confirmed earlier results
from Milagro [24] and HAWC [25] and observed ex-
tended TeV emission surrounding two nearby pulsars,
Geminga and Monogem (PSR B0656+14), among the
candidate sources for the observed anomalous high-
energy positrons [26]. As previously noted in [27], the
spectrum and morphology from TeV gamma-ray obser-
vations can be used to infer features of the underlying
high-energy electron-positron population responsible for
the up-scattering of photons to TeV energies. In fact,
Ref. [27] argued that HAWC observations available at
the time [25] were entirely compatible, and actually
supported, the hypothesis that the observed excess
high-energy positrons originated from nearby pulsars.
The recent HAWC observations [26] provide detailed
information on the spatially extended emission of high-
energy, TeV gamma rays from the pulsar wind neb-
ula (PWN) regions surrounding Geminga and Monogem.
Since hadronic processes are very unlikely given the envi-
ronmental gas density in PWNe [28], the emission traces
the brightness of inverse Compton emission from high-
energy electrons and positrons. As a result of the large
Klein-Nishina suppression for the electron-positron scat-
tering off of high-energy photons, the target photon pop-
ulation is predominantly given by the cosmic microwave
background, with a spatially uniform density distribu-
tion [26]. As a result, the brightness profile of the TeV
emission potentially provides direct information on the
radial distribution of the high-energy electron-positron
population in the observed PWNe.
Following [26], we have also fit the brightness profile
of the TeV emission, and indeed confirmed that (1) the
emission is well fit by a purely diffusive density distri-
bution for the electron and positron population, (2) the
best-fit outward wind value is zero, meaning there is no
evidence for non-diffusive transport outwards, and (3)
the preferred inferred value of the diffusion constant at
the energies of interest is significantly smaller than what
inferred from standard cosmic-ray propagation models.
We also concur with the HAWC analysis that the dif-
fusion coefficient needed to fit the data is significantly
lower than what inferred from hadronic cosmic rays in
the Galaxy [4].
A Bayesian search for best-fit parameters applied to
the GALPROP package [4] indicated that different cos-
mic ray species likely probe very different regions of the
interstellar medium, implying that the standard strategy
of relying on e.g. the Boron-to-Carbon (B/C) ratio to cal-
ibrate propagation parameters might be unreliable [29].
This analysis, however, does not indicate that a differ-
ence in the propagation parameters between leptonic and
hadronic cosmic rays should exist. Rather, it indicates
that homogeneity is likely an incorrect assumption when
large-scale Galactic diffusion is considered. Additional
support for the lack of homogeneity in the diffusive prop-
erties of the interstellar medium comes from magnetohy-
drodynamic simulations [30] and from models of cosmic
ray escape from supernova remnants [31], which generi-
cally indicate an exponential suppression of the diffusion
coefficient inside the expanding cloud around cosmic-ray
accelerators.
The HAWC Collaboration [26] entertained the possi-
bility that the diffusion coefficient inferred from TeV ob-
servations is constant (homogeneous and isotropic) all
the way to Earth. If that is the case, the contribution to
the local flux of cosmic-ray positrons and electrons from
Geminga and Monogem, the two pulsars whose nebulae
were observed in their TeV emission, is highly suppressed
and essentially negligible [26]. Ref. [26] shows that such
conclusion holds for a broad range of choices for the pul-
sar initial spin-down timescale, the energy dependence of
the diffusion coefficient as well as the spectral index and
flux normalization of the injected cosmic rays.
Hooper and Linden [32] argued that the assumption
of isotropic and homogeneous diffusion inside and out-
side the pulsar nebulae is inconsistent with the detection
of high-energy (up to 20 TeV) electrons with H.E.S.S.
[33]. The key argument is that a 20 TeV electron cools
in around tcool ∼ 10, 000 years, and in that time such
particles can only travel on the order of
√
D · tcool which,
for the diffusion coefficient inferred by the HAWC obser-
vations inside the nebulae would indicate the presence of
a high-energy cosmic-ray source within 10-20 pc of the
Sun’s position. Plausible candidates for such a powerful,
nearby source, however, are not known to exist: if such
a source existed, it should in fact be readily detectable
from its high-energy photon emission [32].
Interestingly, previous theoretical studies have sug-
gested that cosmic-ray gradients can induce suppressed
diffusion inside supernova remnants [31]. Alfve´n waves
generated by cosmic rays induce a net force that sup-
presses diffusion near the sites of cosmic-ray acceleration
and, more generally, where cosmic-ray fluxes are larger
[34]. Subsequent studies have elaborated on the role of
non-linear diffusion of cosmic rays generated by mag-
netohydrodynamic turbulence around acceleration sites.
Such turbulence induces an effective diffusion coefficient
3which depends on the cosmic-ray density and is far from
spatially homogeneous [35]. Ref. [36] studies the effect
of cosmic-ray induced inhomogeneity in the diffusion co-
efficient from the gradient in cosmic-ray density induced
by the large particle densities in the disc (“near-source
regions”) versus the much lower densities in the diffusive
halo at large Galactic latitudes; They conclude that the
residence time of cosmic rays in regions of inefficient diffu-
sion in the thick Galactic disk is much larger than simple
estimates based on global grammage such as the boron-
to-carbon ratio. Ref. [37], following the earlier work of
[31], studies in a self-consistent picture the back-reaction
on transport properties of cosmic-ray out-flux from su-
pernova remnants, showing numerically that streaming
instabilities significantly suppress the diffusion coefficient
in regions tens of pc from the acceleration site, and for
timescales, for high-energy cosmic rays of several TeV of
energy, up to millions of years. Finally, ref. [38] studies
observational consequences of the “self-confinement” of
cosmic rays near their acceleration sites on the diffuse
gamma-ray background, using Galactic population mod-
els for supernova remnants. Their conclusion are close to
what Hooper and Linden find: the fraction of volume of
the diffusive halo occupied by pockets of inefficient diffu-
sion is small (less than 1%) if the radius of such pockets
is on the order of 30 pc, although it could be substantial
if the pockets of inefficient diffusion are on the order of
150 pc [32].
In this study, we build on previous theoretical work,
and utilize the HAWC obseravtions to study the ef-
fect of non-homogeneous, non-isotropic diffusion near
cosmic-ray acceleration sites, and to re-assess whether
the HAWC result affects the plausibility of local pulsars
as the culprit for the observed positron excess. Our key
findings are that physically plausible and theoretically
motivated models for the radial dependence of the diffu-
sion coefficient inside and outside the pulsar wind neb-
ulae of Geminga and Monogem likely lead to significant
fluxes of high-energy electrons and positrons from those
sources to Earth. Models of the Galactic pulsar popula-
tion and observationally-backed assumptions on the size
of pulsar wind nebulae with time indicate that Galactic
cosmic rays spend a very significant fraction of their resi-
dence time in inefficient diffusion regions; we discuss and
propose several observational tests that will allow to test
this hypothesis.
The remainder of this work is structured as follows: in
Section II we provide details on the algorithm we use to
solve the 3D diffusion equation and we describe the pa-
rameters and structure of the diffusion models we employ;
in Section III we present our results on the differential
positron flux; in Section IV we discuss the implications
of pockets of inefficient diffusion on large scales and ways
to probe their existence, and, finally, we summarize and
discuss our results in Section V.
II. NUMERICAL SOLUTION OF COSMIC-RAY
DIFFUSION WITH A NON-HOMOGENEOUS
DIFFUSION COEFFICIENT
We describe cosmic-ray diffusion in the Galaxy, as cus-
tomary, through the partial differential equation
∂ψ
∂t
= ~∇ · (D(~x,E)~∇ψ) + ∂
∂E
(P (E)ψ) +Q, (1)
where the unknown function ψ indicates the differential
number of particles in energy and volume (i.e. the dif-
ferential number density in energy), and is a function of
time, position, and energy,
ψ = ψ(t, x, E) =
d4N
dEdV
,
D(~x,E) is the diffusion coefficient, which we take to be
time-independent but spatially inhomogeneous, P (E) de-
scribes energy losses (which we assume homogeneous and
isotropic), and, finally, Q is the injection source term. In
this work we are interested, for simplicity, in point-like
injection sources in time and space, i.e.
Q ∝ δ(~x− ~xo)δ(t− to).
We assume spherical symmetry for the spatial depen-
dence of the diffusion coefficient,
D(~x,E) = D(r, E),
and solve the differential equation in radial shells with a
width such that in each shell i at radius ri the diffusion
coefficient can be considered approximately constant1,
D(ri, E) = Di(E). In each shell, the differential equa-
tion (1) has a known Green’s function [39], which can be
derived as follows:
(i) change ψ → rPf ;
(ii) define T =
∫ Eo
E
1/P (x)dx, i.e. the time it takes
for a particle of initial energy Eo(E) to cool down to an
energy E;
(iii) define τ = T − t, z = T ; and, finally,
(iv) introduce the variable
ui =
∫ z
0
Di(x)dx.
In each spherical shell, steps (i)–(iv) yield a standard one-
dimensional diffusion equation with unit diffusion coeffi-
cient,
∂f
∂u
=
∂2f
∂r2
. (2)
1 We elaborate below on the case of a sudden step-like change in
the diffusion coefficient, which we also consider.
4For spatially constant diffusion coefficients, Eq. (2) has
the following Green’s function, switching back to ψ, valid
for an arbitrary injection spectrum No,
ψ(t, r, E) =
No(Eo)P (Eo)
pi3/2P (E)r3diff
e−r
2/r2diff , (3)
where
r2diff = 4
∫ Eo
E
D(x)/P (x)dx = 4∆u, (4)
and where No(Eo) is the injection spectrum, evaluated
at the energy Eo. The initial injection spectrum here is
assumed to be parametrized by a power law Q ∝ E−α,
possibly with a high-energy exponential cutoff. The so-
lution for a generic initial condition is a convolution in-
tegral of Eq. (3) with the given initial condition. Al-
ternately, the equation can also be solved using Monte
Carlo methods [40]. These methods have the significant
advantage of easily and efficiently generalizing to the case
of non spatially homogeneous diffusion coefficients. We
now describe the numerical procedure we adopt, and pro-
vide details on the numerical accuracies compared to the
Green’s function method in the Appendix.
Our Monte Carlo integration routine is as follows:
First, we inject particles at the pulsar’s location, for
convenience set at the origin of the coordinate system,
with initial energy Eo(E), which we compute from the
integration of a purely quadratic energy loss form for
P (E) = dE/dt (we assume that the relevant processes
are inverse Compton scattering and synchrotron with
P (E) ' PoE2, with Po ∼ 1.02×10−16 GeV/s; notice that
we also implemented Klein-Nishina corrections to the in-
verse Compton energy losses; we found very small effects,
which came at great computational cost; we therefore
neglected such corrections for most of the results shown
below). The resulting initial energy for an electron pro-
duced a time t0 ago is then
Eo(E) =
E
1− PoEto , E ≤ Emax =
1
Poto
, (5)
where Emax indicates the maximal energy attainable for
an electron produced a time t0 ago, and with Eo(E >
Emax) not defined (effectively cutting off the range for
Eo). We assume that the energy dependence of the dif-
fusion coefficient reads
D(E) = Do
(
E
GeV
)δ
, (6)
with typical values of Do ∼ 1028 cm2s−1 and δ = 1/3 as
determined e.g. in Ref. [32, 39, 41].
Notice that for the specified functional forms for the
diffusion and energy loss functions, it is straightforward
to analytically compute, for a given injection time to, the
corresponding rdiff(E) for E < Emax = 1/(Po to), which
reads
r2diff(E) =
4Do
Po
Eδ−1
1− δ
(
1− 1
(1− PoEto)δ−1
)
. (7)
The maximal diffusion radius corresponds to the max-
imal energy for a burst-like injection at time to, i.e.
Emax = 1/(Poto), and reads
r2diff, max =
4Do
Po
(Poto)
1−δ
1− δ . (8)
For a given initial and final energy, the spatial evolu-
tion of the particle is simulated via a Brownian random
walk of diffusion radius rdiff , where the diffusion radius is
calculated using the diffusion coefficient corresponding to
the particle’s initial location [42]. The particle position
is then evolved in each spatial dimension (~x)k, k = 1, 2, 3
in Cartesian space according to the prescription
(~x′)k = (~x)k + η
(
2
√
∆ui
)
, (9)
where the subscript i labels the spherical shell i with
constant diffusion coefficient Di corresponding to the
particle’s initial position ~x, and where η is a random
number generated from a normal distribution with mean
µ = 0 and width σ = 1. The procedure is then re-
peated Nsteps >∼ 103 times, the precise value depending
on the initial and final energy, and the distance from the
origin of the particle’s final position, |~xf | is stored in ra-
dial bins. For each energy, the algorithm is repeated for
Nparticles >∼ 104 particles until numerical convergence for
the radial density profile is achieved.
The validity of the use of a Gaussian kernel (corre-
sponding to the Green’s function of the spatially ho-
mogeneous diffusion coefficient case) is a general result
of Itoˆ calculus for the general Fokker-Planck advection-
diffusion equation with non-constant coefficients [40, 42];
the validity of evolving the system via a Gaussian kernel
holds for sufficiently small “time” steps in the numerical
evolution of the diffusing particles. Therefore, the valid-
ity of our approach depends on the ratio of the length
scale associated with homogeneous diffusion over a time-
step ∆t, i.e.
∆hom ∼
√
D∆t,
and the length scale associated to the spatial variation of
the diffusion coefficient in the radial direction,
∆non−hom ∼ |∂D/∂r|∆t.
The ratio ∆non−hom/∆hom  1 corresponds to the re-
quirement of the time step being ∆t D/|∂D/∂r|2. We
set Nsteps above such that this criterion applies, with the
exception of a step-like jump in D(r). In the latter case,
we simply evolve the particles according to the relevant
diffusion coefficient within and beyond the discontinuity,
where the solution to the diffusion equation is exact, and
rely, at the boundary, on the fact that the Monte Carlo
diffusion algorithm automatically ensures particle num-
ber and flux conservation, preventing artificial spurious
production or destruction of the diffusing particles.
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FIG. 1: The diffusion length rdiff(E), for E < Emax =
1/(Po to) (see Eq. (4) and (7)) for electrons/positrons, for
different choices for the diffusion constant, for a pulsar of age
to = 3.42 × 105 yr (the characteristic age of Geminga). A
larger diffusion constant allows for larger distances, while a
low diffusion constant barely allows any of the particles to
escape the PWN region (shaded green).
As explained in the Introduction, the recent HAWC
observations indicate inefficient diffusion in the two ob-
served pulsar wind nebulae, with a preferred value for the
diffusion coefficient inside the Geminga PWN at 100 TeV
of 3.2+1.4−1.0 × 1027 cm2s−1 and inside the Monogem (PSR
B0656+14) PWN of 15+49−9 ×1027 cm2s−1 [26], to be con-
trasted with a putative diffusion coefficient for the inter-
stellar medium (ISM) at large from GALPROP2 analyses
[4], at the same energies, of about 1030 cm2s−1; HAWC
therefore indicates a suppression of the diffusion coeffi-
cient of a factor between 200-500 (Geminga) and (15-150)
inside the PWN compared to the ISM large-scale value.
Such inefficient diffusion yields strongly suppressed dif-
fusion lengths, which following the Green’s function so-
lution can be defined as in Eq. (4). We plot in Fig. 1
the diffusion length rdiff(E) as a function of energy for
E < Emax = 1/(Po to), for three choices of the normal-
ization of the diffusion coefficient Do (defined as in Eq.(6)
and thus here corresponding to the value at 1 GeV of en-
ergy) of Do = 200, 10, 0.7×1026 cm2s−1, for a burst-like
injection occurring at a time to = 3.42×105 yr (the char-
acteristic age of Geminga) in the past. The vertical axis
indicates the distance from the pulsar. The curves on
2 http://galprop.stanford.edu/
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FIG. 2: The radial dependence of the diffusion coefficient
we assume in our study. The plot shows the dependence on
position of the coefficient for rT = 30 pc and different values
for δ.
the plot are readily understood from Eq. (7). The max-
imal diffusion length, independent of Do, corresponds to
roughly TeV energies for a pulsar of Geminga’s age. This
is in accordance with the analytical expression given in
Eq. (8) above.
Our figure illustrates that for values of the diffusion
coefficient close to what indicated by the HAWC obser-
vations, Do ∼ 0.7 × 1026 cm2s−1, the diffusion length of
the injected cosmic-ray electrons and positrons is barely
larger than the physical size of the PWN (we shade here
only to guide the eye the region at distances smaller than
20 pc as indicative of those distances likely still within the
PWN). For intermediate diffusion coefficients the diffu-
sion length is shorter than the distance separation to the
Earth (but large enough that a non-trivial flux at Earth
of cosmic rays injected from the pulsar is expected) and,
finally, for values of Do close to those inferred by global
cosmic-ray data the Earth is well within the diffusion
length for a large interval of energies.
The outcome of the HAWC collaboration hypothesis
that the diffusion coefficient inside and outside the PWN
is constant, is therefore entirely unsurprising. However,
as explained above, such hypothesis is also unrealistic and
theoretically unmotivated. Here, we thus model different
diffusive mediums with a simple model where within a
few parsecs from the PWN particles experience inefficient
diffusion, at the levels observed indirectly by HAWC, fol-
lowed by a transition from the low diffusion to a high
diffusion regime, with a diffusion constant close to the
global ISM values.
We assume for simplicity spherical symmetry (unlike
for example what assumed in Ref. [36, 38] which also ex-
plored spatially dependent diffusion constants but with
variations in the axial z direction) and we explore two
possibilities for the functional form of the radial depen-
dence: either the transition is sudden, and modeled by
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FIG. 3: The positron spectrum computed using the Monte
Carlo algorithm described in section II for multiple choices
for the radial dependence of the diffusion constant. We also
show the AMS-02 measurement of the positron flux. We use
the parameters appropriate for the Geminga pulsar, i.e. t =
342000 yr, r = 250 pc α = 2.34, and D1 = 3.86× 1026cm2s−1
and D2 = 3.86× 1028cm2s−1.
the Heaviside function θ(r), or the transition is smooth;
in this latter case we parametrize the radial dependence
through an arctan, tan−1(r) functional form. In sum-
mary, we assume the following two functional forms:
Dθ(r) = D1θ(rT − r) +D2θ(r − rT ) (10a)
DT(r) = D1 +
(D2 −D1)
pi
(
tan−1
(
r− rT
δ
)
+
pi
2
)
,
(10b)
where rT stands for the distance from the PWN at which
the transition takes place, D1 and D2 are the diffusion
constants in medium 1 and 2 respectively and δ is the
width of the transition in the case of it being “smooth”.
We display our choices for the radial dependence of the
diffusion coefficient in Fig. 2. Naturally, for δ → 0 the
two functional forms converge – a fact we use to cross-
check our numerical results.
III. RESULTS: COSMIC RAY POSITRONS AND
ELECTRONS FROM THE GEMINGA PULSAR
We solve Eq. (1) using the MC method described above
to compute the spectrum at Earth of cosmic rays injected
by a single pulsar with a spatially dependent diffusion
coefficient. For reference, we focus our study on the case
of the Geminga pulsar, and employ a characteristic age of
t = 3.42× 105 yr, a distance to the pulsar r = 250 pc, an
initial injection power-law spectrum of α = 2.34, and a
total energy released equal to 11×1048ergs, in agreement
with what extrapolated by the HAWC analysis.
Our main results are shown in Fig. 3–5. Fig. 3
shows the positron flux at Earth computed for different
choices for the radial dependence of the diffusion coeffi-
cient. Here, we use a diffusion coefficient inside the PWN
which is a factor of 100 smaller than outside. We also
show the positron flux as measured by AMS-02 [3]. The
black dashed line indicates the case of no spatial varia-
tion in the diffusion coefficient. The blue and read lines
have a step-function transition at 30 and 50 pc from the
pulsar, respectively, while the green and dark blue lines
show the arctan functional form with a broader and nar-
rower transition region of 5 and 1 pc, respectively; in
both cases we assume rT = 30 pc.
The figure clearly shows how a very significant high-
energy flux of positrons is to be expected from e.g.
Geminga if indeed diffusion transitions from an ineffi-
cient region in the nebula to values typical of the ISM
30 to 50 pc away from the pulsar. The precise spec-
trum depends, as expected, on the details of the radial
dependence of the diffusion coefficient, as well as on the
precise location of the transition region. We find for ex-
ample that a more extended inefficient diffusion region,
besides the obvious overall suppression of the flux (in our
case study of around a factor 2 going from 30 to 50 pc
radius), also enhances the fluxes of higher-energy parti-
cles – a consequence of the energy-dependent diffusion
length we show in Fig. 1. A “smooth” transition tends
to populate lower-energy particle fluxes versus a sharper
transition, as visible comparing the 5 and 1 pc widths
of the arctan cases, and also the arctan cases versus the
sharp transitions.
An additional notable feature of fig. 3 is that for the
same total energy injected in electrons and positrons,
generally it is not true that a region of inefficient dif-
fusion around the pulsar suppresses the flux at Earth.
Rather, we find that for several choices for the radial
dependence of the diffusion coefficient, the positron flux
from Geminga is actually enhanced compared to a uni-
form, large diffusion coefficient.
We explore and explain this feature by studying, in
fig. 4, the integrated flux for different energy ranges as
a function of distance. We can appreciate from these
plots how the positron number density between 100 GeV
and 1000 GeV is higher than the constant diffusion case,
as we find in the spectral plot. Our interpretation of
these results is that the positrons in a high diffusion con-
stant region reach further distances than the case where
a transition is present: Positrons that were injected in
a low diffusion constant region are effectively “trapped”
until later times and thus, when they reach the high dif-
fusion region, they do not have enough time to effectively
diffuse. The greater the distance at which the transition
happens, the more the spectrum resembles that of the
low diffusion constant.
Fig. 5 provides evidence that a pulsar interpretation
of the anomalous positron fraction is perfectly consistent
with inefficient diffusion around PWNe. The figure uti-
lizes a transition region with a steep transition profile
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and of transition radius 35 pc, and an assumed fraction
of the pulsar spin-down luminosity converted to electron-
positron pairs consistent with the power inferred by the
TeV observations of HAWC, i.e. around 40% [26]. We
also show a standard secondary positron flux (light blue),
and the sum of the positrons from secondary processes
plus those from Geminga. The figure clearly shows that
with a radially dependent diffusion coefficient positrons
from Geminga can dominate the positron flux measure
at Earth and give an acceptable fit to the data (notice
that for simplicity and for the sake of clarity we do not
include additional pulsars, which certainly contribute to
the high-energy positron flux as well, see e.g. [27]).
IV. MACROSCOPIC EFFECTS OF
INEFFICIENT DIFFUSION IN PWNE
In this section we quantify the degree to which the
implied inefficient diffusion coefficient inside PWNe,
DPWN ∼ 10−2DISM affects cosmic ray diffusion in the
Galaxy at macroscopic scales. While we postpone de-
tailed simulations and observational tests for future work,
here we employ observationally-motivated relations be-
tween the PWN radius, RPWN, and the pulsar charac-
teristic age, τc from the Australia Telescope National Fa-
cility (ATNF) catalogue of Galactic pulsars3, to infer the
total volume in the Galactic diffusive halo where ineffi-
cient diffusion is expected, VPWN.
PWNe are generated within the supernova remnants
accompanying the birth of pulsars, and here we intend
to estimate their radial size evolution as a function of
time. We consider three distinct phases of the evolu-
tionary stages of the PWNe following the procedure of
Ref. [43]. Initially, we assume constant energy output
E˙ ∼ E˙0 while t < τ0, where t is the age of the pulsar and
τ0 is the initial spin-down time scale of the pulsar. Dur-
ing this stage, the pulsar is surrounded by the un-shocked
ejecta of the surrounding SNR and the PWN expands at
supersonic speeds.
As the surrounding SNR accumulates matter from the
ISM, the SNR ejecta are decelerated, triggering an in-
ward moving reverse shock in the SNR which will then
collide with the expanding PWN, causing the expansion
of the PWN to slow down. This stage occurs at some
reverse-shock interaction time, trs.
After this dynamical period of collision between the
PWN and SNR reverse-shock, the PWN again steadily
3 http://www.atnf.csiro.au/people/pulsar/psrcat/
8expands, making the assumption trs > τ0; at this stage it
is no longer warranted to take E˙ ∼ E˙0, and thus the ex-
pansion slows down further. It should be noted that this
is a simplified model of PWNe radial evolution; a more
detailed picture of the evolution can be found in [44].
Finally, we use here the following equations to estimate
RPWN as a function of time:
RPWN(t) ∝
 t
6/5, for t ≤ τ0
t, for τ0 < t ≤ trs
t3/10, for t > trs,
where t, τ0, and τc are related via the following equation
[44]:
τc ≡ P
2P˙
= (τ0 + t)
n− 1
2
, (11)
P being the spin period, n is the braking index of the
pulsar, τ0, trs, and these values are listed in [43].
The volume of each putative PWN was calculated and
then summed to derive the total volume of PWNe in
the Milky Way, VPWN. We note that it was necessary
to account for overlapping PWNe, and so when the vol-
umes were summed, each contiguous region of connected
PWNe was checked. If a PWN was isolated, the volume
could be calculated in the simple case just using its ra-
dius. If two PWNe were connected, their volumes were
summed analytically and the overlap region was sub-
tracted to avoid double counting. To account for regions
with 3 or more overlapping PWNe, a mesh subdivided
into small cubes was created for each contiguous region.
We checked these cubes to mark which fall within the
radii of one of the PWNe, and the total volume was then
estimated by summing these. The net PWNe volume as
a function of characteristic age cut off is plotted in Fig.
6.
At the time of our sampling from the ATNF catalogue,
69.4% of pulsars had the necessary published values to
estimate the volumes of their PWNe, leaving us a total
sample of 1830 pulsars. To account for the incomplete-
ness, we referred to previous works where a distribution
of pulsars as a function of the center of the Galaxy has
been suggested [45]; to estimate the total number of pul-
sars in the Galaxy, we then integrated their radial distri-
bution:
ρ(R) = A
(
R+R1
R +R1
)a
exp
[
−b
(
R−R
R +R1
)]
, (12)
where ρ(R) is a cylindrical surface density with constants
A = 37.6 ± 1.9 kpc−2, a = 1.64 ± 0.11, b = 4.01 ± 0.14,
R1 = 0.55 ± 0.10 kpc, and R = 8.5 kpc, where R is
the Sun-Galactic Center (GC) distance. Ref. [45] de-
rives the functional form of this distribution by sampling
the radial distribution of pulsars in the ATNF catalogue,
excluding binary, recycled (P˙ < 10−17), globular clus-
ter and Large and Small Magellanic Cloud pulsars. At
the time, this included 1254 pulsars in total. Correction
factors to relate this observed distribution to the total
distribution of pulsars in the Milky Way accounted for
direction-dependent K(l) and distance-dependent K(r)
selection effects:
ρ(r,R, l(r,R)) = K(l)K(r)ρo(r,R, l(r,R)), (13)
ρo being the observed surface density of pulsars, r and
R the heliocentric and galactocentric radii (respectively),
and l being the Galactic longitude. Direction-dependent
selection effects are accounted for by estimating the effect
of background radiation on survey sensitivity as a func-
tion of l. Distance-dependent selection effects account for
minimum detectable flux and pulse broadening, scatter-
ing and scintillation. Integrating (12) gives a total pulsar
number of (24± 3)× 103. Accounting for a mean beam-
ing fraction of 〈f〉 ∼ 0.10 [46], the total pulsar number
is (240± 30)× 103. Fig.6 shows the uncorrected baseline
model with standard deviation as well as the model of
the corrected volume (with and without accounting for
beam fraction).
Simpler estimates of the volume fraction of inefficient
diffusive regions have been made in the past. For ex-
ample, Hooper and Linden [27] used one putative sin-
gle value for the typical size of PWNe of 30 pc, and a
typical supernova rate for the Galaxy (0.03 per year) to
infer that, for a 20 kpc radius and 200 pc half-height
for the diffusion region, the total fraction of inefficient
diffusion volume is of about 0.007, or about 3.5 kpc3.
This estimate is entirely consistent with our estimates,
which indicate similar volumes for the baseline model
corrected with beaming effects, for a characteristic age
up to roughly 1 Myr.
What is the impact of pockets of inefficient diffusion
in the Galaxy, and which diagnostics can be used to de-
tect them? Ref. [38] addressed this question by study-
ing the diffuse gamma-ray emission resulting from cosmic
rays trapped for longer-than-usual times inside the “near-
source region” where they were accelerated; inelastic col-
lisions of cosmic-ray protons with nuclei in the interstellar
medium leads via neutral pion decay to a possibly signif-
icant gamma-ray emission from these “halos” with large
self-contained cosmic-ray populations. Ref. [38] then pro-
ceeds to studying the integrated diffuse gamma-ray emis-
sion in various angular regions. The key issue with this
diagnostic is that the emission is basically indistinguish-
able, spectrally or morphologically, from other sources of
diffuse emission; for example, in Ref. [47, 47] it was shown
how models of the diffuse emission with an enhanced
cosmic-ray source population tracing regions of hypothet-
ically large star formation provide a better global fit to
the observed Galactic diffuse gamma-ray emission; such
a contribution would be likely highly degenerate with the
extended halos considered in Ref. [38]
Before we turn to the observational tools we propose
to test whether or not cosmic rays undergo inefficient
diffusion near their acceleration sites, we shall discuss
first the typical confinement times in these regions (no-
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tice that Ref. [38] also discusses escape times, albeit in a
completely different diffusion scheme, see their figure 2).
We notice that since the mean free path for a particle in
the diffusive regime is of the order
〈L〉 ∼
√
D · t,
the ratio of the residence time for cosmic rays in the
diffusive regime inside inefficient diffusion regions to that
inside the rest of the ISM, is of the order
tPWN
tISM
∼
( 〈V 〉PWN
〈V 〉ISM
)2/3
DISM
DPWN
∼ 102
( 〈V 〉PWN
〈V 〉ISM
)2/3
(14)
Thus, for effective diffusive volumes up to 1,000 times
larger than our estimated inefficient diffusion volume,
cosmic rays in the diffusive regime would spend more
time inside regions of inefficient diffusion than elsewhere.
For a diffusive halo of total volume
〈V 〉ISM ' 2500 kpc3
(
Rh
20 kpc
)2(
zh
1 kpc
)
(15)
this means that for 〈V 〉PWN >∼ 2.5 kpc3 cosmic rays are
likely to spend more time trapped within acceleration
sites than in the ISM at large. From our fig. 6 this, in
turn, corresponds to very likely PWN sizes, correspond-
ing to pulsar ages (for our baseline model corrected for
incompleteness, and with beaming corrections) near ap-
proximately few ×106 yr of age, thus close to the age of
the observed TeV halos of Geminga and Monogem [26].
We note that the size of the diffusive halo height as
determined from studies of Galactic magnetic fields [48],
from diffuse gamma-ray observations [49], radio obser-
vations [50–52], and secondary-to-primary ratios [53] is
typically larger than the reference value we employ above
(zh ∼ 1 kpc), and is in fact larger than at least 4 kpc [53]
with typical values around 10 kpc [49, 52]. However,
such large values are only relevant for cosmic-ray species
which loose energy inefficiently, such as hadronic cosmic
rays, and which thus indeed sample large swaths of the
diffusive halo during their residence time. For cosmic-
ray electrons, instead, as illustrated in our fig. 1, the
effective diffusion length is always below 1 kpc, even for
very large diffusion coefficient choices (notice that this
statement depends on the age of the pulsar under con-
sideration, according to Eq. (8); for the largest diffusion
coefficient we consider here, the maximal diffusion radius
corresponds to 0.8 kpc for pulsars of age to = 10
6 yr and
to 1.7 kpc for pulsars of age to = 10
7 yr, the largest
characteristic age we consider in fig. 6); in turn, this im-
plies that cosmic-ray electrons do not travel further than
around 1− 2 kpc from their acceleration sites, which lie
dominantly on the Galactic disk, at z ∼ 0. The effective
diffusive halo for cosmic-ray electrons is thus at most of
height zh <∼ 1− 2 kpc. As indicated, for hadronic cosmic
rays this does not hold; however, any observational diag-
nostic relevant here (to be discussed below) depends on
inelastic processes that require large gas densities; such
regions (those with enough target gas density) lie also
at very low Galactic latitudes, hence, again, the effective
diffusive halo is much smaller than what would implied
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by zh ∼ 10 kpc.
How can this prediction be tested? The key observ-
ables are related to indirect probes of high-energy cosmic
rays, such as for example synchrotron and inverse Comp-
ton energy losses of high-energy electrons and positrons,
or inelastic hadronic processes producing neutral pions.
If high-energy cosmic rays indeed spend a significant
amount of time in relatively small pockets of inefficient
diffusion, they will proportionally lose appreciably more
energy in those environments than in the standard case
with homogeneous diffusion. As a result, an appropriate
diagnostic would consist of a study of the clustering scales
of emission at the relevant wavelengths (ranging from ra-
dio for synchrotron emission, to X-ray, to soft and hard
gamma rays for inverse Compton). The relevant angular
scales are of the order of
θ ∼ RPWN
dPWN
, (16)
and thus range from around 5 degrees in the case of the
PWN observed by HAWC, down to O (0.5◦) for pulsars
near the center of the Galaxy.
The prediction for this model thus consists of signifi-
cantly greater emission power on physical scales of the
order of PWN sizes, and on angular scales extending
from 0.1 to several degrees, as well as a brighter emis-
sion in the Galactic regions where more abundant popu-
lations of PWNe are present. The emission is expected
over a broad range of frequencies, from very high energy
gamma rays, down to soft gamma rays, X-rays, and radio
frequencies. The diagnostic will consist of, for instance,
calculating the angular power spectrum predicted for sig-
nificant emission from PWN (utilizing both the ATNF
pulsar catalogue and corrections thereof) and following
the procedure outlines in Ref. [54] to constrain dark mat-
ter emission. A similar procedure was used to describe
how to constrain decaying dark matter emission at X-ray
frequencies with eROSITA in Ref. [55]
In addition to the angular power spectrum, other pos-
sible diagnostics include (i) a wavelet analysis, as pio-
neered again for the case of the diffuse gamma-ray emis-
sion in Ref. [56] and there used to distinguish the cluster-
ing properties of millisecond pulsars versus dark matter,
or (ii) using metrics like the flux probability density func-
tion which Ref. [57] utilized to distinguish uniform from
non-uniform diffuse emission in the gamma-ray sky. At
present, all of the outlined methods are under investiga-
tion in their application to the problem of disentangling a
contribution from in source, “trapped” cosmic-ray emis-
sion from the diffuse emission.
V. DISCUSSION
In this work we have explored the possibility of a non-
homogeneous medium through which cosmic rays dif-
fuse in the vicinity of their acceleration sites as a so-
lution to the low diffusion coefficient inferred by the
HAWC Collaboration [26] compared to what inferred
from global fits to Galactic cosmic-ray data [4]. We
have implemented a numerical solution to the prob-
lem of spherically-symmetric diffusion with a radially-
dependent diffusion coefficient, which consists of a Monte
Carlo integration. We validated our numerical proce-
dure against known analytical solutions in the appropri-
ate limits, and we then proceeded with the exploration of
a variety of functional forms for the transition from low
to high efficiency in the cosmic-ray diffusion away from
their injection sources.
We found that (i) the sharper the transition from ineffi-
cient to efficient diffusion, the more abundant the asymp-
totic relic population of high-energy cosmic rays; (ii) for
the specific case of Geminga, the flux of cosmic rays pre-
dicted by scenarios of inefficient-to-efficient diffusion ver-
sus uniformly efficient diffusion, with the same injected
flux, can actually be larger, especially at higher energies;
(iii) the location of the transition region from inefficient
to efficient diffusion significantly affects the asymptotic
cosmic-ray spectrum, with a larger suppression of low-
energy cosmic rays for larger transition radii; (iv) there
exist several realization of radially-dependent diffusion
from Geminga or Monogem that suitably explain the
excess high-energy positron flux at Earth as originating
from those nearby, middle-aged pulsars.
We then proceeded to estimate and discuss the global
implications for Galactic cosmic-ray transport of the exis-
tence of pockets of inefficient diffusion around cosmic-ray
accelerator. We showed a data-driven approach, based on
the ATNF pulsar catalogue and on completeness correc-
tions thereof, and on observationally and theoretically
motivated models for the physical size of pulsar wind
nebulae, to estimate the total Galactic volume with in-
efficient diffusion. We showed that such volume is likely
at least 1% of the Galactic diffusive halos, and possibly
larger. If this is the case, we argued that cosmic rays
spend most of their residence time inside inefficient dif-
fusion regions.
We proposed several observational diagnostics to vali-
date our findings, which essentially plan to utilize a study
of diffuse emission power on the angular scales relevant
for the expected size of regions of inefficient diffusion,
ranging from a fraction of a degree to several degrees in
the sky.
In conclusion, the key lesson from the HAWC results
[26] is evidence that diffusion is not homogeneous in
the Galaxy, and that cosmic-ray diffusion is inefficient
inside pulsar wind nebulae; this is not an unexpected
result, and it had been anticipated by several theoretical
studies on self-generated turbulence inside cosmic-ray
acceleration sites [31]. Unlike what claimed in Ref. [26],
we showed that for several choices for the transition
from inefficient to efficient diffusion, nearby pulsars
such as Geminga are likely very significant contributors
to the local high-energy positron flux. An important
implication of the HAWC results is that likely cosmic
rays spend most of their Galactic residence time inside
11
hypothetical inefficient diffusion regions. We outlined
observational methods to test this possibility which
include studying the angular power spectrum of diffuse
emission at a variety of wavelengths, wavelet analyses,
and non-Poissonian photon statistics.
Note Added. During the final stages of this work,
Ref. [58] appeared, which deals with a toy model of
a two-zone diffusion coefficient and a semi-analytic
solution consisting of simple matching of boundary
conditions; the results of Ref. [58] agree with ours when
directly comparable, which is limited to the case when
the diffusion coefficient has a step-like discontinuity.
Appendix A: Results of the Monte Carlo Simulation
As described in Section II, we used a Monte Carlo
(MC) algorithm to solve the 3D diffusion equation by
using a Box-Muller transformation. In order to test our
method we solved the equation and compared it with the
analytical very well known solution Eq. 3. Since the MC
method is purely stochastic, we computed the 1σ error
for the points generated. The results are presented in
Fig. 7 for the values of the diffusion regime used through
this work. In the figure, the dashed lines indicate the
analytical solution for a delta-function injection source,
while the blue and red data points show the results
of our MC method. The numerical accuracy of our
algorithm is clearly very high.
Acknowledgements
We would like to thank Nicolas Fernandez for helpful
discussions. This work was funded by a UCMEXUS-
CONACYT collaborative project. SP is partly sup-
ported by the U.S. Department of Energy grant number
de-sc0010107. JR acknowledges financial support from
CONACYT and CONACYT project 182445.
[1] O. Adriani et al. (PAMELA), Phys. Rev. Lett. 105,
121101 (2010), 1007.0821.
[2] M. Ackermann et al. (Fermi-LAT), Phys. Rev. D82,
092004 (2010), 1008.3999.
[3] M. Aguilar, G. Alberti, B. Alpat, A. Alvino, G. Am-
brosi, K. Andeen, H. Anderhub, L. Arruda, P. Azzarello,
A. Bachlechner, et al. (AMS Collaboration), Phys. Rev.
Lett. 110, 141102 (2013), URL https://link.aps.org/
doi/10.1103/PhysRevLett.110.141102.
[4] A. W. Strong and I. V. Moskalenko, Astrophys. J. 509,
212 (1998), astro-ph/9807150.
[5] I. Cholis and D. Hooper, Phys. Rev. D88, 023013 (2013),
1304.1840.
[6] L. Bergstrom, T. Bringmann, and J. Edsjo, Phys. Rev.
D78, 103520 (2008), 0808.3725.
[7] M. Cirelli and A. Strumia, PoS IDM2008, 089 (2008),
0808.3867.
[8] A. E. Nelson and C. Spitzer, JHEP 10, 066 (2010),
0810.5167.
[9] N. Arkani-Hamed, D. P. Finkbeiner, T. R. Slatyer, and
N. Weiner, Phys. Rev. D79, 015014 (2009), 0810.0713.
[10] I. Cholis, D. P. Finkbeiner, L. Goodenough, and
N. Weiner, JCAP 0912, 007 (2009), 0810.5344.
[11] R. Harnik and G. D. Kribs, Phys. Rev. D79, 095007
(2009), 0810.5557.
[12] P. J. Fox and E. Poppitz, Phys. Rev. D79, 083528 (2009),
0811.0399.
[13] M. Pospelov and A. Ritz, Phys. Lett. B671, 391 (2009),
0810.1502.
[14] J. D. March-Russell and S. M. West, Phys. Lett. B676,
133 (2009), 0812.0559.
[15] S. Chang and L. Goodenough, Phys. Rev. D84, 023524
(2011), 1105.3976.
[16] M. Ackermann et al. (Fermi-LAT), Phys. Rev. Lett. 107,
241302 (2011), 1108.3546.
[17] M. Ackermann et al. (Fermi-LAT), Astrophys. J. 717,
101 102 103
E [GeV]
10 2
10 1
100
101
102
E3
dN dE
 G
eV
2 m
2 s
1 s
r
1
t=34200 yr 
 r=250 pc
Do = 0.7 × 1027cm2s 1
Do = 2 × 1028cm2s 1
MC Do = 0.7 × 1027cm2s 1
MC Do = 2 × 1028cm2s 1
FIG. 7: The accuracy of the Monte Carlo Method. The
dashed lines represent the analytical solution of the diffusion
equation in the case of a δ-like initial injection, the blue and
red points were generated through the MC simulation as de-
scribed in section II. The error bars displayed the probability
of finding the point 1σ away from the true value. The results
indicate that our algorithm is in good agreement with the
analytical solutions.
L71 (2010), 1006.0748.
[18] D. Hooper, P. Blasi, and P. D. Serpico, JCAP 0901, 025
(2009), 0810.1527.
[19] H. Yuksel, M. D. Kistler, and T. Stanev, Phys. Rev. Lett.
103, 051101 (2009), 0810.2784.
[20] S. Profumo, Central Eur. J. Phys. 10, 1 (2011),
0812.4457.
[21] D. Malyshev, I. Cholis, and J. Gelfand, Phys. Rev. D80,
12
063005 (2009), 0903.1310.
[22] D. Grasso et al. (Fermi-LAT), Astropart. Phys. 32, 140
(2009), 0905.0636.
[23] T. Linden and S. Profumo, Astrophys. J. 772, 18 (2013),
1304.1791.
[24] A. A. Abdo et al., Astrophys. J. 700, L127 (2009), [Er-
ratum: Astrophys. J.703,L185(2009)], 0904.1018.
[25] A. U. Abeysekara et al., Astrophys. J. 843, 40 (2017),
1702.02992.
[26] A. U. Abeysekara et al. (HAWC), Science 358, 911
(2017), 1711.06223.
[27] D. Hooper, I. Cholis, T. Linden, and K. Fang, Phys. Rev.
D96, 103013 (2017), 1702.08436.
[28] F. Paresce, Astronomical Journal 89, 1022 (1984).
[29] G. Jo´hannesson et al., Astrophys. J. 824, 16 (2016),
1602.02243.
[30] H. Yan and A. Lazarian, Astrophys. J. 614, 757 (2004),
astro-ph/0408172.
[31] M. A. Malkov, P. H. Diamond, R. Z. Sagdeev, F. A.
Aharonian, and I. V. Moskalenko, Astrophys. J. 768, 73
(2013), 1207.4728.
[32] D. Hooper and T. Linden, Submitted to: JCAP (2017),
1711.07482.
[33] H. Abdalla et al. (H.E.S.S.) (2017), 1709.06442.
[34] A. Achterberg, Astronomy and Astrophysics 98, 195
(1981).
[35] V. S. Ptuskin, V. N. Zirakashvili, and A. A. Plesser, Adv.
Space Res. 42, 486 (2008).
[36] M. D’Angelo, P. Blasi, and E. Amato, Phys. Rev. D94,
083003 (2016), 1512.05000.
[37] L. Nava, S. Gabici, A. Marcowith, G. Morlino, and V. S.
Ptuskin, Mon. Not. Roy. Astron. Soc. 461, 3552 (2016),
1606.06902.
[38] M. D’Angelo, G. Morlino, E. Amato, and P. Blasi, Mon.
Not. Roy. Astron. Soc. 474, 1944 (2018), 1710.10937.
[39] A. M. Atoyan, F. A. Aharonian, and H. J. Vo¨lk, Phys.
Rev. D 52, 3265 (1995), URL https://link.aps.org/
doi/10.1103/PhysRevD.52.3265.
[40] N. Ikeda and S. Watanabe,
Partial Differential Equations of Mathematical Physics and Integral Equations
(Englewood Cliffs, NJ: Prentice-Hall, 1988).
[41] J. Feng and H.-H. Zhang, Eur. Phys. J. C76, 229 (2016),
1504.03312.
[42] L. C. G. Rogers and D. Williams,
Diffusions, Markov Processes and Martingales, 2nd Ed.
(New York: Wiley, 1994).
[43] H. Abdalla et al. (H.E.S.S.) (2017), 1702.08280.
[44] B. M. Gaensler and P. O. Slane, Ann. Rev. Astron. As-
trophys. 44, 17 (2006), astro-ph/0601081.
[45] I. Yusifov and I. Kucuk, Astron. Astrophys. 422, 545
(2004), astro-ph/0405559.
[46] T. M. Tauris and R. N. Manchester, Monthly Notices of
the Royal Astronomical Society 298, 625 (1998).
[47] E. Carlson, T. Linden, and S. Profumo, Phys. Rev. D94,
063504 (2016), 1603.06584.
[48] R. Beck, A. Brandenburg, D. Moss, A. Shukurov, and
D. Sokoloff, Ann. Rev. Astron. Astrophys. 34, 155
(1996).
[49] M. Ackermann et al. (Fermi-LAT), Astrophys. J. 750, 3
(2012), 1202.4039.
[50] T. Bringmann, F. Donato, and R. A. Lineros, JCAP
1201, 049 (2012), 1106.4821.
[51] G. Di Bernardo, C. Evoli, D. Gaggero, D. Grasso, and
L. Maccione, JCAP 1303, 036 (2013), 1210.4546.
[52] E. Orlando and A. Strong, Mon. Not. Roy. Astron. Soc.
436, 2127 (2013), 1309.2947.
[53] A. Reinert and M. W. Winkler, JCAP 1801, 055 (2018),
1712.00002.
[54] M. Fornasa et al., Phys. Rev. D94, 123005 (2016),
1608.07289.
[55] F. Zandanel, C. Weniger, and S. Ando, JCAP 1509, 060
(2015), 1505.07829.
[56] R. Bartels, S. Krishnamurthy, and C. Weniger, Phys.
Rev. Lett. 116, 051102 (2016), 1506.05104.
[57] S. K. Lee, M. Lisanti, and B. R. Safdi, JCAP 1505, 056
(2015), 1412.6099.
[58] K. Fang, X.-J. Bi, P.-F. Yin, and Q. Yuan (2018),
1803.02640.
