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THE IMAGE SIZE OF ITERATED RATIONAL MAPS
OVER FINITE FIELDS
J. JUUL
Abstract. Let ϕ : Fq → Fq be a rational map on a fixed finite field.
We give explicit asymptotic formulas for the size of image sets ϕn(Fq)
as a function of n. This is done by using properties of the Galois groups
of iterated maps, whose connection to the question of the size of image
sets is established via Chebotarev’s Density Theorem. We then apply
these results to provide explicit bounds on the proportion of periodic
points in Fq in terms of q for certain rational maps.
1. Introduction
Let ϕ : Fq → Fq be a rational map on a fixed finite field and let ϕn
denote the n-th iterate of ϕ. We would like to consider the size of the
image set ϕn(P1(Fq)) = {ϕn(a) : a ∈ P1(Fq)} and the set of periodic points
Per(ϕ) = {a ∈ P1(Fq) : ϕk(a) = a for some k > 0}. Note the image is also
called the value set and is denoted Vϕn by some authors. The size of the
ϕn(Fq) is eventually constant, as after a certain number of iterates only the
periodic points remain in the image. In this paper, we address the question
of how fast this contraction occurs.
Many authors have investigated the more general question of the size of
the image or value sets for polynomials f(x) ∈ Fq which are not necessarily
iterates, defined simply as f(Fq) = {f(a) : a ∈ Fq}. Birch and Swinnerton-
Dyer [1] proved for a degree d polynomial f(x) ∈ Fq[x], if the Galois group
of the splitting field of f(x) − t over F¯q(t) is the full symmetric group Sd
then
#f(Fq) =
(
d∑
k=1
(−1)k−1
k!
)
q +Od(
√
q),
answering a question of Chowla [3]. Other results in this area have been
proven in [10], [21], [8], etc.
The connection of these problems to Galois theory is established via the
Chebotarev Density Theorem. Specifically, it can be shown that #f(Fq) =
Cq + O(
√
q), where C is the proportion of elements of the Galois group of
f(x) − t over F¯q(t) fixing some root of f(x) − t as long as the extension
is geometric, that is, the splitting field of fn(x) − t does not contain an
algebraic extension of Fq. An analogous result holds for a generating coset
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of the Galois group of f(x) − t over F¯q(t) in the Galois group of f(x) − t
over Fq(t) for the non-geometric case. This idea was also used by Cohen
to on work toward this and several related problems [4]. Odoni used this
idea to study iterated polynomials, although he was looking at a different
application [18]. We build on some of his work here.
We fix the following notation. Let ϕ(x) ∈ Fq(x) be a rational function
with degree d. Let Kn = Fq(ϕ
−n(t)) be the splitting field of ϕn(x)− t over
Fq(t). Assume ϕ
n(x)− t is separable so that Kn/Fq(t) is a Galois extension,
this is a generic condition that is easy to verify, in fact it suffices to check
that ϕ′(x) 6= 0.
Definition 1.1. Define the fixed point proportion of Gal(Kn/Fq(t)) to be
the proportion of elements of Gal(Kn/Fq(t)) fixing some root of ϕ
n(x)− t.
We denote this by FPP(Gal(Kn/Fq(t))).
Proposition 1.2. Suppose Kn/Fq(t) is a tamely ramified extension and
Kn ∩ F¯q = Fqr , then
#ϕn(P1(Fq)) = FPP(σGal(Kn/Fqr(t)))
(
q +O([Kn : Fqr(t)]ndq
1/2)
)
,
where σ ∈ Gal(Kn/Fq(t)) is any element such that σ|Fqr = Frobq. Further,
if the extension is geometric, that is, Kn ∩ F¯q = Fq, then
#ϕn(P1(Fq)) = FPP(Gal(Kn/Fq(t)))
(
q +O([Kn : Fq(t)]ndq
1/2)
)
.
Remark 1.3. The implied constants in the above theorem are explicitly com-
putable and can be made more precise for any particular function (see Sec-
tion 2).
This proposition is proven in Section 2. Then in Section 3 we compute
estimates for the fixed point proportion of groups that frequently arise as
Galois groups of iterated polynomials. If G is a group acting transitively on
a set of size d then [G]n acts naturally on a set of size dn, where [G]n denotes
the nth iterated wreath product of G with itself. For a rational function ϕ(x)
defined over any field k, the Galois group of the splitting field of ϕn(x) − t
over k(t) is isomorphic to [G]n under very general conditions and should be
isomorphic to [Sd]
n in “most” cases [19][17][16].
Theorem 1.4. Suppose Kn/Fq(t) is tamely ramified. If Gal(KnF¯q/F¯q(t)) ∼=
[G]n for some group G and ϕ : Fq → Fq is not a bijection, then
#ϕn(Fq) =
2
ncG
(
1 +OG
(
log n
n
))(
q +O(|G| d
n
−1
d−1 ndq1/2)
)
,
where cG is some constant depending on G.
The above theorem follows quickly from Proposition 1.2 and a generaliza-
tion of [18, Lemma 4.3]. Further, we find more specific bounds on the fixed
point proportion of certain iterated wreath products.
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Theorem 1.5. Suppose Kn is tamely ramified over Fq(t) and Gal(Kn/Fq(t)) ∼=
[G]n where G = Cd, Sd, Ad, or Dd, then
#ϕn(P1(Fq)) = cnq +O(|G|
dn−1
d−1 dq1/2), where cn ∼ 2
nc
.
and c = 1 if G = Sd or Ad, c = d− 1 if G = Cd, c = d2 if G = Dd for even
d, and c = d−12 if G = Dd for odd d.
Further, If Gal(Kn/Fq(t)) ∼= [G]n where G = Cd, Sd, or Dd, or G = Ad
for d ≥ 5, then
#ϕn(P1(Fq)) <
2
n+ 1
q +O(|G| d
n
−1
d−1 dq1/2).
Remark 1.6. We actually show 2c(n+4+logn) < FPP([G]
n) < 2c(n+1−logn) or
something stronger for the asymptotic formulas for the cyclic, symmetric,
and alternating groups in Theorem 1.5.
This generalizes recent work of Shao [21] and Heath-Brown [12]. In [21],
Shao shows that if we consider the polynomial f(x) = x2 + 1 ∈ Fp[x] for
sufficiently large p, then #fn(Fp) = µnp, where µn is defined recursively by
µ0 = 1 and µn+1 = µn − 12µ2n. It is not hard to see that µn ∼ 2n . More
generally, Heath-Brown [12] shows if Fq is a finite field with characteristic
not equal to 2 and f(x) = ax2 + bx + c ∈ Fq[x] has the property that
f i(−b/(2a)) 6= f j(−b/(2a)) for all 0 ≤ i < j ≤ n, then
#fn(Fq) = µnq +O(2
4n√q),
where µn is as above.
Our results align with heuristics coming from the model of random maps.
The model of random maps says that a general rational function should
behave like a random map. In [6], Flajolet and Odlyzko show that for a
random map on a set with q elements we expect the size of the n-th iterate
to be asymptotic to (1 − τn)q where τ0 = 0 and τn+1 = e−1+τn . It is not
hard to see that 1 − τn ∼ 2n . As mentioned above, for large q the Galois
group of the splitting field of fn(x)− t over Fq(t) will be isomorphic to [Sd]n
under very general conditions. Hence, the asymptotic for Sd in Theorem 1.5
shows that our computations align with the predictions of the heuristic.
In the next theorem we list some of the conditions on the orbits of the
critical points of ϕ(x) in Fp which ensure the Galois group of Kn/Fq is iso-
morphic to [Sd]
n holds. This follows from [19, Theorem 4.8.1], [17, Theorem
3.1], and [16, Theorem 3.1].
Theorem 1.7. Let ϕ(x) ∈ K(x), q = |OK/p|. Suppose Kn/Fq is tamely
ramified and one of the following hold for the reduction ϕ¯(x) in (OK/p)(x).
(1) The (finite) critical points of ϕ¯ are all distinct (have multiplicity one
as roots of ϕ¯′(x)) and ϕ¯n(a) 6= ϕ¯m(b) for critical points a, b unless
a = b and n = m.
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(2) Gal(K1/(OK/p)(t)) ∼= Sd and there is one critical point a of ϕ¯(x)
of multiplicity one such that ϕ¯n(a) 6= ϕ¯m(b) for critical points a, b
unless a = b and n = m.
Then
#ϕ¯n(P1(OK/p)) = cnq +O(d!
dn−1
d−1 dq1/2), where cn ∼ 2/n.
We also apply these results to specific examples such as the following.
More details and other examples are provided in Section 4.
Theorem 1.8. Let ϕ(x) = axd + c where and 0 < a, c ∈ Z. If charFq >
(a+ c)
dn−1
d−1 and q ≡ 1 mod d then Gal(Kn/Fq(t)) ∼= [Cd]n and
#ϕn(P1(Fq)) = cnq +O(d
dn−1
d−1
+1q1/2), where cn ∼ 2
(d− 1)n.
Theorem 1.4 can be used to find bounds on the possible tail lengths and
number of periodic points (or the sum of all cycle lengths) of the points in
P1(Fq) when q >> n, d, as in [12]. The implied constant in the next corollary
depends on d and G, although the dependence on G can be dropped since
there are only finitely many groups acting transitively on d elements.
Corollary 1.9. Let ϕ(x) ∈ Fq(x) such that ϕ : Fq → Fq is not a bijection.
If Gal(KnF¯q/F¯q(t)) ∼= [G]n for some group G and n = log log qlog d − d. Then the
number of periodic points is Od(q/ log log q) and the length of any pre-cyclic
tail is Od(q/ log log q).
Proof. Note, if we take n = log log qlog d − d, then |G|
dn−1
d−1 dq1/2 ≤ d!dnq1/2 <<
q/ log log q. Hence from Theorem 1.4, #ϕn(P1(Fq)) << q/ log log q, this
gives us a bound on the number of periodic points since they must belong
to ϕn(P1(Fq)), see [17, Lemma 5.2]. Further, if ϕ(a), ϕ
2(a), . . . , ϕt(a) are
all distinct then ϕn(a), . . . , ϕt(a) are distinct elements of ϕn(P1(Fq)), hence
t− n << q/ log log q and t << q/ log log q. 
More generally, for any ϕ(x) ∈ Fq(x) which is not a bijection we can
bound the number of iterates that can occur before critical orbits collide or
begin to cycle.
Corollary 1.10. Let ϕ(x) ∈ Fq(x) have degree d and suppose ϕ(x) ∈ Fq(x)
is not a bijection. Then f i(a) = f j(b) for some i, j <<d
q
log log q and critical
points a, b, where not both i = j and a = b.
Proof. If Gal(K1F¯q/F¯q(t)) = G and ϕ
i(a) 6= ϕj(b) for all i, j ≤ n unless
a = b and i = j then by [17, Theorem 3.1] we have Gal(KnF¯q/F¯q(t)) =
[G]n. Thus, we can apply Theorem 1.4. Since there are only finitely many
transitive groups acting on d elements, we can drop the dependence on G and
taking n = log log qlog d − d as before, we see that #ϕn(P1(Fq)) << q/ log log q.
However, if we take k = #ϕn(P1(Fq)) + 1, then for any critical point a, the
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set ϕn(a), ϕn+1(a), . . . , ϕn+k(a) cannot all be distinct. Thus, ϕi(a) = ϕj(a)
for some i < j < n+ k << qlog log q . 
For a fixed polynomial ϕ(x) with coefficient in the ring of integers of
a number field K satisfying certain properties, we can consider the action
reduction of ϕ(x) modulo a prime p on OK/p. By [17, Theorem 1.3(b)]
and [15, Theorem 3.8(b)], the proportion of periodic points approaches 0 as
N(p) approaches infinity. Using Theorem 1.4 and Theorem 1.5 we obtain
an explicit version of these results. The following is proven in Section 5.
Theorem 1.11. Let K be a number field and let ϕ(x) ∈ OK(x) with {c ∈
K¯ : ϕ′(c) = 0} ⊆ OK , such that for all m,n ∈ Z+, ϕn(a) 6= ϕm(b) for
critical points a, b unless a = b and n = m.
(a) If each coset of Gal(K(ϕ−1(t)/K(t))/Gal(K¯(ϕ−1(t)/K¯(t)) contains
at least one fixed point free element, then
#Per(ϕp)
q + 1
= Oϕ
(
1
log log q
)
,
where ϕp is the reduction of ϕ modulo p, q = |Ok/p|, and the implied
constant is explicitly computable.
(b) Suppose further that Gal(K1/Fq(t)) = G is isomorphic to Sd, Cd, or
Ad, where if G ∼= Ad then d ≥ 5 and K(ϕ−n(t)) ∩ K¯ = K. Then
there is a constant A depending on ϕ such that for any prime p of
OK ,
#Per(ϕp)
q + 1
<
2 log d
log(log q − [K : Q] log 2)−A +O(q
−1/4).
Acknowledgments. The author would like to thank Kalyani Madhu for her
work on the early stages of this project and Tom Tucker and Joe Silverman
for many helpful suggestions.
2. Bounds on ϕn(Fq(x)) in terms of FPP(Gal(Kn/Fq(t)))
In this section we prove Proposition 1.2. Recall, Kn = Fq(ϕ
−n(t)). We
assume Kn is tamely ramified over Fq(t). The following result which has
appeared several places in the literature, see for example [4], [14], and [17].
Lemma 2.1 (Lemma 3.6, [15]). Let α ∈ P1(Fq)) such that (t−α) is unram-
ified in Kn, then α ∈ ϕn(P1(Fq)) if and only if elements of
(
Kn/Fq(t)
t−α
)
fix
some root of ϕn(x) − t. Where
(
Kn/Fq(t)
t−α
)
is the Frobenius conjugacy class
of the primes of Kn lying above (t− α),
Fix n and let C be a conjugacy class in Gal(Kn/Fq(t)). Let C(Kn, C)
denote the set of points α in P1(Fq) which are unramified in the splitting
field Kn of ϕ
n(x) − t and have
(
Kn/Fq(t)
t−α
)
= C. Let c denote the size of C,
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gKn denote the genus of Kn, Kn ∩ F¯q = Fqr , and mn = [Kn : Fqr(t)]. By
Proposition 6.4.8 in [7], if τ |Fqr = Frobq for every τ ∈ C
(1)
∣∣∣∣#C(Kn, C)− cmn q
∣∣∣∣ < 2cmn
[
(mn + gKn)q
1/2 +mnq
1/4 + gKn +mn
]
,
otherwise, C(Kn, C) is empty.
Let C′ denote the union of the conjugacy classes in Gal(Kn/Fq(t)) fixing
some root of ϕn(x) − t such that τ |Fq = Frobq for all τ ∈ C. Let c′ denote
the size of C′ and let C(Kn, C′) denote the set of points in P1(Fq) which
are unramified in the splitting field Kn of ϕ
n(x) − t with
(
Kn/Fq(t)
t−α
)
⊆ C ′.
Summing the estimate given in equation (1) over each conjugacy class in C ′
we see
∣∣∣∣#C(Kn, C′)− c′mn q
∣∣∣∣ =
∣∣∣∣∣∣
∑
C⊆C′
#C(Kn, C)−
∑
C⊆C′
#C
mn
q
∣∣∣∣∣∣
≤
∑
C⊆C′
∣∣∣∣#C(Kn, C)− #Cmn q
∣∣∣∣
<
∑
C⊆C′
2#C
mn
[
(mn + gKn)q
1/2 +mnq
1/4 + gKn +mn
]
=
2c′
mn
[
(mn + gKn)q
1/2 +mnq
1/4 + gKn +mn
]
Let Rn denote the set of points ramifying in Kn. Then by Lemma 2.1,
we see that
∣∣ϕn(P1(Fq))−#C(Kn, C′)∣∣ ≤ #Rn. Thus,
∣∣∣∣#ϕn(P1(Fq))− c′mn q
∣∣∣∣ =
∣∣∣∣#ϕn(P1(Fq))−#C(Kn, C′) + #C(Kn, C′)− c′mn q
∣∣∣∣
(2)
≤
∣∣#ϕn(P1(Fq))−#C(Kn, C′)∣∣+
∣∣∣∣#C(Kn, C′)− c′mn q
∣∣∣∣
< #Rn +
2c′
mn
[
(mn + gKn)q
1/2 +mnq
1/4 + gKn +mn
]
.
Now using a discriminant argument and induction we see that any prime
ramifying in Kn has the form ϕ
n(a)− t where a is a critical point of ϕ (see
[5, Proposition 1],[17, Lemma 3.4]). Hence, there are at most n(2d − 2)
ramified primes.
Using the Riemann-Hurwitz formula we get the following bound on the
genus of Kn.
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2gKn − 2 = mn(−2) +
∑
p∈PFq(t)
∑
p′|p
(e(p′|p) − 1) deg p′
≤ −2mn + n(2d− 2)(mn − 1)
gKn ≤ (mn − 1)(nd− n− 1),
where the bound on the sum comes from the maximum number of ramified
primes times an upper bound on the value of the inner sum.
Then Equation (2) can be simplified to∣∣∣∣#ϕn(P1(Fq))− c′mn q
∣∣∣∣ < M
(
2c′
mn
mnndq
1/2
)
for a constant M < 3. Note, this bound is not sharp, it can be made
much more precise using better estimates for gKn and #Rn in equation (2).
Then since c
′
mn
= FPP(σGal(Kn/Fqr(t))) where σ ∈ Gal(Kn/Fq(t)) is
any element such that σ|Fqr = Frobq and mn = [Kn : Fqr(t)], we have
#ϕn(P1(Fq)) = FPP(σGal(Kn/Fqr(t)))
(
q + 2M [Kn : Fqr(t)]ndq
1/2
)
,
which completes the proof of Proposition 1.2.
3. The Indicatrix Function
The indicatrix function of a group carries information about how many
elements of the group fix each possible number of points. This function was
developed by Polya [20], generalized by Harary and Palmer [11], and used
in this current context by Odoni [18].
Definition 3.1. Let Γ be a finite set of permutations acting on a set X.
The indicatrix of Γ is the polynomial
ΦΓ(x) =
1
#Γ
∑
γ∈Γ
xtr γ ,
where tr γ is the number of points of X fixed by γ.
Note, the coefficient of xi in ΦΓ is the proportion of γ ∈ Γ with exactly i
fixed points. In particular, the constant term of ΦΓ is the proportion of γ
in Γ with no fixed points, so FPP(Γ) = 1 − ΦΓ(0). For any set Γ, ΦΓ is a
polynomial of degree at most d = |X|.
If Γ is a group then the indicatrix ΦΓ is a polynomial of degree d = |X|
with positive coefficients. If d is at least 2, then ΦΓ is positive, increasing,
and lies above its tangents on the interval (0,∞). By its definition, ΦΓ(1) =
1. Thus ΦΓ(x) ≥ x for all x ∈ (0, 1] with equality when x = 1.
Lemma 3.2 ([18], Lemma 4.2). For all permutation groups G,H,
ΦG[H](x) = ΦG ◦ΦH(x).
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It follows immediately that Φ[G]n(x) = Φ
n
G(x) and FPP([G]
n) = 1−ΦnG(0).
Odoni also shows that FPP([G]n) = 2ncG
(
1 +OG
(
logn
n
))
using this [18,
Lemma 4.3].
We generalize of many of these ideas to prove Theorem 1.4 in the next
subsection.
3.1. Proof of Theorem 1.4.
Lemma 3.3. Let G be a transitive group acting on a set X with |X| = d
let τ ∈ SX such that at least one element of τG has no fixed points then
FPP([τG]n) =
2
ncG,τ
(
1 +OG,τ
(
log n
n
))
.
Proof. Let Φ(x) = ΦτG(x). Then we can see by the proof of [15, Lemma 2.2]
or modifications of the proof of [18, Lemma 4.2] that Φ[τG]n = Φ
n(x). The
rest of the proof is also very similar to the proof of [18, Lemma 4.3] and the
proof of [15, Lemma 2.2], but we include the details here for completeness.
Recall, from the definition it is clear that FPP([τG]n) = 1 − Φn(0). So
we would like to show limn→∞Φ
n(0) = 1. First we show Φ′(1) = 1. This
follows from the orbit/stabilizer theorem as
Φ′(1) =
1
|τG|
∑
τg∈G
tr(τg) =
1
|τG|
∑
x∈X
|StabτG(x)| = 1|G|
∑
x∈X
|StabG(x)|
=
1
|G|
∑
x∈X
|G|
|OrbG(x)| =
∑
x∈X
1
|X| = 1,
since G was assumed to be transitive. Further,
Φ′′(1) =
1
|τG|
∑
τg∈G
tr(τg) (tr(τg)− 1) > 0.
To see this note, using the fact that Φ′(1) = 1, we know the average trace
is 1, but since there is at least one element with trace 0 there must be an
element with trace at least 2.
Now, since the first and second derivatives are positive on (0, 1], the graph
of Φ(x) lies above all of its tangent lines, including the line x = y. Then since
Φ(0) > 0 we see Φn(0) is a strictly increasing sequence which is bounded by
1, hence it must converge to the fixed point 1 of Φ.
Let ǫn = FPP([τG]
n) and En =
1
ǫn
. We have see that ǫn is strictly
decreasing to 0, so En is strictly increasing to ∞. Note,
1− ǫn+1 = Φ(1− ǫn) = Φ(1)− ǫnΦ′(1) + Φ
′′(1)
2
ǫ2n + · · ·+
(−1)dΦ(d)(1)
d!
ǫdn.
Using the fact that Φ(1) = 1 and Φ′(1) = 1,
ǫn+1 = ǫn − Φ
′′(1)
2
ǫ2n + · · ·+
(−1)d−1Φ(d)(1)
d!
ǫdn
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and
En+1 =
1
ǫn+1
=
1
ǫn − Φ
′′(1)
2 ǫ
2
n + · · ·+ (−1)
d−1Φ(d)(1)
d! ǫ
d
n
=
Edn
Ed−1n − Φ′′(1)2 Ed−2n + · · · + (−1)
d−1Φ(d)(1)
d!
= En +
Φ′′(1)
2
+O(E−1n ),
where the implied constant depends on G but not on n.
Then
En+1 =
(n+ 1)Φ′′(1)
2
+
n∑
i=1
O(E−1i ) =
(n+ 1)Φ′′(1)
2
(1 + o(1)).
On one hand we see that E−1n is O(1/n). Then using the above equation
again we have
En+1 =
(n+ 1)Φ′′(1)
2
+
n∑
i=1
O
(
1
i
)
=
(n+ 1)Φ′′(1)
2
(
1 +O
(
log(n+ 1)
n+ 1
))
.
Therefore, ǫn =
2
ncG,τ
(
1 +OG,τ
(
logn
n
))
, as desired.

Proof of Theorem 1.4. Let Fqr = K1 ∩ F¯q. Then Gal(K1/Fqr(t)) ∼= G and
[G]n ∼= Gal(KnF¯q/F¯q(t)) ⊆ Gal(Kn/Fqr(t)) ⊆ [G]n
by [17, Lemma 3.3]. Hence, we must have Gal(Kn/Fqr(t)) ∼= [G]n and Kn ∩
F¯q = Fqr by [17, Proposition 3.6]. Let σ be any element of Gal(Kn/Fq(t))
such that σ|Fqr = Frobq. Then by Proposition 1.2,
#ϕn(P1(Fq)) = FPP(σ[G]
n)
(
q +O(|[G]n|ndq1/2)
)
.
Let τ = σ|K1 . View G as a fixed subgroup of Sd and τ a fixed element
of Sd, with an appropriate labeling of the roots so that Gal(KnF¯q/F¯q(t)) =
[G]n, we claim σ[G]n = [τG]n. We use induction on n. Note this is clear for
n = 1. Let {α1, . . . , αdn−1} denote the roots of ϕn−1(x) and {βi,1, . . . , βi,d}
denote the roots of ϕ(x)−αi. Write σ = (π; ρ1, ρ2, . . . , ρdn−1) where σ(αi) =
απ(i) and σ(βi,j) = βπ(i),ρi(j). Then π ∈ σ[G]n−1 = [τG]n−1 and it suffices
to show ρi ∈ τG. Since [G]n acts transitively on the αi’s we can find µ ∈
[G]n so that σµ fixes αi and σµ acts on the roots of ϕ(x) − αi as ρiν for
ν ∈ G. Hence ρiν ∈ Gal(Fq(ϕ−1(αi))/Fq(αi)) and ρi|Fqr = Frobq. Since
Gal(Fqr(ϕ
−1(αi))/Fqr(αi)) = G, this implies ρiν ∈ τG and ρi ∈ τG as well.
Since we assumed ϕ : Fq → Fq is not a bijection, at least one element
of τG has no fixed points by [9, Lemma 4.3 and Proposition 4.4]. Then
Theorem 1.4 follows from Lemma 3.3, where we drop the dependence on τ
since there are only finitely many choices for τ ∈ Sd. 
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3.2. Proof of Theorem 1.5. In this section we use the indicatrix function
to compute the fixed point proportions of iterated wreath products of sym-
metric, cyclic, alternating and dihedral groups, which appear frequently as
Galois groups of these iterated field extensions. We further show that 2n+1
gives an actual upper bound for the fixed point proportion of [G]n when G is
any group dealt with here except for A4. This explicit upper bound will be
important for our calculations of bounds on proportions of periodic points
given in Section 5.
Theorem 1.5 follows immediately from Proposition 1.2, the computations
in this section, and the fact that if Gal(Kn/Fq(t)) ∼= [G]n, then Kn/Fq(t)
must be a geometric extension [17, Proposition 3.6].
Lemma 3.4. Let Φ(x) and Ψ(x) be increasing functions on an interval I.
If Φ(x) ≤ Ψ(x) for all x ∈ I then,
Φn(x) ≤ Ψn(x),(3)
for all x ∈ I.
Proof. This follows by induction on n.
Φn+1(x) = Φ(Φn(x)) ≤ Ψ(Φn(x)) ≤ Ψ(Ψn(x)) = Ψn+1(x),
where the first inequality follows from the n = 1 case and the second fol-
lows from the induction hypothesis and the fact that Ψ(x) is an increasing
function. 
3.2.1. Fixed point proportion for [Cd]
n. Let Φd(x) denote the indicatrix of
Cd, the cyclic group with d elements. Then Φ
n
d(x) is the indicatrix of [Cd]
n.
Note,
Φd(x) =
xd
d
+
d− 1
d
.
Proposition 3.5. For all d ≥ 2,
2
(d− 1)(n + 4 + log(n)) < FPP([Cd]
n) <
2
(d− 1)(n + 1) .
Proof. Fix d, let an = Φ
n
d (0) and bn =
2
(d−1)(1−an)
. We will show n + 1 <
bn ≤ n+ 4 + log(n). First b1 = 2dd−1 so 2 < b1 ≤ 4. Then
bn+1 =
2
d−1
1− an+1 =
2
d−1
1−
[
adn
d +
d−1
d
] = 2d−1d
1− adn
=
2
d−1d
1−
[
1− 2(d−1)bn
]d =
2
d−1db
d
n
bdn −
[
bn − 2(d−1)
]d
= bn + 1 +
2
d−1db
d
n − (bn + 1)
[
bdn − [bn − 2(d−1) ]d
]
bdn −
[
bn − 2(d−1)
]d .
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We study the numerator and denominator of the last fraction more closely.
First note the denominator simplifies as
d∑
i=1
(−1)i+1
(
d
i
)
bd−in
(
2
d− 1
)i
.
This is an alternating sum with decreasing terms, hence it is greater than
the sum of the first two terms 2dd−1 (b
d−1
n − bd−2n ).
The numerator is
2
d− 1db
d
n − (bn + 1)
[
d∑
i=1
(−1)i+1
(
d
i
)
bd−in
(
2
d− 1
)i]
=
2
d− 1db
d
n +
[
d∑
i=1
(−1)i
(
d
i
)
bd+1−in
(
2
d− 1
)i]
+
[
d∑
i=1
(−1)i
(
d
i
)
bd−in
(
2
d− 1
)i]
=
[
d∑
i=2
(−1)i
(
d
i
)
bd+1−in
(
2
d− 1
)i]
+
[
d∑
i=1
(−1)i
(
d
i
)
bd−in
(
2
d− 1
)i]
=
[
d−1∑
i=1
(−1)i+1
(
d
i+ 1
)
bd−in
(
2
d− 1
)i+1]
+
[
d∑
i=1
(−1)i
(
d
i
)
bd−in
(
2
d− 1
)i]
= (−1)d
(
2
d− 1
)d
+
d−1∑
i=1
(−1)i
(
2
d− 1
)i [(d
i
)
−
(
d
i+ 1
)
2
d− 1
]
bd−in
=
d∑
i=2
(−1)i
(
2
d− 1
)i(d+ 1
i+ 1
)
i− 1
d− 1b
d−i
n .
Note, this is an alternating sum with decreasing terms. Hence, the nu-
merator is positive and is less than ( 2d−1 )
2
(
d+1
3
)
1
d−1b
d−2
n =
2d(d+1)
3(d−1)2
bd−2n .
Since the fraction is positive, we see that bn+1 < bn+1 for all n and hence
by induction, n+ 1 < bn for all n.
Also,
bn+1 < bn + 1 +
2d(d+1)
3(d−1)2
bd−2n
2d
d−1(b
d−1
n − bd−2n )
= bn + 1 +
d+ 1
3(d− 1)
1
bn − 1
< bn + 1 +
d+ 1
3(d− 1)
1
n
< bn + 1 +
1
n
.
Thus we see that,
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bn+1 < bn + 1 +
1
n
< b1 + n+
n∑
i=1
1
i
< 4 + n+ 1 + log(n)
< n+ 5 + log(n) < (n+ 1) + 4 + log(n+ 1).

3.2.2. Fixed point proportion for [Sd]
n. Let Φd(x) denote the indicatrix of
Sd, the symmetric group on d letters.
Lemma 3.6. For d ≥ 2,
Φd(x) =
d∑
j=0
Φd−j(0)x
j
j!
,
where Φk(0) =
∑k
i=0
(−1)i
i! . Thus, Φ
′
d(x) = Φd−1(x).
Proof. The coefficient of xj is the proportion of elements of Sd fixing j letters.
Note, there are
(d
j
)
choices for the j fixed letters, and then (d − j)!Φd−j(0)
ways to permute the remaining letters so that none are fixed. Thus, the
coefficient is
(dj)(d−j)!Φd−j(0)
d! =
Φd−j(0)
j! , and further
Φ′d(x) =
d∑
j=1
jΦd−j(0)x
j−1
j!
=
d−1∑
j=0
Φd−1−j(0)x
j
j!
= Φd−1(x).
It remains to show that Φk(0) =
∑k
i=0
(−1)i
i! . Note, Φk(0) is the propor-
tion of elements of Sk with no fixed points. Using the inclusion-exclusion
principle the number of elements with at least one fixed point is
k∑
i=1
(−1)i+1
(
k
i
)
(k − i)!.
So the number of permutations with no fixed points is
k!−
k∑
i=1
(−1)i+1
(
k
i
)
(k − i)! = k!
k∑
i=0
(−1)i
i!
,
as desired. 
Lemma 3.7. Let k ≥ 2. Then for all d > k,
Φd(x) ≤ Φk(x) if k is even(4)
Φd(x) ≥ Φk(x) if k is odd(5)
on the interval [0, 1] with equality only when x = 1.
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Proof. We let Φ1(x) = x and we let Φ0(x) = 1, although these do not
correspond to permutation groups.
It is clear from the definition of the indicatrix that Φd(1) = 1 for any
d. Also, since Φj(0) =
∑j
i=0
(−1)i
i! , we see that these inequalities hold when
x = 0.
Now we proceed by induction on k, starting with the cases k = 0 and
k = 1. Note, Φd(x) < 1−Φ0(x) for all x ∈ [0, 1), since Φd(x) is an increasing
function. Also, since
(Φd(x)− x)′ = Φd−1(x)− 1 < 0
on [0, 1), the function Φd(x) − x is decreasing to 0 as x approaches 1, and
hence is positive on this interval. Thus, Φd(x) > x = Φ1(x) for all d > 1.
Now by the induction hypotheses, if k is even and d > k, then k − 1 is
odd and
(Φd(x)− Φk(x))′ = Φd−1(x)− Φk−1(x) > 0,
and again we conclude that Φd(x) − Φk(x) is increasing to 0 and hence
Φd(x) > Φk(x) on [0, 1). Similarly, if k is odd and d > k, then
(Φd(x)− Φk(x))′ = Φd−1(x)− Φk−1(x) < 0,
and hence Φd(x) < Φk(x) on [0, 1).

Proposition 3.8. For all d ≥ 2,
2
n+ 4 + log(n)
≤ FPP([Sd]n) < 2
n+ 2
.
Proof. The lower bound follows from Proposition 3.5 and Lemma 3.4 since
C2 = S2.
Let an,d = Φ
n
d(0). For the upper bound, by Proposition 3.5 and Lemma
3.4, it suffices to show an,3 > 1 − 2n+2 . Note, a1,3 = 1/3 = 1 − 2/3. If
an,3 > 1− 2/(n + 2) for some n ≥ 1, then
an+1,3 =
1
6
a3n,3 +
1
2
an,3 +
1
3
≥ 1
6
(
1− 2
n+ 2
)3
+
1
2
(
1− 2
n+ 2
)
+
1
3
=
6n3 + 24n2 + 36n+ 16
6n3 + 36n2 + 72n+ 48
= 1− 12n
2 + 36n + 32
6n3 + 36n2 + 72n + 48
> 1− 2
n+ 3
.

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3.2.3. Fixed point proportion for [Ad]
n. Let Φd(x) denote the indicatrix of
Ad, the alternating group on d letters.
Lemma 3.9. For d ≥ 2,
Φd(x) =
d∑
j=0
Φd−j(0)x
j
j!
,
where Φk(0) = (−1)k−1 k−1k! +
∑k
i=0
(−1)i
i! . Thus, Φ
′
d(x) = Φd−1(x).
Proof. Note, there are
(d
j
)
choices for the j fixed letters, and then (d−j)!2 Φd−j(0)
ways to permute the remaining letters so that none are fixed and the per-
mutation is even. Thus, the coefficient is
(dj)
(d−j)!
2
Φd−j(0)
d!/2 =
Φd−j(0)
j! .
For the second statement, the inclusion-exclusion principle gives that the
number of elements of Ak with at least one fixed point is
k∑
i=1
(−1)i+1
(
k
i
)
#Ak−i = (−1)k+1 + (−1)kk +
k−2∑
i=1
(−1)i+1
(
k
i
)
(k − i)!
2
= (−1)k(k − 1) + k!
2
k−2∑
i=1
(−1)i+1
i!
.
So the number of elements of Ak with no fixed points is
k!
2
Φj(0) =
k!
2
−
[
(−1)k(k − 1) + k!
2
k−2∑
i=1
(−1)i+1
i!
]
=
k!
2
[
(−1)k−1k − 1
k!
+
k∑
i=0
(−1)i
i!
]
.
Hence, Φk(0) = (−1)k−1 k−1k! +
∑k
i=0
(−1)i
i! . 
Lemma 3.10. Let k ∈ Z+ and d > k. Then,
Φd(x) ≥ Φk(x) if k is even(6)
Φd(x) ≤ Φk(x) if k is odd(7)
on the interval [0, 1] with equality only when x = 1.
Proof. We will prove this by showing when k is even Φk+2(x) ≥ Φk(x)
and Φk+1(x) ≥ Φk(x) for x ∈ [0, 1) and when k is odd Φk+2(x) ≤ Φk(x)
and Φk+1(x) ≤ Φk(x) for x ∈ [0, 1). It is clear from the definition of the
indicatrix that Φd(1) = 1 for any d.
It is easy to check Φ5(x) − Φ3(x) =
(
x5
60 +
x2
3 +
x
4 +
2
5
)
−
(
x3
3 +
2
3
)
< 0
and Φ4(x) − Φ3(x) =
(
x4
12 +
2x
3 +
1
4
)
−
(
x3
3 +
2
3
)
> 0 for all x ∈ [0, 1).
Establishing the result in these cases.
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Now by induction on k, if k is even then (Φk+2(x)−Φk(x))′ = Φk+1(x)−
Φk−1(x) and (Φk+1(x) − Φk(x))′ = Φk(x) − Φk−1(x) each of these will be
negative for x ∈ [0, 1). This implies that Φk+2(x)−Φk(x) is decreasing to 0
on [0, 1) and hence is positive. Similarly, if k is odd each of these functions
will be positive on [0, 1), hence is increasing to 0 and is negative. 
Proposition 3.11. For all d ≥ 5,
2
n+ 4 + log(n)
< FPP([Ad]
n) <
2
n+ 2
and 2n+2 < FPP([A4]
n) < 2n+1−log(n) .
Proof. It is easy to check that ΦS3(x) ≤ ΦA6(x) and ΦA5(x) ≤ ΦS2(x) for all
x ∈ [0, 1]. Hence, by Lemma 3.10 ΦS3(x) ≤ ΦAd(x) ≤ ΦS2(x) for all d ≥ 5.
Then the result for d ≥ 5 follows from Lemma 3.4 and Proposition 3.8.
Now, for n = 4, Write an = Φ
n
4 (0) and let bn =
2
1−an
, we will show
n+ 1− log(n) < bn < n+ 2. Note, 2 < b1 = 83 < 3. For n ≥ 2, we have
bn+1 =
2
1− an+1 =
2
1− [a4n12 + 2an3 + 14 ]
=
24
9− a4n − 8an
=
24
9− [1− 2bn ]4 − 8[1 − 2bn ]
=
24b4n
b4n + 16b
3
n − [bn − 2]4
=
24b4n
24b3n − 24b2n + 32bn − 16
= bn + 1− b
2
n + 2bn − 2
3b3n − 3b2n + 4bn − 2
.
Thus, bn+1 < bn+1 < n+2 for all n. Further,
b2n+2bn−2
3b3n−3b
2
n+4bn−2
= 1bn
b2n+2bn−2
3b2n−3bn+4−
2
bn
<
2
3bn
, where the last inequality comes from the fact that x
2+2x−2
3x2−3x+4−2/x is de-
creasing for x ≥ 2 and bn > 2. So bn+1 > bn + 1− 23bn and hence
bn+1 > b1 + n− 2
3
n∑
i=1
1
bi
> n+
8
3
− 2
3
n∑
i=1
1
bi
.
Further, by induction,
n∑
i=1
1
bi
<
n∑
i=1
1
i+ 1− log(i) =
n∑
i=1
1
i+ 1
+
n∑
i=1
log(i)
(i+ 1)(i + 1− log(i))
<
∫ n+1
1
1
x
dx+
∫ ∞
1
log(x)
(x+ 1)(x + 1− log(x)) dx < log(n+ 1) + 1.
Therefore, bn+1 > n+
8
3 − 23 (log(n+ 1) + 1) > n+ 2− log(n+ 1).

3.2.4. Fixed point proportion for [Dd]
n. Let Φd(x) denote the indicatrix of
Dd, the dihedral group of symmetries on a polygon with d sides. Note, if d
is odd then
Φd(x) =
1
2d
(
xd + dx+ (d− 1)
)
,
16 J. JUUL
and if d is even and d ≥ 4 then
Φd(x) =
1
2d
(
xd +
d
2
x2 +
3d− 2
2
)
.
Lemma 3.12. Let d > k ≥ 2. If k, d are both even or both odd then
Φd(x) ≥ Φk(x)
on the interval [0, 1] with equality only when x = 1 and if k is odd
Φk+1(x) ≥ Φk(x).
Proof. It is clear from the definition of the indicatrix that Φd(1) = 1 for any
d.
Let d > k ≥ 2 with k, d even. Then
(Φd(x)− Φk(x))′ =
(
xd−1
2
+
x
2
)
−
(
xk−1
2
+
x
2
)
=
1
2
(xd−1 − xk−1) < 0
on [0, 1). Thus, the function Φd(x)−Φk(x) is decreasing to 0 as x approaches
1, and hence is positive on this interval and Φd(x) > Φk(x).
Similarly, if d > k ≥ 2 with k, d odd, then
(Φd(x)−Φk(x))′ =
(
xd−1
2
+
1
2
)
−
(
xk−1
2
+
1
2
)
=
1
2
(xd−1 − xk−1) < 0
on [0, 1) and Φd(x) > Φk(x).
Finally, if k is odd then Φk+1(0) > Φk(0) and
(Φk+1(x)−Φk(x))′ =
(
xk
2
+
x
2
)
−
(
xk−1
2
+
1
2
)
=
xk−1
2
(x−1)+1
2
(x−1) < 0
on [0, 1). So the function Φk+1(x)−Φk(x) is decreasing to 0 as x approaches
1, and hence is positive on this interval. Thus, Φk+1(x) > Φk(x) for all odd
k ≥ 3. 
Proposition 3.13. For all d ≥ 3,
FPP([Dd]
n) <
2
n+ 2
.
Proof. By Lemma 3.12 and Lemma 3.4, it suffices to show FPP([D3]
n) <
2
n+2 . This follows from Proposition 3.8 since D3 = S3.

4. Examples
In this section, we describe rather mild conditions on ϕ that allow us to
use the bounds on FPP(Gal(Kn/Fq(t))) developed in Section 3, and hence
bound ϕn(Fq(t)) explicitly. The notation used here is the same as in Propo-
sition 1.2 with the addition of ϕc, which we define to be the set of critical
points of ϕ in k¯.
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Theorem 4.1 ([17], Theorem 3.1). Let k be any field, and suppose K1∩ k¯ =
k. Fix N ∈ N and suppose
(8) ϕn(a) 6= ϕm(b) for a, b ∈ ϕc and n,m ≤ N unless a = b and n = m.
Then Gal(KN/k(t)) = [G]
N where G = Gal(K1/k(t)).
Theorem 4.2 ([16], Theorem 3.1). Let ϕ(x) ∈ k(x) with Gal(ϕ(x)−t/k(t)) ∼=
Sd. Suppose char k 6= 2 and ϕ has some critical point a ∈ k with multiplicity
one such that ϕn(a) 6= ϕm(b) for all m ≤ n ≤ N , unless m = n and b = a.
Then Gal(ϕN (x)− t/k(t)) ∼= [Sd]N .
Example 4.3. Let
ϕ(x) = ax2 + c ∈ Fq(x)
where charFq 6= 2 and suppose fn(0) 6= fm(0) for all m < n ≤ N , then by
[17, Theorem 3.1] and Theorem 1.5,
#ϕn(P1(Fq)) = cnq +O(2
2nq1/2), where cn ∼ 2
n
.
Note if ϕ(x) = ax2 + c where a, c ∈ Z+. It is easy to see that 0 <
ϕn−1(0) < ϕn(0) < (a+ c)2
n−1 for all n. Hence, it suffices to take charFq >
(a+ c)2
n−1.
Note, this is the case handled by Heath-Brown in [12].
Example 4.4. More generally, for
ϕ(x) = axd + c ∈ Fq(x)
with the property fn(0) 6= fm(0) for all m < n ≤ N and q ≡ 1 mod d,
then Fq contains a d-th root of unity and [17, Theorem 3.1] and Theorem
1.5 imply
#ϕn(P1(Fq)) = cnq +O(d
dn−1
d−1
+1q1/2), where cn ∼ 2
(d− 1)n.
If a, c ∈ Z+ then, a simple induction shows 0 < ϕn−1(0) < ϕn(0) ≤
(a+ c)
dn−1
d−1 for all n. So the above equation holds for all Fq with charFq >
(a+ c)
dn−1
d−1 and q ≡ 1 mod d.
Further, if Fq contains any ℓ-th root of unity for ℓ|d with ℓ > 1 then it is
not too hard to see that the coset of Gal(K1F¯q/F¯q(t)) extending Frobq will
have a fixed point free element (see the proof of [15, Proposition 1.7]), so
#ϕn(P1(Fq)) = cnq +O(d
dn−1
d−1
+1q1/2), where cn ∼ 2
cn
,
where c is a constant depending on d as in Lemma 3.3.
Note, if Fq does not contain any ℓ-th roots of unity for ℓ > 1 dividing d,
then ϕ : Fq → Fq is a bijection so ϕn(Fq) = Fq.
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Example 4.5. Consider the polynomial
ϕ(x) = (d− 1)xd + daxd−1
where d ≥ 3 and 2 ≤ a ∈ Z. This polynomial has two critical points 0 and
−a. Note, −a is a critical point of multiplicity one and 0 is a critical point
of multiplicity 2 and is a fixed point of ϕ(x). We claim the orbit of a is
infinite. To see this, note if d is odd then ϕ(−a) = ad and ϕ(x) is a strictly
increasing function on the interval (0,∞), so ϕn(−a) > ϕn−1(−a) for all
n. If d is even, then ϕ(−a) = −ad and ϕ2(−a) = (d − 1)ad2 − dad2−d+1 =
ad
2−d+1((d−1)ad−1−d) > 0. Again, since ϕ(x) is increasing on the interval
(0,∞), ϕn(−a) > ϕn−1(−a) for all n > 2. We can see by induction that
ϕn(a) < (2d)
dn−1−1
d−1 ad
n
for all n > 1.
Using theory from [16], we will show that
Gal(Fq(ϕ
−n(t))/Fq(t)) ∼= [Sd]n if charFq > (2d)
dn−1−1
d−1 ad
n
and char(Fq) ∤ d.
In this case the condition on critical points from [16, Theorem 3.1] is satisfied
and it remains to show that Gal(Fq(ϕ
−1(t))/Fq(t)) ∼= Sd. Note, it suffices
to prove Gal(F¯q(ϕ
−1(t))/F¯q(t)) ∼= Sd. More generally we will prove the
following.
Claim 4.6. With ϕ(x) as above, if k is any algebraically closed field and
a ∈ k, then Gal(k(ϕ−1(t))/k(t)) ∼= Sd.
Therefore, if charFq > (2d)
dn−1−1
d−1 ad
n
then by Theorem 1.5 we have
#ϕn(P1(Fq)) = cnq +O(d!
dn−1
d−1 dq1/2), where cn ∼ 2
n
.
Proof of Claim. Using the Riemann-Hurwitz formula it is easy to see that
k(t) has no extensions of degree d > 1 which are unramified at all finite
primes and tamely ramified at the prime at infinity, see [16, Lemma 2.11].
Consider the group
I =< I(q|p) >p∈Pk(t)\{p∞}
which is a subgroup of Gal(k(ϕ−1(t))/k(t)). Since the fixed field of I is an
unramified extension of k(t), we must have k(ϕ−1(t))I = k(t) and hence
I = Gal(k(ϕ−1(t))/k(t)).
From the polynomial discriminant formula, we see that the primes of k(t)
ramifying in k(ϕ−1(t)) are ϕ(0) − t and ϕ(−a) − t. To prove our claim,
we study the inertia groups of these primes. We use several fairly standard
results from algebraic number theory stated here without proof.
Lemma 4.7 ([16], Lemma 2.4). Let M/K be a finite Galois extension with
Galois group G. Let H be a subgroup of G and L =MH be the corresponding
intermediate field. Let q be a prime of M and p := q ∩ K. Let X be the
transitive G-set G/H. Then there is a bijection between the set of orbits of
X under the action of D(q|p), the decomposition group of q over p, and the
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set of extensions P of p to L with the property: If P corresponds to Y then
the length of Y is e(P|p)f(P|p) and Y is the disjoint union of f(P|p) orbits
of length e(P|p) under the action of I(q|p), the inertia group of q over p.
Similar results can also be found in [9] and [23].
We will consider the case K = k(t), L = K(θ) where θ is a root of ϕ(x)−t.
Then M = K(ϕ−1(t)). Further, since the set G/H corresponds to the set of
K homomorphisms ofK(θ) intoK(ϕ−1(t)), the elements of G/H correspond
to roots of ϕ in K(ϕ−1(t)). In this case, Lemma 4.7 implies there is a one-
to-one correspondence between the set of orbits of the roots of ϕ under the
action of the decomposition group D(q|p) and the set of extensions of p to
K(θ) with the property from Lemma 4.7.
Lemma 4.8 (Kummer’s Theorem, see [13], Theorem 7.4). Let R be an inte-
gral domain with fraction field K, L be a finite extension of K, and R′ be
the integral closure of R in L. Let p be a nonzero prime ideal in R and θ
an element of L such that the integral closure of Rp in L is Rp[θ]. Suppose
f(x) is the minimal polynomial of θ over K, f¯(x) is the reduction of f(x)
modulo p, and f¯(x) factors into distinct irreducible polynomials
f¯(x) = g1(x)
a1 . . . gt(x)
at ,
then pR′ factors as pR′ = Pa11 . . .P
at
t where f(Pi|p) = deg(gi).
First, consider p = (ϕ(0) − t) = (t). Let θ be any root of ϕ(x) − t then
since k is algebraically closed, θ is integral over k[t] and the integral closure
of k[t] in k(θ) is k[θ]. Since ϕ(x) − t ≡ ϕ(x) ≡ xd−1((d− 1)x+ da) mod p,
we have pk[θ] = Pd−11 P2 by Lemma 4.8. Then Lemma 4.7 implies that for
any q in k(ϕ−n(t)) lying over p, I(q|p) acts transitively on d − 1 roots of
ϕ(x)− t and fixes the remaining root.
Now consider p′ = (ϕ(a) − t) = (±ad − t). Since a is a critical point of
multiplicity one. For any q lying above p′, I(q|p′) is generated by a single
transposition [16, Corollary 2.8].
Finally, we see from the above arguments that I = Gal(k(ϕ−1(t))/k(t))
is a subgroup of Sd containing at least one transposition and at least one
subgroup acting transitively on d − 1 elements. Also, since I is the Galois
group and ϕ(x) − t is irreducible, I must be transitive.
Suppose I ′ ⊂ I acts transitively on {θ1, . . . , θd−1} and fixes θd. Let (θi, θj)
be any transposition in I. Since I is transitive we can find σ ∈ I such
that σ(θi) = θd. Then σ(θi, θj)σ
−1 = (σ(θj), θd) ∈ I. Denote σ(θj) =
θk. We claim that < I
′, (θk, θd) >∼= Sd and hence I ∼= Sd. For any θℓ ∈
{θ1, . . . , θd−1} we can find τ ∈ I ′ sending θk to θℓ then τ(θk, θd)τ−1 = (θℓ, θd).
Thus, any transposition of the form (θℓ, θd) is in < I
′, (θk, θd) >, it is a
standard exercise in group theory to show that these transpositions generate
Sd. 
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5. Explicit Bounds on Proportions of Periodic Points
Fix a polynomial ϕ(x) ∈ OK [x] where OK is the ring of integers of a
number field K. Suppose that the critical points of ϕ(x) belong to OK . We
label the set of critical points ϕc. Suppose further that
ϕn(a) 6= ϕm(b) for a, b ∈ ϕc and n,m unless a = b and n = m.
Definition 5.1. LetK be a number field andMK the set of places ofK. For
any α ∈ K define the height of α to beH(α) =
(∏
v∈MK
max{|α|v , 1}nv
) 1
[K:Q]
where nv = [Kv : Qv] and the logarithmic height to be h(α) = logH(α) (see
[2] or [22]).
Lemma 5.2. Let ϕ(x) ∈ OK [x] as above and let d be the degree of ϕ. Then
there exists a constant B such that H(ϕr(c)) < Bd
n
for all r ≤ n and all
c ∈ ϕc. Further, if we take a prime p in OK with N(p) > (2B2dn)[K:Q],
all of the points in the critical orbits will remain distinct in OK/p, where
N(p) = |OK/p|.
Proof. By [22, Theorem 3.11], for any polynomial ϕ(x) ∈ K[x] of degree d,
there are explicitly computable constants C1, C2 depending only on ϕ such
that
C1H(α)
d ≤ H(ϕ(α)) ≤ C2H(α)d for all α ∈ P1(K¯).
We can rewrite this using the logarithmic height as
logC1 + dh(α) ≤ h(ϕ(α)) ≤ logC2 + dh(α),
and taking C = max{| logC1|, | logC2|}, we see
|h(ϕ(α)) − dh(α)| ≤ C for all α ∈ P1(K¯).
Then following the arguments in the proof of [22, Theorem 3.20] we see
∣∣∣∣ 1dr h(ϕr(α)) − h(α)
∣∣∣∣ =
∣∣∣∣∣
r∑
i=1
1
di
(h(ϕi(α)) − dh(ϕi−1(α)))
∣∣∣∣∣
≤
r∑
i=1
∣∣∣∣ 1di (h(ϕi(α)) − dh(ϕi−1(α)))
∣∣∣∣
≤
r∑
i=1
C
di
≤
∞∑
i=1
C
di
=
C
d− 1 .
Thus, 1dr h(ϕ
r(α)) ≤ h(α) + Cd−1 for all α ∈ K and r ≤ n.
Also since, ϕc is finite we can find a constant D such that h(c) < D for
all c ∈ ϕc. If c ∈ ϕc, then we have h(ϕr(c)) ≤ dr(h(c)+ Cd−1 ) ≤ dr(D+ Cd−1 ).
Let B = eD+
C
d−1 , then H(ϕr(c)) ≤ Bdn for all r ≤ n and all c ∈ ϕc.
Now let p be a prime of OK lying over p ∈ Z. Let q = pdeg p = |OK/p|.
Note if α ≡ β mod p for α, β ∈ OK , then q = N(p)|NK/Q(α − β) =
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σ σ(α− β), where the product is taken over the distinct embeddings of K
into Q¯. Hence, q ≤ |NK/Q(α − β)|∞ = H(
∏
σ σ(α− β)) = H(α − β)[K:Q] ≤
(2H(α)H(β))[K:Q] where the last inequality follows from [2, Proposition
1.5.15]. Thus, if ϕr(c1) ≡ ϕm(c2) mod p for m, r ≤ n and c1, c2 ∈ ϕc,
then N(p) ≤ (2B2dn)[K:Q].
Taking q = N(p) > (2B2d
n
)[K:Q] ensures all of the points in the critical
orbits will remain distinct in OK/p. Note, this happens as long as n <
log(log q−[K:Q] log 2)−log(2[K:Q] logB)
log d . 
Fix a prime p in OK , let q = N(p). Take n =
⌊
log(log q−[K:Q] log 2)−A
log d
⌋
,
where A = max{d log d, log logB2[K:Q]}. Then we have q ≥ (2B2dn)[K:Q] so
the critical orbits remain distinct in OK/p = Fq, and by [17, Theorem 3.1]
we have Gal(KnF¯q/F¯q(t)) = [G]
n where G = Gal(K1F¯q/F¯q(t)).
Suppose further that K(ϕ−n(t)) ∩ K¯ = K then Fq(ϕ−n(t)) ∩ F¯q = Fq so
Gal(Kn/Fq(t)) = [G]
n. If G is any group handled in Section 3 with the
exception of A4, then
#Per(ϕ)
q + 1
<
2
n+ 1
(
1 + 2M [Kn : Fq(t)]ndq
−1/2
)
.
Further, 1n+1 <
log d
log(log q−[K:Q] log 2)−A , n <
log log q
log d − d, and
[Kn : Fq(t)]d = |G|
dn−1
d−1 d < d!d
n
< d!
log q
dd = q
log d!
dd < qlog(2)/4 < q1/4.
Thus,
#Per(ϕq)
q + 1
<
2 log d
log(log q − [K : Q] log 2)−A + 4Mq
−1/4.
More generally, if each coset of Gal(K(ϕ−1(t)/K(t))/Gal(K¯(ϕ−1(t)/K¯(t))
contains at least one fixed point free element, then the same is true for any
reduction to Fq. Then by Theorem 1.4,
#ϕn(Fq) =
2
ncG
(
1 +OG
(
log n
n
))(
q +O(|G| d
n
−1
d−1 ndq1/2)
)
,
and using an argument similar to that above, we have
#Per(ϕp)
q + 1
= Oϕ
(
1
log log q
)
.
References
[1] B. J. Birch and H. P. F. Swinnerton-Dyer. Note on a problem of Chowla. Acta Arith.,
5:417–423 (1959), 1959.
[2] Enrico Bombieri and Walter Gubler. Heights in Diophantine geometry, volume 4 of
New Mathematical Monographs. Cambridge University Press, Cambridge, 2006.
[3] Sarvadaman Chowla. The Riemann zeta and allied functions. Bull. Amer. Math. Soc.,
58:287–305, 1952.
[4] S. D. Cohen. The distribution of polynomials over finite fields. II. Acta Arith., 20:53–
62, 1972.
22 J. JUUL
[5] J. Cullinan and F. Hajir. Ramification in iterated towers for rational functions.
Manuscripta Math., 137(3-4):273–286, 2012.
[6] P. Flajolet and A. M. Odlyzko. Random mapping statistics. In Advances in
cryptology—EUROCRYPT ’89 (Houthalen, 1989), volume 434 of Lecture Notes in
Comput. Sci., pages 329–354. Springer, Berlin, 1990.
[7] M. D. Fried and M. Jarden. Field arithmetic, volume 11 of Ergebnisse der Mathe-
matik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics
[Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys
in Mathematics]. Springer-Verlag, Berlin, third edition, 2008. Revised by Jarden.
[8] Javier Gomez-Calderon and Daniel J. Madden. Polynomials with small value set over
finite fields. J. Number Theory, 28(2):167–188, 1988.
[9] R. M. Guralnick, T. J. Tucker, and M. E. Zieve. Exceptional covers and bijections on
rational points. Int. Math. Res. Not. IMRN, pages Art. ID rnm004, 20, 2007.
[10] Robert Guralnick and Daqing Wan. Bounds for fixed point free elements in a transitive
group and applications to curves over finite fields. Israel J. Math., 101:255–287, 1997.
[11] Frank Harary and Edgar M. Palmer. Graphical enumeration. Academic Press, New
York-London, 1973.
[12] D.R. Heath-Brown. Iteration of quadratic polynomials over finite fields. Available at
arXiv:1701.02707, 21 pages, 2017.
[13] G. J. Janusz. Algebraic number fields, volume 7 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, second edition, 1996.
[14] Rafe Jones. Galois representations from pre-image trees: an arboreal survey. In Actes
de la Confe´rence “The´orie des Nombres et Applications”, volume 2013 of Publ. Math.
Besanc¸on Alge`bre The´orie Nr., pages 107–136. Presses Univ. Franche-Comte´, Be-
sanc¸on, 2013.
[15] J. Juul. Fixed point proportions for Galois groups of non-geometric iterated exten-
sions. Available at arXiv:1603.06103, 14 pages, 2016.
[16] J. Juul. Iterates of generic polynomials and generic rational functions. Available at
arXiv:1410.3814, 26 pages, 2017.
[17] Jamie Juul, Pa¨r Kurlberg, Kalyani Madhu, and Tom J. Tucker. Wreath products and
proportions of periodic points. Int. Math. Res. Not. IMRN, (13):3944–3969, 2016.
[18] R. W. K. Odoni. The Galois theory of iterates and composites of polynomials. Proc.
London Math. Soc. (3), 51(3):385–414, 1985.
[19] R. Pink. Profinite iterated monodromy groups arising from quadratic morphisms with
infinite postcritical orbits. Available at arXiv:1309.5804 , 26 pages, 2013.
[20] G. Po´lya. Kombinatorische Anzahlbestimmungen fu¨r Gruppen, Graphen und chemis-
che Verbindungen. Acta Math., 68(1):145–254, 1937.
[21] Xuancheng Shao. Polynomial values modulo primes on average and sharpness of the
larger sieve. Algebra Number Theory, 9(10):2325–2346, 2015.
[22] Joseph H. Silverman. The Arithmetic of Dynamical Systems, volume 241 of Graduate
Texts in Mathematics. Springer-Verlag, Berlin, first edition, 2007.
[23] B. L. van der Waerden. Die Zerlegungs-und Tra¨gheitsgruppe als Permutationsgrup-
pen. Math. Ann., 111(1):731–733, 1935.
Jamie Juul, Department of Mathematics and Statistics, Amherst College,
Amherst, MA 01002, USA
E-mail address: jamie.l.rahr@gmail.com
