This paper gives an analytical proof of the conjecture [1]: when the dimension M of the auto-covariance matrix is large, the eigenvalue spectrum from Principal Component Analysis (PCA) of a fractal Brownian motion (fBm) process with Hurst parameter H decays as a power-law: λ m ∼ m −(2H+1) , m = 1,..., M . This resolves the interesting puzzle why PCA based H estimator can yield right results for fBm processes with 1/2 < H < 1.
Introduction
To obtain an accurate estimation of Hurst (H) parameter, attracts increasing interests, because the existence of fractal Brownian motion (fBm) processes is found to be prevalent in nature. Among various approaches, the so called Principal Component Analysis (PCA) based one has recently been proposed as an efficient H estimator in [1] . It was insightfully conjectured that the eigenvalues from PCA of fBm processes follow a power-law, with the exponent being H parameter defining the fBm processes. Thus, by checking the eigenvalue spectrum from PCA, we can get an estimation of the H. However in [1] , this conjecture is only analytically proved for regular Brownian motion (H = 1/2, that is, Wiener process) by using the famous continuous Karhunen-Loève (K-L) expansion of Wiener process.
In the following studies [2] , [3] , [4] , this conjecture is analytically proved for 0 < H < 1/2 still by using the continuous K-L expansion. But the accuracy of PCA based method is still questionable for 1/2 < H < 1. An initial guess is this method cannot be applied to those fBm processes; however, further simulations showed that this method yields correct results for fBm processes with 1/2 < H < 1 [4] .
To resolve the interesting puzzle, we first discuss the relations between different representation types of fBm, continuous/discrete K-L transformation and PCA in a more rigorous way. Based on these backgrounds, we then provide an analytical proof of the conjecture for 0 < H < 1.
Brief Overview of the Backgrounds and the Conjecture
For representation simplicity, we will focus on the standard fBm process in this paper, because the conclusions obtained can be easily extended to general fBm processes. Suppose B = {B t , t ≥ 0} is a standard fBm processes with Hurst index H (0 < H < 1). Thus, it has zero mean, continuous sample paths and autocorrelation function [5] , [6] , [7] 
Notice that the standard fBm is a centered process (E [B t ] = 0), the autocovariance K b is identical to the autocorrelation R b here.
We may have different representation types of B t , e.g. series expansions, spectral representations, and integral representations [7] . For example, according to the theory of reproducing kernel space and continuous Karhunen-Loève expansion, we can expand B t within a finite time interval [0, T ] as a linear combination of orthogonal basis functions
where φ n (t) belongs to a set of orthonormal functions in the interval [0, T ],
where * denotes complex conjugate. And the coefficients c n are pairwise uncorrelated random variables. For any a sample pathB t , the correspondingc n can be determined by
On the other hand, we can have the following spectral representation forms of B t as (see also [8] , [9] , [10] ),
where λ n are the corresponding eigenvalues of the nth orthonormal functions satisifying
Equivalently, the above continuous K-L expansion can be characterized by the following integral equation
It should be pointed out that φ n (t) in (5)-(6) equals those in (2)-(4), and the integral equation are satisfied by both of these two representations. Thus, if we have a series expansion of B t like (2), we can then measure the variance of the coefficients (6) which equals to the eigenvalues in (7).
In real applications, we often need to carry out the discrete Karhunen-Loève transformation (decompositions) from empirical sampled data instead of the continuous K-L transformations. Particularly, we will focus on the real-valued fBm processes, since PCA based H estimator are usually applied to real-valued fBm processes.
The estimation of the eigenfunctions of the continuous integral equation (7) from the associated discrete version (8) generated by a finite sample of M data points was discussed in [11] , [12] , [13] 1
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Throughout this paper, we try to avoid using Riemann-Stieltjes integral for conceptual convenience.
where M is the truncation length. Andφ m ≈ φ m can be taken as the discretized eigen-function, which are also called eigenvectors, spanning a Mdimensional inner product space.
The following theorem guarantees the validity of discretized estimation.
Lemma 1
Finally, we will discuss the relations between discrete K-L expansion and PCA. Mathematically, PCA can be viewed as an orthogonal linear transformation that transforms the sampled data to a new coordinate system such that the larger variance by any projection of the data comes to lie on the first coordinate, then the second greatest variance on the second coordinate, and so on. Noticing discrete K-L and PCA are two orthogonal decompositions operating in the same M-dimensional inner product space, the eigenvalues obtained from the discrete K-L expansions is equivalent to the eigenvalues obtained from PCA of the same auto-covariance matrix [11] , [12] , [13] . In practice, PCA can be executed via Singular Value Decomposition (SVD), which is fast enough when handling large M.
Based on the above discussions, the relation between the Hurst index H of a fBm and its PCA spectrum was conjectured in [1] as
Conjecture when the sampling data length M is large, the eigenvalue spectrum from Principal Component Analysis (PCA) of a fractal Brownian motion (fBm) process with Hurst parameter H decays as a power-law:
From the above discussions, we can see that the validity of this Conjecture lies in whether there exits a series expansions of fBm yielding such a decaying law for the variance. In [1] , the famous continuous Karhunen-Loève (K-L) expansion of Wiener process (H = 1/2) is applied.
where the eigen-functions are
, and the eigenvalues are
It is clear that the conjecture is valid for Weiner process. However, this result is only suitable for regular Brownian motion (H = 1/2, that is, Wiener process).
3 The Proof for the Conjecture
Obviously, we have to find some other series representations which holds for 0 < H < 1. Fortunately, we have the following theorems found recently [14] , [15] , [16] Lemma 2 Let ... < ω −1 < ω 0 = 0 < ω 1 < ... be the real zeros of J 1−H , we can expand B t within a finite time interval [0, T ] as
where z n , n ∈ Z, are independent Gaussian random variables with mean zero and variance
2 It should be pointed out that (11) is mistaken for φ m (t) = 2 T sin n + 1 2 πt in [1] . This is mainly because the formula that they cited from page 416 [10] is not accurate.
where Γ(·) denotes the Gamma function and J α (·) denotes the Bessel function with parameter α. V T = S T (0, 0), and the reproducing kernel S T can be represented as
Using (15), we have the following proof for the Conjecture.
Proof
Since α = (1 − H) is a real number here, all the zeros of J α (s) are real. And these real zeros ω m are asymptotically periodic for large x as [17] 
where a 1 and a 0 are certain real constants.
Moreover, we consider the Neumann function Y α (x), which satisfies
Notice that the curves of Bessel functions J α (x) (α > 0) look roughly like oscillating sine or cosine functions that decay proportionally to
for large x. Especially, for x ≫ |α 2 − 1/4|, we have [17] , [18] 
Since ω m are the zeros of J 1−H (x), we have
Thus,
Moreover, we have 
Based on (14) , (15), (17) and (27) 
Thus the Conjecture is proved after we combine (10) and (28).
Since there are enough testing results given in [1] - [4] , no further numerical verification is provided here.
