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Broadband SIBC Formulation for a Low-Dispersion Finite
Volume Method in the Time Domain
A. Tsakanian, E. Gjonaj, H. De Gersem, and T. Weiland
Institute für Theorie Elektromagnetischer Felder, Technische Universität Darmstadt, Darmstadt 64289, Germany
Surface impedance boundary conditions for the computation of resistive wall wakefields in linear accelerators are developed. The
method represents an extension of the staggered finite volume method in the time domain (SFVTD) for the discretization of Maxwell’s
equations. It uses an auxiliary differential equation formulation for general impedance functions describing the frequency-dependent
wall conductivity, surface roughness, or metal oxidation. For the time discretization of the resulting dispersive equations, a particular
technique based on exponential integration is employed. This allows us to preserve the basic properties of the SFVTD method such
as unidirectionally optimal numerical dispersion and maximum stability bound, which are of crucial importance for electromagnetic
wakefield computations.
Index Terms— Computational electromagnetics, finite volume methods, linear particle accelerator, surface impedance.
I. INTRODUCTION
ELECTROMAGNETIC wakefields due to the finiteconductivity of cavity walls are one of the main
concerns in the design of electron accelerators. These
so-called resistive wall wakefields are the largest contributors
to beam coupling impedances in the high-energy sections of
the accelerator where extremely short electron bunches are
operated [1]. For an estimation of these contributions, one
relies (almost) exclusively on numerical simulations, since
wakefield measurements within the high-vacuum accelerator
chamber are very cumbersome.
Conventional methods for the solution of Maxwell’s equa-
tions in the time domain, however, will usually fail for this
class of problems. This is of primary importance due to the
extremely high frequency of wakefields resulting in large
numerical dispersion errors. These errors tend to accumu-
late in the course of the simulation as, e.g., short electron
bunches of μm-length propagate over several meters within the
accelerator.
To cope with this problem, specialized low-dispersion
techniques have been proposed [2]–[5]. The staggered finite
volume time domain (SFVTD) method introduced in [5] is
one of them. It represents a volume-integral-based formulation
with very appealing numerical properties. The dispersion error
of the SFVTD is substantially smaller than that of the conven-
tional FDTD technique. The crucial property, however, is that
the method can be operated at a maximum stable time step
corresponding to the 1-D Courant–Friedrichs–Lewy (CFL)
stability limit. Applying SFVTD at this so-called magic time
step provides the exact, dispersion-free solution for all electro-
magnetic waves propagating along the three coordinate axes
directions (see [6]).
In order to consider resistive and/or rough wall wakefields
in such simulations, however, an appropriate implementation
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Fig. 1. Allocation of fields and currents on mesh cells (black lines) and the
corresponding control volumes (red lines) of SFVTD.
of broadband surface impedance boundary condition (SIBC)
for the SFVTD is needed. In the following, this task is
accomplished by combining the auxiliary differential equa-
tion (ADE) technique with a particular time stepping scheme.
The latter allows maintaining the numerical dispersion and
stability properties of the original SFVTD, which is necessary
for these types of simulations.
II. SFVTD METHOD
A. Description of Method
The basic idea of the SFVTD discretization is depicted
in Fig. 1. Fields and currents are allocated componentwise on
the faces of a Cartesian mesh. For each of these components, a
unique control volume enclosing the corresponding mesh face
is introduced. Alternatively, one may think of three secondary,
staggered meshes, which are obtained by shifting the original
mesh along the x-, y- and z-directions, respectively.
A discretization of Maxwell’s equations is obtained by
applying the generalized Stokes’ theorem for each of the
six field components on the corresponding control volumes.
A detailed derivation of these equations is given in [6]. Here,
we begin with the semidiscrete form of the SFVTD
Mμ
dh
dt
= −Ce (1)
Mε
de
dt
= CT h − j. (2)
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Fig. 2. Normalized numerical phase velocity (left) and its error (right)
of plane wave solutions in FDTD and SFVTD methods versus propagation
direction.
In (1) and (2), e, h, and j represent the volume averages over
the control volumes of the electric, magnetic, and current field
components, respectively. The matrices, C , Mε , and Mμ are
the curl- and mass-operators of the method resulting from this
choice of integration volumes on the mesh. The particular form
of these matrices determines the numerical properties of the
SFVTD method, such as the low numerical dispersion and the
large stability bound compared with the conventional FDTD.
B. Numerical Dispersion Properties
The numerical dispersion properties of the method in the
case of leap-frog time stepping are illustrated in Fig. 2. The
normalized numerical phase velocity of plane wave solutions
versus propagation direction is shown. Both SFVTD and
conventional FDTD methods are evaluated at their stability
limits, i.e., FDTD −ct2-D = /
√
2, ct3-D = /
√
3 and
SFVTD-ct2-D, 3-D = , where  is the mesh step.
As can be seen, the SFVTD method has no dispersion error
along the coordinate axes, whereas the Yee-FDTD scheme
is dispersion-free along the grid diagonals. Furthermore,
already with five discretization points per wavelength, the
maximum error for the phase velocity of SFVTD is about
1.7 times smaller than the maximum error, resulting in
conventional FDTD.
III. SIBC-ADE FORMULATION
A. Basic Approach
In the following, the first-order Leontovich type SIBC are
considered; n × E(ω) = Zs(ω)n × n × H (ω), where n is
normal to the surface and ω is the angular frequency. For
good conductors, the surface impedance can be written as
Zs(ω) =
√
jωμ
σ(ω) + jωε (3)
with
σ(ω) ≈ σ0
1 − jωτ (4)
Fig. 3. Vector fit of surface impedance (top) and its relative error (bottom).
where σ0 is the conductivity and τ is the relaxation time of the
metal. The frequency-dependent impedance function Zs(ω) is
represented by a general pole-residue expansion as
Zs(ω) = jωL + α0 +
Np∑
i=1
αi
jω + βi . (5)
In (5), αi , βi , and L are real-valued coefficients and Np is the
order of the pole-residue model. Note that the parameter L
corresponds to the effective wall inductance, which becomes
particularly important for rough or oxidized surfaces.
The wakefields excited by charged particle bunches are
strongly related to the spectrum of the excitation source
(see [7]). The bandwidth of the spectrum for a bunch with
the rms length of σb is ω/c ∼ 1/σb. As an example, in
free electron lasers, where ultrashort electron bunches with
σb = 20 μm–50 μm are used, the frequencies up to a few
tens of tetrahertz should be considered. Thus in such problems,
accurate modeling of EM fields at extremely high frequencies,
up to the tetrahertz range, becomes important.
B. Accuracy of Surface Impedance Approximation
The real-valued coefficients of the surface impedance
expansion (5) can be obtained by a well-known vector
fitting (VF) technique [8]. The fitting was performed for
the copper (σ0 = 58 MS/m) in the broad frequency range
f = 100 MHz–50 THz with sampling rate of  f = 50 MHz.
The surface impedance expansion order of Np = 21 is
considered.
Fig. 3 shows the approximated surface impedance amplitude
normalized to the free space impedance Z0 ≈ 377 	. In the
considered broad frequency range, a relative fitting error
below 1% is reached. The approximation error is higher at
low frequencies. However, the fitting error at 100 MHz is still
below 1%.
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Fig. 4. Relative approximation error of the surface impedance functions
versus the number of RFA terms.
The rational function approximation (RFA) (5) of the sur-
face impedance function was analyzed in terms of accuracy
with respect to the expansion order Np . Fig. 4 shows the rela-
tive error of the approximated impedance evaluated at 10 GHz
versus the RFA terms. As can be seen, already for an expansion
order of Np = 12, the error is below 1%.
Similar convergence studies were performed for titanium
alloy (TiAl−σ0 = 0.58 MS/m) and stainless steel (SS−σ0 =
1.34 MS/m), showing a similar behavior as for copper. Note
that the conductivity values of titanium and copper differ by
two orders of magnitude.
C. Time Domain SIBC
Following the procedure proposed in [9], the SIBC is written
in the time domain as a set of ADEs:
n × E =
(
α0 + L ∂
∂ t
)
(n × n × H ) +
Np∑
i=1
Gi (6)
∂Gi
∂ t
+ βi Gi = αi (n × n × H ), i = 1, . . . , Np (7)
where Gi are auxiliary fields resembling effective magnetic
currents on SIBC surfaces. Imposing (6) on SIBC surfaces
and applying the SFVTD discretization leads to a modified
semidiscrete Faraday’s law
(Mμ + LAs)dhdt + α0 Ash = −Ce − As
Np∑
i=1
gi (8)
with
∂gi
∂ t
+ βi gi = αi h, i = 1, . . . , Np (9)
where gi is the auxiliary degree of freedom in the SFVTD
sense, i.e., corresponding to the volume averages of the
magnetic currents Gi on the face-staggered control volumes
(see Fig. 1). The SIBC operator As in (8) turns out to be a
diagonal matrix with diagonal entries given by the mesh face
areas for faces lying on an SIBC surface and zero otherwise.
This formulation includes three possible cases of boundary
cells with SIBC surfaces aligned as shown in Fig. 5.
In the first case, the control volume of the tangential
magnetic field component touches the SIBC surface. In the
second case, the magnetic field component lays exactly on the
SIBC surface. Finally, the last case represents a combination of
Fig. 5. Boundary cells with SIBC surfaces (red) and controlled
volumes (blue) of according DoFs. Red shaded faces correspond to
SIBC areas As .
TABLE I
RESONANT MODES OF CUBIC CAVITY WITH TITANIUM WALLS
both previous cases involving two SIBC surfaces on the control
volume. The calculation of the effective SIBC areas As in (8)
for all magnetic field components is performed according to
one of these three cases.
IV. TIME STEPPING
For the solution of (2), (8), and (9) in the time domain,
the following time stepping strategy is applied. The discrete
Ampère’s and Faraday’s equations, (2) and (8), respectively,
are time-updated as usual using a leap-frog scheme.
To preserve the stability bound of the original method,
a semi-implicit approach is applied for the lossy SIBC term α0
Ash appearing in (8) (see [10]). Finally, the set of ADEs (9)
is solved with a second-order accurate exponential time inte-
grator [11]. The latter approach is known to provide optimal
stability for stiff equations as is the case for the broadband
SIBC-ADEs. Then, the overall time stepping scheme reads
gn0 = α0hn−1/2 (10)
gni = gn−1i e−βit +
αi
βi
(1 − e−βit )hn−1/2 (11)
hn+1/2 = hn−1/2 − t M˜−1μ
⎛
⎝Cen + As
Np∑
i=0
gni
⎞
⎠ (12)
en+1 = en + t M−1ε (CT hn+1/2 − j n+1/2) (13)
where a modified magnetic mass matrix M˜μ = Mμ +
(L + α0t/2)As is introduced. Note that M˜μ is diagonal,
so that its inverse can be readily computed.
V. VALIDATION
As a first validation test for the method, a cubical titanium
resonator with side length l = 1 cm is considered. Initially
five resonant modes (Table I) were excited in the cavity, each
with 1 J electromagnetic field energy.
Since a closed form analytical solution is not known, the
semianalytical result [12] for the damping factor of lossy
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Fig. 6. EM field energy versus normalized time.
Fig. 7. Numerical convergence with respect to mesh resolution.
cavity modes is used as a reference for investigating the
accuracy of the SIBC formulation. Fig. 6 shows the total
electromagnetic energy decaying in the cavity as a function of
time normalized to the oscillation period of the lowest mode,
T ≈ 38.5 ps. As can be seen, the electromagnetic field energy
obtained numerically and by power-loss method are in good
agreement.
In all the simulations, the maximum possible time step
matching exactly the 1D-CFL stability limit is used.
VI. CONVERGENCE
The convergence studies of the SFVTD method with
TD-SIBC boundaries were performed in terms of the cavity
mode filling time (decay time) with respect to the mesh
resolution . A cubic cavity with side length l = 0.1 mm
and its resonant mode TM211 ( f ∼ 3.5 THz) is considered.
The studies were performed for cavity walls made of Cu, SS,
and TiAl materials.
The numerical accuracy and convergence rate for the cavity
filling time with respect to the mesh resolution  is shown
in Fig. 7. The second-order convergence rate is observed for
all three types of wall conductivity.
Fig. 8 shows the relative error for the numerically obtained
cavity mode filling time with respect to the surface impedance
approximation order. In these simulations, the mesh resolution
is kept fixed to l/ = 60. It was observed that already with an
RFA order of Np = 12 the relative error for the filling time is
below 1%. Similar behavior was observed for other types of
conductors between titanium and copper that are commonly
used in accelerator components.
Fig. 8. Relative error for the cavity mode filling time versus the surface
impedance approximation order.
VII. CONCLUSION
An SIBC formulation for the SFVTD method in the time
domain is developed. The resistive boundary model uses
surface impedance boundary condition approximation in the
time domain. It includes boundary effects like frequency
dependent conductivity, surface roughness, and metal
oxidation. The method was successfully tested and good
agreement between numerical simulation and perturbation
theory is obtained. In addition, the method preserves the
basic properties of SFVTD, such as dispersion-free property
along the coordinate axes and maximum stability bound.
This allows the implementation of a moving mesh approach
for short-range wakefield calculations excited by ultrashort
bunches in resistive structures.
REFERENCES
[1] K. L. F. Bane and G. Stupakov, “Resistive wall wakefield in the LCLS
undulator beam pipe,” SLAC National Accelerator Laboratory, Stanford,
CA, USA, Tech. Rep. SLAC-PUB-10707, 2004.
[2] E. Gjonaj, T. Lau, T. Weiland, and R. Wanzenberg, “Computation of
short range wake field with PBCI,” ICFA Beam Dyn. Newslett., vol. 45,
pp. 38–52, 2008.
[3] I. Zagorodnov and T. Weiland, “TE/TM field solver for particle beam
simulations without numerical Cherenkov radiation,” Phys. Rev. Special
Topics-Accel. Beams, vol. 8, no. 4, p. 042001, Apr. 2005.
[4] M. Kärkkäinen, E. Gjonaj, T. Lau, and T. Weiland, “Low-dispersion
wake field calculations tools,” in Proc. ICAP, Chamonix, France, 2006,
pp. 35–40.
[5] H. Kawaguchi, S. Itasaka, and T. Weiland, “4-D space-time-domain
decomposition simulation of particle accelerator wake field based on
3-D time domain BEM,” IEEE Trans. Magn., vol. 51, no. 3, Mar. 2015,
Art. ID 7201604.
[6] T. Lau, E. Gjonaj, and T. Weiland, A Novel Staggered Finite Volume Time
Domain Method (Mathematics in Industry), vol. 14. Berlin, Germany:
Springer-Verlag, 2010, pp. 367–374.
[7] B. W. Zotter and S. Kheifets, Impedances and Wakes in High-Energy
Particle Accelerators. Singapore: World Scientific, 1997.
[8] B. Gustavsen, “Improving the pole relocating properties of vector fit-
ting,” IEEE Trans. Power Del., vol. 21, no. 3, pp. 1587–1592, Jul. 2006.
[9] J. Woyna, E. Gjonaj, and T. Weiland, “Broadband surface impedance
boundary conditions for higher order time domain discontinuous
Galerkin method,” COMPEL-Int. J. Comput. Math. Elect. Electron. Eng.,
vol. 33, no. 4, pp. 1082–1096, 2014.
[10] A. Taflove and S. C. Hagness, Computational Electrodynamics: The
Finite-Difference Time-Domain Method (Artech House Antennas and
Propagation Library). Norwood, MA, USA: Artech House, 2005.
[11] A. Hochbruck and A. Ostermann, “Exponential integrators,”
Acta Numer., vol. 19, pp. 209–286, May 2010.
[12] J. J. Gustincic, “A general power loss method for attenuation of cavities
and waveguides,” IEEE Trans. Microw. Theory Techn., vol. 11, no. 1,
pp. 83–87, Jan. 1963.
