In this note an adaptation of heuristic tabu search algorithm for nding Ramsey graphs is presented. As a result, seven new lower bounds for classical Ramsey numbers are established:
Introduction
Let us de ne a (k; l; n)-Ramsey graph, or in short (k; l; n)-Rg, to be a graph on n vertices which does not contain clique of order k or an independent set of order l. The Ramsey number R(k; l) is de ned to be the smallest integer n > 0 such that, there is no (k; l; n)-Rg. Our approach to establishing a new lower bound for a Ramsey number, R(k; l) n, is based on the idea of heuristic search for a (k; l; n ? 1)-Rg in a space of highly regular graphs on n ? 1 The following sections contain descriptions of our algorithms, and the Ramsey graphs which imply the new lower bounds. Some of these bounds were previously announced in 7].
2 Tabu search
General framework
The tabu search (TS) method is a heuristic procedure which has proved to be very e cient in solving many combinatorial optimization problems. A detailed description of it is given in 4]. Our approach makes use of TS in its simplest form outlined below.
For a given optimization problem: min s2S f(s), where f is called objective function and S denote the space of all allowed states, TS starts from an initial state s 2 S chosen arbitrarily and explores the space S by moving from one state to another subject to a de ned neighborhood function Nb : S ! 2 S . During each step, the actual state s is replaced by its neighbor having the
The computational results presented in this paper were partly obtained using machines from the Academic Computer Center in Gda nsk TASK. least value of f: If more than one state has the same minimal value the tie is broken randomly. This process is stopped when a new state satis es the required condition. In order to avoid some of the possible loops, a FIFO queue called the tabu list is provided. Its aim is to remember recently visited states which are forbidden and cannot be chosen during state replacement. We show this simple form of TS in pseudo-code: 
Adaptation for search of Ramsey graphs
To implement TS for a particular application, one must specify the search space S, objective function f, neighborhood function Nb, nal acceptance criterion, method of choosing initial state and length of the tabu list T. In this paper we only give the speci cations used in our computational experiments. Let us assume that we are looking for a (k; l; n)-Rg, where k l.
Restricted space of graphs. For a given edge partition of a complete graph K n into r graphs: E = fG 1 ; G 2 ; : : : ; G r g; where V (G i ) = V (K n ) for 1 i r, E(K n ) = S r i=1 E(G i ) and E(G i ) \ E(G j ) = ; for 1 i 6 = j r; we de ne the space S to be the family of all graphs without independent sets of size l, obtained by the union of any subset of E:
G i j I f1; 2; : : : ; rg; K l * G I
) :
We have considered many di erent types of partition E. However, the results which improve the known lower bounds of Ramsey numbers were established using only two such types. One of them leads to the search among cyclic graphs. The other slightly generalizes the previous one. A detailed discussion of the partitions used is presented in the next section. The neighborhood function. Two graphs G I and G J are de ned to be neighbors i one of them can be obtained from another by union with exactly one element from E:
The objective function and the nal acceptance criterion are clear: f(G) is simply equal to the number of cliques of size k contained in G, and the process stops i f(G) = 0.
The tabu list is slightly di erent from that of the previous general description. It is easy to see that one iteration in this implementation is always a union or disunion of a previously reached graph and one element of E. Instead of remembering recently generated graphs, the tabu list only keeps the indices of elements of E which were used during recent replacements. Replacements leading to insertion or removal of an element of E which is on the tabu list are not allowed. The tabu queue de ned in this way is more restrictive than in the de nition but consumes much less computation time. The length of the tabu list was adjusted experimentally depending on the parameters k; l; n; r (usually between 1 10 r and 3 10 r). A complete graph K n is taken as the initial state. 
Cyclic graphs
Following the earlier works mentioned in the Introduction, we rst concentrated on cyclic graphs. 18 which improves the best previously known lower bound R(3; 13) 58 6] by one.
Finally, let us note that a better lower bound R(3; 13) 60 was claimed in 11]. Unfortunately, the cyclic graph C 59 (1; 3; 5; 7; 16; 25) described in that paper as a (3; 13; 59)-Rg contains a number of independent sets of size 13, for example f0; 2; 6; 10; 14; 20; 24; 28; 32; 38; 42; 46; 50g.
