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Summary
Labile characters, like behaviors, are phenotypes that are expressed repeatedly in the life of
an individual. These types of characters allow individuals to adjust their phenotype to various
levels of environmental variation, and therefore play a key role in the evolutionary process.
Labile phenotypes are distinct because of their multi-level nature; individuals can differ in their
average phenotypic expression (causing among-individual variation), but they can also vary
their  phenotype  in  each  expression  (causing  within-individual  variation).  In  order  to
understand  the  role  of  labile  characters  in  the  evolutionary  process  it  is  necessary  to
acknowledge that variation at each level is caused by different processes. Variation at the
among-individual level is caused by genetic or environmental differences having a permanent
effect on an individual’s phenotype, whereas variation at the within-individual level is caused
by an individual’s adjustment of its phenotype to a changing environment. The implications of
these multi layered effects in the expression of labile characters have been acknowledged by
different fields of evolutionary ecology, but major areas of evolutionary research do not fully
incorporated this idea. The general aim of my thesis was to fully integrate this multi-level
nature in the study of the adaptive causes and evolutionary consequences of variation in
labile characters.  My thesis is composed of five chapters: the first three are conceptual and
methodological  works  aimed at  integrating  the  multi-level  nature  of  labile  characters  into
already  existing  evolutionary  frameworks.  The  last  two  chapters  describe,  as  a  worked
example,  how the different  levels of  variation and covariation between (labile)  fertilization
related traits affect the evolution of the alternative reproductive strategies in a wild passerine
bird (the great tit).
The  first  chapter  is  a  conceptual  work  focusing  on  how to  define  and  statistically
characterize behavioral characters. We argue that behavioral characters can be studied using
the “evolutionary character concept”. This framework was developed to study characters that
only vary among individuals (i.e. “fixed characters”); therefore we extended this framework to
include characters that also vary within-individuals.  The second chapter of the thesis is a
methodological work where we proposed a way to quantify multi-level variation in reaction
norms, which allows the estimation of repeatability of plasticity. Behavioral ecologists have
recently  developed  theory  predicting  the  ecological  conditions  where  repeatable  vs.
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non-repeatable  variation  in  phenotypic  plasticity  should  evolve.  However,  there  was  no
methodological framework to estimate repeatability of plasticity. Therefore, we proposed a
study design and mixed effect model structure to estimate repeatability of plasticity. To help
researchers  use  the  proposed  methodology,  we  developed  an  R  simulation  package  to
estimate bias, precision and accuracy for different sampling designs. The third chapter is an
opinion paper that urges researchers to combine theory and methods developed in behavioral
ecology  and  quantitative  genetics  to  study  phenotypic  variation  in  a  social  context.
Quantitative  geneticists  have  developed  a  framework  to  study  social  evolution  aimed  at
predicting the evolutionary response to selection of traits affected by the phenotypes of other
individuals (the “social environment”). Phenotypes expressed in a social context, also called
interactive phenotypes, exhibit a particular evolutionary dynamic because their environmental
component is composed of genes and can thus evolve. Despite that fact that the effects of the
social  environment  are  commonly  mediated  by  labile  characters,  this  social  evolution
framework has not fully considered the multi-level nature of labile characters. Therefore, for
chapter three we integrated the multi-level nature of labile characters in this social evolution
framework.  
 The final  two chapters  focus,  as a worked example,  on  within-pair  and extra-pair
reproductive  behavior  in  great  tits.  For  these  chapters,  we  utilized  the  theoretical  and
methodological developments of the previous chapters to study the sources of evolutionary
constraints on alternative fertilization routes in male great tits. One of the chapters has a more
evolutionary perspective, while the other applies a more behavioral ecology view point.  In
chapter  four  we  studied  male  extra-pair  and  within-pair  reproduction  as  interactive
phenotypes that are affected by the phenotypes of both the male and the female member of
great tit breeding pairs. We showed that male fertilization strategies depend heavily on the
phenotype of their female. This social environment effect should influence the evolutionary
response to selection of male fertilization strategies, and could partly explain evolutionary
stasis, observed in natural populations, in traits so closely linked to fitness. In chapter four we
also studied whether  trade-offs  among- or  within-individuals can constrain  the phenotypic
evolution of male alternative reproductive strategies. We showed that among-male trade-offs
between  within-pair  and  extra-pair  reproduction  could  also  be  a  source  of  evolutionary
constrain.  In chapter five, we corroborated the existence of trade-offs between alternative
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reproductive routes by studying whether within-pair and extra-pair fertilizations are obtained at
the same time, allowing for the possibility of a trade-off between the two. We found that a
male's extra-pair fertilization success is actually higher when it constrains his ability to secure
within-pair  fertilizations.  This  result  is  consistent  with  our  finding  that  there  is  indeed  a
trade-off between extra-pair and within-pair reproduction in this species. The empirical works
in this thesis highlight the importance of the social environment as a source of phenotypic
variation in the expression of labile traits. But more generally, from the works in this thesis, we
can conclude that to fully understand the role of labile characters in the evolutionary process it
is necessary to acknowledge their multi-level nature.

 General Introduction
What role do behaviors play in the evolutionary process? Evolutionary biologists have argued
that they are key players on the evolutionary stage (Hamilton 1964; Maynard-Smith & Price
1973; West-Eberhard 1979). Behavior has been hypothesized to be a pacemaker in the rate
of  evolution,  involved in the acceleration of the evolutionary process but  also a cause of
phenotypic stasis (Huey et al. 2003; Duckworth 2008; Wilson 2013). Behavior could mediate
both evolutionary processes, but to understand why and when it will increase or decrease the
rate of phenotypic evolution, it is necessary to acknowledge its multi-level nature. Phenotypic
variation is organized in a hierarchical way; variation can exist among-species, within-species
among-populations,  and  within-populations  among-individuals  (Figure  1).  In  the  case  of
characters  that  are  repeatedly  expressed  throughout  the  life  of  an  individual  (labile
characters), variation can also exist  within-individuals among-expressions (Westneat et  al.
2014). Labile characters, like behavior, are very important from an evolutionary perspective
because  they  provide  individuals  with  the  means  to  adapt  to  a  constantly  varying
environment.  Behavior's  evolutionary  importance has been mostly  attributed to  this  labile
nature (capacity to vary within-individuals; Westneat & Fox 2010), but the adaptive nature of
differences between individuals in their behavior (among-individual variation) has also been
studied from an adaptive perspective (Dingemanse & Wolf 2010). Recently, there have been
repeated  calls  for  integrating  both  the  among-  and  within-individual  levels  of  variation  in
behavior in an evolutionary context (Nussey et al. 2007; Dingemanse et al. 2010; Westneat et
al.  2014).  The  need  to  integrate  different  levels  of  phenotypic  variation  to  understand
evolutionary processes has been clear since Darwin and Wallace connected among-species
and  among-individual  variation  through  the  process  of  natural  selection  (Darwin  1859).
Therefore, in this thesis we aimed to increase the integration of “lower” levels of variation in
the study of phenotypic variation from an evolutionary perspective. We studied the adaptive
causes of variation among- and within-individuals, how these levels of variation relate to the
way individuals respond to environmental variation, the connection between these levels of
variation, and how populations may respond to selection.
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Figure 1. Schematic representation of the hierarchical organization of phenotypic variance (modified
from Weastneat et. al., 2014). Directional arrows indicate that replicates of the next level are nested
within the upper level.
Multi-level variation of behavior
 The adaptive nature of within-individual variation in behavior (individual plasticity) has
long been of interest to behavioral ecologists (Westneat & Fox 2010). Traditionally, behavioral
ecology  research  has  focused  on  how  individuals  adjust  their  behavior  to  match
environmental  conditions.  Based  on  optimality  theory,  behavioral  ecologists  placed
phenotypic  plasticity  (within-individual  variation)  in  a  central  position  in  their  adaptive
explanations of behavioral variation (Krebs & Davies 1997). For instance, birds are known to
adjust their level of aggressiveness depending on the costs and benefits of an aggressive
interaction (Enquist  & Leimar 1983) and females optimize their clutch size in response to
yearly variation in density (Both 1998). More recently, among-individual variation in behavior
has also become the focus of behavioral  ecologists (Dall  et  al.  2004; Réale et al.  2007).
Within  the  field  of  ‘animal  personality’,  consistent  individual  differences  across  time  and
contexts have been documented in a wide range of behaviors and taxa (Bell et al. 2009),
while  theoretical  and  empirical  studies  have  expanded  our  understanding  of  its  adaptive
nature (e.g Wolf et al. 2007; McNamara et al. 2009; reviewed by Dingemanse & Wolf 2010).
For example, behavioral differences between individuals can be adaptive because of the
benefits  of  reduced  competition  during  social  interactions  (Bergmüller  &  Taborsky  2010;
Montiglio et al. 2013) and increased efficiency due to task specialization (Laskowski & Pruitt
2014).  Behavioral  ecologists  are  now  studying  among-  and  within-individual  variation  in
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behavior in conjunction within a single (reaction norm) framework (Dingemanse et al. 2010).
Reaction  norms  are  functions  that  describe  the  dependency  of  a  phenotype  on  the
environment (Schlichting & Pigliucci 1998). Behavioral reaction norms are characterized by
an  intercept,  representing  an  individual's  average  level  of  behavior,  and  a  slope  that
represents  its  degree  of  phenotypic  plasticity. The  plastic  response  of  individuals  to  the
environment  (slope)  causes  within-individual  variation  (Figure  2)  while  variation  in  the
elevation of the reaction norms (intercepts) will reflect consistent among-individual differences
across the environmental gradient (Figure 2a). This reaction norm framework has also made
it possible to study the interactions between these levels (Nussey et al. 2007; Dingemanse et
al. 2010). It is now widely documented that there are differences between individuals in how
they plastically respond to the environment (Figure 2b; van de Pol 2012). In other words, this
phenomenon can be described as among-individual variation in a source of within-individual
variation. The adaptive nature of this type of variation has also been studied theoretically
(Dingemanse  &  Wolf  2013)  and  empirically  (Mathot  et  al.  2011).  Currently,  researchers
studying  the  evolutionary  ecology  of  behavioral  variation  are  developing  theory  and
methodologies  to  study  different  ways  in  which  levels  of  variation  can  interact  (Biro  &
Adriaenssens 2013; Cleasby et al. 2014; Westneat et al. 2014).
Figure  2.  Linear  reaction  norms  (modified  from  Dingemanse  et.  al.,  2010),  where  each  color
represents a different individual. (a) Depicts a situation where individuals respond in the same way to
a particular environmental gradient. (b) Represents a situation where individuals respond differently to
the same environmental gradient. The plastic response to the environment generates within-individual
variation  in  phenotypic  expression.  Differences  in  the  elevation  of  each  of  the  lines  represents
variation among-individuals.
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Multi-level variation and population response to natural selection
The evolutionary response to natural selection of a population will  depend on the relative
contribution of the among- and within-individual variation to the total phenotypic variance in a
population (Lynch & Walsh 1998). Among-individual variance due to genetic differences is the
raw material for natural selection to act upon and adaptive phenotypic evolution to proceed,
whereas within-individual variation in the form of phenotypic plasticity allows individuals to
adjust their phenotype to the environment without genetic change. How the different levels of
phenotypic variation are related to the evolutionary response to selection by a population is
also  determined  by  the  sources  and  levels  of  covariation  between  traits  and  fitness.
Covariance between labile  characters  and fitness can be caused by  different  processes,
result  in  covariances  at  different  levels,  and  have  different  evolutionary  repercussions.
Covariation between behavior and fitness can be the result of a correlated plastic response,
of  both  behavior  and  fitness,  to  the  same  environmental  gradient  (i.e.  environmental
pleiotropy; Figure 3a). For example, an increase in food availability could increase individual's
aggressiveness  and  number  of  offspring.  This  will  cause  an  environmental  correlation
between behavior and fitness (Figure 3a). This can also be referred to as a within-individual
correlation  when  studying  labile  traits,  because  the  pattern  is  caused  by  the  changes
within-individuals  due  to  environmental  effects—it  is  not  caused  by  consistent  individual
differences. This environmental correlation between trait and fitness will not result in adaptive
phenotypic evolution (Sheldon et al. 2003), and despite covariation between behavior and
fitness, phenotypic stasis will be observed (Merilä et al. 2001). Responses to selection are
only expected if the covariance between behavior and fitness is at the among-individual level
(Figure 3b) and underpinned by an additive genetic covariance (Lynch & Walsh 1998). In this
scenario, individuals that are always more aggressive always have more offspring. Therefore
to  determine  the  role  of  behaviors  in  the  evolutionary  processes,  it  is  necessary  to
acknowledge that covariation between behavior and fitness can occur at different levels and
be caused by different processes and therefore have different evolutionary consequences.
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Figure 3. Different ways in which fitness and labile characters can be correlated; colors represent
different  individuals.  (a)  Correlated  plastic  response  to  an  environmental  gradient  results  in  a
correlation within individuals between trait and the fitness. In instances that individuals were more
aggressive they also sired more offspring, but individuals were not consistent in their aggressiveness
across instances. (b) The correlation between fitness and the labile traits is at the among-individual
level. Individuals that were consistently more aggressive consistently sired more offspring.
Multi-level variation and the social environment
Most  behaviors  are  expressed  in  a  social  context,  and social  interactions  are  key
determinants of population level processes. Despite the role that behavioral characters play in
mediating social  interactions, the multi-level  nature of social  behaviors has not been fully
incorporated in a social evolution framework. Theory and methods developed in quantitative
genetics may prove useful for bridging the gap between the multi-level nature of behavior and
social  evolution  (McGlothlin  &  Brodie  2009).  This  is  because  quantitative  geneticists  are
interested in predicting evolutionary responses to selection, and this explicitly requires the
partitioning  of  phenotypic  variation  into  genetic  (among-individual)  versus  environmental
(within-individual) components (Falconer & Mackay 1996). Specifically, indirect genetic effects
and social  selection theory center  upon the proposition that during social  interactions the
environmental component of one individual is the phenotype of another (Moore et al. 1997).
This can have major evolutionary repercussions because the (social) environment can be
heritable  and  potentially  also  evolve  (McGlothlin  et  al.  2010).  This  type  of  evolutionary
dynamic can increase or decrease the rate of phenotypic evolution depending on the nature
of the social interactions (Wolf 2003; Wilson 2013). For example, in mew gulls a conflict of
interest between the sexes over the timing of reproduction constrains the optimal reproduction
time for each sex (Brommer & Rattiste 2008). In mice, competition among males can explain
phenotypic stasis in traits like dominance, due to indirect genetic effects (Wilson et al. 2011).
Furthermore,  the  evolution  of  exaggerated  sexual  ornaments  can  be  explained  by  these
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social  evolutionary dynamics (Westneat 2012).  In  all  of  these scenarios,  the effect of  the
social environment on the phenotype of one individual is mediated by phenotypic plasticity.
During social  interactions, phenotypic plasticity as a function of phenotypes expressed by
conspecifics (i.e. social responsiveness) represents the link between the genotypes in the
social  environment and the phenotypes expressed by an individual.  Combining the social
evolutionary framework with behavioral ecology theory concerning the multi-level nature of
behavior and plasticity, will deepen our understanding of the role of labile characters in social
evolution.
The role of social behaviors in the rate of phenotypic evolution will ultimately depend
upon their relationship with life-history traits and consequently fitness (Morrissey 2014). Life-
history traits are those traits that affect the survival and reproductive potential of individuals
(Roff  1992).  In  species  where  individuals  reproduce  several  times  in  their  life,  some
life-history traits vary among- and within-individuals (Browne & McCleery 2007). Moreover,
life- history traits are commonly affected by the phenotypes of other individuals (and thus
other  genotypes),  which  generates  a  similar  type  of  evolutionary  dynamic  as  in  social
behaviors  (Wilson  2013).  Life-history  traits  are  closely  linked  to  fitness,  and  therefore
covariation at different levels between social behaviors and life-history traits will determine the
evolutionary trajectories of populations (Stearns 1989). To understand why and when social
behaviors will increase or decrease the rate of phenotypic evolution, it is necessary to study
social  behaviors  and  their  relationship  with  life-history  traits  in  a  unified  framework  that
acknowledges the different levels and sources of variation on both life-history traits and social
behaviors.  
Variation in social behaviors, life history traits, and extra-pair reproduction
One  such  relationship  between  life-history  traits  and  social  behaviors  are  male
alternative reproductive strategies (Gross 1996), where males use a variety of behaviors to
mediate their investment in alternative reproductive routes. In socially monogamous birds,
extra-pair  reproduction  results  in  a  polygynandrous  reproductive  system  that  creates
alternative routes to fertilization success for both males and females (Kvarnemo & Simmons
2013).  Socially monogamous males can achieve successful  fertilizations via three routes:
mating  with  highly  fecund  females,  avoiding  within-pair  paternity  loss,  and/or  seeking
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extra-pair copulations (Webster et al. 1995). Variation in these alternative reproductive routes
will be partly due to among-male variation in behavior, among-female variation in behavior,
and  environmentally  induced  variation  (Westneat  &  Stewart  2003).  Therefore,  fertilization
routes not only vary at multiple-levels, but are also affected by the behavioral phenotype of
various individuals. Studying variation among behavioral traits and alternative reproductive
routes within a unified framework should give a better understanding of how their covariation
shapes and is shaped by the mating system characteristics of socially monogamous species.
Thesis outline
The general  goal  of  my thesis was to study how (co) variation of  labile characters
among-  and  within-individuals  relates  to  the  way  by  which  individuals  respond  to
environmental variation, and how this may influence population response to natural selection.
As a specific case of this phenomenon, we studied how male great tits mediate investment in
different reproductive routes using aggressive behaviors, and how the different sources of
variation and covariation between within- and extra-pair reproduction constrain the evolution
of alternative reproductive strategies.
Before trying to understand the role of a behavioral character (e.g., aggressiveness) in
any biological process (e.g., reproduction), it is necessary to define and properly quantify the
behavioral character in question. What is a character and how can we measure it? These
questions  are  of  key  importance  when  studying  any  phenotypic  character  from  an
evolutionary perspective. In  chapter one, we set out to answer these questions for labile
characters.  Biologists  often  study  phenotypic  evolution  while  assuming  that  phenotypes
consist of a set of quasi-independent units or parts that have been shaped by selection to
accomplish  a  particular  function  (Wagner  2001).  Consequently,  the  success  of  any
evolutionary research agenda depends to a large degree on whether such functional units
have been properly characterized. Despite the importance of labile characters as mediators
between organisms and their environment (Krebs & Davies 1997; Westneat & Fox 2010),
theory about what defines an evolutionary character has been developed to study characters
that  only  vary among-individuals (“fixed characters”).  Thus, the conceptual  approaches to
understand  what  a  character  constitutes  have  neglected  the  plastic  nature  of  behavior.
Therefore,  we propose a concept  of  “behavioral  characters”  that  integrates both variation
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among-individuals  (“personality”)  and  within-individuals  (“individual  plasticity”),  and  further
propose a corresponding statistical methodology to test whether observed behaviors should
be considered expressions of a hypothesized evolutionary character.
 The conceptual and methodological framework we proposed is generally applicable to
any labile character, therefore we chose to present the study of aggressiveness in great tits
as  an empirical  test  of  a  general  framework.  Our  approach hinged  on  the  notion  that  a
behavioral  character  should  be  viewed  as  a  latent  variable  underlying  the  expression  of
functionally related traits. For example, during aggressive interactions, male great tits express
a suite of behaviors (sing, alarm, attack) that jointly execute a specific function: displacing
intruders. We defined behavioral characters (aggressiveness) as the common neurobiological
and physiological mechanisms that allow the functional coherence of the (aggressive) display.
If the behavioral character of interest is actually underpinning the expression of the measured
behaviors,  it  should  cause a  pattern of  among-  and within-individual  covariance between
behaviors, that will allow them to be used as functional unit within and across contexts. To
empirically test whether the behaviors that we observed in the aggressive displays of great
tits  were indeed expressions of  the behavioral  character  (aggressiveness),  we confronted
males in our population with a set of simulated territorial intrusions (Figure 3). Each male was
subjected to a standardized simulated territorial intrusion in two different contexts: a situation
with a high risk of  a conspecific intrusion and another with a low risk of  intrusion. Using
multivariate  mixed-effect  models  and  structural  equation  modeling,  we  showed  that  the
patterns of covariation among- and within-individuals of the different behaviors supported the
hypothesis that the behaviors were used as a functional unit and were expressions of the
behavioral character “aggressiveness”. This study informed us about the best measure of
aggressiveness  to  incorporate  in  further  analysis  aimed at  studying  the  relation  between
among-  and  within-  individual  variation  in  aggressiveness  and  the  alternative  routes  to
fertilization success of male great tits.
In chapter one, we studied the multi-level nature of phenotypic expression and how to
incorporate it in the study of evolutionary characters. Another way by which the multi-level
nature  of  labile  characters  is  manifested  is  by  the  plastic  response  of  individuals  to  the
environment.
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Figure 3. Photograph of the experimental setup showing a taxidermic mount (protected by a green
wire mesh) one meter away from the focal bird’s nest box. The focal bird (on top of the wire mesh) is
highly aggressive. Photograph by Jan Wijmenga
 Recently,  among-individual  variation  in  phenotypic  plasticity  has  been  studied  by
evolutionary ecologists. Plastic responses can also vary within-individuals, but this level of
variation has not been studied.  Therefore, in  chapter two we detailed a study design and
statistical  approach—based  on  repeated  measures  and  multi-level  random  regression
modeling—that enables the study of variation in phenotypic plasticity at different hierarchical
levels (such as among- and within-individuals). This methodology applies to labile characters
that respond plastically to environmental gradients that individuals encounter several times
throughout their life. Variation within-individuals in their plastic response to an environmental
gradient  may  be  caused  by  the  dependency  of  their  plastic  response  on  a  second
environmental gradient. For example, red knots vary their vigilance behavior depending on
the level of predation risk every day, but the plastic response towards predation risk could
depend on daily variation in the size of their flock. The ability of individuals to regulate their
plastic  response  to  match  a  multivariate  environment  is  very  relevant  from  an  adaptive
perspective and is probably common in nature. Moreover, recent theoretical  models have
specific predictions regarding the ecological conditions where repeatable vs. non-repeatable
variation in phenotypic plasticity should emerge. The quantification of the different levels of
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variation in phenotypic plasticity allows the estimation of its repeatability, which is important to
empirically determine when and why there is repeatable variation in plasticity. 
The aim of chapter three was to develop a framework that might be applied to usefully
integrate social evolution and the multi-level nature of behavior and any labile character. In
this chapter we urged researchers to combine theory and methods developed in behavioral
ecology and quantitative genetics to study, within a unified framework, the multi-level nature
of labile phenotypes (e.g., life-history traits and behavior) and how social interactions may
shape these levels of variation. In this chapter, we first reviewed the different experimental
designs and statistical methodologies that will enable researchers to study the effects of the
social  environment on the different  levels  of  phenotypic variation in labile traits.  We then
detailed,  which  biological  hypotheses  can  be  answered  with  these  methods  and  further
propose future areas of research that can be addressed with the proposed approach.
In  chapter four we used the approaches proposed in chapter three combined with
life-history theory to study, as a worked examle, the role of aggressiveness and the social
environment in the fertilization strategies of male great tits. Extra-pair reproduction in socially
monogamous  species  creates  alternative  routes  to  male  fertilization  success.  In  natural
populations,  variation  in  these  routes  is  pervasive,  which  is  puzzling,  because  selection
should  deplete  variation  in  traits  closely  linked to  fitness.  In  this  chapter, we determined
whether social environment effects (due to phenotypes of social mates) and the existence of
trade-offs  between  fertilization  routes,  can  explain  the  maintenance  of  variation  and
phenotypic  stasis  of  traits  linked to  fertilization  success and therefore  fitness.  Empirically
addressing these type of questions is challenging in wild populations because trade-offs are
often hidden at specific hierarchical levels of phenotypic organization (i.e., within-individuals
as  opposed  to  among-individuals:  Stearns  1989),  while  male  fertilization  routes  are
simultaneously affected by the phenotype of both members of the social pair. We addressed
this  issue  by  using  a  (co)variance  partitioning  approach  to  study  alternative  routes  to
fertilization success in male great tits (Parus major). We first studied male siring routes as
“interactive phenotypes” arising from phenotypic contributions of both members of the social
pair. We then studied the relationships between the different fertilization routes to determine
whether covariation within- or among-individual males supported the existence of a trade-off.
As a general conclusion for this chapter, we found that both male and female individual-level
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phenotypic  attributes  contribute  to  male  fertilization  success  and  trade-offs  between  the
different routes may help maintain among-individual variance in alternative pathways to male
fertilization  success.  In  chapter  five, we  studied  more  in  depth  the  trade-off  between
extra-pair paternity gain and within-pair paternity loss. We addressed whether the timing of
extra-pair fertilizations may interfere with a male's ability to secure within-pair fertilizations.
We found that  spill-over  effects  of  male  within-pair  fertilization  behavior  affects  extra-pair
fertilizations, causing both within-pair and extra-pair fertilizations to be achieved at the same
time. This supports our results about the existence of a trade-off between extra-pair paternity
gain and within-pair paternity loss. 
Study system
For the empirical components of the thesis, we studied great tit (Parus major) populations
breeding  in  nest  boxes.  The  great  tit is  a  non-migratory  passerine  bird  from the  family
Paridae. It is the most widespread species of its genus and is common throughout Europe in
any sort of woodland (Svensson 1992). The species readily breed in nest boxes between
March and June when male great tits defend their territories (Krebs 1982). This bird is socially
monogamous and provides bi-parental care to its young (Kölliker et al. 2000), but commonly
engages  in  extra-pair  reproduction  (Brommer  et  al.  2007). We  studied  variation  in
aggressiveness and male  alternative  fertilization  routes  in  12  nest  box plots  of  great  tits
(Figure 4), established in 2009 in Southern Germany in an area of approximately 120 ha
(Bavarian Landkreis Starnberg; 47º 58' N, 11º 14' E). Each plot consisted of a regular grid of
50 boxes, with 50 meters between adjacent boxes. From April onwards, boxes were checked
twice a week to determine lay date (back-calculated assuming that one egg was laid per day),
onset of incubation, and clutch size. When the nestlings were 6 days old, a blood sample was
taken  and  they  were  marked  with  an  aluminum ring;  any  unhatched  eggs  or  deceased
nestlings were collected. Parents were caught with a spring trap in the nest box on the next
day, measured, bled, and marked with a unique combination of rings if caught for the first
time.
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Figure 4. Study sites with the geographic position of each of the nest boxes depicted in yellow circles.
Nest boxes were overlaid on a Google Earth image.
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Biologists often study phenotypic evolution assuming that phenotypes consist
of a set of quasi-independent units that have been shaped by selection to
accomplish a particular function. In the evolutionary literature, such quasi-
independent functional units are called ‘evolutionary characters’, and a
framework based on evolutionary principles has been developed to charac-
terize them. This framework mainly focuses on ‘fixed’ characters, i.e. those
that vary exclusively between individuals. In this paper, we introduce multi-
level variation and thereby expand the framework to labile characters, focus-
ing on behaviour as a worked example. We first propose a concept of
‘behavioural characters’ based on the original evolutionary character concept.
We then detail how integration of variation between individuals (cf. ‘person-
ality’) and within individuals (cf. ‘individual plasticity’) into the framework
gives rise to a whole suite of novel testable predictions about the evolutionary
character concept. We further propose a corresponding statistical method-
ology to test whether observed behaviours should be considered expressions
of a hypothesized evolutionary character. We illustrate the application of
our framework by characterizing the behavioural character ‘aggressiveness’
in wild great tits, Parus major.
1. Introduction
Biologists often study phenotypic evolution assuming that phenotypes consist
of a set of quasi-independent units or parts that have been shaped by selection
to accomplish a particular function [1,2]. Consequently, the success of evol-
utionary research programmes depends to a large degree on whether such
functional units have been properly characterized. For this reason, evolutionary
biologists have developed an appealing conceptual framework (detailed
below), in which these functional units are called ‘evolutionary characters’
[3]. Notably, despite the importance of labile characters in mediating inter-
actions between organisms and their environment [4], they have not been fully
integrated into this framework. This is in part because labile characters (e.g. beha-
viour) vary both between and within individuals; previous implementations
have instead primarily focused on fixed phenotypes (e.g. structural size). In this
paper, we expanded this framework to integrate (any) multi-level structure
and illustrate its application by characterizing behavioural phenotypes. We intro-
duce a definition of ‘behavioural characters’ and propose a general methodology
that enables empirical testing of novel hypotheses concerning the question of
whether observed behaviours can be considered expressions of a hypothesized
evolutionary character.
Central to our framework is the concept of evolutionary characters, which
can be defined as parts of an organism that exhibit causal coherence in their
expression and play a causal role in a biological process [3]. This definition
has two important characteristics. First, its causal coherence refers to a set of
inter-related mechanisms that are involved in the character’s expression and
makes it quasi-independent from other characters [5]. This ‘modularity’ is
what enables the character to respond adaptively to selection [6]. Second, its
explicit link to a biological process implies that a character is a ‘functional
unit’ used by an organism for a particular task. An evolutionary phenotypic
& 2013 The Author(s) Published by the Royal Society. All rights reserved.
module or ‘character’ is thus composed of several elements
that are functionally related [7]. Characters are themselves in
turn hierarchically structured, where a functional unit can be
considered a part of a higher level unit [8]. For example, one
can consider the human hand as a character that is composed
of five fingers and is used to grab objects and use tools. Each
finger has a specific function and can be considered a charac-
ter by its own, but because all fingers need to be used as a
coherent functional unit when using tools, they must be
tightly correlated in terms of length, shape and neurological
underpinning [9]; therefore, fingers of the same hand respond
as a unit to selective forces and can be viewed as expressions
of the same character. We propose to apply this general logic
to behaviour and define behavioural characters by the causal
coherence underlying their expression and the function that
they accomplish for the organism.
We illustrate our behavioural character concept using
aggressiveness displayed by territorial male great tits, Parus
major (figure 1). We view aggressiveness as a behavioural
character that dictates how an organism responds to agonistic
interactions. Great tits express a wide array of behaviours
during such encounters [10] that jointly execute a specific
function: displacing intruders. We therefore a priori visua-
lize aggressiveness as an unobserved—statistically called
‘latent’—variable that affects multiple behaviours used in
aggressive displays (visualized in figure 1 by arrows connect-
ing the latent variable with the expressed behaviours). For
example, during highly aggressive interactions, male great
tits respond to a conspecific intrusion by calling while
approaching and attacking if the intruder does not withdraw.
By contrast, during less aggressive interactions, males sing
from far away rather than calling and approaching close.
Proximately, this functional coherence is owing to common
mechanisms affecting the expression of all behaviours of
the display (i.e. through pleiotropic effects of genetic or
environmental factors; [11]). This common (neurological
or physiological) pathway enables different behaviours to
be expressed as a functional unit. It is this proximate mechan-
ism that evolves in response to selection and that represents
the character [12]. We note that the terms phenotypic ‘character’
versus ‘trait’ are used interchangeably in the evolutionary
literature. Traits are sometimes defined directly as observable
variables that are biologically relevant; here, we simply call
measured quantities ‘observable variables’ and refer to ‘charac-
ters’ as the inferred theoretical entities underlying the expression
of functionally related observable variables. This borrows from
the statistical and psychological literature where a distinction is
made between attributes that are directly measurable versus
those reflecting underlying unobservable quantities [13,14].
We thus propose that behavioural characters represent unmea-
sured ‘latent’ variables that can be inferred from the expression
patterns of behavioural observables.
Other fields of biology, especially human personality
research, have a long and productive history of studying be-
haviour using latent variables [14]. Our approach is distinctly
different because we explicitly address the issue of how one
might integrate behavioural variation between individuals
(cf. ‘animal personality’ [15]) and variation within individ-
uals (cf. adaptive ‘individual plasticity’ [16]) when studying
these latent variables (behavioural characters) from an evol-
utionary perspective (detailed further in the Discussion).
We will continue our worked example to explain this
unique aspect of our approach. If there is a latent variable
(aggressiveness) affecting the expression of the different
agonistic behaviours, it will cause between-individual
and within-individual correlations between the agonistic
behaviours (cf. [17]). On the one hand, between-individual
differences in aggressiveness owing to genetic differences or
early-life experiences (visualized in figure 1 by the lower
dashed box with arrows pointing to the latent variable) will
result in between-individual correlations among behaviours
of the display. Aggressive individuals should, for example,
on average have high values for call rate as well as higher ten-
dency to approach intruders. On the other hand, within-
individual plastic responses to environmental changes
should result in correlated changes in all behaviours of the
display within the same individual (visualized in figure 1
by the upper dashed box with arrows pointing to the latent
variable), resulting in within-individual correlations. If an
individual increases its level of aggressiveness, its call rate
should increase and it should approach the intruder closer.
Decomposition and comparison of behavioural correlations
within versus between individuals therefore provides clues
about whether a common underlying mechanism might
underpin behavioural variation at different levels.
The behavioural character concept consequently comes
with predictions about patterns of (co)variation between be-
havioural expressions of a character. First, each of the
observed behaviours should show between-individual vari-
ation (i.e. non-zero repeatability) and part of this variation
should be owing to individual differences in a latent variable,
provided that the population harbours between-individual
variation in the behavioural character. Second, behavioural
expressions of the character should change in concert
within the same individual in response to environmen-
tal change (‘integration of plasticity’; [18]), provided that
the behavioural character is plastic within individuals.
Third, similar non-zero behavioural correlations are expected
between versus within individuals provided that the charac-
ter also varies at both levels. Fourth, correlations between
expressed behavioural observables should be the same in
different environments in which the character is expressed
within-individual variation
(differences in specific instances,
i.e. intruder threat)
between-individual variation
(differences in genes and
permanent environmental effects)
aggressive display
latent variable
‘aggressiveness’
approach distance
calls
occurrence of attack
songs
Figure 1. Diagram of the multi-level evolutionary character concept applied
to avian agonistic behaviour. The behavioural character ‘aggressiveness’ is rep-
resented as a latent variable affecting the expression of observed behaviours
(calls, approach distance, occurrence of attack and songs). The hypothesized
expression of the latent variable is plastic within the same individual, as it
varies as a function of environmental conditions (top-left), but also differs
between individuals owing to genetic and environmental effects specific to
the individual (lower-left). Consequently, expressed behaviours are correlated
in a similar fashion between versus within individuals.
rspb.royalsocietypublishing.org
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(e.g. breeding versus non-breeding contexts), and significant
cross-environment correlations should exist if the same
mechanism (character) affected the expression of behavioural
observables in different environments [11]. Finally, a character
should be quasi-independent from other characters to respond
to selection as a unit [6]. Behavioural expressions of a character
should therefore show some degree of independence from
other behavioural characters.
We illustrate our thesis by analysing four behaviours that
great tit males use when confronted with a territorial intru-
sion. We tested the hypothesis that these four behavioural
observables were expressions of the behavioural character
‘aggressiveness’. To do so, each male was subjected to a ‘stan-
dardized territorial intrusion’ four times per breeding season
(year): twice during the egg-laying period of its social mate,
at which time intrusions should increase risk of paternity
loss [19] and consequently elicit a relatively aggressive
response and twice when its social mate was incubating the
clutch, at which time intrusions should not increase perceived
risk of paternity loss and consequently elicit less of an aggres-
sive response. We tested whether the data supported the
hypothesis that the behavioural observables were indeed
expressions of the same character (‘aggressiveness’).
We performed a four-step data analysis: we first ran
univariate analyses where, for each of the behavioural observa-
bles separately, we estimated the amount of variance between
and within individuals, as well as the level of behavioural plas-
ticity with respect to breeding context. We expected that all
behavioural observables would have a repeatable component
and show a plastic response to the relative perceived threat of
the intruder, provided that they represented expressions
of the same repeatable but plastic behavioural character. There-
fore as the second step, we quantified correlations between
the different behavioural observables, asking whether they
were correlated as hypothesized at each hierarchical level
(i.e. between and within individuals) and in each environ-
ment (i.e. during laying and incubation). The integration
of behavioural observables across environments was investi-
gated using a character state approach [20] and assessed by
testing whether correlations within environments (breeding
contexts) and across environments (‘cross-environment’ corre-
lations; [20]) were consistent with the presence of a single
common underlying mechanism. As the third step, we stati-
stically evaluated the amount of support for the presence of a
context-general latent variable. Finally, we asked whether
‘aggressiveness’ constituted a quasi-independent module by
evaluating whether it was distinct from other presumed
aspects of risk-taking behaviour, for example level of activity
in a novel environment.
2. Material and methods
(a) Experimental protocol
We studied 12 nest box populations of great tits in southern
Germany (for details, see electronic supplementary material,
appendix S1). Simulated territorial intrusions (i.e. aggression
tests) were performed in the breeding seasons of 2010–2012. A
taxidermic mount of a male great tit was presented as a visual
stimulus with a playback song as an acoustic stimulus (detailed
below). In each year, each male was subjected to four aggression
tests during its first breeding attempt (defined as attempts initiated
within 30 days after the first egg of the year in all of the plots was
found; [21]). Each male was subjected to two simulated territorial
intrusions during egg-laying (1 and 3 days after its first egg was
observed) and two during incubation (1 and 3 days after clutch
incubation was confirmed). Owing to logistical constraints, the
interval between first and repeat trials within-breeding context
was more than 2 days for 7% of the 1150 repeat tests.
Aggression tests were conducted between 7.00 and 12.00; the
specific time was semirandomly assigned. The taxidermic mount
was presented 1 m away from the subject’s nest-box on a 1.2 m
wooden pole protected by a green wire mesh (see the electronic sup-
plementary material, figure S1). Fifteen mounts and 14 playback
song stimuli (recorded from German and Dutch populations)
were constructed, enabling us to test whether the assayed beha-
viours represented responses to great tit mounts and songs in
general rather than responses to their specific characteristics [22];
one mount and one song (broadcasted with a Samsung U5 Digital
Audio Player connected to a Radioshack Mini Amplifier) were ran-
domly allocated to each test. One of 25 observers performed the
observation at a distance of 15 m.
Following the onset of a focal test, we recorded the behaviour
of the focal male for a period of 3 min after it had entered a 15 m
radius around the box. The observer counted the number of calls
and songs, estimated the minimum distance to the mount
(‘approach distance’) and noted whether the subject attacked
the mount ( jumping on the wire mesh of the mount; ‘occurrence
of attack’). (Descriptive statistics of each observable (cf. mean,
range and standard deviation) are given in the electronic sup-
plementary material, table S1.) For ease of interpretation,
approach distance was multiplied by 21 (i.e. higher values rep-
resented a more aggressive response) in all the statistical
analyses. Subjects that did not arrive within 15 min were
scored as non-responsive. We performed 657 tests in 2010, 652
in 2011 and 937 in 2012, reflecting yearly breeding densities.
Male identity was known for 1593 tests; in 1285 (80%) of these
tests, the male responded. Analyses were based on these 1285
aggression tests, representing 365 unique (i.e. ringed) males.
The number of responsive tests varied between males depending
on number of years present and number of responses: 10 tests
(n males ¼ 1), 9 (n ¼ 3), 8 (n ¼ 11), 7 (n ¼ 17), 6 (n ¼ 22),
5 (n ¼ 21), 4 (n ¼ 80), 3 (n ¼ 104) 2 (n ¼ 66), 1 (n ¼ 40).
(b) Statistical analyses
(i) Univariate mixed-effect models
We modelled variation in each of the agonistic behaviours separ-
ately as a function of (fixed effects) breeding context (laying
versus incubation), test sequence within-breeding context (first
versus second trial), year (2010, 2011, 2012) and time of the day
(measured as minutes after sunrise and expressed as the deviation
from the average time of all tests). Random intercepts were
included for the identity of the observer (n ¼ 25 levels), population
(n ¼ 12), playback song (n ¼ 14), taxidermic mount (n ¼ 15) and
subject male (n ¼ 365). We used the following error structure:
approach distance was square root transformed and modelled
with Gaussian errors, number of songs and calls (untransformed)
modelled with Poisson errors and occurrence of attack (yes/no)
with binomial errors. Adjusted repeatabilities were subsequently
calculated as the between-individual variance divided by the
sum of the between-individual and the residual variance [23].
(ii) Multi-variate mixed-effect models
Between- and within-individual correlations were estimated by
fitting the assayed behaviours (approach distance, calls, songs
and occurrence of attack) as four response variables into a single
multi-variate mixed-effect model with random intercepts for indi-
vidual identity. Further fixed or random effects were not included
because our univariate analyses revealed that their effects were of
minor importance (see Results and table 1). Breeding context
rspb.royalsocietypublishing.org
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strongly affected all of the behaviours (table 1) but was not
included in the model because we wanted the within-individual
covariance matrix to capture all sources of within-individual
plasticity. Behaviour-specific error structure was applied as
detailed above. Notably, the within-individual variance of ‘occur-
rence of attack’ was fixed to one because it is not estimable for
binary data [13]; within-individual correlations with this variable
should consequently be treated with caution. Exclusion of
this response variable did not change our general findings (see
electronic supplementary material, table S2b).
Within- and cross-breeding context correlations were estima-
ted at the between-individual level by treating each of the four
behavioural observables as a distinct response variable for each
breeding context (e.g. ‘songs during laying’ and ‘songs during incu-
bation’), resulting in a multi-variate mixed-effect model with eight
response variables and random intercepts for individual identity.
We consequently estimated, within the same model, between-
individual correlations within and across breeding contexts. This
model estimated 28 between-individual correlations (six within-
context correlations among all four behavioural observables 
2 contextsþ 16 across-context correlations). Within-individual
cross-context covariances were non-estimable (because the two
breeding contexts cannot be experienced at the same time) and
were therefore constrained to zero [17]; further fixed or random
effects were not included (detailed above).
To assess whether the behaviours were correlated as expected
according to the behavioural character concept, we compared the
similarity between the posterior distributions (defined below) of
pairwise correlations between versus within individuals and
between laying versus incubating, using the ‘overlapping coeffi-
cient’ [24]. We further applied Mantel tests to assess whether the
two matrices differed in correlation structure.
(iii) Structural equation modelling
We applied structural equation modelling (a statistical technique
that includes confirmatory factor analysis as a special case) to the
between-individual covariance matrix derived from the mixed-
effect model with eight response variables (detailed above).
We evaluated relative support for each of four a priori considered
scenarios (based upon their relative AIC-values): (i) the absence
of any latent variable (figure 2a); (ii) the presence of a single latent
variable affecting all behaviours in both contexts (figure 2b);
(iii) the presence of two context-specific latent variables (figure 2c)
and (iv) the presence of two correlated but context-specific latent
variables (figure 2d).
(iv) Quasi-independence of behavioural modules
We tested for quasi-independence of the hypothesized aggressive-
ness module by assessing whether the four agonistic behaviours
(occurrence of attack, approach distance, calls and songs) were cor-
related with another observed behaviour, the individual’s level
of activity when placed into a novel environment (see [25] and
electronic supplementary material, appendix S2). We estimated
the correlations between the four hypothesized behavioural
expressions of the character aggressiveness and activity in a novel
environment by fitting them all as response variables into a multi-
variate mixed-effect model with random intercepts for individual
identity (1–277).
(v) Parameter estimation methods
We used R statistical environment v. 3.0.2 for all statistical ana-
lyses [26]. Mixed-effect models were fitted using Monte Carlo
Markov chains in the MCMCglmm package [27], which retrieves
posterior distributions of estimated parameters. We subsequently
Table 1. Sources of variation in four agonistic behaviours based on simulated territorial intrusion experiments applied to great tits in southern Germany.
(Estimates were derived, separately for each agonistic behaviour, from univariate mixed-effect models with random intercepts for individual (1 – 365), population
(1 – 12), observer (1 – 25), taxidermic model (1 – 15) and playback song identity (1 – 14). Breeding context (laying versus incubation), test sequence within-
breeding context (first versus second), time of day and year (2010, 2011, 2012) were fitted as fixed effects (n ¼ 1285 tests). We give point estimates for each
fixed (b; mean) and random (s2; variance) parameter, as well as adjusted repeatabilities, with their 95% CI.)
calls approach distancea occurrence of attack songs
fixed effects b (95% CI) b (95% CI) b (95% CI) b (95% CI)
interceptb 21.05 (22.00, 20.38) 22.49 (22.65, 22.14) 21.89 (23.54, 20.56) 1.92 (1.68, 2.16)
breeding context 21.96 (22.36, 21.44) 20.61 (20.71, 20.47) 22.37 (23.04, 21.49) 0.47 (0.34, 0.59)
sequence 20.43 (20.94, 20.07) 20.10 (20.21, 0.03) 20.33 (20.85, 0.26) 0.11 (0.00, 0.25)
time of day 20.23 (20.51, 20.02) 0.07 (20.01, 0.12) 0.00 (20.01, 0.00) 20.01 (20.08, 0.05)
year 2011 1.06 (0.39, 1.88) 0.11 (20.15, 0.30) 0.69 (20.35, 1.44) 20.11 (20.29, 0.16)
year 2012 1.10 (0.33, 1.78) 20.05 (20.33, 20.16) 0.02 (21.28, 0.59) 20.21 (20.41, 0.06)
random effects s2 (95% CI) s2 (95% CI) s2 (95% CI) s2 (95% CI)
individual 3.40 (2.13, 4.95) 0.40 (0.32, 0.56) 2.20 (0.01, 5.43) 0.40 (0.26, 0.51)
population 0.01 (0.00, 1.52) 0.00 (0.00, 0.08) 0.01 (0.00, 0.48) 0.00 (0.00, 0.09)
observer 0.00 (0.00, 0.28) 0.04 (0.00, 0.09) 0.00 (0.00, 0.32) 0.01 (0.00, 0.07)
model 0.00 (0.00, 0.37) 0.00 (0.00, 0.03) 0.00 (0.00, 0.67) 0.00 (0.00, 0.02)
song 0.06 (0.00, 0.12) 0.00 (0.00, 0.01) 0.00 (0.00, 0.17) 0.00 (0.00, 0.04)
residualc 10.19 (8.55, 12.06) 1.10 (1.00, 1.20) 1.00 (1.00, 1.00) 1.00 (1.00, 1.00)
repeatability r (95% CI) r (95% CI) r (95% CI) r (95% CI)
0.21 (0.14, 0.29) 0.29 (0.22, 0.35) 0.38 (0.13, 0.61) 0.25 (0.20, 0.32)
aApproach distance was multiplied by 21 prior to analysis.
bReference categories for fixed effects were set to ‘laying’ (breeding context), ‘1st’ (sequence), 2010 (year) and population mean time of the day.
cResidual error distributions were binomial (occurrence of attack), Gaussian (approach distance) or Poisson (calls, songs).
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calculated the mode and 95% credible interval (CI) for each par-
ameter. This Bayesian approach allows for uncertainty to be
appropriately carried forward to follow-up analyses [28]. Struc-
tural equation models were fitted with the ‘sem’ package [29].
Model implementation and procedures used for taking forward
uncertainty from one analysis to the next are detailed in the
electronic supplementary material, appendix S3.
3. Results
(a) Sources of variation in behavioural observables
A substantial part of phenotypic variation in each of the
observed agonistic behaviours was explained by differences
between individuals. CIs for repeatability were never close to
zero, implying strong support for the presence of between-
individual variation. Adjusted repeatability ranged between
0.21 and 0.38 (table 1). All behavioural observables changed
with breeding context (table 1): individuals produced more
calls, sang less, approached closer and were more likely to
attack during laying compared with incubation (see electronic
supplementary material, table S1). Effects of time of day, test
sequence or year were not supported, except for calls that dif-
fered among years and decreased with time of day and
sequence within-breeding context (table 1). The identity of
the observer, mount or playback song explained little variation,
if any at all (table 1).
(b) Between- versus within-individual correlations
Our mixed-effect model with four response variables (see
Material and methods) provided strong support for non-zero
correlations among all behavioural observables at the
DAIC = 5582 (4364, 7175)
DAIC = 348 (18,798) DAIC = 0 (0,0)
approach distance
during laying
(a) (b)
(c) (d)
approach distance
during laying
occurrence of attack
during laying
occurrence of attack
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songs
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songs
during laying
calls
during incubation
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during incubation
approach distance
during incubation
approach distance
during incubation
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during incubation
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during incubation
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during incubation
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during incubation
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during laying
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during laying
approach distance
during laying
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during laying
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during laying
aggressiveness
during laying
aggressiveness
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aggressiveness
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occurrence of attack
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songs
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occurrence of attack
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DAIC = 1262 (453, 2173)
Figure 2. Four models (hypotheses) explaining covariance structure among agonistic behaviours assayed during laying and incubation in wild great tits. Model
(a) proposes a scenario where each combination of observables and breeding stage is underpinned by a separate factor (the null model); model (b) hypothesizes a
common factor (‘module’) underpinning all observables regardless of breeding context, whereas model (c) hypothesizes a separate module for each breeding
context; model (d) expands upon this scenario by hypothesizing that those modules are themselves submodules influenced by a common factor.
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between-individual level (figure 3a; electronic supplementary
material, table S2). Individuals that on average (across all obser-
vations) approached the mount relatively closely also called at
relatively high rates, produced fewer songs and were more
likely to attack the model compared with individuals that on
average did not approach closely. Within-individual correlations
showed the same pattern (figure 3b; electronic supplementary
material, table S2): during observations where an individual
approached the dummy relatively closely, it would also call rela-
tively much but sing relatively little compared with observations
of the same individual where it approached less closely. These
findings imply that the assayed agonistic behaviours changed
in concert as hypothesized. Posterior distributions of pairwise
correlations within versus between individuals overlapped
substantially (see electronic supplementary material, table S2),
providing strong support for the hypothesis that behavioural
correlations did not differ between levels. This was confirmed
by matrix-wide statistical comparisons (Mantel test: r (95%
CI)¼ 0.88 (0.76–0.96)). Taken together, these findings support
the hypothesis that the same latent variable (character) affected
the expression of the agonistic behavioural observables within
versus between individuals.
(c) Between-individual correlations within- versus
across-breeding contexts
Signs and magnitudes of between-individual within-breeding
context correlations were very similar for the two breeding con-
texts (table 2b): posterior distributions overlapped considerably
(see electronic supplementary material, table S3). For example,
the correlation between calls and approach distance was (point
estimate (95% CI)) 0.67 (0.53, 0.77) during laying and 0.53 (0.35,
0.67) during incubation (overlap: 0.32). This similarity was
confirmed by matrix-wide statistical comparisons (Mantel
test: r (95% CI) ¼ 0.98 (0.91–0.99)).
Most behavioural observables showed ‘significant’ posi-
tive between-individual cross-breeding context correlations
(i.e. most CIs did not overlap zero; table 2a). In other words,
individuals that had relatively high average values during
laying also had relatively high average values during incu-
bation, suggesting that the same behavioural observable
was proximately underpinned by the same mechanism
when expressed in different contexts. Upper CI
nevertheless never included 1.00 (calls: 0.72; approach dis-
tance: 0.60; occurrence of attack: 0.65; songs: 0.62), implying
that their between-individual variances were also shaped—
though only partly—by context-specific proximate factors
[19]. Crossbreeding context correlations between different be-
havioural observables were of the same sign as their within-
context counterparts, but the former correlations were less
strong (table 2b), again suggesting some level of context-
specific expression of between-individual variance (i.e. hier-
archical structure) in the presumed behavioural character.
(d) Structural equation modelling
Cross-context correlations were substantial but their within-
context counterparts were tighter (table 2), implying context-
specific but correlated submodules affecting the expression of
the behavioural observables (cf. model (d) in figure 2). Our
comparison of four a priori considered structural equation
models supported this interpretation: model (d) was the single
best-supported model; the upper 95% CI of its DAIC value
did not overlap with the lower 95% CI of other models (figure
2). The presumed context-specific submodules (cf. latent vari-
ables) were, as expected, positively correlated (r (95% CI): 0.59
(0.24, 0.78); figure 4).
(e) Quasi-independence of behavioural modules
The four observed agonistic behaviours were, as expected,
not associated with activity in a novel environment. There
was very little statistical support for correlations between
observables that were a priori hypothesized expressions of
the character ‘aggressiveness’ and activity in a novel environ-
ment. (see electronic supplementary material, table S4).
4. Discussion
This paper proposed an approach for the inclusion of ‘labile
characters’ into the evolutionary character framework [3] and
introduced a corresponding statistical methodology to test
whether labile observables can be considered expressions of a
hypothesized evolutionary character. We used the labile behav-
ioural character ‘aggressiveness’ in great tits as a worked
example to show that the character concept has novel
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Figure 3. (a) Visual representation of between-individual correlations ( plotted are the individuals’ average values as deviations from the population mean value)
and (b) within-individual correlations ( plotted are the observations represented as deviations from individual mean values) between agonistic behaviours observed in
wild great tits in Bavaria (Germany). Values were simulated from the correlation matrix estimated from a multi-variate mixed-effect model with random intercepts
for individual identity (1 – 365) and calls, approach distance, occurrence of attack and songs fitted as response variables. We plot here predicted values on their
untransformed latent scale.
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predictions that are empirically testable when applied to multi-
level phenotypes. Explicit to this framework is (i) that characters
should be defined a priori as latent variables that affect function-
ally correlated observables, (ii) that if just one observable was
measured, it would not be possible to validate whether it did
reflect the character of interest, (iii) that both variation between
and within individuals should explicitly be acknowledged and
incorporated and (iv) that functionally unrelated observables
also need to be measured to test for the quasi-independence
of an hypothesized character from other ones.
(a) Novel predictions
Our multi-level implementation of the character concept
introduced novel predictions that concern specific variance
components [17] of observables. First, all labile observables
that are a priori hypothesized expressions of a labile character
should logically contain between-individual variance if the
character itself contains between-individual variation. A
statistical outcome where some but not all hypothesized
expressions of a character showed between-individual vari-
ation would suggest that the hypothesis was false. Second,
all labile observables should respond in concert to variation
in the environment if they belong to a functional unit [11].
If one of the observables would not show a plastic response
to a specific environmental gradient while others did, they
would not all be expressions of the same character. Third,
labile observables should correlate similarly at all hierarchical
levels at which the latent variable varied. In summary, the
characteristic multi-level nature of labile characters will
enable researchers to test predictions that have not previously
been considered in evolutionary character theory. We applied
this logic to the between versus within individual level, but it
would equally apply to others (e.g. between versus within
populations; [30]). Assessment of similarity in between-
individual correlation structure when comparing contexts (cf.
laying versus incubation in our worked example) constitutes
another test of the same idea.
(b) Empirical testing of predictions
In our worked example, we defined aggressiveness as a latent
variable affecting the expression of behaviours used in agg-
ressive interactions. We subsequently tested whether four
behaviours used in aggressive interactions were indeed
expressions of this labile character. We found between-
individual differences in all assayed behaviours (table 1) that
were partly attributable to hypothesized latent variables
(figure 4). These observables were all plastic in a coordinated
way as expected based upon level of intruder threat (effect
of breeding context: table 1). This suggests a common under-
lying proximate mechanism that makes the aggressive display
a functional unit. Patterns of correlation within and between
individuals agreed with this interpretation: all expressed beha-
viours were associated, and in a very similar way, within and
between individuals (figure 3). Sign and magnitude of the
between-individual correlations also did not differ between
breeding contexts (table 2), despite substantial levels of cross-
context plasticity (table 1). Furthermore, an individual’s typical
value for a focal behaviour was repeatable across breeding con-
texts (i.e. cross-environment correlations were positive; table 2),
supporting the notion of a common context-independent mech-
anism affecting all agonistic behaviours. At the same time,
between-individual within-context correlations were somewhat
tighter than their cross-context counterparts (table 2), implying
partial context-specific modularity (figure 4). Those modules
were positively correlated, implying that they represented
submodules of an overarching context-independent latent
Table 2. Between-individual correlations (r) between four agonistic behaviours within- and across-breeding contexts (laying versus incubation). (Estimates were
derived from a cross-environment multi-variate mixed-effect model where each of four agonistic behaviours (calls, approach distance, occurrence of attack and
songs) was fitted as a separate response variable for each breeding context (i.e. eight response variables), with random intercepts for individual identity.
(a) Between-individual correlations between the same agonistic behaviour across the two contexts; (b) between-individual correlations between two different
agonistic behaviours within breeding contexts (i.e. both behaviour 1 and 2 are measured within the same context) and across breeding contexts (i.e. behaviour
1 is measured during laying and behaviour 2 instead during incubation or vice versa). We give point estimates for each parameter with their 95% CI.)
within-breeding context correlations cross-breeding context correlations
context 1 – context 2 laying – laying incubation – incubation laying – incubation incubation – laying
behaviour 1 – behaviour 2 r (95% CI) r (95% CI) r (95% CI) r (95% CI)
(a) same behaviour
calls – calls — — 0.58 (0.34, 0.72)
approach – approach — — 0.51 (0.31, 0.60)
attack – attack — — 0.34 (20.14, 0.65)
songs – songs — — 0.45 (0.32, 0.62)
(b) different behaviours
calls – approach 0.67 (0.53, 0.77) 0.53 (0.35, 0.67) 0.32 (0.12, 0.49) 0.34 (0.12, 0.50)
calls – attack 0.72 (0.51, 0.83) 0.67 (0.34, 0.88) 0.28 (20.16, 0.61) 0.27 (0.03, 0.50)
calls – songs 20.80 (20.88, 20.71) 20.73 (20.82, 20.62) 20.37 (20.54, 20.20) 20.73 (20.83, 20.62)
approach – attack 0.86 (0.78, 0.91) 0.64 (0.46, 0.78) 0.34 (20.03, 0.63) 0.44 (0.22, 0.61)
approach – songs 20.54 (20.67, 20.39) 20.28 (20.44, 20.11) 20.18 (20.32, 0.03) 20.34 (20.48, 20.10)
attack – songs 20.56 (20.68, 20.40) 20.44 (20.66, 20.17) 20.15 (20.32, 0.08) 20.31 (20.60, 0.08)
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variable affecting the aggressive display. This finding shows
that the expression of the latent variable itself had a hierarchical
structure, illustrating the level of detail about the structure of
labile characters that can be derived by applying this frame-
work. Furthermore, we showed that activity in a novel
environment—a presumed observable expression of ‘risk-
taking behaviour’ in non-social contexts [25]—was not signifi-
cantly correlated to any of the agonistic behaviours (see
electronic supplementary material, table S4), implying that the
behavioural character ‘aggressiveness’ indeed represented a
quasi-independent behavioural module at least with respect to
this observed behaviour but potentially also from other risky
behaviours in general.
(c) Why study behavioural characters?
The study of behaviour has a long history in fields of evol-
utionary biology (cf. animal behaviour and behavioural
ecology), with research programmes focusing on a diverse
array of topics, such as proximate causation, development
and function of behaviour [31]. The proposed application of
the evolutionary character concept in the study of behaviour
will, in our opinion, greatly help researchers in deciding
whether observed behaviours do or do not quantify the ‘char-
acters’ that correspond to those for which adaptive theory has
been developed. For example, theory predicts that between-
individual variation in future fitness expectations can explain
between-individual variation in ‘risky behaviour’ [32]. Tests
of theory would involve manipulation of state-variables to
quantify whether an individual’s risky behaviour changed
in the direction predicted by theory. However, the validity
of the empirical test would hinge critically on whether the
assayed behaviour did indeed represent a risky behaviour.
Researchers may thus inappropriately interpret empirical
tests of a given theoretical model because they did not measure
the target character [33,34]. The usefulness of the proposed
framework is further illustrated by our empirical example: if
we had only measured the amount of songs produced as a
proxy of aggressiveness, we could have arrived at the con-
clusion that the more songs produced the more aggressive
was the response. Our empirical example implied that more
aggressive displays were, in contrast, characterized by a
lower—not higher—number of produced songs (figure 4).
Other fields of biology have, notably, been pioneers in
some elements of our proposed approach. Specifically,
human personality psychology has a long history of focusing
on latent variables in the study of behaviour [14], where tech-
niques such as the ‘multi-trait multi-method’ approaches [35]
are commonly used to examine the validity of measurements
of latent variables. Nevertheless, key characteristics of behav-
ioural characters, such as within-individual variation owing
to adaptive responses to the environment (i.e. ‘individual plas-
ticity’) and its multi-variate extension (i.e. ‘integration of
plasticity’ [18]), are not fully embedded in human personality
research. The treatment of within-individual variation as per-
sonality ‘signatures’ [36,37] in psychology does not, in our
reading, appear to be based on evolutionary principles. By con-
trast, within-individual variation owing to adaptive individual
plasticity represents a key concept in evolutionary biology [16].
A possible reason for this mismatch could be the prevail-
ing type of experimental design in human psychology [37],
where individuals (or their peers) are typically—though not
always—subjected to questionnaires that asks about the sub-
ject’s typical behaviour (i.e. average, long-term response) in a
diverse range of (social and non-social) situations. Our pro-
posed approach would instead require repeated exposure to
the same questionnaire (over an environmental gradient),
such that within- and between-individual (co)variances can
be estimated explicitly. Fully integrating multi-level (co)varia-
tion in characterizing labile characters would, in our view,
represent a very fruitful expansion in both evolutionary
biology and human psychology research.
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Figure 4. Parameter estimates of the structural equation model that best fitted our data.
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(d) The hierarchical structure of behavioural characters
The hierarchical nature of behaviour and other labile phenotypes
represents a key aspect of the evolutionary character framework
[3]. At the lowest level of the hierarchy are the behaviours
observed in a particular context; those may represent expressions
of a lower order character. Two of such lower order characters
were evident in the great tit dataset (i.e. ‘aggressiveness during
laying’ and ‘aggressiveness during incubation’; figure 4). If
such lower order characters represented evolutionary modules
with partial—though not full—overlap in function, they
should in turn be partly underpinned by a higher order (i.e. con-
text general) character. Indeed, the positive correlation between
the two context-specific latent variables supported the existence
of such a higher order character (figure 4), which we might
(objectively) call ‘aggressiveness during the reproductive
season’. One could readily extend this approach by including
agonistic behaviours expressed in other contexts, for example
those expressed outside the reproductive season (e.g. winter
dominance interactions). This would yield insight in the general-
ity versus (seasonal) specificity of aggressiveness as a character.
Inclusion of observed behaviours expressed in related but
functionally distinct contexts would help to reveal the existence
of higher order behavioural characters. For example, a higher
order behavioural character representing ‘willingness to take
risk’ might modulate lower order characters, such as aggressive-
ness, anti-predator boldness and exploratory tendency. An
analogy in human psychology—a field that fully acknowledges
hierarchical structuring—would be that ‘orderliness’, ‘achieve-
ment striving’ and ‘cautiousness’ are all part of a broad factor
known as the personality axis ‘conscientiousness’ [38]. We illus-
trated this idea empirically by testing whether or not
aggressiveness and activity in a novel environment were associ-
ated (see electronic supplementary material, table S4). This was
not the case, implying that aggressiveness during the reproduc-
tive season was quasi-independent of activity in a novel
environment, suggesting that the postulated higher order char-
acter did not exist in this case. Nevertheless, even if distinct
modules (characters) would underpin behaviour in different
functional contexts, correlations among them may be observed
(cf. ‘behavioural syndromes’; [39]). Functionally unrelated be-
havioural characters might also share proximate mechanism
owing to the redundancy in expression pathways [6] resulting
in an overarching modularity driven by constraints in the
architecture of behaviour rather than functional coherence.
(e) The adaptive nature of behavioural characters
As detailed in this paper, the functional coherence that defines a
‘behavioural character’ comes with predictions about the (multi-
level) structure of behavioural (co)variation. Implicit to the
framework is also the adaptive nature of modules, an assump-
tion that can be tested empirically. Specifically, if the organism
indeed benefits from functional units in the execution of a par-
ticular task (e.g. grabbing objects in our example of the human
hand), we explicitly expect natural selection to favour corre-
lations (‘correlational selection’; [40]) between the expressed
observables (i.e. length of the five fingers). In the case of aggres-
siveness, we would thus expect strong correlational selection to
act on the agonistic behaviours during egg production when
ineffective displays, for example calling but not approaching,
might have important fitness costs (for example, risk of pater-
nity loss). While awaiting formal phenotypic selection
analyses applied to our data, the structure of behaviour is in
line with this notion: our point estimates of behavioural corre-
lations were tighter during egg laying compared with
incubation (table 2), and the latent variable ‘aggressiveness
during laying’ explained more variance in the agonistic
behaviours than its counterpart during incubation (figure 4).
( f ) Estimating behavioural character values
Researchers are continuously faced with the challenge of which
behavioural data to incorporate in their analyses. What guide-
lines might one apply once the behavioural character concept
has empirically been confirmed? We see two options. First,
one could calculate a composite score derived from the structure
of the latent variable. In the electronic supplementary material,
appendix S4, we detail how an individual’s score for the latent
variable might be calculated (see also the electronic supplemen-
tary material, figure S2). This represents a more appropriate
version of the traditionally recommended usage of composite
scores from PCA within behavioural ecology [41], while
having the advantage of (i) being able to deal with missing
data [13] and (ii) avoiding failure to acknowledge the statistical
non-independence of repeated measures data [42]. Unfortu-
nately, the usage of such latent scores for further analyses is
without doubt more complex and in some circumstances may
demand large sample sizes [17,42]. Researchers might, there-
fore, alternatively use a single observable that closely predicts
the behavioural character under study. Of course, such an
approach would represent a less precise way of quantifying
the character, but would also, logistically and technically, be
less challenging. No matter which approach is chosen, it is
important to acknowledge the distinction between behavioural
characters and the behavioural observables. In some cases, the
observable will accurately reflect the target behavioural charac-
ter, though observables may represent expressions of multiple
characters. Above all, we recommend that behavioural charac-
ters are defined explicitly in reference to a specific biological
process and that behavioural observables should thus be
labelled as objectively as possible. Doing so would help to
avoid subjectivity in studying behavioural characters [43].
5. Conclusion
Our proposed framework attempts to unite advances in
different fields of research in the study of characters. Our
framework integrates cross-disciplinary research paradigms,
including the study of latent variables in human psychology,
the multi-level approach in the study of labile characters in
behavioural and evolutionary ecology and the conceptualiz-
ation of phenotypic organization in evolutionary biology.
Such a holistic framework will enhance our ability to charac-
terize the structure of behaviour, and other labile characters,
and place it firmly in the realm of evolutionary biology.
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Abstract
1. Evolutionary  ecologists  increasingly  study  reaction  norms  that  are  expressed
repeatedly within the same individual's lifetime.  For example,  foragers continuously
alter anti-predator vigilance in response to moment-to-moment changes in predation
risk.  Variation  in  this  form  of  plasticity  occurs  both  among  and  within  individuals.
Among-individual variation in plasticity (cf. individual by environment interaction or I×E)
is  commonly  studied;  by  contrast,  despite  increasing  interest  in  its  evolution  and
ecology, within-individual variation in phenotypic plasticity is not.
2. We propose a study design and statistical approach (based on repeated measures and
multi-level random regression modelling) that enables the study of variation in reaction
norms at  different  hierarchical  levels  (such  as  among-  and  within-individuals).  The
approach  enables  the  calculation  of  repeatability  of  reaction  norm  intercepts  (cf.
average phenotype) and slopes (cf. level of phenotypic plasticity); these indices are not
specific to measurement or scaling and are readily comparable across data sets.
3. The proposed framework also enables calculation of repeatability at different temporal
scales  (such as  short-  and long-term repeatability)  thereby answering  calls  for  the
development of approaches enabling scale-dependent repeatability calculations.
4. We introduce a simulation  package in  the R statistical  language to  assess power,
imprecision and bias for multi-level random regression that may be utilised for realistic
datasets (cf. unequal sample sizes across individuals, missing data, etc).
5. We apply the method to a worked example to illustrate its utility. We conclude that
consideration of multi-level variation in reaction norms deepens our understanding of
the  hierarchical  structuring  of  labile  characters  and  helps  reveal  the  biology  in
heterogeneous  patterns  of  within-individual  variance  that  would  otherwise  remain
‘unexplained’ residual variance.
Chapter 2 | 39
Introduction
Patterns of individual variation in labile phenotypic characters, such as behaviour, physiology
and life-history, are increasingly studied as ‘reaction norms’ (Nussey et al. 2007; Dingemanse
et al. 2010b; Westneat et al. 2011), functions relating individual phenotypes to environmental
variables  (Schlichting  &  Pigliucci  1998).  Individual  reaction  norms  measure  two  distinct
components  of  the  phenotype,  where  each  individual  is  characterised  by  a  certain
combination of reaction norm intercept and slope (Fig. 1). The former might, for example,
represent the individual’s average phenotype expressed in a mean-centered environment, the
latter its level of phenotypic plasticity  (Nussey et al. 2007). Evolutionary ecologists routinely
investigate whether individuals differ in reaction norm slope (i.e. ‘individual by environment
interaction’;  I×E)  because  it  provides  information  about  the  potential  for  heritable  (i.e.
evolvable) variation in phenotypic plasticity (Nussey et al. 2007). Reaction norm approaches
are also increasingly applied in other fields, such as behavioural ecology (Dingemanse et al.
2010b; Westneat et al. 2014a), and endocrinology (Dingemanse et al. 2010a; Lema & Kitano
2013). 
Populations often consist of animals that differ in level of phenotypic plasticity (Nussey
et al. 2007; Mathot et al. 2011; Forsman 2014). For example, individuals are distinct in how
their reproductive profiles change with age (Nussey et al. 2006) or how strongly they adjust
the timing of their reproduction to spring temperature  (Brommer et al. 2008). Until recently,
many ecological studies focused on phenotypic characters that are expressed a small number
of  times  in  the  life-time  of  the  individual,  such  as  lay  date  or  clutch  size  in  short-lived
passerine birds  (van de Pol 2012). In the past few years, however, evolutionary ecologists
increasingly  concentrate  on  phenotypic  characters  that  are  expressed many times in  the
life-time  of  the  individual,  and  are  adjusted  to  environmental  variables  that  vary  within
individuals over relatively short temporal scales. For example, parents adjust the inter-visit
interval between subsequent visits to their nest as a function of information about nestling
state  (e.g.  begging intensity)  acquired  during  the  previous visit  (Wright  et  al.  2010),  and
animals often alter their anti-predator vigilance in response to moment-to-moment changes in
perceived predation risk by avian predators (Mathot et al. 2011). Individual differences in such
short-term adjustments of  behaviour  constitute  a major  of  topic  of  interest  in  behavioural
neurophysiological  research  (Koolhaas  et  al.  2010),  where  it  has  been  proposed  that
‘responsiveness’  (Wolf  et  al.  2008) shows  individual  repeatability  both  across  time  and
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functional contexts due to fundamental differences in how individuals process environmental
input (Coppens et al. 2010; Mathot et al. 2012). 
Figure 1. Relationships between phenotypes (dots) and environmental conditions. In each graph, we
show a reaction norm for each of two individuals each assayed once in each of five environmental
conditions within the same year; lines represent each individual’s reaction norm, blue symbols are for
individual A and red symbols for individual B. The environmental gradient is scaled (range -0.5 to 0.5,
i.e standardised to two standard deviation units) following Gelman (2008) and could either represent a
continuous environmental gradient or a two-level factor. In all  graphs, individuals differ in reaction
norm slopes and intercepts within each year and both reaction norms components also change within
individuals from one year to the next. At the same time, both reaction norm components either (a) do
or (b) do not show cross-year individual repeatability.
Individual variation in responsiveness can be adaptive both at the among-individual
and within-individual  level  (Dingemanse & Wolf  2013).  That is,  the specific environmental
conditions faced by an individual at a particular point in time may constrain, limit, or affect the
balance  between  costs  and  benefits  of  phenotypic  plasticity  (Auld  et  al.  2010).
Within-individual variation in reaction norms can exist in nature because reaction norms are
often ‘multidimensional’, i.e. an individual’s phenotype may respond to multiple environmental
axes (Westneat et al. 2009). In cases where such reaction norm ‘planes’ are warped because
of  interacting  effects  of  environmental  axes  (sensu  Westneat  et  al.  2011),  the  level  of
phenotypic plasticity with regard to one environmental axis varies as a function of another. In
bird species with bi-parental care, for example, provisioning rate increases within individual
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parents as a function of nestling age but the slope of this repeatedly expressed reaction norm
varies as a function of the nest’s brood size  (Westneat et al. 2011). Repeatedly expressed
reaction norms have also become a focus in behavioural ecology, a field that is currently
developing adaptive theory for the evolution of repeatable—vs. unrepeatable—variation in
phenotypic plasticity  (Wolf et al. 2008; McNamara et al. 2009). Empirical research will thus
increasingly focus on the estimation of multi-level variation in reaction norms, such as plastic
responses that vary among vs. within individuals or populations (Briffa et al. 2008; Westneat
et al. 2011; Dingemanse & Wolf 2013). 
In this paper, we propose a study design and statistical approach that researchers may
apply to estimate variation in reaction norm parameters across multiple hierarchical levels.
Our proposed multi-level approach is suitable for cases where individuals are exposed to the
same environmental gradient multiple times in their lives (examples given above), opening the
possibility  to study among vs. within-individual variation in reaction norm parameters. The
ability to differentiate between repeatable vs. unrepeatable variation in phenotypic plasticity
constitutes an important means of testing predictions of current adaptive theory (Dingemanse
& Wolf 2013; Westneat et al. 2014b). Theoreticians, for example, predict that competition for
resources in a heterogeneous environment promotes the emergence of an evolutionary stable
mix of plastic vs. non-plastic sampling strategies  (Wolf et al.  2008). Importantly, individual
repeatability in plasticity is only expected in cases where the endogenous and exogenous
features of organisms affecting the costs and benefits of plasticity are stable over time. If this
condition is not met, selection could just as likely favor individuals playing mixed strategies at
the  evolutionary  stable  strategy  equilibrium  (Wolf  et  al.  2008).  Therefore,  repeatable  vs.
unrepeatable  variation  in  reaction  norms  is  expected  to  vary  as  a  function  of  species-,
population- or environment-specific ecological conditions.
Multi-level analysis of variation in reaction norms
We detail how variation in reaction norm components can be partitioned across multiple levels
in two steps. First, we discuss the so-called ‘phenotypic equation’ that evolutionary ecologists
routinely  use  to  estimate  individual  variation  in  reaction  norms  (Nussey  et  al.  2007;
Dingemanse  et  al.  2010b;  Westneat  et  al.  2011).  Second,  we  detail  how  multi-level
implementations  of  this  equation  enable  the  estimation  of  variation  within  and  among
individuals  in  reaction  norm  components,  from  which  estimates  of  repeatability  may
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subsequently be calculated using established approaches (Nakagawa & Schielzeth 2010)
Individual  variation  in  reaction  norms  is—in  its  simplest  form—modelled  using  a
random regression mixed-effect model (Nussey et al. 2007), which we present in the following
phenotypic equation (Eqn. 1a):
 y ik=(β0+ind0k )+( β1+ind1k ) x ik+e0 ik                  (Eqn. 1a)
Here, a single phenotypic response ( y ik ), such as the level of aggressiveness by individual k
exhibited at instance i is modelled as a function of x ik , a covariate or factor representing for
example the breeding stage of individual k at instance i. This phenotypic response ( y ik ) may
be described by five distinct elements: i) the population-mean reaction norm intercept ( β0 ;
the grand mean value of average individual responses), ii) the population-mean reaction norm
slope ( β1 ; the coefficient relating  x ik  to  y ik ), iii) the individual’s deviation in reaction norm
intercept  ( ind0k )  from the population-mean intercept  ( β0 ),  iv)  the individual’s deviation in
reaction  norm slope  ( ind1k )  from the  population-mean slope  ( β1 ),  and v)  the  instance’s
deviation from the individual’s reaction norm ( e0 ij ). This model is called a ‘random regression’
because the individual-specific  deviations from the population-mean value with respect  to
intercepts ( ind0k ) and slopes ( ind1k ) are typically assumed to be ‘drawn’ from (i.e. follow) a
bivariate (normally Gaussian; MVN ) distribution with a mean of zero and covariance matrix (
Ωind ) to be estimated from the data. The (co)variances for this distribution are defined by the
variance in intercepts among individuals ( V ind0 ), the variance in slopes among individuals (
V ind1 ),  and  the  covariance  between  intercepts  and  slopes  ( Covind0 , ind1 ;  also  commonly
expressed  as  a  correlation:  r ind0 ,ind1=Cov ind0 ,ind1/√V ind0V ind1 ).  The  deviations  from  individual
reaction  norms  for  each  instance  ( e0 ij )  are  also  modelled  (again,  typically  assuming  a
Gaussian distribution) with a mean of zero and an estimated residual variance ( V e0 ) (Eqn.
1b):
Chapter 2 | 43
[ind 0kind1k ]MVN (0,Ωind )  : Ωind=[
V ind0 Cov ind0 ,ind1
Cov ind1 ,ind0 V ind1 ]                  (Eqn. 1b)
[e0 ik ] N ( 0,Ωe)  : Ωe=[V e0 ]
    
Unfortunately, estimates of variance in reaction norm components are influenced by
how the focal environmental gradient ( x ijk ) is measured and scaled (Schaeffer 2004; Gelman
2008),  both in terms of magnitude and sign. This is in part  because  V ind0  represents the
variance among individuals in intercept value, which is conditional to the positioning of the
intercept along the environmental axis ( ) in cases where individuals differ in phenotypic
plasticity (i.e.  V ind1>0 ). Hence, the choice on whether and how to center the environmental
axis ( x ik ) represents an important decision (Enders & Tofighi 2007). In the study of reaction
norms, environmental covariates ( x ik ) are typically centered on their mean value, such that
V ind0  represents the among-individual  variance in intercepts in the average environmental
condition;  this  decision  makes  intuitive  sense  in  part  because  it  facilitates  cross-study
comparisons  (Nussey  et  al.  2007;  Dingemanse  &  Dochtermann  2013).  Throughout,  we
assume  in  our  verbal  descriptions  of  variance  components  that  fixed  effects  were
mean-centered and standardised to two standard deviation units (for a full discussion, see
(Gelman 2008)).This transformation may also be applied to two-level factors (e.g.  low vs.
high,  before  vs.  after,  control  vs.  treated),  a  commonly  used  setup  in  ecological  and
evolutionary studies, and the transformed variable fitted as a covariate ( x ik  into the model, as
we do in the worked example and simulated scenario detailed below).
The random regression detailed in Eqn.1 explicitly estimates a single reaction norm
intercept and slope for each individual. However, here we are concerned with a biological
scenario where an individual expresses the same reaction norm multiple times (Fig. 1), and it
is this repeated measures structure in the data that provides the opportunity to study variation
in reaction norms among  and within individuals. For example, red knots (Calidris canutus)
decrease the size of their gizzard during migration (Piersma & Drent 2003) and individuals are
therefore repeatedly exposed to this seasonal variation in every  year that they survive and
migrate. Great tits (Parus major) adjust their aggressive response to changes in the breeding
stage of their female (Araya-Ajoy & Dingemanse 2014), and individuals experience this type
of variation in their social environmental every year. We propose here that we can use these
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repeated expressions of an individual’s reaction norm to partition variation in reaction norm
intercepts and slopes across hierarchical levels. We may do this by creating an extra random
effect that groups the phenotypic expressions in response to an environmental gradient for a
particular individual in a unit capturing the temporal dependency of observations. We call this
extra random effect ‘series’ to denote a period of time (e.g. year or day) within which one
managed to obtain phenotypic data over a range of environmental conditions for the same
individual. For example, in the case where each individual great tit male has to adjust his
aggressiveness to the breeding stage of its mate every year, ‘series’ would represent a unique
combination  of  breeding  year  and  individual.  Similarly,  series  would  represent  a  unique
combination of year and individual in a study of gizzard size in red knots. These examples
illustrate  that  for  any  individual  with  repeated  series  one  can  obtain  information  about
series-specific  reaction  norm components  (Fig.  1).  The overall  variance in  reaction  norm
components among all collected series in the dataset consequently represents the phenotypic
variance in reaction norms to be partitioned across hierarchical levels. Such partitioning is
logically  only  warranted  in  cases  where  the  among-series  variance  in  reaction  norms is
nonzero. This pre-condition may be tested by substituting the random effect ‘individual’ for
‘series’ in equation 1. Provided that among-series variance was indeed present in this model,
the  classic  phenotypic  equation  (Eqn.  1)  may  then  be  expanded  by  including  random
intercepts and slopes for both individual and series identity (Eqn. 2a):
y ijk=( β0+ind 0k+series0 jk )+(β1+ind1k+series1 jk ) x ijk+e0 ijk                        (Eqn. 2a)
Here, we now partition a single phenotypic response ( y ijk ) by individual k exhibited at series j
at instance  i as a function of  . Adding random intercepts and slopes for series identity
thereby enables us to estimate both the individual-mean reaction norm intercept  (β0+ind0k )
and slope (β1+ ind1 k )  over all its series (e.g. days or years), as well as each series’ deviation
from the  individual’s  mean  reaction  norm intercept  ( series0 jk )  and  slope  ( series1 jk ).  This
model will enable us to directly estimate the variance among individuals in average reaction
norm intercept ( V i nd0 ) and slope ( V ind1 ) as well as the within-individual among-series variance
in those intercepts ( V series0 ) and slopes ( V series1 ) (Eqn 2b):
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[ind 0kind1k]MVN (0,Ωind )  : Ωind=[
V ind0 Cov ind0 , ind1
Cov ind1 ,ind0 V ind1 ]                    (Eqn 2b)
[series0 jkseries1 jk]MVN (0,Ωseries )  : Ωind=[
V series0 Cov series0 ,seri es1
Cov series1 ,series0 V series1 ]
[e0 ijk ] N ( 0,Ωe)  : Ωe=[V e0 ]
The  presence  of  repeated  measures  for  intercepts  and  slopes  of  the  same  individuals
consequently  enables  the  calculation  of  a  standardised  index  (i.e.  repeatability)  that
represents the proportion of variance in a focal reaction norm component among all series
that  is  explained by  differences among individuals.  Following  established  approaches  for
mixed-effect  models,  this  individual  repeatability  may  be  calculated  for  reaction  norm
intercepts (Eqn. 3a), slopes (Eqn. 3b) and the reaction norms as a whole (Eqn. 3c):
Rintercept=
V ind0
V ind0+V series0
  (Eqn.  3a)
Rslope=
V ind1
V ind1+V series1
                 (Eqn. 3b)
These  standardised  proportions,  notably,  represent  the  repeatability  of  an  individual’s
estimated reaction norm intercept (i.e. repeatability of average behaviour), and reaction norm
slope, and thus exclude residual error ( V e0 ). A graphical illustration of the general idea is
given in Fig. 1, where the reaction norms of two hypothetical individuals were measured in
each of two years. Two scenarios are given. In the first scenario, there is variation in reaction
norms among  all  series  (cf.  among  all  unique  combinations  of  individual  and  year)  with
individuals showing non-zero cross-year repeatability in intercepts and slopes (Fig. 1a). In the
second scenario, there is also variation in reaction norms among all series but individuals do
not show cross-year repeatability in intercept or slope (Fig 1b). As mentioned above, it is
worth  noting  that  the  magnitude  and  sign  of  reaction  norm  components  are  statistically
influenced by the measurement and scaling of the focal environmental gradient, hampering
comparability across data sets  (Schaeffer 2004; Gelman 2008). This is, importantly, not the
case for our estimates of reaction norm repeatability. This is because estimates of equations
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3a and 3b are proportions of a single variance component which are scaled in the same way
across all levels, thereby cancelling out any biasing effects of centering or scaling, making
them comparable across datasets for future meta-analyses.
Intercept  repeatability  derived  from  equation  3a  refers  to  the  repeatability  of  an
individual’s average phenotype expressed over all its series (i.e. in the average environment if
mean-centered environmental gradients were modelled). This is distinctly different from what
is generally referred to as repeatability (e.g. individual repeatability), which would additionally
include  the  residual  variance  ( V e0 )  in  the  denominator  of  equation  3a,  resulting  in  the
commonly  used  formula  to  estimate  repeatability  of  a  repeatedly  expressed  phenotype
(detailed in our General discussion below). Note that it is possible to also include the residual
variance  in  equation  3b,  but  the  interpretation  of  this  ratio  needs  to  be  taken  with  care
because residual variance stands for the extent to which observed phenotypes deviate from
that predicted by the statistical model, whereas slope variance represents variation in how
individuals differ in their response to an environmental gradient, and is thus measured in a
different unit. 
Analogous to what is termed adjusted repeatability (Nakagawa & Schielzeth 2010), one
can calculate an adjusted slope repeatability. Researchers may be interested in accounting
for population-level effects of environmental variables that induce variation in a nested level
(Schielzeth  &  Nakagawa  2013),  here,  within-individual  variation  in  plasticity.  Specifically,
within-individual  among-series  variance  in  reaction  norm  slopes  would  occur  when  the
average individual in the dataset modifies its level of phenotypic plasticity as a function of
environmental factors that vary at the series level. In our worked example (detailed below)
this occurs because series are defined by the unique combination of individual and age class,
and the response of the average individual (to predation risk) varies as a function of age (Fig.
2). Such patterns are inherently caused by multi-dimensional plasticity (Westneat et al. 2009),
and happen when the plastic response to an environmental gradient (predation risk) depends
on another environmental gradient (age). One can calculate an adjusted slope repeatability
that  controls  for  population-average  multi-dimensional  plasticity  by  fitting  an  interaction
between  the  environment  gradient  that  varies  within  the  series  (predation  risk)  and  the
series-level  environmental  effect  (age  class).  This  could  be  done  either  by  including  an
interaction term between two fixed effects (e.g. predation risk × age) or an interaction term
between  a  fixed  (predation  risk)  and  random  (age  category)  effect  (this  decision  would
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depend on whether the series-level environmental variable was continuous vs. categorical,
and, if the latter, whether it harbored few vs. many levels.). When these interaction effects are
modelled,  within-individual  among-series variation  in  reaction  norm slopes will  exclusively
represent  multi-dimensional  plasticity  due  to  unknown  environmental  variables,  or
unmeasured  among-individual  variation  in  multidimensional  plasticity.  Modelling  this
population-level  interaction  term,  will  also  automatically  account  for  biased  sampling  of
individuals across the environmental gradient that varies within the series. 
Figure 2. A two-dimensional reaction norm plot where the expressed phenotype (ink release) varies
as  a  function  of  the  interaction  between  a  within-series  (predation  risk)  and  within-individual
among-series (age) factor within the average individual (e.g. the plastic response to predation risk de-
pends on age).  Here,  ink release increases with predation risk but  the level of  this response de-
creases with age. Consequently, the level of within-individual plasticity as a function of predation risk
would appear to vary across series of the same individual if age was not modelled in the statistical
analysis. Within-individual among-series variance in phenotypic plasticity with respect to a single en-
vironmental gradient thus occurs when interactive effects of environmental factors are not considered.
Sampling design
The statistical approach that we advocate requires researchers to measure the response to
an environmental gradient repeatedly for the same set of individual subjects. Because our
interest  is  in  estimating  among-individual  variance  in  reaction  norms,  within-individual
variance in  reaction norms,  and residual  variance,  a  particular  sampling design is  strictly
required. First, individuals should be assayed at least three times within each series, either
once in each of three environmental conditions along a gradient,  or twice in each of two
(discrete)  environmental  conditions.  This  design  enables  the  estimation  of  residual
within-series variance. Second, two or more series are required per individual. This condition
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enables  the  separation  of  variation  in  reaction  norms  into  among-  and  within-individual
components.  Ideally, all  series  should  have a  minimum of  three  measurements  over  the
environmental gradient (see above); however, series with fewer measurements should not be
discarded because such data contribute information to the population and individual  level
parameters (see e.g. Martin et al. 2011). We use simulations to explore the consequences of
different decisions regarding sampling designs (detailed below). 
Bias, imprecision and power
Two recent papers detail the optimal sampling designs for parameter estimation in single-level
random regression models (Eqn. 1) (Martin et al. 2011; van de Pol 2012). Here, we used data
simulations to determine the optimal sampling designs necessary to expand such analyses to
include  the  proposed  multi-level  scenario  (Eqn.  2).  We  simulated  a  scenario  where  the
environmental gradient consisted of two levels (e.g. low vs. high predation risk), a common
scenario  in  evolutionary  ecology. Simulations  were  set  up  such that  each individual  was
assayed twice in each of the contexts within each series; we independently varied the total
number of  individuals sampled (2-60) and the number of  series per individual  (2-60).  We
generated 100 data sets for  each combination of  j  individuals assayed in  a number of  k
series,  for  a  total  of  n observations.  Values  were  simulated  assuming  a  population-level
intercept ( β0 ) of zero, a population level slope ( β1 ) of 0.5, and a residual variance ( V e0 ) of
0.4. Deviations of individual-level intercepts and slopes from population-mean values were
simulated  assuming  a  bivariate  normal  distribution  ( MVN )  with  a  mean  of  zero  and
among-individual  covariance matrix ( Ωind )  with an intercept  variance ( V i nd0 )  of  0.3, slope
variance  ( V ind1 )  of  0.1  and  an  intercept-slope  covariance  ( Covind0 , ind1 )  of  0.1  (i.e.
corresponding to an intercept-slope correlation ( r ind0 ,ind 1 ) of 0.5). Deviations of each series
from an individual’s mean reaction norm intercept and slope were also drawn from a bivariate
distribution with a mean of zero and among-series covariance matrix ( Ωseries ) with intercept
variance ( V series0 ) of 0.3, slope variance ( V series1 ) of 0.1 and covariance ( Cov series0 , series1 ) of 0.1
(i.e. corresponding to an intercept-slope correlation ( rseries0 , series1 ) of 0.5). Parameters used to
simulate the data were chosen to reflect reasonable values based on published work, but
note that multi-level random regression estimates are not common.
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We assessed three aspects of the performance of the random regression models; bias,
imprecision and power. We defined bias as a quantitative term describing the disagreement
between model estimates and the ‘true’ value. We operationalized this measurement as the
absolute difference between the median model estimate for 100 simulated data sets and the
value used to generate the data sets. We measured imprecision as the relative coefficient of
variation (CV × 100) of the model estimates derived from the 100 datasets sampled for each
design (note that lower values indicate greater precision). We measured the power to detect
significant  among-individual  variance  in  intercepts  and  slopes,  as  the  proportion  of
mixed-effect models applied to the 100 simulated data sets that correctly rejected the null
hypothesis of zero variance at each of these levels. To assess statistical significance (i.e.
p-value),  we  compared  differences  in  two  times  the  estimated  log-likelihood  to  a
chi-square-distribution  assuming degrees  of  freedom equal  to  the  number  of  constrained
parameters. Alternative methods exist for statistical inference; however, we focused on this
likelihood ratio test because is widely used (Schaeffer 2004).
Results
Our simulations revealed that the optimal sampling design (for the scenario detailed in section
Simulation  Procedure)  depends  on  whether  researchers  are  aiming  to  minimise  bias,
maximise precision, or maximise power. As a general pattern, parameters at the series level
can be estimated with less bias and imprecision for a given sampling design than parameters
at the among-individual level (Figs. 3 & 4). For most parameters, a total sample size of 400
with more than 10 sampled individuals enables estimates with low levels of bias (~ 10%).
However,  reliable  estimates  for  intercept-slope  correlations  at  the  among-individual  level
require larger sample sizes (circa 1000 observations for more than 20 individuals sampled).
This particular sample size will  also provide a high power (> 0.9) for detecting significant
among-individual variation in intercepts and slopes (Fig. 5). By contrast, optimal sampling
designs for achieving high precision require markedly larger sample sizes. For example, with
2000 observations and more than 50 sampled individuals, the imprecision in the parameters
will  range  between  ~0-30%,  where  the  most  imprecisely  estimated  parameter  is  the
among-individual  intercept-slope covariance.  An imprecision of  30% in  this  parameter  will
mean that the point estimate of a covariance of 0.1 lies between 0.04-0.16 95% of the time. 
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Figure 3. Relative bias of random regression estimates as a function of the number of individuals
sampled and the number of series per individual. Models were applied to simulated data sets with
among-individual variance in intercepts ( V ind0 =0.1), in slopes ( V ind1 =0.05), intercept- slope covari-
ance ( covind0 ,ind1 =0.1) and  among-series  variance in intercepts ( V series0 =0.4), in slopes ( V series1 =0.1)
and intercept-slope covariance ( covseries0 , series1 =0.1).  Different colours depict areas between isoclines
of  similar  levels  of  inaccuracy;  isoclines  were  determined  by  bilinear  interpolation  between  the
sampled integer values of the number of individuals and the number of series per individual. 
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Figure 4. Imprecision of random regression estimates as a function of the number of individuals 
sampled and the number of series per individual. Models were applied to simulated data sets with 
among-individual variance in intercepts ( V ind0 =0.1), in slopes ( V ind1 =0.05), intercept- slope 
covariance ( covind0 ,ind1 =0.1) and  among-series  variance in intercepts ( V series0 =0.4), in slopes (
V series1 =0.1) and intercept-slope covariance ( covseries0 , series1 =0.1).  Different colours depict areas 
between isoclines of similar levels of inaccuracy; isoclines were determined by bilinear interpolation 
between the sampled integer values of the number of individuals and the number of series per 
individual. 
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Figure 5.  Power to detect significant among-individual and among-series differences in slope. We
measured power as the proportion of mixed models applied to the 100 simulated data sets that cor-
rectly rejected the null hypothesis of no variance at each of these levels, using a log-likelihood ratio.
Simulation package
While we discuss optimal  sampling designs for a specific type of situation in the Results
section  below,  individual  researchers  may  benefit  from  modelling  a  broader  range  of
conditions  applicable  to  their  specific  study  system  and  sampling  options.  We  therefore
additionally developed a simulation package (MultiRR in R statistical environment  (R Core
Team 2014) that researchers can use to estimate bias and power of simulated data; this
simulation package enables the inclusion of the unfortunate characteristics of real data, such
as missing data, unbalanced observations across individuals, series, etc. The package may
be used, first, to design an experimental study, and second, to assess whether the structure
of an existing dataset allows reliable estimation of parameters with sufficient precision and
statistical power. 
A worked example
We illustrate how to implement our approach and quantify multi-level variation in reaction
norms using a simulated example. Consider a hypothetical species (suitable for the type of
Statistical QUantification of Individual Differences proposed in this paper) of “squid” (acronym)
that  varies  its  anti-predator  behavior  in  response  to  the  level  of  predation  risk.  This
mythological squid species varies the amount of ink it releases to avoid predators depending
on the level of predation risk, but individuals become less responsive to variation in predation
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risk with age (Fig. 2). Here, we are interested in estimating individual variation of ink release
in response to different levels of perceived predation risk across four different age classes (1,
2, 3 and 4 months). Ink release was measured while an individual was exposed to either low
or high simulated predation risk. Each individual was assayed twice in each risk context within
each  of  the  four  ages.  Observations  belonging  to  a  series  were  identified  with  a  factor
combining individual identity and age class (Fig. 6).
Figure 6.  Schematic representation of the experimental design to study multi-level variation in reac-
tion norm components in a hypothetical species of squid. Anti-predator behavior for each individual
was tested twice in two predation risk treatments (low vs. high predation risk), across 4 different life
stages (1, 2, 3 and 4 months). We sampled 120 individuals, resulting in 480 series and 1920 observa-
tions. Series were identified with a factor combining individual identity and the month when the experi-
ment was performed. 
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We  will  use  this  worked  example  to  show  various  issues  regarding  the  estimation  and
interpretation of the parameter estimates derived from our proposed approach. We started
with using the multiRR package to determine the optimal sampling design for this particular
experiment.  Doing  so  resulted  in  the  following  recommendation  (Table  S1):  sample  120
individuals  across  the  four  ages  (cf.  480  series  and  1920  observations),  as  this  design
retrieves parameters  with  low bias  and reasonable  imprecision.  We then proceeded with
fitting  a  multi-level  random  regression  model  to  a  simulated  data  set  with  this  level  of
replication (see Table 1 for details of the parameter settings used to simulate the data) in
order to quantify  variation in  ink released by individual  squids as a function of  perceived
predation  risk.  Predation  risk  level  was  fitted  as  a  fixed  effect  covariate:  ‘low’  was
standardised to the value -0.5 and ‘high’ to the value 0.5, such that the intercept value was for
the mean-centered environment (cf.  Gelman 2008; Dingemanse & Dochtermann 2013). We
fitted  an additional  interaction  term between age (standardised to  two standard  deviation
units) and predation risk to account for any population-average change in responsiveness
across the different ages (see our discussion on adjusted slope repeatability above explaining
why this may be a prudent decision). Random intercepts were included for individual and
series;  random  slopes  with  respect  to  predation  risk  were  also  included  at  these  two
hierarchical  levels.  We assumed a Gaussian error distribution, fitted this model  using the
package  lme4  (Bates  et  al.  2014),  and  simulated  posterior  distributions  for  parameter
estimates using the sim function of the arm package (Gelman & Hill 2007). As predicted by
our simulation study (see above and Table S1), the sampling design appeared appropriate
since  the  parameter  estimates  were  in  correspondence  with  the  true  simulated  values
(compare “Simulation” with “Full model” in Table 1).
In order to demonstrate the characteristics and usefulness of our approach, we then
proceeded to fit three more models and compared them to the full model. First, we fitted a
model that lacked the interaction term between age and predation risk but was otherwise
identical to the full model (Model 1, Table 1). We fitted this model to show that the presence of
population-average  multi-dimensional  plasticity  caused  by  an  interaction  between  a
within-individual within-series (predation risk) and within-individual among-series (age) factor
results in among-series variation in plasticity if not accounted for. This was indeed the case 
(mode (95% credible intervals) for V series1 was 0.27 (0.24, 0.30) for Model 1 compared to 0.19
(0.17,  0.21)  for  the  Full  model;  Table  1).  In  other  words,  this  comparison enabled us  to
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distinguish between within-individual among-series variation in reaction norm slopes due to
identified  (predation  risk  ×  age)  versus  unidentified  population-average  multidimensional
plasticity.  Slope  repeatability  estimates  were,  notably,  logically  different  between  the  two
models;  Model  1  estimated  a  ‘raw’  repeatability  of  0.39  which  was  naturally  of  lower
magnitude than the (adjusted) repeatability of 0.53 estimated in the full model.
The second alternative model was constructed to investigate the consequences of fitting
a classic single-level random regression (Model 2) instead of the proposed multi-level random
regression (Full model) to datasets consisting of repeatedly expressed reaction norms. The
aim of implementing model 2 (Table 1) was to show that when within-individual among-series
variation in intercepts and slopes is not modelled, this variation will appear as unexplained
residual variance. Indeed, the residual variance of Model 2 was about twice as high compared
to the full (and other) models (Table 1). 
The third alternative model was fitted to show that when among-individual variation in
reaction norm parameters is not modelled (Model 3), this variation will be confounded with the
among-series variation. This exercise implies that if variation in reaction norms would have
been  measured  for  just  one  series  (cf.  no  repeated  measures  of  reaction  norms across
series) then the among-individual variation in reaction norm components would have been
conflated with among-series variation. Therefore, one is unable to formally investigate the
occurrence of long-term individual differences in reaction norm parameters without collecting
repeated series for the same set of individuals. 
General Discussion
Evolutionary ecologists routinely estimate individual variation in phenotypic plasticity imple-
mented as random regression mixed-effect models (equation 1). This paper details an expan-
sion of this statistical framework to enable estimation of reaction norms that are repeatedly
expressed within the same individual (Fig. 1). We also introduced the concept of repeatability
of reaction norm components (intercept and slope), making it possible to empirically test ad-
aptive theory predicting repeatable or unrepeatable plasticity under particular ecological con-
ditions. 
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Table 1. Sources of variation in the amount of ink released by individual squid as a function of preda-
tion risk (two levels) and age class (four levels). We used univariate linear mixed-effect models with
random intercepts and slopes (with respect predation risk; low risk coded as -0.5 and high risk as 0.5)
at the level of the individual (n = 120 individuals) and series within individual (n = 480 series). Vari-
ances in intercepts are printed with subscript ‘0’, variances in slopes with subscript ‘1’ for among-indi-
vidual (‘ind’), among-series (‘series’), and within series (‘e’) levels; intercept-slope covariances (‘cov’)
are presented at each level. All values are reported as modes with 95% credible intervals. 
Simulation Full model Model 1 Model 2 Model 3
Fixed effects β β (95%CI) β (95%CI) β (95%CI) β (95%CI)
Intercept 0.00 -0.06
 (-0.16, 0.05)
-0.06 
(-0.17, 0.05)
-0.06 
(-0.17, 0.05)
-0.06
 (-0.13, 0.01)
Slope 0.5 0.58 
(0.48, 0.68)
0.58 
(0.49, 0.68)
0.58 
(0.48, 0.68)
0.58 
(0.50, 0.65)
Age 0.00 0.01 
(-0.08, 0.12)
- 0.01 
(-0.05, 0.09)
0.01 
(-0.13, 0.16)
Slope*age -0.5 -0.48 
(-0.61, -0.36)
- -0.48
(-0.63, -0.34)
-0.48 
(-0.62, -0.33)
Random effects σ
2  σ
2  (95%CI) σ
2  (95%CI) σ
2  (95%CI) σ
2  (95%CI)
Among individuals
V ind 0 0.3 0.31
(0.25, 0.38)
0.31 
(0.25, 0.38)
0.36 
(0.31, 0.451
-
V ind1 0.2 0.21 
(0.17, 0.26)
0.17 
(0.14, 0.21)
0.16 
(0.13, 0.20)
-
Covind0 , ind1 0.1 0.13 
(0.09, 0.17)
0.12 
(0.08, 0.16)
0.17 
(0.14, 0.21)
-
Within-individuals among-series
V series0 0.3 0.34 
(0.31, 0.38)
0.34 
(0.30, 0.38)
- 0.62 
(0.58, 0.67)
V series1 0.2 0.19 
(0.17, 0.21)
0.27
(0.24, 0.30)
- 0.40 
(0.36, 0.44)
Cov series0 , series1 0.1 0.12 
(0.10, 0.15)
0.15 
(0.12, 0.18)
- 0.29 
(0.26, 0.33)
Residuals
V e0 0.3 0.31 
(0.29, 0.33)
0.31
 (0.29, 0.33)
0.63 
(0.59, 0.67)
0.30 
(0.29, 0.33)
Repeatability R R (95%CI) R (95%CI) R (95%CI) R (95%CI)
Rintercept 0.5 0.47 
(0.45, 0.54)
0.48 
(0.45, 0.53)
- -
Rslope 0.5 0.53 
(0.51, 0.59)
0.39 
(0.37, 0.45)
- -
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We provide a set simulation tools to estimate bias, imprecision and power associated with dif-
ferent sampling schemes, and provide guidelines for the optimal sampling designs for studies
aiming to estimate the repeatability of plasticity. Finally, we demonstrate using a simulation
study how multi-dimensional plasticity can induce within-individual variation in reaction norm
slopes and also how this proposed multi-level approach allows modelling patterns of variation
that otherwise would not be revealed. The proposed multi-level random regression model
thereby constitutes a useful method to test the adaptive theory predicting the ecological con-
ditions favoring vs. disfavoring individual repeatability in phenotypic plasticity.
Revealing biology in residual within-individual variance
Most  statistical  descriptions  of  labile  phenotypic  characters  are  characterised  by
substantial amounts of residual within-individual variance, and there is growing awareness
that  this  often  overlooked  residual  variance  may  contain  important  biological  information
(Cleasby & Nakagawa 2011; Westneat et al. 2014b). The statistical framework proposed here
takes  up  the  challenge  to  start  explaining  residual  within-individual  variance  by  explicitly
acknowledging  that  reaction  norms  can  vary  both  among  and  within  individuals.  This
approach will allow formal testing of hypotheses for adaptive individual differences in labile
phenotypic  characters  that  make  explicit  predictions  about  the  presence  of  among-  and
within-individual variation in reaction norm components.  For example, theoretical analyses
predict that individual differences in plasticity can be favored when the payoffs for plasticity
are  negatively  frequency-dependent  (Wolf  et  al.  2008).  However,  frequency-dependence
alone makes no predictions regarding the extent to which individuals should be consistent in
their reaction norm components. Consistency in reaction norm components is only predicted
when  the  payoffs  for  plasticity  are  state-dependent  (e.g.  an  individual’s  experience  with
plasticity reduces the costs of future expressions of plasticity; Wolf et al. 2008). Thus, lack of
individual repeatability of reaction norm components would imply that individual differences in
plasticity are not state-dependent, or that the relevant state variable was not stable over the
time scale represented by each series. This latter explanation implies that reaction norms with
respect to a single environmental axis can vary between series of the same individual as a
function of  other  (unmeasured)  environmental  axes.  Such multi-dimensionality  of  reaction
norms represents an important but largely overlooked biological phenomenon (Westneat et al.
2009, 2011, 2014a); the presence of variance in reaction norm components among series of
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the  same  individual  thus  signals  that  key  environmental  components  contributing  to
multi-dimensional reaction norms were overlooked.
The  approach  outlined  here  will  also  facilitate  more  explicit  consideration  of  the
ecological  factors  that  promote  stability  of  individual  phenotypes.  For  example,  individual
predictability of  behaviour should be favored for social  behaviours when the outcomes of
interactions can be observed by others (Dall et al. 2004). By being predictable (i.e. consistent
in both intercept and slope of a reaction norm), individuals may be able to avoid lengthy
(costly) interactions with others, for example if they only escalate an aggressive interaction
when the costs of not behaving aggressively are high (Dall et al. 2004). 
Several studies have also recently begun to explore among-individual differences in
residual stability, where some individuals are more stable (‘predictable’) compared to others
when  major  environmental  gradients  were  assumed to  be  controlled  for  in  the  statistical
analysis  (Stamps et al. 2012; Briffa et al. 2013; Biro & Adriaenssens 2013; Cleasby et al.
2014).  As  detailed  in  this  paper,  such  repeatability  of  residual  within-individual  variation,
verbally also called ‘individual differences in intra-individual variability’  (Stamps et al. 2012),
might occur not because individuals generally differ in predictability per se (Briffa et al. 2013)
but rather because repeatable individual variation in phenotypic plasticity was not captured in
the  statistical  model.  In  other  words,  the  finding  of  among-individual  variation  in
within-individual  residual  variance  should  perhaps  best  be  taken  as  a  starting  point  to
investigate  whether  individuals  genuinely  differed  in  predictability  versus  whether  they
appeared  to  differ  because  the  fitted  statistical  model  was,  in  fact,  incomplete  (sensu
Westneat et al. 2014b). 
Multi-level analyses and the estimation of different types of repeatability
Repeatability  has  routinely  been  applied  to  estimate  the  proportion  of  total  phenotypic
variance  in  a  dataset  that  is  attributable  to  differences  among  individuals  (Nakagawa  &
Schielzeth  2010).  Repeatability  (R)  is  often  quantified  as  the  proportion  of  phenotypic
variance not attributable to fixed effects explained by differences between individuals (called
'adjusted' repeatability;  (Nakagawa & Schielzeth 2010) and may readily be calculated from
the multi-level random regression model (Eqn. 2) as (Equation 5):
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R=
V ind0
V ind0+V series0+V e0
         (Eqn. 5)
This classic repeatability differs distinctly from repeatability of average behaviour (reaction
norm intercept repeatability ( Rintercept ); Eqn. 3a) because the latter proportion does not include
the residual variance ( V e0 ) in its denominator. Differences among individuals at any time point
are due to permanent environmental effects and genetic differences (causing V ind0 ) but also
due  to  among-individual  differences  in  environmental  conditions  causing  short  term
consistency (causing). V series0 The ratio derived from equation 5 ( R ), represents the amount of
the  total  phenotypic  variation  attributed  to  permanent  environmental  effects  and  genetic
differences. In contrast, by excluding the environmental variation that is not causing short term
consistency ( V e0 )  from the denominator, the ratio derived from equation 3a ( Rintercept )  will
represent the amount of differences between-individuals due to long term consistency.
Recent meta-analysis of behavior has shown that repeatability estimates are higher
when  repeated  measures  are  taken  closely  in  time  (Bell  et  al.  2009);  this  finding  has
stimulated interest in the statistical estimation of short- versus long-term repeatability (Boulton
et al. 2014). That repeatability should vary with the time interval between repeated measures
makes intuitive sense because environmental conditions affecting the phenotype often show
temporal autocorrelation and thus cause short-term individual consistency in a dataset. The
mixed-effect  modelling approach proposed in  this  paper  also  represents  an  ideal  tool  for
estimating  short-  versus  long-term  repeatability,  and  thereby  answers  the  call  for  the
development of tools to estimate repeatability at different time scales (Bell et al. 2009; Boulton
et al.  2014).  Specifically, short-term repeatability in the average environment is calculated
from the multi-level random regression model (Eqn. 2) as (Equation 6):
Rshort term=
V ind0+V series0
V ind0+V series0+V e0
                    (Eqn 6)
Equation 5 in contrast represents long-term repeatability. The distinction between the two
equations  is  that  short-term  repeatability  includes  variance  among  series  (i.e.  short-term
consistency  caused  by  among-individual  differences  in  environmental  conditions)  in  the
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numerator, which causes short-term repeatability  to  be equal  to  or  higher  than long-term
repeatability. In our worked example, short term repeatability was, as expected, higher than
long term repeatability  (0.67  vs.  0.32).  This  usage of  extra  random effects  capturing  the
temporal  dependency  of  observations,  such  as  our  ‘series’,  may  also  be  applied  to  the
partitioning  of  individual  intercepts  across  multiple  time  scales.  For  example,  nesting  the
unique combination  of  individual  and day  (‘day  series’)  within  the  unique combination  of
individual and month (‘month series’) within the unique combination of individual in year (‘year
series)’ within the individual would enable a detailed partitioning of repeatability across days,
months, and years, respectively. 
Bias
An important  question  in  statistical  analyses of  multi-level  data  is  whether  the  estimates
retrieved from the model are unbiased. Bias, or inaccuracy, reflects the level of disagreement
between the model’s estimate and the ‘true’ value (e.g. van de Pol 2012). Applying this issue
to multi-level random regression analyses, we showed that the optimal sampling scheme will
depend on the parameter(s) of interest, and what aspect of the models researchers want to
optimize  (bias,  imprecision  or  power).  We  also  acknowledge  that  the  amount  of  data
necessary to properly estimate multi-level random regression parameters is very specific to
study systems, and this is why we created a set of easy to use functions to allow researchers
tailoring their simulation studies to the specifics of their systems. 
Our simulations were used to determine bias caused by insufficient replication (i.e. in
terms of number of individuals or series), but bias may also occur for various other reasons.
For example, individuals might not all be sampled over the same range of the environmental
gradient  fitted  as  the  covariate  in  the  random  regression  model.  Such  ‘repeatability’  of
environmental conditions during sampling may introduce major biases in the estimation of
both fixed and random parameters (van de Pol 2012), though statistical techniques such as
‘within-subject  centering’  (Dingemanse & Dochtermann 2013) may be applied  to  alleviate
such concerns (but see Phillimore et al. 2010). Our simulation and worked example, explicitly
considered ideal, balanced, data sets where such concerns do not apply but our simulation
package does enable researchers to address such problems themselves. 
Our proposed hierarchical structuring of random effects will reduce the bias that may
occur because the specified mixed-effect model is incomplete (Westneat et al. 2014b), which
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is important  even if the aim of a particular analysis is not to quantify multi-level variation in
reaction  norm components.  Bias  due to  incomplete  models  would  occur, for  example,  in
cases  where  within-individual  residual  variances  are  heterogeneous  in  nature  but
homogeneous  errors  are  instead  assumed  (Cleasby  &  Nakagawa  2011;  Westneat  et  al.
2014b). This problem is illustrated by a study on great tits where the amount of variation in
phenotypic plasticity (with respect to how conspecific density affected clutch size) was biased
upwards  in  models  that  failed  to  consider  heterogeneous  within-individual  among-year
variance  (Nicolaus  et  al.  2013).  Failure  to  model  random  slopes,  or  intercept-slope
covariance, would, similarly, lead to biased estimates of fixed and random effects (Schielzeth
&  Forstmeier  2009;  Barr  et  al.  2013).  While  intercept  slope  variation  and  covariance  is
routinely modelled at the individual level, this is certainly not the case for the within-individual
level because repeatedly expressed reaction norms have rarely been modelled (Dingemanse
& Wolf 2013b; this paper). Our proposed expansion of the mixed-effect model thus helps
capturing  such  heterogeneity,  acknowledges  the  temporal  dependencies  between
observations  within  the  same  series  and  helps  avoiding  incomplete  models  and  biased
estimates.
In summary, our multi-level implementation of random slope models acknowledges that
patterns of heterogeneous variance can exist at multiple hierarchical levels. While there is
increasing awareness that residual within-individual variance might often be heterogeneous in
the data set as a whole (Cleasby & Nakagawa 2012), this paper recognizes that assumptions
regarding homogeneity of variances do not just apply to the residual level but may vary with
respect to specific fixed effects (Westneat et al. 2012), random effects (Nicolaus et al. 2013),
or interactions between random effects such as population differences in among-individual
variance  (Westneat  et  al.  2014a) or  individual  differences  in  within-individual  variance
(Stamps et al. 2012; Briffa et al. 2013; Biro & Adriaenssens 2013).
Conclusions
This  paper  introduces a  statistical  framework  that  enables  the  estimation  of  among-  and
within-individual  variation  in  reaction  norms.  Multi-level  variation  in  reaction  norms
characterise a multitude of labile phenotypic characters such as those that respond to multiple
environmental stimuli (multi-dimensional reaction norms). The proposed framework enables
the calculation of new standardised indices, namely the repeatability of an average phenotype
62 | Chapter 2
(reaction  norm intercept)  and  the  repeatability  of  level  of  responsiveness  (reaction  norm
slope),  which  may readily  be  compared  across  studies.  The  proposed methodology also
enables  the  calculation  of  short-  versus  long-term  repeatability,  and  contributes  to  our
understanding of biological variation that may otherwise be dubbed residual within-individual
variance.
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Behavioural ecologists increasingly study behavioural
variation within and among individuals in conjunction,
thereby integrating research on phenotypic plasticity and
animal personality within a single adaptive framework.
Interactions between individuals (cf. social environ-
ments) constitute a major causative factor of behavioural
variation at both of these hierarchical levels. Social inter-
actions give rise to complex ‘interactive phenotypes’
and group-level emergent properties. This type of phe-
notype has intriguing evolutionary implications, warrant-
ing a cohesive framework for its study. We detail here
how a reaction-norm framework might be applied to
usefully integrate social environment theory developed
in behavioural ecology and quantitative genetics. The
proposed emergent framework facilitates firm integra-
tion of social environments in adaptive research on
phenotypic characters that vary within and among indi-
viduals.
Personality, plasticity, and social interactions
Behavioural ecology research increasingly acknowledges
the characteristic multilevel nature of animal behaviour
[1], investigating within-individual (cf. phenotypic plastic-
ity) and among-individual variation (cf. animal personali-
ty) in conjunction [2] (see Glossary). Adaptive explanations
for behavioural variation centre upon the proposition that
‘state’ (features of organisms affecting the balance of costs
and benefits of behavioural actions [3]) varies both within
and among individuals, explaining behavioural variation
at both levels [3–6]. Adaptive personality theory, for ex-
ample, explains among-individual variation in behaviour
as an adaptation to endogenous features of individuals
[4,5], such as metabolism [7] and cognitive ability [8].
Exogenous features, particularly social environments,
have more recently come to the foreground as key state
variables shaping variation among individuals [9–11].
Social environments are of major importance because
interactions between conspecifics impose a diverse array
of selective pressures on various behaviours.
Models of adaptive behaviour imply a key role for social
interactions [11]. Classic examples such as hawk–dove,
producer–scrounger, and leader–follower games demon-
strate how interactions often induce selection favouring
behavioural variation [12]. Interactions can give rise to
either adaptive within-individual variation (cf. plastic,
conditional strategies) or adaptive among-individual vari-
ation (cf. alternative, fixed strategies) [6,11]. Adaptive
theory, for example, implies that predictability in aggres-
siveness can be favoured when it allows interacting indi-
viduals to avoid costly fights [13]. The resulting among-
individual variation has been suggested to favour the
emergence of ‘socially responsive’ [13] individuals who
adjust their behaviour as a function of the previous
Opinion
Glossary
Among-individual variation: individual differences in average phenotype
across multiple observations.
Animal personality: among-individual variation in behaviour attributable to the
combined influences of genetic effects and environmental effects that
permanently affect the phenotype of an individual [2,6]. Pseudo-personality
occurs when estimates of personality are inflated because of individual
repeatability in environmental conditions that cause nonpermanent effects on
behaviour [31,36].
Direct genetic effect (DGE): allelic variation in genes affecting the phenotype,
where the phenotype of an individual is directly affected by its own genes [21].
Emergent character: a phenotypic character representing a characteristic or an
outcome of an interaction rather than of an individual, such as the duration or
intensity of a fight [43].
Indirect genetic effect (IGE): environmental influences on the phenotype of an
individual resulting from the expression of genes in another conspecific
[17,21].
Interactive phenotype: a phenotypic characteristic of an individual whose
expression is affected by the phenotype of (a) conspecific(s).
Phenotypic gambit: an approach to the study of behavioural adaptation [33]
viewing natural selection as an optimising process that is ultimately
unconstrained by genetic architecture [59].
Reaction norm (RN): set of phenotypes that a genotype or individual produces
as a function of an environmental gradient. Throughout this paper, we focus
on individual-level reaction norms [2,34].
Social environment: environmental component of the phenotype caused by
interactions with conspecifics.
Social responsiveness: phenotypic plasticity in response to the phenotype
expressed by a conspecific, estimated as the slope of an individual-level
reaction norm. Socially responsive individuals are characterised by a nonzero
interaction coefficient (C).
Trait-based approach: a statistical approach where phenotypes of focals are
represented as a function of the phenotypic characteristics of conspecifics
[53]. This dependency is captured by an interaction coefficient (C ).
Variance-partitioning approach: a statistical approach where phenotypic
variance is partitioned in variance attributable to different effects [53]. Var-
iance in phenotype of focals might, for example, be decomposed into variance
explained by the identity of the focal versus social partner, or into variance
explained by direct genetic effects versus indirect genetic effects [53].
Within-individual variation: phenotypes vary within individuals across in-
stances, caused by nonpermanent environmental effects on the phenotype of
an individual [2,6,31,34]. Throughout, we assume that variance attributable to
measurement error represents a negligible component of within-individual
variance.
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interactions of their social partner (cf. within-individual
variance resulting from adaptive phenotypic plasticity)
[14], which in turn causes intensified selection favouring
further individual differentiation in various types of be-
haviour (e.g., aggressiveness [15], cooperation [14], or co-
ordination [16]). Similarly, repeated interactions between
individuals cooperating in stable social groups have been
proposed to increase among-individual (but decrease with-
in-individual) variation in behaviour [10] because negative
frequency-dependent selection favours division of labour
among individuals (cf. social niche specialisation [9]).
Thus, social interactions might give rise to personality,
plasticity, and individual differences in social responsive-
ness [9,11,13].
Social environment effects in quantitative genetics
Quantitative geneticists have studied social environments
from a different perspective. Their emphasis has been on
predicting evolutionaryresponsesto selection[17,18]. Quan-
titative genetic theory developed by animal breeders and
evolutionary biologists implies that social environments can
have major evolutionary repercussions when heritable phe-
notypes affect the phenotypes of other conspecific individu-
als [19,20]. In such cases, the social environment is itself
heritable because of ‘indirect genetic effects’ (IGEs) and,
thus, is evolvable [17,21]. IGEs represent a special form of
phenotypic plasticity where environmental effects on the
phenotype of an individual are caused by the expression of
genes in another conspecific [21]; the familiar ‘direct genetic
effects’ (DGEs) instead occur when the phenotype of an
individual is directly affected by its own genes. Genetic
variation in maternal investment influencing offspring de-
velopment (cf. maternal genetic effects [22]) and genetic
characteristics of social partners affecting life-history deci-
sions of mates [23] represent examples of IGEs. Important-
ly, IGEs influence evolutionary responses to selection, such
as when there are functional interactions between traits of
interacting individuals [24] or when DGEs and IGEs are
genetically correlated [21]. In gulls, for instance, genes
expressed in females contributing to early laying (DGEs)
are negatively correlated with genes expressed in males
facilitating early laying in female partners (IGEs) [23]. Such
sexually antagonistic effects can impose constraints on
evolution [25]. Positive genetic correlations might instead
speed up evolutionary responses (depending on the selective
landscape [17,20]); genes for aggressiveness in mice (a
DGE), for example, correlate positively with genes eliciting
aggressiveness in opponents (an IGE) [26]. Thus, phenotypic
plasticity as a function of phenotypes expressed by conspe-
cifics (i.e., social responsiveness) represents a key factor in
the evolutionary process. However, little is known about the
ecological conditions (dis)favouring indirect genetic effects
[27] and whether social responsiveness is heritable and
evolvable [28,29].
Behavioural ecology meets quantitative genetics
In this opinion article, we propose a reaction-norm frame-
work to combine social environment theory developed in
behavioural ecology and quantitative genetics, and to
facilitate cross-fertilisation between these research
fields. We detail how quantitative genetics approaches
might be usefully incorporated in behavioural ecology
research (cf. [10,30,31]) to empirically study the adaptive
nature of ‘social responsiveness’. Conversely, we argue
that behavioural ecology theory on this topic usefully
provides quantitative genetics with predictions concern-
ing ecological conditions (dis)favouring the evolution of
variance components such as indirect effects (cf. [32]).
Behavioural ecologists apply a ‘phenotypic gambit’ [33] in
their adaptive studies; in this opinion article, we adopt
this approach by focusing on among-individual (rather
than additive genetic) variation; both approaches intri-
cately contribute to our understanding of evolutionary
processes (Box 1). The proposed framework enables inte-
gration of social environments between distinct fields of
evolutionary biology.
Phenotypes as environmental gradients
Incorporating social environments into studies of person-
ality and plasticity requires a particular way of thinking
about both behaviour and social environments. Instead of
characterising individuals by their behaviour, we view the
Box 1. Behavioural ecology, variance components, and
evolutionary adaptation
Quantitative genetics focuses on predicting evolutionary responses
to selection, and this explicitly requires the partitioning of pheno-
typic variation in traits (and fitness) in genetic versus environmental
components [22]. Behavioural ecology, by contrast, commonly
applies a ‘phenotypic gambit’ [33], viewing natural selection as an
optimising process that is ultimately unconstrained by genetic
architecture [59], which might therefore be studied at the pheno-
typic level. Behavioural ecology approaches nevertheless contribute
importantly to our understanding of evolutionary processes.
Specifically, interest in (repeatable) among-individual differences
has stimulated the development of theory predicting the ecological
conditions under which natural (and sexual) selection (dis)favour
specific (co)variance components [31,32] such as among-individual
(co)variance [4,5,13], within-individual variance [60], and among-
individual variation in behavioural plasticity [6,11,14]. Here, beha-
vioural ecology theory implies a key role for ecology (cf. resource
availability, predation risk [61]) in causing selection (dis)favouring
among-individual variance [4,5]. Models typically involve adaptive
state-dependence of behaviour [3–5,13,61], leading to testable
predictions concerning the magnitude of permanent-environmental
(e.g., [62]) and within-individual variances (e.g., [63]). The expres-
sion of such non-genetic variance components directly affects the
heritability of phenotypic characters, hence their evolutionary
potential [22]. Despite its application of a phenotypic gambit,
behavioural ecological theory therefore contributes substantially
to our understanding of evolutionary processes. At the same time,
their focus on ‘unpartitioned’ among-individual variance hampers
the application of quantitative genetics theory in predicting evolu-
tionary responses to selection.
Adaptive theory concerning the emergence of direct (cf. among-
individual) and indirect (cf. social partner) effects developed by
behavioural ecologists, importantly, does not hinge upon the nature
of state-dependence: various types of predictive theory apply
generally to both heritable (cf. additive genetic) and nonheritable
(cf. permanent environmental) parts of among-individual variance
components [4]. In other words, behavioural ecology theory
concerning the emergence of social responsiveness (cf. indirect
effects), or among-individual variation in social responsiveness, can
readily be utilised to study the ecological conditions (dis)favouring
both indirect environmental effects and indirect genetic effects, and
thereby meaningfully enables the integration of ecology into the
study of heritable variation.
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function describing the dependency of behaviour on the
environment as a key individual character [2,34]. Such a
‘reaction norm’ (RN) integrates information about its av-
erage behaviour (cf. personality) and level of phenotypic
plasticity in response to environmental gradient(s) [2,34],
specifying the specific (linear or nonlinear) function be-
tween response (behaviour) and predictor (environmental)
variable(s) [2,34]. RNs of individuals are estimable when-
ever the phenotype of an individual is assayed over a range
of conditions [2,31], such as its vigilance under different
levels of predation risk [35].
The simplest form of individual RN summarises obser-
vations (instances i) of a behaviour Pi j
 
of an individual
(j), and environmental state (xij; typically a mean-centred
covariate [31]), into a linear function that specifies its RN
elevation (Ij; its behaviour in the average environment)
and slope (bj; its level of responsiveness), and the deviation
of each instance from its estimated RN ei j
 
(i.e.,
Pij = Ij + bjxij + eij). We propose incorporation of social
environments into this framework by letting the environ-
mental covariate (x) represent the phenotype of an inter-
action partner (Figure 1). Such RNs represent
characteristics of individuals that are quantifiable when-
ever the social environment (cf. phenotype of conspecifics)
varies across behavioural observations of an individual
(Figure 1). This type of RN has the particularity that
within-individual variation in social environments can
be the result of two interacting processes. First, the social
partner(s) of an individual change(s) phenotype. Second,
individuals switch social partners, leading to a change in
social environment either because partners show repeat-
able differences in phenotype (e.g., gender, size, or person-
ality) or because partner behaviour is plastic and changes
between instances. Adjustments in parental care in re-
sponse to moment-to-moment changes in prey delivery of
partners in birds [36] exemplify variation in social envir-
onments caused by within-partner variation in phenotype.
Changes in aggressiveness as a function of partner size in
fish [37] exemplifies variation in social environments
caused by among-partner variation in phenotype (see
Table 1 for further examples).
Social responsiveness and pseudo-personality
The simple presence of behavioural responsiveness to the
phenotype of social partners (cf. b 6¼ 0; Figure 1A) can lead
to the appearance of personality where none exists (i.e.,
‘pseudo-personality’ [31,36]). With regard to social envi-
ronment effects, this occurs when animals respond plasti-
cally to phenotypes that are repeatable in their partners,
while simultaneously showing repeatability in partner
identity (cf. stable social pairs or groups; Box 2). Among-
individual variation in phenotypes of partners would then
automatically create among-individual variation in the
behaviour of focal individuals. Such apparent personality
differences would disappear if partner identity or pheno-
type was fitted as a predictor in statistical analyses of RNs
(Box 2). By contrast, social environments can also result in
genuine among-individual differentiation in behaviour (cf.
among-individual variance in RN elevation). Such long-
term effects are well known from mammals, where the
parenting style of the mother influences a variety of beha-
viours (e.g., anxiety) that her offspring express in adult-
hood [38].
Individuality in social responsiveness
Viewing RNs as individual characteristics [2,34] implies
that they might vary across populations or individuals,
whether in elevation (cf. personality) or slope (cf. respon-
siveness). This notion is confirmed for RNs in general
[2,34,39], but in ecology not widely studied in the context
of responsiveness to phenotypes of conspecifics (Table 1).
Research on behavioural stress physiology forms an excep-
tion where individuality in responsiveness to environmen-
tal stimuli is explicitly recognised [40]. Here, ‘reactive’
animals modify aggressive behaviour as a function of
aggressive intent signalled by interaction partners, where-
as ‘proactive’ individuals instead behave aggressively irre-
spective of social context (e.g., [41]). Thus, elevations and
slopes of RNs quantifying responsiveness to conspecific
phenotypes can vary and correlate across individuals
[2,34] (note, however, that the magnitude and sign of such
estimates depend on scaling and centring [42]). Proactive
animals, for example, have relatively high RN elevations in
combination with shallow RN slopes (red individual in
Figure 1B), whereas reactive individuals have low RN
elevations in combination with steeper RN slopes (blue
individual in Figure 1B). Adaptive theory on social person-
alities explicitly predicts such covariance between person-
ality and social responsiveness [11,14–16].
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Figure 1. Reaction-norm (RN) plots, where the phenotype (dots) expressed by a
focal individual is plotted as a function (lines) of the phenotype expressed by an
interaction partner. Each panel shows a RN plot for each of three individuals
(colours) each assayed seven times. Socially responsive (cf. plastic) versus
unresponsive (cf. nonplastic) individuals have nonhorizontal versus horizontal
RNs, respectively. The seven coloured double-headed arrows (printed below each
x axis) represent seven individual interaction partners; each partner is
phenotypically plastic, with the length of its arrow representing its phenotypic
range, but interaction partners also differ in average phenotype (cf. ‘personality’
for a behavioural phenotype). Consequently, variation in social environments
results from the combined influences of among- and within-individual variation in
phenotypes expressed by interaction partners. For simplicity, both panels depict
scenarios quantifying general responsiveness to the phenotypes of interaction
partners Cð Þ; for example, each focal was assayed once with each social partner.
Responsiveness to the repeatable (CA; A for among) and plastic (CW; W for within)
part of the phenotype of the partner could be incorporated provided that the
phenotype of each partner had been quantified repeatedly (Box 3). This type of RN
can vary among individuals, in terms of elevation (A,B) and slope (B), and these
two RN components can be correlated (B). Individuals in (A) are all socially
responsive C 6¼ 0ð Þ but do not differ in responsiveness. By contrast, there is
among-individual variation in responsiveness in (B): some individuals are socially
responsive (black, blue) but others are not (red), representing ‘reactive’ and
‘proactive’ individuals, respectively [40] (for details see main text).
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Interactions with multiple social partners
Individuals commonly interact with multiple conspecifics,
for example, in competitive contexts. Quantitative geneti-
cists have developed pointed approaches to studying IGEs
beyond simply dyadic interactions (which largely go be-
yond the scope of this paper). In short, the trait-based
approach (Box 3) might, for example, use an aggregate
statistic of a group of individuals (cf. mean or variance) as
its predictor variable [43]. One might also model situations
where each individual is exposed to different groups or
different group compilations within a reaction-norm
framework. Similarly, the variance-partitioning approach
(Box 2) can be extended to include interactions between
groups of more than two individuals of equal [44] or vari-
able group size [45,46]. Alternatively, one can weigh by
number (or intensity) of interactions between sets of inter-
acting individuals, an approach used in forestry science,
where the intensity of competition between individual
trees is modelled by incorporating a distance matrix in
the statistical analysis [47]. For animal studies, interac-
tion metrics (e.g., derived from social network analysis
[48]) can similarly be included to incorporate interactions
between multiple individuals.
Types of social environment effects
Social environment effects exist whenever phenotypes of
interaction partners affect the phenotype of a focal indi-
vidual (Figure 1). Such socially responsive phenotypes are
sometimes termed ‘interactive phenotypes’ in quantita-
tive genetics [17]. They exist in a variety of forms, ranging
from behaviours that are marginally influenced by phe-
notypes of partners to those that cannot be defined outside
the context of social interactions. Variation in lay-date in
birds is, for example, largely attributable to the charac-
teristics of the female, year, and breeding location, rather
than to those of her male partner [49]. By contrast, ag-
gressiveness or cooperative tendencies are only expressed
as part of interactions. Social environment effects can be
classified as reciprocal versus nonreciprocal [17]. Nonre-
ciprocal interactions equate to RNs where each phenotypic
trait is uniquely defined as either predictor or response; for
example, the aggressiveness of an individual is a function
of the size of an opponent but the size of the individual is
not necessarily a function of the level of aggressiveness of
the opponent. By contrast, reciprocal interactions equate
to RNs where the predictor phenotype of one individual
represents the response variable of another individual
(Table 1, [50]). The aggressiveness of an individual might,
for instance, elicit aggressiveness in opponents [26], caus-
ing feedbacks between phenotype and social environment
[17]. Such feedback loops can either increase or decrease
the amount of among-individual variation [51]. Some in-
teractive phenotypes, finally, represent characteristics of
interactions rather than individuals, such as duration
or intensity of interactions, or other emergent characters
[43] such as the productivity or aggressiveness of ant
colonies (e.g., [52]). Understanding how the different types
of interactions among individuals affect phenotypic vari-
ation is key to both behavioural ecology and quantitative
genetics.
Table 1. Examples of social environment effects within and among individuals drawn from the ecological literature to which
adaptive concepts detailed in this opinion article could be applied
Species Methoda Phenotype of partner ! phenotype of focalb Interaction
partner(s)c
Variation
in Cd
Ref.
Insects
Pacific field cricket (Teleogryllus oceanicus) TB Song (a) ! female preference (w) Different Yes [28]
Fruit fly (Drosophila serrata) TB Unknown (a) ! cuticular hydrocarbons (w) Different Yes [29]
Fish
Blackfin pearlfish (Austrolebias nigripinnis) VP Unknown (a) ! egg size (w) Different No [64]
Green swordtail (Xiphophorus helleri) VP/TB Size (a) ! aggression (w) Different No [37]
Trinidadian guppy (Poecilia retiuclata) TB Male ornament (a) ! female choice (w) Different Yes [65]
Reptiles
Side-blotched lizard (Uta stansburiana) TB Maternal investment (w) ! escape behaviour (a) Same No [66]
Birds
Common gull (Larus canus) VP Unknown (a) ! lay-date (w) Same No [23]
House sparrow (Passer domesticus)
Great tit (Parus major)
TB Provisioning (w) $ provisioning (w) Same No [36]
TB Begging (w) $ provisioning (w) Same No [67]
VP Unknown (a) $ nestling mass (w) Different No [49]
TB Exploration (a) ! promiscuity (w) Different No [68]
Japanese quail (Coturnix japonica) TB Hormone levels (a) ! boldness (w) Same No [66]
Mammals
Deer mouse (Peromyscus maniculatus) VP Unknown (a) $ aggression (w) Different No [26]
Human (Homo sapiens) TB Maternal care (w) ! stress reactivity (a) Same No [38]
House mouse (Mus musculus) TB Aggression (w) $ aggression (w) Different Yes [41]
aMethod: VP, variance partitioning approach; TB, trait-based approach.
bPhenotype of social interaction partner affecting the phenotype of a focal individual: (a) the among-individual, and (w) the within-individual component of the phenotype of
the social partner can result in (a) among-individual, and (w) within-individual variation in the phenotype of a focal individual; !, non-reciprocal effect; $, reciprocal effect;
‘unknown’ is printed when the phenotype of the social partner (either representing effects of a single trait or of combinations of traits) was not quantified.
cObserved variation in the phenotype of the focal was due to within-partner variation in phenotype across repeated interactions with the same partner (‘Same’) versus
among-partner variation in phenotype across interactions with different partners (‘Different’).
dVariation in C: presence of variation in social responsiveness Cð Þ considered at any level.
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Integrating quantitative genetics and behavioural
ecology theory
Quantitative geneticists have developed various techni-
ques for quantifying social influences on phenotypes
[53]. Their research utilises individuals that vary in relat-
edness (cf. ‘pedigreed’ populations [54]) owing to their
interest in additive genetic (co)variances [22]. In its sim-
plest form, focal individuals are phenotyped once with a
social interaction partner (Figure 2A), followed by the
application of one of two main approaches [53]. In the
‘trait-based’ approach, the presumed phenotype Pkð Þ of
the partner k affecting the phenotype Pj
 
of a focal
individual j is assayed, and mixed-effect ‘animal’ [54]
models are fitted to estimate the additive genetic Aj
 
and residual e j
 
merits of each individual, while quanti-
fying the population-level dependency Cð Þ of the pheno-
type of the focal on that of its partner (cf . Pj = Aj + cPk + ej)
[17]. For nonreciprocal interactions, the ‘interaction coeffi-
cient’ C simply represents an ordinary least-square
regression coefficient [53]. For reciprocal interactions, cal-
culation of C is more complex (in terms of parameters to be
estimated) because phenotypes of interacting individuals
feedback on each other ([53] for modelling solutions). In the
alternative ‘variance-partitioning’ approach (Box 2), the
phenotype of the partner remains unquantified, but var-
iances attributable to DGEs VAD
 
, IGEs VAS
 
and their
correlation rAD;AS
 
are estimated. The logic is that if
phenotypes of partners affect the behaviour of a
focal individual (cf. C 6¼ 0), IGEs explain variation (i.e.,
VAS > 0). The two approaches are complementary (Box 3):
parameters of variance-component approaches (VAD , VAS
and rAD;AS ) can be calculated from those estimated with
trait-based models (VAj and C) [53,55], but typically not
vice versa.
Box 3. Individual responsiveness to among- versus within-partner variation in phenotype
Variance-partitioning approaches (Box 2) estimate variance attribu-
table to partner identity [55]. This source of variation is caused by
among-individual variance in partner phenotype. Presumed effects of
identified candidate partner phenotypes can be estimated with a trait-
based approach [53], which we apply here to the example in Box
2. Whereas we previously partitioned phenotypic variance in the
behaviour of the focal V Pð Þ into among-focal V ID
 
, among-social
partner V IS
 
, and residual variance V Rð Þ (Box 2), here we evaluate
whether identified among-individual characteristics of partners (e.g.,
their size) can explain the social environment effect V IS
 
. Such
hypotheses are tested by fitting partner phenotype as a fixed-effect
covariate into the model (estimating C [53]). If the trait was fully
responsible for the partner identity effect V IS
 
, its inclusion should
reduce this component to zero.
In this opinion article, we argue that trait-based approaches should
distinguish between responses to predictable versus plastic compo-
nents of partner phenotypes because theory often addresses one of
the two specifically [13,15]. Imagine that a labile phenotype Pikð Þ of
partners (k) was assayed during each observation (i) of the focals’
behaviour Pi j
 
(as in Figure 2B, main text). Instead of estimating C
by fitting the ‘raw’ phenotype of the partner Pikð Þ as a covariate [53],
one might fit the mean phenotype of the partner over all observations
P̄k
 
, and deviation from this mean during a focal instance
i:e:; Pik  P̄k
 
, as covariates into the mixed-effects model (with
random intercepts for the identities of the focal and the social
partner). This enables estimation of phenotypic plasticity in focals as
a function of repeatable (cAP̄k ; A for among-partner) and plastic
(cW Pik  P̄k
 
; W for within-partner) components of partner pheno-
types (Equation I):
Pi j ¼ m þ ID0 j þ IS0k þ cAP̄k þ cW ðPik  P̄k Þ þ e0i j [I]
Here, the focal phenotype Pi j
 
is decomposed into the RN
elevation of the focal ID0 j
 
and contribution of partner identity
IS0kð Þ (both expressed as deviations from the population-average
elevation, m), two RN slopes [the dependence of its phenotype on
repeatable CAð Þ and plastic CWð Þ parts of the phenotype of its
partner], and the deviation of each instance from its estimated RN
e0i j
 
. This model, notably, only returns population-average esti-
mates of social responsiveness (CA, CW), and can be expanded to
estimate among-individual variation in social responsiveness by
including random slopes [42] for the identity of the focal (Equation II):
Pi j þ m þ ID0 j þ IS0k þ ðcA þ I1 jAÞP̄k þ ðcW þ I1 jW ÞðPik  P̄k Þ þ e0i j [II]
Doing so enables empirical testing of behavioural ecology theory
[13–15] that predicts among-individual differences in responsiveness
to predictable components of the phenotype of the partner þI1 jA
 
versus among-individual differences in responsiveness to moment-
to-moment changes in partner phenotype þI1 jW
 
.
Box 2. Focal and partner identity effects due to repeatable phenotypes
Variation in phenotype of a focal individual due to among-partner
variation in phenotype can be estimated with a variance-partitioning
approach [69]. This requires datasets (i) where focals are repeatedly
assayed for their behaviour, (ii) where focals switch partners across
assays, and (iii) where each partner occurs (to some extent) with
multiple focals (Figure 2B). This could apply to female birds that
switch mates across breeding attempts [49] or to male rodents that
switch opponents across aggressive interactions [26]. Cross-classified
mixed-effect models can be applied to such data, and random
intercepts for focal and partner identity can be fitted to decompose
the overall phenotypic variance V Pð Þ into variance due to the identity
of the focal (V ID ; I for individual D for direct effect), the identity of its
social partner (V IS ; S for social), versus unexplained variance (VR; R
for residual), where V P ¼ V ID þ V IS þ V R . Here, the familiar individual
repeatability (R) equals
V ID
V P
[31]; the proportion of variance caused by
repeatable aspects of the phenotype of a partner equals
V IS
V P
[26]. In
this approach the phenotype of the partner that is affecting the
behaviour of a focal individual remains unidentified, but variance
attributable to partner identity V IS > 0
 
nevertheless implies that its
phenotype does matter (Box 3).
Partitioning variation in this way provides considerable insight.
Imagine that we had collected an observational dataset of the same
type but we had not controlled for who interacted with whom, a
common situation in field studies. Suppose further that we had failed to
consider social environment effects V IS
 
and concluded, based on a
model with only random intercepts for the identity of the focal individual
(i.e., V P ¼ V ID þ V R ), that the behaviour of the focal showed substantial
among-individual variance. Given the observational nature of the data,
another conclusion would have been possible: individuals appeared
more different than they were because their social partner choice was
repeatable, causing apparent among-individual variation [31,36]. The
extent to which this was the case could be investigated by including
random intercepts for partner identity into the mixed-effects model. If
individual repeatability was partly due to social environment repeat-
ability, partner identity V Sð Þ should explain variance previously
attributed to the identity of the focal V ID
 
, and individual repeatability
should consequently decrease. Another question that would emerge
from such exercises is what proportion of the within-focal variation (cf.
V IS þ V R ) was explained by within-focal variation in social environment
V IS
 
. If present, it implies that individuals were partly plastic with
respect to social context.
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The quantitative genetic equation specifying the de-
pendency of the phenotype of an individual j on a pheno-
type of a partner k (cf. Pj = Aj + cPk + ej) greatly resembles
the way in which behavioural ecologists model the depen-
dency of a behavioural phenotype on the environment
across observations i of a single individual (cf. its RN:
Pij = Ij + bjxij + eij). Expanding RNs to include the pheno-
type of a conspecific as an environmental axis that varies
within a single individual, as proposed here, merges the
two approaches (cf. Pij = Ij + cjPik + eij); here, the quanti-
tative genetic interaction coefficient C corresponds to the
slope of the RN of an individual (cf. level of plasticity or
‘social responsiveness’). Whereas the existence of herita-
ble variation in social responsiveness Cð Þ represents an
area of growing interest in quantitative genetics [28,29],
adaptive theory in behavioural ecology is currently reveal-
ing the ecological conditions that favour versus disfavour
the evolution of both social responsiveness and individual
differences in social responsiveness [11]. One fascinating
notion inherent to viewing indirect effects in terms of RNs
is the possibility of genetic correlations between elevations
and slopes, as suggested in the stress-physiology literature
[40]. This is illustrated in Figure 1B where the phenotypic/
genetic variance among focal individuals, as well as
repeatability/heritability, decreases with increasing value
of the phenotype of the partner because of a negative
elevation–slope correlation. Such a genetic architecture
would logically result in a changing importance of IGEs
as a source of phenotypic variance across the social gradi-
ent. Quantitative genetic theory has yet to address the
evolutionary repercussions of such genetic characteristics
of individual RNs, underlining the great potential for cross-
fertilisation between these distinct fields of biology.
Multilevel variation in responsiveness
Recent adaptive theory implies that social interactions can
favour the evolution of (i) within-individual responsiveness
in behaviour to predictable components of behavioural
phenotypes of social partners (cf. their personality), and
(ii) among-individual differentiation in level of responsive-
ness [11]. Moreover, individuals are also generally pre-
dicted to respond behaviourally to changes in behaviour
within their social partners [12], for example when negoti-
ating how much each party might invest in parental care.
Therefore, owing to the characteristic multilevel nature of
behaviour [1,2], predictions regarding social responsive-
ness require the partitioning of partner effects into those
caused by repeatable (cf. predictable) versus changeable
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Figure 2. Study designs enabling the estimation of focal and partner identity effects. (A) Particular individuals (lower-case letters) are assigned ‘focal’ (a–f), others ‘social
partner’ (g–l); all individuals are used once. This classic quantitative genetic design combined with a pedigreed population enables the estimation of variance among focals
attributable to direct genetic effects V AD
 
, indirect genetic effects V AS
 
, and their genetic correlation rAD ;AS
 
; the level of social responsiveness (cf. interaction coefficient
C) can be estimated provided that the phenotype of the partner was also assayed. (B) Particular individuals (lower-case letters) are assigned ‘focal’ (a–c), others ‘social
partner’ (d–e); for example, lay-dates are measured for focal females and their male partners [23,49]. Each focal individual is assayed repeatedly, but always with another
social partner, and each social partner occurs with multiple focals. This design enables estimation of variance attributable to focal V ID
 
and partner identity V IS
 
effects
(Box 2); those effects can be further partitioned to estimate V AD , V AS , and rAD ;AS provided that pedigree information is available. The level of social responsiveness (cf.
interaction coefficient C) can be estimated provided that the phenotype of the partner had been assayed (Box 3). Study designs where both individuals were assayed in
each round, furthermore, enable testing social niche hypotheses as detailed in Box 4. (C) Similar to scenario (B) but applicable to situations where only the behaviour of the
focal individual is assayed but where each individual plays either focal or social partner depending on the round; for example, aggressive behaviour is assayed in each
round but only for the individual assigned focal [26]. Variance components detailed under (A) and (B) are estimable, as is the individual-level correlation r ID ;IS
 
between the
focal and social partner identity effects; r ID ;IS would, for example, be positive when aggressive individuals also elicit aggressiveness in others [26].
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(cf. plastic) components of partner phenotypes. This parti-
tioning might be achieved by applying study designs that
explicitly acknowledge the existence of multilevel varia-
tion in partner phenotype, followed either by a variance
partitioning (Box 2) or trait-based analytical approach
(Box 3). The variance partitioning approach might, for
example, be applied to test whether any predictable (cf.
repeatable), although unidentified, component of a pheno-
type of a partner affected the behaviour of the focal. This
requires a study design where each social partner occurs
with multiple focal individuals (Figure 2B,C) such that the
existence of a partner identity effect can be estimated (Box
2). In cases where each assay included the quantification of
the phenotype of the partner that was hypothesised to
affect the behaviour of the focal, centring techniques [31]
can subsequently be applied to partition population-aver-
age estimates of responsiveness Cð Þ into responsiveness to
the repeatable (CA; A for among) and plastic (CW; W for
within) part of the phenotype of the partner (Box 3).
Finally, adaptive theory regarding individual differences
Box 4. Testing predictions of the social niche hypothesis
The social niche hypothesis proposes alternative strategies favoured
by negative frequency-dependent selection in how animals trade-off
investment in costly behaviours [9]. Parents, for instance, must invest
in both nest defence and offspring provisioning [57], and selection
thus favours division of labour. Specific predictions of the hypothesis
are phrased here in statistical terms, applying a hybrid [56] between
variance partitioning (Box 2) and trait-based approaches (Box 3).
For simplicity, we assume that individuals do not differ in respon-
siveness.
Imagine that male and female partners were assayed for anti-
predator aggressiveness during each breeding attempt, and that
each parent bred multiple times although not always with the same
partner (as in Figure 2B, main text). Three distinct predictions can
now be formulated concerning how social niche specialisation might
emerge. Prediction 1: within pairs across breeding attempts, within-
male upregulation in aggressiveness associates with within-female
downregulation in aggressiveness (Figure IA). Prediction 2: females
are repeatable and males respond plastically to the repeatable part of
the behaviour of the female; males mated with aggressive female
types downregulate their aggressiveness but those same males
upregulate their aggressiveness when switching to breed with a less-
aggressive type (Figure IB) (the same scenario applies to the
opposite sex). Prediction 3: both sexes show among-individual
variation in aggressiveness, and types are disassortatively paired.
The first two predictions represent parameters of a bivariate mixed-
effects model with female and male behaviour as the two response
variables and random intercepts for female and male identity
[31,54,56]. Phenotypic variance in female behaviour V PF
 
is thus
partitioned into a female identity V Fð Þ, male identity V Mð Þ, and a
residual V Rð Þ component (i.e., VP = VF + VM + VR); the same applies to
male behaviour V PM
 
. Covariances between male and female
behaviour are also estimated at the female identity CovFð Þ, male
identity CovMð Þ, and residual levels CovRð Þ. Prediction 1 implies a
negative within-pair residual covariance CovR < 0ð Þ: in a year where a
male upregulates its aggressiveness its mate downregulates hers
(Figure IA). Prediction 2 implies a female identity effect V F > 0ð Þ in
female behaviour and a negative covariance between male and
female behaviour at the female identity level (CovF < 0; cf. a plastic
response of the male to the repeatable part of the behaviour of the
female): females that are on average relatively aggressive reduce
aggressiveness in their mates. A male identity effect V M > 0ð Þ in male
behaviour, and a negative covariance between male and female
behaviour at the male identity level CovM < 0ð Þ, are similarly
expected.
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Figure I. Predictions of the social niche hypothesis illustrated graphically. (A) <1 and <2 breed for four consecutive years on territories a and b, respectively. <1 is always
paired with ,1; <2 is always paired with ,2. Division of labour is achieved because males upregulate their behaviour in years where their mate downregulates hers,
causing a negative within-pair residual covariance CovR < 0ð Þ. (B) Modified scenario where <1 and <2 switch mates after year 2. Here, females are repeatable (cf. ,1 is
relatively aggressive in all four years compared with ,2) and males are plastically responding to female type: both males are relatively unaggressive when mated with ,1
but upregulate their aggressiveness when mated with ,2. This causes a negative covariance between male and female behaviour at the female identity level CovF < 0ð Þ.
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in responsiveness can be tested empirically by applying
statistical techniques that enable the estimation of among-
individual variance in social responsiveness in either type
(CA, CW; Box 3). The existence of among-individual vari-
ance in responsiveness would also provide clues about the
potential for heritable variation in responsiveness in the
population, a key question in quantitative genetics [34,54].
Social niche hypotheses
Acknowledgement of multilevel variation in social respon-
siveness is, in our opinion, also key in testing predictions of
seemingly unrelated hypotheses, such as those proposing
that social interactions lead to social niche specialisation
[9,10]. In Box 2, we detail how a hybrid [56] between the
variance partitioning and trait-based approaches might be
applied to address empirically social niche hypotheses. The
proposed approach enables testing of a specific set of
predictions that fully acknowledge the multilevel nature
of phenotypes of individuals and their social environments
(Box 4). Specifically, we would expect that the repeatable
part of the phenotype of a social partner is negatively
associated within the plastic part of the same phenotype
of a focal individual (see Figure IB in Box 4). For example, a
male paired with an aggressive personality type might
trade-off time invested in territory defence in favour of
parental care [57,58]. The same male might upregulate
investment in territory defence after switching to breed
with a less-aggressive female personality type. In other
words, the among-individual component of the behaviour
of the partner causes within-individual adjustment in the
focal individual, enabling division of labour within the
two cooperating individuals. Another way in which such a
division might be achieved is by means of simultaneous
adjustments in behaviour across the two partners (see
Figure IA in Box 4). For example, males that upregulate
investment in territorial defence from one breeding attempt
to the next might elicit their mates to downregulate invest-
ment in territorial defence, leading to a negative covariance
between the plastic part of the same behaviour across two
partners. Testing such predictions requires study designs
where the same combination of focal individual and social
partner is repeatedly assayed for their phenotype, while
partners simultaneously occur with multiple focal individ-
uals (Figure 2B). In other words, the fascinating biology
caused by social interactions might best be revealed by fully
acknowledging the multilevel nature of behaviour when
addressing biological hypotheses.
Concluding remarks
Animal behaviour varies across multiple levels [1]. Individ-
uals differ in average behaviour, show phenotypic plastici-
ty, and vary in level of plasticity [2]. In this paper we have
highlighted recent theory in behavioural ecology predict-
ing the existence of individual variation in ‘social respon-
siveness’ to among- and within-individual components of
conspecific phenotypes [9,11,13]. We have also sum-
marised how social responsiveness has been widely
addressed in the field of quantitative genetics through
the study of indirect genetic effects [17,18]. We further
detailed how behavioural ecologists might benefit from
adopting approaches developed in quantitative genetics
to test adaptive theories (Boxes 2–4), while quantitative
genetics might benefit from behavioural ecology theory
regarding the ecological conditions favouring (variation
in) social responsiveness (Box 1), and distinct types of
responsiveness that might exist in nature (Box 3). Owing
to adaptive theory predicting responsiveness to predictable
versus plastic components of partner phenotype [9,11,13],
we propose that research should appreciate and quantify
effects of social environments that vary across multiple
Box 5. Outstanding questions
Evolution of responsiveness
What are the ecological conditions that favour responsiveness
towards repeatable CAð Þ versus plastic CWð Þ parts of partner
phenotypes, and in what types of behaviour? Which ecological
conditions generate the evolution of responsiveness of each type
rather than the evolution of general responsiveness Cð Þ?
RN structure and variation
How common are (genetic) correlations between average phenotype
(RN elevation; ‘personality’) and level of social responsiveness (RN
slope; plasticity; C)? How do genetic correlations between these two
RN components affect evolutionary trajectories? In what types of
behaviour do individuals or genotypes vary in social responsiveness
Cð Þ, and how is this variation maintained?
Emergent properties
Emergent properties, such as the intensity of a fight (Figure IA) or the
productivity of a colony (Figure IB), are a function of characteristics of
interacting individuals, such as their respective size [37] (Figure IA) or
aggressiveness [52] (Figure IB). When applying a RN framework to
interactions rather than individuals, how does the very presence of
among- versus within-individual variation in interacting individuals
affect such emergent properties [70]?
Social networks
Individuals differ tremendously in social behaviour, reflected in
interaction intensity and number of interaction partners [71]. Social
network characteristics (e.g., ‘degree’ or ‘betweenness’) vary among
individuals as a function of their personality [72], but how does social
responsiveness affect social network structure? Does selection favour
the integration of individual network characteristics and level of social
responsiveness?
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Figure I. Emergent properties as a function of individual-level characteristics. Fight
intensity might be increased (A) but colony productivity decreased (B) as a function
of the level of phenotypic similarity between interacting individuals (ind.).
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levels. Doing so would help further integrate distinct areas
of evolutionary biology [30,32] and address outstanding
questions (Box 5) regarding the evolution and ecology of
labile phenotypic characters (cf. behaviour) that vary ex-
plicitly among and within individuals.
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50 Trubenová, B. and Hager, R. (2012) Phenotypic and evolutionary
consequences of social behaviours: interactions among individuals
affect direct genetic effects. Plos ONE 7, e46273
51 Sih, A. et al. (2015) Animal personality and state-behaviour feedbacks:
a review and guide for empiricists. Trends Ecol. Evol. 30, 50–60
52 Scharf, I. et al. (2012) Characterizing the collective personality of ant
societies: aggressive colonies do not abandon their home. PLoS ONE 7,
e33314
53 Bijma, P. (2014) The quantitative genetics of indirect genetic effects: a
selective review of modelling issues. Heredity 112, 61–69
54 Wilson, A.J. et al. (2010) An ecologist’s guide to the animal model. J.
Anim. Ecol. 79, 13–26
55 McGlothlin, J.W. and Brodie, E.D. (2009) How to measure indirect
genetic effects: the congruence of trait-based and variance-partitioning
approaches. Evolution 63, 1785–1795
56 McAdam, A.G. et al. (2014) The effects of others’ genes: maternal and
other indirect genetic effects. In Quantitative Genetics in the Wild
(Charmantier, A. et al., eds), pp. 84–103, Oxford University Press
57 Mutzel, A. et al. (2013) Temporal trade-offs between nestling
provisioning and defence against nest predators in blue tits. Anim.
Behav. 85, 1459–1469
58 Mutzel, A. et al. (2013) Parental provisioning behaviour plays a key role
in linking personality with reproductive success. Proc. R. Soc. Lond. B:
Biol. Sci. 280, 20131019
59 Houston, A.I. (2013) Evolutionary games and gambits. Behav. Ecol. 24, 12
60 Westneat, D.F. et al. (2014) The biology hidden inside residual within-
individual phenotypic variation. Biol. Rev. Published online July 30,
2014. http://dx.doi.org/10.1111/brv.12131
61 Luttbeg, B. and Sih, A. (2010) Risk, resources, and state-dependent
adaptive behavioural syndromes. Philos. Trans. R. Soc. Lond. B: Biol.
Sci. 365, 3977–3990
62 Nicolaus, M. et al. (2012) Experimental evidence for adaptive
personalities in a wild passerine bird. Proc. R. Soc. Lond. B: Biol.
Sci. 279, 4885–4892
63 Laskowski, K.L. and Pruitt, J.N. (2014) Evidence of social niche
construction: persistent and repeated social interactions generate
stronger personalities in a social spider. Proc. R. Soc. Lond. B: Biol.
Sci. 281, 20133166
64 Moshgani, M. and Van Dooren, T.J. (2011) Maternal and paternal
contributions to egg size and egg number variation in the
blackfin pearl killifish Austrolebias nigripinnis. Evol. Ecol. 25,
1179–1195
65 Brooks, R. and Endler, J.A. (2001) Female guppies agree to differ:
phenotypic and genetic variation in mate-choice behavior and the
consequences for sexual selection. Evolution 55, 1644–1655
66 Daisley, J.N. et al. (2005) Enhanced yolk testosterone influences
behavioral phenotype independent of sex in Japanese quail chicks
Coturnix japonica. Horm. Behav. 47, 185–194
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Abstract
Extra-pair reproduction in socially monogamous species creates alternative siring routes for
males. They can increase their siring success via three routes: mating with highly fecund
females, avoiding within-pair paternity loss or seeking for extra-pair fertilizations. In natural
populations,  variation  in  traits  associated to  these routes  is  pervasive,  which is  puzzling,
because selection should deplete variation in traits closely linked to fitness. In this study we
focus on two aspects that could explain the maintenance of variation in male siring routes;
social  environment  effects  (through social  female  effects)  and the  existence of  trade-offs
between  routes.  In  wild  populations,  the  quantification  of  such  processes  is  challenging
because  trade-offs can  exist  at  various  hierarchical  levels  (among-individuals  and
within-individuals), while each route is difficult to define as the property of just one member of
the social pair. We studied this complexity by quantifying variation in male siring success of
wild great tits across four consecutive years. We used a variance partitioning approach and
studied male siring success and its routes as “interactive phenotypes” arising from phenotypic
contributions of  both  members  of  the  social  pair.  We found  that  the  female  mate  has a
substantial effect on male siring success, mostly through her fecundity but also through her
promiscuity. We then proceeded to study the relationships between the different siring routes
to determine whether covariation within- or among-individual males were consistent with the
existence of a trade-off. We show that nests with larger clutches had more chicks sired by an
extra pair male, causing a trade-off between a male’s within-pair paternity loss and his social
female fecundity. Males that consistently gained more extra-pair paternity over the years also
lost  more  within-pair  paternity,  suggesting  a  trade-off  at  the  among-individual  level.  In
conclusion,  both male and female individual-level  phenotypic attributes contribute to male
siring  success  and  trade-offs  between  the  different  routes  may  help  maintain
among-individual phenotypic variance in alternative routes to siring success.
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Introduction
Most mating systems offer multiple ways by which males can maximize their siring success
(Gross  1996).  Naive  evolutionary  models  predict  that  directional  selection  will  deplete
variation  in  any  such  siring  route  (Lynch  &  Walsh  1998),  resulting  in  the  evolution  of  a
‘Darwinian  demon’  (Law  1979).  Natural  populations,  in  contrast,  harbor  substantial
among-individual variation in traits related to siring success  (Mousseau & Roff 1987), and
phenotypic  stasis  is  commonly  observed  (Merilä  et  al.  2001).  In  socially  monogamous
animals, extra-pair and within-pair reproduction represent key alternative routes to male siring
success (Webster et al. 1995; Griffith et al. 2002). Interestingly, the mechanisms constraining
the adaptive  evolution  of  extra-pair  and within-pair  siring  routes  have not  received much
attention.  Two key  aspects  can  constrain  siring  routes  in  socially  monogamous systems;
female  effects  on  siring  success  (Kvarnemo  &  Simmons  2013;  Reid  et  al.  2014a), and
trade-offs between conflicting siring routes  (Westneat et al. 1990; Kokko 2005). Quantifying
such constraints is challenging in wild populations because trade-offs are often hidden at
specific hierarchical levels of phenotypic organization (e.g. within-individuals as opposed to
among-individuals: Stearns 1989), while male siring success is simultaneously affected by the
phenotype of both members of the social pair. In this paper, we address this issue by using a
(co)variance partitioning approach to study alternative routes to siring success in great tits
(Parus  major).  Specifically,  we  estimated  the  relative  contribution  of  male  and  female
phenotype  on  male  siring  success  and  how  these  phenotypic  effects  result  in  trade-offs
between alternative siring routes.
Socially monogamous males can increase their siring success via three routes: mating
with  highly  fecund  females,  avoiding  within-pair  paternity  loss  and  seeking  extra-pair
fertilizations.  Total  male  siring  success will  be  determined by  variation in  and covariation
among these routes (Webster et al. 1995; Lebigre et al. 2013). This (co) variation is in turn
determined by the joint effects of male's and his social female's phenotypic characteristics as
well  as  environmental  variation  (Petrie  &  Kempenaers  1998;  Westneat  et  al.  2011).  For
example, if higher resource holding potential increases a male’s ability to avoid within-pair
paternity  loss  while  simultaneously  increasing  his  chances  to  gain  extra-pair  paternity,
differences  between  males  in  siring  success  will  exist  due  to  among-male  variation  in
resource holding potential. Directional selection is expected to deplete among-male variation
in resource holding potential  and both routes to siring success, unless trade-offs or other
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processes  constrain  their  adaptive  evolution.  For  example,  investment  in  avoidance  of
within-pair paternity loss might trade-off with investment in obtaining extra-pair copulations in
instances where males face limitations in the time or energy available for these activities
(Westneat & Stewart 2003; Kokko 2005). These trade-offs would result in a small or zero net
evolutionary response to selection of both siring routes, maintaining variation in the siring
routes and associated traits. Therefore, the sources of variation in and covariation among
siring routes will determine the evolutionary trajectories of male reproductive strategies.
Several  studies  quantifying  the  covariance  between  the  different  routes  to  siring
success find that males that are successful in avoiding within-pair paternity loss are also more
—instead of less—likely to gain extra-pair paternity (Webster et al. 1995; Kempenaers et al.
1997; Schlicht & Kempenaers 2013; Reid et al. 2014b). Such patterns are, notably, not in
disagreement with the notion of trade-offs between the siring routes (Noordwijk & Jong 1986).
This is because covariances between life-history traits  arise due to processes that act at
different  hierarchical  levels.  In  territorial  species,  for  example,  spatial  variation  in  the
availability of resources would enable males with ‘high-quality’ territories to invest in multiple
costly activities whereas males with ‘low-quality’ territories are unable to do so. This would
cause a positive covariance at the among-male level (e.g. people with big houses also have
big cars;  Reznick et al. 2000). Simultaneously, resources invested in one activity cannot be
invested in another activity, hence, trade-offs might be revealed only when considering the
within-male among-year level (e.g. in the year where people buy a new house they cannot
buy a new car). Analogously, the documented positive covariance between siring routes has
been interpreted as arising from variation in ’male quality’  (Jennions & Petrie 2000), which
represents an among-individual process. Higher quality males would be better suited to gain
extra-pair paternity, be more successful at avoiding within-pair paternity loss, and be better
able to acquire high quality mates (e.g. mates that lay relatively large clutches). At the same
time,  investment  in  avoiding  within-pair  paternity  loss  might  come  with  less  time  and/or
resources available for investment in extra-pair paternity within a specific breeding attempt.
This trade-off would be captured statistically by the sign and magnitude of the within-male
among-year covariance in repeated measures datasets. The existence of multiple processes
contributing to patterns of covariance thus warrants study designs enabling the partitioning of
relationships between siring routes across hierarchical levels.
Quantifying trade-offs among siring routes in socially monogamous animals is more
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challenging  because  each  of  the  routes  is  difficult  to  define  as  the  property  of  a  single
individual. For example, within-pair paternity loss is often treated as a male trait, although it
depends both on the male’s ability to secure within-pair fertilizations and the promiscuity level
of his social mate (Petrie & Kempenaers 1998; Westneat & Stewart 2003; Reid et al. 2014a).
Moreover, female fecundity can affect male within-pair paternity loss because highly fecund
females produce more eggs to be fertilized, resulting in higher statistical chances that their
male partner loses within-pair  paternity. It  follows, that the evolutionary dynamics of male
siring routes will not only depend on the sources of (co) variation within-sexes but also the
sources of covariation across-sexes  (Reid et al. 2014a). Female phenotypic characteristics
causing  variation  in  and  covariation  among  male  siring  routes  can  be  viewed  as
environmental effects on male siring routes, with the particularity that these environmental
components have genes and can thus evolve.  In  the quantitative genetic  literature,  traits
whose expression is affected by the phenotype of other individuals are sometimes called
'interactive phenotypes' (Moore et al. 1997). This type of interaction could result in a source of
evolutionary constraint (Wolf et al. 1998; Wolf 2003), because of conflicts of interest between
the members of the social pair (Brommer & Rattiste 2008). Variance partitioning approaches
(detailed below)  have proven very insightful  in  the  study of  the  sources of  variation and
covariation of this type of phenotype (McGlothlin & Brodie 2009; Dingemanse & Araya-Ajoy
2014).
We  used  a  variance  partitioning  approach  to  quantify  the  sources  and  levels  of
covariation between male siring routes in wild great tits, to understand possible mechanisms
constraining their adaptive evolution. Great tits are socially monogamous birds that commonly
engage in extra pair reproduction (Brommer et al. 2007; van Oers et al. 2008; Patrick et al.
2012). During four consecutive years (2010-2013), we monitored the breeding ecology of a
population  of  great  tits  breeding  in  12  nest  box  plots  and  measured  annual  male  siring
success (defined as the total number of eggs sired by a male in each year). We had two main
objectives: i) estimate the extent to which male siring success is determined by male and
female characteristics and ii) determine whether relationships between different siring routes
could result in trade-offs constraining male siring success. Regarding the first objective, we
first decomposed male annual siring success into its underlying components: clutch size (the
number of eggs produced by his social mate), within-pair paternity loss (number of eggs laid
by his social mate that were sired by another male) and extra-pair paternity gain (the number
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of eggs that a focal male sired with females other than its social mate) (Fig. 1). We then used
a  variance  partitioning  approach  to  quantify  the  relative  contribution  of  male  and  female
“identity” effects to variation in male's annual siring success and its three routes. We refer to
“identity” effects as the phenotypic characteristics that vary among-individuals (due to genes
and/or permanent environmental effects) and cause variation in any of the siring routes. The
variance partitioning approach does not provide information about the specific individual-level
phenotypes of males or females affecting male's annual siring success, but can be used to
quantify overall phenotypic female and/or male effects on siring success that are not caused
by phenotypic variation due to plastic responses to short term environmental effects (Griffing
1967).
Figure 1. Path diagram depicting the magnitude of male and female identity effects on annual male
siring success for each of three fertilization routes. Boxes with dotted lines show female, male and
residual variances (V) estimated from the mixed-effect models shown in table 1.
To achieve  our  second  objective,  we  determined  how  variation  in  and  covariation
among siring routes affected male annual siring success. We tested a set of predictions (P)
regarding the relations among the different siring routes and male annual siring success (Fig.
2). We logically expected that annual siring success would be affected positively by clutch
size (P1 in Fig. 2a), negatively by within-pair paternity loss (P2 in Fig. 2a), and positively by
extra-pair paternity gain (P3 in Fig. 2a). We also hypothesized that a bigger clutch should
increase  a  male’s  probability  of  losing  within-pair  paternity.  This  will  result  in  a  trade-off
between mating with a highly fecund female and losing within-pair paternity (P4 in Fig. 2a).
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We had no reason to expect a direct effect of clutch size on extra-pair paternity gain; therefore
we had no prediction about the magnitude or sign of that relationship. For the relationship
between extra-pair paternity gain and within-pair paternity loss, we had specific predictions for
the  within-  versus  among-male  levels.  We predicted  a  negative  among-male  covariance
between extra-pair paternity gain and within-pair paternity loss (P5 in Fig. 2b), assuming that
‘high-quality’  males  (or  males  possessing  high-quality  territories)  gain  more  extra-pair
paternity while simultaneously being able to avoid within-pair paternity loss (Kempenaers et
al.  1997;  Jennions  &  Petrie  2000).  In  contrast,  at  the  within-male  among-year  level  we
expected a trade-off between within- and extra-pair siring routes, statistically expressed as a
positive covariance between within-pair paternity loss and extra-pair paternity gain (P5 in Fig.
2c).
As a final step, we investigated the role of a male’s behavior in mediating trade-offs
between siring routes. Males of the studied population show long-term repeatable differences
in how aggressively they respond to simulated territorial intrusions of male conspecifics during
their  mate’s  fertile  phase  (Araya-Ajoy  &  Dingemanse  2014).  Though  aggressiveness  is
repeatable, males are simultaneously plastic, varying their level of aggressiveness within and
across  years.  Since  males  are  only  able  to  lose  paternity  prior  to  clutch  completion,
aggressiveness  might  thus  either  directly  or  indirectly  (through  correlations  with  mate
guarding  intensity)  enable  males  to  avoid  within-pair  paternity  loss.  We  therefore
hypothesized that increased aggressiveness towards male intruders during their mate’s fertile
phase  would  reduce  within-pair  paternity  loss  (P6  in  Fig.  2).  If  investment  in  securing
within-pair fertilizations would indeed trade-off with the expression of behaviors that enables
males to gain extra-pair copulations, we also expected a negative effect of aggressiveness on
extra-pair paternity gain (P7 in Fig. 2). We further partitioned the effects of aggressiveness on
both siring routes into among- versus within-individual levels. We hypothesized that the same
mechanism  was  underlying  this  relationship  at  both  levels,  that  is,  we  expected  similar
magnitudes and signs of correlations at both levels. We had no a priori reason to predict a
relationship  between  aggressiveness  and  clutch  size,  therefore  this  relationship  was  not
tested.
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Figure 2. Path diagram presenting predictions and point estimates derived from our data analyses.
Single-headed arrows represent presumed causal relationships (β); double-headed arrows represent
correlations between traits (r). Predictions (1-8) are symbolized by the letter P with their direction (-
versus +) indicated within parentheses as explained in the main text.  When predictions (P) were
different across levels we printed the subscript “a” for among-individual relations and the subscript “w”
for within-individual relations. In parentheses we also print the mode of the posterior distribution of
parameter estimates for the hypothesized effect based on our analyses. The upper panel (a) depicts
(unpartitioned) phenotypic relationships between the fertilization routes and male siring success. The
lower  panels  depict  relationships  between  within-pair  paternity  loss,  extra-pair  paternity  gain  and
aggressiveness at the among-individual level (b) and at the within-individual among-year level(c).
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Methods
Study site
We studied a population of great tits breeding in 12 nest box plots, established in 2009 in
Southern Germany in an area of approximately 120 ha (Bavarian Landkreis Starnberg; 47º
58' N, 11º 14' E). Each plot consists of a regular grid of 50 boxes, with 50 meters between
adjacent boxes. From April onwards, boxes were checked twice a week to determine lay date
(back-calculated assuming that one egg was laid per day), onset of incubation, and clutch
size. When the nestlings were 6 days old, they were blood sampled and marked with an
aluminum ring;  any unhatched eggs or  deceased nestlings  were  collected.  Parents  were
caught with a spring trap in the nest box the next day, measured, bled, and marked with a
unique combination of rings if caught for the first time.
Male variation in siring success
We recorded a total of 6722 eggs in our population distributed in 836 first clutches (nests
starting within 30 days after the first egg of the focal year in each plot was found). Because
we were interested in male siring success and did not want to bias our measure by variation
in  hatching  success  or  early  survival  of  within-  or  extra-pair  offspring  (García González‐
2008), we tried to genotype all successfully fertilized eggs (i.e. hatched nestlings, unhatched
eggs and nestlings deceased prior to blood sampling). We were able to genotype 5347 (79%)
of the 6752 recorded eggs. We proceeded to perform genetic parentage assignments for
these 5347 fertilized eggs using genetic and spatial information incorporated in Bayesian full
probability models (R package MasterBayes; Hadfield et al. 2006). We excluded all breeding
attempts where maternity was uncertain (genetic mother not sampled, N = 49 broods) and
used  a  90% confidence  cut-off  to  take  a  paternity  assignment  to  further  analyses.  This
resulted in 4018 offspring (75 % of the 5,347 genotyped offspring) with assigned paternity
from 454 males and 467 female parents in 668 breeding attempts (for further details see
Supporting Material Appendix S1; and Table S1 for a description of the markers used). Given
current debates on the pros and cons of alternative paternity assignment methods (Walling et
al. 2010), we also performed the paternity assignment in another commonly used package
(Cervus  3.0.6);  this  produced  similar  findings  (results  not  shown).  We  estimated  male
within-pair paternity loss as the number of eggs produced by the social female of a nest that
were not sired by the social male, and male extra-pair paternity gain as the number of eggs
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that a focal male sired with females other than its social mate. Male annual siring success
was approximated as the sum of clutch size and extra-pair paternity gain minus within-pair
paternity loss.
Male aggressiveness assay
We measured male aggressive responses to standardized simulated territorial intrusions for
each first brood. Each male was subjected to two aggression tests during the fertile period of
its social mate (one and three days after the first egg was found). The behavioral test started
when a taxidermic mount of a male great tit with a playback song was presented one meter
away from the subject’s nest box on a 1.2 meter wooden pole. We subsequently recorded the
behavior of the focal male for a period of three minutes after it had entered a 15-meter radius
around the nest box. Details of the experimental setup, and assayed behaviors, are given in
Araya-Ajoy & Dingemanse (2014). As a measure of the intensity of the aggressive response,
we  used  the  subject’s  minimum  approach  distance  during  the  assay.  We  obtained  784
measures of aggressiveness distributed in 516 (78% of the 668) breeding attempts of 386
(85% of the 454) males.
Statistical analyses
Variance partitioning of routes to male siring success
 We first quantified the sources of variation in male annual siring success (Model 1) and its
three underlying components (‘routes’): clutch size (Model 2), within-pair paternity loss (Model
3)  and  extra-pair  paternity  gain  (Model  4).  We  used  mixed-effect  models  to  determine
variance  attributable  to  male  identity  (n=454  individual  males),  female  identity  (n=467
individual  females)  versus  unidentified  exogenous  variables  (i.e.  residual  variance;  668
observations). We were able to disentangle male versus female identity effects because we
had repeated measure across years for 158 out of 454 (35%) males (no. of individuals (no. of
years): 294 (1) 114 (2), 38 (3), 8 (4)), 149 out of 467 (31%) females (321 (1), 101 (2), 35 (3),
10 (4)), and because 160 out of 454 (35%) males bred with different females across years
(294 (1), 114 (2), 38 (3), 8 (4)). To achieve the variance partitioning, we used mixed-effect
models with random intercepts for male and female identity. For these and all subsequent
models, annual siring success and clutch size were standardized to a variance of one and
were modeled with Gaussian errors. Within-pair paternity loss and extra-pair paternity gain
were  not  transformed  and  modeled  assuming  a  Poisson  over-dispersed  distribution  (for
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biological reasons, see (Brommer et al. 2007)). Over-dispersion was modeled by including an
observation  level  random  effect  which  may  alleviate  zero-inflation  problems  (Hinde  &
Demétrio 1998). Extra-pair paternity gain and within-pair paternity loss are often modeled as
binomial responses, therefore we provided comparable results in Table S2 (Appendix S2).
Relationships between routes to male siring success
We estimated predicted relationships between fertilization routes with a series of mixed-effect
models. This allowed us to quantify presumed causal effects as fixed-effect estimates (e.g.
the effect of clutch size on within-pair paternity loss) as well as (co)variances associated with
random effects at the among- and within-individual male level (e.g. the covariance between
paternity loss and gain). We first used a mixed-effect model to determine the contribution of
extra-pair paternity gain, within-pair paternity loss and clutch size to a male’s annual siring
success (Fig. 2, relationships P1-P3). We then used a mixed-effect model to determine the
relation between clutch size and within-pair paternity loss (Fig. 2, P4). This model had random
intercepts  for  male  identity  and  assumed  an  over  dispersed-Poisson  error  distribution.
Afterwards,  we  performed  a  bivariate  mixed-effect  model  to  study  the  relation  between
extra-pair paternity gain and within-pair paternity loss at the different levels (Table 2), which
allowed us to quantify prediction P5a in Figure 2b and P5w in Figure 2c. The model consisted
of two response variables: extra-pair paternity gain and within-pair paternity loss. We included
random  intercepts  for  male  identity  and  calculated  the  among-male  and  residual
(within-individual)  covariances  between  these  two  siring  routes  as  well  as  the  overall
(un-partitioned)  phenotypic  correlation  (Wilson  et  al.  2010;  Dingemanse  &  Dochtermann
2013).  We  did  not  include  random  intercepts  for  female  identity  to  avoid
over-parameterization,  therefore  variance  and  covariances  in  the  response  variables
associated with this effect will be captured in the within-male residual covariance (Wilson et
al. 2010).
We then performed two bivariate models to determine the covariance between male
aggressiveness  and  within-pair  paternity  loss  and  extra-pair  paternity  gain,  all  fitted  as
response variables. We fitted random intercepts for male and breeding attempt identity. This
enabled  us  to  quantify  the  covariance  between  the  response  variables  within-individuals
among-years  (i.e.  environmental  covariance)  versus  among-individuals  (i.e.  long-term
(cross-year) individual differences) while fully acknowledging the replicated structure of our
sampling design. Because aggressiveness was assayed multiple times per year, variation in
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aggressiveness was partitioned into variance attributable to male identity, breeding attempt
identity, and residual (within-breeding attempt) variance. In contrast, because each individual
had a single value per year for within-pair paternity loss and extra-pair paternity gain, variation
in these response variables was partitioned into male and breeding attempt identity effects
while  constraining  the  residual  variance  (and  covariance)  to  zero.  We  assumed
over-dispersed  Poisson  error  distributions  for  both  variables.  Given  that  lower  values  of
minimum  approach  distance  reflect  higher  aggressiveness,  for  the  results  section  we
multiplied the covariance between the male minimum approach distance and the routes to
siring success by -1 for ease of interpretation.
General modeling procedures
Data manipulation and statistical analyses were conducted in R v 3.1. Mixed-effect models
were fitted using restricted maximum likelihood algorithms in the lme4 package (Bates et al.
2014).  Posterior  distributions  were  simulated  using  the  sim function  of  the  arm package
(Gelman & Hill 2007) to determine the uncertainty around model estimates. We present mode
(as  a  measure  of  central  tendency)  and  the  95%  credible  intervals  (as  a  measure  of
uncertainty  of  the posterior  distribution)  of  parameter  estimates.  A full  description of  how
bivariate  models  were  fitted  in  the  lme4  package  and  a  simulation  study  to  assess  the
robustness  of  this  approach  is  given  in  Appendix  S3.  To corroborate  the  results  of  the
bivariate mixed-effect  models we ran the analyses in  a  Bayesian framework using JAGS
(Plummer 2003) within R, which produced qualitatively similar results (results not shown).
Results
Male paternity: descriptive statistics
Clutch size ranged from 3-13 eggs with a mean of 8.14. Mean within-pair paternity loss was
0.62 and ranged from 0-6 offspring, with 37% of males losing at least one offspring. Mean
extra-pair paternity gain was 0.43 and ranged from 0-8 offspring, with 23% of males siring at
least one extra-pair offspring. Mean siring success was 7.86, and ranged from 2-16 offspring.
In  a  closed  population  the  amount  of  gain  and  loss  should  be  the  same,  because  our
population was not closed and we could not assigned the extra-pair fathers to all of the chicks
(some  extra-pair  sires  were  breeding  outside  of  the  population  or  were  floaters)  the
population-average estimates of extra-pair gain and within-pair loss are somewhat different.
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Variance components of annual siring success and its routes                                                    
Analysis of the sources of variation in male siring success demonstrated that (unidentified)
individual-specific  traits  of  females  contributed more  strongly to  male siring success than
individual-specific  traits  of  males  (variance  attributable  to  female  identity:  25%,  to  male
identity: 8%), while most of the variation remained unexplained (67%, Table 1). The relative
contribution of male versus female identity effects greatly differed between siring routes (Table
1; Fig. 1): individual-specific traits of males explained significantly more variation in extra-pair
paternity  gain  than  female  individual-specific  traits,  whereas  variance  in  clutch  size  was
largely attributable to female identity effects (62%) (Table 1). Finally, both male (17%) and
female (15%) identity effects explained similar variance in within-pair paternity loss (Table 1).
Table 1. Variance components (V) for annual male siring success and its different 
components. Estimates presented are the mode of the posterior distribution and in 
parentheses the lower and upper credible interval limits (95% CI).
Response 
variable
Male annual
siring
success
Clutch size Within-pair *
paternity loss
Extra-pair *
paternity gain
Fixed effects β (95% CI) β (95% CI) β (95% CI) β (95% CI)
Intercept -0.01
(-0.09, 0.08)
0.00
(-0.09, 0.08)
-0.96
(-1.11, -0.83)
-2.14
(-2.41, -1.93)
Random effects σ2 (95% CI) σ2 (95% CI) σ2 (95% CI) σ2 (95% CI)
V among-males
n= 454 males
0.08
 (0.07, 0.10)
0.02
 (0.01, 0.02)
0.17
 (0.16, 0.20)
0.33
 (0.29, 0.38)
V among-females
n=467 females
0.25
 (0.20, 0.27)
0.62
 (0.57, 0.74)
0.15
 (0.12, 0.16)
0.00
 -
V among-observations
n=668 breeding attempts
0.67
(0.62, 0.77)
0.48
(0.43, 0.53)
0.75
(0.66, 0.82)
3.10
(2.71, 3.35)
*Untransformed estimates from a generalized mixed-effect models with Poisson error distribution.
Relationships between siring routes                                                                                            
In our path model, variation in annual siring success was by definition positively affected by 
extra-pair paternity gain and clutch size, and negatively affected by within-pair paternity loss 
(Fig 2a). These three routes, by definition, accounted for all the variation in male annual siring
success (Appendix S2, Table S3).
In line with our predictions (P4, Fig. 2), we found that males with large clutches also
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lost more within-pair paternity (mode=0.11; 95% CI=0.03 – 0.20; Appendix S2, Table S4). The
relationship between extra-pair paternity gain and within-pair paternity loss was close to zero
at the within-male (among-year) level (Table 2; Fig. 2c, P5). In contrast, the correlation was
significantly positive at the among-male level (Table 2; Fig 2b, P5). In other words, the data
were  consistent  with  the  presence  of  a  trade-off  between  within-pair  paternity  loss  and
extra-pair paternity gain, but not at the within-individual level where it was expected.
Table 2. Results of a bivariate mixed-effect model used for estimating the relationship between routes
to male fertilization success. Random effects estimates are variances (V), covariances (COV) and 
correlations (r). Estimates presented are the mode of the posterior distribution and in parentheses the 
lower and higher credible interval (95% CI).
Within-pair*
paternity loss
Extra-pair*
paternity gain
Fixed effects β (95% CI) β (95% CI)
Intercept -0.95
(-1.08, -0.81)
-2.12
(-2.36, -1.88)
Random 
effects
σ2 (95% CI) σ2 (95% CI)
Among-males (n=454)
V male ID 0.17
(0.15, 0.19)
0.33
(0.29, 0.38)
Cov gain-loss 0.07
(0.05, 0.09)
r gain-loss 0.30
(0.22, 0.38)
Among-broods (n=668)
V broods 0.85
(0.76, 0.94)
2.77
(2.51, 3.07)
Cov gain-loss 0.04
(-0.07, 0.15)
r gain-loss 0.03
(-0.05, 0.01)
Phenotypic correlation
r gain-loss 0.06
(0.00, 0.12)
*Untransformed estimates from a generalized mixed-effect models with over-dispersed Poisson error distribution.
Aggressiveness mediating paternity trade-offs?
We tested whether aggressiveness represented the behavioral mediator of the trade-off 
Chapter 4 | 93
between within-pair paternity loss and extra-pair paternity gain, with aggressive animals 
enjoying decreased within-pair paternity loss at the expense of decreased ability to invest in 
extra-pair paternity gain. Contrary to our expectations, a male’s aggressiveness during its 
mate’s laying phase did not appear to reduce his chances of losing within-pair paternity at any
hierarchical level (Table 3a). Instead, in years in which a male showed higher aggressiveness,
he also lost more, instead of less, within-pair paternity. On the other hand, in agreement with 
expectations, in years in which a male was more aggressive he also gained less extra-pair 
paternity (Table 3b). At the among-male level, aggressiveness did not correlate with extra-pair
paternity gain or loss (Table 3b).
Table 3. Results of bivariate mixed-effect models used for estimating the relationship between 
aggressiveness and (a) within-pair paternity loss or (b) extra-pair paternity gain. Random effects 
estimates are variances (V), covariances (COV) and correlations (r). We present the mode of the 
posterior distribution and in parentheses  credible intervals(95% CI).
(a) Aggressiveness* Within-pair*
paternity loss
(b) Aggressiveness* Extra-pair*
paternity gain
Fixed effects β (95% CI) β (95% CI) β (95% CI) β (95% CI)
Intercept 1.69
(1.60, 1.77)
-0.87
(-1.02, -0.73)
1.68
(1.59, 1.78)
-2.04
(-2.28, -1.81)
Random effects σ2 (95% CI) σ2 (95% CI) σ2 (95% CI) σ2 (95% CI)
Among-males (n=386)
V male ID 0.26
(0.23, 0.30)
0.20
(0.17, 0.23)
0.31
(0.26, 0.34)
0.18
(0.16, 0.22)
Cov gain-loss 0.00
(-0.02, 0.03)
0.02
(-0.02, 0.03)
r gain-loss 0.06
(-0.03, 0.14)
0.07
(-0.06, 0.13)
Among-broods (n=516)
V broods 0.24
(0.28, 0.35)
0.60
(0.59, 0.74)
0.40
(0.36, 0.45)
2.26
(2.05, 2.55)
Cov gain-loss 0.04
(0.01, 0.08)
-0.64
(-0.75, -0.57)
r gain-loss 0.10
(0.04, 0.14)
-0.69
(-0.72, -0.64)
Phenotypic correlation
r gain-loss 0.08
(0.02, 0.14)
-0.49
(-0.53, -0.44)
Residual
Vresidual 0.59
(0.54, 0.65)
0.57
(0.52, 0.63)
Untransformed estimates from a generalized mixed-effect model with over-dispersed Poisson error 
distribution.
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Discussion
We  quantified  the  sources  of  variation  in  male  siring  success  in  wild  great  tits  in  four
consecutive years to determine whether males alternative siring routes were constrained by i)
the  phenotype  of  his  social  mate  and  ii)  trade-offs  between  siring  routes.  Females
substantially  influenced  male  siring  success,  particularly  via  clutch  size,  but  also  via
within-pair paternity loss (Fig 1, Table 1). Those effects were mediated by repeatable variation
in  female fecundity  and female  promiscuity  (Table 1).  Moreover, females  producing  large
clutches had more eggs sired by an extra pair male (Fig 2a). This pattern is consistent with a
trade-off between mating with a highly fecund female and avoiding within-pair paternity loss.
Males that consistently gained more extra-pair paternity compared to others also lost more
within-pair paternity, a finding that is consistent with an among-male trade-off between these
siring routes (Fig 2b). In conclusion, the patterns of (co)variation among siring routes suggest
that female phenotypic effects and both inter- and intra-sex trade-offs constrain the adaptive
evolution of   male alternative siring routes.  When studying the role  of  aggressiveness in
mediating the investment  in  the  different  siring  routes,  we found that  aggressiveness did
correlate with both extra-pair paternity gain and within paternity loss (Figure 3, Table 3), but
not in a way that suggesting that aggressiveness is the behavioral mediator of the expected
within-male (or the detected among-male) paternity trade-off.
Female phenotype affects male siring success
Female identity explained two times more variance in male siring success compared to male
identity  (Table  1).  If  female  and  male  identity  effects  represent  genetic  effects,  natural
selection will mainly act on male alternative routes to siring success via heritable variation in
females (an indirect genetic effec; Wolf et al. 1998). Our analyses suggest that female effects
acted  particularly  through  clutch  size,  i.e.  due  to  among-female  variation  in  fecundity. In
contrast,  male identity explained a minor portion (2%) of the variation in clutch size. This
result  suggests that  differential  female investment  in  response to  repeatable among-male
variation in phenotypic attributes (i.e. male quality) plays a minor role, which is consistent with
other  studies  in  Great  tits  (Browne  et  al.  2007).  Female  identity  also  explained  (some)
variation (~14%) in within-pair paternity loss of her social mate. Repeatable among-female
variation in promiscuity will  inherently lead to such female identity effects (see Reid et al.
2014a).  Male  within-pair  paternity  loss  is  the  same  trait  as  his  social  mate’s  extra-pair
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paternity  reproduction.  For  this  reason,  extra-pair  paternity  has  been  referred  to  as  a
“meta-trait”  (Westneat & Stewart 2003), given that it is determined by at least three players:
the  cuckolded  male,  the  extra-pair  father  and  the  female  (see  also  Box  1  in  Petrie  &
Kempenaers 1998). Female effects on male siring routes can thus be viewed as a social
environment  effect  on  male  siring  success.  Indirect  genetic  effects  theory  developed  in
quantitative  genetics  implies  that  such  social  environment  effects  may  impose  major
evolutionary constraints  (Wolf et al. 1998; McGlothlin et al. 2010; see  Brommer & Rattiste
(2008) for an empirical example). The reported female effects may thereby help explain why
phenotypic stasis, as well as among-male variation in the different siring routes might persist
despite the expected directional selection.
From the female’s perspective, benefits of extra-pair reproduction remain generally not
clear  (Forstmeier et al. 2014). If females engage in extra-pair reproduction to reap genetic
benefits  (Jennions & Petrie  2000),  this  would  cause an inter-sexual  conflict  between the
male's  efforts  to  reduce  within-pair  paternity  loss  and  the  female’s  benefits  arising  from
extra-pair  reproduction.  Although researchers have been aware that the phenotype of the
female  mate  affects  male  siring  success,  this  is  one  of  the  few  studies  that  empirically
quantified the different ways by which such female identity effects can affect the evolution of
male siring routes.
Patterns of (co)variation between paternity gain and loss
Males showed substantial among-year repeatability in extra-pair paternity gain and within-pair
paternity loss (Table 1, Fig 1), implying that males are predictable in their realized avoidance
of paternity loss and extra-pair paternity gain. The long-term (repeatable) parts of these two
siring  routes  were,  furthermore,  positively  correlated  (owing  to  significant  among-male
covariance).  Specifically,  males  that  consistently  gained  more  extra-pair  paternity  also
consistently  lost  more  within-pair  paternity.  Based  on  the  notion  that  variation  in  male
resources (Noordwijk & Jong 1986) typically leads to “winners” and “losers”, we had expected
that males that lose less within-pair paternity would also gain more extra-pair paternity. Our
finding  is  instead  consistent  with  a  trade-off  between  these  two  siring  routes  at  the
among-male level. This positive among-male correlation might be proximately underpinned by
a genetic covariance between the two routes (a genetic trade-off) due to opposing pleiotropic
effects of genes. An alternative, or complementary, explanation is that individuals specialize in
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a specific social niche (Dall et al. 2012; Montiglio et al. 2013): some males might specialize in
maximizing within-pair paternity (‘defender strategy’), while others might instead specialize in
maximizing extra-pair paternity (‘intruder strategy’). Importantly, the among-male trade-off that
we estimated would not have been detected if  we had not used the appropriate variance
partitioning approaches, because its effects were hidden due to the modest repeatabilities of
paternity loss and gain (Dingemanse et al. 2012; Brommer 2013).
We expected that the patterns of covariance between within-pair paternity loss and
extra-pair gain would be driven by different processes at each level. The correlation between
within-pair  paternity  loss  and  extra-pair  paternity  gain  differed,  as  expected,  significantly
between levels (their credible intervals did not overlap; Table 2), although not in the way we
had predicted based on life history theory  (Noordwijk & Jong 1986). We predicted that the
covariance at the among-male level was primarily caused by variation in resources (territory
or  male  “quality”),  whereas,  the  within-individual  covariance  was  caused  by  a  resource
allocation trade-off (Noordwijk & Jong 1986). We instead detected a positive covariance at the
among-male level suggesting the existence of an among-male trade-off, and no evidence of
the predicted within-individual trade-off. Additional mechanisms must be invoked to explain
why average level of extra-pair paternity gain and within-pair paternity loss were correlated
across years, but within-individual among-year changes were not.  One explanation is that
within-individual resource allocation trade-offs simply do not exist. This would imply that if an
individual  during one year  decides to  invest  more in  one route,  this  will  not  constrain  its
investment in the other route in the same year. Another possibility  is that endogenous or
exogenous variables that  change within-individuals from one year to another affect  these
routes differently. For  example it  has been shown that  a  male’s  ability  to  gain extra-pair
paternity increases with age but not its ability to avoid within-pair paternity loss  (Cleasby &
Nakagawa 2012). Indeed, we did detect this particular pattern also in our study population
(Appendix  S2,  Table  S5).  Differential  effects  of  age  on  extra-pair  paternity  gain  versus
within-pair paternity loss, might consequently result in a lack of correlation between these
routes  at  the  within-individual  level,  even  if  a  within-individual  trade-off  exists  for  other
reasons. Another possible explanation of the lack of within-individual correlation is that year to
year variation in the environment, like in local density, affects a male’s ability to defend its
mate but not its ability to gain extra-pair paternity, also obscuring potential within-individual
trade-offs.
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Aggressiveness and its role in male siring success
We  hypothesized  that  the  trade-off  between  gaining  extra-pair  paternity  and  avoiding
within-pair paternity loss might be mediated by male aggressive (mate or territory defense)
behavior.  We  expected  that  investment  in  aggressive  behavior  would  reduce  within-pair
paternity loss but will also constrain a male’s ability to gain extra-pair paternity due to time or
energy allocation trade-offs. We found no evidence for such dual effects. Instead, in years
where individuals were more aggressive they also gained less extra-pair paternity, suggesting
that investment in aggressive behaviors may indeed constrain their ability to gain paternity.
However,  investment  in  aggressive  behaviors  was  also  associated  with  more,  not  less,
within-pair paternity loss (Table 3). This does not necessarily imply that aggressiveness does
not prevent within-pair paternity loss, but the observed correlation could instead be the result
of  the “best-of-a-bad-job”  (Kempenaers et al.  1995):  paternity  loss could have been even
higher if those males would not have been aggressive. For example, variation in population
density could make individuals behave more aggressive because of an increase threat but
they might then also lose more paternity because their increased aggressiveness did not fully
secure against  paternity  loss in  such social  environments.  Modeling the relation between
aggressiveness  and  within-pair  paternity  loss  as  a  covariance  allowed  us  to  view
aggressiveness either as a cause or a consequence of patterns in siring. Our results suggest
that  within-male  among-year  variation  in  aggressiveness  could  be  a  consequence  of
within-individual among-year variation in the risk of losing within-pair paternity. Moreover, the
overall  correlation patterns of aggressiveness with extra-pair paternity gain and within-pair
paternity loss, are consistent with the traditional idea that males assess their relative “quality”
compared to their social environment (other males) and are aggressive when they have a
higher risk of losing paternity and little chance to gain paternity (Kempenaers et al. 1995).
Multi-level covariation and evolutionary responses      
Partitioning  the levels  of  covariation between behavior  and traits  closely  related  to
fitness  is  key  to  understanding  responses  to  selection  (Roff  1992).  Covariation  between
behaviors and traits closely linked to fitness (such as within pair paternity loss and extra-pair
paternity gain) could be due to environmental pleiotropy (i.e. a correlated plastic response of
both traits to the same environmental gradient). Importantly, this type of covariation would not
result in phenotypic evolution due to natural selection  (Sheldon et al. 2003). Responses to
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selection  are  only  expected  if  the  covariance  between  behaviors  and  fitness  are  at  the
among-individual level and underpinned by an additive genetic covariance  (Lynch & Walsh
1998). Given that behaviors have an average repeatability of ~ 0.3 (Bell et al. 2009) and on
average only  50% of this variation is due to  additive genetic effects  (Dochtermann et al.
2015), most of the phenotypic correlations between behaviors are not expected to result in an
adaptive evolutionary response to selection. Moreover, given the modest repeatabilities of
within-pair  paternity  loss  and  extra-pair  paternity  gain,  the  reported  correlations  in  the
literature  between  these  traits  and  behaviors  (Duckworth  2006;  Patrick  et  al.  2012),
statistically have largely a within-individual signature (Dingemanse et al. 2012). Indeed, also
in  our  study,  there  was  a  significant  correlation  between  aggressiveness  and  extra-pair
paternity  gain.  This  phenotypic  correlation  was,  importantly,  mainly  due  to  this
within-individual correlation. It is worth noting that if we had not partitioned this correlation into
it’s  among-  versus  within-individual  effects,  we  could  have  erroneously  concluded  that
aggressive “personalities” were selected against in our population.
Concluding remarks                                                                                                               
This study suggests that both inter- and intra-sex trade-offs exist between routes to male
siring success in a species with a socially monogamous mating system. Our study highlights
that different biological mechanisms might act across hierarchical levels and that the social
environment  is  an  important  source  of  variation  in  male  siring  success.  In  conclusion,
acknowledging the notion that siring routes can vary and covary at multiple levels and the
particularities of  the social  environment as source of phenotypic variation is necessary to
further  our  understanding  of  the  evolution  of  the  reproductive  strategies  of  genetically
promiscuous species.
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Appendix S1. Paternity assignment.
DNA sampling
Each study year (2010 through 2013),  a small  blood sample (~5 µL) was taken from the
brachial vein of all ringed chicks and adults. Unhatched eggs and dead chicks were collected
during nest visits at chick age day 6 and d14, and we tried to collect any remaining unhatched
eggs and dead chicks when the breeding attempt finished (either when the chicks fledged or if
the parents abandoned the nest). We obtained blood samples from 984 out of 1099 breeding
attempts (90%). Analyses presented in the main text are only focusing on first clutches (668
out of the 984). 
DNA extraction and microsatellite genotyping
Genomic DNA was extracted from blood samples stored in Queen’s Lysis buffer  (0.01 M
Tris-HCl, 0.01 M NaCl, 0.01 M Na-EDTA, 1% n-Lauroylsarcosine, pH 8.0; Seutin et al. 1991)
using the NucleoSpin Blood Quick Pure Kit (Macherey-Nagel GmbH, Düren, Germany). The
DNeasy Blood and Tissue Kit (QIAGEN) was used to isolate DNA samples from dead chicks
and unhatched embryos of large or medium size. DNA from germinal disks of unhatched eggs
was extracted with a standard Phenol-Chloroform protocol (Sambrock & Russel 2001).
Twenty three variable polymorphic microsatellite markers and one sex chromosome
linked marker were used for genotyping (Table S5): Pca7, Pca8, Pca9 (Dawson et al. 2000);
POCC6  (Bensch  et  al.  1997);  Mcy 4  (Griffiths  &  Double  1998);  PmaC25,  PmaGAn27,
PmaTGAn33, PmaTGAn42, PmaTAGAn71, PmaTAGAn86, PmaD105, PmaD130 (Saladin et
al. 2003); ClkpolyQ (Johnsen et al 2007); ADCbm, NPAS2  (Steinmeyer et al. 2010); DRD4
UTR Indel, DRD4 ID13606 (unpublished, Jakob Mueller, Christine Baumgartner); Titgata68
(Wang  et  al.  2005);  CcaTgu6,  CcaTgu19,  CcaTgu27  (Olano-Marin  et  al.  2010);
DkiB102-ZEST  (primer development  Olano-Marin et al., 2010); original sequence isolation
(King  et  al.  2005) and  the  sex  chromosome  linked  P2/P8  (Griffiths  &  Double  1998).
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Microsatellite amplifications were performed in multiplexed PCRs using the Qiagen Type-it
Microsatellite PCR Kit (Qiagen, Hilden, Germany) and primer mixes containing six or seven
primer pairs (mix 1A – 3A in 2010 to 2012 and mix 1B - 3B in 2013), Table 1). The forward
primer of each pair was fluorescently labeled with 6-FAM, VIC, PET or NED (Dye Set G5;
Applied Biosystems, Darmstadt,  Germany).  Differences in  amplification efficiency and dye
strength of the primers were accommodated by adapting the primer concentrations in these
mixes (details given in Table 1). Each 10 μl multiplex PCR contained 20 – 80 ng DNA, 5 μl of
the  2x  Type-it  Microsatellite  PCR Master  Mix  and  1  μl  of  one  of  a  primer  mix.  Cycling
conditions were: 15 min initial denaturation at 95 ˚C, 28 cycles of 30 s denaturation at 94 ˚C,
90 s annealing at the temperature given in Table1, and 1 min extension at 72 ˚C, followed by
30 min completing final extension at 60 ˚C. After amplification, 1.5 μl of the PCR products
were  added  to  13ul  formamide  containing  the  GeneScan  500  LIZ  Size  Standard,  heat
denatured and resolved in  POP4 polymer  on an ABI  3100 Genetic  Analyzer  (all  Applied
Biosystems, Darmstadt, Germany). Raw data were analyzed and alleles assigned using the
GENEMAPPER 4.0 software.
Paternity assignment
An  integrated  Bayesian  analysis  was  implemented  in  MasterBayes  v.2.51,  available  at
http://cran.r-pro- ject.org/ (Hadfield et al. 2006) using a Markov Chain Monte Carlo approach
to estimate paternity through a full probability model.  We restricted the candidate fathers to
males breeding in the same plot where a chick was born, either the same year or the previous
year. We also included whether a candidate genetic father was the social male as a predictor
of the probability of siring a chick. To provide additional spatial information, each individual
was assigned coordinates corresponding to the nest box location. Nest box coordinates were
then used within the model to specify the distance between each chick and potential sire in
interaction with year (to give more weight to males breeding in the same year that the focal
offspring was born). The effect of distance between chick and each potential sire depending
on the breeding year were then directly estimated from the model. Analyses used 2 million
iterations, burn-in of 400 000, thinning interval 2000, improper uniform priors and assumed E1
=E2 = 0.01.  Given we established our nest box population in 2010, and also conducted a
chick swapping experiment, paternity analysis was done slightly differently. (1) Only males
that bred in the same year as a focal offspring were included. We considered potential genetic
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fathers to be males breeding in the plots where the swapping experiment occured (sometimes
chicks were  swapped between different  plots).  (2)  We did not  include spatial  information
because the original nest where the chick came from was unknown. (3) Chicks could have
been  born  in  two  different  nest  boxes  (original  or  swap  nest  box),  therefore  as  extra
phenotypic  information  we fitted  a  variable  that  coded whether  the  candidate  father  was
breeding in one of the pair of swapped nest boxes of a particular chick.
Table S1 Microsatellite loci for Parus major. Primer sequences include information on fluorescence labels used. C, primer concentration in multiplex primer mix; Ta, annealing temperature.
Locus Accession no. published in designed for (original species) Primer sequences (5’ - 3’) C (μM)
Multiplex
Mix Ta (˚C)
Size range 
(bp)
number of 
alleles
ADCYAP1_bm FJ464427
Steinmeyer et al (2009), 
supplement
for blue tit (Cyanistes caeruleus)
on zebrafinch and chicken genome
F: VIC-GATGTGAGTAACCAGCCACT
R: ATAACACAGGAGCGGTGA 0,24 μM 2A, 2B 57 154 - 167 10
POCC6 U59117 Bensch et al. (1997)
western crowned warbler 
(Phylloscopus occipitalis)
F: VIC-TCACCCTCAAAAACACACACA
R: ACTTCTCTCTGAAAAGGGGAGC 0,16 μM 1A, 1B 55 172 - 216 21
Pca7 AJ279809 Dawson et al. (2000) blue tit (Cyanistes caeruleus)
6FAM-TGAGCATCGTAGCCCAGCAG
GGTTCAGGACACCTGCACAATG 0,17 μM 3A, 3B 58 95 - 101 4
Pca8 AJ279810 Dawson et al. (2000) blue tit (Cyanistes caeruleus)
NED-ACTTCTGAAACAAAGATGAAATCA
TGCCATCAGTGTCAAACCTG 1,5 μM 1A, 1B 55 185 - 239 26
Pca9 AJ279811 Dawson et al. (2000) blue tit (Cyanistes caeruleus)
VIC-ACCCACTGTCCAGAGCAGGG
AGGACTGCAGCAGTTTGTGGG 0,12 μM 3A, 3B 58 113 - 131 12
 Mcy4 U82388 Double et al. (1997) superb fairywren (Malurus cyaneus)
PET-ATAAGATGACTAAGGTCTCTGGTG
TAGCAATTGTCTATCATGGTTTG 2,8 μM 1A, 1B 55 137 - 175 11
PmaC25 AY260526 Saladin et el. (2003) great tit (Parus major)
PET-CGTCCTGCTGTTTGTATTTCTG
CCATGAACCATTTTTAGGGTG 0,24 μM 1A 55 308 - 344 14
PmaGAn27 AY260532 Saladin et el. (2003) great tit (Parus major)
NED-TATAAACCACAGCCACACGC
CACAACCACAGAGGCATGAG 0,14 μM 2A, 2B 57 179 - 284 32
PmaTGAn33 AY260539 Saladin et el. (2003) great tit (Parus major)
6FAM-TTCCCCAAGTATCCTGCATC
AAACCATATCACCCAGTGCC 0,17 μM 2A, 2B 57 249 - 348 40
PmaTGAn42 AY260540 Saladin et el. (2003) great tit (Parus major)
6FAM-ACTTCCACATGCCAGTTTCC
TGTTAAGGCAGAGAGGTGGG 0,16 μM 1A, 1B 55 229 - 293 13
PmaTAGAn71 AY260537 Saladin et el. (2003) great tit (Parus major)
NED-TCAGCCTCCAAGGAAAACAG
GCATAAGCAACACCATGCAG 0,18 μM 3A, 3B 58 157 – 213 14
PmaTAGAn86 AY260538 Saladin et el. (2003) great tit (Parus major)
6FAM-AAAACAAGGCCACTTAGAGCTG
ACTCCTCCAGGTCACACAGG 0,16 μM 2A, 2B 57 135 - 227 37
PmaD105 AY260528 Saladin et el. (2003) great tit (Parus major)
PET-CAAATCACACAGTTGCTGCC
CCTGGTATAAGACTGGTCAAAACAG 0,17 μM 3A, 3B 58 378 - 438 17
PmaD130 AY260529 Saladin et el. (2003) great tit (Parus major)
VIC-TGAGTGGAAAGATGCTGGC
CCCTATAAAAACCGAGGCTG 0,68 μM 3A, 3B 58 374 - 462 27
ClkpolyQ
not published at
GenBank Johnsen et al (2007) blue tit (Cyanistes caeruleus)
6FAM-TTTTCTCAAGGTCAGCAGCTTGT
CTGTAGGAACTGTTGYGGKTGCTG 0,22 μM 3A 58 268 - 286 5
NPAS2 FJ464429
Steinmeyer et al (2009), 
supplement blue tit (Cyanistes caeruleus)
PET-CTGTGGTAAATTTGATGATTCTGA
ACACCAAGTTCTTTGCACAATG 0,38 μM 2A 57 168 - 195 9
DRD4 UTR Indel
not published at
GenBank
unpublished, Jakob Mueller, 
Christine Baumgartner great tit (Parus major)
VIC-CTGGTCTGCTGTCTTTGTTGG
GGACATCTGGGAAATGAGCTT 57.9 0,22 μM 2A 57 302 - 311 4
DRD4 ID13606
not published at
GenBank
unpublished, Jakob Mueller, 
Christine Baumgartner great tit (Parus major)
PET-GCAGGACAAGTGACCCCTC 61.0
AATCAAGCCCAAGGTGAGCA 0,12 μM 2A 57 323 - 339 4
Titgata68 AY792960 Wang et al.( 2005) green backed tit (Parus monticolus)
PET-ACAGATCAGCATGGTTGCAG
CATCCACAAGGGCAATCTTT 0,28 μM 1B 55 228 - 272 21
CcaTgu6 CK235244.1 Olano et al. (2010) blue tit (Cyanistes caeruleus)
NED-ACAATTGCTAACAAGTGGCAAG
AAGTGAAATCTKCTTGGGKC 0,32 μM 1B 55 102 - 117 6
DkiB102-ZEST AY769673.1
Olano et al. (2010)
King et al. (2005) Kirtland’s warbler (Dendroica kirtlandii)
PET-TTGCAACAGGAGGACAAGG
CAGCAGCACTTCCCAATACA 0,14 μM 2B 57 194 - 272 26
CcaTgu19 DV579042.1 Olano et al. (2010) blue tit (Cyanistes caeruleus)
VIC-CTGGACCATGACTGCAAGATT
CAGTGGCAAAKCAGCACCT  0,14 μM 2B 57 234 - 333 27
CcaTgu27 DV947660.1 Olano et al. (2010) blue tit (Cyanistes caeruleus)
6FAM-ARACAGGGCGAAGTTTCTGAR
GCAGATTCATGAGATGATGAGAGA 0,58 μM 3B 58 160 - 169 4
P2/P8 AF006659-62 Griffiths et al. (1998) chicken and zebra finch
6FAM-CTCCCAAGGA TGAGRAAYTG 
TCTGCATCGC TAAATCCTTT 0,44 μM 1 55 321, 373
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Appendix S2. Additional models for the analysis of within-pair and extra-pair paternity
Table S2.  Variance components for within-pair and extra-pair paternity from a binomial mixed effect
model. Estimates presented are the mode of the posterior distribution and in parentheses the lower
and upper credible interval limits (95%CI).
Response variable Within-pair *
paternity loss
Extra-pair *
paternity gain
Fixed effects β (95% CI) β (95% CI)
Intercept -0.61
(-0.79, -0.43)
-1.35
(-1.56, -1.14)
Random effects σ2 (95% CI) σ2 (95% CI)
V among-males 0.00
 (0.00, 0.00)
0.46
 (0.42, 0.54)
V among-females 0.44
 (0.39, 0.50)
0.00
 (0.00, 0.00)
*Untransformed estimates from a generalized mixed effect models with binomial error distribution,
Comparison of Poisson versus binomial models
The difference between the sources of variation of within-pair  paternity loss estimated by
models  assuming  binomial  error  distribution  versus  Poisson  distributions,  stem  from
differences in the amount of variance associated male identity effects. Our interpretation of
these differences is that the probability of losing within-pair paternity is only due to female
promiscuity whereas the amount of paternity loss is determined by both, female promiscuity
and male ability to avoid within-pair paternity loss.
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Table S3. Relation between the different siring routes and male's annual siring success derived from a
mixed effect model.  We present the mode of the posterior distribution, this effects are mathematically 
true by definition, and therefore there is no uncertainty in the estimates.
Response variable Male yearly
siring success
Fixed effects β (95% CI)
Intercept 0.10
Clutch size 0.49
Within-pair paternity 
loss
-0.49
Extra-pair paternity gain 0.49
Random effects σ2 (95% CI)
V among-males
n= 460 males
0.00
V among-females
n=475 females
0.00
V among-observations
n=695 breeding attempts
0.00
Table S4. Effect of clutch size in male within-pair paternity loss derived form a mixed effect model.  
Estimates presented are the mode of the posterior distribution with the upper and lower limits of the 
credible intervals in parenthesis.  Within-pair paternity loss was modeled assuming over-dispersed 
Poisson errors.
Response variable Within-pair
paternity loss
Fixed effects β (95% CI)
Intercept -0.95
(-1.08, -0.81)
Clutch size 0.11
(0.03, 0.20)
Random effects σ2 (95% CI)
V among-males
n= 460 males
0.18
(0.14, 0.19)
V among-females
n=475 females
0.16
(0.14, 0.18)
V among-observations
n=695 breeding attempts
0.66
(0.60, 0.74)
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Table S5.  Age effects on within-pair paternity loss and extra-pair paternity gain derived from mixed
effect models. Parental age is based on birth year for locally born birds or plumage characteristics at
firs catching for immigrants (Svensson 1992). Immigrants first caught with adult plumage are assigned
a minimal age of 2 years (following (Bouwhuis et al. 2009). Estimates presented are the mode of the
posterior  distribution  and  in  parentheses  the  lower  and  upper  credible  interval  limits  (95%CI).
Within-pair paternity loss and extra-pair paternity gain are modeled assuming over-dispersed Poisson
error distributions.
Response variable Within-pair
paternity loss
Extra-pair
paternity gain
Fixed effects β (95% CI) β (95% CI)
Intercept -1.01
(-1.19, -0.85)
-2.38
(-2.66, -2.07)
Age 0.07
(-0.04,  0.18)
0.33
(0.15,  0.51)
Random effects σ2 (95% CI) σ2 (95% CI)
V among-males 0.18
 (0.16, 0.20)
0.29
 (0.25, 0.32)
V among-females 0.14
 (0.12, 0.16)
0.00
 (0.00, 0.00)
V among-observations 0.73
(0.66, 0.81)
2.95
(2.64, 3.23)
References
Bouwhuis, S., Sheldon, B. C., Verhulst, S., & Charmantier, A. (2009). Great tits growing 
old: selective disappearance and the partitioning of senescence to stages within the 
breeding cycle. Proceedings. Biological Sciences / The Royal Society, 276(1668), 
2769–77. doi:10.1098/rspb.2009.0457
Svensson, L. (1992). Identification guide to European passerines. L. Svensson.
Chapter 4 | 111
Appendix S3. Fitting multivariate models in lme4.
The  package  lme4  is  not  conventionally  used  to  parameterize  multivariate  mixed  effect
models, but it allows fitting random regression models with a nested structure  (Bates et al.
2014).   Re-parameterizing a random regression model is possible to quantify covariances
between different traits at different levels, using this package's restricted maximum likelihood
algorithm. Random regression models allow for the estimation of correlations (hence also
covariances)  between  intercepts  and  slopes.  For  example,  the  correlation  between  an
individual’s intercept deviation from the population mean intercept with the individual's slope
deviation from the population mean slope. If the environmental gradient has only two levels it
is possible to estimate an intercept for each level and estimate the correlation across levels,
instead of estimating the correlation between the intercept and the slope of the environmental
gradient. This is mathematically equivalent to multivariate mixed effect model with two traits
(response variables). To estimate the within-individual correlation from a Poisson model, it is
simply  necessary  to  add  a  separate  over-dispersion  parameter  for  each  of  the  two
environments (traits) and estimate their correlation. The advantage of utilizing this approach is
that it enabled us to perform mixed-effect model estimating the point estimates with restricted
maximum likelihood framework with the possibility to estimate posterior distributions (Gelman
& Hill 2007).
We performed a  simulation  study to  ensure  that  this  approach  was not  producing
biased estimates. We simulated data sets with the same level of replication as in our study.
The datasets consisted of repeated measures of two correlated response variables for 454
individuals, where all individuals were measured in only one year, 38% in both of two years,
13% in all of three years and 9% in all of four years. The response variables were correlated
at  the  among-  and  within-individual  level.  We  also  modeled  an  over-dispersed  error
distribution (as in our dataset). We simulated 100 datasets with different correlation patterns
at  the among- and within-individual  levels.  We varied independently  the among-individual
correlations and the within-individual correlations across a range of values (-0.7, -0.5, -0.3,
-0.1, 0.1, 0.3, 0.5, 0.7). To each of these data sets we then fitted a model to estimate the
among- and within-individual correlations, and estimated the bias in parameter estimates for
each combination of simulated parameters (among- and within-individual correlations). We
used  the  package  MASS  to  simulate  the  data  sets  assuming  variances  of  0.3  for  the
112 | Chapter 4
among-individual variance of both traits and 0.7 for the within individual variance of both traits.
To assess model performance, we estimated bias, imprecision, and the probability that the
estimated value was of different sign. Bias was quantified as the absolute mean difference of
the estimated parameters of 50 simulations with the simulated parameter. We also measured
the  impression  of  the  models  as  the  standard  deviation  of  the  100  estimates  for  each
combination of  parameters (within-  and among-individual  correlations).  We also assessed
whether  the  probability  that  the  estimated  correlations  differed  in  sign  compared  to  the
correlation set to simulate the data.
In summary our statistical models estimate correlations with low bias (the maximum
bias was 0.15; Fig S1). Regarding imprecision, weak correlations at the among-male level are
more imprecise and there is a higher chance that the estimated correlation will be of opposite
sign than the simulated correlation (Fig S2, S3). The within-individual correlations are very
precise and the probability that the estimated correlation is of a different sign is low even for
very  weak  correlations  (Fig  S2,  S3).  Our  simulations  show  that  are  approach  returned
unbiased estimates with an accuracy or precision not much different if  we will  have used
another software to fit the models (for an example see; Dingemanse & Dochtermann 2013)
Figure S1.  Bias of multivariate mixed effect model estimates of (a) among- and (b) within-individual
correlations as a function of different magnitudes of among- and within-individual correlations. Models
were  applied  to  simulated  data  sets  within  the parameter  space  of  among-  and  within-individual
correlations, between -0.7 and 0.7.  The different colours depict areas between isoclines of similar
levels of inaccuracy; isoclines were determined by bilinear interpolation between the sampled integer
values of the different correlation magnitudes. Dotted line represents the estimated correlations.
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Figure  S2.  Imprecision of  multivariate  mixed  effect  model  estimates  of  (a)  among-  and  (b)
within-individual  correlations as a function of  different  magnitudes of  among- and within-individual
correlations. Models were applied to simulated data sets within the parameter space of among- and
within-individual  correlations,  between  -0.7  and  0.7.   The  different  colours  depict  areas  between
isoclines of similar levels of inaccuracy; isoclines were determined by bilinear interpolation between
the  sampled  integer  values  of  the  different  correlation  magnitudes. Dotted  line  represents  the
estimated correlation in our empirical study.
Figure S3. Probability that the estimated correlation is of different sign from the simulated correlation
of multivariate mixed effect model estimates of (a) among- and (b) within-individual correlations as a
function of different magnitudes of among- and within-individual correlations. Models were applied to
simulated datasets within the parameter space of among- and within-individual correlations, between
-0.7 and 0.7.  The different colours depict areas between isoclines of similar levels of inaccuracy;
isoclines were determined by bilinear interpolation between the sampled integer values of the different
correlation magnitudes. Dotted line represents the estimated correlation in our empirical study.
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Abstract
Extra-pair  copulations  are  expected  to  increase  male  reproductive  success  unless  they
constrain  a  male's  ability  to  secure  within-pair  fertilizations.  Therefore,  natural  selection
should favor males that engage in extra-pair copulations when it does not interfere with their
ability to secure within-pair fertilizations, for instance, when their social female is not fertile.
On the other hand, the timing of extra-pair fertilizations (EPF) may be constrained by a male's
need to synchronize his reproductive cycle with his social female's. For example, to ensure
within-pair fertilizations, a male's sperm production and willingness to copulate should peak
during the fertile period of his social female. This will lead to higher male willingness and/or
success in siring extra-pair offspring when his social female is fertile, due to a spill-over effect
of his within-pair reproductive behavior. We studied the timing of extra-pair fertilizations in
male great tits (Parus major) to determine if males time their extra-pair fertilizations to avoid a
trade-off with securing within-pair fertilizations (trade-off avoidance hypothesis), or if males
within-pair  fertilization  behavior  spills  over  to  his  extra-pair  fertilization  behavior,  causing
extra- and within-pair fertilizations to occur around the same time (pair synchrony spill-over
hypothesis). It is known that extra-pair reproduction is also determined by the availability of
fertile females in the vicinity (extra-pair fertilization opportunity). As expected, we found that
extra-pair fertilization opportunity determined the probability of fertilization success. However,
when  correcting  for  variation  caused  by  differences  in  opportunity,  a  male's  extra-pair
fertilization success was highest when his social female was fertile. This result supports the
idea that  a  male's  within-pair  fertilization  behavior  spills  over  to  his  extra-pair  fertilization
behavior, causing most  extra-pair  sirings to be obtained when his social  female is fertile.
Given that the exact fertile period length of a female great tit is not known, we studied the
effect of different fertile period lengths on our interpretation of the observed temporal patterns
of extra-pair fertilizations. Irrespective of the assumed fertile period length, males were more
likely to gain extra-pair paternity when their social female was fertile. Moreover, our results
show that if a female's fertile window is very short, males exploit their extra-pair fertilization
opportunities disproportionately more when their social female is fertile compared to when
she  is  not.  In  conclusion,  the  results  of  this  study  support  the  pair  synchrony  spill-over
hypothesis.
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Introduction
For a socially monogamous male, the costs and benefits of engaging in fertilization related
activities should vary as a function of  the fertile  cycle  of  his  social  female.  The costs  of
keeping  his  reproductive  machinery  at  an  optimum  results  in  seasonal  variation  in
reproductive physiology and behavior, and the efficacy of  fertilization attempts across the
fertile cycle of his female shapes this seasonal variation. Therefore, to increase copulation
and fertilization success, a male's physiology and behavior should be finely tuned to the fertile
cycle of his social female. For example, a male's copulation rate and advertisement displays
peak when his social female is most fertile (Birkhead et al. 1987; Mace 1987). Also, a male's
aggressive reaction towards a territorial intruder is more intense when his social female is
fertile compare to when she is not  (Araya-Ajoy & Dingemanse 2014), presumably to avoid
being cuckolded. Why  males tune their fertilization-related behaviors to  the fertile cycle of
their social female is clear, but how it affects  males' extra-pair fertilization behaviors is still
unclear. Male reproductive physiology and fertilization related behaviors are strongly affected
by his social female's fertile cycle, therefore it is expected that male extra-pair fertilization
behavior  is  also  affected.  This  may  result  in  similar  or  opposite  temporal  patterns  of
investment  in  within-pair  versus  extra-pair  reproduction,  depending  on  the  existence  of
conflicts  between these alternative routes to fertilization success (as we detail  in  chapter
four). There are no empirical studies about the relation between a male's extra-pair siring
success and his social female's fertile cycle. Therefore, in this study we aimed to address the
question of how males' extra-pair siring success is affected by the fertility cycle of their social
female.
One of the most important determinants of male extra-pair fertilization success in birds
is the availability of fertile females in the vicinity (Westneat & Stewart 2003; Mayer & Pasinelli
2013).  Thus, the timing of a male's extra-pair fertilization success in relation to his social
female's  fertile  cycle  will  be  determined  by  the  amount  of  fertile  females  available.  For
example, if a male has a social female that is fertile earlier than the majority of females in the
population, he will have most of his extra-pair fertilization opportunities after the fertile period
of his social female. On the other hand, a male with a social female that is fertile late in the
breeding season will  have most  of  his extra-pair  opportunities before his social  female is
fertile. Therefore, the timing for a male to engage in extra-pair reproduction in relation to his
female's fertility stage is partly determined by the patterns of opportunity arising from when his
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social female is fertile compared to other females in the population. It is possible that after
accounting for the available opportunities in the different fertile stages of his social mate, a
male's extra-pair paternity success will not be different across the different fertile stages of his
social female (Figure 1a). We set this pattern as our null hypothesis, against which we tested
two  alternative  hypotheses:  the  “trade-off  avoidance”  hypothesis  and the  “pair  synchrony
spill-over” hypothesis (both detailed below).
In the majority of socially monogamous species, most of male reproductive success
stems  from within-pair  reproduction  (Webster  et  al.  1995;  Schlicht  &  Kempenaers  2013;
Lebigre et al. 2013). Therefore, males should invest in extra-pair fertilizations when it does not
conflict with securing within-pair fertilizations. For instance,  males should invest in securing
within-pair paternity when  their social female is fertile and invest in extra-pair fertilizations
when she is not fertile (i.e. when there is no chance of losing within-pair paternity). Therefore,
under the “trade-off avoidance” hypothesis, we predict that (after correcting for variation in
opportunity) males will sire fewer extra-pair offspring during their social female's fertile period
(Figure 1b).  Several mechanisms could be underlying this pattern: either males are less likely
to engage in extra-pair copulations during the fertile period of their social female or extra-pair
copulations  are  less  likely  to  fertilize  an  egg.  For  instance,  a  male's  investment  in  mate
guarding during the fertile period of his female may constrain his investment in searching for
extra-pair  copulations  (Westneat  et  al.  1990;  Kokko  2005) and  this  may  lead  to  fewer
extra-pair sirings during this period. Another possibility is that sperm depletion due to frequent
copulations with his own mate (Westneat et al. 1990; Birkhead 1991) could cause extra-pair
copulations to be less likely to fertilize an extra-pair egg (due to lower sperm count) when his
social female is fertile. 
It is also possible that males are not able to optimally time their extra-pair fertilizations
to avoid potential trade-offs between within-pair and extra-pair fertilizations. For instance, in
order to secure within-pair fertilization success, a male's willingness to copulate and sperm
production should peak during the fertile period of his social  female; this will  increase his
within-pair reproductive success, but could also spill over to his extra-pair siring success. This
pattern will result from a male's need to synchronize his breeding physiology and behavior
with  his  social  female  to  ensure  within-pair  fertilization  success  (Fusani  2008).Therefore,
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under the “pair synchrony spill-over” hypothesis we predict that males will sire more extra-pair
offspring when his social female is fertile (Figure 1c).  Two mechanisms could mediate this
process: either  males are more likely to engage in extra-pair copulations during the fertile
period of  their social female, or extra-pair copulations are more successful at this time. For
example,  male  behaviors  directed  to  increase  within-pair  fertilizations  could  incidentally
increase  his  chances  for  extra-pair  fertilizations  (Figure  1d).  It  has  been  shown that  the
advertisement display in male  birds peaks when  their mates are fertile in order to increase
their  within-pair  fertilization success  (Mace 1987; Halfwerk et  al.  2011).  This could attract
other  females  as  well,  and  therefore  also  increase males' extra-pair  fertilization  success
(Kempenaers et al. 2010). Another possibility is that a male's reproductive capacity is highest
when his social female is fertile (e.g. sperm quality, sperm number), and hence extra-pair
copulations would be more likely to result in successful extra-pair fertilizations.
We  studied  the  timing  of  male  great  tits' (Parus  major)  extra-pair  reproduction  in
relation to the fertility status of their social female. We wanted to test two mutually exclusive
hypotheses: males engage in extra-pair copulations when it does not trade off with securing
within-pair  fertilizations  (trade-off  avoidance  hypothesis)  or  male  timing  of  extra-pair
fertilizations  is  driven  by  a  spill-over  effect  of  their  within-pair  fertilization  behavior  (pair
synchrony  spill-over  hypothesis).  To address  these  hypotheses,  we  quantified  a  male's
opportunities and realized extra-pair fertilization success before, during, and after the fertile
period of  his social  female.  First,  we showed how a male’s opportunity  to  sire  extra-pair
offspring changes depending on the seasonal start of the fertile period of his social mate.
Then, we assessed whether realized extra-pair fertilizations simply reflected opportunity (H0,
Fig.  1a).  We  expected  that  an  increase  in  opportunity  would  increase  the  chances  of
extra-pair fertilization success in all three periods (before, during, and after his social female
is fertile).  We then determined when male's extra-pair fertilization success was highest in
relation to his social  female's fertility  status,  after correcting for variation in opportunity. If
males gain less extra-pair paternity (relative to opportunity) during the period when their social
female is fertile, the trade-off hypothesis would be supported (HA1, Figure 1b). On the other
hand,  the data will  support  the “pair  synchrony spill-over”  hypothesis  if  males gain  more
extra-pair paternity during the fertile period of their social female (HA2, Figure 1c). To be able
to perform these analyses, it is necessary to know the length of the fertile period of female
great tits. Precise information about the start of the fertile period is unfortunately not available,
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though  behavioral  patterns  suggest  that  the  days  before  the  first  egg  is  laid  are  of  key
importance (Birkhead et al. 1987; Michl et al. 2002; Forstmeier et al. 2011). To determine the
effects of different possible lengths of female fertile period on the support for each alternative
hypothesis, we studied how different fertile period lengths would affect our interpretation of
the observed temporal patterns of extra-pair fertilizations. 
Figure 1.  Schematic representation of  the hypotheses and predictions regarding males'  timing of
extra-pair fertilization success in relation to their social female's fertile status. (a) Represents the null
hypothesis,  which  predicts  that  extra-pair  paternity  is  affected  by  the  available  opportunity.  After
correcting for variation in opportunity, a male's probability of extra-pair fertilization success is the same
across the different fertile stages of his social female. (b) The trade-off avoidance hypothesis; states
that  trade-offs  between  within-pair  and  extra-pair  fertilizations  cause  individuals  to  have  a  lower
extra-pair fertilization success, relative to the available opportunity, when their social female is fertile.
(c)  The  “pair  synchrony  spill-over”  hypothesis  predicts  that,  after  accounting  for  variation  in
opportunity, male-fertilization success is higher when his social female is fertile.
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Methods
Population and study site
We studied 12 nest box plots of great tits in Southern Germany during 4 years (2010-2013), in
an area of approximately 120 ha (Bavarian Landkreis Starnberg; 47º 58' N, 11º 14' E).  Each 
plot consisted of a regular grid of 50 boxes, with 50 meters between adjacent boxes. From 
April onwards, boxes were checked twice a week to determine lay date (back-calculated 
assuming that one egg was laid per day) and final clutch size. When the nestlings were 6 
days old, they were marked with an aluminum ring, blood samples were taken, and any 
unhatched egg was collected. Parents were caught with a spring trap in the nest box the next 
day, measured, bled, and marked with a unique combination of rings if caught for the first 
time. 
Genotyping and assignment of parentage                                                                                   
Because we were interested in male siring success, we tried to genotype most of the 
produced offspring (cf. successfully hatched nestlings, unhatched eggs, and nestlings 
deceased prior to blood sampling) in the first clutches of all males in our population (nests 
starting within 30 days after the first egg of the focal year in each plot was found). We 
recorded 6722 eggs in our population and managed to genotype 53447 offspring. We 
excluded all breeding attempts where the maternity was uncertain (social mother not caught) 
and used a 90% confidence as a cut-off to take a paternity assignment to further analyses 
(see chapter four for further details).  Genetic parentage was assigned using genetic and 
spatial information incorporated in Bayesian full probability models (R package MasterBayes; 
Hadfield et al. 2006). We assigned paternity to 4018 offspring (75 % out of 5,347 genotyped 
offspring) from 454 males and 466 female parents in 668 breeding attempts (141 breeding 
attempts in 2010, 163 in 2011, 223 in 2012, and 158 in 2013). 
Estimating opportunity in relation to social female breeding stage
We estimated a male's opportunity to gain extra-pair paternity during three fertility stages of
his social female: before, during, and after she is fertile (Figure 2). We measured opportunity
as “female fertile days”, which were defined as the sum of days when all the females in the
vicinity of a focal male were fertile during a particular period. For example, if there were four
possible extra-pair females for a particular male, fertile during three days when his social
female was also fertile, he will be assigned an opportunity of 12 fertile days during the fertile
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period of  his  social  female.  Females available for  extra-pair  reproduction for each male’s
breeding attempt were restricted spatially to females breeding in the same plot and year as
the focal male. Given the spatial distribution of our plots it is very unlikely that a male will sire
any extra-pair offspring in another plot (General Introduction; Figure 4). The two plots that are
closest to each other are about 1.2 km apart, and we found no evidence that a male breeding
in one plot would have sired an extra-pair offspring in the other plot. The opportunity for a
particular male to gain extra-pair paternity before the fertile period of his social female was
calculated as the sum of all  the female fertile days before his social female was fertile. A
male's opportunity to gain extra-pair paternity during the fertile period of his social female was
calculated as the amount of female fertile days that overlapped with the fertile period of his
social female. A male's opportunity after his social female’s fertile period was defined as the
sum of female fertile days after the fertile period of his social female was over.  
Figure 2. Graphical representation of how male's extra-pair fertilization opportunity was calculated in
relation to his social female's fertile stage. Each vertical line represents a nest and the length of the
line represents the fertile period length. Vertical lines represent the fertile period of a particular nest
and the bold line is a randomly chosen nest for reference. We depict one plot in a particular year in
reference to the fertile stage of the female from the reference nest (thick vertical line). Lines or part of
lines overlapping the shaded blue area represent the opportunity to gain extra-pair fertilizations of the
male from the reference nest after the fertile period of his social female. Lines overlapping the shaded
green area represent the opportunity to gain extra-pair paternity during the fertile period of his social
female and lines overlapping the brown shaded area represent the opportunity to gain paternity before
his social female is fertile. 
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Estimating extra-pair paternity timing in relation to social female fertility stage
We estimated a  male's extra-pair  fertilization success before,  during,  and after  the fertile
period of his social female. A male's fertilization success before the fertile period of his social
female was defined as the extra-pair chicks sired with females that were fertile before the
onset of his social female's fertile period. A male's fertilization success during the fertile period
of his social  female was defined as the extra-pair  chicks sired with females whose fertile
period overlapped with the one of his social female. A male's fertilization success after the
fertile period of his social female was defined as the extra-pair chicks he sired with females
that were fertile after his social female. Sometimes the fertile period of an extra-pair female
overlapped with different fertile stages of the social female of a particular male, and in these
cases the extra-pair offspring was assigned to the fertile stage that overlapped the most with
the fertile period of the extra-pair female. For example, a male sired an extra-pair offspring
with  an  extra-pair  female  whose  fertile  period  overlapped  by  three  days  with  his  social
female's, but the extra-pair female was still fertile for two more days after the social female's
fertile period ended. In this case, the extra-pair offspring will be assigned as sired during the
fertile period of the social female.
The fertile period length of female great tits
To understand the effects of different fertile period lengths on the support for each alternative
hypothesis,  we  explored  how  different  fertile  period  lengths  could  lead  to  a  different
interpretation of the observed temporal patterns of extra-pair fertilizations. Behavioral patterns
suggest that the days before the first egg is laid are of key importance to male within-pair and
extra-pair fertilization success (Birkhead et al. 1993; Michl et al. 2002; Forstmeier et al. 2011).
For instance, female blue tits leave their nests earlier as egg laying approaches (Schlicht et
al. 2014), and the dawn chorus of male great tits peaks a few days before his social female
lays the first egg  (Halfwerk et al. 2011). Moreover, it is known that extra-pair offspring are
more likely in the first laid eggs (Krist et al. 2005; Magrath et al. 2009; Schlicht et al. 2012),
also  suggesting  that  the  days  before  the  first  egg  is  laid  are  important  in  extra-pair
fertilizations.  It  has  also  been  shown  for  several  species  that  copulation  rate  drops
dramatically after the first egg is laid  (Birkhead et al.  1987), and therefore we considered
different fertile period lengths beginning a few days before the first egg was laid and ending
the day before the first egg was laid. The shortest period we considered began 3 days before
the first egg was laid and ended the day before the onset of egg laying (fertile period length of
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3 days). We then extended this period to five and seven days before the start of egg laying
until  the  day  before  the  first  egg  was  laid  (fertile  period  lengths  were  5  and  7  days
respectively). We then considered the possibility that extra-fertilizations can occur after the
first  egg was laid.  Fertilization  usually  occurs  within  one hour  of  ovulation,  which  in  turn
usually occurs about 24 hours before the egg is laid (Birkhead et al. 1993). Given that great
tits lay their eggs early in the morning, the latest possible day that a female great tit is fertile
should be the day before the last egg is laid. Therefore, we consider fertile periods from three,
five, and seven days before the laying of the first egg to one day before the last egg was laid.
It is worth noting that assuming that the last fertile day of a female great tit is the day before
the last egg is laid introduces among-female variation in the length of the fertile period due to
variation in clutch size.
Statistical analyses
Effects of lay date on opportunity and realized extra-pair fertilizations
Our null model hinges on the assumption that the available opportunity is an important factor
determining the temporal  patterns of  male extra-pair  fertilizations.  A male's  opportunity  to
engage in extra-pair fertilizations in the different fertility stages of his mate is determined by
when  his  social  female  is  fertile  compared  to  the  rest  of  the  females  in  the  population.
Consequently,  realized  patterns  of  a  male's  extra-pair  paternity  in  relation  to  his  social
female's  fertile  stage  should  be  partly  determined  by  when  his  social  female  is  fertile
compared to the other females in the population. We used generalized linear mixed effect
models to study these relationships. A male's opportunity and realized extra-pair  paternity
were modeled as a function of his social female's fertility stage (3 level factor), lay date (as a
proxy of the time a female is fertile; fitted as a continuous variable), and their interaction. Lay
date was mean centered by the mean lay date of each plot in each year, and its linear and
quadratic effect were fitted as predictors. Random intercepts for breeding attempt (668 levels)
were fitted because each breeding attempt had 3 “observations” of opportunity and realized
extra-pair paternity (before, during, and after his social female's fertile period). This resulted in
a  total  of  2,004  observations  of  male's  fertilization  opportunity  and  success  across  the
different fertile stages of the social female. Random intercepts were also included for male
identity (454 levels) because we had repeated measures per male across the four years.
Chapter 5 | 125
Finally, we also included a random intercept for each combination of plot and year (plot-year,
48 levels) to fully account for any (interacting) spatial and temporal effects. Opportunity to
gain  extra-pair  paternity  was  modeled  assuming  normal  errors  and  realized  extra-pair
paternity was modeled as a binary variable (no extra-pair fertilizations = 0, more than one
extra-pair  fertilization =1).  We modeled this  process as binary because only  on very few
occasions did a male sire more than one chick in any particular fertile stage of his social
female. 
Trade-off vs. pair synchrony spill-over hypothesis
To test our hypotheses, we modeled a male's probability of extra-pair fertilization success as a
function of his social female’s fertile status and the amount of opportunity available (Model 1).
We modeled extra-pair  paternity gain as a response variable with binomial  errors (with a
denominator of 1), and included as fixed covariates: female fertility status (3 level factor), the
male’s opportunity to gain extra-pair paternity (continuous variable), and their interaction. The
parameter  estimates  associated  with  effects  of  a  social  female’s  fertile  status  can  be
interpreted as a male's probability of fertilizing an extra-pair egg given an equal opportunity in
the different fertility stages of his social female. Because extra-pair fertilization opportunity
was mean centered, effect sizes are calculated at the mean opportunity of the population. The
effect of opportunity on realized extra-pair paternity could be interpreted as the rate at which
individuals are able to exploit the available opportunity. Finally, the interaction between female
fertility status and extra-pair opportunity allows for testing whether males exploit opportunity
differently  in  the  different  fertile  stages  of  their  social female.  We also  included  random
intercepts for breeding attempt identity (668 levels), male identity (454 levels), and plot-year
combination (48 levels). The total sample size was 2,004 observations of male fertilization
success across the different fertile stages of social females. We did not know the exact fertile
period length of female great tits, and therefore we studied the effect of different fertile period
lengths (detailed above) on the outcomes of our models. 
General modeling procedures                                                                                                     
Data manipulation, statistical models, and output graphics were performed in R statistical 
environment (R Core Team 2014). All models were fitted with the package lme4 (Bates et al. 
2014) and posterior distributions were simulated using the sim function of the package arm 
(Gelman & Hill 2007). We present means and 95% credible intervals as descriptions of the 
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parameter estimates. Statistical significance was evaluated using the 95% credible intervals, 
and we considered a parameter estimate significant when its 95 % credible intervals did not 
overlap with zero. 
Results                                                                                                                
Effects of lay date on the opportunity and realized EPF success
As expected, we found that the onset of a female's fertile period (calculated as lay date)
affected her  mate's  opportunity  and realized extra-pair  siring success during her  different
fertility stages (Figure 3, Table S1). For  males with females that started laying early in the
season, opportunity and realized extra-pair siring success was highest after their female was
fertile and lowest before she was fertile. On the contrary, males with females that started
laying late in the season had the highest opportunity and realized extra-pair siring success
before their female was fertile and it was lowest after her fertile period. Finally, males with
females that  started laying around the average population lay date had both the highest
opportunity and extra-pair siring success during the fertile period of their social female (Figure
3). 
Figure 3. Effects of lay date on (a) males' opportunity for extra-pair fertilizations and (b) probability of
extra-pair  fertilization  success  in  relation  to  different  fertile  stages  of  their  social  female.  Lines
represent  model predictions and shaded areas represent  the 95% credible intervals.  Filled circles
represent the mean values of different laying date intervals. Circle size reflects the sample size in
each of the laying date intervals. Brown depicts values before fertile period of the female, green during
the fertile period, and blue after the fertile period. Lay date is mean centered, and therefore negative
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values represent nests that started before population's average lay date and positive values after.
Trade-off avoidance versus pair synchrony spill-over hypothesis
Within the same statistical model, we addressed two parts of our study; we tested whether the
available opportunity to engage in extra-pair copulations affected the probability of gaining
extra-pair paternity (validity of our null model) and we also studied when males gained more
extra-pair paternity in relation to the fertile cycle of their social female. This allowed us to test
our two alternative hypotheses (“pair synchrony spill-over” versus the “trade-off avoidance”
hypotheses) against our null model. We explored the effect of fertile period length on the
results of this model by performing these analyses assuming different fertile period lengths.
We found, as expected, that an increase in opportunity increases the chance of extra-pair
fertilization success (Table S2, Figure 4), and this result was consistent across the different
fertile  period  lengths.  We  also  found  that,  after  correcting  for  differences  in  opportunity,
individuals were more successful at siring extra-pair chicks during the fertile period of their
social  female,  supporting the “pair  synchrony spill  over”  hypothesis.  This  result  was also
independent of the assumed length of female fertile period (Figure 4a). Moreover, when we
explored in detail the effect of the different fertile period lengths on how individuals exploit the
opportunity to obtain extra-pair fertilizations, we found that if a female’s fertile period is very
short (5 days or less), males exploit extra-pair reproduction opportunities more during this
time as compared to other stages (Figure 4b). 
Discussion
We studied the timing of extra-pair fertilizations in male great tits with relation to the fertile 
cycle of their social female. We aimed to determine if males engage in extra-pair reproduction
when there is no trade-off with securing within-pair fertilizations (“trade-off avoidance” 
hypothesis) or if the temporal patterns are driven by a spill-over effect of a male's need to 
synchronize his breeding activities with his social female (“pair synchrony spill-over” 
hypothesis). For this we quantified a male's opportunity and extra-pair fertilizations success 
before, during, and after his social female's fertile period. Our null model was based on the 
assumption that the available opportunity determined extra-pair fertilization success and the 
support of our alternative hypotheses was based on males having a higher extra-pair  
fertilization success relative to the available opportunity (Figure 1).
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Figure 4. (a) Extra-pair fertilization probability (y-axis) during the different social female's fertile stages
(color scheme) as a function of fertile period length (x-axis). (b) Effect of opportunity on the probability
of  extra-pair  fertilization success (y-axis)  during different  fertile  stages of  the social  female (color
scheme) as a function of fertile period length (x-axis). Circles refer to point estimates and bars to the
95% credible intervals. Brown depicts estimates before the fertile stage, blue after the fertile stage,
and green during the fertile stage. Fertile periods from 11 to 15 days are average lengths of the
population, because these fertile periods include among-female variation in clutch size (see methods).
Fertile period from 3 to 7 days do not include variation associated to clutch size differences, and
therefore all the females in the population have the same value.
As expected, a male's opportunity to engage in extra-pair fertilizations during the different 
fertile stages of his social female depends on when his social female is fertile relative to other 
females in the population (Figure 3a). The realized patterns of extra-pair fertilization success 
followed the same pattern as extra-pair fertilization opportunity (Figure 3b). Males that had 
nests early in the season mostly sired extra-pair offspring with females that were fertile after 
their social female, while males breeding late in the season mostly sired extra-pair young with
females that were fertile before their social female. Consequently, when modeling the effects 
of opportunity on extra-pair reproduction, we found that individuals gained more extra-pair 
paternity when there was more opportunity. We found that, after correcting for variation in 
opportunity, males' extra-pair fertilization success is higher when their social female is fertile, 
a) b)
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supporting the pair synchrony hypothesis (Figure 4).
Length of the fertile period
When we studied  how variation  in  the  assumed fertile  period  length  of  female  great  tits
affected the interpretation of the observed temporal patterns of extra-pair fertilization success,
we revealed a very interesting pattern. Independent of the assumed fertile period length, male
extra-pair  siring success was always higher  during  the fertile  period of  his  social  female
(Figure 4a). Interestingly, in a scenario where female fertile period is shorter than five days,
males would also exploit extra-pair reproduction opportunity disproportionately more during
the fertile period of his female (Figure 4b). 
We considered six different lengths of female fertile period: three of the six assumed
that the last possible fertile day was the day before the first egg was laid (fertile periods of
three, five, and seven days). These fertile periods assumed that all female great tits had the
same fertile period length and this assumptions was based on the observation that copulation
rate decreases dramatically after the first egg is laid in some species (Birkhead et al. 1987).
The other three fertile periods assumed that the last day of the fertile period was one day
before the last egg was laid. This assumption introduces among-female variation in the length
of the fertile period due to variation in clutch size.  This situation may be more plausible,
because even if copulation rate decreases after the first egg is laid, the actual fertilization of
the eggs takes place about 24 hours before each egg is laid (Birkhead et al. 1993). Therefore,
even if males copulate very little after the first egg is laid, females with bigger clutches will still
have more possible days in which stored sperm can fertilize an egg. It has also been shown
in  a  closely  related  species  that  copulation  rate  does  not  decrease  after  egg  laying
(Kempenaers et al. 1992) and sperm numbers found in fertilized eggs do not decrease with
laying order (Johnsen et al. 2011), suggesting that the days after the first egg is laid are also
important in fertilization. It is also possible that the fertile period of female great tits is like a
probability  distribution,  and  in  some species  it  has  been  modeled  in  this  way  based  on
behavioral data  (Forstmeier et al. 2011). Detailed behavioral and physiological information
about great tits is needed in order to improve our knowledge of the fertile period of females.
Despite the lack of knowledge about the length of a female great tit fertile period, our results
support the pair synchrony hypothesis in all the different scenarios we considered.
Pair synchrony hypothesis
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Most  of  the  variation  in  male  fertilization  success  stems  from  within-pair  reproduction
(Webster et al. 1995; Schlicht & Kempenaers 2013; Lebigre et al. 2013, Chapter four in this
thesis).  Therefore, selection should have favored male behaviors that enhance within-pair
fertilization success.  Male behaviors directed to increase within-pair fertilization could spill
over  to  his extra-pair  fertilization  behavior,  increasing  the  chances  of  male  extra-pair
fertilization success when his social female is fertile. During the dawn chorus, for instance, the
singing output of males of several species peaks a couple of days before the onset of their
social  female's  egg  laying  phase  (Mace  1987;  Halfwerk  et  al.  2011).  Incidentally  this
increased advertisement display will be more likely to attract other females and increase their
extra-pair  reproductive  success  (Kempenaers  et  al.  2010).  Proximately,  the  reproductive
behavior of a female can be a cue to her social male's physiological machinery to trigger
behaviors  directed  to  increase  within-pair  reproductive  success  (Fusani  2008).  Similarly,
female  social  cues  could  affect  male  sperm production,  resulting  in  bigger  and/or  better
quality  ejaculates  during  the  fertile  period  of  their  social  female,  which  will  increase  the
success of within-pair copulations but also the success of extra-pair copulations. Our study
suggests  that  female  fertility  cues  trigger  male  reproductive  physiology  and  behavior  to
enhance  within-pair  fertilization  success,  but  incidentally  they  also  affect  his  extra-pair
reproductive behavior. 
Trade-offs between within-pair and extra-pair fertilizations
It has been suggested that trade-offs between within-pair and extra-pair reproduction could
cause these two activities to be temporally incompatible. For instance, in some species it has
been suggested that  a  male's  increased within-pair  copulation  rate  could  result  in  sperm
depletion, constraining the sperm available for extra-pair copulations  (Birkhead 1991). Our
results suggest the contrary for male great tits, because males seem to be more successful in
their extra-pair copulations at the same time that their copulation rate with their social female
should be highest. It  has also been suggested that a male’s investment in mate guarding
could constrain his ability to look for extra-pair copulations  (Jennions & Petrie 2000; Kokko
2005;  Westneat  et  al.  2009).  Males  may  be  able  to  resolve  this  trade-off  by  looking  for
extra-pair copulations when they do not have to invest in mate guarding. Our results suggest
that males are not engaging more in extra-pair copulations when their females is not fertile,
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but we cannot eliminate the possibility that they do engage more in extra-pair copulations but
unsuccessfully.  
Conclusions
We have shown that a male's extra-pair siring success is highest when his social female is
also fertile. We argue that this could be the result of a spill-over effect of male's within-pair
reproductive behavior to his extra-pair  reproductive behavior. We were able to reveal this
pattern because we accounted for variation in the available opportunity, and highlighted the
importance  of  acknowledging  that  different  processes  can  affect  males'  extra-pair
reproduction. 
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Appendix 1
Table S1.  Mixed effect  model  results  of  laying date effects  on (a)  a  male's  extra-pair  fertilization
opportunity and (b) extra-pair fertilizations success in relation to the fertility status of his social female.
Results presented are assuming a female fertile period starting 5 days before the onset of laying to the
day before the first egg was laid. We present the mode of the posterior distribution and in parenthesis
lower and upper limits of the 95% credible interval.
Dependent
variable
(a) Opportunity (b) Extra-pair fertilization success
Fixed effects β (95% CI) β (95% CI)
Before 
fertile period
36.36
(31.03, 41.85)
-4.17
(-4.72, -3.57)
During 
fertile period
90.24
(85.03, 95.52)
-1.83
(-2.12, -1.52)
After 
fertile period
37.30
(32.03, 42.89)
-4.13
(-4.73, -3.54)
Day effect before
fertile period
5.72
(5.33, 6.11)
0.19
(0.06, 0.33)
Day2 effect before
fertile period
0.05
(0.02, 0.09)
0.00
(-0.01, 0.00)
Day effect 
fertile period
0.24
(-0.14, 0.62)
-0.05
(-0.10, -0.01)
Day2 effect
fertile period
-0.32
-0.36, -0.28)
0.00
(-0.01, 0.00)
Day effect
after fertile period
-6.30
(-6.69, -5.88)
-0.21
(-0.36, -0.07)
Day2 effect
after fertile period
0.27
(0.24, 0.31)
0.00
(-0.02, 0.01)
Random effects  (95% CI)  (95% CI)
V Brood ID 0.00 0.00
V Male ID 0.00 1.17
(1.02, 1.32)
V Plot-Year 336.7
(328.2, 345.5)
0.23
(0.14, 0.32)
V Residual 1383
(1321, 1451)
-
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Table S2. Mixed effect model results for the effect of opportunity in a male's probability of extra-pair
fertilization success in relation to his social female fertility stage. Presented are the results across a
range of possible fertile period lengths. Fertile periods from 11 to 15 days are average lengths of the
population, because these fertile periods include among-female variation in clutch size (see methods).
Fertile period for 3 to 7 days do not include variation associated to clutch size differences, therefore all
females in the population have the same value. We present the mode of the posterior distribution and
in parenthesis lower and upper limits of the 95% credible interval.
Fertile period length (days)
Model 3 5 7 11 13 15
Fixed effects β (95% CI) β (95% CI) β (95% CI) β (95% CI) β (95% CI) β (95% CI)
Before 
fertile period
-2.79
(-3.17, -2.42)
-2.85
(-3.23, -2.47)
-2.97
(-3.32, -2.61)
-3.26
(-3.67, -2.84)
-3.36
(-3.81, -2.88)
-3.50
(-4.01, -3.01)
During 
fertile period
-2.06
(-2.50, -1.64)
-2.42
(-2.73, -2.11)
-2.52
(-2.84, -2.21)
-2.64
(-3.05, -2.25)
-2.60
(-3.00, -2.22)
-2.57
(-3.02, -2.13)
After 
fertile period
-3.24
(-3.65, -2.80)
-3.16
(-3.55, -2.73)
-3.15
(-3.60, -2.75)
-3.27
(-3.70, -2.85)
-3.13
(-3.55, -2.73)
-3.36
(-3.79, -2.90)
Opportunity before
fertile period
0.64
(0.39, 0.89)
0.60
(0.38, 0.84)
0.64
(0.41, 0.87)
0.79
(0.52, 1.09)
0.82
(0.49, 1.12)
0.93
(0.58, 1.27)
Opportunity during 
fertile period
2.26
(1.41, 3.17)
1.54
(1.02, 2.08)
1.12
(0.67, 1.55)
0.93
(0.56, 1.29)
0.85
(0.53, 1.17)
0.85
(0.52, 1.18)
Opportunity after 
fertile period 
0.83
(0.56, 1.11)
0.77
(0.52, 1.02)
0.78
(0.54, 1.03)
0.84
(0.55, 1.12)
0.84
(0.54, 1.13)
0.95
(0.56, 1.31)
Random effects (95% CI) (95% CI) (95% CI) (95% CI) (95% CI) (95% CI)
V Brood ID 0.26
(0.24, 0.29)
0.00
(0.00, 0.00)
0.00
(0.00, 0.00)
0.04
(0.03, 0.05)
0.00
(0.00, 0.00)
0.00
(0.00, 0.00)a
V Male ID 0.41
(0.36, 0.47)
0.47
(0.41, 0.53)
0.40
(0.35, 0.46)
0.44
(0.39, 0.50)
0.34
(0.30, 0.39)
0.31
(0.27, 0.36)
V Plot-Year 0.10
(0.06, 0.14)
0.14
(0.10, 0.19)
0.09
(0.06, 0.14)
0.10
(0.06, 0.14)
0.08
(0.05, 0.11)
0.10
(0.06, 0.14)

General Discussion
My thesis  focuses on the adaptive causes and evolutionary consequences of  phenotypic
variation  in  traits  that  are  repeatedly  expressed  throughout  the  lifetime  of  an  individual
(so-called  'labile'  characters).  The  expression  of  labile  characters  is  underpinned  by
processes acting at multiple levels and we were interested in the evolutionary implications of
this  multi-level  nature.  On  the  one  hand,  variation  at  the  among-individual  level  arises
because of differences between individuals in genes and environmental conditions. On the
other  hand,  variation at  the within-individual  level  is  caused by an individual's  attempt to
adjust its phenotype across repeated expressions to match current environmental conditions.
As a general aim, we aimed to study the causes of among- and within-individual variation in
labile traits from an evolutionary perspective, and understand how these levels of variation
were connected to the way populations may respond to selection. The thesis has two major
components. The first is a conceptual and methodological part (chapters one to three) that
aims to fully integrate the multi-level nature of labile phenotypes in the study of evolutionary
characters, phenotypic plasticity, and social evolution. The second (chapters four and five) is
the  empirical  component  that  aims  to  test  evolutionary  hypotheses about  the  sources  of
evolutionary constraint in the alternative fertilization strategies of male great tits as a worked
examle. This latter part focuses on the social environment as a source of phenotypic variation
and the role of labile characters in mediating the distinct strategies. 
The first chapter focuses on how to define and statistically characterize “behavioral
characters”. In this chapter we argue that behavioral characters (and other labile traits) can be
usefully  studied  using  the  “evolutionary  character  concept”  (Wagner  2001),  while  we
emphasize the need to acknowledge that behavioral phenotypes are special because of their
multi-level nature. One of the main messages of this chapter is that empiricists should test
whether  the behavioral  measurements  they collect  are actually  quantifying the behavioral
characters they are attempting to study. If  this is not done, researchers may arrive at the
wrong conclusions about the role of a behavioral character in a particular biological process.
We  framed  this  chapter  as  a  conceptual  and  methodological  study,  but  exemplify  its
applicability  by  defining  and quantifying  the  behavioral  character, aggressiveness,  in  wild
male great tits.  In our study, we assayed several  behaviors that great tits express during
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simulated territorial intrusions. As a worked example of our proposed framework, we tested
whether the patterns of variation and covariation at different levels suggested that all of the
behaviors were expressions of the same behavioral character (aggressiveness). We found
that not all of them did and that some were more reliable predictors than others. Therefore,
this study informed us about the best measure of aggressiveness to incorporate in further
empirical  analyses  in  the  second  part  of  the  thesis  aimed  at  studying  how  variation  in
aggressiveness is related to the alternative fertilization strategies of male great tits. We hope
that this study helps other researchers to better define and measure the behavioral characters
they are interested in.
 The second chapter is a methodological study where we proposed a sampling design
with a corresponding structure of a certain statistical model, the “mixed-effect” model, that
enables the study of multi-level variation in individual reaction norms. The main aim of this
study  was  to  provide  empiricists  with  tools  to  test  theory  about  the  adaptive  nature  of
repeatable vs. non-repeatable variation in phenotypic plasticity. While developing a method to
estimate  repeatability  of  plasticity, it  became clear  to  us  that  phenotypic  plasticity  has  a
multi-level nature. We realized this because estimating repeatability of plasticity required the
quantification of variation at the among- and within-individual level. Recently, the causes of
among-individual variation in phenotypic plasticity have received increasing attention (e.g.,
(e.g., Wolf et al. 2008) while on the contrary the causes of within-individual variation have
been largely neglected (Dingemanse & Wolf 2013). In this chapter, we show with a simulated
example,  that  within-individual  variation  in  phenotypic  plasticity  can  arise  if  the  plastic
response  to  one  environmental  gradient  varies  in  response  to  a  second  environmental
gradient (Westneat et al. 2014a). We also show that novel patterns of multi-level variation can
be  revealed  with  our  proposed  methodology. For  instance,  we  show how this  approach
enables the estimation of variation among individuals in reaction norm intercepts at different
temporal  scales.  This  was  particularly  useful  for  the  empirical  component  of  the  thesis,
because we later needed to partition variation in aggressive behavior of great tits at different
temporal scales (chapter four). As part of chapter two, we also explored the performance of
different sampling designs in terms of statistical power, precision, and accuracy to quantify
multi-level variation in reaction norm components. We show that, in general, big sample sizes
are required to accurately estimate variation in these parameters, but the sample size needed
also greatly depends on the specifics of each study system. Therefore, we developed an R
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simulation package to help researchers tailor these sample design issues to the particularities
of  their  study  system.  Furthermore,  we  used  this  simulation  package  to  determine  the
robustness of the statistical  models applied to the data set  used in our empirical  studies
(chapter four).
In the third chapter, we urge researchers to combine theory and methods developed in
behavioral ecology and quantitative genetics (especially indirect genetic effects theory; e.g.,
Wolf et al. 1998) when studying labile (behavioral) characters in a social context. Phenotypes
whose expression is affected by the social environment are sometimes called “interactive”
phenotypes, because they are the result of the interaction between phenotypes of different
individuals. These types of phenotypes are very common in nature and play an important role
in population level processes. For instance, cooperative behaviors, agonistic behaviors, and
even life-history traits (e.g., extra-pair reproduction) are only expressed in a social context.
Quantitative geneticists have developed a strong theoretical and methodological framework to
study these types of traits and how they may affect the evolutionary trajectories of populations
(Wolf et al. 1998; McGlothlin et al. 2010). Despite the important role of labile characters in
mediating the interactions between individuals and their social environments, the multi-level
nature  of  the  social  environment  has  not  been  fully  integrated  into  this  framework.  For
example,  empirical  studies  within  this  discipline  investigate  how  aggressiveness  of
conspecific  partners  (“the  social  environment”)  affects  the  aggressive  behavior  of  a  focal
individual (Wilson et al. 2009). In this scenario, the social environment of one individual can
vary due to phenotypic differences between social partners (e.g., among-individual variation
in aggressiveness), but also because of phenotypic variation within a social partner due to
phenotypic  plasticity  (e.g.,  within-individual  variation  in  aggressiveness).  The  evolutionary
consequences of the social environment will  depend on the level of variation in the social
environment  that  is  affecting  the  phenotypic  expression  of  the  focal  individual.  Another
important part in the evolutionary process where the multi-level nature of phenotypes comes
into play is in the way individuals respond to the social environment. The interaction between
an  individual  and  its  social  environment  is  mediated  by  phenotypic  plasticity  (social
responsiveness)  and,  as  detailed  in  chapter  two,  plasticity  can  also  vary  among-  and
within-individuals. In chapter three we therefore detail how the multi-level nature of the social
environment  and  of  social  responsiveness  may  be  incorporated  into  the  social  evolution
framework. 
140 | General Discussion
In chapter four, we study the sources of evolutionary constraint on alternative routes to
fertilization success of male great tits. First, we considered male extra-pair and within-pair
reproduction as interactive phenotypes that are affected by the phenotypes of both the male
and the female member of the breeding pair. We showed that male fertilization strategies
depend heavily upon the phenotype of his female mate. This particular social environment
effect (as proposed in chapter three) should affect the evolutionary response to selection of
male reproductive strategies  (Wolf 2003; Brommer & Rattiste 2008) and could thus explain
abundant  among-individual  variation and phenotypic  stasis  commonly observed in  natural
populations.  This  result  highlights the importance of  the social  environment (here:  female
partners) as a source of variation that can have profound evolutionary consequences. Some
of  the  most  studied  biological  phenomena,  like  sexual  selection,  competition,  and
cooperation, are explicitly  performed in social  contexts and mediated by labile  traits.  Our
study is an empirical example of the importance of the social environment as a source of
phenotypic variation in the expression of labile traits. 
In chapter four we also studied trade-offs between male alternative fertilization routes
from  the  perspective  of  life-history  theory  (Noordwijk  &  Jong  1986;  Stearns  1989).  This
approach required the decomposition of  among- and within-individual  covariance patterns
between different fertilization routes to test specific hypotheses about the processes causing
covariation at each levels We showed that among-male trade-offs between within-pair and
extra-pair reproduction are an additional explanation for the existence of among-individual
variation in traits so closely linked to fitness. In chapter five, we corroborated this idea by
studying whether within-pair fertilizations and extra-pair fertilizations occur at the same time,
allowing for  the  possibility  of  a  trade-off  between  the  two.  We found that  as  a  result  of
spill-over  effects  of  male  within-pair  behavior  on  his  extra-pair  fertilization  behavior,  both
within- and extra-pair fertilizations indeed occurred at the same time. Therefore, investing in
behaviors  that  facilitate  extra-pair  fertilizations  may  constrain  a  male’s  ability  to  secure
within-pair fertilizations and vice-versa. This result is consistent with our finding that there is
indeed a trade-off between extra-pair and within-pair reproduction in this species. The results
in chapters four and five highlight the importance of acknowledging that trade-offs between
life history traits of an individual can result from processes acting at different levels but also in
different individuals. 
General Discussion | 141
Biological hypotheses and statistical models
One of  the  underlying themes of  this  thesis  is  the  evolutionary  implications  of  the
multi-level nature of labile characters. To study this phenomenon, we combined theory and
methods developed in quantitative genetics and behavioral ecology to test hypotheses about
the adaptive causes and evolutionary consequences of phenotypic variation at the among-
and within-individual levels. On the one hand, quantitative geneticists have developed theory
and methods to partition phenotypic variation at multiple levels, while on the other, behavioral
ecologists have developed theory about the ecological conditions where adaptive among- and
within-individual variation should evolve (Dingemanse & Dochtermann 2014). We connected
these two fields of evolutionary biology by using the mixed-effect modeling framework (Wilson
et al. 2010; Dingemanse & Dochtermann 2013) as a statistical tool for practical purposes
(e.g., estimation of parameters), but also for conceptual purposes  (Westneat et al. 2014b).
We used the statistical “phenotypic equation” (Nussey et al. 2007) as the bridge between our
biological hypotheses and the parameter estimates derived from mixed-effect models. This
allows for an unambiguous understanding of the biological processes generating phenotypic
variation and how to quantify them. In this part of the discussion, the statistical phenotypic
equation  (Nussey et al. 2007) will  be used as a backbone to discuss the generalities and
underlying assumptions of the studies that were part of the thesis.
Below is a simple version of the phenotypic equation used to detail  the multi-level
nature of labile characters.
y ij=(β0+ind0 j )+e0ij                                                                                                  Eq. 1
[e0 ij] N (0,Ωe )              Ωe=[V e0 ]                      Eq. 1.2
[ ind0 j ] N (0,Ωind )         Ωind=[V ind0 ]                                               Eq. 1.3
Here y ij is  the  expression  of  a  labile  character  at  instance  i  of  individual  j.  β0  is  the
population  mean for  the labile  character. Each individual  has an intrinsic  value,  which  is
represented as a deviation from the population mean. An individual's intrinsic value can also
be understood as its mean phenotypic value. This intrinsic value is here assumed to come
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from a normal distribution with a mean of zero and a variance estimated from the data (i.e.,
the “among-individual” variance; V ind j ). e0 ij represents the deviation of observation i from the
intrinsic value of individual j and is here also assumed to come from a normal distribution with
a mean of zero and a variance to be estimated from the data (i.e., within-individual variance; 
V e ij ). Within-individual variation is caused by the individual's plastic response to (known or
unknown) environmental  variables (assuming no measurement error).  On the other  hand,
among-individual  variation  is  caused  by  genetic  or  environmental  differences  that  have
permanent effects on an individual's phenotype (permanent environmental effects). 
Labile characters are different from fixed characters because the expression of labile
characters  is  affected by  the  environment  in  two  ways:  via  irreversible  plasticity  causing
among-individual  variation  (permanent  environmental  effects),  and  also  via  reversible
plasticity causing within-individual variation (temporary environmental effects). In equation 1,
we  explicitly  refer  to  the  temporary  environmental  effects  ( e0 ij )  causing  within-individual
variation  V e ij .  By extending equation 1, we can model the environmental  effects causing
differences between individuals by partitioning an individual's intrinsic value into its genetic
and environmental components.
ind0 j=a0 j+pe0 j           Eq. 2
[a0 j ] N (0,Ωa )           Ωa= [V a0 ]                                                              Eq. 2.2
[ pe0 j ] N (0,Ωpe )        Ωpe=[V pe0 ]                                    Eq. 2.3
 Here the intrinsic value of each individual: ( ind0 j ) partitioned into the contribution of additive
genetic effects (breeding value;  a0 j ) and the influence of permanent environmental effects
( pe0 j ). For simplicity, we do not include genetic dominance. Additive genetic and permanent
environmental effects are also assumed to come from a normal distribution with a mean of
zero and a variance estimated from the data (additive genetic variance; V a0  and permanent
environmental variance;  V pe0 , respectively). One of the main messages of my thesis is the
importance of embracing the multi-level nature of labile characters when trying to understand
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the adaptive causes and evolutionary consequences of variation in labile traits. Therefore, we
highlighted the importance of acknowledging that variation and covariation among labile traits
can be due to among-individual and/or within-individual processes. In our empirical studies
we  specifically  test  hypotheses  that  required  decomposition  into  within-  versus
among-individual  variation.  However,  we  did  not  further  partition  the  among-individual
variation into its genetic versus environmental components. In the next section, We discuss
how this  affects  the  evolutionary  inferences  that  we  can  draw and  some of  the  general
assumptions that are made when working at the phenotypic level alone.
The phenotypic gambit
Evolutionary processes can be fully understood when both phenotypic and genetic data are
available (Roff 1992). However, estimating genetic parameters is problematic in most natural
systems and tests of evolutionary hypotheses are often done exclusively using phenotypic
variation. This has the implicit assumption that phenotypes represents the underlying genetic
architecture. This assumption has been coined the “phenotypic gambit”  (Grafen 1984) and
various studies have addressed its  validity  (Reusch & Blanckenhorn 1998;  Waitt  & Levin
1998; Dochtermann 2011).  Cheverud (1988) was the first to provide support for this idea,
when he compared genetic with phenotypic correlations and concluded that the two were
sufficiently similar to justify making evolutionary inferences from phenotypic data alone. Since
then, additional support has been found in a wide range of taxa and phenotypic traits  (e.g.,
Reusch  and  Blanckenhorn  1998;  Waitt  and  Levin  1998),  but  calls  for  caution  about  its
generality have also been made, especially for traits with a large environmental component
(Sheldon et al. 2003). Given that labile traits have such a high environmental component (
V pe0 and V e ij ), it is necessary to be aware of how the assumptions of the phenotypic gambit
apply to labile characters. In the next sections, we will explicitly discuss the phenotypic gambit
in relation to labile characters and my thesis.
In  chapter  four,  we  were  interested  in  the  mechanisms  maintaining  variation  in
within-pair and extra-pair fertilization traits in male great tits. We intended to test mechanisms
maintaining this variation because, according to Fisher's fundamental theorem (Fisher 1930),
selection  should  deplete  genetic  variation  in  traits  closely  linked  to  fitness.  Fisher  was
referring explicitly to genetic variation. With this in mind, we tried to separate variation caused
by environmental effects. By quantifying among-individual variation ( V ind0 ) in male fertilization
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routes, we were able to separate the temporary environmental  effects ( V e ij ),  but not the
variation associated to permanent environmental effects ( V pe0 ). Recalling equations 1 and 2,
we  can  explicitly  show  the  assumptions  we  made  in  relation  to  the  phenotypic  gambit.
Evolutionary studies on labile  characters that  assume phenotypic  observations reflect  the
genetic  underpinning  make  the  implicit  assumption  that  permanent  and  temporary
environmental effects are similar to the genetic effects (the assumption is that a0 j≈pe0 j≈eij ).
In  our  study we actually  accounted for  the  variation  caused by  temporary  environmental
effects,  but  we could not  separate  variation due to  permanent  environmental  effects  (we
assumed  that a0 j≈pe0 j ).  This  twist  of  the  phenotypic  gambit  seems  less  problematic,
because it  relies on fewer assumptions.  In  a recent  review  Dochtermann and colleagues
(2015) showed that, in behavioral traits, about 50 % of the variation between-individuals (
V ind0 ) is underpinned by genetic variation ( V a0 ). If we can generalize from the conclusions of
this  study,  the  among-individual  variation  in  labile  characters  in  our  study  should  be
underpinned by at least some genetic variation. Therefore, it seems valid to make qualitative
evolutionary  inferences  when  studying  unpartitioned  among-individual  variation,  but
quantitative interpretations need to be done with care.
Multilevel covariation between traits
As mentioned in  the  previous section,  it  is  important  to  distinguish  the  sources of
variation in phenotypic traits in order to understand phenotypic evolution, but it is also very
important to determine the sources of covariation between traits (Lande 1979; Sheldon et al.
2003; Dingemanse & Dochtermann 2013). In different chapters of my thesis, we partitioned
the phenotypic correlation between traits into its among- and within-individual components to
test specific evolutionary hypotheses about the processes causing covariation at each level.
The  contribution  of  among-  vs.  within-individual  processes  in  the  phenotypic  correlation
between traits  is  determined by the following equation  (see Dingemanse & Dochtermann
2013):
r P0 y P0 z=r ind0 y ind0 z√( V ind0 yV ind0 y+V e0 y )(
V ind0 z
V ind0z+V e0 z )+r e0 y e0 z√(
V e0 y
V ind0 y+V e0 y )(
V e0 z
V ind0 z+V e0 z )                               Eq. 3
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Here r P0 y P0 z ,  r ind0 y ind0z ,  and  re0 y e0z represent  the  phenotypic,  among-individual,  and
within-individual (residual) correlations respectively; V ind0 y , V ind0 z are the between- individual
variances  and  V e0 y ,  V e0z represent  the  within-individual  variances  for  behaviors  y  and  z
respectively.  The  phenotypic  correlation  of  two  labile  traits  that  have  been  measured
repeatedly for the same individual is determined by: how the “intrinsic (mean) value” of each
individual  is  correlated  across  traits  (among-individual  correlation;  r ind0 y ind0z ),  and  how
deviations across instances from each individual's intrinsic values are correlated across traits
(within-individual  correlation;  re0 y e0z ).  This  is  then weighted by  the  geometric  repeatability
(roughly:  the  average  repeatability  across  the  two  behaviors).  The  among-individual
correlations  are  caused  by  the  joint  influences  of  genetic  and  permanent  environmental
effects acting on the two traits simultaneously (detailed below). The residual correlation is
caused by pleiotropic effects of environmental variables with temporary effects on both traits,
and, empirically, also by correlated measurement error. In some chapters of my thesis, we
partitioned  phenotypic  correlations  to  test  specific  evolutionary  hypotheses  about  the
processes causing covariance at each of these hierarchical levels. For example, in chapter
one we quantified the among- and within-individual correlations between behaviors expressed
during aggressive interactions of great tits to determine if there was a single underlying latent
variable that we could define as the behavioral character “aggressiveness”. We expected that
if the different agonistic behaviors were underpinned by the same latent variable, the patterns
of correlation should be similar at the among- and within-individual levels. In chapter four, we
also partitioned covariance between within-pair and extra-pair reproduction to determine the
existence  of  resource  allocation  trade-offs  between  these  alternative  fertilization  routes.
Based on life-history theory, we expected a different pattern of correlations at the different
levels, and therefore we partitioned covariation between these reproductive routes into the
among- versus within-individual components. These two levels of correlation are, importantly,
also affected by different processes which we could not explicitly disentangle in our studies.
To address how such processes could have affected the inferences of our studies, we will first
decompose the among-individual covariance between traits into its different components, and
then we will do the same for the within-individual covariance. 
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Decomposing among-individual correlations
The processes contributing to the among-individual correlations can be shown by equation 4
(Dingemanse and Dochtermann 2014).
rind0 y ind0z=r a0 y a0 z√( V a0 yV a0 y+V pe0 y )(
V a0 z
V a0 z+V pe 0 z )+r pe0 y pe0 z√(
V pe0 y
V a0 y+V pe0 y )(
V pe 0 z
V a0 z+V pe0 z )                      Eq. 4
Here  rind0 y ind0z , ra0 y a0 z ,  and  r pe0 y pe 0 z represent  the  among-individual,  genetic,  and permanent
environment correlations respectively;  V a0 y and  V a0 z are the additive genetic variance and
V pe0 y ,  V pe0 z represent  the  permanent  environmental  variances  for  behaviors  y  and  z
respectively. The additive genetic correlation is caused by pleiotropic effects of genes and
linkage disequilibrium (Lynch and Walsh, 1988). The permanent environmental correlation is
caused by pleiotropic effects of environment variables that have permanent effects on both
traits.  In  chapter  one,  our  prediction  was  that  correlations  between  behaviors  that  are
functionally related should be the same at the among- and within-individual level. A further
test of our idea would have been to determine whether the additive genetic correlation was
similar  to  the  permanent  environmental  and  the  within-individual  correlations.  If  we  had
partitioned the among-individual correlation in this study, we could have further substantiated
support  for  our  predictions.  In  chapter  4,  we  found  that  there  was  an  among-individual
correlation between extra-pair paternity gain and within-pair paternity loss. We do not know
whether this correlation is mediated by antagonistic pleiotropic effects of genes or permanent
environmental  effects.  A genetic underpinning would imply that this correlation causes an
evolutionary constraint between the fertilization routes due to the genetic architecture. If the
among-individual correlation was caused by a permanent environmental correlation, it would
imply  that  there  is  a  resource  allocation  trade-off  mediated  by  permanent  environmental
effects.  This among-individual  correlation most  likely has contributions from both of these
processes (genetic and permanent environment effects). Dochtermann (2011) has shown, for
behavioral traits, that phenotypic correlations are at least of similar sign to additive genetic
correlations.  We  can  assume  that  if  the  phenotypic  correlations  reflect  the  genetic
correlations,  the  among-individual  correlation  (as  opposed  to  unpartitioned  phenotypic
correlations)  should  be  a  better  predictor  of  the  additive  genetic  correlations.  Following
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Dochtermann  2011),  here  we  can  (as  above)  qualitative  inferences  about  the  genetic
underpinning of the among-individual correlations, but quantitative interpretations should be
taken with care.
Decomposing within-individual correlations
Similar  to  among-individual  correlations,  within-individual  correlations  between traits
can be underpinned by different processes. To show this we will partition the within-individual
correlations ( re0 y e0z ) into its different components (Brommer 2013).
re0 y e0z=rte 0 y te0 z√( V te0 yV te0 y+V mer0 y )(
V tez
V te 0z+V mer 0z )+rmer ymer 0 z√(
V mer0 y
V te0 y+V mer 0 y )(
V mer0 z
V te0 z+V mer0 z )                   Eq. 5
Where  rey e z , rte y tez , and rmer y mer z represent the within-individual, temporary environment, and
measurement  error  correlations  respectively;  V te y , V tez and,   V mer z ,  V mer z  represent  the
temporary  environmental  and  measurement  error  variances  for  behaviors  y  and  z
respectively. From this equation, we can see that within-individual correlations can be caused
by pleiotropic effects of unmeasured environmental variables and correlated measurement
error. Within-individual correlations have, for a long time, been considered a nuisance mainly
caused  by  correlated  measurement  error  (Wilson et  al.  2010;  Brommer  2013).  However,
within-individual correlations are potentially the result of a very important biological process
(e.g.,  Niemelä et  al.  2015).  To adaptively  match the surrounding environment,  individuals
need to adjust several traits simultaneously to rapidly changing environments. Multiple traits
need  to  respond not  only  to  a  changing environment,  but  also  to  various environmental
gradients (Westneat et al. 2009). The within-individual correlation may capture this integrated
multivariate  plastic  response to  the multivariate  environment  (Westneat  et  al.  2009).  This
correlation level is of paramount importance because, to plastically adapt to the environment,
functionally  related  traits  should  respond  as  a  unit  to  environmental  changes  (Pigliucci
2001a). To be more specific, the level of integration in the reversible plasticity of different traits
is  captured  by  the  temporary  environmental  correlation  ( rte y tez ).  We made this  argument
explicitly in chapter one, where we posed that the within-individual correlation captures the
integration of reversible plasticity in behaviors expressed during agonistic interactions. The
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biological inferences that can be made from the within-individual correlations are determined
by how it is affected by measurement error (Brommer 2013). Within-individual correlation can
be biased upward  due to  correlated  measurement  error  and downwards by  uncorrelated
measurement error. The degree of correlated measurement error will vary from situation to
situation,  but  it  is  possible  to  account  for  its  different  sources.  Experimental  designs
specifically  tailored  to  separate  measurement  error  are  preferred  in  other  to  reduce  its
influence (Perktaş & Gosler 2010). It is also possible to statistically tease apart the effect of
measurement error if the source is known (e.g., by modeling observer effects as we have
done  in  chapter  one).  Within-individual  correlations  have  received  very  little  biological
attention, but from an adaptive perspective they encode very important information about the
integration  of  reversible  plasticity  of  phenotypes.  We  think  that  studying  variation
among-populations and among-individuals in the level of integration of plasticity will increase
our  understanding  of  the  evolutionary  ecology  of  multivariate  plasticity  (Robinson  &
Beckerman 2013). This will require very high sample sizes in terms of number of individuals
but also in terms of repeats within-individuals. New technologies my help to overcome the
difficulty of collecting these type of data (Houle et al. 2010).
Multi-level variation in labile characters: adaptive causes
To conclude my thesis, we will discuss the different causes of phenotypic variation in
labile characters from an adaptive and developmental perspective. The different components
of  phenotypic  variation  in  labile  characters  arise  in  different  stages  of  an  individual's
developmental time line (Figure 1, y axis). In each of these stages phenotypic variation is
caused  by  different  mechanisms.  As  mentioned  in  previous  sections  of  the  discussion,
phenotypic variation in labile characters can arise due to genetic variation (Figure 1; V a0 , blue
bar), environmental variation mediated by irreversible plasticity (Figure 1;  V pe0 , green bar),
and environmental variation mediated by reversible plasticity (Figure 1; V e0 ,  red bar). The
adaptive nature of variation generated by the different mechanisms will depend on the level of
among- and within-individual variation in environmental conditions (Figure 4, x axis; detailed
below).  Among-individual  variation  in  the  environment  is  caused  by  differences  between
individuals  in  their  environmental  conditions  (e.g.,  differences  between  territories).
Within-individual  variation  in  the  environment  are  caused  by  temporal  changes  in  the
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environmental  conditions  that  each  individual  experiences  through  his  life  (e.g.,  yearly
variation in food availability). 
Genetic  variation  arises  by  mutation  and  recombination,  but  the  proportion  of  this
variation resulting in adaptive among-individual differences may be caused by environment-
dependent selection in the parental environment (Figure 1, blue bar). In other words, adaptive
differences among individuals due to genetic variation may arise if natural selection favors
different  phenotypes  depending  on  the  environmental  conditions,  and  the  environmental
differences are consistent across and within generations. For example, we can think about an
heterogeneous  environment  that  differs  spatially  in  predator  abundance.  In  this  scenario,
selection favors individuals that are more or less bold depending on the levels of predation
risk. Boldness is a heritable trait and predator abundances are typically consistent in their
spatial distribution over several generations. Therefore, in this particular example, adaptive
genetic  variation in  boldness is  expected to  exist  if  there is  among-individual  variation in
predation risk and predation risk is repeatable and predictable across and within generations. 
Adaptive individual differences due to environmental effects, mediated by irreversible
plasticity, are generated during an individuals' developmental phase (Figure 4, green bar). We
define the developmental environment, broadly, as the environmental conditions during the
time individual's are susceptible to environmental effects that will “fix” their phenotypes for life.
The developmental phase stops once an individual's phenotype is canalized or crystallized.
Therefore, given our definition of the developmental period, permanent environmental effects
can  only  affect  the  phenotype  in  the  developmental  phase.  Actually,  what  we  refer  as
irreversible  plasticity  has also  been  coined developmental  plasticity  by  other  researchers
(e.g.,  Stamps & Groothuis  2010).  These types of  environmental  effects  will  be especially
advantageous  when  early  environmental  cues  can  predict  selective  environments
experienced by individuals later in life (Gabriel et al. 2005; Kuijper et al. 2014). Compared to
adaptive genetic variation, permanent environmental effects offer individuals a way to adjust
their phenotype to future environmental conditions when there is more information about the
selective environment. Environmental cues about the “future environment” should be more
reliable  in  the  early  environment  of  an  individual  than  in  the  environment  of  its  parents.
Therefore, early environmental cues allow organisms to increase their match with their future
(selective)  environment  (West-Eberhard  1989).  Permanent  environmental  effects  are
particularly interesting when studying labile traits. From an adaptive perspective, why canalize
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potentially plastic traits if adaptation to the environment can also be achieved by reversible
plasticity? Adjusting to environmental conditions by reversible plasticity will allow individuals to
change  their  phenotype if  environmental  conditions  change.  The  existence of  permanent
environmental effects in labile traits, from an adaptive perspective, may imply that there are
costs  associated  with  relying  partly  or  totally  on  reversible  plasticity  to  cope  with
environmental conditions (DeWitt et al. 1998; Gabriel et al. 2005; Auld et al. 2010; Botero et
al. 2014). 
Reversible plasticity allows individuals to respond to current environmental conditions
and therefore adapt to variation in their environment throughout their lives (Pigliucci 2001b).
Environmental  input  mediated  by  reversible  plasticity  can  cause  both  among-  and
within-individual  variation  in  behavior.  Unpredictable  within-individual  variation  in  the
environment can only be assimilated by organisms via reversible plasticity (e.g., day to day
variation in temperature), but individuals can also rely on reversible plasticity to cope with
consistent among-individual variation in the environment (e.g.,  spatial  variation in their life
long  territory).  Therefore,  within-individual  variation  in  the  environment  will  result  in
within-individual variation in behavior and among-individual variation in the environment will
result  in among-individual  variation in behavior (Figure 4, red bar).  Additionally, reversible
plasticity can differ a great deal in speed and reversibility of change. At one extreme end of
the spectrum, some traits may respond to immediate changes in the environment, while on
the other  end,  some plastic  changes might  be relatively  slow and may seem irreversible
depending on the time scale of a study  (Gabriel  et al.  2005). Empirically, it  is sometimes
difficult  to  disentangle phenotypic  variation arising from irreversible  or  reversible  plasticity
when environmental  effects  are long lasting or  fixed during the life  time of  an individual.
Despite  the difficulty  of  disentangling these processes,  it  is  important  because these two
types  of  processes  can  have  very  different  evolutionary  implications  for  populations
(West-Eberhard 1989).
Understanding the different ways by which organisms can cope with environmental
variation  is  at  the  intersection  of  most  of  today's  biological  disciplines  (Pigliucci  2001b).
Theoreticians interested in how individuals respond to environmental variation have studied
the  ecological  conditions  where  reversible  versus  non-reversible  plasticity  should  evolve
(Gabriel et al. 2005; Botero et al. 2014). 
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Figure  1. Schematic  representation  of  the  different  processes  generating  adaptive  phenotypic
variation in relation to the moment in an individual's time line when the environment affects phenotypic
expression.  The  y-axis  represents  a  discrete  partition  of  an  individual's  time  line  (parental
environment,  developmental  environment,  and  current  environment).  Genetic  variation  causing
adaptive differences between individuals is generated in the environment experienced by parental
generations.  Variation  caused by  irreversible  plasticity  due to  permanent  environmental  effects  is
generated during an individual's developmental stage. Variation caused by environmental effects due
to reversible plasticity is generated by the current environment. On the x-axis, we depict the amount
and  type  of  environmental  variation  that  will  result  in  the  different  types  of  adaptive  phenotypic
variation. Genetic variation can only be an adaptive response to among-individual variation,  while
permanent environmental variation can also respond to among-individual variation in the environment
and also to within-individual variation in the developmental environment.  Irreversible plasticity can
cope  with  environmental  variation  of  both  types.  Environmental  effects  mediated  by  reversible
phenotypic plasticity can result in both adaptive among- and within-individual phenotypic variation.
However,  this  theoretical  framework  does  not  approach  this  problem from a  quantitative
perspective,  as  this  methodological  approach  does  not  acknowledge  that  the  phenotypic
expression of labile characters is affected by different process but in different magnitudes. On
the contrary, quantitative geneticists approach phenotypic variation in a quantitative way, by
partitioning  phenotypic  variation  into  the  different  sources  contributing  to  phenotypic
expression  (Lynch & Walsh  1998).  Because quantitative  geneticists  focus on the  genetic
component of  phenotypes, they are not as interested in studying the phenotypic variation
caused by irreversible plasticity or reversible plasticity. Conversely, behavioral ecologists have
been focusing on phenotypic variation caused by reversible plasticity for a long time (Krebs &
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Davies  1997) and  have  more  recently  developed  theoretical  models  about  the  adaptive
causes of among-individual variation  (Dingemanse & Wolf 2010). However, in their models
behavioral  ecologists  often  do  not  specify  by  which  of  the  different  processes  (genetic
variation, irreversible, or reversible plasticity) individuals are predicted to become different.
We  think  one  of  the  next  challenges  for  evolutionary  ecologists  will  be  to  integrate
developments of these different fields to study phenotypic variation in a unified evolutionary
framework. 
Conclusion
Understanding  the  different  processes  generating  adaptive  phenotypic  variation  is
important not only because it is a central theme in evolutionary ecology  (Pianka 2011), but
also  because  we  need  to  understand  how  phenotypic  variation  at  different  levels  helps
individuals and populations to cope with the rapid environmental change induced by human
activities (Thomas et al. 2004).  The findings of this thesis call for the integration of different
fields of biology to study the adaptive causes and evolutionary consequences of phenotypic
variation in labile traits. This is a promising conclusion since one of the most successful ways
to answer any scientific question is to integrate different fields of research (Kuhn 1996; Wilson
1999).  On  one  hand,  theoreticians  working  in  behavioral  ecology  and  other  fields  of
evolutionary biology should develop models that generate quantitative predictions about the
relative contributions of the different processes to phenotypic variation in a population. On the
other hand, empiricists should use appropriate experimental designs and statistical tools to
quantify  the  different  sources  of  phenotypic  variation  when  testing  theoretical  predictions
about  the  adaptive  nature  of  the  different  levels  of  variation.  The  aforementioned
developments  in  these different  fields of  evolutionary ecology will  allow them to be most
effectively integrated. Charles Darwin conceived the idea of evolution by natural selection
when he connected among- individual  variation with  among-species variation through the
process  of  natural  selection  (Darwin  1859).  He  was  not  aware  of  genetic  variation,  but
empirical  and  theoretical  developments  since  the  discovery  of  genetic  inheritance  have
refined our understanding of the processes of evolution (Huxley 1943). Currently, the different
ways by which individuals may cope with environmental variation during development and
during adulthood are being incorporated in our understanding of the evolutionary process
(West-Eberhard 2003).  My thesis helped furthering this integration of the different processes
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causing among- and within-individual variation into an evolutionary framework. Hopefully it will
stimulate multidisciplinary research to increase our understanding of the evolutionary process.
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