One of the problems with current practice in software development is that customer requirements are often not well captured, understood and analysed, and there is no clear traceable path from customer requirements to software specifications. This often leads to a mismatch between what the customer needs and what the software developer understands the customer needs.
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In addition to capturing, understanding and analysing requirements, many researchers in requirements engineering have aimed at developing methods to help software development practitioners derive software specifications from requirements. Although work exists towards this aim, such as the scenario approaches [1] and the goal-oriented approaches [22, 21] , the systematic derivation of specifications from requirements remains an open problem in requirements engineering.
We adopt the problem-oriented approach to requirements and specifications proposed by Jackson [10, 11] , in which a software specification is regarded as a behavioural description of the computing machine in terms of its shared interface with its environment; and a requirement is regarded as a description of some desired behaviour in the environment that the computing machine must eventually bring about. By separating the description of requirements from that of specifications, we can formulate a clear argument about how the requirements can be adequately satisfied by the specifications.
In this paper, we provide a practical technique to implement the idea of problem progression sketched in [11] as the basis for transforming requirements into specifications. The technique will allow us to progress a problem towards identifying its solution by carefully investigating the problem context and re-expressing the requirement statement until a specification is reached.
We use a simple heating control example to demonstrate our technique for reasons of space. Examples of a larger scale can be found in the author's PhD thesis [14] . Although our examples are not real-world case studies, they are sufficiently complex and representative of real-world situations to test our hypothesis -that the problem of systematically deriving software specifications from requirements can be solved by problem progression supported by our technique.
This paper is structured as follows: Section 2 introduces problem progression and its conceptual basis. Section 3 introduces some aspects of graph transformation used in this paper. Section 4 describes a rule-based technique for implementing problem progression. Section 5 illustrates our technique in an example problem. Section 6 discusses related work. With discussions and future work in Section 7, we conclude the paper.
BACKGROUND
In this section, we describe the aspects of Problem Frames that are relevant to our work. A systematic account of Problem Frames is beyond the scope of this paper and can be found in [11] .
Representing Problems
In Problem Frames, a problem is viewed as a requirement in a real-world context for which a software solution is sought. Problem descriptions are captured and expressed by problem diagrams, which model the computing machine, the problem world, the requirement and the phenomena that relate them.
Problem diagrams visually capture the scope of a problem and its parts. Consider an automatic heating control problem:
A modern office building needs an automatic heating control system during the cold winter months in a year. The building has a fixed pattern of usage -the building needs heating on every working day from 9:00 am till 5:00 pm, which are the regular working hours in the offices. The problem is to build a simple controller machine that will switch on the heating devices (we assume the heating devices have a mechanism to maintain the temperature) at 8:45 am and switch them off at 4:45 pm every day. The problem diagram consists of the following elements:
• The computer machine domain named Heating controller is represented by a box with double bars; the problem domain named Heating devices is represented by a box without double bars; the requirement named Heating regime is represented by a dashed oval.
• The shared phenomena between the two domains are represented by a solid line connecting them, identified by HC! {on, off}, where on and off represent the on pulse event and the off pulse event respectively, and HC! represents that these shared phenomena are controlled by the heating controller (and are observed by the heating devices).
• The fact that the requirement Heating regime constrains certain internal phenomena of the devices is represented by a dashed line with an arrowhead pointing towards the Heating devices domain, identified by {is on, is off}, where is on represents the Heating devices domain is in the on state, and is off represents the Heating devices domain is in the off state.
Problem diagrams provide a schematic organisation of the phenomena that are within the scope of the problem to be solved. Their roles in describing problems are twofold: on the one hand, they help visualize the topological complexity of the problem, i.e., an arbitrary number of application domains with varied connections could be drawn in the same problem diagram; on the other hand, for clarity of the model, they omit details of the domains' internal phenomena unless they are referenced or constrained by the requirement.
Problem Progression
The idea of problem progression was briefly introduced in [11] , reflected in the following figure. In the words of Jackson:
"You can think of any problem [expressed in PF] as being somewhere on a progression towards the machine, like this:
The top problem is deepest into the world. Its requirement RA refers to domain DA. By analysis of the requirement RA and the domain DA, a requirement RB can be found that refers only to domain DB, and guarantees satisfaction of RA. This is the requirement of the next problem down. Eventually, at the bottom, is a pure programming problem whose requirement refers just to the machine and completely ignores all problem domains."
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This discussion emphasises that we can not prematurely regard a software development problem as being very close to the computing machine. We should look at the problem in its wider context and make sure that the solution satisfies the wider problem.
In the above figure, the solution to each of the problems is represented by the same machine M. This indicates that from the initial problem at the top, we transform each problem in a solution-preserving way: the solution to the progressed problem satisfies the original problem. In each step of the transformation, we change the requirement to compensate for the reduced context by making appropriate assumptions. This is required to guarantee that the solution to the progressed problem will satisfy the initial problem when embedded in the wider context.
To us problem progression provides an important heuristic for deriving solutions to problems with complex topologies, though it falls short of producing any technique for its implementation. This is the gap that our technique intends to fill.
GRAPH TRANSFORMATION
Before describing our technique, let us introduce some basic elements of graph transformation that underpin problem progression.
In graph theory, a graph, G, consists of a set of vertices V and a set of edges E. Each edge e in E has a source vertex s(e) in V and a target vertex t(e) in V [2] . Functions s, t : E → V are named the source and target functions, respectively. So a graph can be represented algebraically as G = (V, E, s, t), where V is a (finite) set of vertices and E is a (finite) set of edges such that V ∩E = ∅ [4] . A subgraph of a graph G is a graph whose vertex and edge sets are subsets of those of G (including the mapping functions s, t : E → V ).
For example, an algebraic representation of Figure 2 is G = (V, E, s, t), where V = {u, v, x, y} is the vertex set, E = {a, b} is the edge set, with source function s : E → V : s(a) = u, s(b) = u, and target function t : Given graphs G1, G2 with Gi = (Vi, Ei, si, ti) for i = 1, 2, an injective graph morphism f : G1 → G2, f = (fV , fE) consists of two injective functions 2 fV : V1 → V2 and fE : E1 → E2 which preserve the source and target functions. that is, fV • s1 = s2 • fE and fV • t1 = t2 • fE [4] .
For example, Figure 3 shows an injective graph morphism from G1 to G2, where every edge in G1 maps to one distinct edge in G2, and every vertex in G1 maps to one distinct vertex in G2. Formally: G1 = ({u, v}, {a, b}, s1, t1), with s1(a) = u, s1(b) = u; t1(a) = v, t1(b) = v; and G2 = ({p, q, x, y}, {e, f }, s2, t2), with s2(e) = p, s2(f ) = p; t2(e) = q, t2(f ) = q. 2 In discrete mathematics [16] , a function f : A → B is injective, if f (x1) = f (x2) only when x1 = x2, where x1, x2 ∈ A and f (x1), f (x2) ∈ B. The sets A and B are known as the domain of f and the codomain of f , respectively. f : G1 → G2 = (fV , fE) is an injective graph morphism, because fV : V1 → V2 : fV (u) = p, fV (v) = q is injective (the fact that vertices x and y in V2 have no pre-image in V1 does not prevent fV from being injective), and fE : E1 → E2 : fE(a) = e, fE(b) = f is injective.
consists of graphs L, K, and R, called the left-hand side, the interface, and the right-hand side, respectively, and two injective graph morphisms l : K → L and r : K → R [4] .
Because of the injective morphisms, the interface K remains the common structure shared between L and R. In other words, graph K represents the subgraph which is common to both L and R under the production rule, while other graph structures (those represented by the sets L\K and R\K -"left-over" structures due to the injective functions -the codomain of an injective function may have extra elements that are not mapped by the function) represent those structures which are different. Injective morphisms only allow a graph to grow, not shrink, because they do not allow two elements to be collapsed into a single element. As a result, two injective morphisms applied to a common source (K) will expand the source in two different ways (L and R). The results of both mappings will have K as a common subgraph.
Production rules are the basis for the definition of graph transformation. Suppose that we have a graph G and a production rule p = (L l ← K r → R); transforming G by using p means the following:
• identifying a subgraph in G which matches the structure of L. Formally we do this through an injective graph morphism m : L → G called "match"; and
• transforming m(L) according to p. This has the effect of replacing the subgraph m(L) in G with a subgraph whose structure is defined through p, which leads to a new graph H.
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The shaded straight arrows represent injective graph morphisms, while the shaded bent arrow represents graph transformation. For brevity we use the same names for elements which remain invariant in the rule and throughout the transformation, for instance, v1, lv 1 , e1, le 1 in the rule, and v 1 , l v 1 , e 1 , l e 1 in the transformation.
The production rule specifies that the "left-over" elements in L, i.e., e3, v4, le 3 , and lv 4 , are deleted, and that the "leftover" elements in R, i.e., e4 and le 4 Figure 4 .
In this paper, we describe a restricted set of manipulations of a problem diagram during problem progression, presented as a set of graph transformations. To do this, we use the following associations between problem diagram artefacts and graph elements [14] : domain boxes and requirement ovals are both encoded as vertices. Arcs linking domains to domains and dashed arcs linking domains to requirements are both encoded as edges.
A RULE-BASED APPROACH TO PROB-LEM PROGRESSION
In this section, we introduce a rule-based technique for implementing problem progression.
Progression Rule Classes
We define three classes of progression rules:
1. the Reducing through Cause and Effect rule class: rules in this class generate a new requirement statement by replacing effects with causes, or causes with effects, based on the causal relations identified among events in domain descriptions. This rule class allows us to reason through the properties (behaviours) of a domain, thus allowing the requirement constraint or reference to be restated based on causal chains within domain descriptions.
2. the Changing Viewpoint rule class: rules in this class generate a new requirement statement based on the differing perspectives of domains sharing an event: switching from the perspective of a domain controlling the event to that of a domain observing the event, and vice versa. This rule class allows us to reason through the shared phenomena among domains.
3. the Removing Domain rule class: rules in this class are used to simplify problem diagrams, allowing us to remove a domain from consideration in the analysis, as long as corresponding assumptions are explicitly stated in the rewritten requirement. This rule class allows us to remove a domain and its shared phenomena in order to simplify further analysis.
Rule Class Specialisation
In order to achieve a complete coverage of all possible problem topologies, we specialise each of the above rule classes into sub-rules. We need the specialisation for implementation purposes. [14] has shown that these sub-rules are underpinned by graph production rules, and problem progression can be regarded as a sequence of graph transformations implemented following these production rules. For details on how they are derived from the above 3 rule classes and how the completeness of these sub-rules is guaranteed, please refer to [14] .
A WORKED EXAMPLE
In this section, we demonstrate our technique in the simple heating control example. For more complex examples, please refer to [14] .
First of all, in order to apply our rules, we need to highlight any causal relationship by adding the causal statement to the relevant domain as a dog-eared box, as in Figure 5 for our example problem.
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Heating regime
Internal events is_on and is_off are caused by on and off commands received, respectively.
Figure 5: Highlighting causal relationships with dogeared boxes
Note that in the dog-eared box, ↑is on represents the event through which the Heating devices domain changes (from other states) into the is on state; similarly ↑is off represents the event through which the domain changes (from other states) into the is off state 4 . We progress this problem in three steps: m
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Heating regime HC! {on, off} {is_on, is_off} idea can be described more generally by the concept of typed graphs [16] , where a fixed type graph TG serves as abstract representation of the class diagram. Its object diagrams are graphs equipped with a structure-preserving mapping to the type graph, formally expressed as a graph homomorphism. Figure 1 shows examples of an object and a class diagram in UML notation [75] modeling some data objects of a banking application. The (instance graph representing the) object diagram on the left can be mapped to the (type graph representing the) class diagram by defining type(o) = C for each instance o : C in the diagram. Extending this to links, preservation of structure means that, for example, a link between objects o 1 and o 2 must be mapped to an association in the class diagram between type(o 1 ) and type(o 2 ). By the same mechanism of structural compatibility we ensure that an attribute of an object is declared in the corresponding class, etc.
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Internal events is_on and is_off
are caused by on and off commands received, respectively. Figure 6 : Applying the effect-to-cause rule to the heating control problem diagram 1. applying the Reducing through Cause and Effect rule: from the effects, i.e., events ↑is on and ↑is off, the original requirement statement Heating regime -"the heating devices should be switched on [ event ↑is on occurs] at 8:45 am and switched off [ event ↑is off occurs] at 4:45 pm every day", is re-expressed as Command received -"the heating devices should receive the following commands from the heating controller: the on pulse command at 8:45 am and the off pulse command at 4:45 pm everyday", which is described in terms of their causes, i.e., events on and off. This rule can be applied because domain Heating devices' properties contain causal relationships: "Internal events ↑is on and ↑is off are caused by on and off commands received, respectively", which is represented in a dog-eared box in Figure 6 .
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(This means that, e.g., edges that appear in both L and R are connected to the same vertices in both graphs, or that vertices with the same name have to have the same type, etc.) The left-hand side L represents the pre-conditions of the rule while the right-hand side R describes the post-conditions. A graph transformation from a pre-state G to a post-state H, denoted by 2. applying the Changing Viewpoint rule: switching the viewpoint on the shared events on and off from the observer domain Heating devices to the controller domain Heating controller, the requirement is re-expressed in the heating controller's perspective (in Figure 7) , i.e., Controller command : "the heating controller should issue the on command at 8:45 am and the off command at 4:45 pm every day". m idea can be described more generally by the concept of typed graphs [16] , where a fixed type graph TG serves as abstract representation of the class diagram. Its object diagrams are graphs equipped with a structure-preserving mapping to the type graph, formally expressed as a graph homomorphism. Figure 1 shows examples of an object and a class diagram in UML notation [75] modeling some data objects of a banking application. The (instance graph representing the) object diagram on the left can be mapped to the (type graph representing the) class diagram by defining type(o) = C for each instance o : C in the diagram. Extending this to links, preservation of structure means that, for example, a link between objects o 1 and o 2 must be mapped to an association in the class diagram between type(o 1 ) and type(o 2 ). By the same mechanism of structural compatibility we ensure that an attribute of an object is declared in the corresponding class, etc.
Rules and transformations.
A graph transformation rule p : L → R consists of a pair of TG-typed instance graphs L,R such that the union L ∪ R is defined. (This means that, e.g., edges that appear in both L and R are connected to the same vertices in both graphs, or that vertices with the same name have to have the same type, etc.) The left-hand side L represents the pre-conditions of the rule while the right-hand side R describes the post-conditions. 3. applying the Removing Domain rule: assuming the Heating devices' domain properties (i.e., assuming that on and off commands will cause ↑is on and ↑is off respectively), the domain Heating devices and its shared phenomena are removed from the diagram (in Figure 8) , resulting in the transformed problem diagram in Figure 9 . The re-expressed requirement Controller command' becomes: "assuming that the Heating devices' domain properties hold, the heating controller should issue the on command at 8:45 am and the off command at 4:45 pm every day". A graph transformation from a pre-state G to a post-state H, denoted by The above is only a simple exercise to show that any controller that satisfies the specification Controller command' will satisfy the original requirement Heating regime.
RELATED WORK
Jackson and Zave [12] demonstrate how the specification of a coin-operated turnstile can be derived from a requirement. Their approach uses a logical constraint language to help with the reasoning and transformations. Our approach provides a formal underpinning of such transformations and it is systematic in the sense that we can always find and apply an appropriate set of sub-rules to a complex problem diagram, and thus help guide the analyst through the derivation process.
Hall, Rapanotti and Jackson [7] have provided a set-based denotational semantics for underpinning Problem Frames, in which the meaning of a problem diagram is interpreted as a "challenge" to find an element of a set. Further work along this line [15] strives to construct the solution set using the Lai's quotient operator [13] based on Hoare's CSP [9] . The derived specification is then expressed in CSP.
Rapanotti, Hall and Jackson [17, 8] have given a formal conceptual framework for problem-oriented software engineering (POSE), where problem progression is one of many problem transformational classes. In that framework, problem progression consists of two steps -removing shared phenomena and removing domains from a problem context. Their work focuses on deriving software code from requirements in software engineering while our work focuses on deriving specifications from requirements in the context of Problem Frames.
Seater and Jackson [18, 19] have done some related work on deriving specifications from requirements in the context of Problem Frames, in which the requirement is transformed into a specification, and, as a by-product of the transformation, a record of domain assumptions, which they call "breadcrumbs", are produced as justification for the progression. The focus of the transformation is on rephrasing the requirement progressively until it is expressed as a machine specification, while developing domain assumptions which make the requirement transformation sound. They call such transformation "requirement progression" as their focus is rewriting the requirement rather than transforming the whole problem as we do in this paper. Their recent work [20] describes a set of preconditions that can be used to ensure that no ill-formed problem diagrams are generated, and they have proposed some good heuristics as future work.
DISCUSSIONS AND FUTURE WORK
In this paper, we have presented a technique for transforming requirements into specifications in the context of Problem Frames. Next, we will discuss the technique and raise some open issues for future work.
Injective Matching in Problem Progression
We have defined that our progression rules have to be matched injectively before they can be applied in problem progression. This is an important rule application condition which we believe can formally guarantee that our graph transformation system is convergent, that is, repeated rule applications to an input graph always terminate and yield a unique output graph [5] . The works by Habel et al. [5, 6] have provided formal proofs for the convergence.
In our transformation system, each sub-rule is associated with its particular application conditions that rely on the matching of the types of the vertices (i.e., domains or requirements) and edges (i.e., phenomena), and some identified patterns of control and causal relationships in natural language [14] . The matching of these conditions inevitably involves some human intervention, e.g., stakeholders' intuition or domain expertise.
We would like to extend our technique in the following direction: progressing problems with many application domains may require many tedious steps of rule applications. A tool is needed for mechanising such transformations without sacrificing rigour. As an initial step, perhaps the tool will allow stakeholders to help the identification of control and causal phenomena, which will be used for justifying the injective matching of our progression rules. Then the tool will mechanically search and identify all sound instances of graph transformation convergence, which will be prioritised and selected by the requirements engineer. That may be the best effort we (as academic researchers) can make to bring our research results closer to requirements engineering practice.
Practicality of Our Technique
Our technique is based on causality, and its complexity lies in identifying causal relationships within domain descriptions. In [14] , we have classified and elaborated the notion of causality in order to facilitate the organisation and representation of complex causal relationships. This may help in eliciting the required knowledge from problem stakeholders for the analysis of a particular problem. Therefore, we claim that our causality-based technique could fit within many RE practices, thus having the potential to be adopted by practitioners. Again tool support is an initial step in evaluating our technique and substantiating our claim.
Other Problem-Solving Techniques
The solution we have presented is partial, as can be seen from the worked example. Other problem-solving techniques are needed. From requirements to specifications, it may be close to the best we can do: we have by necessity been limited to the recognition and manipulation of unambiguous descriptions of causal relations.
One difficulty we have not addressed is that in any realworld development context there will typically be many validating stakeholders, such as customers, legislators and regulators, each of whom will have a different view on what are the important (and obvious) causal relations. This leads us to consider whether the conceptual basis we have worked with is indeed a complete picture: it may be that, because of the differing views of stakeholders, problems need to be parameterised for each of them. In this case, it is the intersection of the stakeholders' solutions that must be found. Future work may consider how our approach can be extended to generate a solution within that intersection. One remedy might be to begin with descriptions whose meaning is agreed by all stakeholders before commencing the solution process we have presented. In this case, the framework we have provided becomes as general as possible.
Another area for future work is that we have tried to provide a framework for constructing solutions to problems, ensuring that if we start from a valid problem description, through transformation the solution will be valid too. We note that a framework for solution synthesis is much more demanding than a framework for problem analysis: solution synthesis requires problem analysis as an initial part, as well as creative steps that generate solutions from problems. We have gone some small way to show how this can be done with our technique, but there is still some way to go to provide tools adequate for computing as engineering.
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