We investigate the structure of solutions of boundary value problems for a one-dimensional nonlinear system of pseudodifferential equations describing the dynamics (rolling) of p-adic open, closed, and open-closed strings for a scalar tachyon field using the method of successive approximations. For an open-closed string, we prove that the method converges for odd values of p of the form p = 4n + 1 under the condition that the solution for the closed string is known. For p = 2, we discuss the questions of the existence and the nonexistence of solutions of boundary value problems and indicate the possibility of discontinuous solutions appearing.
Introduction
We change the arguments of the fields, ψ(t) = Ψ(t 2 log p), ϕ(t) = Φ(t 2 log p).
In the class of measurable functions (ψ, ϕ) satisfying growth condition (5.2) (see below) for γ = 1 or γ = 2, system (1.6) becomes the classical system of nonlinear integral equations
(1.8b) Equation (1.4) (Eq. (1.8b) for ψ = 1) for an open string also assumes a similar form,
(1.9)
In accordance with vacuum solutions (1. 
It is therefore natural to consider them in some algebras of generalized functions in D ′ (R d ) whose Fourier transforms are analytic functionals in the space Z ′ [3] , [4] . Only real solutions of system (1.3) are physically interesting, and we consider precisely these solutions in what follows.
If (Ψ(t, x), Φ(t, x)) is a solution of system (1.3), then all its shifts and all its reflections are also solutions of it. If p is an odd number of the form p = 4n + 1, then (−Ψ(t, x), −Φ(t, x)) is also a solution of the system. Therefore, the solution of system (1.3) is not unique (if it exists).
Many investigations of physicists and mathematicians widely applying computer techniques are devoted to this new class of equations with an infinite number of derivatives (see [1] , [2] , [4] - [14] , and the references therein). The interaction is nonlocal in string field theory [5] , essentially distinguishing it from the classical local field theory. These equations are extremely interesting not only for p-adic mathematical physics but also for cosmology [7] , [9] , [13] . In essence, these problems relate to the classical mathematical analysis because only an integer p remains here as one of the p-adic numbers, which, moreover, need not be prime.
In this paper, we study the structure of solutions for open, closed, and open-closed strings in the framework of the suggested model. In Sec. 2, we list some well-known mathematical results for the open string (boundary value problem (1.9), (1.11)). In Sec. 3, we transfer many results for an open string to the closed string (boundary value problem (1.8a), (1.10)) practically unchanged. For odd p, we use the method of successive approximations for even solutions with two zeros. For even p, we prove (Theorem 1; also see [8] ) that there are no continuous even nontrivial solutions nondecreasing for t > 0. Therefore, continuous solutions in this case must either have at least four zeros or be discontinuous with jumps of the first kind. In Sec. 4, we prove that the method of successive approximations converges for an open-closed string (boundary value problem (1.8), (1.10), (1.11)) with p of the form p = 4n + 1 (Theorem 2) in the case of boundary value problem (1.8b), (1.11) for an odd solution having one zero under the condition that an even solution of boundary value problem (1.8a), (1.10) is known. We describe the solution structure. In Sec. 5, we give some necessary properties of the integral operator K γ = e 1/(4γ)∂
Open string
The dynamics of an open string are determined by integral equation (1.9 ) and boundary conditions (1.11). The following propositions hold for solutions ϕ of Eq. (1.9). Proposition 1. If the solution ϕ(t) is bounded, then the function ϕ(t) = 0, ±1 for odd p and the function ϕ(t) = 0, 1 for even p are solutions. If the solution ϕ(t) does not reduce to a constant, then it is piecewise analytic (continuous for odd p) with the estimate
(2.1)
Proposition 3. Integral equation (1.9) is equivalent to the boundary value problem
for the heat conduction equation [11] .
We point out that the variables x and t in Eq. (2.2) have been interchanged compared with the classical heat conduction equation.
By a solution of boundary value problem (2.2), (2.3), we mean any measurable function u(x, t) satisfying growth condition (5.2) with respect to t for γ = 1. The function u(x, t) is called an interpolating function between the solution ϕ and its pth power ϕ p . We note that the interpolating function is given by the Poisson formula for Eq. (2.2),
The following proposition holds for the zeros of the interpolating function u(x, t).
Proposition 4 (Theorem on the branching of zeros for the function u(1, t) = ϕ p (t)) [11] , [14] . Let the function u(x, t) have a zero of even multiplicity 2n at the point t = 0. Then the equation
has exactly 2n distinct simple real zeros,
where λ k , k = 1, 2, . . . , n are positive roots of the Hermite polynomial, H 2n (λ) = 0.
For example, if n = 2, then we have λ 4 − 12λ 2 + 12 = 0, and hence
, then the solution ϕ expands in a series in the Hermite polynomials [11] ,
7)
and the function ϕ p (t) expands in a Taylor series,
which converges uniformly on every compact set in R.
hold, where V n are modified Hermite polynomials,
The space L α 2 is defined in Sec 5.
Proposition 6. Let ϕ(t) be a solution of Eq. (1.9), and let t = 0 be a zero of multiplicity σ ≥ 1 for the function ϕ p (t). Then the relations
hold [4] . The function ϕ(t) has at least σ sign changes [11] .
Proposition 7a. For odd p and σ, the solution ϕ(t) changes sign at zero, and the asymptotic relation
holds.
Proposition 7b. For even p, the multiplicity σ is even, and we have a > 0. If ϕ(t) changes sign at zero, then
Proposition 7c. If ϕ(t) does not change sign at zero, then a > 0, the multiplicity σ is even, and
14)
The following propositions hold for solutions of boundary value problem (1.9), (1.11).
Proposition 8. For odd p, there is a solution ϕ(t) that is continuous, realanalytic for t = 0, odd, and increasing. It has one simple zero at t = 0, and relations (2.11) and (2.12) hold for σ = 1 [4] , [10] , [12] .
Proposition 9. For even p, there are no continuous solutions that are either nonnegative or have only one change of sign. If there is a continuous solution with two zeros, then it has exactly two sign changes [11] . Here, discontinuous solutions with discontinuities of the first kind are possible.
Proposition 10. Let u(x, t) be an interpolating function between a solution ϕ and its pth power ϕ p . Then the conservation law
and the inequality
hold.
Proposition 11. For odd p, the inclusions
hold, the function ϕ p (t) has finitely many zeros, and all its zeros have a finite multiplicity. The number of sign changes of ϕ(t) is not greater than the number of zeros for ϕ p (t) and not less than the maximum multiplicity of zeros for this function. If ϕ p (t) has only three zeros, then the solution ϕ(t) has three changes of sign [11] .
Proposition 12. For even p, the inclusions
converges, and if the function ϕ(t) has a constant sign for t < c, then the inclusions
The set of zeros of the function ϕ p (t) is finite or countable and bounded above. We let t 0 , t 1 , . . . , t k → −∞ denote these zeros and σ 0 , σ 1 , . . . denote their multiplicities [11] . By the Hadamard theorem (Lemma 2 in Sec. 5), the inequality
Here, the following questions arise.
1. Does a continuous or discontinuous solution of boundary value problem (1.9), (1.11) exist for even p?
2. Does a change of sign of the solution ϕ(t) at a zero of the function ϕ p (t) always occur?
3. Are the multiplicities of zeros of the function ϕ p (t) only odd for odd p and only even of the form 2(2n + 1) for even p?
Closed string
The dynamics of a closed string are determined by integral equation (1.8a) and boundary conditions (1.10). Equation (1.8a) reduces to Eq. (1.9) by replacing p with p 2 and the operator K 1 with K 2 (see Sec. 5). Therefore, Propositions 1-6 in Sec. 2 relating to bounded solutions of Eq. (1.9) also hold for Eq. (1.8a). Propositions 9-11 in Sec. 2 hold for boundary value problem (1.8a), (1.10), and Propositions 8 and 12 are replaced with the following propositions.
Proposition 8
′ . There are no nonnegative continuous solutions except ψ(t) = 1. For even p, discontinuous solutions with discontinuities of the first kind are possible [4] .
Proposition 12
′ . The function ψ p 2 has finitely many zeros for both odd and even p, and the inclusions
therefore hold.
To construct an approximate solution of boundary value problem (1.8a), (1.10), we use the method of successive approximations elaborated in [4] and [10] for an open string in the case of odd p. We seek an even solution ψ(t) with two zeros ±t 0 . Let the successive approximations be given by the recursive formula
Here, the operator K 2 is determined by formula (5.1) (see below) for γ = 2. For an even function ψ, it becomes
We calculate the second approximation. We have
whence we derive the formula
3) The function ψ 2 (t) constructed using formula (3.3), as well as the function ψ 1 (t), is a good approximation to the solution of boundary value problem (1.8a), (1.10). To find the zeros ±t 0 of ψ p 2 2 (t), we must solve the equation
Examples. Let p = 3 and α = 0, 1. Then determines a β-dependent solution to which the iterations rapidly converge (and the zeros t n 0 , n = 0, 1, 2, are therefore indistinguishable in Figs. 1 and 2) . We hence have a one-parameter family of approximate solutions depending on the parameter β in the initial function ψ 0 . But the convergence proof for successive approximations demonstrated in [4] , [10] , and [12] for an open string does not apply in this case. Nevertheless, the following proposition holds.
Proposition 13. Let p be odd. If there is a continuous even solution ψ(t) with the two zeros t = ±t 0 for the boundary value problem (1.8a), (1.10), then these zeros are simple, and the relations
hold, where
Proof. We show that the zeros ±t 0 are simple. Indeed, if the zero t 0 is multiple, then the first derivative of ψ p 2 (t) must vanish at the point t 0 . But ψ(t) and consequently ψ p 2 (t) change sign at t 0 . Therefore, the second derivative of ψ p 2 (t) also vanishes at this point. This means that the multiplicity of the zero t 0 of this function is not less than three, and the number of its sign changes must therefore be not less than three (see Proposition 6), which contradicts our assumption.
The following negative result, first stated in [8] , holds for boundary value problem (1.8a), (1.10) with even values of p. Proof. Let ψ(t) ≡ 1 be a continuous even solution of boundary value problem (1.8a), (1.10), and let ψ(t) be nondecreasing for t > 0. Then ψ(0) < 0 because the function ψ(t) would otherwise be nonnegative for all t ∈ R by our assumption, which would contradict Proposition 8 ′ . Therefore, there is a point t = t 0 such that ψ(t) < 0 for all t, 0 ≤ t < t 0 , and ψ(t 0 ) = 0. On the other hand, the function ψ ′ (t), t ≥ 0, is nonnegative and continuous everywhere except at t 0 , where it has an integrable singularity (see Proposition 7), Furthermore, ψ ′ (∞) = 0 (see Proposition 2). According to Lemma 4 (see Sec. 5), the relation
holds, which leads to a contradiction for 0 < t < t 0 because p 2 − 1 is an odd number, and therefore ψ p 2 −1 (t) < 0 for 0 < t < t 0 .
The meaning of the above proposition is that nontrivial even solutions of boundary value problem (1.8a), (1.10) must either have an even number of zeros not less than four (see Proposition 11) or be discontinuous.
Open-closed string
The dynamics of an open-closed string are determined by system (1.8) and boundary conditions (1.10) and (1.11). Boundary value problem (1.8a), (1.10) describes a closed string, and the solution of this problem was discussed in Sec. 3.
Let ψ 0 (t) be a known even solution of (1.8a), (1.10) such that the multiplicities σ k , k = 1, 2, . . . , m, of zeros of ψ p 2 0 (t) satisfy the inequality
Substituting this solution in Eq. (1.8b) , we obtain the equation
where the operator K 1 is given by formula (5.1) for γ = 1. To solve Eqs. (4.2), we introduce a new unknown function,
Substituting (4.3) in Eq. (4.2), we obtain the integral equation
where we introduce the notation
The function v has the following properties: |v(t)| > 1, t ∈ R; it is even; it is (real-)analytic everywhere except at finitely many zeros of ψ 0 (t), where it has an integrable singularity by condition (4.1) (see Propositions 7a and 7c with p replaced with p 2 ) and satisfies boundary conditions (1.10); and by (3.1) (because
hold. We prove the estimate
Indeed, by (4.6), we have
Estimate (4.7) implies the inequality We now assume that p is an odd number of the form p = 4n + 1. In this case, we have v(t) > 1, t ∈ R, by (4.5). As in the case of an open string [4] , [10] , we seek an odd solution χ(t) of boundary value problem (4.4), (1.11) by the method of successive approximations,
The approximations χ n (t), n = 1, 2, . . . , are odd, continuous, and positive functions. They increase for t > 0, vanish at the point t = 0, and tend to unity as t → ∞. Every entire function χ p n (t), n = 1, 2, . . . , has a simple zero at t = 0. The simplicity of the zero follows from (4.10) in view of the relations
We prove that there are positive numbers η and θ such that
We introduce the function
It is continuous and positive for t > 0 and tends to unity as t → ∞. By (4.11), its limit as t → 0 exists and (according to L'Hospital's rule) is finite. Consequently, there are some numbers a and b, 0 < a < b, such that a ≤ f (t) ≤ b, t ≥ 0, whence inequality (4.12) for η = a 1/p and σ = b 1/p precisely follows. Multiplying (4.12) by v, applying the operator K 1 , and recalling that the kernel of K 1 is nonnegative, we obtain the inequalities
whence we use (4.10) to derive the inequality
and so on. As a result, we obtain the inequalities
χ n (t), n = 2, 3, . . . , t ≥ 0.
Arguing as in [4] , we now conclude that the sequence of iterations χ n (t), n = 0, 1, . . . , converges uniformly on R to the solution χ(t) of boundary value problem (4.3), (1.11) for p of the form p = 4n + 1. We have thus proved the following theorem. (t), t ∈ R, 1 − |ϕ| ∈ L 1 (R), (4.14) where χ is an odd solution of boundary value problem (4.3), (1.11) with one zero and the constant C depends only on ψ 0 (see Fig. 3 ).
Remark. In Theorem 2, each of the even solutions of boundary value problem (1.8a), (1.10) that were described in Sec. 3 can be taken as the solution ψ 0 .
In the case of a number p of the form p = 4n+3, the proof that the presented method converges does not apply, but successive approximations (4.9) seem to converge.
Proof of the lemmas. For γ = 1, Lemmas 1 and 2 were proved in [11] and Lemma 3 in [4] . They are proved similarly for γ = 1. We prove that (K γ f )(t) is an increasing function for t ≥ 0. By assumption, f (t) contains no singular part, the derivative f ′ (t) therefore satisfies the condition f ′ (t) ≥ 0 almost everywhere, and the formula for integrating by parts holds for a product with smooth functions. Using the rule for differentiating a convolution [3] , we obtain the inequality
for odd functions f (t), t ≥ 0. A similar argument can also be used for even functions f .
