Neural networks for estimation, such as the multilayer perceptron (MLP) and functional link net (FLN), are shown to approximate the minimum mean square estimator rather than the maximum likelihood estimator or others. Cramer-Rao maximum a posteriori lower bounds on estimation error can therefore be used to approximately bound network training error, when a statistical signal model is available for its inputs and the desired outputs are Gaussian. The bounds help the user to determine when to stop training, and to determine how close to optimal the neural net's performance is. When a linear preprocessor is sought to compress raw data, before it is input into a neural network, the bounds can be used to determine the relative optimality of several candidate linear preprocessors or transforms. A method is proposed for re-ordering the rows of the prepr ocessor's transform matrix. It is shown that a single linear transformation can be used, even when more than one parameter is estimated by the network.
I. Introduction
In the past several years, neural networks [1] [2] [3] [4] have been used for many tasks, including classification and mapping. There have been many useful theoretical results concerning the capabilities of neural nets. They have been shown to approximate Bayes classifiers when trained using the mean square error (MSE) objective function [5, 6] . They have been shown to have good approximation capabilities [7] [8] [9] [10] . Bounds on mapping performance, in the absence of noise, have been found [11] . In parameter estimation [12] , which can be considered to be a mapping problem in which the inputs have noise, neural networks are beginning to find use [13] [14] [15] . One major parameter estimation application is the inversion of terrain parameters from microwave measurements, in remote sensing [16] [17] [18] [19] [20] . Another major application is power load forecasting [21, 22] , in which an electric utility uses past and present power loads, past and present temperature, and other inputs to predict power load one hour, one day, or one week in the future.
Several problems remain in neural net parameter estimators. It is not known whether such estimators emulate maximum likelihood estimators or minimum mean-square estimators. Similarly, it is not known whether straight Cramer-Rao bounds or Cramer-Rao maximum a posteriori (MAP) bounds on estimation error variance are appropriate. It is not clear how close neural network parameter estimators come to being optimal. Because of the scaling difficulties of neural nets, it is advantageous to compress their inputs via linear transforms. However, it is not clear which of the many available transforms should be used. It is not clear which subset of the transform coefficients are theoretically the most useful. It has been observed that network estimation performance can deteriorate as new inputs are added and the network is retrained. It has been found that having a separate network for each parameter often works better than having a single network trained to estimate multiple parameters.
In this paper, neural nets are related to optimal minimum mean square parameter estimators.
In section II, the limit of neural network training error is found. It is pointed out that the CramerRao MAP bounds are bounds on the limit of the training error. These bounds require a statistical signal model of the noisy inputs, and can be tight when the parameters are Gaussian. In section III, these bounds are used in the theoretical evaluation of linear pre-processors. An efficient method is shown for evaluating the bounds. The bounds are used to evaluate the relative performances of transforms used as linear pre-processors. In section IV, a method is proposed for re-ordering the transform's coefficients. An objective function is proposed for combining the bounds for the multiple parameter case. An order function is proposed, as a method for determining the best subset of an given transform's coefficients. Examples are provided in section V to illustrate the proposed methods. In our analyses of the second example, it becomes clear why adding extra input features can sometimes cause a decrease in the performance of the network.
II. Parameter Estimation Using Neural Networks
Here we show that when a neural network, such as the MLP, is applied to the problem of parameter estimation, it approximates the optimal minimum mean square (MMS) estimator [12] in an analogous fashion. Additionally, lower bounds on the variances of MMS estimation errors are presented.
A. Limit of Neural Network Training Error
Consider an M-dimensional random vector V representing an observation. Let 2 be an N pdimensional vector of parameters we wish to estimate. The MMS estimate 2 MMS which minimizes the mean square error
is known [12] to be In many cases, equation (2) is difficult, or impossible to evaluate analytically. More tractable alternatives such as maximum likelihood (ML) and MAP estimation are frequently used instead for algorithm development and performance bounds. These are discussed in the next sub-section.
However, one need not compromise if a neural network-based approach is adopted as the network can approximate the regression characteristic of equation (2) . This is demonstrated theoretically We motivate minimum mean square estimation via neural networks by the following lemma and proof.
Lemma: If the neural network F(V, W) minimizes , s (W), in the limit as N v approaches 4, then it
is the minimum mean square estimator of 2.
Proof: As N v becomes arbitrarily large, by the Strong Law of Large Numbers [23] , equation (3) will tend to where p(V, 2) is the joint probability density function (pdf) of V and 2. Since p(V, 2) = p(2*V)p(V) we can rewrite (4) as Minimizing equation (5) above is equivalent to minimizing the quantity in brackets which in turn is minimized when
A sufficiently complex MLP can approximate the regression characteristic E[2*V] [7] [8] [9] [10] provided that: (1) the topology is of sufficient complexity, (2) the output activation functions have sufficient range to span the parameters to be estimated, (3) unlimited training data are available that are representative of the underlying statistics, and (4) training successfully minimizes , s (W).
B. Lower Bounds on Neural Network Estimation Variance
In MAP estimation [12] , rather than minimizing E[2*V] directly, one tries to minimize the conditional density
evaluated at V equal to the observation V. The MAP and MMS estimates are equivalent when p 2*V has its maximum at 2 MMS [12] . The denominator of equation (7) can be ignored as it is a constant that depends only on the observation. For computational convenience we take the log of both sides to yield the log-likelihood function (LLF)
, and 7 AP = Rn(p 2 ). The superscripts MLE and AP respectively stand for maximum likelihood estimation and a-priori.
The elements of the MAP Fisher information matrix (FIM) J MAP are obtained by [12] where E 2 [@] denotes expected value over the parameter vector 2 and E N [@] denotes expected value over the noise. Assume that the elements v k of V are modelled as where the elements S k and E k are respectively elements of the signal and Gaussian noise vectors S and E. S is a deterministic function of the parameter vector 2. The M by M covariance matrix of V or E is denoted by C V . The elements of J MAP in (9) can now be evaluated as
V ' @Z 
III. Theoretical Evaluation of Linear Pre-processors
Neural networks require training for use as parameter estimators. 
estimator, which reduces the size of the network topology and hence the computation speed.
In Fig. 1 , a parameter estimation system is shown which consists of a linear preprocessor and an MLP neural network. Given a set of linear transform matrices M, our goal is to determine which linear transform is the most optimal. For a given parameter 2 n from the vector 2, and for a given value for M, the optimal transform is that which yields the lowest
Cramer-Rao MAP bound on var(2 n N-2 n ).
A. Efficient Bound Calculation
In this subsection we develop efficient methods for calculating the MAP bounds. The covariance matrix of the feature domain noise, C v , is calculated as For simplicity, let's assume that (1) V has Gaussian noise, (2) the covariance matrix C v is diagonal, and that (3) 2 is Gaussian. The first assumption is usually good, even if the noise vector E is nonGaussian, because of the central limit theorem. Note that the noiseless signal component S of V is not Gaussian, since elements of s are not statistically independent. The second assumption is good whenever the elements of E are from a stationary noise sequence and when M corresponds to an orthogonal transform. The third assumption is necessary if the MAP bounds are to be tight. The MAP FIM element in (9) and (11) can be rewritten as 
B. Transform Evaluation Method
Many transforms are candidates for compressing the vector Z into the feature vector V.
These include fast transforms [24] such as the fast Fourier transform (FFT) implementation of the discrete Fourier transform (DFT), the fast Walsh transform (FWT), the discrete cosine transform (DCT), and the wavelet transform [25] . Another candidate transform is the Karhunen-Loeve transform (KLT) [12, 26] , which does not have a fast implementation. The KLT is theoretically optimal [26] for compressing data for accurate reconstruction. This is no guarantee that it is optimal if the goal is parameter estimation from transformed data. In practice, as we shall see, the KLT can give very good compression results for some data sets. A methodology for comparing feature sets, in order to determine their optimality relative to each other, is given below.
(1) If p 2 is known (e.g. in MAP estimation), select an appropriate method to numerically evaluate the Cramer-Rao MAP bounds in (9) and (12) . Use (16) for the case where C v is diagonal and 2 is Gaussian.
For the raw observation case ( M = I where I denotes the identity matrix), find the bounds.
The raw observation case gives an indication of what the theoretical ideal is for the transformed observation case.
For each transform to be evaluated, increase the number of features until the Cramer-Rao bound for the transform case approaches acceptably close to that for raw time domain data.
For a given number of features M, the best transform is that with the lowest bound.
IV. Optimal Ordering of Transform Feature Sets
There are some significant problems with step (3) in the previous subsection. There is no guarantee that a transform's natural order yields the best results. Multiple parameters complicate this problem further. If a signal model is bandpass for example, the low frequency DFT coefficients may do poorly, while coefficients close to the signal's center frequency do well.
A. Objective Function
For the one parameter case, it is fairly easy to order the transform coefficients. When adding a single new coefficient to the feature vector, we merely add that coeffient which most decreases the bound on the parameter's error variance. However, it is not clear how to order a transform's 
ii is the MAP bound on the ith parameter's error variance for the case of k features, w i is a positive weight, and N p is the number of parameters to be estimated.
B. Order Function Determination for the Multiple Parameter Case
Given that a transform matrix M has been chosen, using the procedure of section III, our goal is to develop a procedure for finding the best M-element subset of the N original features, v k .
However, the number of M-element subsets of N features is N!/((N-M)!M!), which can be very large. Our solution to this difficulty is to order the features so that our best M-element subset consists of the first M elements of an ordered feature set. In other words, the feature subset of size M is formed by finding the best new feature to add to the subset of size M-1.
Let o(k) denote an integer-valued order function such that (1) 
V. Experimental Results

A. Finding the Best of Four Transforms
As a first example, we use the method of section III to find the best of four transforms. We generated a signal z n with the signal model where n(n) was zero-mean Gaussian white noise with a standard deviation of .1 and n varies from The four transforms to be evaluated, using the approach of section III, are the discrete Fourier transform (DFT), the KarhunenLoeve transform (KLT), the fast walsh transform (FWT), and the discrete cosine transform (DCT).
In Fig. 2 , the bounds for A for all four transforms are plotted versus the number of features used.
The bound for the 128 time domain samples is plotted for reference. In In both plots, we see that only two 
B. Optimizing Transform Feature Order
As a second example, we use the method of section IV find the best feature order when the DFT is used to compress a time domain signal. We generated a signal z n with the signal model where n(n) was zero-mean Gaussian white noise with a standard deviation of .1. The random parameters A and J had independent Gaussian probability density functions with respective means of 1.5 and 15, and with respective standard deviations of .1 and 1.5. The frequency T had a value of .5 radians. MLPs trained to estimate both parameters had topologies of the form M-10-10-2 as before, and OWO-BP training was used. As before, the training and testing sets each had 5,000
patterns.
We evaluated the performance of real and imaginary parts of DFT features. In the function O(k), w 1 = .1 (for the amplitude A) and w 2 = .9. The Cramer-Rao MAP bounds on the variance of the A estimate, for raw data, DFT feature data, and optimally ordered DFT features are given in Fig.   6 . Note that the neural net testing results are very close to the corresponding MAP bounds.
When this occurs, the neural net performance is clearly adequate, and no further training is necessary.
VI. Conclusions
In this paper, we have shown that a neural network can approximate the minimum mean square estimator arbitrarily well, provided that it is of adequate size and is well-trained. We have described the utility of linear transformations to compress data efficiently for purposes of estimation via neural net techniques. A method for comparing transforms based upon transform domain error bounds was presented and a method for improving the transform through re-ordering was described.
The bounds give clues as to how many transform coefficients are necessary and when training can be stopped. They also help us to understand why it is often productive to have separate MLPs for each parameter to be estimated.
Several problems remain to be solved. Although equation (16) works for the non-Gaussian parameter case, as demonstrated in our first example, the validity of this needs to be proven. Also, bounds need to be extended to the case where no signal model is given. These problems will be addressed in future papers.
