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ABSTRACT
Causal mediation analysis has historically been limited in two important ways: (i) a focus has tradi-
tionally been placed on binary treatments and static interventions, and (ii) direct and indirect effect
decompositions have been pursued that are only identifiable in the absence of intermediate con-
founders affected by treatment. We present a theoretical study of an (in)direct effect decomposition
of the population intervention effect, defined by stochastic interventions jointly applied to the treat-
ment and mediators. In contrast to existing proposals, our causal effects can be evaluated regardless
of whether a treatment is categorical or continuous and remain well-defined even in the presence
of intermediate confounders affected by treatment. Our (in)direct effects are identifiable without a
restrictive assumption on cross-world counterfactual independencies, allowing for substantive con-
clusions drawn from them to be validated in randomized controlled trials. Beyond the novel effects
introduced, we provide a careful study of nonparametric efficiency theory relevant for the construc-
tion of flexible, multiply robust estimators of our (in)direct effects, while avoiding undue restric-
tions induced by assuming parametric models of nuisance parameter functionals. To complement
our nonparametric estimation strategy, we introduce inferential techniques for constructing confi-
dence intervals and hypothesis tests, and discuss open source software, the medshift R package,
implementing the proposed methodology.
1 Introduction
In myriad applications, one is often interested in the effect of a treatment on an outcome of interest only through a
particular pathway between the two. Indeed, efforts in defining and identifying such path-specific effects have come
to constitute a rich history in not only philosophy but also in the sciences of statistics, causal inference, epidemiology,
economics, and psychology. In each of these disciplines, as well as in many others among the biomedical and social
sciences, developing a mechanistic understanding of the complexities that admit representations as path-specific effects
remains a central goal; examples include elucidating the biological mechanism by which a vaccine reduces infection
risk (e.g., Corey et al., 2015; Hejazi et al., 2020), and assessing the effect on preterm birth of maternal exposure to
environmental toxins (e.g., Ferguson et al., 2017).
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To carefully study complex mediation relationships, a wealth of techniques rooted in statistical causal inference have
been formulated. Path analysis (Wright, 1921, 1934), perhaps the earliest example of such methodology, directly
inspired the development of subsequent techniques that leveraged parametric structural equation models (e.g., Gold-
berger, 1972; Baron & Kenny, 1986) for mediation analysis. More recently, the advent of modern frameworks and
formalisms for causal inference, including nonparametric structural equation models, directed acyclic graphs, and their
underlying do-calculus (Pearl, 1995, 2000), provided the necessary foundational tools to express causal mechanisms
without reliance on the more restrictive approach of parametric modeling.
In tandem with the developments of Pearl (2000), similar approaches spearheaded by Robins (1986), Spirtes et al.
(2000), Dawid (2000), and Richardson & Robins (2013) both allowed nonparametric formulations of mediation anal-
ysis and uncovered significant limitations of the earlier efforts focused on parametric structural equation models (Pearl,
1998; Imai et al., 2010). Recent applications of modern causal models have illustrated the failings of popular para-
metric modeling strategies (i.e., Baron & Kenny, 1986), in the presence of intermediate confounders of the mediator-
outcome relationship (Cole & Herna´n, 2002). Consequently, the usually implausible assumptions that underlie such
restrictive structural equation models make these approaches of limited applicability for the examination of complex
phenomena in the biomedical, health, and social sciences.
Modern approaches to causal inference have allowed for significant advances over the methodology of traditional me-
diation analysis, overcoming the significant restrictions imposed by the use of parametric structural equation modeling.
For example, both Robins & Greenland (1992), using the potential outcomes framework, and Pearl (2006), using non-
parametric structural equation models, provided equivalent nonparametric decompositions of the average treatment
effect (for binary treatments) into natural direct and indirect effects, which quantify all effects of the treatment on the
outcome through paths avoiding the mediator and all paths involving the mediator, respectively. Such advances were
not without their own limitations, however. A key assumption of the nonparametric decomposition of the average treat-
ment effect is the requirement of cross-world counterfactual independencies (i.e., the condition that counterfactuals
indexed by distinct intervention assignments be independent). Unfortunately, such an assumption limits the scientific
relevance of the natural (in)direct effects by making them unidentifiable in randomized trials, directly implying that
corresponding scientific claims cannot be falsified through experimentation (Popper, 1934; Dawid, 2000; Robins &
Richardson, 2010). Importantly, such cross-world independencies are also unsatisfied in the presence of intermediate
confounders affected by treatment (Avin et al., 2005; Tchetgen Tchetgen & VanderWeele, 2014). As such confounders
are often present in practice, the natural (in)direct effects are fundamentally of limited applicability.
To circumvent the limitations imposed by cross-world counterfactual independencies, a rich literature has recently
developed — with alternative definitions of the (in)direct effects (Petersen et al., 2006; van der Laan & Petersen, 2008;
Vansteelandt & VanderWeele, 2012; VanderWeele et al., 2014). Such developments have led directly to the formulation
of the new and promising family of interventional (in)direct effects (Didelez et al., 2006; VanderWeele et al., 2014;
Lok, 2016; Vansteelandt & Daniel, 2017; Zheng & van der Laan, 2017; Rudolph et al., 2017; Lok, 2019; Nguyen
et al., 2019), for which nonparametric effect decompositions and corresponding efficiency theory have only recently
become available (Dı´az et al., 2020; Benkeser, 2020). While resolving the issues arising from requiring cross-world
counterfactual independencies, these interventional (in)direct effects are limited by their lack of applicability beyond
binary treatments.
A related thread of the literature has considered stochastic interventions. The framework of stochastic interventions
generalizes many intervention classes — for example, within this framework, static interventions result in post-
intervention exposures that have degenerate distributions. Stock (1989) first considered the estimation of the total
effects of stochastic interventions, while many others (e.g., Robins et al., 2004; Didelez et al., 2006; Tian, 2008; Pearl,
2009; Stitelman et al., 2010; Haneuse & Rotnitzky, 2013; Dı´az & van der Laan, 2013; Dudı´k et al., 2014; Young et al.,
2014) provided careful studies that expanded the underlying theory of stochastic interventions and demonstrated their
numerous applications. Uniquely, stochastic interventions can be applied to define causal effects of continuous-valued
treatments, with an interpretation echoing that of regression adjustment. For example, Dı´az & van der Laan (2012)
and Haneuse & Rotnitzky (2013) described modified treatment policies, which assign post-intervention counterfactu-
als based on the natural value of the treatments; their methods were demonstrated in the context of increasing leisure
physical activity in the elderly and reducing surgical time for non-small-cell lung cancer operations. Stochastic inter-
ventions have also successfully been applied to binary treatments: Kennedy (2019) proposed incremental propensity
score interventions and demonstrated their use in assessing their corresponding causal effects in longitudinal studies
while circumventing identifiability and estimation issues arising from positivity violations.
Contemporaneously, Dı´az & Hejazi (2020) proposed a decomposition of the total effect of stochastic interventions
into the population intervention (in)direct effects, which are endowed with interpretations analogous to that of the
natural (in)direct effects. Prior related attempts at the same (e.g., Vansteelandt et al., 2012) introduced parametric
modeling assumptions to lessen reliance on the assumption of cross-world counterfactual independencies, introduc-
2
SEPTEMBER 15, 2020
ing flexibility at the cost of bias and restrictive assumptions on post-intervention distributions. In a similar vein, the
stochastic (in)direct effects of Dı´az & Hejazi (2020) do not require cross-world counterfactual independencies but
simultaneously allow for nonparametric estimation strategies to be pursued. Consequently, these population interven-
tion (in)direct effects may be estimated without restrictive assumptions and yield scientific results that can be tested
through randomization of both the treatment and mediator. Despite these advances, current theory on the population
intervention (in)direct effects cannot accommodate the presence of intermediate confounders affected by treatment,
limiting their use to settings in which the absence of such confounders is assured.
In the present work, we provide a general framework for assessing causal mediation effects defined by stochastic
interventions. Our proposed effects are the first to simultaneously avoid the requirement of cross-world counterfac-
tual independencies; leverage the flexibility of stochastic interventions in order to ensure their applicability to binary,
categorical, and continuous-valued treatments; and remain identifiable regardless of the presence of intermediate con-
founders affected by treatment. As such, our contributions may be applied to a broader class of treatments than the
interventional effects (e.g., Dı´az et al., 2020; Benkeser, 2020) while generalizing prior work (e.g., Dı´az & Hejazi,
2020) to accommodate the presence of intermediate confounders. To complement our (in)direct effects, we derive the
efficient influence function (EIF) in the nonparametric model, using this to develop two efficient estimators based on
the frameworks of one-step (Pfanzagl & Wefelmeyer, 1985; Bickel et al., 1993) and targeted minimum loss estima-
tion (van der Laan & Rubin, 2006; van der Laan & Rose, 2011, 2018). Our flexible estimators remain regular and
asymptotically linear even when their relevant nuisance parameters are estimated via data adaptive (machine learning)
strategies; moreover, by utilizing the form of the EIF, these estimators are multiply robust, producing consistent point
estimates even under certain configurations of nuisance parameter misspecification. Lastly, we provide implementa-
tions of our methodological advances in our free and open source medshift (Hejazi & Dı´az, 2020) package, for the R
language and environment for statistical computing (R Core Team, 2020).
2 Mediation analysis for population intervention effects
Let A denote a continuous or categorical treatment variable, let Y denote a continuous or binary outcome, let Z
denote a mediator, let W denote a vector of observed pre-treatment covariates, and let L denote an intermediate
(mediator-outcome) confounder affected by treatment. We formalize the causal inference problem using the following
nonparametric structural equation model (NPSEM). Assume
W = fW (UW );A = fA(W,UA);L = fL(A,W,UL); (1)
Z = fZ(L,A,W,UZ);Y = fY (Z,L,A,W,UY ).
In the NPSEM (1), U = (UW , UA, UL, UZ , UY ) is a vector of exogenous factors, and the functions f are assumed
deterministic but unknown. This mechanistic model is assumed to generate the observed data O; it encodes several
fundamental assumptions. First, an implicit temporal ordering W → A → L → Z → Y is assumed. Second,
each variable (i.e., {W,A,L,Z, Y }) is assumed to be generated from the corresponding deterministic function of the
observed variables that precede it temporally, plus an exogenous variable denoted by U . Each exogenous variable is
assumed to contain all unobserved causes of the corresponding observed variable. Unlike the mediation effects for
stochastic interventions presented in Dı´az & Hejazi (2020), we consider an intermediate confounder L that is affected
by treatment; our results generalize the methodology of Dı´az & Hejazi (2020), extending their (in)direct effects to
settings with intermediate confounding. For a random variable X , let Xa denote the counterfactual outcome observed
in a hypothetical world in which P(A = a) = 1. For example, we have La = fL(a,W,UL), Za = fZ(La, a,W,UZ),
and Ya = fY (Za, La, a,W,UY ). Likewise, we let Ya,z = fY (z, La, a,W,UY ) denote the value of the outcome in a
hypothetical world where P(A = a, Z = z) = 1. Figure 1 represents model (1) in terms of a directed acyclic graph.
L
W ZA Y
Figure 1: Directed Acyclic Graph of NPSEM (1).
Letting O = (W,A,Z,L, Y ) represent a random variable with distribution P, we denote by O1, . . . , On a sample of n
i.i.d. observations ofO. We let Pf =
∫
f(o)dP(o) for a given function f(o). We use Pc to denote the joint distribution
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of (O,U), and let E and Ec denote corresponding expectation operators. We use Pn to denote the empirical distribution
ofO1, . . . , On, and assume P ∈M, whereM is the nonparametric statistical model defined as all continuous densities
on O with respect to a dominating measure ν. Let p denote the corresponding probability density function. We use
g(a | w) and e(a | z, w) to denote the probability density function or the probability mass function ofA conditional on
W = w and (Z,W ), respectively; m(z, l, a, w) to denote the outcome regression function E(Y | Z = z, L = l, A =
a,W = w). Let g(· | w) and e(· | z, w) be dominated by a measure κ(a) (e.g., the counting measure for binary A and
the Lebesgue measure for continuous A). We will use the parameterizations
p(z | w)
p(z | a,w) =
g(a | w)
e(a | z, w) ;
p(z | a,w)
p(z | l, a, w) =
p(l | a,w)
p(l | z, a, w) (2)
in constructing our estimators, as such parameterizations allow for estimation and integration with respect to multi-
variate conditional densities on the mediator Z to be avoided. We useW,A,Z , L, and Y to denote the support of the
corresponding random variables.
Causal effects are defined in terms of hypothetical interventions on the NPSEM (1). In particular, consider an in-
tervention in which the structural equation corresponding to A is removed, with the treatment drawn instead from a
user-specified distribution gδ(a | w), which may itself depend on the natural exposure distribution and a user-specified
parameter δ. Going forward, we let Aδ denote a draw from gδ(a | w).
Alternatively, such modifications can occasionally be described in terms of an intervention in which the structural
equation corresponding to A is removed and the treatment is set equal to a hypothetical regime d(A,W ). Regime
d depends on the treatment level A that would be assigned in the absence of the regime as well as on W . The
latter intervention has been referred to as depending on the natural value of treatment, or as a modified treatment
policy (Haneuse & Rotnitzky, 2013). For such interventions, Haneuse & Rotnitzky (2013) introduced the assumption
of piecewise smooth invertibility, which ensures that the change of variable formula can be used when computing
integrals over A:
A1 (Piecewise smooth invertibility). For each w ∈ W , assume that the interval I(w) = (l(w, ), u(w)) may be
partitioned into subintervals Iδ,j(w) : j = 1, . . . , J(w) such that d(a,w) is equal to some dj(a,w) in Iδ,j(w) and
dj(·, w) has inverse function hj(·, w) with derivative h′j(·, w).
Assumption A1 can be used to show that the intervention may also be represented as a change in which the structural
equation fA is removed from the NPSEM, with A being drawn from the post-intervention distribution gδ(a | w).
Young et al. (2014) provide a discussion comparing and contrasting the interpretation and identification of these two
interventions. Such stochastic interventions can be used to define the population intervention effect (PIE) of A on Y .
To illustrate, consider continuous-valued A and assume the distribution of A conditional on W = w is supported in
the interval (l(w), u(w)). Then, one may define
d(a,w) =
{
a− δ if a > l(w) + δ
a if a ≤ l(w) + δ, (3)
where 0 < δ < u(w) is an arbitrary prespecified value. We can alternatively define a tilted intervention distribution as
gδ(a | w) = exp(δa)g(a | w)∫ exp(δa)g(a | w)dκ(a) , (4)
for δ ∈ R. Kennedy (2019) proposed a form of exponential tilting (4) under the parameterization δ′ = exp(δ),
appropriate for incremental interventions on the propensity score for binaryA. Dı´az & Hejazi (2020) provide a careful
study of the interventions 3 and 4 in the context of mediation, introducing novel (in)direct effects and corresponding
efficiency theory; however, their contributions assume the absence of intermediate confounding.
2.1 Stochastic mediation effects
Dı´az & Hejazi (2020) defined the (in)direct effect of A on Y in terms of a decomposition of the total effect of a
stochastic intervention. In particular, the total effect E(Y − YAδ) may be decomposed as the sum of the population
intervention direct effect (PIDE) and the population intervention indirect effect (PIIE):
PIDE = Ec{fY (Z,L,A,W,UY )− fY (Z,LAδ , Aδ,W,UY )}
PIIE = Ec{fY (Z,LAδ , Aδ,W,UY )− fY (ZAδ , LAδ , Aδ,W,UY )}.
Upon inspection, the definitions above reveal that the direct effect measures the effect through paths not involving the
mediator (i.e., A→ Y and A→ L→ Y ), whereas the indirect effect measures the effect through paths involving the
mediator (i.e., A→ Z → Y and A→ L→ Z → Y ).
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Unfortunately, the population intervention direct and indirect effects are not generally identified in the presence of an
intermediate confounder affected by treatment such as in the DAG in Figure (1) (Dı´az & Hejazi, 2020). This is due
to the dual role of L as a confounder of the relation between Z and Y , which requires adjustment, and a variable on
the path from A to Y , which precludes adjustment. Next, we present a solution to this complication using a joint
stochastic intervention on the treatment A and mediator Z. We also show that the effects defined in this paper are a
generalization of the effects of Dı´az & Hejazi (2020) in the sense that the former reduce to the latter in the absence of
intermediate confounding.
2.2 Interventional stochastic mediation effects
To introduce (in)direct effects robust to the presence of intermediate confounders, we draw upon ideas first outlined
by Didelez et al. (2006), Petersen et al. (2006), and van der Laan & Petersen (2008), all subsequently formalized
by VanderWeele et al. (2014) and Vansteelandt & Daniel (2017). Owing to their definition in terms of stochastic
interventions on the mediator, these (in)direct effects have been collectively termed interventional effects. We leverage
two types of stochastic interventions: one on the treatment A, which defines the intervention of interest, and one on
the mediator Z, which is used to achieve identifiability of the effects. Following the convention of the literature, we
term stochastic interventions on the mediator Z interventional, while reserving the label of stochastic to refer only to
interventions on the treatment A. To proceed, let Gδ denote a random draw from the distribution of ZAδ conditional
on (Aδ,W ), and let G denote a random draw from the distribution of Z conditional on (A,W ). We consider the
effect defined by ψδ = Ec{YA,G − YAδ,Gδ}. Note that the effect ψδ is distinct from the effect considered by Dı´az
& Hejazi (2020), which may be expressed Ec{YA,Z − YAδ,Zδ}. The effect ψδ arises from fixing the mediator to a
random value chosen from its distribution among all those with a particular treatment level, rather than fixing it to what
it would have been under a particular (fixed) treatment. Defining the effect in this way aids in achieving an identifiable
decomposition into direct and indirect effects. In particular, we may decompose this effect in terms of interventional
stochastic direct effects (DE) and indirect effects (IE):
ψ(δ) =
DE︷ ︸︸ ︷
E{YA,G − YAδ,G}+
IE︷ ︸︸ ︷
E{YAδ,G − YAδ,Gδ} . (5)
Decomposition as the sum of direct and indirect effects affords an interpretation analogous to the corresponding
standard decomposition of the average treatment effect into the natural direct and indirect effects (Pearl, 2006). In
particular, the direct effect arises from drawing a counterfactual value of A from a post-intervention distribution
while keeping the distribution of Z fixed. The indirect effect arises from replacing the distribution of Z with a
candidate post-intervention distribution while holding A fixed. Our proposed stochastic interventional effects have an
interpretation similar to the interventional effects of VanderWeele et al. (2014); moreover, while both effect definitions
account for the presence of an intermediate confounder, our direct and indirect effects accommodate flexible, stochastic
interventions on the exposure while those of VanderWeele et al. (2014) are limited to static interventions.
2.3 Identification
In order to construct estimators of our proposed causal direct and indirect effects, we turn to examining assumptions
needed to estimate components of the post-intervention quantities matching the counterfactual variables of interest.
Towards this end, we introduce the following identification assumptions:
A2 (Common support). Assume supp{gδ( · | w)} ⊆ supp{g( · | w)} for all w ∈ W .
A3 (No unmeasured exposure-outcome confounder). Assume Ya,z⊥⊥A |W .
A4 (No unmeasured mediator-outcome confounder). Assume Ya,z⊥⊥Z | (L,A,W ).
A5 (No unmeasured exposure-mediator confounder). Assume Za⊥⊥A |W .
Under these assumptions, we have the following identification results. A proof is available in the Supplementary
Materials.
Theorem 1 (Identification). Define
θ1,δ =
∫
m(z, l, a, w)p(l | a,w)p(z | a,w)gδ(a | w)p(w)dν(a, z, l, w),
θ2,δ =
∫
m(z, l, a, w)p(l | a,w)p(z | w)gδ(a | w)p(w)dν(a, z, l, w).
Under A2–A5, the direct effect ψD,δ and indirect effect ψI,δ (5) are identified and given, respectively, by
ψD,δ = θ1,0 − θ2,δ
ψI,δ = θ2,δ − θ1,δ. (6)
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Assumption A3 states that, conditional on W , there is no unmeasured confounding of the relation between A and Y ;
assumption A5 states that conditional onW there is no unmeasured confounding of the relation betweenA and Z; and
assumption A4 states that conditional on (W,A,L) there is no unmeasured confounding of the relation between Z and
Y . These assumptions are standard in causal mediation analysis. In addition to these assumptions, standard mediation
analyses (e.g., VanderWeele et al., 2014) require positivity assumptions on the treatment and mediation mechanisms.
The stochastic intervention framework we adopt does not require such assumptions, as positivity can be arranged by
definition of gδ . For example, the interventions in expressions (3) and (4) satisfy assumption A2 by definition. The
interested reader is encouraged to consult Kennedy (2019) and Dı´az & Hejazi (2020) for a discussion on this topic.
Another consequence of this identification result is that the definitions (6) reduce to the stochastic (in)direct effects
of Dı´az & Hejazi (2020) in the absence of intermediate confounders L. Importantly, this implies that our estimators
can be safely used in the absence of intermediate confounders; furthermore, it implies that the corresponding estimates
may be interpreted in terms of a decomposition of the population intervention effect Ec{Y − YAδ}, which is arguably
of more scientific interest than the interventional effect ψδ = Ec{YA,G − YAδ,Gδ}.
As is clear from the definition (6), evaluation of ψD,δ and ψI,δ requires access to θ1,0, the population mean in the
absence of any intervention on the treatment mechanism, as well as both of θ1,δ and θ2,δ , which are based on the
post-intervention treatment mechanism gδ(a | w). Consequently, we next turn our attention to developing efficiency
theory for estimation of the statistical parameter θj,δ : j = 1, 2, which depends on the observed data distribution P.
3 Optimality theory for estimation of the direct effect
Thus far, we have discussed the decomposition of the effect of a stochastic intervention into direct and indirect effects
and have provided identification results under under standard identifiability assumptions. We consider the development
of efficiency theory for the estimation of θ1,δ and θ2,δ in the nonparametric model M. To do so, we introduce the
efficient influence function (EIF), which characterizes the asymptotic behavior of all regular and asymptotically linear
estimators (Bickel et al., 1993; van der Vaart, 2002). Three common approaches exist for constructing local efficient
estimators from the EIF: (i) using the EIF as an estimating equation (e.g., van der Laan & Robins, 2003), (ii) using the
EIF in a one-step bias correction (e.g., Pfanzagl & Wefelmeyer, 1985; Bickel et al., 1993), and targeted minimum loss
estimation (van der Laan & Rubin, 2006; van der Laan & Rose, 2011, 2018).
As a consequence of its representation in terms of orthogonal score equations, the EIF estimating equation makes it
possible to construct consistent estimators of the target parameter even when certain components of its distribution
are inconsistently estimated. Thirdly, second-order bias terms may be derived from asymptotic analysis of estimators
constructed based on the EIF — often, these estimators require slow convergence rates (e.g., n−1/4) for the nuisance
parameters involved. This latter property enables the use of flexible, data adaptive regression techniques in estimating
these quantities.
For simplicity, we focus on the case of a binary intermediate confounder L, though our general approach requires
only that either L or Z be low-dimensional. In Theorem 2, we present the EIF for a general stochastic intervention.
Although the components of the EIF associated with (Y,Z, L,W ) are the same, the component associated with the
model for the distribution of A must be computed on a case-by-case basis, that is, for each intervention of interest.
Lemmas 1 and 2 present such components for modified treatment policies satisfying assumption A1 and for exponen-
tial tilting, respectively. In theorem 2 below, we present a representation of the EIF that avoids the computation of
multivariate integrals over Z. To introduce the EIF, we define the following auxiliary nuisance parameters:
u(z, a, w) =
∫
m(z, l, a, w)dP(l | a,w);
v(l, a, w) =
∫
m(z, l, a, w)dP(z | a,w);
s(l, a, w) =
∫
m(z, l, a, w)dP(z | w);
u¯(a,w) =
∫
u(z, a, w)dP(z | a,w)
v¯(a,w) =
∫
v(l, a, w)dP(l | a,w)
s¯(a,w) =
∫
s(l, a, w)dP(l | a,w)
(7)
Proofs for the following results are detailed in the Supplementary Materials.
Theorem 2 (Efficient influence functions).
H1P,δ(a, z, l, w) =
gδ(a | w)
g(a | w)
p(z | a,w)
p(z | a, l, w) ; H
2
P,δ(a, z, l, w) =
gδ(a | w)
g(a | w)
p(z | w)
p(z | a, l, w) (8)
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The efficient influence functions for θj,δ : j = 1, 2 in the nonparametric model are equal to DjP,δ(o) − θj,δ , where
DjP,δ(o) = S
j
P,δ(o) + S
j,A
P,δ (o) and
S1P,δ(o) = H1P,δ(a, z, l, w){y −m(z, l, a, w)} (9)
+ gδ(a | w)g(a | w)
[
v(l, a, w)− v¯(a,w) + u(z, a, w)− u¯(a,w)] (10)
+
∫
u¯(a,w)gδ(a | w)dκ(a)
S2P,δ(o) = H2P,δ(a, z, l, w){y −m(z, l, a, w)} (11)
+ gδ(a | w)g(a | w) {s(l, a, w)− s¯(a,w)} (12)
+
∫
u(z, a, w)gδ(a | w)dκ(a),
and S1,AP,δ (o), S
2,A
P,δ (o) are the respective efficient score functions corresponding to the model for g(a | w).
An immediate consequence of Theorem 2 is that, in a randomized trial, Sj,AP,δ (o) = 0 for j = 1, 2; however, even
in such trials, covariate adjustment can improve the efficiency of the resultant estimator (van der Laan & Robins,
2003). We now present the efficient scores Sj,AP,δ (o) for modified treatment policies and exponentially tilted stochastic
interventions. To do so, we define the parameter q(a,w) =
∫
u(z, a, w)dP(z | w).
Lemma 1 (Modified treatment policies). If the modified treatment policy d(A,W ) satisfies assumption A1, then
S1,AP,δ (o) = u¯(d(a,w), w)−
∫
u¯(d(a,w), w)g(a | w)dκ(a)
S2,AP,δ (o) = q(d(a,w), w)−
∫
q(d(a,w), w)g(a | w)dκ(a).
Lemma 2 (Exponential tilt). If the stochastic intervention is the exponential tilt (4), then
S1,AP,δ (o) =
gδ(a | w)
g(a | w)
{
u¯(a,w)−
∫
u¯(a,w)gδ(a | w)dκ(a)
}
(13)
S2,AP,δ (o) =
gδ(a | w)
g(a | w)
{
q(a,w)−
∫
q(a,w)gδ(a | w)dκ(a)
}
(14)
For binary treatments, the EIF corresponding to the incremental propensity score intervention may be simplified as
per the following corollary.
Corollary 1 (Efficient influence function for incremental propensity score interventions). Let A take values on {0, 1},
and let the exponentially tilted intervention gδ,0(1 | W ) be based on (4) under the parameterization δ′ = exp(δ).
Then, the EIF of Lemma 2 may be simplified as follows. Define the nuisance parameters
q1(w) = u¯(1, w)− u¯(0, w),
q2(w) = E
{
u(Z, 1,W )− u(Z, 0,W ) |W = w} , (15)
Then
Sj,Aη,δ (o) =
δqj(w){a− g(1 | w)}
{δg(1 | w) + 1− g(1 | w)}2 .
In contrast to the efficient influence function for the interventional (in)direct effects (Dı´az et al., 2020), the contribution
of the treatment process to the EIF for the stochastic interventional effects defined here is non-zero. This is a direct
consequence of the fact that the parameter of interest depends on g; moreover, this implies that the efficiency bound
in observational studies differs from the efficiency bound in randomized studies. This further implies that it is not
generally possible to obtain estimating equations that are robust to inconsistent estimation of g. Such robustness will
only be possible if the stochastic intervention is also a modified treatment policy satisfying assumption A1.
The form of Theorem 2 makes it clear that estimation of multivariate or continuous conditional density functions
on the mediators Z or intermediate confounders L, as well as integrals with respect to these density functions, is
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generally necessary for computation of the EIF. This poses a significant challenge from the perspective of estimation,
due to both the curse of dimensionality and the practical computational complexity inherent in solving multivariate
numerical integrals. A simplification is possible when either either of Z or L is low-dimensional; this is achieved by
reparameterizing the densities as conditional expectations (or low-dimensional conditional densities) that take other
nuisance parameters as pseudo-outcomes is possible. To demonstrate, we assume L is univariate (e.g., binary as in our
illustrative application), though similar parameterizations may be achieved if Z is low-dimensional. In cases where
L or Z is low-dimensional, our proposed re-parameterizations allow for the conditional density to be estimated via
appropriate semiparametric estimators (e.g., Dı´az & van der Laan, 2011).
Lemma 3 (Low-dimensional L and Z). If L is low-dimensional (e.g., binary and univariate) and Z is multivariate, we
can choose a representation of v, s, and u¯ in terms of conditional expectations in order to facilitate their estimation.
Denote b(l | a,w) and d(l | z, a, w) the probability that L = l ∈ {0, 1} conditional on (A,W ) and (Z,A,W ),
respectively. Then, using (2), we have
v(l, a, w) = E
[
m(z, l, a, w) b(L | A,W )d(L | Z,A,W )
∣∣∣∣L = l, A = a,W = w
]
,
s(l, a, w) = E
[
m(z, l, a, w) b(L | A,W )d(L | Z,A,W )
g(A |W )
e(A | Z,W )
∣∣∣∣L = l, A = a,W = w
]
, (16)
u¯(a,w) = E
[
u(Z,A,W )
∣∣∣∣A = a,W = w
]
.
Likewise,
H1P,δ(a, z, l, w) =
gδ(a | w)
g(a | w)
b(l | a,w)
d(l | z, a, w) ; H
2
P,δ(a, z, l, w) =
gδ(a | w)
e(a | z, w)
b(l | a,w)
d(l | z, a, w) ,
and
q(a,w) = E
{
g(A |W )
e(A | Z,W )u(Z,A,W ) | A = a,W = w
}
.
Analogous representations may be constructed for v¯, s¯, and u based on the parameterizations (2) if L is multivariate
and Z is of low dimension. We note, however, that at least one of Z or L must be of small dimensionality so that its
density may be estimated and integrals over its range may be computed with ease.
In what follows, we assume L is univariate, denote η = (m, g, b, u¯, v, d, e, s, q) and letDjP,δ(o) = D
j
η,δ(o). The choice
of parameterization in Lemma 3 has important consequences for the purpose of estimation, as it helps to bypass
estimation of the (possibly high-dimensional) conditional density of the mediators, instead allowing for regression
methods, far more readily available throughout the statistics literature and software, to be used for estimation of the
relevant quantities. Similar ideas have been used by Zheng & van der Laan (2017), Dı´az & Hejazi (2020), and Dı´az
et al. (2020). In addition to the expression for the efficient influence function in Lemma 3, it is important to understand
the behavior of the difference PDη1 − θ, which is expected to yield a second order term in differences η1 − η, so that
consistent estimation of θ is possible under consistent estimation of certain configurations of the parameters in η. As
we will see in Theorems 3 and 4, this second-order term is fundamental in the construction of asymptotically linear
estimators. Lemmas 5 and 6, found in the Supplementary Materials, delinate these second-order terms. The following
lemma is a direct consequence.
Lemma 4 (Multiple robustness for modified treatment policies). Let the modified treatment policy satisfy A1, and let
η1 be such that one of the following conditions hold:
m1 = m g1 = g b1 = b u¯1 = u¯ v1 = v d1 = d e1 = e s1 = s q1 = q
Cond. 1 × × ×
Cond. 2 × × × ×
Cond. 3 × × × ×
Cond. 4 × × × × ×
Cond. 5 × × × ×
Cond. 6 × × × × ×
Table 1: Different configurations of consistency for nuisance parameters
Then PD1η1,δ = θ1,δ and PD
2
η1,δ
= θ2,δ , with D1η,δ and D2η,δ as defined in Theorem 2 and Lemma 1.
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The above lemma implies that it is possible to construct consistent estimators for for the (in)direct effects under con-
sistent estimation of subsets of the nuisance parameters in η, in the configurations described in the lemma. Lemma 4
follows directly from Lemma 5, found in the Supplementary Materials. Some readers may find it surprising that
estimation of θj,δ may be robust to inconsistent estimation of g, even when the parameter definitions are explicitly
dependent on g. We offer some intuition into this result by noting that assumption A1 allows use of the change of
variable formula to obtain
θ2,δ = E
{∫
m(z, l, d(A,W ),W )p(l | d(A,W ),W )p(z |W )dν(z, l)
}
.
Estimation of this parameter without relying on g may be carried out by consistently estimating m(z, l, a, w), p(l |
a,w), and p(z | w) and using the empirical distribution as an estimator of the outer expectation. This behavior has
been previously observed for related stochastic intervention effects under assumption A1 (Dı´az & van der Laan, 2012;
Haneuse & Rotnitzky, 2013; Dı´az & Hejazi, 2020).
The robustness result for the case an exponentially tilted intervention (1), which does not satisfy assumption A1, is
presented in the following lemma
Lemma 5 (Multiple robustness for exponential tilting). Let gδ be defined as in (4). Let η1 be such that at least one of
Cond. 1-4 in Table 1 holds. Then PD1η1,δ = θ1,δ and PD
2
η1,δ
= θ2,δ , with D1η,δ and D2η,δ as defined in Theorem 2 and
Lemma 2
Lemma 5 is a direct consequence of Lemma 6 in the Supplementary Materials. The corresponding proof reveals that
the EIF for the binary distribution is not robust to inconsistent estimation of g — that is, the intervention fails to satisfy
assumption A1 and integrals over the range of A cannot be computed using the change of variable formula. This
behavior has been previously observed for other interventions that do not satisfy assumption A1 (e.g., Dı´az & van
der Laan, 2013). Even though this lemma implies that consistent estimation of g is required, the bias terms remain
second-order; thus, an estimator of g converging at rate n1/4 or faster is sufficient.
4 Efficient estimation and statistical inference
We discuss two efficient estimators that rely on the efficient influence function Dη,δ , in order to build an estimator that
is both efficient and robust to model misspecification. We discuss an asymptotic linearity result for the doubly robust
estimator that allows computation of asymptotically correct confidence intervals and hypothesis tests. In the sequel,
we assume that preliminary estimators of the components of η are available. These estimators may be obtained from
flexible regression techniques such as support vector machines, regression trees, boosting, neural networks, splines, or
ensembles thereof (Wolpert, 1992; Breiman, 1996; van der Laan et al., 2007). As previously discussed, the consistency
of these estimators will determine the consistency of our estimators of θj,δ .
Both of our proposed efficient estimators make use of the EIF Dη,δ to revise an initial substitution estimator through a
bias correction step. As such, estimation proceeds by first constructing initial estimators of the nuisance parameters in
η; then, each of the efficient estimators is constructed by application of distinct bias-correction steps. In constructing
the these efficient estimators, we advocate for the use of cross-fitting (Klaassen, 1987; Zheng & van der Laan, 2011;
Chernozhukov et al., 2018) in order to avoid imposing entropy conditions on the initial estimators of the nuisance
parameters in η. Let V1, . . . ,VJ denote a random partition of the index set {1, . . . , n} into J prediction sets of
approximately the same size. That is, Vj ⊂ {1, . . . , n};
⋃J
j=1 Vj = {1, . . . , n}; and Vj ∩ Vj′ = ∅. In addition, for
each j, the associated training sample is given by Tj = {1, . . . , n} \ Vj . Denote by ηˆj the estimator of η, obtained by
training the corresponding prediction algorithm using only data in the sample Tj . Further, let j(i) denote the index of
the validation set which contains observation i.
4.1 Efficient one-step estimator
To construct a robust and efficient estimator using the efficient influence function Dη,δ , the one-step bias correc-
tion (Pfanzagl & Wefelmeyer, 1985; Bickel et al., 1993) adds the empirical mean of the estimated EIF Dηˆ,δ to an
initial substitution estimator. The estimators are thus defined
ψˆosD,δ =
1
n
n∑
i=1
{D1ηˆj(i),0(Oi)−D2ηˆj(i),δ(Oi)}
ψˆosI,δ =
1
n
n∑
i=1
{D2ηˆj(i),δ(Oi)−D1ηˆj(i),δ(Oi)}
(17)
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Asymptotic linearity and efficiency of the estimators for modified treatment policies is detailed below.
Theorem 3 (Weak convergence of one-step estimators). Let‖·‖ denote the L2(P)-norm defined as‖f‖2 =
∫
f2dP.
Define the following assumptions.
(i) P{|Djη,δ(O)| ≤ C} = P{|Djηˆ,δ(O)| ≤ C} = 1 for j = 1, 2 and for some C <∞.
(ii) The following second-order terms converge at the specified rate
• ‖mˆ−m‖ {‖gˆ − g‖+‖eˆ− e‖+
∥∥∥dˆ− d∥∥∥} = oP(n−1/2)
• ‖gˆ − g‖ {
∥∥∥ˆ¯u− u¯∥∥∥+‖qˆ− q‖} = oP(n−1/2)
•
∥∥∥bˆ− b∥∥∥ {‖vˆ − v‖+‖sˆ− s‖} = oP(n−1/2), and
(iii) The effect is defined in terms of modified treatment policy d(a,w), which is piecewise smooth invertible (A1).
(iv) The intervention gδ is an exponential tilting intervention and P
{∫
(gˆ − g)dκ}2 = oP(n−1/2).
If assumptions (i) and (ii) hold, and one of assumptions (iii) and (iv) holds, then:
√
n{ψˆosD,δ − ψD,δ} N(0, σ2D,δ), and√
n{ψˆosI,δ − ψI,δ} N(0, σ2I,δ),
where σ2D,δ = Var{D1η,0(O)−D2η,δ(O)} and σ2I,δ = Var{D2η,δ(O)−D1η,δ(O)} are the respective efficiency bounds.
Theorem 3 establishes the weak convergence of ψˆosD,δ and ψˆ
os
I,δ pointwise in δ. This convergence is useful to derive
confidence intervals in situations where the modified treatment policy has a suitable scientific interpretation for a
given realization of δ. Under the assumptions of the theorem, an estimator σˆ2D,δ of σ
2
D,δ may be obtained as the
empirical variance of D1ηˆj(i),0(Oi)−D2ηˆj(i),δ(Oi), and a Wald-type confidence interval may be constructed as ψˆosD,δ ±
z1−α/2σˆ2D(δ)/
√
n. Similar considerations apply to ψˆosI,δ .
Although the one-step estimator has optimal asymptotic performance, its finite-sample behavior may be affected by
the inverse probability weighting involved in the computation of the efficient influence functionsDjηˆ(Oi) : j = 1, 2. In
particular, it is not guaranteed that ψˆosD,δ and ψˆ
os
I,δ will remain within the bounds of the parameter space. This issue may
be attenuated by performing weight stabilization. The estimated EIF D1ηˆj(i)(Oi) can be weight-stabilized by dividing
(9) and (11) by the empirical mean of H1ηˆj(i),δ(Ai, Zi, Li,Wi) and H
2
ηˆj(i),δ(Ai, Zi, Li,Wi), respectively; as well as
dividing (10), (12), (13), and (14) by the empirical mean of gˆj(i),δ(Ai |Wi)/gˆj(i)(Ai |Wi).
4.2 Efficient targeted minimum loss estimator
Although corrections may be applied to the one-step estimator, a more principled way to obtain estimators that remain
in the parameter space may be derived from the targeted minimum loss (TML) estimation framework. The TML
estimator is constructed by tilting an initial data adaptive estimator ηˆ towards a solution η˜ of the estimating equations
Pn{D1η˜,0 −D2η˜,δ} = ψD,δ(η˜)
Pn{D2η˜,δ −D1η˜,δ} = ψI,δ(η˜),
(18)
where ψD,δ(η˜) and ψI,δ(η˜) are the substitution estimators in formula (19) obtained by plugging in the estimates η˜ in
the parameter definition (6). Thus, a TML estimator is guaranteed to remain in the parameter space by virtue of its
being a substitution estimator. The fact that the nuisance estimators solve the relevant estimating equation is used to
obtain a weak convergence result analogous to Theorem 3. Thus, while the TML estimator is expected to attain the
same optimal asymptotic behavior as the one-step estimator, its finite-sample behavior may be better. An algorithm
to compute a TML estimator η˜ is presented in the Supplementary Materials. Roughly, the algorithm proceeds by
projecting the EIF into score functions for the model of each nuisance parameter, and fitting appropriate parametric
submodels (van der Laan & Rose, 2011, 2018). For example, the following model is fitted for m:
logitmβ(a, z, l, w) = logit mˆ(z, l, a, w) + βIHI(o) + βDHD(o),
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where
HD(o) =
bˆ(l | a,w)
dˆ(l | z, a, w)
{
1− gˆδ(a | w)eˆ(a | z, w)
}
HI(o) =
bˆ(l | a,w)
dˆ(l | z, a, w)
{
gˆδ(a | w)
eˆ(a | z, w) −
gˆδ(a | w)
gˆ(a | w)
}
,
and logit(p) = log{p(1−p)−1}. Here, the initial estimator logit mˆ(z, l, a, w) is considered a fixed offset variable (i.e.,
a variable with known parameter value equal to one). The score of these tilting models is equal to the corresponding
component of the efficient influence function. The parameter β = (βI , βD) may be estimated by running standard
logistic regression of Y on (HD(O), HI(O)) with no intercept and an offset term equal to logit mˆ(z, l, a, w). Let βˆ
denote the MLE, and let m˜ = mβˆ denote the updated estimates. Fitting this model ensures that m˜ solves the relevant
score equations. Models like this are estimated iteratively for all parameters in a way that guarantees that the estimating
equations (18) are solved up to a term that converges to zero in probability at rate faster than n−1/2. After the iteration
ends, the TML estimators are defined as
ψˆtmleD,δ =
1
n
∫ n∑
i=1
{˜¯u(a,Wi)g˜(a |Wi)− u˜(Zi, a,Wi)g˜δ(a |Wi)} dκ(a)
ψˆtmleI,δ =
1
n
∫ n∑
i=1
{
u˜(Zi, a,Wi)− ˜¯u(a,Wi)
}
g˜δ(a |Wi)dκ(a).
(19)
The fact that the TML estimator solves estimating equations (18) is a fundamental step in proving the following
theorem.
Theorem 4 (Weak convergence of TML estimator). Assume (i) and (ii) hold, and one of (iii), (iv) defined in Theorem 3
holds, then:
√
n{ψˆtmleD,δ − ψD,δ} N(0, σ2D,δ), and√
n{ψˆtmleI,δ − ψI,δ} N(0, σ2I,δ),
where σ2D,δ = Var{D1η,0(O)−D2η,δ(O)} and σ2I,δ = Var{D2η,δ(O)−D1η,δ(O)}.
Using Theorem 4, asymptotically valid variance estimators, p-values, and confidence intervals for the (in)direct effects
may be obtained in a manner analogous to those for the one-step estimator. The proof of the theorem proceeds using
similar arguments as the proof of Theorem 3 for the one-step estimator, using empirical process theory and leveraging
cross-fitting to avoid entropy conditions on the initial estimators of η. Since the estimators now depend on the full
sample through the estimates of the parameters β of the logistic tilting models, the empirical process treatment is
slightly different from that of Theorem 3. The proof is detailed in the Supplementary Materials.
5 Simulation study
We used simulation experiments to assess our two proposed efficient estimators of the (in)direct effects. On account
of computational considerations, we focus on binary exposures and intermediate confounders in this example; how-
ever, as noted in the prior, our proposed methodology is general enough to be readily applicable in the presence of
continuous-valued covariates, treatment, mediators, intermediate confounders, and outcome. We made use of the fol-
lowing data-generating mechanism for the joint distribution of O to generate synthetic data for evaluation of the two
estimators:
W1 ∼ Bernoulli(p = 0.6);W2 ∼ Bernoulli(p = 0.3);
W3 | (W1,W2) ∼ Bernoulli(p = 0.2 + 1/3 · (W1 +W2));
A |W ∼ Bernoulli(p = expit(2 + (5/(W1 +W2 +W3))));
L | (A,W ) ∼ Bernoulli(p = expit(1/3(W1 +W2 +W3)−A− log(2) + 0.2));
Z | (L,A,W ) ∼ Bernoulli(p = expit(log(3) · (W1 +W2) +A− L));
Y | (Z,L,A,W ) ∼ Bernoulli
(
p = expit
(
1− 3 · (3− L− 3A+ Z)2 + (W1 +W2 +W3)
))
,
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where expit(x) := {1 + exp(x)}−1. For each of the sample sizes n ∈ {200, 800, 1800, 3200, 5000, 7200,
9800, 12800, 16200}, 500 datasets were generated. For every dataset, six variations of each of the two efficient estima-
tors was applied — five variants were based on misspecification of a single nuisance parameter among {e,m, d, g, b}
while the sixth variant was constructed based on consistent estimation of all five nuisance parameters. An intercept-
only logistic regression model provided inconsistent estimation of each of the nuisance parameters {e,m, d, g, b},
while a Super Learner ensemble (van der Laan et al., 2007) was used to achieve consistent estimation. The Super
Learner ensemble was constructed with a library of algorithms composed of intercept-only logistic regression; main-
terms logistic regression; and several variants of the highly adaptive lasso (Benkeser & van der Laan, 2016; van der
Laan, 2017; Coyle et al., 2020), a nonparametric regression approach capable of flexibly estimating arbitrary func-
tional forms at a fast convergence rate under only a global smoothness assumption (van der Laan & Bibaut, 2017;
Bibaut & van der Laan, 2019). Note that we do not consider cases of misspecified estimation of {v, s, q, u¯}, for their
consistent estimation depends on consistent estimation of a subset of the nuisance parameters {e,m, d, g, b}. Gener-
ally, based on Lemmas 4 and 5, robustness of the direct and indrect effect estimators to misspecification of {e,m, d}
is to be expected, but the same is not true under misspecification of {g, b}.
Figure 2 summarizes the results of our investigations of the relative performance of the estimator variants enumerated
above. Specifically, we assess the relative performance of our proposed estimators in terms of absolute bias, scaled
(by n1/2) bias, standard error and scaled (by n) mean squared error relative to the efficiency bound for the data-
generating model, the empirical coverage of 95% confidence intervals, and relative efficiency. In terms of both raw
(unscaled) bias and scaled bias, the estimator variants appear to conform to the predictions of Lemmas 4 and 5 —
specifically, raw bias vanishes and scaled bias stabilizes to a small value (providing evidence for rate-consistency)
under misspecification of any of {e,m, d} as well as in the case of no nuisance parameter misspecification. In the same
vein, when either of {g, b} are estimated inconsistently, some of the estimator variants display diverging asymptotic
(scaled) bias, in agreement with expectations based upon theory. The consistency of other estimator variants (e.g.,
the one-step estimator under misspecification of b) is likely an artifact of this data-generating mechanism, not to be
taken as a general indication of robust performance. In terms of their relative mean squared error, the estimators of
the (in)direct effects exhibit convergence to the efficiency bound under misspecification of {e,m, d} and under no
misspecification; this also appears to hold for a subset of the estimator variants under misspecification of {g, b}. We
stress that aspects of this are likely to be a particularity of the given data-generating mechanism or on account of the
irregularity of misspecified estimator variants, for the regularity and asymptotically linearity of the estimators is only to
be expected under consistent estimation of all nuisance parameters. Finally, the empirical coverage of 95% confidence
intervals is as expected: under a lack of nuisance parameter misspecification, both the one-step and TML estimators of
the direct and indirect effect achieve 95% coverage in larger sample sizes. We note that misspecification of e leads to
over-coverage for all estimator variants, implying an overly inflated variance estimate, while the confidence intervals
fail to attain the nominal rate in most other instances. Notably, several of the estimator variants generate confidence
intervals that are liable to converge to 0% coverage in larger samples under misspecification of {g, b}, very much in
line with theoretical expectations.
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Figure 2: Comparison of efficient estimators across different nuisance parameter configurations.
Importantly, the TML estimator appears to generally outperform the one-step estimator throughout several scenarios.
This comes in several forms, including lower bias, relative standard deviation, or relative mean squared error under
misspecification of {e,m, d} or under no misspecification; however, under inconsistent estimation of {g, b}, the irreg-
ularity of the estimators complicates this comparison. Interestingly, under misspecification of g, the TML estimators
of the direct and indirect effects appear unbiased and efficient, a result unpredictable from theory given the irregularity
of the estimators under this configuration. Altogether, results of our numerical experiments indicate that our proposed
estimators exhibit properties that align with the theoretical results of Lemmas 4 and 5.
6 Discussion
We have proposed a class of novel direct and indirect effects for causal mediation analysis, as well as two efficient
estimators of these effects in the nonparametric statistical model. Importantly, our proposed estimation framework
allows for data adaptive estimation of nuisance parameters, while still preserving the benefits associated with similar
classical techniques — that is, our estimators are regular and asymptotically linear, provide unbiased point estimates,
are multiply robust, allow the construction of asymptotically valid confidence intervals, and are capable of attaining
the nonparametric efficiency bound. Our (in)direct effects have interpretations that echo those of the classical natural
(in)direct effects; however, our effects remain well-defined even in the presence of intermediate confounders affected
by exposure. Further, any scientific conclusions drawn based upon our proposed (in)direct effects may be readily
interrogated in trials that randomize both the exposure and mediators. Such flexible effect definitions and estimators
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seem necessary both to cope with the design complexity exhibited by modern epidemiological and biomedical studies
and to take appropriate advantage of the ever-growing number of data adaptive regression techniques.
The challenge of leveraging data adaptive regression methodology to construct robust estimators that accommodate
valid statistical inference is not a new one. It has been considered in great detail as early as the work of Pfanzagl
& Wefelmeyer (1985) as well in numerous recent advances, most notably by van der Laan & Rose (2011, 2018)
and Chernozhukov et al. (2018); related work by these authors presents a wealth of extensions and applications. In
the present work, we derive multiply robust, efficient estimators based on both the one-step and targeted minimum
loss estimation frameworks. Following Klaassen (1987) and Zheng & van der Laan (2011), our estimators leverage
cross-validation to avoid imposing possibly restrictive assumptions on nuisance function estimators. We demonstrated
the properties of our estimators in simulation experiments that illustrated their ability to yield unbiased point estimates,
attain the nonparametric efficiency bound, and build confidence interval covering at the nominal rate across several
nuisance parameter configurations, all within the context of a problem in which classical mediation effects are ill-
defined.
Several significant extensions and refinements are left for future consideration. Firstly, our proposed estimation strat-
egy for the direct and indirect effects leverages re-parameterizations of factors of the likelihood in order to simplify
the estimation of nuisance parameters. This approach works particularly well when either mediators or intermediate
confounders are of low dimension; however, improving this approach to accommodate moderate dimensionality of
both mediators and intermediate confounders would surely widen the range of scenarios to which the methodology
may be applied. Secondly, when defining effects based upon stochastic interventions indexed by the user-specified
parameter δ, an important consideration is choosing a priori a particular value of δ. One solution is to evaluate a set
of causal effects indexed by a grid in δ. In such cases, aggregate effects (across δ) may be summarized via working
marginal structural models (e.g., Hejazi et al., 2020) or the construction of uniform tests of the null hypothesis of no
direct effect (e.g., Dı´az & Hejazi, 2020). Developments of these distinct summarization strategies would enrich the
range of scientific applications on which these robust and flexible (in)direct effects could be brought to bear.
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S1 Theorem 1
Proof First, we have
E{YAδ,Gδ}
=
∫
E
{
Ya,z | Aδ = a,Gδ = z,W = w
}
gδ(a | w)P(Gδ = z | Aδ = a,W = w)p(w)dν(a, z, w)
=
∫
E
{
Ya,z |W = w
}
gδ(a | w)P(Z(a) = z | Aδ = a,W = w)p(w)dν(a, z, w) (S1)
=
∫
E
{
Ya,z | A = a,W = w
}
gδ(a | w)P(Z(a) = z |W = w)p(w)dν(a, z, w) (S2)
=
∫
E
{
Ya,z | A = a,W = w
}
gδ(a | w)P(Z(a) = z | A = a,W = w)p(w)dν(a, z, w) (S3)
=
∫
E
{
Ya,z | A = a,W = w,L = l
}
b(l | a,w)gδ(a | w)p(z | a,w)p(w)dν(a, z, l, w)
=
∫
m(a, z, l, w)b(l | a,w)gδ(a | w)p(z | a,w)p(w)dν(a, z, l, w), (S4)
where (S1) follows by definition of (Aδ, Gδ), (S2) follows by ?? and definition of Aδ , (S3) follows by ??, and (S4)
follows by ??. Similar arguments yield
E{YA,G} =
∫
m(a, z, l, w)b(l | a,w)g(z | w)p(z | a,w)p(w)dν(a, z, l, w).
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We also have
E{YAδ,G}
=
∫
E
{
Ya,z | Aδ = a,G = z,W = w
}
gδ(a | w)P(G = z | Aδ = a,W = w)p(w)dν(a, z, w)
=
∫
E
{
Ya,z |W = w
}
gδ(a | w)P(G = z |W = w)p(w)dν(a, z, w)
=
∫
E
{
Ya,z | A = a,W = w
}
gδ(a | w)p(z | w)p(w)dν(a, z, w)
=
∫
E
{
Ya,z | A = a,W = w
}
gδ(a | w)p(z | w)p(w)dν(a, z, w)
=
∫
E
{
Ya,z | A = a,W = w,L = l
}
b(l | a,w)gδ(a | w)p(z | w)p(w)dν(a, z, l, w)
=
∫
m(a, z, l, w)b(l | a,w)gδ(a | w)p(z | w)p(w)dν(a, z, l, w).
Subtracting gives the expressions for the PIIE and PIDE in the theorem.
S2 Efficient influence functions (Theorem 2)
Proof In this proof we will use Θj(P) : j = 1, 2 to denote a parameter as a functional that maps the distribution
P in the model to a real number. We will assume that the measure ν is discrete so that integrals can be written as
sums, and will omit the dependence on δ. It can be checked algebraically that the resulting influence function will also
correspond to the influence function of a general measure ν. The true parameter value for θ1 is thus given by
θ1 = Θ1(P) =
∑
y,a,z,m,w
y p(y | a, z, l, w)p(l | a,w)p(z | a,w)gδ(a | w)p(w).
The non-parametric MLE of θ1 in the model of gδ known is given by
Θ(Pn) =
∑
y,a,z,m,w
y
Pnfy,a,z,l,w
Pnfa,z,l,w
Pnfl,a,w
Pnfa,w
Pnfz,a,w
Pnfa,w
gδ(a | w)Pnfw, (S5)
where we remind the reader of the notation Pf =
∫
fdP. Here fy,a,z,l,w = 1(Y = y,A = a, Z = z,M = m,W =
w), and 1(·) denotes the indicator function. The other functions f are defined analogously.
We will use the fact that the efficient influence function in a non-parametric model corresponds with the influence
curve of the NPMLE. This is true because the influence curve of any regular estimator is also a gradient, and a non-
parametric model has only one gradient. The Delta method (see, e.g., Appendix 18 of van der Laan & Rose, 2011)
shows that if Θˆ1(Pn) is a substitution estimator such that θ1 = Θˆ1(P), and Θˆ1(Pn) can be written as Θˆ∗1(Pnf : f ∈ F)
for some class of functions F and some mapping Θ∗1, the influence function of Θˆ1(Pn) is equal to
IFP(O) =
∑
f∈F
dΘˆ∗1(P)
dPf {f(O)− Pf}.
Applying this result to (S5) with F = {fy,a,z,l,w, fa,z,l,w, fz,a,w, fa′,w, fl,a,w, fa,w, fw : y, a, z, l, w} and rearranging
terms gives the result of the theorem. The algebraic derivations involved here are lengthy and not particularly
illuminating, and are therefore omitted from the proof. Similar analyses may be performed for the model where only
gδ is unknown, as well as θ2.
S3 Targeted minimum loss estimation algorithm
To simplify notation, in the remaining of this section we will denote η˜j(i)(Oi) with η˜(Oi). If L is binary, the efficient
influence functions in Theorem 2 may be simplified using the following identity:
v(l, a, w)− v¯(a,w) = {v(1, a, w)− v(0, a, w)}{l − b(1 | a,w)},
which also holds for v replaced by s and v¯ by s¯.
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Step 1. Initialize η˜ = ηˆ. Compute v˜, s˜, and q˜j by plugging in m˜, g˜, e˜, d˜ into equations (7), (16) and (15) if Z is
multivariate, and fitting data-adaptive regression algorithms as appropriate.
Step 2. For each subject, compute the auxiliary covariates
HD,i =
b˜(Li | Ai,Wi)
d˜(Li | Zi, Ai,Wi)
{
1− g˜δ(Ai |Wi)e˜(Ai | Zi,Wi)
}
HI,i =
b˜(Li | Ai,Wi)
d˜(Li | Zi, Ai,Wi)
{
g˜δ(Ai |Wi)
e˜(Ai | Zi,Wi) −
g˜δ(Ai |Wi)
g˜(Ai |Wi)
}
KD,i = v˜(1, Ai,Wi)− v˜(0, Ai,Wi)− g˜δ(Ai |Wi)g˜(Ai |Wi) {s˜(1, Ai,Wi)− s˜(0, Ai,Wi)}
KI,i =
g˜δ(Ai |Wi)
g˜(Ai |Wi) {s˜(1, Ai,Wi)− s˜(0, Ai,Wi)− v˜(1, Ai,Wi) + v˜(0, Ai,Wi)}
MD,i = − g˜δ(1 | w)(1− g˜δ(1 | w))g˜(1 | w)(1− g˜(1 | w)) q˜
2(w)
MI,i =
g˜δ(1 | w)(1− g˜δ(1 | w))
g˜(1 | w)(1− g˜(1 | w)) {q˜
2(w)− q˜1(w)}
Step 3. Fit the logistic tilting models
logitmβ(Ai, Zi, Li,Wi) = logit m˜(Ai, Zi, Li,Wi) + βIHI,i + βDHD,i
logit bα(1 | Ai,Wi) = logit b˜(1 | Ai,Wi) + αIKI,i + αDKD,i
logit gγ(1 |Wi) = logit g˜(1 |Wi) + γIMI,i + γDMD,i
where logit(p) = log{p(1− p)−1}. Here, logit m˜(a, z, l, w) is an offset variable (i.e., a variable with known
parameter value equal to one). The parameter β = (βI , βD) may be estimated by running standard logistic
regression of Yi on (HD,i, HI,i) with no intercept and an offset term equal to logit m˜(Ai, Zi, Li,Wi). Let βˆ
denote the estimate, and let m˜ = mβˆ denote the updated estimates. Perform analogous computations for b
and g.
Step 4. Compute u˜ according to equation (7) by plugging in m˜ and b˜. Compute the covariate
Ji =
g˜δ(Ai |Wi)
g˜(Ai |Wi) ,
and fit the model
logit u¯κ(Ai,Wi) = logit ˜¯u(Ai,Wi) + κD + κIJi
by running a logistic regression of u˜(Zi, Ai,Wi) on Ji with an intercept and offset logit ˜¯u(Ai,Wi). Let κˆ
denote the MLE, and update ˜¯u = u¯κˆ.
Step 5. The TMLE of the direct and indirect effects are defined as:
ψˆtmleD,δ =
1
n
∫ n∑
i=1
{˜¯u(a,Wi)g˜(a |Wi)− u˜(Zi, a,Wi)g˜δ(a |Wi)} dκ(a)
ψˆtmleI,δ =
1
n
∫ n∑
i=1
{
u˜(Zi, a,Wi)− ˜¯u(a,Wi)
}
g˜δ(a |Wi)dκ(a)
S4 Proof of Theorem 3
Proof Let Pn,j denote the empirical distribution of the prediction set Vj , and let Gn,j denote the associated empirical
process
√
n/J(Pn,j − P). For simplicity we denote a general parameter ψ with influence function Dη , the proof
applies equally to the direct and indirect effect parameters. Note that
ψˆosδ =
1
J
J∑
j=1
Pn,jDηˆj ,δ, ψδ = PDη.
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Thus, √
n{ψˆosδ − ψδ} = Gn{Dη,δ − ψδ}+Rn,1(δ) +Rn,2(δ),
where
Rn,1(δ) =
1√
J
J∑
j=1
Gn,j(Dηˆj ,δ −Dη,δ), Rn,2(δ) =
√
n
J
J∑
j=1
P{Dηˆj ,δ − ψδ}.
It remains to show thatRn,1(δ) andRn,2(δ) are oP (1). Lemmas 4 and 5 together with the Cauchy-Schwartz inequality
and assumption (ii) of the theorem shows that ||Rn,2||∆ = oP (1). For ||Rn,1||∆ we use empirical process theory to
argue conditional on the training sample Tj . In particular, Lemma 19.33 of van der Vaart (2000) applied to the class
of functions F = {Dηˆj ,δ −Dη,δ} (which consists of one element) yields
E
{∣∣Gn,j(Dηˆj ,δ −Dη,δ)∣∣ ∣∣∣∣ Tj
}
. 2C log 2
n1/2
+ ||Dηˆj ,δ −Dη,δ||(log 2)1/2
By assumption (ii), the left hand side is oP (1). Lemma 6.1 of Chernozhukov et al. (2018) may now be used to argue
that conditional convergence implies unconditional convergence, concluding the proof.
S5 Theorem 4
Proof Let Pn,j denote the empirical distribution of the prediction set Vj , and let Gn,j denote the associated em-
pirical process
√
n/J(Pn,j − P). For simplicity we denote a general parameter ψ with influence function Dη , the
proof applies equally to the direct and indirect effect parameters. By definition, the sum of the scores of the sub-
models {mβ , bα, gγ , u¯κ : (β, α, γ, κ)} at the last iteration of the TMLE procedure is equal to n−1
∑n
i=1Dη˜(Oi) =
oP (n−1/2). Thus, we have
ψˆtmleδ =
1
J
J∑
j=1
Pn,jDη˜j + oP (n−1/2).
Thus, √
n(ψˆtmleδ − θ) = Gn(Dη − θ) +Rn,1 +Rn,2 + oP (n−1/2),
where
Rn,1 =
1√
J
J∑
j=1
Gn,j(Dη˜j −Dη), Rn,2 =
√
n
J
J∑
j=1
P(Dη˜j − θ).
As in the proof of Theorem 3, Lemmas 4 and 5 together with the Cauchy-Schwartz inequality and the assumptions of
the theorem shows that Rn,2 = oP (1).
Since Dη˜j depends on the full sample through the estimates of the parameters β of the logistic tilting models, the
empirical process treatment ofRn,1 needs to be slightly from that in the proof of Theorem 3. To make this dependence
explicit, we introduce the notation Dηˆj ,β = Dη˜j and Rn,1(β). Let F jn = {Dηˆj ,β − Dη : β ∈ B}. Because the
function ηˆj is fixed given the training data, we can apply Theorem 2.14.2 of van der Vaart & Wellner (1996) to obtain
E
 sup
f∈Fjn
|Gn,jf |
∣∣∣∣ Tj
 . ||F jn||
∫ 1
0
√
1 +N[ ](Ô||F jn||,F jn, L2(P))dÔ,
where N[ ](Ô||F jn||,F jn, L2(P)) is the bracketing number and we take F jn = supβ∈B |Dηˆj ,β −Dη| as an envelope for
the class F jn. Theorem 2.7.2 of van der Vaart & Wellner (1996) shows
logN[ ](Ô||F jn||,F jn, L2(P)) .
1
Ô||F jn||
.
This shows
||F jn||
∫ 1
0
√
1 +N[ ](Ô||F jn||,F jn, L2(P))dÔ .
∫ 1
0
√
||F jn||2 + ||F
j
n||
Ô
dÔ
≤ ||F jn||+ ||F jn||1/2
∫ 1
0
1
Ô1/2
dÔ
≤ ||F jn||+ 2||F jn||1/2.
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Since ||F jn|| = oP (1), this shows supf∈Fjn Gn,jf = oP (1) for each j, conditional on Tj . Thus
supβ∈B Rn,1(β) = oP (1). Lemmas 4 and 5 together with the Cauchy-Schwartz inequality and the assump-
tions of the theorem show that Rn,2 = oP (1), concluding the proof of the theorem.
S6 Additional results
Lemma 5 (Second order terms for modified treatment policies). Let dξ(o) denote dν(a, l, z)dP(w), and let r(z |, a, w)
denote p(z | a,w), and let h(z |, w) denote p(z | w). Let d(a,w) denote a modified treatment policy satisfying A1. We
have
PD1η1,δ − ψ1(δ) =
∫ ( g
g1
d
d1
− 1
)
(m−m1)b1rgδ,1dξ (S6)
−
∫ ( g
g1
− 1
)
(u¯1 − u¯)gδ,1dξ (S7)
+
∫ ( g
g1
− 1
)
(m1 −m)b1rgδ,1dξ (S8)
−
∫ g
g1
(b1 − b)(v1 − v)gδ,1dξ (S9)
−
∫
(u¯1 − u¯)(gδ,1 − gδ)dξ (S10)
and
PD2η1,δ − ψ2(δ) =
∫ ( e
e1
d
d1
− 1
)
(m−m1)b1hgδ,1dξ
+
∫ g
g1
(b1 − b)(s1 − s)gδ,1dξ
−
∫
(q1 − q)(gδ,1 − gδ)dξ.
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Proof Note that
PS1η1,δ − ψ1(δ) =
∫ ( g
g1
d
d1
− 1
)
(m−m1)b1rgδ,1dξ +
∫
(m−m1)b1rgδ,1dξ
−
∫
u¯(gδ − gδ,1)dξ −
∫
u¯gδ,1dξ
+
∫ g
g1
(b− b1)v1gδ,1dξ +
∫ g
g1
(u1r − u¯1)gδ,1dξ +
∫
u¯1gδ,1dξ
= (S6) +
∫
(u¯1 − u¯)gδ,1dξ
+
∫
(m−m1)b1rgδ,1dξ +
∫ g
g1
(b− b1)v1gδ,1dξ
+
∫ g
g1
u1rgδ,1dξ −
∫ g
g1
u¯1gδ,1dξ
−
∫
u¯(gδ − gδ,1)dξ
= (S6)−
∫ ( g
g1
− 1
)
(u¯1 − u¯)gδ,1dξ
+
∫ g
g1
m1b1rgδ,1dξ −
∫ g
g1
mbrgδ,1dξ
+
∫
(m−m1)b1rgδ,1dξ +
∫ g
g1
(b− b1)v1gδ,1dξ
−
∫
u¯(gδ − gδ,1)dξ
= (S6)− (S7)
+
∫
(m−m1)b1rgδ,1dξ +
∫ g
g1
(b− b1)v1gδ,1dξ
+
∫ g
g1
(m1b1 + mb1 −mb1 −mb)rgδ,1dξ
−
∫
u¯(gδ − gδ,1)dξ
= (S6)− (S7)
+
∫
(m−m1)b1rgδ,1dξ +
∫ g
g1
(b− b1)v1gδ,1dξ
+
∫ g
g1
(m1 −m)b1rgδ,1dξ +
∫ g
g1
(b1 − b)mrgδ,1dξ
−
∫
u¯(gδ − gδ,1)dξ
= (S6)− (S7) + (S8)− (S9)
−
∫
u¯(gδ − gδ,1)dξ.
(S11)
Using A1 we can change variables to obtain
PSA,1η1,δ =
∫
u¯1(gδ − gδ,1)dξ.
The proof for ψ2 is analogous. This completes the proof of the theorem.
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Lemma 6 (Second order terms for exponential tilting.). Define c(w) = {∫
a
exp(δa)g(a | w)}−1, and let c1(w) be
defined analogously. Let b(a) = exp(δa). Using the same notation as in Lemma 4, we have
PD1η1,δ − ψ1(δ) =
∫ ( g
g1
d
d1
− 1
)
(m−m1)b1rgδ,1dξ
−
∫ ( g
g1
− 1
)
(u¯1 − u¯)gδ,1dξ
+
∫ ( g
g1
− 1
)
(m1 −m)b1rgδ,1dξ
−
∫ g
g1
(b1 − b)(v1 − v)gδ,1dξ
+
∫
(u¯1 − u¯)(gδ,1 − gδ)dξ
−
∫ {
(c1 − c)2
∫
bg1u¯1dκ
∫
bgdκ
}
dξ
+
∫ {
(c1 − c)
∫
bu¯1(g − g1)dκ
}
dξ,
and
PD2η1,δ − ψ2(δ) =
∫ ( e
e1
d
d1
− 1
)
(m−m1)b1hgδ,1dξ
+
∫ g
g1
(b1 − b)(s1 − s)gδ,1dξ
−
∫
(q1 − q)(gδ,1 − gδ)dξ
−
∫ {
(c1 − c)2
∫
bg1q¯1dκ
∫
bgdκ
}
dξ
+
∫ {
(c1 − c)
∫
bq¯1(g − g1)dκ
}
dξ.
Proof In this proof, (S11) is also valid. We have
PS1,Aη1,δ −
∫
u¯(gδ − gδ,1)dξ = PS1,Aη1,δ −
∫
u¯1(gδ − gδ,1)dξ +
∫
(u¯1 − u¯)(gδ,1 − gδ)dξ
It thus remains to prove that
PS1,Aη1,δ −
∫
u¯1(gδ − gδ,1)dξ =−
∫ {
(c1 − c)2
∫
bg1u¯1dκ
∫
bgdκ
}
dξ
+
∫ {
(c1 − c)
∫
bu¯1(g − g1)dκ
}
dξ.
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We have
PS1,Aη1 −
∫
u¯1(gδ − gδ,1)dξ
=
∫ {∫ g1,δ
g1
u¯1gdκ−
∫ g1,δ
g1
gdκ
∫
u¯1g1,δdκ+
∫
(g1,δ − gδ)u¯1dκ
}
dξ
=
∫ {g1,δ
g1
gu¯1dκ−
∫
gδu¯1dκ+
∫
g1,δu¯1dκ
[
1−
∫ g1,δ
g1
gdκ
]}
dξ
=
∫ {
c1
∫
bu¯1gdκ− c1
∫
bu¯1gdκ+ c1
∫
bgu¯1dκ
∫
(c− c1)bgdκ
}
dξ
=
∫
(c1 − c)
{∫
bu¯1gdκ− c1
∫
bg1u¯1dκ
∫
bgdκ
}
dξ
=
∫
(c1 − c)
{∫
bu¯1gdκ− c
∫
bg1u¯1dκ
∫
bgdκ− (c1 − c)
∫
bg1u¯1dκ
∫
bgdκ
}
dξ
=
∫ {
−(c1 − c)2
∫
bg1u¯1dκ
∫
bgdκ+ (c1 − c)
[∫
bu¯1gdκ−
∫
bg1u¯1dκ
]}
dξ (S12)
=
∫ {
−(c1 − c)2
∫
bg1u¯1dκ
∫
bgdκ+ (c1 − c)
∫
bu¯1(g − g1)dκ
}
dξ,
where (S12) follows from c
∫
bgdκ = 1. The proof for ψ2 is analogous.
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