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Abstract 
Spontaneous facial mimicry refers to the phenomenon of imitating emotional facial 
expressions that are seen in other people, without being explicitly told to do so. Deficits in the 
automatic component of spontaneous facial mimicry are often found in individuals with autism 
spectrum disorders, leading some researchers to believe that facial mimicry plays a causal role in 
empathy. The facial feedback hypothesis suggests that imitating the muscle configuration of 
another individual’s face activates neural circuits for underlying emotions associated with that 
expression. Previous studies have found an important role for attention, as well as a facilitating 
effect of affinity for the target individual, when predicting rates of facial mimicry. The goal of 
the current study was to investigate the effect of explicit motivation on rates of facial mimicry. 
Participants viewed a series of videos of Asian or Caucasian individuals expressing three 
emotional facial expressions, and for each the participants were primed beforehand with either 
the question "How old is this person?" or "How does this person feel?" which the participants 
answered after viewing the video clip. Facial mimicry, as measured using the Facial Action 
Coding System (FACS), was found to occur significantly more often when participants were 
explicitly instructed to infer the target individual’s emotion. This suggests that they were using 
facial mimicry as a tool to understand emotions—supporting the facial-feedback hypothesis. 
Participant ethnicity did not have any effect, suggesting further evidence for the universality of 
facial mimicry and its utility. Participants mimicked Asian target faces to a greater degree than 
White target faces, which may be explained by a distinctiveness effect for minority faces. 
KEYWORDS: facial expression, FACS, social cognition, emotion, empathy 
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Facial Expressions and Emotion 
 There is no question that faces are important in normative social cognition. Visual 
processing of faces has been repeatedly found to recruit a specialized area of the brain, 
commonly known as the fusiform face area (FFA) (Kanwisher, McDermott, & Chun, 1997). 
Recent evidence suggests that the FFA is not innately specialized for faces, but for information 
about which an individual is an expert. Gauthier, Skudlarski, Gore, and Anderson (2000) found 
that the FFA also shows activation when car experts are looking at cars, and bird experts are 
looking at birds, suggesting that the FFA might be better referred to as the “flexible fusiform 
area,” which specializes in automatizing visual processing for subjects of expertise (Tarr, & 
Gauthier, 2000). Even if the FFA is not unique to faces, the fact that most humans recruit an area 
of the brain specialized for expertise when processing faces implies that most humans are “face 
experts.” Expertise in facial recognition and processing is strong evidence for the importance of 
faces to human cognition.  
 The ability to efficiently and accurately process faces seems to be especially important 
for social cognition. Individuals with autism spectrum disorders (ASD) manifest severe deficits 
in social cognition. Brain imaging studies of individuals with ASD show that the FFA is not 
activated in most individuals with ASD when viewing faces, suggesting that a lack of expertise 
in processing human faces is a causal factor for some of their observed deficits in social 
cognition (Klin, Jones, Schultz, & Volkmar, 2003). Individuals with ASD also show decreased 
sensitivity to the valence of emotional facial expressions (McIntosh, Reichmann-Decker, 
Winkielman, & Wilbarger, 2006). 
 The human expertise in processing faces is so strong that minute differences between real 
faces and digital faces causes a feeling of intense unease, known as the uncanny valley effect. 
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The uncanny valley effect describes a steep drop in affinity for humanoid figures, when they 
reach a point just on the verge of realism, followed by a steep jump in affinity once that point is 
passed. Looser and Wheatley (2010) created images that morphed from a photo of an inanimate 
human mannequin to an animate human face. They discovered that participants viewing the 
morphs provided very consistent responses for the point in the continuum at which they 
perceived that the face became animate, and the participants’ reports of affinity for the face 
dropped steeply before this point and rose steeply afterward (the uncanny valley effect). These 
consistent responses to nearly imperceptible detail in an image of a face provide further proof 
that humans are predisposed to become experts at processing faces.  
 The real question is not whether or not faces are important to social cognition, but how 
and why faces are important to social cognition. Most people assume that facial expressions are 
innately communicative, revealing the underlying emotions or intentions of other people, but this 
is actually a very controversial idea. Archeological evidence shows that studies of the link 
between facial expressions, emotions, and communication date back to the ancient era. An 
ancient Indian treatise on dramatization, the Nātyasāstra, describes a system for classifying basic 
emotional states and corresponding facial movements, for use in dances such as the baratha 
natyam, which used intense emotional expressions to convey emotional and spiritual meaning 
(Frijda, & Tcherkassof, 1997). Written around 200 BC, the Nātyasāstra long preceded and 
foreshadowed the modern literature on facial expressions and emotion. For millennia following 
this precocious Indian study of facial expressions, scholars took it for granted that facial 
movements were simply another, uniquely human, method of communication, developed solely 
for expression. 
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Charles Darwin was one of the first to challenge these assumptions, in order to fit facial 
expressions into his model of evolution. Darwin wrote in his 1872 book, The Expression of 
Emotions in Man and Animals, “There are no grounds, as far as I can discover, for believing that 
any muscle has been developed or even modified exclusively for the sake of expression.” There 
were three important and revolutionary ideas proposed by Darwin regarding facial expressions: 
1) facial expressions are a phylogenetically continuous phenomenon, and non-human animals 
possess similar underlying mechanisms of expression; 2) the muscle movements that create 
facial expressions evolved for various non-communicative purposes; 3) facial expressions are 
used in a communicative fashion, due to their co-occurance with specific internal states, and the 
responses they evoke in other people, which humans learn as infants through social interactions 
and introspection (Darwin, 1872; Rosenberg, 2005; Russell, & Fernández-Dols, 1997). 
For almost a century after Darwin published his book on facial expressions, there was no 
further progress in the literature on facial expressions and emotion. The behaviorist hegemony in 
the field of psychology dismissed the idea that internal states and external behavior were linked, 
or that internal states could be investigated (Rosenberg, 2005).  
In 1962, Tomkins published Affect. Imagery. Consciousness. (Vol. 1), a book that revived 
scientific interest in the link between facial expressions and emotion. Incorporating and 
expanding upon Darwin’s ideas, researchers such as Tomkins, Ekman, and Izard collectively 
created a framework for understanding facial expressions, known as the Facial Expression 
Program. J.A. Russell & J.M. Fernández-Dols (1997) offer a prototypical description of the 
Facial Expression Program, consisting of 14 components, listed in Table 1. The most important 
and controversial ideas of the Facial Expression Program are: 1) There are approximately six 
universal emotions, and each has a specific corresponding facial expression; 2) Humans 
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automatically mimic emotional facial expressions we see in others; 3) The configuration of 
muscles in the face into specific facial expressions is directly linked to the activation of  
 corresponding emotional neural circuits in the brain. 
 
 A separate group of researchers reject the direct link proposed in the Facial Expression 
Program between facial expressions and emotion. Frijda and Tcherkassof (1997) argue that facial 
expressions can be better understood as modes of action readiness. Rather than a causal 
relationship between facial expressions and emotion, Frijda and Tcherkassof describe the 
Table 1 
Core Assumptions of the Facial Expression Program (Russell & Fernández-Dols) 
1 Only a small number (approximately six or seven) of basic emotions exist. 
2 Basic emotions are genetically determined, universal, and discrete. 
3 Basic emotions are encoded and decoded as part of an evolutionarily adaptive signaling 
system. 
4 Only emotions with a distinct and universal facial signal can be considered basic 
emotions. 
5 All non-basic emotions are mixtures or subcategories of basic emotions. 
6 Individuals can voluntarily simulate spontaneous facial expressions, subject to cultural 
display rules, but the true emotion will still leak through any masking expression. 
7 All facial expressions that deviate from universal facial signals are a result of mixtures of 
universal signals, or cultural display rules. 
8 Measuring facial expressions reveals an individual’s emotional state. 
9 A proprioceptive feedback system from facial movements results in the subjective, 
conscious feelings associated with an emotion—the “facial feedback hypothesis.” 
10 Deliberate facial manipulation into various expressions will cause the neurological pattern 
of the associated emotion to emerge. 
11 All humans, regardless of culture, can easily recognize the facial expressions 
corresponding to the basic emotions. 
12 The ability to recognize emotion from facial expressions is innate, not learned or 
culturally determined. 
13 The mental categories used to describe the basic emotions are also innate. 
14 The meaning of a facial expression is fixed and does not vary across cultures and 
situations. 
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relationship between the two as an affinity, challenging the idea that facial expressions are 
innately expressive. In a 1953 study, Frijda was able to elicit unexpected facial expressions in 
response to emotion, contradicting the one-emotion-to-one-expression paradigm of the Facial 
Expression Program. Frijda’s 1953 study also found that when describing what a face expresses 
in a free response format, participants were more likely to focus on situational and behavioral 
information, rather than emotion. Frijda and Tcherkassof (1997) argue that facial expressions and 
their interpretations are heavily influenced by situational context and prior expectations, which 
sometimes align with expression-emotion combinations predicted by the Facial Expression 
Program, but sometimes result in unexpected combinations. 
Rosenberg and Ekman (2005) attempted to address concerns about the coherence 
between the experience of an emotion and the expression of an emotion by creating a new 
moment-by-moment reporting strategy for emotions. If emotions and facial expressions, or other 
physiological systems, do directly relate to each other, they should correlate throughout the 
course of an experience. Participants were videotaped while watching an extended emotional 
video. Videos of participants were then coded for points during the viewing where the 
participants showed an emotional expression. The participants were then shown the original 
stimulus video again, and asked what they were feeling at the points when they had adopted a 
facial expression. Intensity of the emotion experienced correlated with the presence of a 
congruent facial expression, but overall there was not a strong correlation between category of 
emotion and category of expression. Rosenberg and Ekman then examined emotional “hotspots,” 
or points in the video when many participants showed facial expressions. When only these 
hotspots were examined, the correlation between expression and emotion was significant. This 
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supports the idea of coherence between emotional experience and emotional expression, but only 
when the stimulus is particularly salient (Rosenberg, & Ekman, 2005). 
Universality and Cultural Effects 
In 1978, Ekman and Friesen proposed six universal emotions and corresponding facial 
expressions. These are sadness, happiness, anger, disgust, surprise, and fear. Ekman and Friesen 
found these six expressions occur even in vastly different human cultures, suggesting that these 
expressions serve a highly preserved, innate communicative purpose. This idea of basic, 
universal emotions and emotional facial expressions has become a foundational component of 
the Facial Expression Program (see Table 1, items 1-5, 7, 11-14). 
Universality is probably the most controversial component of the Facial Expression 
Program. Critics point out several methodological flaws in most studies supporting universality. 
First, these studies often use identification studies instead of production studies. Identification 
studies often do not allow participants free response answers when identifying an emotion, 
generally using a forced-choice paradigm consisting of emotions that were predetermined by the 
experimenters, and therefore subject to bias (Frijda, & Tcherkassof, 1997). As shown by Frijda’s 
1953 study, participants often do not even attribute emotion to facial expressions when given the 
option to respond freely.  
Furthermore, in studies where the forced-choice answers are the six universal emotions, 
there is a statistical flaw that makes it easier to correctly guess at above-chance levels. Four of 
the six universal emotions are distinctly negative in valence (sadness, anger, fear, and disgust), 
and the remaining two have a more positive valence (happiness and surprise). If a participant can 
determine the positive or negative valence of an emotion, they have a 50% chance of guessing 
“correctly” for a positive emotion, and a 25% chance of guessing “correctly” for a negative 
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emotion, rather than the 16% chance level for a random guess. The concept of a “correct” guess 
is itself problematic, as identification studies are often used to support the universality of the six 
basic emotions, while simultaneously disregarding unexpected identifications as erroneous 
(Russell, & Fernández-Dols, 1997). The other main difficulty in making claims about 
universality based on identification studies is linguistic in nature. Some languages do not actually 
have translations for some of the supposedly universal and basic emotions, which strongly 
contradicts the proposals of the Facial Expression Program (see Table 1, items 13 and 14) 
(Wierzbicka, 1999; Russell, & Fernández-Dols, 1997).  
Despite these criticisms of universality, there are many studies that support this proposal, 
which do not rely on the questionable method of expression identification. A study of Japanese 
and American infants’ responses to arm restraint found no significant differences in facial 
expressivity between the two populations, suggesting that humans all begin life with certain 
innate and universal mechanisms for expression, such as cry faces (Camras, Oster, Campos, 
Miyake, & Bradshaw, 2005). A study by Lee, Raymond, and Critchley in 2008 examined the 
phenomenon of masking an emotional expression by expressing the opposite expression, and 
whether this presented interference similar to the interference effect found in traditional Stroop 
tasks. They found that the onset of noncongruent responses became longer, the more intense the 
stimulus emotion was, whereas higher intensity of stimulus emotion shortened the onset time of 
congruent expressions. This suggests that the tendency for automatic mimicry is difficult to 
overcome, even in the face of display rules or demand effects, which supports the discussion of 
the incomplete masking power of display rules within the Facial Expression Program (see Table 
1, item 6). Finally, an extensive dissertation by Singelis (1995) found no difference in facial 
mimicry between Caucasian and Asian participants. 
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Methods for Studying Facial Expressions 
 As more studies began to study facial mimicry, the need for a standardized, objective 
method for coding facial expressions became apparent. Ekman and Friesen addressed this 
concern in 1978 by creating the Facial Action Coding System (FACS). FACS was developed by 
examining all of the possible muscle movements and combinations of muscle movements in the 
human face. Each group of co-occurring muscle movements is called an action unit (AU), and 
given a number ranging from 1 to 92. During the creation of FACS, it was important to Ekman 
and Friesen that no pre-suppositions were made linking muscle movements to emotion. These 
links were elucidated after the creation of FACS, by using FACS in identification and elicitation 
studies of various emotional facial expressions (Ekman, Friesen, & Hager, 1978). This 
objectivity of the AUs in FACS allows for new studies to find previously unknown correlations 
between facial expression and emotion. 
 Another popular method for studying facial expressions is the use of electromyography 
(EMG). EMG uses sensors on the skin to detect electrical signals from skeletal muscles. These 
electrical signals are interpreted as muscle stimulation or movement. This is often used to study 
minute automatic changes in facial expressions that are not visible to the naked eye. EMG also 
presents methodological concerns. Because EMG requires participants to be hooked up to 
sensors and machinery, it is much more obtrusive than FACS, and brings attention to the fact that 
a participant’s face is being studied (Rosenberg, 2005). Previous studies have found that 
participants’ facial expressions are different when they know they are being observed (Craig, 
Hyde, & Patrick, 2005). Another problem with EMG is “crosstalk”, whereby movement of non-
target muscles might be detected by EMG as movement of nearby target muscles, since there are 
so many densely packed muscles in the face (Rosenberg, 2005).  
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 The current study used FACS to measure facial expressions, but not the full version of 
FACS. After studies validated the links between Ekman’s six basic emotions (happiness, 
sadness, anger, disgust, fear, and surprise) and corresponding FACS-coded facial expressions, an 
abridged version of FACS was created to specifically target emotionally-relevant AUs. This 
subset of FACS is called emotional FACS, or EMFACS. By cutting out AUs that have not been 
implicated in expressions of the six major emotions, researchers are able to code facial 
expressions much more efficiently (Friesen, & Ekman, 1983). 
Facial Mimicry and Empathy 
Empathy—the ability to experience and respond appropriately to the emotions of others 
is often considered vital to the formation and maintenance of communities. Evidence from 
studies of autism as well as studies of neurotypical indviduals has suggested that facial mimicry 
may play an important role in empathy. The prevailing theory linking expression and empathy is 
the facial feedback hypothesis, which suggests that when an individual observes an emotional 
facial expression in another individual, this causes mirror neurons in the brain to fire (Carr, 
Iacoboni, Dubeau, Mazziotta, & Lenzi, 2003). These mirror neurons then encourage mimicry of 
the facial expression, and the movement of facial muscles signals back to the brain to activate 
corresponding emotional circuits, and causes the observer to experience that emotion as well (see 
Table 1, items, 8-10). 
Facial mimicry seems to consist of both automatic and voluntary components. McIntosh, 
Reichmann-Decker, Winkielman, and Wilbarger (2006) used electromyography to measure 
minute muscle movements in facial muscles associated with happy and sad expressions after 
exposing participants to happy and sad stimuli. They found significant activation of muscles 
congruent to the expression in the stimulus face, even when no facial mimicry was visible to the 
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human eye. Another study found that pupil size varies with perceived intensity of sadness in 
expression, and that observers’ pupil sizes adjusted to match the pupil size being observed. This 
“papillary contagion” is good evidence for the ability of empathy pathways to affect automatic, 
unconscious processes, not just conscious processes (Harrison, Singer, Rotshtein, Dolan, & 
Critchley, 2006). There is also a voluntary component that seems to be governed by cultural 
“display rules,” although participants show a slower reaction time when asked to make a facial 
expression with the opposite emotional valence of an expression they are viewing (Lee, Dolan, & 
Critchley, 2008; Klineberg, 1938). Further evidence for the division into automatic and voluntary 
components comes from a study by McIntosh and colleagues (2006), who found that individuals 
ASD have deficits in automatic mimicry, but they attempt voluntary mimicry at the same rate as 
individuals without ASD, although their attempts lack valence sensitivity. 
Spontaneous facial mimicry refers to the phenomenon of rapid-onset, unsolicited 
mimicry of facial expressions. Mimicry that occurs after an individual has been told to imitate a 
facial expression is not considered spontaneous. Although it is clear that this type of voluntary 
mimicry is not spontaneous, it cannot be said for certain that no spontaneous mimicry is 
voluntary in nature. It seems likely that automatic processes are responsible for the majority of 
spontaneous mimicry, due to the rapid onset of spontaneous mimicry and the lack of demand 
effects, but it is also possible that attention to another person’s feelings would add a component 
of voluntariness to spontaneous mimicry. For the purposes of this study, automatic mimicry will 
be considered an important subset of spontaneous mimicry, but the two will not be synonymous. 
The Perception-Action Model of Empathy 
Preston and de Waal (2002) proposed an overarching framework for synthesizing the 
many disparate theories about facial expressions, emotion, facial mimicry, and empathy. The 
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Perception-Action Model proposes that empathy is part of a broader collection of systems that 
fall under a physiological organization of the nervous system known as the perception-action 
system. This system takes in cues from the environment to prepare individuals for actions that 
might be necessary in response. In terms of empathy, viewing distress or other emotions in 
others activates those emotions in the viewer, through mirror neurons and other mechanisms, 
which in turn activate pre-motor neurons and prepares the individual to take action.  
One of major advantages of this model is that it has clear evolutionary salience. The 
perception-action system is adaptive, especially for group-living mammals, and many other 
group-living non-human animals show signs of this perception-action framework as well, 
supporting Darwin’s idea that facial expressions are phylogenetically continuous (Darwin, 1862). 
If, while living in a group, the distress of one individual can quickly spread to other individuals, 
it allows each individual to spend less time on the lookout and more time pursuing more 
fundamental needs such as eating or mating, but when the alarm is raised it quickly spreads 
between individuals, preparing all of them for action (Preston, & de Waal, 2002). 
Another interesting proposal in this hypothesis is that it is not only the mirror neuron 
system that is responsible for emotional contagion and empathy, but also the nature of many 
distress signals themselves. Screaming, for example, is a very aversive noise. So the attempt to 
quell a screaming individual’s distress is not just about helping that individual, but also about 
removing the distress caused directly by the distress call. This implies that there are more kinds 
of empathetic responses to a stimulus than traditional mimicry. There can be a mimicry response, 
or “response with” a stimulus (i.e. anger to anger, sadness to sadness, happiness to happiness) or 
a conditioned instrumental response, or “response to” a stimulus (i.e. fear to anger, comfort to 
sadness, anger to happiness) (Preston, & de Waal, 2002). 
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The Current Study 
Several factors have been found to affect rates of spontaneous facial mimicry. These 
factors seem to oppose the proposal that spontaneous facial mimicry has a strong automatic, 
unconscious component. However, if the factors affecting rates of facial mimicry are examined 
in more detail, they may be revealed to be compatible with the facial feedback hypothesis. Many 
of these factors seem to relate to motivation. Singelis (1995) found a significant effect for 
conscious allocation of attention to stimuli faces in increasing rates of facial mimicry, and 
McIntosh (2006) found that facial mimicry occurs at higher rates for target individuals who are 
well-liked by the mimicking individual. Following the logic of the Perception-Action Model of 
empathy, perception is a necessary precursor to empathetic responses, and perception is highly 
affected by attentive and motivational factors. Explicit priming to pay attention to emotional cues 
should then cause facial mimicry at a higher rate than primes to pay attention to non-emotional 
cues. 
A pilot test by our collaborators, Tatsuya Kameda and Aiko Murata, at Hokkaido 
University in Japan, tested individuals’ mimicry of emotional facial expressions when first cued 
with an emotional or a non-emotional question. The emotional question was “How is this person 
feeling?” and the non-emotional question was “How old is this person?” They found that 
Japanese individuals mimicked significantly more when first given an emotional cue, supporting 
the hypothesis that motivation is an important factor for facial mimicry and empathy. We plan to 
replicate their test on a sample William & Mary students (including both European- and Asian-
American participants). We predict that the emotional cue will have a similar effect on rates of 
facial mimicry, and are interested in examining the effects of target and participant ethnicity, to 
further investigate the universality proposal of the Facial Expression Program. 
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Method 
Participants 
One-hundred-and-seven (107) participants from the William & Mary research participant 
pool took part in this study, including individuals of Caucasian and Asian ethnicity. Participants 
either received class credit or monetary compensation for their participation. Only 33 
participants’ data were analyzed, due to time constraints and technical difficulties. The sample of 
coded participants consisted of 23 Caucasian individuals and ten (10) Asian individuals. Twenty-
one (21) of those individuals were female, and 11 were male. The mean age was 19 years. 
Procedure 
Participants were seated behind a modified teleprompter box. A computer monitor was 
positioned behind a wooden divider, with the image facing the top of the teleprompter box. The 
ceiling of the box consisted of a mirror slanted at approximately 45 degrees, which reflected the 
image of the computer monitor so that it appeared to be right in front of the participant, instead 
of below. Behind the mirror was a hidden video camera. The monitor was hooked up to another 
computer, which was controlled by the experimenter, and the image was reflected using the 
UltraMon screen-mirroring program. The teleprompter box also contained a small shelf, upon 
which a mouse was placed to allow the participants to navigate the experimental program. 
The stimuli-presenting program was created in OpenSesame version 2.8.1 (Mathôt, 
Schreij, & Theeuwes, 2012), which is an open-source Python-based program for designing 
psychology experiments. Four versions of the program were created, to counterbalance for order 
effects. Prior to starting the program, the experimenter turned on the hidden video camera, in 
order to record the participants’ facial expressions. The basic format of the program had two 
parts: explicit facial expression elicitation, and spontaneous facial mimicry elicitation. 
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 The explicit facial expression elicitation portion consisted of instructions to make a facial 
expression for a given emotion. The emotions were anger, happiness, and sadness, which were 
the three emotions being examined in this study. The order of presentation was randomized, and 
participants were shown a simple drawing of the expression being requested. Participants were 
asked to hold the expression for 5 seconds. 
 Participants alerted the experimenter at the end of the first portion of the program, and the 
experimenter went to adjust the video camera. The participant could not move forward to the 
next portion of the study until the experimenter pressed a key on their computer. 
 The second part of the program instructed participants that they would be shown a series 
of videos of people, and they would be asked to either guess the age of the person in the video or 
what they were feeling in the video. The instructions said that the study was examining how 
emotional expressions affect people’s perceptions of age, in order to reduce demand effects from 
participants guessing the true purpose of the study. 
 There were 24 stimuli videos; 12 European faces, 12 Japanese faces, with a gender-
breakdown of six (6) men and six (6) women for each ethnicity condition. The European faces 
were taken from the Japanese and Caucasian Facial Expression of Emotion (JACFEE) database 
(Matsumoto, & Ekman, 1988), and the Japanese videos were taken from the Advanced 
Telecommunication Research International (ATR) database (Kamachi, et al., 2001). The facial 
expressions in both databases were certified by EMFACS to be represent the appropriate 
emotions. For each gender/ethnicity combination, two (2) stimuli videos were created for an 
angry expression, two (2) for a sad expression, and two (2) for a happy expression. These three 
emotions were chosen because of Ekman’s six universal emotions, these three were mimicked 
most frequently in the pilot study by our collaborators in Japan (Kameda, & Murata, 2013). Each 
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video was a morph from a neutral expression to an emotional expression, created using Popims 
Animator (Guigan, Vinther, Scarbroug, & Guigan, 2010). Each morph consisted of 20 frames 
and lasted 3.9 seconds, with the neutral frame lasting 2000 ms, each of the 18 frames in the 
morph lasting 50 ms, and the fully-morphed expression lasting 1000 ms, consistent with the pilot 
study by Kameda and Murata (2013). Four counterbalanced versions of the program were 
created, which varied in terms of the order of the videos, and which videos were primed with an 
age inference or an emotion inference. 
 Before each video was displayed, participants were primed with the question they would 
be answering, which was either “How does this person feel?” or “How old is this person?” A 
fixation cross was then shown for 500 ms, accompanied by a beep to signal the start of the video. 
Another beep was played at the end of the video, along with a 500ms blank screen, followed by a 
multiple-choice question, asking either “How does this person feel?” or “How old is this 
person?” The answer choices consisted of Ekman’s six universal emotions: sad, happy, angry, 
fearful, surprised, and disgusted (Ekman, 1972). Participants were given unlimited time to 
answer, and selecting an answer automatically triggered a third beep (of a different frequency 
than the previous two), and progression to a 500 ms blank screen, and then the next prime-
fixation-video-blank-question sequence. 
 The high number of videos in the program was costly to system memory, and in 33.6% 
percent of the 107 trials the program crashed before playing all 24 videos. Participants for whom 
the program crashed were not included in the sample of 33 participants that was analyzed. 
 After completing the video portion of the study, participant proceeded to a separate 
booth, where they filled out a Qualtrics survey with demographic information. 
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Data Analysis 
  Due to time constraints and the time-consuming nature of the data coding method used, 
only 33 participants were analyzed for this study, resulting in a smaller-than-desired sample size.  
The videos from complete trials were coded by a team of four FACS-certified coders 
using an abbreviated version of FACS (Ekman, & Friesen, 1978) known as emotion-FACS 
(EMFACS) (Friesen, & Ekman, 1978), which includes only a subset of action units that have 
been experimentally validated as corresponding with the six universal emotional expressions 
(Ekman, 1972; Friesen, & Ekman, 1978). Coders were blind to condition and content of the 
stimulus-video for each face they coded. The explicit-elicitation section from the beginning of 
the program was not coded. Coders recognized the timeframes to code based on the beeps 
surrounding the videos and the question-answer segment. The duration of the viewing of each 
stimuli-video was coded, as well as the time during which participants selected an answer to the 
video’s associated question prompt. Although two separate periods were coded for each 
stimulus-video, action units occurring during either period were considered together in the 
current analysis.  
To investigate facial mimicry for the three emotions used in this study (happiness, 
sadness, and anger), we identified one action unit (AU) known to be associated with each 
emotion and determined whether it was displayed immediately following the presentation of that 
emotion. We then calculated the percentage of trials for each emotion category in which the AU 
associated with that emotion was observed, regardless of intensity score.  Emotions and 
associated action units are shown in Table 2. Mimicry was examined in response to the two task 
conditions (emotion inference and age inference) and the two ethnicities of target faces (Asian 
and Caucasian). For the purposes of the current study, targets were collapsed across gender.  
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Table 2 
Action units examined for each emotion.  
Photos from Ekman, Friesen, & Hager (1978). 
Emotion Action unit Identifying characteristic Example picture 
Happiness AU12: 
Lip corner 
puller 
Pulls lip corners back laterally to 
form smile 
 
Sadness AU1: 
Inner brow 
raiser 
Raises inner corners of eyebrows 
in sadness expression 
 
Anger AU4: 
Brow 
lowerer 
Pulls brows together in anger 
expression 
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 One participant had to be thrown out of analyses of mimicry in the happy condition, 
because she covered her lower face with her hand, and the AU we used to determine happiness 
(AU12) occurs in the lower face. Anger and sadness were analyzed using AUs that occur in the 
upper face, so this participant was still included in all other analyses. 
 
Results 
Effects of Task Condition and Target Ethnicity 
For each emotion category we conducted a repeated-measures ANOVA with the task 
condition (emotion detection vs. age detection) and target ethnicity (Asian vs. Caucasian) as 
within subjects factors.  
For happiness, the main effect of task condition was significant F(1,31)=6.81, p=.01, 
with higher mimicry in the emotion condition (M=0.242, SD=0.345) than the age condition 
(M=0.156, SD=0.280). There was a marginally significant interaction between target ethnicity 
and task condition, F(1,31)=2.96, p=.095. As shown in Figure 1, this result indicates that the 
predicted effect of the task condition was observed more strongly for Asian target stimuli 
(Emotion condition: M=0.313, SD=0.354; Age condition: M=0.156, SD=0.268) than for 
Caucasian target stimuli (Emotion condition: M=0.172, SD=0.0.327; Age condition: M=0.156, 
SD=0.296). 
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Figure 1. Proportion of trials showing mimicry of AU12 in response to happy Asian 
and Caucasian target faces. 
 
 For sadness (AU1), no effect of task condition was observed, F(1,32)=1.33, p=.26. There 
was also no significant effect of target ethnicity, F(1,32)=0.92, p=.34, and no significant 
interaction between target ethnicity and task condition, F(1,32)=1.06, p=.30. Mimicry for sad 
facial expressions was consistent regardless of emotional (M=0.159, SD=0.292) or age (M=121, 
SD=0.233) primes from task condition, and regardless of Asian (M=0.159, SD=0.306) or 
Caucasian (M=0.121, SD=0.216) ethnicity of the target stimulus. 
For anger, the main effect of task condition showed nearly marginal significance, 
F(1,32)=2.16, p=.1, with higher mimicry in the emotion condition (M=0.341, SD=0.403) than in 
the age condition (M=0.265 SD=0.353). The effect of target ethnicity did not approach statistical 
significance, F(1,32)=0.49, p=.49, nor did the interaction between target ethnicity and task 
condition, F(1,32)=1.00, p=.32. 
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Figure 2. Proportion of trials showing mimicry of AU1 in response to sad Asian and 
Caucasian target faces. 
 
 
Figure 3. Proportion of trials showing mimicry of AU4 in response to angry Asian and 
Caucasian target faces. 
 
Finally, we examined overall facial mimicry, defined as the percentage of trials in which 
participants displayed an AU congruent with the expression of the presented target stimulus. The 
results, shown in Figure 3, indicated a strong overall effect of task condition, with participants 
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more likely to mimic in the emotion detection condition (M=0.250, SD=0.252) than the age 
detection condition (M=0.187, SD=0.229), F(1,32)=5.71, p=.02. The main effect for target 
ethnicity, showed marginal significance, F(1,32)=3.35, p=.07. Participants were more likely to 
mimic Asian target faces (M=0.245, SD=0.268) than Caucasian target faces (M=0.192, 
SD=0.211). The interaction between task condition and target ethnicity was not significant for 
overall mimicry, F(1,32)=2.04, p=.16. See Figure 4 for a summary of overall mimicry effects. 
 
Figure 4. Proportion of trials showing appropriate mimicry  (i.e. AU12 to a happy face, 
AU1 to a sad face, or AU4 to an angry face) of Asian and Caucasian target faces. 
 
Effects of Participant Ethnicity 
Next, we examined whether participant ethnicity played any role in determining facial 
mimicry. As described in the introduction, a previous study had found that Japanese participants 
showed greater levels of mimicry when asked to infer the target’s emotion compared to when 
asked to infer the target’s age, but this study had only been conducted with Japanese participants 
using Asian stimuli (Kameda, & Murata, 2013). Thus, we sought to determine whether 
participant’s ethnicity played a role in determining their spontaneous level of facial mimicry to 
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targets of their own and of another ethnic background. As in the previous analysis, we conducted 
analyses separately for each emotion, as well as for the overall mimicry scores. In this case, we 
conducted mixed model general linear models with target ethnicity (Asian vs. Caucasian) and 
task condition (emotion detection vs. age detection) as within subject factors, and participant 
ethnicity (Asian vs. Caucasian) as a between subjects factor. No significant effects or 
interactions were found involving participant ethnicity. (See Appendix B for further statistics.) 
  
Discussion 
Effect of Task Condition 
 The effect of task condition was highly significant, with participants mimicking more in 
the emotional task condition than the age task condition. This supports our hypothesis that 
motivation to determine another individual’s emotional state is an important component to 
spontaneous facial mimicry, which in turn supports the facial-feedback component of the Facial 
Expression Program. 
 The current study highlights the importance of motivation in eliciting facial mimicry. It is 
difficult to create ecological validity in a laboratory setting, and fatigue effects further compound 
this difficulty, as does the usual lack of relationship between participants and target individuals 
used in stimuli programs. It is well documented that mimicry has a bidirectional relationship 
with affinity for the targets of mimicry—mimicking another individual both increases mutual 
liking and is more likely to occur if the target individual is well-liked by the mimicking 
individual (Bourgeois, & Hess, 2008; McIntosh, D. N., 2006). An individual is more likely to be 
motivated to discover the emotional state of a person that they like than a random individual in a 
laboratory setting. Many studies of facial mimicry that fail to find significant mimicry in the 
laboratory do not provide a condition in which participants are explicitly asked to determine a 
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target individual’s emotional state. The current study suggests that this explicit task priming 
might mitigate lower levels of motivation found in laboratory studies.    
Emotion-Specific Effects 
 Happiness was the only emotion for which significant differences in mimicry between the 
age and emotion condition were observed. One possible reason for the strength of this task 
condition effect in the happiness condition but the absence of this effect in the other two emotion 
conditions goes back to the Perception-Action Model. One of the key ideas of this model is that 
the perception-action organization of the nervous system results in two possible categories of 
response to a salient stimulus: mimicry (“response with”) and instrumental response (“response 
to”) (Preston, & de Waal, 2002). Negative emotions such as anger and sadness might invite a 
mixture instrumental responses (i.e. fear to anger, consolation to sadness) and mimicry responses 
(i.e. anger to anger, sadness to sadness), whereas happiness seems to lack a common 
instrumental response and might therefore be expected to encourage pure mimicry (i.e. happiness 
to happiness). Since this study only examined mimicry, and only mimicry of a defining action 
unit, potential instrumental responses to anger and sadness would not have been detected. Future 
studies should examine factors affecting instrumental responses, in addition to pure mimicry. 
 It is also possible that instrumental responses were elicited by sad and angry videos, but 
that this was due to the quality of the video rather than the emotion. Because the videos were 
morphs from a neutral expression to an emotional expression, rather than natural videos, the 
onset of the expression sometimes appeared somewhat amusing, or even unsettling. This effect, 
similar in ways to the uncanny valley effect discussed above, was more often apparent with the 
sad and angry target expressions than with the smiling target expressions. Sad and angry 
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expressions might have therefore elicited more instrumental responses of disgust, confusion, or 
amusement in response to the characteristics of those morph videos. 
 Differences in dynamic properties of the expressions for happiness, sadness, and anger 
might also account for the higher levels of mimicry in of happy target faces. A study by Kamachi 
and colleagues (2001) found that the accuracy with which participants identified sad and angry 
faces decreased with increased speed of the onset of the expression, but increased for happiness. 
These results imply that it is more difficult to process angry and sad faces in the same amount of 
time in which a happy face can be processed. It is possible that the speed of the morphs created 
for the current study was unintentionally biased to promote processing of happy faces and to 
inhibit the processing of sad and angry faces. 
Ethnicity Effects 
 The fact that no effects were found for participant ethnicity supports the idea that facial 
expressions and facial mimicry are universal phenomenon. Participant ethnicity also did not 
interact with target ethnicity, suggesting minimal influence of in-group/out-group factors. Across 
all participants, there were a few significant effects and interactions resulting from target 
ethnicity. 
 Participants showed more overall mimicry for Asian target faces than Caucasian target 
faces. This could be explained by the minority status of Asian faces in American society. 
Because participants attend a predominantly white university, they are exposed to white faces 
and facial expressions more frequently than Asian faces and facial expressions. This is not to say 
that Asian facial expressions differ from white facial expressions. By using FACS-coded face 
databases in this study, the precise conformation of facial expressions was controlled. Rather, the 
physical features of Asian faces are distinct from those of more ubiquitous Caucasian faces, 
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causing a distinctiveness effect. Prior research has shown that distinctiveness of faces, often due 
to minority status, causes an increase in perceptual attention to these distinctive faces (Oakes, & 
Turner, 1986; Bradley, Codispot, & Lang, 2010). Attention is a factor that has been shown to 
influence rates of facial mimicry, so an increase in attention due to the effect of distinctiveness 
could explain this target ethnicity effect (Singelis, 1995). 
 Of the target emotions, only happiness (AU12) elicited differential mimicry between 
target ethnicity conditions. When presented with happy Asian target faces, participants showed a 
significantly greater increase in mimicry between the age and emotion task conditions than when 
presented with Caucasian target faces. This might also be explained by increased attention due to 
the distinctiveness effect, but it requires a further level of explanation since the other two 
emotions did not show the distinctiveness effect. As explained above, sadness and anger might 
elicit instrumental responses in addition to mimicry, but only mimicry was examined in this 
study. The distinctiveness effect might therefore appear amplified in conditions where more 
mimicry was elicited in general. Another possibility is that viewing a face with greater novelty 
value would cause more instrumental responses than viewing a familiar face, but the failure to 
examine instrumental responses resulted in a mask of this effect for anger and sadness. Future 
studies including instrumental responses should also examine possible interactions with target 
ethnicity. 
Limitations 
The small sample size in this study makes it difficult to draw many conclusions. More 
data was collected, but due to time constraints, it will have to be analyzed at a later date. With a 
larger sample size, many other factors could be examined, and stronger conclusions could be 
drawn. Follow-up studies, with larger sample sizes and more time for video coding, should also 
EMOTIONAL	  PRIMING	  AND	  FACIAL	  MIMICRY	   28	  
examine several other factors that might influence facial mimicry. Individual differences in 
personality, background, and cognition, as well as socio-ecological and cultural factors, might 
play also exert effects on rates of facial mimicry. Future studies should also perhaps use a 
different program to design their study, rather than OpenSesame. In the current study, the 
program seemed to have an intermittent memory leak, the source of which was never 
determined. This would cause occasional crashing of the program mid-trial, and resulted in the 
loss of about 33% of collected data. 
Future Directions 
Data for the current study was coded using the full EMFACS system, which consists of 
17 AUs, but only 3 AUs were analyzed in this study due to small sample size and time 
constraints. As a result, the mimicry results of this study are rather simplistic, and do not 
examine instrumental responses or unexpected expressions. Furthermore, examining only one 
AU could lead to attribution of mimicry to incidental occurrences of that AU, such as furrowing 
one’s brow (AU4) in concentration, rather than anger. The temporal component of mimicry was 
also coded but unexamined in this study. Participants’ expressions were coded while they 
watched the target video, and while they answered the task question afterward, but for the 
purposes of this study, the two time periods were examined together. It would be interesting to 
examine what factors influenced mimicry during the two separate time periods. Were 
participants more likely to immediately mimic while viewing the target video, or retrospectively 
mimic when attempting to answer a question about the target individual’s emotions? 
Additionally, none of the participants’ answers regarding the emotional states of target 
individuals were analyzed, which might provide interesting supplementary data. 
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It would be useful to replicate this study with more participants, to examine whether the 
emotional priming effect generalizes to larger sample sizes with greater participant diversity. The 
sample size in this study was too small to draw strong conclusions from between-participant 
variables. It would be good to collaborate with researchers in Japan to collect more cross-cultural 
data. Originally, a collaborating researcher at Hokkaido University planned to run Japanese 
participants through a translated version of our study, but time constraints and logistical 
difficulties prevented this from occurring. Future studies should also examine gender effects, as 
well as interdependent self-construal and femininity, which were both found by Singelis to 
significantly correlate with increased rates of facial mimicry (1995). 
Another individual difference that further studies should examine is the Autism Spectrum 
Quotient (AQ) of participants (Baron-Cohen, Wheelwright, Skinner, & Clubley, 2001). Deficits 
in normative spontaneous facial mimicry are often a manifestation of ASD, and might therefore 
confound participant data unless controlled-for (McIntosh, Reichmann-Decker, Winkielman, & 
Wilbarger, 2006). 
Beyond individual differences, there are also environmental factors to consider. One of 
the fundamental tenets of the Facial Expression Program is that there are universal facial 
expressions, and facial mimicry is an automatic and universal phenomenon. The Facial 
Expression Program does recognize cultural effects to some degree, by describing cultural 
display rules that might cause individuals to mask expressions, but it claims that the true 
expression will leak through (Russell, Fernández-Dols, 1997). Several studies have disputed this 
claim. Objections range from raising concerns about the methodologies used to conclude that the 
six basic emotions are universal to findings that emotional information is not necessarily the 
primary information individuals infer from facial expressions (Frijda, & Tcherkassoff, 1997; 
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Frijda, 1953; Russell, & Fernández-Dols, 1997). The fact that the current study did not find any 
effects for participant ethnicity is in support of the universality claim, but the small sample size 
of Asian participants makes it difficult to claim any confidence in this result. If a further study 
found an effect for participant ethnicity, this would contradict the universality tenet of the Facial 
Expression Program, but there may still be ways to reconcile the two. 
The findings of the current study suggest that rather than being a purely automatic 
reaction to viewing facial expressions, facial mimicry also requires an element of motivation. 
This provides an alternative model for understanding cultural differences. Rather than cultural 
differences stemming purely from display rules that suppress facial mimicry, these differences 
may instead stem from a differential landscape of motivation.  
A new socio-ecological paradigm called relational mobility has been found to correlate 
with many factors of interpersonal interaction. Relational mobility describes the socio-ecology of 
a community or culture in terms of fluidity of social bonds. In high mobility societies (such as 
America), individuals can easily leave old social relationships and form new ones. In low 
mobility societies (such as Japan), an individual’s group affiliation is more stable and less likely 
to change. When controlling for relational mobility, effects of participant ethnicity or country-of-
origin often disappear. Relational mobility has been found to correlate with greater levels of self-
friend similarity, an increase in willingness to share potentially image-damaging personal 
information, and increased trust in strangers. These results make sense when considered in terms 
of the increased freedom of choice in relationships that is provided with increasing fluidity in 
social bonds (Schug, Yuki, Horikawa, & Takemura, 2009; Schug, Yuki, Maddox, 2010).  
Might relational mobility also affect facial mimicry? As with findings regarding 
information disclosure, individuals in a low relational mobility setting are often faced with 
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greater risk in their interactions with social partners. A stranger is unlikely to become a close 
friend, making any disclosures to strangers less secure. At the same time, current relationships 
are so stable that there is relatively little need to further cement them by sharing secrets. In fact, 
disclosure of sensitive personal information carries more risk of damaging a difficult-to-replace 
relationship. 
Facial expressions are generally regarded as a way to share information, and might 
therefore be subject to the same pressures as verbal information disclosure. Data already shows 
that countries such as Japan, which score very low on relational mobility, have stricter display 
rules regarding emotional expressions than are present in American society. Could this result in 
less overall facial mimicry as well? Singelis (1995) suggests that it would not, since low 
relational mobility tends to be related to interdependent self-construal, which he found to be 
associated with higher rates of facial mimicry. However, Singelis used explicit instructions for 
participants to determine the emotions of the faces they were viewing, and the current study has 
shown that explicit priming to pay attention to emotion results in higher levels of facial mimicry. 
It is possible that such priming acts as a release from display rules, allowing individuals to fully 
engage with the facial-feedback system in order to infer the emotions of another individual. 
When no explicit emotional prime is present, the combination of less motivation and more risk 
involved with disclosing emotional information might result in a negative correlation between 
facial mimicry in non-emotional task conditions and relational mobility. The emotional task 
condition should result in equal levels of facial mimicry regardless of task condition. Preliminary 
evidence from this study suggests that these effects might begin to emerge if the sample size 
were larger. 
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Conclusion 
Humans develop from infancy to become experts at processing human faces (Gauthier, 
Skudlarski, Gore, & Anderson, 2000; Tarr, & Gauthier, 2000). When this expertise does not 
manifest in the typical manner, individuals often experience severe deficits in social cognition, 
such as those experienced by individuals on the autism spectrum (Klin, Jones, Schultz, & 
Volkmar, 2003). Faces clearly provide important information about social interactions, but the 
mechanisms through which this occurs are still under debate. 
The current leading framework for understanding facial expressions is the Facial 
Expression Program (Rosenberg, 2005; Russell, & Fernández-Dols, 1997). The Facial 
Expression Program centers on the idea that there are six basic, universal emotions, which have 
complementary facial expressions, and there is a facial feedback system that triggers emotional 
neural circuits based on the muscle conformation of an individual’s face. This facial feedback 
system is implicated in the process of empathizing with other individuals, and generally 
manifests as spontaneous facial mimicry (Russell, & Fernández-Dols, 1997, Carr, Iacoboni, 
Dubeau, Mazziotta, & Lenzi, 2003). 
Researchers debate whether or not facial expressions are truly universal (Frijda, & 
Tcherkassof, 1997). If they do not universally convey the same emotions, then facial mimicry 
should be expected to function differently in individuals of different ethnic or cultural 
backgrounds. The current study found no effect of participant ethnicity, supporting the 
universality proposal of the Facial Expression Program. 
Attentive and motivational factors seem to affect rates of spontaneous facial mimicry, but 
this does not have to contradict the facial feedback hypothesis (Singelis, 1995; McIntosh, 2006). 
The current study sought to contribute to the literature on facial mimicry and facial feedback, by 
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showing that explicit emotional cues cause higher rates of facial mimicry than non-emotional 
cues. This suggests that when individuals are motivated to determine the emotional state of 
another individual, they are more likely to engage in facial mimicry, perhaps tapping into the 
facial feedback system. 
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Appendix	  A:	  Sample	  of	  Experimental	  Program	  and	  Stimuli
!1:!Instructions!
2a:!non/emotional!(age)!cue!
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!2b:!emotional!cue!
!face!1:!angry!Japanese!male!
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!face!2:!angry!white!male!
!face!3:!happy!white!female!!
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!face!4:!sad!Japanese!male!
!face!5:!happy!Japanese!female!
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face!6:!happy!Japanese!male
face!7:!happy!white!male!
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!face!8:!angry!Japanese!male!
!face!9:!sad!white!female!
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!face!10:!sad!white!male!
!face!11:!sad!Japanese!female!
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!face!12:!happy!Japanese!male!
!face!13:!angry!white!female!
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!face!14:!sad!Japanese!female!
!face!15:!angry!Japanese!female!
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!face!16:!sad!white!male!
!face!17:!angry!white!male!
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!face!18:!happy!white!male
!face!19:!happy!white!female!
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!face!20:!angry!white!female
!face!21:!sad!Japanese!male!
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!face!22:!sad!white!female!
!face!23:!happy!Japanese!female!
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!face!24:!angry!Japanese!female!
!2a!follow/up:!age!question!
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!2b!follow/up:!emotion!question!
!final!screen!
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Appendix B: Additional Statistics 
 
Within-Subjects Descriptive Statistics 
 
Table B1: Overall Mimicry 
Task 
Condition 
Target 
Ethnicity Mean SD 
Age  0.187 0.208 
Age Caucasian 0.171 0.222 
Age Asian 0.202 0.238 
Emotion  0.250 0.234 
Emotion Caucasian 0.212 0.201 
Emotion Asian 0.288 0.292 
 Caucasian 0.245 0.268 
 Asian 0.192 0.211 
  0.218 0.208 
 
Table B2: Happiness (AU12) Mimicry 
Task 
Condition 
Target 
Ethnicity Mean SD 
Age  0.156 0.280 
Age Caucasian 0.156 0.296 
Age Asian 0.156 0.268 
Emotion  0.242 0.345 
Emotion Caucasian 0.172 0.327 
Emotion Asian 0.313 0.354 
 Caucasian 0.164 0.309 
 Asian 0.234 0.321 
  0.213 0.243 
 
Table B3: Sadness (AU1) Mimicry 
Task 
Condition 
Target 
Ethnicity Mean SD 
Age  0.121 0.233 
Age Caucasian 0.121 0.218 
Age Asian 0.121 0.251 
Emotion  0.159 0.293 
Emotion Caucasian 0.121 0.218 
Emotion Asian 0.197 0.352 
 Caucasian 0.121 0.216 
 Asian 0.159 0.306 
  0.140 0.195 
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Table B4: Anger (AU4) Mimicry 
Task 
Condition 
Target 
Ethnicity Mean SD 
Age  0.265 0.353 
Age Caucasian 0.227 0.333 
Age Asian 0.303 0.374 
Emotion  0.341 0.403 
Emotion Caucasian 0.348 0.405 
Emotion Asian 0.333 0.408 
 Caucasian 0.288 0.373 
 Asian 0.318 0.389 
  0.303 0.301 
 
Between-Subjects Descriptive Statistics 
 
Table B5: Caucasian Participant Mimicry 
 Task Condition Target Ethnicity Mean SD 
Age  0.199 0.217 
Age Caucasian 0.174 0.222 
Age Asian 0.225 0.264 
Emotion  0.286 0.249 
Emotion Caucasian 0.246 0.218 
Emotion Asian 0.326 0.312 
Overall 
  0.303 0.345 
Age Caucasian 0.159 0.284 
Age Asian 0.205 0.295 
Emotion Caucasian 0.205 0.367 
Emotion Asian 0.386 0.376 
 Caucasian 0.174 0.296 
 Asian 0.326 0.324 
Happiness 
(AU12) 
  0.256 0.271 
Age Caucasian 0.130 0.224 
Age Asian 0.130 0.270 
Emotion Caucasian 0.152 0.235 
Emotion Asian 0.174 0.357 
 Caucasian 0.141 0.211 
 Asian 0.152 0.269 
Sadness 
(AU1) 
  0.147 0.212 
Age Caucasian 0.217 0.331 
Age Asian 0.304 0.391 
Emotion Caucasian 0.391 0.425 
Emotion Asian 0.391 0.425 
 Caucasian 0.304 0.345 
 Asian 0.348 0.225 
Anger 
(AU4) 
  0.326 0.328 
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Table B6: Asian Participant Mimicry 
  Task Condition Target Ethnicity Mean SD 
Age   0.158 0.194 
Age Caucasian 0.167 0.236 
Age Asian 0.150 0.166 
Emotion   0.167 0.180 
Emotion Caucasian 0.133 0.131 
Emotion Asian 0.200 0.233 
Overall 
    0.166 0.159 
Age Caucasian 0.150 0.337 
Age Asian 0.050 0.158 
Emotion Caucasian 0.100 0.211 
Emotion Asian 0.150 0.242 
  Caucasian 0.125 0.243 
  Asian 0.100 0.129 
Happiness 
(AU12) 
    0.113 0.124 
Age Caucasian 0.100 0.211 
Age Asian 0.100 0.211 
Emotion Caucasian 0.050 0.158 
Emotion Asian 0.250 0.354 
  Caucasian 0.075 0.121 
  Asian 0.175 0.237 
Sadness 
(AU1) 
    0.125 0.124 
Age Caucasian 0.250 0.300 
Age Asian 0.300 0.350 
Emotion Caucasian 0.250 0.354 
Emotion Asian 0.200 0.350 
  Caucasian 0.250 0.236 
  Asian 0.250 0.289 
Anger 
(AU4) 
    0.250 0.234 
 
EMOTIONAL	  PRIMING	  AND	  FACIAL	  MIMICRY	   57	  
ANOVA results for Between-Participant Effects 
 
Table B7: Overall Between-Subjects Effects 
  DF SS MS F p 
Participant Ethnicity 1 0.180 0.180 1.040 .316 
     Error (Participant Ethnicity) 31 5.363 0.173   
Task Condition 1 0.063 0.063 2.830 .103 
Task Condition * Participant Ethnicity 1 0.043 0.043 1.930 .175 
     Error (Task Condition) 31 0.693 0.022   
Target Ethnicity 1 0.057 0.057 2.010 .166 
Target Ethnicity * Participant Ethnicity 1 0.011 0.011 0.400 .532 
     Error (Target Ethnicity) 31 0.875 0.028   
Task Condition * Target Ethnicity 1 0.022 0.022 2.600 .117 
Task Condition * Target Ethnicity * Participant Ethnicity 1 0.005 0.005 0.610 .442 
     Error (Task Condition * Target Ethnicity) 31 0.263 0.008   
 
Table B8: Happiness (AU12) Between-Subjects Effects 
  DF SS MS F p 
Participant Ethnicity 1 0.438 0.438 2.090 .159 
    Error (Participant Ethnicity) 30 6.295 0.210   
Task Condition 1 0.132 0.132 3.880 .058 
Task Condition * Participant Ethnicity 1 0.054 0.054 1.590 .218 
    Error (Task Condition) 30 1.022 0.034   
Target Ethnicity 1 0.054 0.054 0.640 .429 
Target Ethnicity * Participant Ethnicity 1 0.132 0.132 1.570 .220 
    Error (Target Ethnicity) 30 2.522 0.084   
Task Condition * Target Ethnicity 1 0.141 0.141 2.560 .120 
Task Condition * Target Ethnicity * Participant Ethnicity 1 0.000 0.000 0.010 .940 
    Error (Task Condition * Target Ethnicity) 30 1.654 0.055   
 
Table B9: Sadness (AU1) Between-Subjects Effects 
  DF SS MS F p 
Participant Ethnicity 1 0.013 0.013 0.080 .773 
    Error (Participant Ethnicity) 31 4.832 0.156   
Task Condition 1 0.048 0.048 1.300 .264 
Task Condition * Participant Ethnicity 1 0.002 0.002 0.060 .812 
    Error (Task Condition) 31 1.138 0.037   
Target Ethnicity 1 0.086 0.086 1.680 .205 
Target Ethnicity * Participant Ethnicity 1 0.055 0.055 1.080 .306 
    Error (Target Ethnicity) 31 1.585 0.051   
Task Condition * Target Ethnicity 1 0.086 0.086 1.990 .168 
Task Condition * Target Ethnicity * Participant Ethnicity 1 0.055 0.055 1.290 .266 
    Error (Task Condition * Target Ethnicity) 31 1.335 0.043   
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Table B10: Anger (AU4) Between-Subjects Effects 
  DF SS MS F p 
Participant Ethnicity 1 0.161 0.161 0.440 .514 
     Error (Participant Ethnicity) 31 11.467 0.370   
Task Condition 1 0.045 0.045 0.540 .468 
Task Condition * Participant Ethnicity 1 0.227 0.227 2.720 .109 
     Error (Task Condition) 31 2.584 0.083   
Target Ethnicity 1 0.013 0.013 0.210 .651 
Target Ethnicity * Participant Ethnicity 1 0.013 0.013 0.210 .651 
     Error (Target Ethnicity) 31 1.957 0.063   
Task Condition * Target Ethnicity 1 0.061 0.061 0.870 .359 
Task Condition * Target Ethnicity * Participant Ethnicity 1 0.000 0.000 0.000 .949 
     Error (Task Condition * Target Ethnicity) 31 2.182 0.070   
 
