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Известные результаты по эргодичности приоритетных систем массо-
вого обслуживания получены в предположении, что входящие потоки
требований всех приоритетов являются пуассоновскими. В данной ра-
боте это требование ослаблено, а именно: найдены достаточные условия
эргодичности систем массового обслуживания с двумя классами при-
оритетов, в которых поток требований высшего приоритета является
гиперэкспоненциальным, а низшего — рекуррентным. Исследована си-
стема с относительным приоритетом. Для получения искомых условий
для последовательных времен ожидания в очереди требований каж-
дого приоритета получены рекуррентные соотношения, известные как
рекурсия Линдли. Опираясь на результаты, известные для гиперэкс-
поненциального распределения, полученная цепь Маркова исследуется
методом пробных функций.
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1. Введение
Проблема нахождения условий эргодичности традиционна для теории массо-
вого обслуживания. Эти условия важны для приложений, поскольку они опре-
деляют соотношения между параметрами модели, при выполнении которых не
возникает бесконечно больших очередей. Существует обширная литература по эр-
годической теории случайных процессов (см., например, [3, 4]). Среди них особое
место занимают марковские процессы. Большая часть условий эргодичности мар-
ковских процессов формулируется в терминах свойств переходной функции. Для
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теории массового обслуживания, однако, нужны условия, выраженные через па-
раметры исследуемой системы (входящие потоки, длительности обслуживания и
т.п.), получение которых в качестве следствия из общих результатов (особенно
для сложных, в частности, приоритетных, систем) является нетривиальной за-
дачей. При изучении эргодичности приоритетных систем обычно накладывались
ограничения либо на время между поступлениями требований в систему, либо на
время их обслуживания. А именно, предполагалось, что эти времена имеют экс-
поненциальное распределение (см., например, [5]). Работ, в которых исследуется
эргодичность приоритетных систем, не относящихся к классам M/G/1 и G/M/1,
практически нет. При исследовании различных систем массового обслуживания
часто удается найти случайный процесс 𝑤𝑛 с дискретным временем, характери-
зующий работу системы (длина очереди, время ожидания, число обслуженных
требований и т. п.), который удовлетворяет рекуррентным соотношениям вида
𝑤𝑛+1 = max(0;𝑤𝑛+𝑠𝑛−𝑡𝑛). В теории массового обслуживания такие соотношения
принято называть рекурсией Линдли. В статье [1] получены результаты, для слу-
чая, если приоритетный входящий поток является пуассоновским. В данной статье
требование на приоритетный входящий поток ослаблены и получены достаточные
условия эргодичности систем обслуживания с относительным приоритетом при
условии, что приоритетный входящий поток является гиперэкспоненциальным.
2. Определения и вспомогательные утверждения
Пусть на измеримом пространстве (𝑋, 𝜎(X)) задана марковская цепь
𝑥(𝑛), 𝑛 ∈ 𝑁0 = {0, 1, 2...} с переходными вероятностями P(𝑥,𝐴) =
P(𝑥𝑛+1 ∈ 𝐴|𝑥𝑛 = 𝑥), 𝑥 ∈ 𝑋, 𝐴 ∈ 𝜎(𝑋).
Определение 1. Инвариантная мера марковской цепи с переходными вероят-
ностями 𝑃 (𝑥,𝐴) есть любая вероятностная мера 𝜋 на 𝑋, удовлетворяющая при
любом 𝐴 ∈ 𝜎(𝑋) равенству
𝜋(𝐴) =

𝑋
𝜋(𝑑𝑥)𝑃 (𝑥,𝐴).
Определение 2. Будем говорить, что марковская цепь эргодична, если она име-
ет единственную инвариантную меру. В этом случае марковская цепь будет
подчиняться эргодической теореме Биркгофа — Хинчина [3].
Для того, чтобы сформулировать условия эргодичности, введем следующие
обозначения:
𝑃𝑓(𝑥) = E (𝑓(𝑥𝑛+1)|𝑥𝑛 = 𝑥) =

𝑋
𝑓(𝑦)𝑃 (𝑥, 𝑑𝑦),
где 𝑓 —функция, определенная на𝑋, а 𝜏𝐴(𝑥) = inf
𝑛>1
(𝑛 : 𝑥(𝑛) ∈ 𝐴|𝑥(0) = 𝑥), 𝐴 ∈ 𝜎(𝑋)
— время первого попадания в множество А из точки х,
E 𝑥(𝜏𝐴) = E ( inf
𝑛>1
(𝑛 : 𝑥(𝑛) ∈ 𝐴|𝑥(0) = 𝑥))
— среднее время первого попадания в множество А из точки х. Сформулируем
далее теоремы, дающие достаточные условия эргодичности.
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Теорема 1. I. Пусть марковская цепь удовлетворяет следующим условиям: су-
ществуют 𝐴 ⊂ 𝑋, 𝑝 > 0 и вероятностная мера 𝜈 на Х такие, что:
a) P(𝜏𝐴(𝑥) <∞) = 1 для любого 𝑥 ∈ 𝐴𝑐;
b) sup
𝑥∈𝐴
E 𝑥(𝜏𝐴) <∞;
c) существует 𝑚 ∈ 𝑁 такое, что 𝑃𝑚(𝑥,𝐵) > 𝑝𝜈(𝐵) для любых 𝐵 ∈ 𝜎(𝑋) и
𝑥 ∈ 𝐴.
Тогда она имеет единственную инвариантную меру 𝜋.
II. Если к тому же марковская цепь апериодична, то переходные вероятно-
сти сходятся к инвариантной мере по полной вариации: ||𝑃𝑛(𝑥, ·)− 𝜋(·)||𝑇𝑉 → 0
для любого 𝑥 ∈ 𝑋.
Более подробно см. [1]. Марковскую цепь, удовлетворяющую условиям теоре-
мы 1, называют Харрисовой.
Теорема 2 (Критерий Фостера-Ляпунова). Пусть существуют 𝑤(𝑥) : 𝑋 → 𝑅+
и 𝜀 > 0 такие, что
a) 𝑃𝑤(𝑥) 6 𝑤(𝑥)− 𝜀 для любого 𝑥 ∈ 𝐴𝑐 , 𝐴 ⊂ 𝑋;
b) sup
𝑥∈𝐴
𝑃𝑤(𝑥) <∞ для любого 𝑥 ∈ 𝐴.
Тогда sup
𝑥∈𝐴
E 𝑥(𝜏𝐴) <∞.
3. Результаты
3.1 Описание системы и обозначения
Рассматривается одноканальная система массового обслуживания с неограни-
ченным числом мест для ожидания и двумя потоками требований. Первый по-
ток — гиперэкспоненциальный, второй — рекуррентный с абсолютно непрерывной
функцией распределения интервалов между поступлениями требований. Требова-
ния первого потока обладают относительным приоритетом перед требованиями
второго потока.
При гиперэкспоненциальном входящем потоке время между поступлениями
требований приоритетной очереди описывается гиперэкспоненциальным распре-
делением с параметрами (𝑐𝑗 , 𝑎𝑗), 𝑗 = 1, . . . , 𝑁 :
𝑎(𝑡) =
⎧⎪⎨⎪⎩
𝑁∑︀
𝑗=1
𝑐𝑗 𝑎𝑗 exp(−𝑎𝑗𝑡), 𝑡 > 0,
0, 𝑡 < 0,
(1)
где
𝑐𝑖 > 0, 𝑖 = 1, . . . , 𝑁,
𝑁∑︁
𝑗=1
𝑐𝑗 = 1.
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Рекуррентный входящий поток, задаваемый плотностью распределения (1), экви-
валентен следующему: интервалы между поступлениями требований независимы
в совокупности и показательно распределены со случайным параметром 𝑎, прини-
мающим значения 𝑎𝑗 с вероятностью 𝑐𝑗 , 𝑗 = 1, . . . , 𝑁.
Обозначим через 𝑠
(𝑖)
1 , 𝑠
(𝑖)
2 , ... и 𝑡
(𝑖)
1 , 𝑡
(𝑖)
2 , ... последовательные времена об-
служивания и интервалы между поступлениями требований i-го потока,
𝑠(𝑖) = E 𝑠
(𝑖)
1 , 𝑡
(𝑖) = E 𝑡
(𝑖)
1 . Пусть, далее, 𝑤
(2)
𝑛 — время ожидания до начала обслужи-
вания n-м требованием второго потока (нумерация требований производится для
каждого потока отдельно в порядке поступления требований в систему).
3.2 Условия эргодичности
Как показано в [1], для эргодичности очереди приоритетного потока достаточ-
но, чтобы существовали первые моменты 𝑠(1), 𝑡(1), 𝑠(2), 𝑡(2) и E (𝑠(1)−𝑡(1)) < 0. Для
получения условий эргодичности для очереди неприоритетного потока рассмот-
рим двумерную марковскую цепь (𝜈, 𝑤
(2)
𝑛 ), где последовательность 𝑤
(2)
𝑛 задается
рекурсией Линдли
𝑤
(2)
𝑛+1 = 𝐼(𝑤
(2)
𝑛 + 𝑠
(2)
𝑛 + 𝑇 (𝑠
(2)
𝑛 , 𝜈)− 𝑡(2)𝑛+1 > 0)(𝑤(2)𝑛 + 𝑠(2)𝑛 + 𝑇 (𝑠(2)𝑛 , 𝜈)− 𝑡(2)𝑛+1)+
𝐼(𝑤(2)𝑛 + 𝑠
(2)
𝑛 + 𝑇 (𝑠
(2)
𝑛 , 𝜈)− 𝑡(2)𝑛+1 < 0) · 𝑇 *(𝑡𝑛+1, 𝑤(2)𝑛 , 𝑇 (𝑠(2)𝑛 , 𝜈)), (2)
а 𝜈 — компонента гиперэкспоненциального распределения приоритетных требова-
ний, активная на момент поступления 𝑛-го требования второго потока на прибор,
𝑇 (𝑠
(2)
𝑛 , 𝜈) — интервал времени с момента поступления на обслуживание 𝑛-го требо-
вания второго приоритета до первого после этого момента освобождения системы
от этого требования и требований более высокого приоритета, 𝐼(𝐴) — индика-
тор события A, а случайная величина 𝑇 *(𝑡𝑛+1, 𝑤
(2)
𝑛 , 𝑇 (𝑠
(2)
𝑛 , 𝜈)) имеет такое же рас-
пределение, как время до первого освобождения системы после момента времени
𝑤
(2)
𝑛 +𝑠
(2)
𝑛 +𝑇 (𝑠
(2)
𝑛 , 𝜈)− 𝑡(2)𝑛+1, если в систему поступает только поток приоритетных
требований и в начальный момент система свободна от них. Если второй момент
E ((𝑠
(2)
𝑛 )2) существует и конечен, то для получения условий эргодичности, как по-
казано в [1], достаточно получить условия, при которых
𝑠(2) +E (𝑇 (𝑠(2)𝑛 , 𝜈))− 𝑡(2) < 0.
Таким образом, нужно оценить E (𝑇 (𝑠
(2)
𝑛 , 𝜈)). Для этого нужно оценить сколь-
ко требований придет за 𝑠
(2)
𝑛 , при условии, что на момент начала обслуживания
активна компонента 𝜈, а также оценить E (Π(𝑛, 𝜈)) — математическое ожидание
периода занятости приоритетной очереди, при условии, что он начинается с 𝑛
требований.
Лемма 1. Пусть 𝑠(1) − 𝑡(1) < 0, тогда
E (Π(𝑛, 𝜈)) = 𝑛 · 𝑠(1) · (1− 𝜇*′1 (0))−
∑︁
𝑙 ̸=𝜈
𝜇*
′
1 (0)
𝑎𝑙
−
𝑁∑︁
𝑗=2
𝜇*
′
1 (0)
𝜇*𝑗 (0)
,
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где
𝜇*
′
1 (0) =
𝑠(1)(︃
𝑠(1) −
𝑁∑︀
𝑗=1
1
𝑎𝑗
+
𝑁∑︀
𝑗=1
𝑐𝑗
∑︀
𝑙 ̸=𝑗
1
𝑎𝑙
)︃ ,
а 𝜇*𝑗 (𝑠), 𝑗 = 1, . . . , 𝑁, 𝜇
*
1(0) = 1, являются решениями уравнения
𝑁∏︀
𝑗=𝑖
𝜇*𝑘(𝑠) + 𝑎𝑖
𝑁∑︀
𝑗=1
𝑐𝑗𝑎𝑗
∏︀
𝑖 ̸=𝑗
𝜇*𝑘(𝑠) + 𝑎𝑖
= 𝛽(𝑠− 𝜇*𝑘(𝑠)), (3)
где 𝛽(𝑠) — преобразование Лапласа-Стилтьеса времени обслуживания требова-
ния приоритетной очереди.
Доказательство. Введем обозначения: Π(𝑛) — длительность периода занятости,
начавшегося со случайного числа требований 𝑛, 𝑗(𝑡) — активная компонента вхо-
дящего приоритетного потока:
Π𝑗𝜈(𝑛, 𝑡)𝑑𝑡 = P(Π(𝑛) ∈ (𝑡 + 𝑑𝑡), 𝑗(𝑡) = 𝜈 | 𝑗(0) = 𝑗)
𝜋𝑗𝜈(𝑛, 𝑠) =

𝑒−𝑠𝑡Π𝑗𝜈(𝑛, 𝑡)𝑑𝑡.
Тогда, используя результаты из [2], имеем:
𝜋𝜈(𝑛, 𝑠) =
𝑁∑︁
𝑗=1
𝜋𝑗𝜈(𝑛, 𝑠) = 𝛽(𝑠− 𝜇*1(𝑠))𝑛 ·
∏︁
𝑙 ̸=𝜈
𝜇*1(𝑠) + 𝑎𝑙
𝑎𝑙
·
𝑁∏︁
𝑗=2
𝜇*𝑗 (𝑠)
𝜇*𝑗 (𝑠)− 𝜇*1(𝑠)
, (4)
где 𝜇*𝑘(𝑠) удовлетворяют уравнению (3).
Из (4) находим
E (Π(𝑛, 𝜈)) = −𝜋′𝜈(𝑛, 0) = −
⎛⎝𝑛 · 𝛽′(0) · (1− 𝜇*′1 (0)) +∑︁
𝑙 ̸=𝜈
𝜇*
′
1 (0)
𝑎𝑙
+
𝑁∑︁
𝑗=2
𝜇*
′
1 (0)
𝜇*𝑗 (0)
⎞⎠ =
= 𝑛 · 𝑠(1) · (1− 𝜇*′1 (0))−
∑︁
𝑙 ̸=𝜈
𝜇*
′
1 (0)
𝑎𝑙
−
𝑁∑︁
𝑗=2
𝜇*
′
1 (0)
𝜇*𝑗 (0)
.
Из (3) имеем
𝜇*
′
1 (0) =
𝑠(1)(︃
𝑠(1) −
𝑁∑︀
𝑗=1
1
𝑎𝑗
+
𝑁∑︀
𝑗=1
𝑐𝑗
∑︀
𝑙 ̸=𝑗
1
𝑎𝑙
)︃ .
Лемма доказана.
Обозначим через E (𝑁(𝑠
(2)
𝑛 , 𝜈)) среднее число требований, пришедших за 𝑠
(2)
𝑛 .
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Лемма 2. Для любого 𝜈 справедливо неравенство
E (𝑁(𝑠(2)𝑛 , 𝜈)) 6
 𝜕( 𝑁∑︀
𝑖=1
𝜋𝑖(𝑧, 𝑠
(2)
𝑛 ))
𝜕𝑧
⃒⃒⃒
𝑧=1𝑑𝐹 (𝑠
(2)
𝑛 ) ,
где
𝜋𝑖(𝑧, 𝑡) =
𝑁∑︁
𝑗=1
𝑐𝑖 · (𝐶−1 · 𝑏)𝑗
𝑐1(𝜇𝑗(𝑧) + 𝑎𝑖)
𝑒𝜇𝑗(𝑧)·𝑡, 𝑖 = 1, . . . , 𝑁, (5)
𝐶−1𝑖𝑗 = (𝑎𝑗 − 𝜇𝑖(𝑧)) ·
𝑁∏︀
𝑘=1
(𝜇𝑖(𝑧)− 𝑎𝑘)
𝑁∑︀
𝑘=1
∏︀
𝑙 ̸=𝑘
(𝑎𝑗 − 𝑎𝑙)(𝜇𝑖(𝑧)− 𝑎𝑗)
·
𝑁∏︀
𝑘=1
(𝑎𝑗 − 𝜇𝑘(𝑧))
𝑁∑︀
𝑘=1
∏︀
𝑙 ̸=𝑘
(𝜇𝑖(𝑧)− 𝜇𝑙(𝑧))(𝑎𝑗 − 𝜇𝑖(𝑧))
,
(6)
𝑏𝜈𝑚𝑎𝑥 =
𝑐1
𝑐𝜈𝑚𝑎𝑥
, 𝑏𝑖 = 0, 𝑖 ̸= 𝜈𝑚𝑎𝑥,
а 𝜇𝑗(𝑧) находятся из уравнения
𝑁∏︁
𝑖=1
(𝜇 + 𝑎𝑖) = 𝑧 ·
𝑁∑︁
𝑖=1
𝑐𝑗𝑎𝑗
∏︁
𝑖 ̸=𝑗
(𝜇 + 𝑎𝑖),
𝜈𝑚𝑎𝑥 — номер компоненты смеси с минимальным средним.
Доказательство. Чтобы оценить сверху 𝐸(𝑁(𝑠, 𝜈)) предположим, что на момент
начала обслуживания неприоритетного требования активна компонента 𝜈𝑚𝑎𝑥, име-
ющая минимальное среднее. Обозначим через 𝑃𝑗(𝑘, 𝑡) вероятность того, что в мо-
мент времени 𝑡 активна компонента с номером 𝑗 и в приоритетной очереди 𝑘 тре-
бований. Система прямых уравнений Колмогорова для 𝑃𝑗(𝑘, 𝑡) имеет вид:
𝜕𝑃𝑗(𝑘, 𝑡)
𝜕𝑡
= −𝑎𝑗 · 𝑃𝑗(𝑘, 𝑡) + (1− 𝛿𝑘,0)
𝑁∑︁
𝑙=1
𝑃𝑙(𝑘 − 1, 𝑡) · 𝑎𝑙 · 𝑐𝑗 (7)
с начальными условиями
𝑃𝑗(𝑘, 0) = 𝛿𝑘,0𝛿𝑗,𝜈𝑚𝑎𝑥 ,
где 𝛿𝑖,𝑗 = 1, при 𝑖 = 𝑗, и = 0 при 𝑖 ̸= 𝑗. Переходя в (7) к производящим функциям,
получаем
𝜕𝜋𝑗(𝑧, 𝑡)
𝜕𝑡
= −𝑎𝑗𝜋𝑗(𝑧, 𝑡) + 𝑐𝑗𝑧
𝑁∑︁
𝑙=1
𝑎𝑙𝜋𝑙(𝑧, 𝑡) (8)
с начальными условиями
𝜋𝑗(𝑧, 0) = 𝛿𝑗,𝜈𝑚𝑎𝑥 . (9)
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Матрица этой системы имеет вид:{︃
𝑏𝑖,𝑗 = 𝑐𝑖𝑧𝑎𝑗 , 𝑖 ̸= 𝑗,
𝑏𝑖,𝑗 = −𝑎𝑖 + 𝑐𝑖𝑧𝑎𝑖, 𝑖 = 𝑗.
Характеристический многочлен есть
𝑁∏︁
𝑖=1
(𝜇 + 𝑎𝑖)− 𝑧 ·
𝑁∑︁
𝑖=1
𝑐𝑗𝑎𝑗
∏︁
𝑖 ̸=𝑗
(𝜇 + 𝑎𝑖).
В [2] показано, что он имеет 𝑁 различных корней, которые обозначим
𝜇𝑖(𝑧), 𝑖 = 1, . . . , 𝑁. Отсюда следует, что решение (8) с начальными условиями
(9) имеет вид (5), где 𝐶𝑖𝑗 определяются из (6).
Объединяя результаты лемм, получаем следующую теорему.
Теорема 3. Пусть 𝑠(1), 𝑡(1), 𝑠(2), 𝑡(2) существуют, и 𝑠(1)−𝑡(1) < 0. Пусть также
существует второй момент 𝐸((𝑠
(2)
𝑛 )2). Тогда для эргодичности очереди второго
приоритета достаточно, чтобы
 𝜕( 𝑁∑︀
𝑖=1
𝜋𝑖(𝑧, 𝑠
(2)
𝑛 ))
𝜕𝑧
|𝑧=1𝑑𝐹 (𝑠(2)𝑛 ) · 𝑠(1) · (1− 𝜇*
′
1 (0))−
−
∑︁
𝑙 ̸=𝜈𝑚𝑎𝑥
𝜇*
′
1 (0)
𝑎𝑙
−
𝑁∑︁
𝑗=2
𝜇*
′
1 (0)
𝜇*𝑗 (0)
+ 𝐸(𝑠(2))− 𝐸(𝑡(2)) < 0.
Доказательство следует из лемм 1 и 2 и критерия Фостера-Ляпунова.
Заключение
Методы исследования эргодичности приоритетных систем массового обслужи-
вания, развитые в статье, могут быть применены и для других типов входящих
потоков (в частности, эрланговских) и приоритетных дисциплин без прерывания
обслуживания.
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Known results in ergodicity of priority queues are based on the assumption,
that interarrival times in each queue have exponential distribution. This
paper relaxes this assumption, providing sufficient conditions for queues
with two priority classes under assumption, that interarrival times in high
priority class queue have hyperexponential distribution. Queues with non-
preemptive priority are considered. To formulate desired conditions, we
use Lindley’s recursion for waiting times of each priority class queue. Using
Lyapunov-Foster criteria, we obtain sufficient conditions for given recursion
to be Harris-ergodic markov chain.
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