Artificial intelligence (AI) based methods for mutational effects predictions are improving in accuracy, because of the exhaustive experimental data they are trained on, and advances in algorithms. As the prediction quality improves, the next natural question to ask countering the 'black box' image of AI is if the predictions can be interpreted. We applied one of the approaches developed in the field of explainable AI, to decipher the factors contributing to the changes in cellular fitness and protein solubility arising from mutations. Juxtaposing the two observations and focusing on the individual factors uncovers the contributions and quantifies the intuitions about how different factors such as conservation, distance from the catalytic site affect fitness and solubility. Embedding interpretability along with the prediction algorithms will enable transparency and inspire confidence into models as well as contribute to the understanding of how mutations affect proteins.
Introduction.
Proteins perform the most critical cellular functions, and yet they are very delicate in their design. A small perturbation to the sequence such as a change in a single amino acid of the protein, known as a mutation, can alter their structure and function significantly. In fact, several of the disease phenotypes such as cancers, Alzheimer's [1] as well as other problems associated with infectious diseases such as antibiotic resistance [2] can all be traced back to mutations in proteins. Understanding the effects of mutations is also relevant in protein engineering, where one would like to introduce the changes that affect the solubility and function of the proteins in a predictable way.
One of the ways of understanding mutational effects is by introducing these mutations in the proteins [3] , in a site-directed or random fashion, and studying the structural or functional consequences of it. In a commonly practiced protocol, known as the alanine scan [4] , amino acids of interest are substituted by alanine, which is small and neutral, and the functional consequences are studied. In recent years, technological advances allowed a much more detailed scan, known as the deep mutational scan (DMS) [5] [6] [7] . In DMS, each amino acid is replaced by all possible 19 amino acids, and cellular level consequences are studied. The exhaustive sampling allows thousands of mutations to be studied at a single substitution level, and hundreds of thousands with two to three substitutions.
The computational efforts to understand the mutations are also making significant strides. Artificial Intelligence based models are useful for complementing the missing data in DMS [8] , or making detailed predictions of the complete mutational scan using co-evolutionary relations [9] or by training on a few DMS experiments [10] . The models trained on large mutational databases curated from across the literature [11] or from a few DMS studies [10] are making good predictions of the mutational effects.
Ability to make reliable mutational effects predictions brings one to a natural point of asking the questions that are being asked in the machine learning community, such as why the predictions should be trusted [12] or alternatively if the predictions can be interpreted [13, 14] . The philosophical debate about predictability versus interpretability [15] is being revisited in several areas of machine learning, specifically when one is interested in controlling the effects by developing an understanding for the contributing factors.
We introduce this notion of interpretability or explainability in the context of mutational effects prediction. Interpretability begins with a small shift in perspective, from asking how do various factors contribute to the set of predictions, to what is the contribution of the various factors to an individual prediction. In a linear regression model, knowing the measured outcome, it is trivial to understand the relative contributions from the different factors. The same is not true while working with machine learning models, which have non-trivial and non-explicit relations between the inputs and the outcome.
We use a method called SHAP (SHapley Additive exPlanations) [16, 17] that is being used in several areas of machine learning, to interpret the contributions to the mutational effects. SHAP is based on the game theoretical questions raised by Shapley [18] about how the gain can be shared by different contributing players. In SHAP, the feature contributions are additive, thus making their relation to the outcome easy to interpret. We apply SHAP to interpret the outcomes of fitness [19] and solubility [20] in the deep mutational scans of β-lactamase protein. The interpretability allows us to revisit the classical intuitions on how different factors can influence mutations with a quantitative perspective.
Methods. 2.1 Deep mutational scan data.
The deep mutational scan data of the mutational effects of β-lactamase on fitness was obtained from Stiffler et al. 2015 [19] and solubility from Klesmith et al. 2016 [20] . We use the yeast surface display (YSD) data on the effects of mutations on solubility [20] and the changes in relative fitness of E. Coli when a mutant containing strain is challenged with 2500 µg/ml ampicillin [19] . The analyses on the solubility were presented for the substitutions on positions 61-215 [20] , with protein data bank identity 1M40 [21] , and for consistency, we chose to work with the same set of mutations both for the solubility and cellular fitness.
2.2.
Descriptive parameters for AI model. We used 18 parameters to describe the amino acid before substitution or the nature of the substitution [22] :
Structural factors: 1. SASA -Solvent accessible surface area, 2. SS -Lack or presence of order in secondary structure (0 or 1) 3. Contacts -number of neighboring amino acid atoms within 4 Å of the wild type amino acid 4. Catalytic_dist, which is the distance of the amino acid from the catalytic site 5. Av_commutetime, which is the average commute time reflecting the connectivity of the amino acid to the rest of the protein [23] Sequence factors: 6. BLOSUM substitution matrix [24] , 7. Wt_hb, hydrophobicity of the wild type amino acid according to Kyte-Dolittle scale, 8. Mut_hb, hydrophobicity of the amino acid after mutation 9. PSSM_w representing the position specific substitution matrix of the wildtype amino acid and 10. PSSM_m of the mutant, 11.
Conservation -of the amino acid across the multiple sequence alignment
Co-evolutionary factors: 12. Av_corr, average co-evolutionary correlation of an amino acid with all other amino acids, 13. Degree, 14. Betweenness, 15. Closeness, and 16. Eigenvector centralities which are the different centrality measures defined on the symmetric co-evolution network, 17. Impact and I8. Dependence defined as asymmetric co-evolutionary parameters [25] AI model. Using the 18 descriptive parameters and the experimental measurements for each of the mutations, the AI analyses were performed using Python. For predicting the effects, we used XGRegressor implemented in the XGBoost package. 75% of the mutational data from amino acids 61-215 was used for training and the remaining 25% for predictions. As shown in Supplementary Figure 1 , the Pearson correlation coefficients for the test sets compared to the experiments were good (0.88 for fitness and 0.79 for solubility).
Interpretable AI model. SHapley Additive explanation (SHAP) uses the formalism where an explanation model g is defined in terms of the parameter set z' i defining each instance (in our case each individual mutation) and their corresponding additive contribution weights φ i [16, 17] 
The explanatory model is subject to three conditions known as:
local accuracy -which ensures that it matches the calculated effect f(z) when z'=z, i.e., g(z')=f(z) when z'=z, missingness -which ensures that if a variable is z' i =0, then the weight corresponding to it is φ i =0 consistency -when an input's contribution increases or stays the same regardless of the other inputs, then its weight should not decrease.
By solving for these three conditions, one obtains the SHAP contribution weights corresponding to each individual input instance. We used the SHAP implementation by Lundberg (https://github.com/slundberg/shap) for performing the interpretable AI calculations, where corresponding to each mutational effect calculation, all the φ i 's are determined. The results presented in this work discuss these SHAP weight factors φ i 's 3 Results and Discussion.
Noting the contributions from the individual factors to individual mutations.
The XGRegressor model we used for making the predictions of the fitness and solubility gave good performance on a statistical level (Pearson correlation coefficients of 0.88, 0.79 for fitness and solubility, Supplementary Figure 1 ). Taking confidence in these predictions, we applied SHAP method to mutational effects calculations, and obtained the contributing factors in each individual mutation. Figure 1 illustrates the predictions for a specific mutation A79W and the factors contributing to it. The predicted fitness (-1.45) and solubility (-0.81) for this mutation compare well with the experimental observations (-1.64, -1.10 respectively). The interpretable aspect of the prediction is shown in the decomposition of the various factors, firstly segregated by positive and negative contributions: factors labeled in pink aiding a better fitness or solubility, and those in blue having the opposite effect. The length of the bar representing each factor reflects the magnitude of its contribution to the specific outcome. For example, the statistical descriptor of the likelihood of substitution (BLOSUM) which has a value of -3 contributes in a comparable way to reducing both the fitness and the solubility. On the other hand, the average co-evolutionary relation an amino acid shares with all other amino acids (avg_corr) which has a value of 0.3357 has opposite effects on fitness and solubility. As indicated by the direction of the arrows, the factors in pink contribute to an increase in the fitness or solubility and those in blue have the opposite effect. Whether a specific factor tends to increase or decrease the mutational effect depends on the individual case. The descriptive parameters are labeled along with the values they assume in this specific instance, for the specific mutation. The illustrations are generated using the Python implementation of SHAP ((https://github.com/slundberg/shap)).
Summarizing the contribution of the individual factors in the complete set.
The impact obtained from individual factors is then summarized to understand the variables that have the most significant role in the set of predictions (Figure 2 ).
Observing the range of the values assumed, one can infer that conservation, SASA, BLOSUM, along with the hydrophobicities of the wild type and mutant amino acids contribute significantly to both solubility and fitness. However, one can notice in the illustrations that at times the distribution of the data points labeled pink (higher outcome) and blue (lower outcome) for the some of the variables is different when comparing fitness and solubility (Figures 2A and 2B) . 
Identifying factors making correlated contributions to fitness and solubility.
We further examined the contributions of each of the parameters to fitness and solubility in the same analysis, to see if they are correlated, anti correlated or uncorrelated. As shown in Figure 3 , the contributions from three variables, conservation, BLOSUM and number of contacts have a good positive correlation. The contributions of other variables to the fitness and solubility do not have strong correlations ( Supplementary Figures 2A, 2B) . The SHAP values defining the contribution of each variable to fitness and solubility are shown. From the data it is clear that the contributions from these three descriptive parameters, conservation, number of contacts and BLOSUM are mostly correlated i.e., if the parameter contributes to an increase in fitness it also contributes to an increase in the solubility. This is not true for all variables, which are shown in the Supplementary Figures 2 and 3 , where they are uncorrelated or negatively correlated. The color bar represents the experimentally observed fitness changes among all the mutations studied.
Extracting intuitive patterns about the effect of different factors.
There are several intuitions about how factors such as conservation or distance from the catalytic site should influence the protein function or its solubility. Many of these intuitions still need to be quantified. Klesmith et al. 2016 [20] performed a very careful analysis using naïve Bayesian classification to clarify the chance that a mutation characterized by a parameter is statistically likely to be deleterious or neutral. They observe an interesting trade-off such as that the distance from the catalytic site has opposite effects on solubility and fitness. We ask if one can go beyond the classification models to quantify these dependencies using SHAP analysis. The scatter plots in Figures 4A, 4B show that the relation of fitness and solubility to conservation is not easy to infer. Naively, while observing the relation of the outcomes to a single variable in a multi-factorial system, one may expect either a poor correlation or even a lack of it. However, when we plot the contributions to fitness and solubility using the SHAP analysis ( Figures 4C, 4D) , the dependence of the component becomes much more predictable. Similarly, Supplementary Figure 3 illustrates the effect of the number of contacts. Figure 5 illustrates how the distance from the catalytic effect predictable contributions to the fitness, and solubility. Interestingly the two outcomes show an opposite dependence on the distance from the catalytic site, as was seen using a classification model [20] .
Perspective.
Seeing the emphasis and developments on explainability of AI predictions in several areas of science and engineering, it is clear that the mutational effects predictions should also benefit from such analyses. The explainability analyses can serve several purposes:
Validation of Correctnessan important consequence of explaining the effects is that by validating that the factors that one believes are indeed the most relevant ones in calculations, a sense of correctness of individual predictions may be developed.
Protein Engineering -The analyses such as understanding the tradeoffs between solubility and fitness [19] have been strongly motivated from the perspective of designing better proteins. The same is true when a direct correlation between measured fitness and solubility cannot be inferred ( Supplementary Figure 4) , where the individual components are more predictable and hence reliable.
Developing intuitions -The developments in the fields of deep mutational scan have a great value to add to the intuitions that are pedagogically taught, such as larger conservation implies greater impact. The patterns of dependence of the mutational effects on the individual parameters allows one to go beyond predictions to learning and developing of rules.
Understanding protein function is not easy. At times a single mutation can lead to deleterious effects, and yet evolutionarily one sees homologous proteins with as little as 50% sequence identity performing similar functions. One has to resort to advanced AI methods to predict the effects of one or more mutations, to note how mutations affect, or compensate for each other, or to reduce the experimentation required. Introducing explainability into the analyses can potentially help in an improved learning about how mutations affect the proteins. Interestingly the effect of the distance from the catalytic is opposite on fitness and solubility. This quantitative trend is in line with the observations from the classification model [Klesmith et al. 2016 ]. The colorbar is the same as in Figure 3 , and represents the observed fitness changes.
Conclusions. Artificial intelligence based models are making reliable predictions of the mutational effects, whether it is changes in solubility or the cellular fitness. In this work we asked the next natural question which is, if there is access to a large pool of systematic mutational scans, and reliable AI based models, can one explain the different factors that contribute to each individual mutational effect? In asking so, with the standard tools that are available, we uncover quantitative patterns in contributions of the different variables to fitness and solubility, sometimes inline and at times opposing.
