We present a unified approach to Laplace approximation of hypergeometric functions with two matrix arguments. The general form of the approximation is designed to exploit the Laplace approximations to hypergeometric functions of a single matrix argument presented in Butler and Wood (Ann. Statist. 30 (2002) 1155, Laplace approximations to Bessel functions of matrix argument, J. Comput. Appl. Math. 155 (2003) 359) which have proved to be very accurate in a variety of settings. All but one of the approximations presented here appear to be new. Numerical accuracy is investigated in a number of statistical applications.
Introduction

Background
In this paper, we present Laplace approximations to hypergeometric functions of two matrix arguments. In all but one case (that of 0 F (m) 0 ) the resulting approximation appears to be new. Our principal reason for revisiting this topic is that recent work in [1] has shown that certain new Laplace approximations to the single-matrix-argument hypergeometric functions are often very accurate. The approximations to two-matrix-argument hypergeometric functions presented here are designed to exploit the accuracy of the one-matrixargument approximations in [1] as far as possible.
A number of authors derived asymptotic approximations to hypergeometric functions of two matrix arguments in the 1970s and 1980s. See, in particular, [4, 5, 9, 16, 8, 17, 21, 22] and for related power computations see [3, 7, 20] .
Hypergeometric functions of two matrix arguments are of importance in statistics because they determine the joint density of the eigenvalues of certain random matrix distributions. For pioneering work on the relevant distribution theory see [6, 10, 11] .
Our principal motivation is to provide simple practical approximations and to give some indication of their numerical accuracy. In nearly all of the limited number of cases considered, the proposed Laplace approximations are more accurate than existing approximations. Furthermore, if higher accuracy of approximation is required, then an alternative more computationally intensive method is suggested in Section 3.1 which uses simulation to integrate the single-matrix-argument approximations in [1] over the orthogonal group.
Frequently, it has been found that Laplace's method yields approximations in subasymptotic situations which are more accurate than one has a right to expect. In practice, however, care is required in the implementation of Laplace's approximation. In particular, care is needed is deciding which terms (if any) should be left out of the maximization, and care is also needed in deciding how to calibrate (i.e. normalize) the approximation (if at all). (In fact, we have not attempted to calibrate the approximations given below as there does not seem to be a natural way to do it in the case of hypergeometric functions with two matrix arguments.) In general, no clear rules seem to be available for deciding on these issues. However, see [1, Section 3] for further discussion in the case of hypergeometric functions with one matrix argument.
Discussion of sufficient conditions for the validity of the Laplace asymptotics in this setting is given in e.g. [17] ; we do not go into details here.
A referee has pointed out that it would be interesting to compare the approximations given in this paper with approaches based more directly on zonal polynomials and their twovariable generalizations; see e.g. [13, Chapter 6] ; [12] for relevant exact results concerning these families of polynomials.
Definition of hypergeometric functions
The single-matrix-argument hypergeometric function p F q can be defined in terms of a zonal polynomial expansion as follows: · · · k > 0, is a partition of the integer | | = 1 + · · · + k ; C (X) is the zonal polynomial associated with the partition (see e.g. [17] ); and, for a real number and integer partition , we define
There are various integral representations for the p F q , and also various integral formulae linking different p F q ; see [17] for further details.
The hypergeometric function of two matrix arguments, written p F (m) q , may be written as an integral of the corresponding one-argument function, p F q , over the orthogonal group, as follows:
where 
Relevance to eigenvalue distributions
For statistical applications, the important hypergeometric functions with two matrix arguments are given by (p, q) = (0, 0), (1,0), (0,1), (1,1) and (2, 1) . This is because, in each case, the joint density of the eigenvalues of a random matrix of statistical importance is determined by p F [17] . Some of these applications are considered later in this paper.
Outline of paper
In Section 2 we derive the general form of our Laplace approximation, and then briefly discuss implementation in particular cases. Numerical investigations and statistical applications are then considered in Section 3.
The approximation
Consider matrices A = diag{a 1 , . . . , a m } and
where F depends on Q only through the (necessarily real) eigenvalues 1 
as will be the case for all F that we consider; see [5] 
terms, and that s = m(m − 1)/2 when m i = 1 for all i. 
We now derive the Hessian J in two cases. In Section 2.1, B has distinct eigenvalues, i.e. each eigenvalue b i has multiplicity m i = 1; and in Section 2.2, B has repeated eigenvalues, with eigenvalue b i having multiplicity m i , i = 1, . . . , r. Finally, in Section 2.3, we discuss the calculation (or approximation) of p F q and f i in the various cases.
Hessian Case I: distinct eigenvalues
Here we assume that B has distinct eigenvalues
where
and u i (Y ) is the unit eigenvector of Y = Y (Q) associated with the eigenvalue i ; see e.g. [15] . The second differential is given by
At Q = diag{±1, . . . , ±1}, d i = 0 for all i, so the first term on the right-hand side makes no contribution to the Hessian at such Q, and so may be ignored here. Now
From Magnus and Neudecker [15, p. 159] ,
where A + denotes the Moore-Penrose inverse of a matrix A. Therefore
Now transform from Q to H where Q = exp(H ) and H is skew-symmetric. Then
At H = 0, Q = I and Y = A 1/2 BA 1/2 so that {u i (Y )} is the standard orthonormal basis, and
LetD m and˜ (A) be defined as in [14, p. 94] . In particular,D m and˜ are chosen so that for any skew-symmetric matrix A,D m˜ (A) = vec(A). Then
by skew-symmetry, and
But from Magnus [14, p. 101, Example 6.11],
is a diagonal matrix with diagonal elements
Now consider V (H ). We have
Using the identity vec(ABC) = (C T ⊗ A) vec(B), we obtain
Therefore, since all the matrices concerned are diagonal and so commute, and writing
Then, using the fact that AP i = a i P i and BP i = b i P i , we obtain
Using Magnus [14, p. 101, Example 6.11] again, we see that
Finally, we see that
which simplifies to
where ij is defined in (2).
Hessian Case II: repeated eigenvalues
Here we assume that B has distinct eigenvalues 
and [19] ). In practical terms, this means that at each point in M, the tangent space can be represented as a linear subspace, T say, of the vector space of skew-symmetric matrices. The linear subspace T may be described as follows:
where is the map defined at the beginning of Section 2. Note that T has dimension s given in (3).
In the repeated eigenvalue case, the derivation of J is essentially the same as that given in Section 2.1, except that the skew-symmetric matrix H which appears there is now restricted to the linear subspace T .
Implementation in various cases
We briefly run through the implementation of the approximation in the cases considered in Section 1.3.
• (p, q) = (0, 0). In this case we use the fact that 0 F 0 (X) = etr(X). Thus f i = 1 in (5).
In the remaining cases p F q cannot be expressed in terms of elementary functions, and we make use of the Laplace approximations given in [1, 2] . Without loss of generality, we assume that X = diag{x 1 , . . . , x m }.
• (p, q) = (0, 1) . Here, we approximation 0 F 1 using the following Laplace approximation given in [2] :
where u = 2x/n. The derivatives f i in (5) may be approximated by numerical differentiation of log 0F1 .
• (p, q) = (1, 1). From Butler and Wood [1] we have
Similarly, f i in (5) may be approximated by numerical differentiation of log 1F1 . 
where C = c cm−m(m+1)/4 and
where = x(b − a) − c. As in the previous two cases, f i in (5) can be approximated by numerical differentiation, this time of the function log 2F1 .
Numerical examples and applications
The two argument p F (m) q function has been defined in (1) and our Laplace approximation in (4) provides approximate values for this integral. The oscillatory nature of the integrand in (1) makes this an exceedingly difficult problem. However, we find that our Laplace approximation reproduces values of this integral with quite reasonable accuracy. This accuracy is an improvement over that of the Laplace approximations suggested in [8, 9, 21] . Even further improvement is achieved when approximating relative values of (1). These aspects of its accuracy are discussed in Section 3.1.
A computationally intensive method is also suggested for approximating two argument
functions from their corresponding single-argument Laplace approximations pFq . This procedure makes use of the uniform accuracy of pFq for p F q , as discussed in [1, 2] , to simulate the integral of pFq over the orthogonal group (on which pFq is uniformly close to p F q ) as an approximation for p F (m) q . Justification for this method has been provided with the uniformity discussions in [1, 2] .
The good relative accuracy of the proposed two argument Laplace approximation has practical importance when applied in some importance sampling applications. One such setting that is not considered here and which was suggested by a referee, involves using the relative values of 1F (m) 1 in importance sampling to compute the power curves for the four major tests in MANOVA. The second setting that is considered here, entails testing the rank of the noncentrality matrix in MANOVA. In both of these settings, importance sampling can be used to compute the power function of the likelihood ratio test by using importance weights that are ratios of 1 F (m)
-values. The latter application is considered in Section 3.2. A third related example considers the power computation of the likelihood ratio test for the number of nonzero canonical correlations relating two vectors. The power of this test involves ratios of 2 F (m)
1 -values and is considered in Section 3.3.
Absolute and relative error
Consider the accuracy of approximation (4) will be due to the Laplace approximation in (4), as opposed to the error in approximating the one argument function 1 F 1 . From column 3, we see that the Laplace approximation is able to track the correct order of the result from simulation, as would be expected from the asymptotic development. It shows consistently better accuracy than the approximation of Glynn [8] in column 4 both in the table as well as in numerous other examples. The approximation of Srivastava and Carter [21] in column four with error O(n −2
2 ) was not a competitor. In the fourth case, Glynn [8] and Srivastava and Carter [21] are undefined; they contain the factor 8 (2) which is undefined.
The rationale for considering pairs of B values above is that it allows for the assessment of the relative accuracy of approximation (4) values may simply be improperly scaled as a function of B and evidence for this can be seen by comparing the ratios of the approximations as in Table 2 . For example, the top "Exact" ratio 25.30 = 8569/338.7 as computed from Table 1 . The relative accuracy of approximation (4) is better than its absolute accuracy as may be seen by comparing the "Exact" ratios with the Laplace (4) ratios. Note that the Glynn [8] ratios deviate further from the "Exact" ratios suggesting that its inaccuracy is less likely to be just a scale factor. The agreement of the "Exact" and Laplace (4) 1 . Relative accuracy is better than absolute accuracy when the two argument approximation is based upon the single argument approximation 2F1 ( , ; ; AB) given in (7) . Furthermore, the approximation in [9] is consistently less accurate particularly in the sub-asymptotic settings. 
Testing noncentrality rank in MANOVA
We 
rejects for small values of
as discussed in [17, Section 10.7.4] . Following his conditional approach, we condition T k on the observed values for u 1 , . . . , u k and use importance sampling to determine the power function for the test in (8) . The conditional p-value of this test is specified in Theorem 10.7.5 of Muirhead [17] and is based upon the asymptotic approximation
given 
where t o k is the observed value of T k . The attained power function of this test may be determined using importance sampling. The importance weights make use of the joint density of U = diag(u 1 , . . . , u m ) under the alternative hypothesis. This has been given in [17, Section 10.7 .1] as
for suitable functions g and h. We use f (U;ˆ ) as our importance distribution to simulate N values of U , denoted as {U (i) }, under alternativeˆ from the two original Wishart matrices SSE and SSB. These importance samples approximate the power of the likelihood ratio test at alternative aŝ
where t (i) is determined from U (i) as in (9) , and the estimated importance weights {ŵ (i) } are the relative values of 1F
given aŝ
.
Example
Suppose a 1-way MANOVA with m = 4, six levels so n 1 = 5, and 20 replicates/level so n 2 = 114. Suppose that = diag(114, 57, 11.4, 0) = n 2 where = diag(1.0, 0.5, 0. 1, 0.). This replicates the approach to asymptotics applied in the 1-way setting in [17, Section 10.7.3] . A value of U was simulated from this model to serve as the data and gave the value U = diag(0.57, 0.31, 0.08, 0.038). From this,ˆ = diag(151, 51, 9.9, 4.5).
With k = 3, we test that has a rank of at most 3. The Muirhead p-value is 0.0830 and the m.l.e. from (11) hasp 3 = 0.0681.
With k = 2, the Muirhead p-value is 0.0266 and the m.l.e. from (11) hasp 2 = 0.0255 again showing good agreement. Importance sampling was used to determine the attained power function of the test against various sorts of alternatives. These alternatives assume that ( 1 , 2 ) = (ˆ 1 ,ˆ 2 ) and specify the other values as (a) ( 3 , 4 ) = (t, 0); (b) ( 3 , 4 ) = (t, t/2); and (c) ( 3 , 4 ) = (t, t) for t = 1(2.5)40. Plots for these three power curves versus t are given in Fig. 1 their accuracy, direct simulation of these same power functions has been implemented at selected points. These values are shown as circles, diamonds, and crosses. Overall, we see that the determination of power from importance sampling has been quite successful presumably because of the relative accuracy of the importance weights as ratios of
1 -values.
Testing the number of nonzero canonical correlations
The development of tests for the number of useful canonical correlations closely parallels that for tests of noncentrality rank. The main exception is that the densities of sample eigenvalues now involve the two argument 2 
as given in Theorem 11.3.9 of [17] .
Importance sampling
A m.l.e. for the p-value of the conditional test may be found as an alternative to (14) . This and all the importance sampling proceeds in exactly the same manner as described with the previous example. The joint density of R 2 = diag(r 2 
Example
Suppose m = 8, p 1 = 4 = p 2 , n = 300 and let = diag(0.6, 0.3, 0.1, 0.). With this value of , we simulated a data set and determined its m.l.e. as R = diag(0.559, 0.267, 0.1236, 0.07755).
With k = 3, we test that has a rank of at most 3. The Muirhead p-value is 0.1330 and the m.l.e. from (11) isp 3 = 0.1049.
With k = 2, the Muirhead p-value is 0.1534 and the m.l.e. from (11) isp 2 = 0.1462. Importance sampling was used to determine the attained power function of the test against the same sort of alternatives as previously considered. Plots for these three power curves are given in Fig. 2 . The accuracy of the importance sampling was checked using results from direct power simulations and are given as the circles, diamonds, and crosses. For this setting, the determination of power from importance sampling has not shown quite the accuracy seen in Fig. 1 . Overall, however, it has still been quite successful. 
