We develop a systematic diagrammatic approach to the spectral properties of hard-core bosons at finite temperature. The approach is based on the summation of ladder diagrams in systems with an energy gap. It is not restricted to one dimension, but the one-dimensional case offers the opportunity to gauge the method by comparison to exact results obtained via a mapping to JordanWigner fermions. In particular, we present results for the broadening of single-particle spectral functions at finite temperature. The line-shape is found to be asymmetric at elevated temperatures and the band-width of the dispersion narrows with increasing temperature. Additionally, the thermal occupation is calculated and compared to various approximations and analytic results. Thereby a promising approach for application to more comprehensive models is introduced.
I. INTRODUCTION
Dynamic correlations generally provide valuable information about the systems under study. In linear response, for instance, all conceivable susceptibilities are dynamic correlations. In many spectroscopic experiments dynamic correlations are measured, for instance dynamic structure factors in scattering experiments or current-current correlations in reflectivity or absorption measurements. At low temperatures, such experimental data provides valuable information about elementary excitations, their mutual interaction, and many matrix elements.
Theoretically, it is well established that even complex quantum systems can be described at low energies by simpler effective models. Such models can result for instance from various renormalization procedures [1, 2] . Focusing on gapped systems, the elementary excitations can be viewed generically as conserved quasi-particles which move and interact and determine the physical properties of the system under study. The corresponding effective Hamiltonian in terms of these quasi-particles can be derived systematically by unitary transformations, see for instance Ref. 3 , or by variational approaches, see for instance Ref. 4 . Such approaches yield models in terms of the elementary excitations so that the dynamic response at zero temperature is captured and an enormous wealth of information is available.
One important route to extend the success of such models is to deduce not only information at zero temperature, i.e., in the immediate vicinity of the ground state, but also at finite temperatures. Of course, if the temperature is so high that the system enters another phase, the knowledge of the effective model at zero temperature * benedikt.fauseweh@tu-dortmund.de † joachim.stolze@tu-dortmund.de ‡ goetz.uhrig@tu-dortmund.de is of limited value. But generically, the behavior at low temperatures is still described by the effective model derived for T = 0. Very often, the elementary excitations are hard-core bosons because the presence of one elementary excitation at a given site excludes the presence of a second excitation of the same kind or of any other excitation. Spin flips in the high-field phase of the transverse field Ising model are a generic example for hard-core excitations of a single flavor [5] . The three-fold degenerate triplons in spin ladders [6] and other valence bond crystals are a generic example for hard-core excitations with three flavors. The goal of the present article is to introduce a diagrammatic approach to gapped systems of hard-core bosons which is systematically controlled by the expansion parameter exp(−β∆) where β is the inverse temperature and ∆ the energy gap. We present the direct calculation of the leading order in exp(−β∆) of the self energy and the corresponding self-consistent calculation. This approach is tested for a model for which exact results are available exploiting a mapping to interactionfree fermions by means of the Jordan-Wigner transformation in one dimension. We show by comparison of numerical data that both approaches agree in linear order in exp(−β∆). In this comparison we focus on the position of the single-boson peak in the spectral response, its broadening and the symmetry of its shape.
Furthermore, we show that the diagrammatic approach implies a certain narrowing of the dispersion upon increasing temperature. We also evaluate the average occupation due to thermal excitations and find an excellent agreement between the self-consistent diagrammatic result and the exact one.
In view of these results, the self-consistent diagrammatic approach suggests itself for application to more complicated, extended models. Extensions may comprise longer-range hoppings, further interactions among the hard-core excitations, and excitations of several flavors. Also, the application in dimensions greater than one appears promising because one may generally expect that a diagrammatic perturbative approach works even better in higher dimensions.
The present article is set up as follows: In the next section, the considered model is introduced. Second, in Sect. III, we present the diagrammatic approach in detail; a particular focus lies on the pure cosine band as it results from nearest-neighbor hopping. In Sect. IV we explain how the equivalent fermionic model allows the numerically exact calculation of the propagators of the hard-core bosons. In Sect. V, we gauge the diagrammatic approach in quantitative comparison with the exact results and discuss its properties in detail. Finally, Sect. VI concludes the article.
II. MODEL
To introduce the diagrammatic expansion for hardcore bosons, we choose a simple 1D model, a single chain of lattice sites. Every site can either be occupied or empty, so that the local Hilbert space is two dimensional. In real space the Hamiltonian reads
where b † i and b i are operators at site i, which fulfill the hard-core boson relation,
The Hamiltonian (1) consists of a local energy term and a nearest neighbour hopping. The energy gap is given by ∆ > 0, while W > 0 is the band-width of the dispersion
where k is the momentum of the excitations. The minimum of the dispersion with value ∆ is found at k = 0. The ground state of the system is given by the vacuum state.
In typical physical systems, such as spin ladders or spin chains, additional interactions, non-particle-conserving terms as well as longer range hopping are present. We do not consider these terms in our simple model, but we stress that there are a variety of methods to treat such terms which can be combined with our diagrammatic approach. For example, models with non-particleconserving terms can be mapped to effective, particleconserving models by continuous unitary transformations (CUT) [7] [8] [9] [10] [11] , while additional interactions, besides the hard-core constraint, can be dealt with on a mean-field level. Longer range hopping processes trivially modify the dispersion.
To test our diagrammatic results, we make use of the fact that the Hamiltonian (1) can be mapped to a system of free fermions by the Jordan-Wigner transformation [12, 13] 
The operators c † j and c j fulfill fermionic anti-commutator relations. Followed by a Fourier transformation to reciprocal space, the Hamiltonian (1) reads
In contrast to free bosons, the spectral properties of hard-core bosons at finite temperature are not exactly known. Even though the above fermionic approach can be applied, the calculation of dynamic susceptibilities remains a difficult task because of the non-locality of the Jordan-Wigner transformation. One example is the single-particle temperature Green function
where τ is the imaginary time and T is the time-ordering super operator. The corresponding spectral function reads
where we introduced the Matsubara frequencies ω ν , the inverse temperature β = 1/T , and the total number of sites N . The spectral function is connected to the dynamic structure factor (DSF) by the fluctuation-dissipation theorem
The DSF is the relevant quantity for many experiments. For instance, it is accessible in inelastic neutron scattering experiments. Note that there are no contributions from anomalous Green functions,
since the Hamiltonian (1) is particle conserving. Another important difference between hard-core bosons and normal bosons concerns sum rules for spectral functions. In general the weight of the spectral function is determined by
For normal bosons this is a constant. In contrast, for hard-core bosons, transforming Eq. (2) into Fourier space yields
As a result the sum rule reads
where n(T ) = 1 N q b † q b q is the thermal occupation. At zero temperature, n(T = 0) = 0 holds and the sum rule yields unity. The opposite case at infinite temperatue is n(T = ∞) = 1/2; a site is occupied with probability 50% and the spectral weight over all positive and negative frequencies yields 0.
III. DIAGRAMMATIC APPROACH

A. General calculations
Our diagrammatic approach is based on the idea to replace the hard-core boson operators by pure bosonic operators and to enforce the hard-core constraint by an infinite on-site interaction,
This idea has long been known under the name of Brück-ner theory for nuclear matter and He 3 [14] . For low dimensional solid state systems such as spin ladders it was first proposed in Ref. [15] . In contrast to that investigation, we are not dealing with quantum fluctuations but with thermal fluctuations, i.e., the number of bosons is a constant of motion in our case. In the original approach anomalous Green functions are present and it is difficult to determine which diagrams contribute in leading order in the density of quantum fluctuations. In our application, no quantum fluctuations are present. The initial spin Hamiltonian may contain non-particle-conserving terms, but we assme that they have been eliminated by some renormalizing procedure, for instance by unitary transformations. Consequently, we assume that at zero temperature the propagation of the hard-core bosons is described exactly.
Transforming the Hamiltonian H B into reciprocal space yields
We expand the single-particle propagator G(k, ω) in terms of Feynman diagrams. Since the interaction is infinite, a truncated perturbative approach in the interaction strength cannot succeed. Instead, we use the density of thermal excitations as small expansion parameter, i.e., we expand in exp(−β∆). The leading order is given by those diagrams that have the fewest number of propagators going backwards in imaginary time. Thus, in linear order in exp(−β∆), we have to sum all diagrams with a single loop which amounts to the summation of the ladder diagrams, see Fig. 1 , following the arguments in Refs. [14] [15] [16] . We treat the system as a dilute bose gas. As a result our approximation breaks down once the density of thermally excited bosons is not small anymore. So the chosen approach represents a low-temperature approximation.
The elementary building block in the ladder diagrams is the scattering amplitude Γ, defined in Fig. 2 , which can be interpreted as a generalized effective interaction. It is easily seen that the scattering amplitude fulfills a Dyson-like equation, the Bethe-Salpeter equation, shown in Fig. 3 .
To simplify the following expressions we introduce the 2-momentum
and the corresponding summation
The Bethe-Salpeter equation in Fig. 3 reads in formulae
Note that the scattering amplitude only depends on the total momentum p and not on any relative momenta. This is due to the simple structure of H U in Fourier space.
In the following, we assume that each propagator in the diagrams in Figs. 1, 2 and 3 is the bare boson propagator Below, however, we will relax this assumption in the selfconsistent evaluation. Equation (16) can be solved for Γ(P ) yielding
where
Since M (P ) consists of convolutions of two Green functions, it is of order (at least) O(1/ω) so that a Hilbert representation exists; it reads
which can be obtained from the imaginary part
The spectral density ρ p (x) can be calculated either analytically or numerically for a given dispersion ω(k). For computational details we refer the reader to Appendix B. Note that we already computed the sum over all Matsubara frequencies ω l appearing in Eq. (19) leading to the Bose functions in Eq. (21) . The function ρ p (x) consists of a two-particle continuum describing the spectral properties of two-particle scattering states. For T ≪ ∆ the thermal factor can be expanded according to
It is not possible to take the limit U → ∞ already in Eq. (18) , because there exists no spectral representation for Γ(P ). This is one of the main differences to Ref. [17] , where the Brückner theory was applied to the doublelayer Heisenberg antiferromagnet at finite temperatures.
In that model, quantum fluctuations are present, but the imaginary part of the self energy was neglected and therefore broadening was omitted. Then, the spectral function A(p, ω) remains a sharp δ-function even at finite temperature, but its position in frequency depends on temperature.
Consequently, there also exists a spectral representation for this quantity
which again is determined by the imaginary part of the left hand side. We calculate for finite ω and U
At this stage, one can take the limit U → ∞ and define the function
where P stands for the principal value of the integral. Again this expression can be evaluated analytically or numerically, depending on the dispersion. In addition, for large ω, the denominator in (23) can vanish, which yields an additional δ-function inρ p (x). Thus f p (x) is not the only contribution toρ p (x) but there also is the signature of an anti-bound state at very high energies in the range O(U ). To obtain the position and weight of the anti-bound state we expand the denominator in Eq. (23) for high frequencies ω ≫ U leading to
where ρ 0 (p) and ρ 1 (p) are the weight and the first moment of ρ p (x), respectively,
Based on Eq. (21b) one realizes that ρ 0 (p) actually does not depend on p. Therefore the p dependence can be ignored in the following calculations. Extracting the imaginary part from Eq. (26) leads to where
We point out that ω 1 = O(U ) is the energy of the antibound state while ω 2 = O(U 0 ) is a spurious root due to the expansion in 1/ω. Now we use Dirac's identity
to obtain
In the following, we can drop the contributaion of the spurious root. Combination with Eq. (25) yields
Next we address the single-particle self energy. To generate all diagrams in Fig. 1 the scattering amplitude must be closed in two ways as shown in Fig. 4 .
If the hard-core bosons can have several flavors, the first diagram has to be counted several times, once for each flavor, because the flavor of the upper boson loop is independent of the one in the lower propagator. This is not the case for the second diagram because it does not have an independent boson loop. Thus it is counted only once even if several flavors are possible.
Due to the simple structure of the interaction, both diagrams yield the same contribution to the self energy
Inserting the spectral representation (23) yields
Next we sum over all Matsubara frequencies ω k and take the limit U → ∞. Splitting the self energy into real and imaginary parts leads to
where ρ Σ,p (ω) is the spectral function for the self energy
We draw the reader's attention to the additional contributions in the real part of the self energy besides the principal value integral over the spectral function ρ Σ,p (ω). These additional terms stem from the contribution of the anti-bound state in Eq. (30) . They are subtle in nature because they represent the left-overs at finite frequencies ω = O(U 0 ) of the anti-bound state in (31) which itself tends to infinity upon U → ∞. In this way, a frequency dependence remains in the real part of the self energy which cannot be traced back to a spectral density at finite frequencies.
Next we can calculate our primary quantity of interest, the spectral function of the propagator
The real part of the self energy describes the shift of the peak position due to the interaction with the thermally populated background. We will see that a narrowing of the dispersion will ensue. The imaginary part describes the broadening of lines of the single excitations due to the hard-core interactions. If the imaginary part of the self energy has only a negligible dependence on ω, the spectral function A(p, ω) is a symmetric Lorentzian with full width 2ImΣ at half maximum. Below, we will see that this approximation does not hold at elevated temperatures.
One way to improve the results obtained from the ladder diagrams is to calculate the spectral function selfconsistently. Thereby, we realize a conserving approximation in the sense of Baym and Kadanoff [18] . In order to do so, each bare propagator must be replaced by the fully dressed propagator
which modifies the resulting equations slightly. On the diagrammatic level, this means that also a number of higher order diagrams are taken into account which consist of propagators with self energy insertions. We refer the reader to Appendix A for more details on the explicit self-consistent calculation.
B. Special case: Cosine band
The leading, linear contribution in exp(−β∆) in the above general calculations can be evaluated analytically for the cosine band corresponding to nearest-neighbor hopping. This allows us to evaluate the real part of the self energy in this order. For ρ p (x) we obtain
The corresponding real part vanishes if ω lies within the band. Using the expansion of ρ p (x) to calculate the expansion of f p (x) leads to
For ρ Σ,p (x) we deduce
is used for x ∆. We aim at the real part of the self energy describing the shift of the spectral function A(p, ω). The expansion in exp(−β∆) yields
where we made use of
Next we consider ρ 1 (p + k) and expand it in exp(−β∆)
whereω is the average value of the dispersion in the Brillouin zone. For the cosine band this simply is
Finally, we compute the the principal value integral in (40) for the cosine band to reach
as long as |ω − ∆ +
This is always true for ω = ω(p). Inserting Eqs. (42), (31) , and (44) into the real part of the self energy (40) yields
Since our diagrammatic expansion is correct in first order in exp(−β∆) we conclude that the first order corrections in exp(−β∆) to the real part of the self energy vanish rigorously. We will confirm this conclusion by evaluating the equivalent fermionic model in the next sections. Hence the shifts of the dispersion due to finite temperature for cosine bands is a second order effect ∝ exp(−2β∆). Interestingly, this result in one dimension also holds in the case of multi-flavor hard-core bosons such as triplons because the multiplicity of the flavors only affects the prefactor of the self energy.
IV. EQUIVALENT FERMIONIC MODEL
The Hamiltonian (1) can be interpreted as an anisotropic spin model, the XX chain. Note that S 
H XX is one of the simplest quantum many-body systems because many of its properties can be derived from those of non-interacting lattice fermions. Nevertheless it shows non-trivial dynamics.
H XX can be mapped [19, 20] to a Hamiltonian of noninteracting fermions,
by means of the Jordan-Wigner transformation (4). The diagonal form of the fermion Hamiltonian is
where the operators c † k and c k create and destroy a fermion in a one-particle eigenstate, respectively. The one-particle energy eigenvalues are
and the eigenvectors are sinusoidal functions of the site index i. Obviously the dispersion relations (49) and (3) are identical for J = W 2 and h = ∆ + W 2 . In the fermionic ground state all single-particle states with negative energies are occupied while all other states are empty. For |h| > J the ground state is either completely occupied or completely empty. In the intermediate field range, |h| < J, the ground state contains a partially filled band of Jordan-Wigner fermions.
We are interested in the correlation functions S x i (t)S x j which have a rather complicated structure in the fermionic representation. With the fermionic identity
applied to the Jordan-Wigner transformation (4), this correlation function may be expressed in terms of the auxiliary operators A l = c † l + c l and B l = c † l − c l as follows:
This expectation value of a product of 2(i + j − 1) fermion operators may be expanded using Wick's theorem [21] in terms of two-point expectation values. The result is most compactly expressed as a Pfaffian:
The square of the Pfaffian is equal to the determinant of the antisymmetric matrix with the elements of (52) above the diagonal. Other properties of Pfaffians can be found in the literature [22] . The numerical evaluation of Pfaffians proceeds along similar lines as that of determinants. Many matrix elements can be reduced to zero by operations which are known to leave the value of the Pfaffian invariant. After production of sufficiently many zero elements the evaluation of the Pfaffian becomes trivial due to an expansion theorem. An implementation along these lines was described by Derzhko and Krokhmalskii [23] . We use a similar algorithm here. An alternative recursive scheme for evaluating Pfaffians was used by Jia and Chakravarty [24] . The matrix elements of (52) can be evaluated from the expressions [25]
along with the relations
All elements of type (53a) with odd j − l and all elements of type (53b) with even j − l vanish. In fact, for t = 0 the elements (53a) are zero for all j = l.
A In order to make sure that open-chain numerical results pertain to the thermodynamic limit, only spins sufficiently far from the boundaries of sufficiently long chains may be considered. Then the finite group velocity of the Jordan-Wigner fermions prevents the occurrence of "echoes" reflected from the chain boundaries in the dynamic correlations for short enough times.
The quantity of interest in this study is the DSF S x (q, ω), since it is directly related to the spectral function A(q, ω) by the fluctuation-dissipation theorem. S x (q, ω) is the Fourier transform with respect to space and time of the dynamic correlation S
(55) S x (q, ω) is determined using fast Fourier transform algorithms. A technical problem occurs at low temperature, where S x i (t)S x j displays slow power-law asymptotics at long times leading to spurious oscillations in S x (q, ω) if the Fourier transform is performed using a finite time interval. However, for the purposes of the present study only the position and width of the dominant peak (or rather ridge) in S x (q, ω) is relevant so that no filtering or asymptotic continuation techniques had to be applied.
All results discussed here are for the gapped case, |h| > J (or ∆ > 0). DSF data for the case |h| < J were published some years ago [26] as were results for dimerized XX chains [27] .
V. RESULTS
A. Comparison to exact fermionic evaluation
Here, we compare the results of the diagrammatic expansion to the results of the exact fermionic evaluation. The latter are exact except for finite size or finite time effects. Thus the fermionic results will serve as testbed for the diagrammatic approach. The quantity of interest is the single particle spectral function A(p, ω). It is connected to the DSF by Eq. (8) . It turns out that the spectral function has almost no weight for ω < 0 in the parameter regime which we are focusing on. Therefore, we can approximate the relation between A(p, ω) and S(p, ω) by
All diagrammatic results presented are calculated selfconsistently, if not denoted otherwise. In Fig. 5 we compare the spectral function at finite temperature T = 0.434∆ obtained by the fermionic approach and by diagrammatic expansion for a narrow band-width W = 0.5∆. The results agree very well for momentum p = π, while a slight difference appears for p = 0. Especially the shift of the peak position at finite temperature seems to be overestimated by the diagrammatic expansion. Since the shift is a second order effect exp(−2β∆) and the diagrammatic expansion is only correct in first order exp(−β∆) , this is a possible deviation. We attribute this difference to two sources: (i) The ladder approximation is not able to capture all relevant physical processes at this fairly elevated temperature.
(ii) The data obtained in the fermionic approach has a finite resolution in the time domain which implies some inaccuracies in the frequency domain. Figure 6 shows the spectral functions for the wide band case W = 4∆ at finite temperature T = 0.434∆. Due to the larger band-width, the group velocity of the excitations is increased and the finite system size in the fermionic evaluation induces additional errors. This is clearly visible in the additional wiggling in the spectral function obtained in the fermionic approach.
Next we want to study the shift of the peak position in more detail. In Figs. 7 and 8 the shift for the narrow and for the wide band case is depicted as function of the inverse temperature. Both methods indicate that the shift is a second order effect in exp(−β∆), verifying our analytical argument. The diagrammatic expansion overestimates the shift as we have already seen in Figs. 5 and 6. Note that for W = 4∆ and p = π there are four data points obtained by the fermionic approach with the same shift. This error is caused by the finite frequency resolution used in the fermionic approach.
The width of the spectral functions is also investigated. It is measured by the full width at half maximum. The data is depicted in Figs. 9 and 10 . For low temperatures, the data of both approaches agrees well. Both data sets support our analytic finding in Eq. (34b) that the width is a first order effect in exp(−β∆). Upon increasing temperature the diagrammatic expansion underestimates the broadening of the line-shape. This can be attributed to the missing diagrams ∝ exp(−2β∆) not included in our approach. These diagrams describe additional scattering processes increasing the decoherence and broadening the line-shape further. For W = 0.5∆ and very high temperatures we even see that the broadening obtained from the ladder approximation decreases, which clearly indicates that the ladder diagrams no longer capture the dominant scattering processes. Finally, we consider the temperature dependence of the weight of the spectral function. More specifically, we plot the deviation from unity in logarithmic scale log 10 (1 − ∞ −∞ A(p, ω)) for the narrow band in Fig. 11 and for the wide band in Fig. 12 versus the inverse temperature. For both cases an amazing agreement between the two methods is found. Since we have already shown in Sect. II that the weight of the spectral function is directly connected to the thermal occupation, see Eq. (12), we expect that the thermal occupation is captured very accurately by the diagrammatic expansion in agreement with the exact fermionic results, see also next subsection.
B. Thermal occupation
Here we focus on the thermal occupation which can be determined from the spectral function by evaluating the integral n(T ) = 1 2π
Since the Jordan-Wigner Transformation maps the hardcore bosons to fermions without interaction, the exact expression for the thermal occupation is easily available
It is not possible to calculate the momentum dependent thermal occupation analytically, because it includes many-particle correlation functions in the fermionic picture, see Sec. IV. A crude estimate for the occupation function of hardcore bosons was proposed in Ref. [28] ,
where z(T ) = k exp(−βω(k)). It is correct for flat bands W = 0, but often used as a first approximation also in the case of dispersive bands, see for instance Refs. 29 and 30. The implied effective thermal occupation reads Comparison between a simple bosonic approximation, the non-self-consistent solution, the self-consistent solution, the effective statistics from Ref. [28] , and the exact fermionic expression.
It captures the correct values for T = 0 and T = ∞ for nonzero band-width. We therefore expect deviations from the exact expression to appear for moderate temperatures T ∼ ∆ and wide bands W ≫ ∆. The thermal occupation for the narrow band W = 0.5∆ is depicted in Fig. 13 . For low T the precise statistics does not matter, so that even the free boson statistics
captures the correct behaviour. This changes distinctively at higher temperatures. The occupation number for free bosons has no bound for rising temperature, while for hard-core bosons the limit n(T = ∞) = 1/2 has to be fulfilled. Therefore the free boson approximation breaks down at T 0.3∆. The non-self-consistent calculation improves the statistics beyond this point, but also breaks down once temperature reaches T 0.6∆. Fortunately, the self-consistent calculation stays very close to the exact result, even for temperatures far above the energy gap. For the narrow band the effective statistics n(T ) eff is indistinguishable from the exact curve. Figure 14 shows the thermal occupation for the wide band W = 4∆ for the same temperature range as in the narrow band case. The thermal occupation does not grow as fast as for the narrow band due to the larger energy scale W . The free boson approximation holds up to T ≈ 0.4∆ while the non-self-consistent calculation is correct up to T ≈ 0.8∆. Again the self-consistent solution agrees excellently with the exact result, while the effective statistics n(T ) eff overestimates the occupation for temperatures above T ≈ 0.6∆. For temperatures T ≫ ∆ + W (not shown) the effective statistics and the exact curve merge again. Comparison between a simple bosonic approximation, the non-self-consistent solution, the self-consistent solution, the effective statistics from Ref. [28] , and the exact fermionic expression.
C. Details of the diagrammatic approach
In the previous subsection we gauged the diagrammatic approach by comparing it to the exact fermionic results. In the present subsection, we discuss the results of the diagrammatic expansion for various temperatures and band-widths in more detail. As before we restrict ourselves to the self-consistent solutions.
Even though self-consistency improves the results, we still require that the temperature is not too high, so that higher order processes can be neglected. We stress that the single particle gap ∆ is the most important energy scale, but also the band-width W at zero temperature plays an important role. Especially for the same temperature T and gap ∆ the narrow band limit W ∆ and the wide band limit W ∆ can differ significantly, because narrow bands generically allow for a much larger fraction of thermal excitations, i.e., a higher density of thermally excited hard-core bosons, than wide bands.
In Figs. 15 and 16 we investigate the real and the imaginary part of the self energy for the gap mode and for the maximum mode, respectively, in case of the narrow band W = 0.5∆. The imaginary part is dominated by the two-particle continuum convoluted with the single particle Green function, see Eq. (33) . Upon increasing temperature the imaginary part gains weight. We clearly see for ω = ω(p), that the imaginary part is not well approximated by a constant but rather by a linear function, leading to an asymmetric line-shape of the spectral function A(p, ω). While the gap mode shows a tail towards higher energies due to the positive slope of the imaginary part of the self energy, the maximum mode shows a tail towards lower energies, induced by the negative slope.
The real part of the self energy is dominated by the term ∝ ω in Eq. (34a), for very high and very low ener- gies. For p = 0 the real part is positive, indicating a shift of the peak position towards higher energies, while for p = π the real part is negative, leading to a shift towards lower energies. With increasing temperatures the effect is amplified due to the increased scattering from thermal excitations.
D. Finite temperature broadening
At zero temperature the single-particle spectral function A(p, ω) is a δ-function in frequencies, signaling stable quasi-particles and providing the dominant contributions to the DSF. Our approach includes this basic property, because the expression for the self energy Σ(p, ω) in Eqs. (34a) and (34b) vanishes for T → 0. Only be- cause our numerical implementation to calculate A(p, ω) is restricted to a finite frequency and momentum resolution, we require that the temperature is not too low. Otherwise, we are not able to resolve the spectral function. Especially the self-consistent solutions require a finite broadening as initial input. This inital broadening does not matter at all once the computation is iterated for self-consistency and convergence is indeed reached. In our case, using up to 8 GB of memory to resolve the spectral function, we require that T > 0.15∆. First, we consider the temperature dependence of the gap mode at momentum p = 0 for the narrow band case W = 0.5∆ calculated self-consistently in Fig. 17 . For low temperatures the response is primarily of Lorentzian shape and centered at the zero temperature response ω = ∆. This changes distinctively at higher temperatures. Due to increased scattering with thermal excitations the height of the spectral function decreases. The decrease scales with exp(−β∆). The maximum of the response shifts towards higher energies and the peak broadens asymmetrically towards higher energies.
The degree of asymmetry is clearly visible in Fig. 18 where we compare the spectral function to a Lorentzian fit. While a pure Lorentzian shape provides evidence for incoherent scattering [31] , i.e., an exponential decay in the time domain, asymmetric deviations imply nontrivial scattering. This observation agrees with recent theoretical as well as experimental studies [32] [33] [34] [35] [36] [37] [38] .
Second, we consider the temperature dependence of the maximum mode at momentum p = π for the narrow band case W = 0.5∆ calculated self-consistently. This quantity is depicted in Fig. 19 . Similar to the gap mode, the spectral function of the maximum mode has a Lorentzian shape and it is centered at the zero temperature position ω = ∆ + W for low temperatures. The peak broadens with rising temperature and becomes asymmetric. In contrast to the gap mode, the peak position of the maximum mode shifts towards lower energies. Concomitantly, the asymmetric line-shape accumulates weight at lower energies. An overview plot of the self-consistent spectral function A(p, ω) at fixed temperature T = 0.8∆ is given in Fig. 20 . One clearly sees how the asymmetry slowly changes from the gap mode to the maximum mode in dependence of total momentum p. In the center of the dispersion, at p = 0.5π, the response remains symmetric and does not change its position with respect to the T = 0 response.
E. Band narrowing
The asymmetry and the shift of positions observed in the previous subsection indicates that the total bandwidth of the system decreases upon rising temperature. We examine this feature in more detail in Figs. 21 Max Pos (A(p, ω)) 22 for the narrow and the wide band case, respectively. The position of the maximum in the response is plotted as function of the total momentum p for various temperatures T < ∆. While for low temperatures the maximum is located at the dispersion ω(p), the band is narrowing upon increasing temperature. This effect can be explained by the thermal occupation of an increasing number of sites, blocking the propagation of an inserted particle. Consequently, the energy gap is increased and the band-width is decreased. In the literature this is often called the temperature dependence of the gap [30] and of the dispersion, although the physical parameters ∆ and W of the model do not change with temperature in the strict sense. In contrast to the narrow band case W = 0.5∆, the wide band case W = 4∆ indicates that the shift is significantly stronger for the gap mode than for the maximum mode. 
VI. CONCLUSION
In this paper we investigated the spectral properties of a one-dimensional hard-core boson system at finite temperatures. We used diagrammatic perturbation theory to calculate the single-particle self energy. The hard-core constraint was enforced by an infinite on-site interaction. The perturbation parameter for our expansion is the density of thermal excitations, which implies that the summation of ladder diagrams is necessary and sufficient to capture the leading order in exp(−β∆).
Our results show how the single-particle δ-peak broadens with increasing temperature and how band-width and momentum influence the spectral function. We used the mapping to interaction-free Jordan-Wigner fermions to obtain results which are numerically exact except for finite size and time effects. By this data we have gauged our diagrammatic approach and evaluated its limits. For low temperature very good agreement is reached. Both methods show that the shift of the peak position is a second order effect ∝ exp(−2β∆) for the cosine band. In contrast, the width of the peak is a first order effect ∝ exp(−β∆). Thus, it is captured very well by the diagrammatic approach for low enough temperatures. Our findings agree with those by Essler and co-workers obtained by direct computations of the leading contributions to the partition sums [33, 35, 39] . The focus of the Refs. [33, 35] is on the relevant continuum fieldtheoretical model while Ref. [39] studied the strong Ising limit of a spin chain. The former references deal with an infinitely wide band without lattice while the latter treats a very narrow band on a lattice. Both studies are specific to one dimension.
With the help of the spectral function we also calculated the thermal occupation. The corresponding results of the self-consistent diagrammatic approach are in excellent agreement with the exact analytic expression available from the fermionic description, even for temperatures far above the gap ∆.
We found clear evidence that the line-shapes become asymmetric upon increasing temperature. We can also confirm the narrowing of the band-width that has been observed in several theoretical and experimental papers before [32] [33] [34] [35] [36] [37] [38] .
We emphasize that the presented diagrammatic approach does not rely on integrable field theories or other properties specific to one dimension. Thus, various extensions suggest themselves. One may consider more complicated dispersions and multi-flavored hardcore bosons in exactly the same way. Furthermore, one may include other interactions including correlated hopping processes for the hard-core excitations at least on a mean-field level. Moreover, it is conceptually possible to extend the presented approach to higher dimensions and to different models. We conclude that the diagrammatic expansion is an efficient and universal method to calculate line-shapes at not too high temperatures for a wide range of gapped hard-core boson systems. which leads to a modified expression for ρ p (y)
The calculation of f p (x) in (25) remains unchanged so thatρ p (x) now reads
Due to the self-consistency, the weight function ρ 0 (p) now depends on total momentum p. The spectral function for the self energy reads
which is again a two-dimensional convolution
The real and imaginary parts of the self energy finally read
ImΣ(p, ω) = −πρ Σ,p (ω).
Appendix B: Computational details
To make the diagrammatic expansion numerically tractable, we discretize all quantities of interest in momentum and frequency space. For momentum space we typically use up to 1024 points, while up to 65536 points are used in frequency space to ensure a good resolution. Using smaller numbers does not change the results significantly. The numbers of points are powers of 2 to make use of fast radix-2-algorithms from the FFTW library [40] . The necessary calculations for the diagrammatic expansion of the spectral functions can be divided into four parts. First the calculation of ρ p (x) in (21). In the non-self-consistent we employ 
where ω ′ (l) is the derivative of the dispersion with respect to l. The values l i are the roots of the function g(l) = x − [ω(−l) + ω(p + l)]. They are calculated numerically using a one-dimensional root finding algorithm. In the self-consistent case the calculation can be carried out as given in (A3) because it represents a two-dimensional convolution in the variables l and x. It can be calculated using conventional, fast convolution algorithms, based on fast Fourier transforms (FFTs).
The second step is the calculation of f p (x) in (25) . Here the main intricacy is the calculation of the principal value. This can be carried out efficiently using the tricks proposed by Liu and Kosloff [41] .
The third step is the calculation of ρ Σ,p (ω) in (34c). In the non-self-consistent case this can be done using standard one-dimensional integration algorithms, while the self-consistent case can again be mapped to a twodimensional convolution, see (A6).
Finally, some remarks on the calculation of the real and imaginary parts of the self energy. While the imaginary part is again trivial, the real part requires another principal value integral and three one-or two-dimensional integrals.
It turns out that the calculations based on twodimensional convolutions are much faster than those in the non-self-consistent case. This can be traced back to the fact that a single two-dimensional convolution is sufficient to calculate quantities such as ρ p (x), while the same quantity in the non-self-consistent case requires the computation of a full set of roots for each pair of values x and p we are interested in.
