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ABSTRACT 
The problem of dive plane reversal of submersible ve-
hicles at low speeds is analyzed using bifurcation the-
ory. Simulation and numerical results are supported by 
a formal analysis procedure which includes calculation of 
normal forms and invariant resonant terms. It is shown 
that the primary loss of stability occurs in the form of 
a pitchfork bifurcation. A feedback control strategy is 
proposed which guarantees local stability of the nomi-
nal equilibrium state across the bifurcation point. Other 
applications, currently under consideration, for this gen-
eral approach of bifurcation control are outlined. 
INTRODUCTION 
One of the most critical functions of a submersible vehicle 
is accurate depth keeping at the commanded depth. Such a 
function can be carried out either manually or automatically, 
especially in cases where human intervention is impossible or un-
desirable. Due to the technological significance of the problem 
and the numerous scientific applications of submersible vehicle 
systems. design of appropriate depth keeping control laws has 
received wide attention in the past. Response accuracy and sta-
bility are the primary considerations in designing a depth keeping 
control law. Of paramount importance here are the robustness 
properties of the particular design ; i.e., its ability to maintain ac-
curacy and stability in the presence of incomplete sensor and en-
";ronmental information as well as actual/mathematical model 
mismatch. The scope of the work reported in this paper is to 
demonstrate a potential loss of stability that may occur when a 
submersible is operating at low speeds and to pro,,;de a general 
analysis technique for its avoidance. This is a static loss of stabil-
ity and should not be confused with the dynamic loss of stability 
that is usually associated with higher speeds. It is shown that 
such a loss of stability is accompanied by a slow divergence of 
trajectories away from the co=anded path. Solution branching 
occurs in the form of generic pitchfork bifurcations [Golubitsky 
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& Schaeffer (1985»). The use of bifurcation theory allows us to 
determine the crucial vehicle parameters that govern the prob-
lem of solution branching, and to develop guidelines to prevent 
its occurrence. 
It is proved in this paper that, at the point of bifurcation, the 
system of the submersible vehicle is not controllable. Therefore. 
the bifurcation is unavoidable no matter what kind of feedback is 
used. Due to the qualitative change of the system performance 
as the parameter passing across the bifurcation point, a single 
smooth feedback can not stabilize the system on both sides of 
the critical parameter value. Piecewise smooth feedback is intro-
duced in this paper to achieve more robust stability control near 
the bifurcation point. The design technique follows the ideas in 
[Kang (1997»), in which the quadratic invariants from the reso-
nant terms in the Wlcontrollable dynamics are employed to char-
acterize the stability of the system. 
Finally, we present a new look at the problem of dive plane 
reversal [Clayton & Bishop (1982)] based on solution branching 
results. The term dive plane reversal refers to a well-known phe-
nomenon in submarine operations where during low speed depth 
keeping there is a need for reversing the direction of dive plane 
deflection in order to execute a given change in depth. Physi-
cally, this can be explained by considering the relative magni-
tude of the hydrodynamic and hydrostatic forces. At moderate 
and high speeds, the normal force on the submarine's hull due 
to the angle of attack exceeds the normal dive plane force and 
the boat responds to ordered dive plane angles as expected. The 
phenomenon of dive plane reversal occurs at speeds below a cer-
tain critical speed in which the normal hull force is less than the 
normal dive plane force and the response of the boat is reversed. 
Vehicle modeling in this work follows standard notation 
[Gertler & Hagen (1967)] and numerical results are presented 
for the DARPA SUBOFF model [Roddy (1990)J for which a set 
of hydrodynamic coefficients and geometric properties is avail-
able. Special emphasis is given in identifying the proper non-
dimensional parameters in the problem. so that extension of the 
results to full scale models and other designs is possible using a 
minimal set of experimental data and/or analytical results. n-
less otherwise mentioned, all results are presented in standard 
nondimensional forms with the exception of angular deflections 
which are shown in degrees. 
PROBLEM FORMULATION 
Equations of Motion 
Assuming that vehicle motion is restricted in the vertical 
plane, the mathematical model consists of the coupLed nonlin-
ear heave and pitch equations of motion. In a moving coordi-
nate frame fixed at the vehicle's geometrical center, Newton's 
equations of motion for a port/starboard symmetric vehicle are 
expressed as follows, 
m(w - Uq - zCq2 - :z:cti) = 
Zqq + Z ... w + ZqU q + ZwUw 
-CD 1.- b(,) (w - 'q)' d:< 
tail Iw :z:ql 
+(W - 8) cosO + U'(Z •••• + Z •••• ) , 
I1Jt/ +mzcwq - mxc(tiJ - Uq) = 
Mqt/+M ... w+MqUq+ MwUw 
-CD 1.~K b(,) (~- ,q)I' ,d:< 
taU W:z:q 
-(xaW - xBB)cos9 - (zeW - zBB) sin 9 
(1) 
+U'(M •••• + M •••• ) . (2) 
In equations (1) and (2), W is the vehicle weight, B the buoy-
ancy, (xc, zG) the coordinates of the center of gravity, (:Z:B, ZB) 
the coordinates of the center of buoyancy. 6, the stem plane an-
gle, and 60 the bow plane angle. The cross flow integral terms 
in the above equations become important during hovering op-
erations or low speed maneuvering, whereas at high speeds U 
(and consequently low angles of attack with respect to the wa-
ter) their effect is minimal. The drag coefficient. CD, is assumed 
to be constant throughout the vehicle length for simplicity. This 
does not affect significantly the results that follow. The remain-
ing of the symbols in (1) and (2) follow standard notation and are 
explained in the Nomenclature. We use U for the vehicle forward 
speed instead of the standard symbol u [Gertler & Hagen (1967)] 
in order to emphasize the fact that propulsion dynamics are as-
sumed decoupled from the basic model and the forward speed 
remains constant in the equations of motion. All changes in the 
forward speed are assumed to be quasistatic, which is consistent 
with standard bifurcation theory assumptions. 
The vehicle pitch rate is 
(3) 
and the rate of change of depth , 
z = -Usin9+tccos9 , (4) 
where 9 is the pitch angle with respect to the nominal horizontal 
direction. The vehicle geometry and definitions for most of the 
above symbols are shown in Figure 1. The forward velocity U 
is assumed to be kept constant by the propulsion control during 
depth keeping. Any changes in U are assumed to take place 
in a quasi-steady way; i.e., at a rate much slower than vehicle 
motions in the dive plane. 
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Figure 1: Vehicle geometry and definitions of symbols 
Control Law 
Equations (1) through (4) can be written as a set of four 
nonlinear coupled differential equations in the form, 
i 
q , 
allUw + a12Uq + a13ZCB sin 9 
+bll U:26, + b1'2U:26" 
+dw(w, q) + Cl(W, q) , 
421UW + 422Uq + 423ZeB sin 9 
+b21U26, + b22U26" 






where the coefficients rl;j are functions of the vehicle geomet-
ric properties and hydrodynamic coefficients [Papoulias &. Riedel 
(1994)]. In equations (5) through (8) , the vehicle is assumed to 
be neutrally buoyant (W = B). level (:Z:G = XB), and statically 
stable (zG > %B)' The terms Iw and Iq represent the cross flow 
drag integrals in (1) and (2) . and ZGB = ZG - ZB is the metacen· 
tric height. Without loss in generality we can assume ZB to be 
zero. so that ZGB = Ze. 
During most cruising operations, effective depth control can 
be achieved by using the linearized version of equations (5) 
through (8). where the linearization is performed. around level 
flight path at the commanded depth. The linear system of equa· 
tions that can then be utilized for depth control law design is, 
Ii = q, (9) 
W = all Uow + 4l2VOq + 413ZGB8 + b1UJ6, (10) 
q a2 1Uow + a22UOQ + a23ZGB9 + ~UJ6. (11 ) 
i -U09+w, (12) 
where Va is the nominal speed for gain selection, 0 is defined as 
the bow plane to dive plane deOection ratio. and we have denoted 
6$ = 6. 60 = 06 , 
b1 = b11 + o.b 12 , b2 = b21 + 0622 . (13) 
A linear full state feedback control law has the form IFriedland 
(1986)1. 
(14) 
where t he gains kl, k2, k3 , k4 are computed such that the closed 
loop system (9) through (14) has the desired dynamics. If the 




the controller gains can be computed by equating coefficients of 
the actual and desired characteristic equations. This procedure 
yields a linear system of fom equations which can be solved for 
the four gains k. in (14). 
SOLUTION BRANCHING 
First Observations 
For demonstration purposes, assume that gain selection in 
(14) is based on a nominal speed. Uo = 5 ft/see and a. control 
time constant 3 dimensionless seconds. All initial conditions in 
the simulations are zero with the exception of depth which is 
given an initial offset. 'The above set of nominal speed and gains 
selection generates a fast response and rejection of the initial 
disturbance as was observed in various numerical simulations. 
Reduction in the forward speed U I beyond a certain level, r&-
suIted in marginal convergence or even divergence away from the 
commanded level Sight path. It became apparent from extensive 
simulation studies that below a certain critical speed, Ut:.. the 
vehicle stabilized to a nonzero steady state off the commanded. 
set point. Preliminary studies of the problem in this section are 
conducted. through steady state, eigenvalue, and controllability 
analyses. A more rigorous analysis based on a general theory 
and normal form caJcu1ation is presented in the next section. 
Steady State Solutions 
Since we maintain the assumption ZG = %B. it is expected 
that at steady state the heave velocity w will be small and, con-
sequently, the cross Sow integral drag terms lUI, 1'( can be ne-
glected. Steady state solutions are computed from () = tV = q = 




allUw + a13ZCB sin 9 + b 1U 26 = 0, 
a2 l Uw + a23ZOB sin 0 + ~U26 = 0 , 
wcos6-Usin6=0, 
UtanO, 
(alla21 - a23a1dzGB . 0 
(b,au b1a2J)U2 sm 
where e is a solution to. 
(allb, -C21bdU2tan9+ 
(a13b2 - a'3bdzGB sin9 = o. 
(16) 
(17) 
Equation (1 i) admits the trivial solution 9 := 0 always, which 
results in tv = 6 = ;: = 0; i.e., level steady state motion at the 
commanded depth. Besides 8 = 0, (17) may produce two more 
symmetric solut.ions in 8 given by, 
cos(} = (all'" - a21 bdU 2 
(a23bl a13b,)zCB (18) 
Equation (18) is meaningful if 1 cos 91 ~ 1 which yields, 
(19) 
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SUbstituting tbe expressions for aij, bi in (19) we can find the 
critical value of the forward speed, 
, Z,W 
Ue := M...,Z, Z...,M, ZGB , (20) 
where we have denoted, 
Z6 = Z6. + oZ" , M6:= M,. + aM6, . 
For values of U ~ Ue , three steady state solutions exist, the 
trivial solution at the commanded path and two solutions sym. 
metrica.1Jy located with respect to the trivial solution. 
A Zero Eigenvalue 
The closed loop linearized system at any forward speed U is 
given by, 
iI q , 
Ii; (allU + b1U 2k,)w + (a12U +bIU'k3)Q 
+(a13zGB + blU'k1 )9 + blU2 k,z , 
q (a2lU + b,U'k,)w + (a"U + b,U'k3)q 
+(a23zcB + b-,U 2kt}9 + b,U2k,z , 
i -U9+w . 
with characteristic equa.tion of the form, 
A),' + 8).3 + C>.2 + D>. + E = O. (21) 
Comparing equation (21) with the system of linear equations that 
was used for the determination of the four gains k" we can find 
that the coefficient E is given by, 
E = l(b'02' - b,all)U' 
+(bl a'3 - b'lC13)ZGBU'l k4 . (22) 
A real eigenvalue of (21) crosses zero when E = 0, which yields 
the same critical value Ue as (20). This is a typical pitchfork 
bifurcation which generically occurs in certain dynamical sys-
tems when a real eigenvalue of the linearized system crosses zero 
!Guckenheimer &: Holmes (1983)1. At the pit.chfork bifurcation 
point, the trivial equilibrium solution becomes unstable and two 
symmetric equilibrium positions appear. These pitchfork bifurca· 
tions are classified as supercritical if the two symmetric solutions 
appear after the trivial solution loses its stability, and in such 
a case they are asymptotically stable. In case that the opposite 
is true, t.he new solut.ions are WlStable and they co-exist with 
the stable trivial equilibrium solution. t.he pitchfork is said to be 
subcritical. 
The Critical Speed Coefficient 
Equation (20) suggests that the crit.ical parameter t.hat. go-.:· 
ems loss of stability and solution branching is a nondiroensionaJ 
speed coefficient based on the vehicle metacentric height. 
U'= _U __ 
VgZGB . 
The critical speed coefficient is then. 
U' - I [ Z W ]'" e - (MwZ, ZwM,}g 
(23) 
(24) 
This critical speed. coefficient is increasing with increasing bow 
plane to dive plane deflection ratio, Q. The nonzero solutions in 
(J can be computed. from (18), the steady state dive plane angle 
from (16), and the depth deviation from the control law (14). 
These computations are valid if the value of 6 is less than its 
saturation limit c ... t, which is typically set at ±O.4 radians. In 
case where the computed. 6 exceeds 6.~, the nonzero equilibrium 
pitch angle cannot be determined from (18). This means that i I-
o at steady state, and the simplest condition is then i =const. 
(Papoulias (1993)). This allows for a semi-equilihrium state in 
which z = 8 = q = ti; = O. The steady state solutions can then 
be computed. from, 
allUw + a13ZGB sine + b1U2Cu.t 





The controllability matrix [Friedland (1986)] of the linear, 
time invariant, single-input system, 
:i=Ax+b6 , (26) 
is the square matrix, 
C = [b, Ab,A'b,A'bj (27) 
As long as C is a nonsingular matrix, system (26) is state control-
lable, which means that an arbitrary change in the state vector 
x in finite time is possible through the use of a certain amount 
of control effort C. In ow case we have, 
N wnerical calculations show that the determinant of C becomes 
zero at precisely the critical speed., which could also have been 
defined as the speed. at which the closed loop system (26) becomes 
uncontrollable. Therefore, we can summarize our findings by 
stating that there exists a vehicle critical speed for which (i) the 
straight line level Bight path becomes WlStable, (ii) additional 
nonzero symmetric stable equilibrium positions appear, and (iii) 
the closed loop depth control system is uncontrollable. 
THEORETICAL ANALYSIS 
Invariants and Stability 
Before a stabilizing feedback is designed for the system. we 
introduce the quadratic invariants and their relation with the 
stability of nonlinear control systems. Quadratic invariants of 
nonlinear control systems were first found for linearly control-
lable systems in the development of the normal forms (see IKang 
& Krener (1992)J, iKang (1996)J , iKang (1997a)J). Further;n-
vestigation of the invariants for systems with uncontrollable lin-
earization reveals that the invariants characterize the stability or 
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nonlinear control systems near bifurcation point, (Kang (1997b)]. 
In this section, we focus on a control system in the following form 
.i1 = X2 + O(x, ~)2 
.i2 = X3 + O(x, ~)2 
.in _ 1 = U + O(x, ~)2. 
:in = 1:C .. J.'Xn~ + IZ1J.'Xl~ + IJ(x)lJ(x) 
+h(.,~) + 0(., ~)3. 
(28) 
The state variable is x. The control input is u . In this paper we 
use the following linear state feedback 
(29) 
There is a parameter in the system denoted by~. The equilib-
rium point of our interest is (x,~) = (0,0). The function J(x) 
is C' . However, !J(.)lJ(.) is C'. Assume that J(O) = O. The 
linearization of J(x) is denoted. by 
JIXI + J2X2 + ... + Jnxn . 
The function h(x , ~) is Cl. It is of O(x , ~)2 and it satisfies 
~=O (000) a(. , ~) , at " , (30) 
h(x,/J) =0, if X2=X3=···:;:X n _l=0. 
It is obvious that the linearization of (28) is not controllable at 
the origin. The uncontrollable dynamic system is given by the 
last equation in (28) (the equation of in). The first equation 
in (30) implies that the system has a zero uncontrollable mode. 
It was proved that the coefficients IZ",J.' and {ZU' are invariant 
under certain change of coordinates and state feedback ([Kang 
(1997b)J). We are more interested in their relation with the sta-
bility of the system. It was proved in IKang (1997b)] that the 
stability of the system in the presence of bifurcation can be de-
termined through the values of the invariants. In (Kang (1997b)] , 
the result was proved for systems which are at least C 2• How-
ever. lJ(x)lJ(x) and h(x, IL) in (28) are C 1 fWlCtions. Therefore, 
the results in (Kang (1997b)] are not appJicable. Nevertheless, 
the idea in that paper can be generalized to derive some useful 
results for systems in the form of (28) . The main result in this 
subsection is 
Theorem 1 Given a system (28) with a state feedback (29). As-






are on the left half plan e. Then, the closed-loop system has two 
branches of equllibnum points near the ongm which satisfy 
(32) 
z, = - ··z. + O(z .... )', 
- , X2 = O(X" , JA)2 , . .. 1% .. -1 = O(X.,., IA) • (33) 
z. = 0( .. )' 
The "Y"tem i$ loc4ily a.symptotically stable at equilibrium point.! 
so.tufying (33) if 
1/ 
( "Y~~ - ~ 1:<"1 .... ) Ii > 0, 
the system is unstable at points on (33). 
(34) 
Remark. The assumption on the eigenvalues of (31) implies 
that the controUahIe part of the system is stabilized. by the feed-
back. This is always achievable by pole placement or LQR <l 
Proof. To find the equilibrium points of the system near the 
origin, set the right side of the system be to zero. From the first 
n - 1 equations, we have 
%1 = -~:t" +0(X .. ,1')2, 
(11 2 2 
%2 = 0(%" , IA) , "', %n-l = O(x" , 1£) . 
(35) 
Substituting this into the last equation, we get 
1(-:: J1 + J,,) xal (-:: J t + J,,) X n 
+ (7", .. ", - :7":0: 1 .... ) X"J.l + O(x .. , p )3 == 0 




z . = 0(,.)' . (37) 
The eel.tions (32) and (33) are pcaved by (35) , (36) and (37). To 
prove the stability of the closed-loop system. consider the matrix 












a l a2 03 a .. _1 a " 
at. at. at. at. at. 
arl ar2 aX3 ar,,_1 ax .. 
where In. represents the right side of the last equation in (28). It 
is equi valent to 
0 I 0 0 0 
0 0 0 0 
0 0 0 0 
QI ., Q3 a .. _1 0 
at. al .. + ~ at. at. al.. a .. 81 .. 
a., aX2 41 aZ3 8x .. _1 8 x .. - ~ 8Xl 
(38) 
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The eigenvalues of (38) includes the eigenvalues of the matrix 
(31) and tbe value of 
At the equilibrium points given by (33), the value of (39) is 
b",n.~ - On.i"'l ~)J.' + 0(1-')2 
., 
Therefore, the sign of the eigenvalue is determined (locally) by 
the sign of 
(;"' .. ~ _ 4 .. ial~}1-' ., 
This proves the stability test condition (34). <I 
Normal Form Calculations 
To stabilize the system (5)-(8) using Theorem 1, it is neces-
sary to find the invariants 'Yz~ and 1'al~. For t his reason, a lin-
ear change of coordinates and a linear feedback are found which 
transform the system into the form of (28). In fact , the lineariza-
tion of (28) is in the Dormal form obtained in [Kang (1997a)J. The 
foUowing notations will be frequently used in this section. 
N = 023bl - G13bl, 
D = OUbl - alibi, 
P = a22bl - ol,b, + b,. 
The critical value of the forward speed satisfies 
, N 
Uc = D ZGB 
(40) 
SiDce the stability around the bifurcatoD point U = Ut: is our 
focal problem, it is assumed in this section that the nominal 
speed of the vehicle is Vo = Ut:. The actual speed is U = Ut: + p , 
where p. is treated as a parameter of the system. The linear 
change of coordinates is given by 
Xl = bt9- b,z 
X, = blq + b2U09 - b,w 
X) = -DUow + PUOq + Nz GB 9 
X4 = blq - b2tL' - (blG2l - b,ol2)L'o9 + DUoz. 
This transformation satisfies the following equations. 
where T is the matrix 






Throughout this paper, we assume that det(T) #: a which guar-
antees that (41) is invertible. Under the new coordinates (41), 
the system (5)-(8) is transformed into the following form 
:il = X2 + O(x, 1.')2 
:i2 = X3 + O(x, 1.')2 
X, = F(x,,,) + G(x, ,,)5 
. 2D 2UG 2DUo~ 
x, = det(T)!'X' + det(T) "X, 
+1J(x)IJ(x) + h(x,,,) + O(x, ,,)3 
(44) 
where hex, IJ) is a C 1 function and the first derivatives of h equal 
zero at (x , lJ) = (0,0). F\uthermore, h(x,lJ) = 0 ifx2 = X3 =0. 
The functions F and G have the following terms with lowest 
degree in (9, w, q, z) 
Fl = UOZGB(Pa23 - Dan)9 + UG(Pa21 - Dall)W 
+ (UG(Pa22 - Dan) + NZCB) q + 002 
Go = U8(Pb, - Db,) +0(·)'. 
(45) 
The proof of (44) involves complicated algebraic computation. 
However, the idea is straightforward. After taking the derivatives 
of the functions in (41), substitute the variables in the original 
coordinates by the new coordinates (:C,jJ). In t he equation of 
%4, the quadratic terms involving the variables X2 and X3 are 
absorbed in the function h(x,jJ). The functions d w and d., bas 
the decomposition 
dw(w , q) = dw(w , 0) + (dw(w, q) - dw(w , 0)) 
d,(w , q) = d,(w , 0) + (d,(w, q) - d,(w, 0)) 
The functions dw(w , 0) and d,(v: , 0) have the form IJ(x)IJ(x) and 
the other parts are absorbed in hex, tt). Since hex, tt) includes 
the cross flow drag integrals, it is not C 2• From the linear normal 
form (44), it is obvious that the system is not linearly controllable 
at p. = 0 (or equivaJently U = ~·d. This is a theoretical proof of 
the fact. observed in the numerical experiment, as pointed. out in 
the section of controllability. 
DIVE PLANE REVERSAL 
The Physical Problem 
A brief description of the need for dive plane reversal was 
given in the Introduction in terms of the relative magnitudes of 
control surface and hull generated hydrodynamic forces. The 
phenomenon is usually described in terms of the neutral angles, 
as well . The neutral angles are represented by a plot of the pitch 
angle and st.ern plane deflection that is required for straight and 
level flight \"ersus the ship speed. and for a given loading condi-
tion. XGB. At high speeds these neutral angles remain essentially 
constant. Both the pitch angle . 9, and the dive plane angle. 6" 
have the same sign and they can generate enough lift to counter 
the hydrostatic imbalance moment. As the speed is decreased, it 
becomes increasingly difficult to maintain the pitch angle on the 
hull and counteract the metacentric moment. Below the critical 
speed both 9 and fl. must reverse sign to maintain neutral trim. 
The results that were obtained through the use of bifurcation the-
ory in this work fonnalized the above qualitative conclusions and 
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u (lt/_) 
Figure 2: Normal force required per unit change in depth 
identified the important nondimensional parameters that govern 
dive plane reversal. 
Another way of viewing the problem is through the term k .. 
in the control law (14). This represents a certain measure of 
the nonnal force that is required in order to respond to a unit 
change in depth. In tenns of the forward speed Uo, this tenn can 
be directly computed from the equations that determine the four 
gains k •. The corresponding plot is shown in Figure 2, in dimen-
sionless values. It can be seen that k" approaches infinity at the 
critical speed Ut:;. This agrees with our previous conclusion that 
the system is uncontrollable at that precise speed. FUrthermore, 
the sign of k .. is reversed as the critical speed is crossed, which 
results in the need for dive plane reversal in order to execute the 
same ordered depth change. 
Bifurcation Control 
It is proved that the system (5)-(8) is equivalent to (44) at 
the bifurcation point U = Uc • Notice that (44) is in the form of 
(28). Therefore, Theorem 1 is applicable. Based on this theorem, 
it can be proved that the following design synthesis leads to a 
stabilizing state feedback. 
Step 1 . Using linear feedback design method such as pole place-
ment or LQR find three numbers 0], 02 and a3 such that all the 
eigenvalues of 
o o 1 
a, a, 
are on the left half plane. 
Step 2. Choose a nwnber (14 so that 
(46) 
Step 3. The state feedback is a piecewise smooth function of 
(9 , w , q. z) given in the following formula. 
• 





if Jl 0 
de'lT) > 
if de~T) < 0 
(47) 
The variables %" i = 1"", 4 are functions defined by (41). The 
functions Fl and Go are defined by (45) . The matrix T is given 
by (43). 
The system (44 ) is in the linear normal form (28) if we set 
F l + Go6 = 0.1% 1 + (12%2 + (13%3 + 0.4%4 . 
The invariants from resonant terms are 
2DUo~ 
'''''''' = dd(T)' (48) 
From Theorem I , we know that the system has two branches of 
equilibrium points. One of them satisfies %n = 0(1£)2. Because 
of (33) and (42). 9 ::: 0(1-')2 on this branch of equilibrium points. 
We know that (fI , w, q, z) = (0,0, 0,0) is the only branch on which 
6 = O(~)2 (see IPapouJias & Riedel (1994)]) . Thuefore, the 
branch of equilibriwn points satisfying %" = O(Il)2 is actually 
t.he branch with 
8=0. (49) 
To stabil.i..ze t.he system at an equilibrium satisfying (49) , the 
coefficients al and a4 should satisfy (34). From (48) and the fact 
that a l < 0, this inequality is equivalent. to 
(50) 
t.he value of a. detennined by (46}-(47) guarantees the inequality 
(50). Therefore, we have the following theorem. 
Theorem 2 The /eedfHJck designed /oll4wing the three sups s ta-
blltzes th e system (5).(8) at the equilibrium POints with (J = O. 
CONCLUDING REMARKS 
The main conclusions of this work can be summarized as fol-
lows: 
• There exists a critical vehicle speed. a.t which one real eigen-
value of the closed loop depth keeping linearized system ma-
trix. crosses zero. The nominal equilibrium sta.te becomes 
unstable in a divergent way for speeds less than critical. 
• Below the crit.ical speed two symmetric stable equilibrium 
positions appear which are characterized by nonzero pitch 
angle and dept.h. 
• The closed loop depth control system becomes uncontrol-
lable at precisely the crit.ical speed. The depth deviation 
error gain approaches infinity at that s peed and it changes 
it.s sign. 
• The primary bifurca t ion parameter is a nondimensional 
speed coefficient which is based on vehicle speed and meta· 
cent.ric height. This can help transi tion experimentaJ result.s 
{rom models t.o full scale. 
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