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INTRODUCTION 
In its most general interpretation, this paper is concerned with the existence 
and dependence on parameters of solutions to nonlinear functional equations. 
In the case of Volterra equations, this problem has been studied extensively 
(cf. Miller and Sell [I 1, 121 and their bibliography). Classical investigations 
have followed the lines of existence and uniqueness, maximal intervals of 
existence, and continuous dependence on parameters. 
The works of Miller and Sell [I 1, 121 are involved with deriving results of 
this type, but with the nuance that they discuss the dependence of the solution 
of 
x(t) = f(t) + j t k(t, 4 g(+), 4 ds 
0 
upon the triple (f, g, k). Th . err work is intended for applications in topological 
dynamics. 
In [8], Neustadt isolates the properties of a Volterra system in terms of 
“causality” and “fixed initial value,” and discusses dependence on parameters 
for “integral-like operators of Volterra type.” 
In this paper, we are specifically concerned with Fredholm-Hammerstein 
equations of the form 
u(t) = f(t) + j, k(t, 4 .&(s), 4 ds. (*I 
Equations of this type occur, for instance, in the nonlinear Sturm-Liouville 
problem. By an “imbedding” of (*) we mean the consideration of the solution 
u(t, (Y), say, as a function of 01. This formalism lends a Vohrra-Zike quality 
to the study of Fredholm equations. 
*Parts of the results are contained in the author’s doctoral dissertation written 
under the guidance of Professor A. Schumitzky at the University of Southern California 
where the author was supported by an NSF traineeship. 
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The idea of examining Z&ear Fredholm equations as functions of the upper 
limit of integration had its debut in papers by Bellman [I] and Krein [6], 
and was studied extensively in the works of Gohberg and Krein [7], Kagiwada 
et aZ. [5], Schumitzky [9], and McNabb and Schumitzky [lo]. Krein and 
Gohberg used “imbedding” for the factoring of linear operators differing 
from the identity by a compact operator indexed on a “chain.” McNabb and 
Schumitzky [IO] gave a more general and unified setting for the factoring of 
operators, and obtained for linear integral operators that if the imbedding 
condition that [I-- K&l exists is satisfied where 
K,(r) (t) = j-” k(t, s) x(s) ds, 
0 
then the resolvent kernel is differentiable as a function of the interval length. 
In the nonlinear case, results relating to the imbedding of two point 
boundary value problems have been studied by Bellman et al. [2] and others; 
but to the author’s knowledge, the problem of nonlinear Fredholm equations 
has not been treated. 
In Section 1, we enumerate our assumptions on the functions f, 4, and k 
appearing in (*), state our problem precisely, and compare our problem with 
the type of results of Miller and Sell [ll, 121. Section 2 is concerned with the 
basic question of existence. Section 3 examines the continuity in parameters, 
and introduces the idea of an imbedded solution of (*) at a,; i.e., a function 
x(t, a) jointly continuous on [0, b] x [0, a,] which solves (*) on 0 < cy < a, . 
This is of numerical interest for in a sequel paper we will make use of the 
differential properties of this homotopy of solutions to get an equivalent 
initial value problem. Section 4 deals with the question of characterizing the 
maximal set [0, a*) over which (*) has an imbedded solution. Section 5 has, 
as applications of our formalism, the Volterra results of Miller and Sell type 
and the differential properties for nonlinear equations. 
1. ASSUMPTIONS, DEFINITIONS, AND THE PROBLEM 
We make the following assumption and definitions: 
Al f E C[O, b] = {x(t) / x : [0, b] -+ d= continuously}. 
The Space G 
Dl A function g : C x [0, b] + c is said to satisfy the Curatheodory 
conditions if g(u, s) is continuous in u for almost all s, and measurable 
in s for all values of u E @. 
D2 Let h : M - c, M a Banach space, h is locally bounded if for every 
compact subset NC M, supmEN / h(m)1 < CO. 
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DS Let g : @ x [0, b] + C, g is locally Lipschitz in 24 if for every pair of 
compacta KC C, JC [0, b] there exists a constant m = m(K, J) 
such that / g(u, , s) - g(u, , s)l < m 1 u1 - ua [ for u1 , ua E K, s E J. 
D4 B[O, b] A {y(t) j y : [0, b] ---f @, y bounded}. 
We will need a continuity result stating that if x, + x,, in B[O, b], then the 
ess sup / g(x,(t), t) - g(xa(t), t)l + 0 where the 
ess sup if(t)] g inf{K I ~{t I If(t)[ > K} = 0). 
To get this result, the following lemma is needed. 
LEMMA 1 .l (Nemytskii). Let g satisfy the Curatheodory conditions on 
C x [0, b]. Then g transforms every sequence converging in measure into a 
sequence converging in measure, i.e. if II, converges in measure to u0 , g(u,) con- 
verges in measure to g(u,,), where g(un) (s) s g(u,(s), s). 
Proof. Compare Krassnoselskii [15, p. 201. 
LEMMA 1.2. Let g E G, {un} C GIO, b], u, converges to u, in norm. Then 
lim ess s;;;l I &&), 4 - g(G), 4 = 0. n+m 
Proof. Let u, -+ ua in B[O, b]. Then II, converges in measure to u,, . By 
Lemma 1.1, g(u,) converges in measure to g(us). Suppose 
fi 6s ,gpbl I gM4 4 - duo(s), 4 
were not 0. Then there exists an E,, > 0 and a subsequence {nl,} and 
ess ,;;phl I dun,(s>I $1 - &&Nl > co for all k. 
But g(u,,) converges in measure to g(uo), and it is a standard measure theoretic 
result that a sequence which converges in measure on a set of finite measure 
has an almost everywhere convergent subsequence. Hence u,,, has a subse- 
quence u,~, and 
9 
lim ess ,:;;I I d~n,$h 4 - duo(s), 41 = 0, i-m 
a contradiction. Hence 
lim ess ,s;pb, I&&), 4 - duo(s>, $>I = 0. n+m 
Q.E.D. 
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g E G s {g 1 g : C x [0, b] ---f @, g locally bounded and satisfies the 
Caratheodory conditions}. 
We note here the following: 
N, C[O, 61 is a Banach subspace of the Banach space B[O, b], where the 
norm on B[O, b] is the sup norm. 
N2 The assumption of local boundedness on g implies that the operator 
g on B[O, 61, defined by g(y) (t) A g(y(t), t), is bounded. 
y 
- 3 The space G is closed in the topology of uniform convergence on 
compacta. 
The Space &[O, b] 
A3 
44 
JA 
k(t, S) E ZJO, b] L {k(t, S) 1 k is measurable on [0, h] x [0, 61 and 
SUpte[O,b] s: 1 & S) ds = 11 &t S)ii < 00). 
lim,,, Ji / k(t + h, S) - k(t, s)I ds = 0 uniformly in t. This last is 
referred to as the mean-co&n&y of k(t, s). We note that S..[O, b] is a 
Banach space under the norm given in A, (cf. [ 181). 
For y E B[O, b], k E L?JO, b], g E G, define Keg(y) by 
Do For y E B[O, b], k E L&[O, b], g E G, .f~ C[O, b], define T,(y) by 
T,(Y) (4 &f(t) + KY(Y) (9. 
The following is noted: 
N4 The linear integral operator generated by k(t, S) satisfying A, is a 
bounded operator on BIO, b]; hence T, is a bounded operator, being 
the affine composition of 2 bounded operators. 
N, We infer from Lemma 1.2 that T, is a continuous operator of B[O, b] 
into itself. 
NO The assumption of mean continuity (A*) has two effects. It is clear 
that for y E B[O, b], 
K(Y) (t) S j”= k(t, 4 Y(S) ds E CP, bl. 
0 
The second effect is that by a theorem of Radon (cf. Riesz and 
Nagy [17, p. 2301) mean continuity is necessary and sufficient for the 
compactness of a linear operator on C[O, b]. Now we consider the 
compactness of T, . 
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THEOREM 1.1. If k(t, s) E YWIOo, b] satisJies A, , then T, is a compact 
operator on C[O, b] for every 01 E [0, b]. 
Proof. For {y,J bounded in C[O, b], {g(y)n} is bounded by N, and 
{K&y,)} is a bounded equicontinuous subset of C[O, b]. Q.E.D. 
As seen from the following application of the Arzela-Ascoli theorem as 
adapted from McNabb and Schumitzky [lo], 9m is closed. 
LEMMA 1.3. Let {k,(t, s)} be a mean-continuous subset of pWIO, b], and let 
k, + k in the topology of 2& . Then: 
(i) k(t, s) is mean-continuous. 
(ii) k,(t, s) and k(t, s) are absolutely continuous in s unzformly in n and t; 
i.e., for every E > 0, there exists a 6 > 0 independent of n and t such that when 
1 a, - a2 1 < a(~) then 
s a2 1 k,(t, s)j ds < E. a1 
Proof. (i) Let [k] be the linear integral operator generated by the kernel 
k(t, s) and Ij . IIs be the operator norm in the Banach space of bounded linear 
operators on C[O, b]. Then 
since 
llMo d II k II 9 
< sup sup 
Ilull=l tehbl s 
b I W> 41 I YNI ds 
o 
d II k II IIY II = II k II . 
Since {k,(t, s)} are mean-continuous, {(k,)) are compact. 
IlhJ - Plllo G II 4 - k II - 0. 
Hence [k] is compact, being the strong limit of a sequence of compact linear 
operators, (cf. Zaanen [IS]). But [k] is generated by k(t, s). Hence by Radon’s 
theorem (Riesz and Nagy [17]), k(t, ) s is mean-continuous since mean- 
continuity is necessary and sufficient for compactness of an operator generated 
by a kernel. 
(ii) The second statement is proved as follows: 
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Let 
ff,,,(d S= j”; I k,(t, s)i ds and H,,o(a) s i“’ I k(t, s)i ds. 
-0 
We consider these as functions in 01 E [0, b]. For fixed n and t, k,(t, s) E L,[O, 61, 
and the absolute continuity of H,,,(a) with respect to the measure implies 
that H,Ja) is continuous in 01. We will show that {H,,,} is relatively compact 
in C[O, b], and infer by the Arzela-Ascoli theorem equicontinuity in 01, which 
when interpreted properly is the second result. 
Let {fftj,n,(ol)> C WtA4h {G> C P, bl im res via the Bolzano-Weierstrass Pl’ 
theorem the existence of a convergent subsequence, which for notational 
purposes, we denote as {tj}. Let tj + t*. We will show that Nt,,, converges to 
H f*,O uniformly in ci. Now 
~ Ht+,(~) - H,*,o(a)I = 1 j-)1 k& , 4 - I k(t*> .+I ds 
< 
.r 
a ( k& , s) - k(t*, s)i ds 
0 
< s b 1 k,j(t,,, , s) - k(tnj , s)j ds 0 
+ j: I k(tnj , s) - k(t*, s)l ds. 
The first term on the r.h.s. goes to zero since 
s;paI 1; I k(t, 4 - k(t, s)l ds - 0. 
The second term grows small by mean continuity of k. Both terms vanish 
uniformly in 01. Hence {H,,t} is relatively compact; hence equicontinuous in 01, 
which means that for every E > 0 there is a 6(c) > 0 independent oft and n 
such that for all a,, a2 satisfying 1 a, - a2 ( <6(e), / H,,,(a,) - H,,Ja,)/ <E, i.e.? 
s a1 1 k,(t, s)j ds < t. Q.E.D. a2 
Equations 1, , l,,, and the Problem 
Let us replace Eq. (*) by a pair of equations: For c1 E [0, b], 
x(t) = f(t) + j" k(t, 4 id44 4 4 t E 10, 4, (1x1 
0 
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where fn , f E CIO, b], fn -+ f, {g,} C G, g, + g uniformly on compacta, and 
{A,} a mean-continuous subset of 9,JO, b], K, -+ K. 
By a solution of (1,) is meant a continuous function x=(t) which satisfies (la). 
Like Miller and Sell [ll], we are concerned with the question: How does 
the solution x,(t) depend on the terms f, g and K. In investigating Volterra 
integral equations, the continuity with respect to the interval length is 
assumed; we are dealing with Fredholm equations, and continuity in (Y is 
under scrutiny. 
The problems discussed in this paper are those of existence, continuous 
dependence, and the extension in CY of the solutions to (la). More specifically 
we attempt to answer the following questions: 
(i) Is the set {a > 0 1 (1,) has a solution) nontrivial ? 
(ii) Given fn, g,, K, converging to f, g, K, do the solutions of (I& 
converge to a solution to (I& ? 
(iii) Under what conditions is a solution to (1,) continuous in ol; and over 
what “maximal” type region is it continuous in 01? 
2. EXISTENCE VIA FIXED POINTS AND THE UNIQUENESS 
We have two schemes, which are similar to the Volterra case, the Schauder 
fixed point approach and the Banach fixed point approach (contractive 
mapping principle). We emphasize that our assumption of local Lipschitz will 
guarantee only local uniqueness as contrasted with the Volterra case where 
local Lipschitz guarantees global uniqueness. It is this problem of nonuni- 
queness which will differentiate the treatment between Volterra and Fredholm 
equations. 
Fixed Point Theorems and Existence 
We will need the following form of Schauder’s fixed point principle and of 
Banach’s fixed point theorem (cf. Nirenberg [16]). 
THEOREM (Schauder). Let T be a continuous compact map of a closed 
bounded convex set S in a Banach space X into itself. Then T has at least one 
fixed point in S. 
THEOREM (Banach). Let T take a closed subset B of a Banach space X 
into itself, and let T be Lipschitz continuous with Lipschitx constant m < 1. 
Then there exists a unique fixed point in B. 
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We point out here that the Lipschitz constant m depended on B and was 
assumed less than unity on B. The uniqueness of the fixed point is asserted 
only in B. 
Now we show that, for 01 sufficiently small, (1 J has a solution. 
THEOREM 2.1. Let f E C[O, b], g E G, k(t, s) a mean continuous element in 
Z,,[O, b] be given. Then there exists an a,, > 0; and, for all iy < a, , (la) has u 
solution. 
Proof, By Theorem 1.1 the mean continuity of k(t, s) assures us that for 
all cy, T, is compact. Let M > 0 be given and let 
Dnn=%{yECIO,b]i!ly-fi! G-U>. 
Clearly D, is closed, bounded and convex. Let y E D,W . We will show that 
for 01 small, TX : D, + D,V . 
‘i T,(Y) --f II = sZPtiI / j‘, k(4 S)g(Y(S), S) ds / 
< sup r I k(t, 41 I g(y(4 4 ds 
tt[o.bl 0 
By Lemma 1.3, the uniform absolute continuity of k(t, s) in s implies the 
existence of a, such that the rhs of the last inequality is less than M. 
Since C[O, b] is a subspace of B[O, b], N, implies that T, is continuous. 
Hence for cy < a,, T, : D, + D, continuously and is compact. Schauder’s 
theorem implies the existence of a fixed point of T, in CIO, b]. Q.E.D. 
We note here that the theorem gives the following estimate on the fixed 
points of T, , x,; i.e. // x, // < j/f 11 + M. Note also the trade off between the 
choice of M, and the choice of a, . 
THEOREM 2.2. Let k(t, s) and f satisfy the condition of Theorem 2.1, and g 
be a locally Lipschitz element of G. Then for every N > //f // there exists 
a,(N) > 0 andfor 01 < a, (1J has a unique solution with norm less than N. 
Proof. LetMAN-ljf1/>0,andD,={yEC[O,b]/lly-fIj<M). 
We have shown in the proof of Theorem 2.1 that there is an a, > 0 and for 
a<al, T,:D,-tD, continuously. We wish to choose a, < a, such that 
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T, is contractive for 01 < a,. Let m be the 
(1~1 \<N x [O,uJ, andy,,y,ED,. Then 
Lipschitz constant of g on 
II T,(Y,) - Te(rz)ll = ts;~l / 1,” WC 4 MY, (4 4 - dy& ~1) ds 1 
< SUP tc[O bl ,I I h(t, $)I I g(y, (4 4 - g(rzW, 41 ds 
< m l/y1 - ~2 II ts;~l 1: I & 4 ds. 
By Lemma 1.3, K(t, s) is absolutely continuous in s uniform in t; hence the 
existence of a, such that 
m sup 
s 
a’ I h(t, s)l ds < 1. 
tdO,bl 0 
Applying the Banach theorem, we get for each (Y < a, a unique fixed point 
in D,. Q.E.D. 
The Problem of Uniqueness 
In Section 3, we study solutions of (la) as OL varies. The Schauder theorem 
makes no guarantee of uniqueness, and the last theorem speaks of only local 
uniqueness, even for Lipschitz g. The following example illustrates this. 
EXAMPLE 2.1. Consider the equations 
x(t) = 1 + ja x2(s) ds 01 > 0. 
0 
Since the right side is independent of t, it follows that the solutions are 
independent oft. Let x, be one such solution. Then x, = 1 + LUX,~ and hence 
x, = 
l&2/1-4401 
2a 
We now can see that for 01 > 0 two solutions exist 
x1(4 = 
1+41-4a: 
and x2(4 = 
l-d= 
201 2a 
Note that as 01 ---f 0, xi(a) + co while x2(a) + 1. Hence for N > 1, there is an 
a, and for 01 < a, 
X1(“) > N. 
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Observation. This phenomenon of nonuniqueness for Lipschitz g is 
strictly Fredholm in nature. The function g(x) = x2 is locally Lipschitz. For 
Volterra operators, the theorem of Banach grants that, in a neighborhood of 0, 
only one solution has initial valuef(0). Likewise, the extension process is 
contractive, and hence there is a unique maximal continuation. For Fredholm 
equation, the above example shows that no such uniqueness need be. 
3. DEPENDENCE ON PARAMETERS AND IMBEDDED SOLUTIONS 
In this section, we introduce the concept of collective compactness, and use 
it to gain a continuity result for the solutions of (I .,,). Having this continuity 
theorem, we can then discuss continuous families of solutions to (1%). 
Collective Compactness and the Hale-Crux Lemma 
Q 
DS 
Let K = {KA} be a family of operators from ,‘L to Y’, A’ and Y Banach 
spaces, and X E A a metric space. K is collectively compact if for every 
bounded set B C X, the closure of the set {K,,(x) h E A, x E B)- is 
compact in Y. (See [13]). 
Let K = {Kh} be as in Definition 3.1. The K satisfies the Hale 
continuity condition at A, if for any sequence A, ---f A,, and any 
sequence fx,} C X, X, + x0, the sequence {K,,,(x,JJ converges to 
KJ4. 
We note two things regarding the foregoing definitions: 
N, 
n‘* 
The property of collective compactness is easily verified to be equiv- 
alent to saying that if {xn} is a bounded sequence in X, and {A,} an 
arbitrary subset of A, then {K,+,(x,J> has a convergent subsequence. 
The Hale continuity condition can be viewed as follows: {K,,} gener- 
ates a function K : X x A+ X where K(x, A) = K,(x). The con- 
tinuity condition at A, means that for every x,, E X K( ., .) is continuous 
at (.rO , A,,). 
LEMMA 3.1. Let (fiz}, {g,> and {k,} be subsets of CIO, b], G, and =!Z,,[O, b], 
respectively, k, mean-continuous andf, -+ f, g, --f g and k, - k. Let y E C[O, b], 
and d&e T,.,(Y) by 
T,,,(Y) (t) = fn(t) + j”, U 4 gnWh 4 ds. 
Then {T,,, 1 01 E [0, b], n EN} is collectively compact. 
Proof. Since {kn} are mean-continuous, Lemma 1.3 implies k is mean- 
continuous, and Theorem 1.1 implies that T, and T,,, are compact for all 
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n, 01 E [0, b]. Let {x~> be a bounded sequence in CIO, b], {ah} C [0, b] and 
(Tnk,,k} a subset of (Tn,a}. We wish to show that Tnk,oI,(x,) has a convergent 
subsequence. The Bolzano-Weierstrass theorem implies that a subsequence 
of {c+} converges to a point a* E [0, b]. Without loss, we assume ollc + a*. 
T,, compact implies Ta*(xkj) -a*. We will show that T,* j.si(%i) - z*. 
II Tnkg&lzj) - z* II d II Tnk,,a&,) - Ta+lc,)ll + II T&cJ - .z* II . 
The second term on the right side vanishes by compactness of T,, . The 
first term is the following: 
G Ilfn,. -fll + ts;~61 j: I knk) I I gnlsj(x~,(s), s) - g(+Js), s)i ds I 
+ $sl”oP,, j “’ I hj(t, s) - k(t, s)l I g(xkJs), s)l ds 
+ tg;, j;‘, I 44 s)l I &cc,(s), s)l ds 
kl 
d IL& -fll + II ka II sup 
l~l~WPll~,ll 
I &hkj(% s) -&4 s)l 
sc[&l 
+IIh&--kll sup I dx, 41 
lzlewPllxnil 
s&J1 
+ sup 
Izl~suPll~,ll 
I gc% 4 =& j::, I 46 4 ds. 
se&l 
’ I 
The convergence off,, , k,, and g, makes the first three terms vanish while 
the absolute continuity (Lemma 1.3) of K(t, s) forces the remaining term to be 
small. Q.E.D. 
LEMMA 3.2. Assume the hypothesis of Lemma 3.1, then {T,,, 1 n E N, 
LY E [0, b]} satisfies the H&e continuity condition ut (CO, a,) for eoery u,, E [O, b]. 
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Proof. Let {yn} C CIO, b], {a,} C [0, b], yn -y, a,, - a0 . We must show 
that T,,&y,J - Z’Jy). Assume II yn /I < &f. 
II Tn,,,,(Yn) - Tq,(Yll’ 
J 
a,, 
t sup 
t-dO,bl 0 
! k(t, s) - 46 s)l : g(y(4, S)I dh 
The convergence of fn , g,n and k, implies the vanishing of the first, second, 
and fourth term on the right side. Lemma 1.2 implies the vanishing of the 
third term, while the absolute continuity of k(t, s) uniform in t takes care of 
the fifth term. Q.E.D. 
Now we are in a position to state and prove a lemma due to Hale and 
Cruz [3]. 
LEMMA (Hale-Cruz). Let r be a closed subset of X a Banach space and 
(I& : X E A} be collectively compact on r. Further, assume there is a A, E A and a 
neighborhood V of A0 such that {K,,} satisfies the Hale-continuity condition at A, 
on V andfor h # A, K,, has ajixed point x, E r such that 
sup I/ XA II = L < co. 
l&V 
Then for every sequence A, --f A, there exists a convergent subsequence (xA\, ,} whose 
limit is a Jixed point of K,,, . 
L 
Proof. Let A, + A, , and x, = K,, (xA\,). Since supAEy jl x, 11 < co, from 
some n1 on, sup (/ xA, /i <L. Heice {s,+~~ is a bounded sequence and the col- 
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lective compactness of (Kn} implies the existence of a convergent subsequence 
h,B> h 1’ t w ose rmi is a*. We will show that z* is a fixed point of K,, . 
II K,@*) - z* II < II &,(z*) - &,,(Qll + II xhnl, - z* 1,: 
The first term vanishes by Hale continuity of K, at h, , while the second 
vanishes by collective compactness. Hence z* = K&z*). Q.E.D. 
WI Any condition forcing uniqueness on the fixed point of Kn, forces 
x,\~ to converge to X~ II for every sequence & -+ h, . 
Continuity Theorems and Imbedded Solutions 
In this section, with the usual assumptions of mean continuity of K, , 
Caratheodory continuous g, , and continuous f, , we show the existence of an 
interval on which (I& has a solution x,(t, a) and if OL, + a, in this interval 
then x,(t, a,) has a subsequence which converges to a solution of (la,). With 
the additional assumption of locally Lipschitz g, we prove the existence of 
continuous families of solutions to (1 a). 
THEOREM 3.1. Let { fn} C CIO, b], {g,} C G, {k,} C 2Z,,[O, b], and let 
k, - k, k, mean-continuous, g, converges to g uniformly on compacta, and 
fn --t f. Then there exists a number a, > 0 independent of n such that for a: < a,, 
a solution x,(t, a) to Eq. (Ila,J exists, and for every sequence {an} C [0, aO], 
01, ---f a, , there is a subsequence {x,J ., 0~~~)) of solutions to (l,,Uk) which converges 
to a solution of (la,). 
Proof. f, convergent implies supn Ij fn -f 11 < M < co. Let N > 2M. 
Since g, -+g uniformly on compacta, we infer that 
Let 
%[‘A 61 = {Y E CP, 4 I IIY -f II < W. 
Notice that D,[O, b] is closed, bounded, and convex. We wish to show the 
existence of a, such that for LY < a,, and all n, T,,, : DNIO, b] + DJO, 61. 
Let y E DNIO, b]. Then, 
llf - Tn.dr>ll < Ilf -fn II + =& / j; k,(t, s)g,(y(s), s) ds j 
G llf -fn II + t$~, J; I k,(t, s)l l g,(y(s), s)I ds 
< Ilf -fn II + R ts;%, ,: I k,(t, s)I ds. 
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By Lemma 1.3, there is an a,(N) such that the right side is less than LV. 
Therefore for all 01 E [0, a,,], T,,, : DNIO, b] -+ D,[O, b]; T,,, continuous and 
compact implies a solution to (ln,J exists, say ~,,(t, a); and 
for all n and for (Y E [0, a,,]. Let {mn} converge to a, . Then 
{ T,,,n) is collectively compact by Lemma 3. I, and satisfies the Hale-continuity 
condition at (co, al). Hence the Hale-Cruz lemma implies existence of a 
convergent subsequence whose limit is a fixed point of T,, and hence a solu- 1 
tion of (lo,). Q.E.D. 
In line with N, , we remark that any condition implying the uniqueness 
of the solution of (la,) forces xn(t, a,) to converge to it for all sequences 
01~~ -+ a, Theorem 2.2 grants a local uniqueness to solutions of (Ia) for 01 
small. With this in mind, we make the following definition: 
D9 By an imbedded solution of (la,) is meant a continuous function 
u(t, a) defined on [0, b] x [0, a,] such that 
6) u(t, 0) -f(t) 
(ii) u(t,a) is a solution of (14)for O<a<a,, tE[O,b]. 
THEOREM 3.2. Let f E C[O, b], be a locally Lipschitz member of G and 
h(t, s) a mean-continuous element of 5&[0, b]. Then there is a number a, > 0 
such that (I ,,) has an imbedded solution. 
Proof. Let N > /If/j be given. Theorem 2.2 guarantees that there exists 
as(&) == a, such that (Ia) has a unique solution x(t, n!) with norm less than N. 
We will show that this a, satisfies the theorem. Let 6 E [0, a,,] be arbitrary. 
We wish to show that x(., a) = x, is continuous at cl. Let 01~ + 5. Since 
11 xall 1; < nT, a subsequence converges to a solution xj of (1,). But X~ is a 
unique fixed point with norm less than N. Hence xan + x6 . (an} arbitrary 
implies x, is continuous at Cr. 6 arbitrary implies x, is continuous in 01 for 
0 < 01 < a, . 
To see the joint continuity in (t, o(), note that 
! 4t1 > 4 - X(4? Y %)I 
rz: / x(t, , al) - x(t, , a& + I x(t, , 012) - x(t, , a& (3.1) 
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The first term is small for / (Ye - 01s / small, and the second term is small by 
mean-continuity. Thus x(t, a) is a jointly continuous function such that 
x(t, 0) =f(t) (by uniqueness) and solves (la). Q.E.D. 
v L 10 We could just as easily have given a proof of the continuity in a? 
using the contractive estimates and the uniform absolute continuity 
of k, but the exact same proof given goes through under the assump- 
tion of uniqueness. 
Consider Example 2.1 again. The equation admitted two solutions: 
44 = 
1+2/l-4401 
44 = 
l-d- 
2a , 2or 
We noted that as (Y -+ 0, x1(~) - CO, while x2(a) -+ 1. Hence it is clear that 
xa(o~) is the imbedded solution of (la,) for any a, > 0. x1(~), however, is a 
family of solutions to (l,), but does not satisfy the initial condition x,(O) = 1. 
We now extend the continuity results to imbedded solutions. We will need 
the following lemma. 
LEMMA 3.3. Let f, g, and k be in C[O, b], G and &JO, b] and k mean- 
continuous. Suppose for every a E [0, ao) a solution to (la), x(t, OL), exists and 
satisfies the condition 
Then 
sup I x(t, N)I <L < co. 
tE[O,bl 
d[O.Q,) 
(i) a solution to (loo) exists. 
(ii) it is the unzyorm limit of some sequence {x(t, LYJ}, a, E [0, a,), 01, + a,. 
(iii) if the solution x(t, a,) is the unique jxed point of Ta, , then 
uniformly. 
Proof. Let (ar} be any sequence in [0, a,) such that a, -+ a, . The imbed- 
ding condition implies I/ xUk 1) <L. {T,) collectively compact means that 
{Tah(~,k)} has a convergent subsequence. Hence x(t, ski) + x*(t) uniformly 
in t. By Lemma 3.2, T, satisfies the Hale-continuity condition. Hence the 
Hale-Cruz lemma implies that x* is a fixed point of Ta, . Hence assertions 
(i) and (ii) follow. The third assertion is, in effect, the translation of the 
remark regarding uniqueness following the Hale-Cruz lemma. Q.E.D. 
THEOREM 3.3. Let {fn}, {gJ, and {k,} be subsets of C[O, bl, Gad -%KA bl, 
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k, mean-continuous, and fn -+ f, g, +g and k, - k. Let {xJt, CX)J he imbedded 
solutions of ( 1 ,,,n) and suppose a% --j a, . If 
sup I x,(t, a)1 <L < Go, 
ae[O*a,l 
n 
and if for CK E [0, a,] the solution to (la), ‘f ‘t z z exists, is unique, then an imbedded 
solution to (I .,) exists and is the pointwise limit of xn(t, CX). 
Proof. Let /3 E [0, a,). We will show that a solution to (la) exists; then, 
applying Lemma 3.3, we will get that a solution to (I .,) exists. 
For ,3 E [0, a,,) there is a n, such that for n 3 no, a, > /3. Hence for n 2 n,, , 
xn(t, /3) exists and I/ xn(t, fi)ji <L < co. (T,,s} is collectively compact by 
Lemma 3.1, and satisfies the Hale-continuity condition at (co, 8). Hence a 
subsequence {x,Jt, 8)) converges to a solution of (la) by Hale-Cruz, and by 
uniqueness, the entire sequence converges to it. Since j/ x,*(t, /I)11 <L, the 
solution x(t, /3) also has norm less than L. For each /3 E [0, a,] then, a solution 
to (I,) exists, satisfies the imbedding condition of Lemma 3.3, and by the 
uniqueness assumption, is the pointwise limit of xn(t, 8). Hence a solution 
of ( lRO) exists by this lemma. 
To see that an imbedded solution of (l,,) exists, we note that x(t, CX) exists 
for a E [0, a,], and, by hypothesis, is the unique solution of (la) with norm 
less than L. T, is collectively compact and satisfies the Hale-continuity con- 
dition for all 01 E [0, a,,]. Hence the uniqueness, as well as the collective com- 
pactness, implies that x(., CC) = x, is continuous in (Y. Joint continuity follows 
by this continuity of x, and the mean continuity of k as shown in inequality 3.1 
in the proof of Theorem 3.2. Q.E.D. 
4. THE EXTENSION PROBLEM 
In the last chapter we introduced the concept of an imbedded solution. 
Under the condition that g was locally Lipschitz, we found that (I .,) had an 
imbedded solution for a,, sufficiently small. In this chapter we examine for 
how large an “a” will (la) admit an imbedded solution; i.e., we wish to 
extend the imbedded solution x(t, CX) in (Y, and characterize the maximal 
interval of continuous dependence in 01. 
Throughout this chapter we assume: 
A5 g has a partial derivative D,g = g, E G. 
An Implicit Function Theorem and Local Extensions 
We shall make use of the following implicit function theorem [4, 141: 
40913913-I 1 
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THEOREM (Hildebrandt and Graves). Let A’, A, and 2 be Banarh spaces 
and F : X x A --t Z. Let F have a Frechet partial derivative D,F at (x0 , A,) 
and F(x, , A,) = 0. Let there be some neighborhood N of (x,, , A,) such that 
F(xo + x, h + A,) = PJ+o 7 ho)1 (xo + 4 + R(x + xo , h + A,) 
where 
(a) R is continuous in (x, A) near (x0 , A,). 
@I II R(xl + xo > 4 - W, + xo , A>II ,< WE) II xl - xz llfor II xl II > II x2 II 7 
11 h 11 < E where M(E) -+ 0 as E -+ 0. 
(c) DIF(xo , A,) has a bounded inverse dejined on all of Z. Then for h near A, 
there exists a continuous function x(A) such that the equation F(x, A) = 0 has the 
unique solution (x(h), A) and x(X,) = x0 . 
For the application of the above theorem, we define the following: 
DlO For y E CIO, b], 01 E [0, 131, define F(y, a) by 
F(Y, 4 (t) s - r(t) + f (t) + j’ Wt, s) g(y(s), s) ds 
0 
where f E CIO, b], g E G, k mean-continuous in 2&[0, b]. 
Dll Let g E G, x E CIO, b], and 01 E [0, 61. Define the linear operator 
k&)1 on WY 4 by 
k&41 (Y) @> g j: 4,s) ii%+), 4 ~(4 ds. 
Note. It is clear that if x0 is a fixed point of Ta,, then F(x, , a,) = 0. 
LEMMA 4.1. If g : C x [0, b] ---f @ such that for aZZ (u, s), g has a jirst 
partial derivative, gI(u, s), andg, E G, then thefirst Frechet partial derivative of 
F, DIF exists for all (x, a) E [C[O, b]] x [0, b], 
W’(x, 4 = --I + kh)l, 
and the mapping (x, a) -+ D,F(x, a) is continuous in the operator norm. 
Proof. The mapping F(x, a) as an operator on CIO, b] can be considered as 
F(x, 4 = --x + f + &g(x). 
If D,F existed, then it is clear that 
D,F(x, .z) = --I + D&,,(x). 
It is equally clear now that it is sufficient to discuss the existence of D,ZQ(x). 
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For the existence of a Frechet first partial of I&g at (x,, , a,), consider 
II K&x0 + A) - &&!(xo) - Pa&(%)1 h II 
= sup 
is aa 4~ 4 k((xo + h) (9, s> - g(xoG% 4 - g&o(s), 4 4% ds j tt[O.bl 0 
The last equation is true since for almost all fixed s, g, is continuous in 0. 
Hence 
Since g, E G, then for 11 h // small, /I Bh 11 will be small 0 < 0 < 1 and hence 
Lemma 1.2 implies 
es”f”,f;r i g(~o(4 + w4 4 - g(xo(sh 4
is small. Hence the right side of the last inequality can be made less than or 
equal to E // h /I in some neighborhood of x0 . Hence 
~lK&O 7 ~0) = Pa,,g~(~o)l and D,F(x, a) =: - I + [k,g,(x)]. 
To see that the mapping (x, a) + D,F(x, a) is continuous, consider the 
following: 
;I w(x, > 4 - WY% , 4 
z= inf(K > 0 / il(D,F(x, , 01~) - DJ(x~ , aa)) h 1~ < 33 for all h E C[O, 61). 
Let h E C[O, b]. Then 
I lP,Fh > 4 - W(xz 9 4) h II 
= sup 1 j”’ W, 4 g&G), 4 W ds - .i‘:’ 44 s> gM4 s) 4) ds j 
idO,bl 0 
< sup 
s Oil I k(t> 4 I g,W)> 4 - gd+>, s): I 44 ds ta[O,bl 0 
i sup s OL1 I 44 4 I gdW,4 I WI ds te[O,bl m2 
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The first term is small, since g, E G and Lemma 1.2 applies. The second term 
is small, since K(t, s) is mean continuous and Lemma 1.3 applies. Q.E.D. 
Now we discuss the continuation of imbedded solutions. 
THEOREM 4.1. Let f, g, and k be members of C[O, b], G and ?&[O, b], and 
let k be mean continuous andg have afirst partialg, E G. If x(t, a) is an imbedded 
soZution of (la,), and the number “1” is not in the spectrum of [ka,gl(x(., a,))], 
then there exists a neighborhood A of a, and a unique continuous curve y(t, a) 
defined from A ---f C[O, b] which satis$es (la) 01 E A and y(t, aO) = x(t, a,). 
Proof. By the preceding lemma, F(x, a) has a continuous Frechet partial 
derivative in x and x(., a,,). We verify the conditions of the implicit function 
theorem. Let x(., a,,) = x0 . 
Define 
R(x + x0 ,a + 4 P F(x + x0 , a: + a,) - VP0 , a,) (x0 + x) 
assuming F(x, , a,) = 0. We need show only that 
(a) R is continuous in (x, CX) near (x0 , a,). 
(b) II % + xo > 01 + a01 - R(x, + x0, 01 + a,)ll < M(E) II xl - x2 II for 
II x1 I/ , II x2 II , I a I small. 
The third condition (c) in the implicit function theorem is satisfied by the 
eigenvalue condition on [k,gl(xo)]. 
To see the continuity of R, consider 
II % + x0 , a1 + a,> - W2 + x0 y a2 + ao>ll 
= II% + x0 > 1 a + ao) -3Xx2 + x0, a2 + ao) + W’(xo I a,> (~2 - 4ll 
G II F(x, + x0 , aI + go) - F(x2 + x0 , a2 + aoN 
+ II 1 - kzOgdxo)ll II ~1 - x2 II . 
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Since F(x, a) = (--I + T,) (x), to show the first term is small, it suffices to 
show T,(x) is continuous in (x, a). By Lemma 3.2, this is guaranteed, being 
just the Hale-continuity condition of T, for all 01 E [0, b]. The second term is 
obviously small when // x1 - x2 11 is small. 
To see (b), we note first that since g, E G, for almost all S, 
g, locally bounded implies g is locally Lipschitz. Sou 
- Lo” & 4 gdxo(s)y 4 (xds) - x2(s)) ds 1 
‘0 
< sup j al3 I 44 4 lM% + x0 , s) - g(x, + x0 , s> te[O,bl 0 
- gAxoW> 4 (XI(S) - dsNIl ds 
,%I+” 
7 sup 1 te[O,bl a,, I k(t, s)l ! g@,(s) + x0(s), s) - g(x,(s) + xo(s), 9 ds 
= sup j” I a s)l ( j: k&o(s) + x2(s) + w4s) - %W s) 
tffO.bl 0 
- s&o(s), 41 MS) - 44) de / ds 
c 
@)+a 
r sup 
t.[O,bl - 0 
k(4 4 II g((xx + ~0) (4 s) - g((% + xo) (s), s)i ds 
G /I k 1~ ess YJ 1 1 I g&x, -I x2 + 8(x, - x2)) (s), s) - g&,(s), s)I ds 
I 
%)+a 
x /I% - %I/ + =& j k(t, s)l ds M 1~ x1 - x2 lI , 
. 0 
a 
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where M is the local Lipschitz constant of g. Hence 
The first term in the braces is small (M(E)) for /I x1 II , II x, II small by Lemma 
1.2 and the fact that g, E G. The second term in the braces is small (M(E)) for 
I (II j small by uniform absolute continuity. Hence (b) follows and the theorem 
is proved. Q.E.D. 
Now suppose there is a function x(t, a) continuous on [0, b] x [0, a,) and 
x(., a) solves (I& OL E [0, a,). If supar /I x(., a)/1 <L < co, then Lemma 3.3 
implies the existence of a solution to (la,). The same lemma implies that if 
some condition guarantees the uniqueness of this solution, then (la,) has an 
imbedded solution. In the next lemma using Theorem 4.1 we get a similar 
result. 
LEMMA 4.2. Let x(t, a) be bounded and continuous on [0, b] x [0, a,), and 
x(*, a) a solution of (Ia) for 0 < a < a0 . If there is a sequence {an} C [0, uo], 
ala -+ a0 such that x( ., a,) converges to a function x0 satisfying the condition that 
“1” is not in the spectrum of [haOgl(xo)], then (la,) has an imbedded solution 
x(t, a) and a( ., ao) = x0 . 
Proof. Since 01, + a, and x(., a,) -+ x0, Lemma 3.3 implies that x0(t) 
is a solution of ( laO). Hence F(x, , a,) = 0, OiF(xo , a,) is invertible by hypo- 
thesis, and the R function defined in the proof of Theorem 4.1 satisfies the 
required conditions. Hence the implicit function theorem guarantees the 
existence of a neighborhood A of a, and a unique continuous function y(t, a) 
such that y(t, a,) = x0(t) and F(y(., 01), a) = 0. Since clll --f a0 , there is an no 
such that for n > no {a,+} C A. The uniqueness of y(t, a) as a solution of (1,) in 
A implies that x(t, a,) = y(t, a,). Define 
It is clear that %(t, a) is jointly continuous in (t, 01) and is an imbedded solu- 
tion of (la,). Q.E.D. 
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Maximality of Imbeddings 
We wish to describe a type of maximal interval over which a solution 
x(t, a) of (1,) exists as a continuous function of 01 and satisfying the initial 
condition x(t, 0) = f(t). W e will show the existence of an interval [0, a*) 
which will be maximal in the sense that for ever!- imbedding .v(t, 01), which 
solves (1 J 01 E [0, a*) either 
7 
k-l* II 4.9 4 = co 
or for every solution xa* of (I,,), which is a limit point of X( ., B), “ I” is in the 
spectrum of [&+gr(x,*)]. W e make this more precise by the following defini- 
tions: 
Dl2 Let f, g, and k be in CIO, b], and dp,[O, b], g, E G and lz mean-con- 
tinuous. Define a* A sup{a: > 0, (I=) admits an imbedded solution). 
Dl, Let x(t, a) be defined and jointly continuous on [0, b] x [0, a,). A 
function x,,(t) is an a-limitpoint of x(., CX) at a, if there exists a sequence 
m, - a, such that x(t, 01~) - x,,(t) uniformly in t. 
Note. Theorem 3.2 implies that a* > 0. Let us assume a* < co. 
THEOREM 4.2. The interval [0, a*) is maximal relative to imbedded solutions 
to (la) in the sense that for every continuous function x(t, CX) dejked on 
[0, b] x [0, a*) such that x(., a) soEves (la) for cz E [0, a*) either 
- 
lim 11 x(., u.)[! = c0 
Cd-Cl* 
OT for every solution xa* of (I.*) w zc zs an wlimit point of .x(., f~) at a*, h’ h 
(I - [h,*gl(xa*)]) is not invertible. 
Proof. Suppose this were false. Th en there exists a function x(t, a) 
defined and continuous on [0, b] x [0, a*) which solves (la) for 0 < in < a*, 
/’ x(., a)i’ <L < CO for 0 < 01 < a* and there is a function x,(t), as well as a 
sequence of a!, + a* such that x,,(t) = lirnn+= x(t, CX,) uniformly; and “I” 
is not in the spectrum of [K,*gl(xO)]. Lemma 4.2 implies that (In*) has an 
imbedded solution a(t, a) such that %(t, a*) = x,(t). Applying Theorem 4.1, 
we see that %(t, a) can be extended in some neighborhood of a*. Hence there 
is an a, > a* and (l,,) has an imbedded solution contradicting the definition 
of a*. Q.E.D. 
5. APPLICATIONS 
Existence of Solutions to Volterra-Hammerstein Equations 
It is known that solutions of Volterra-Hammerstein equations, with mean 
continuous kernel K E Za and g E G, exist until they become unbounded (cf. 
692 WENSKA 
remark following Theorem 5.3). As a quick application of the imbedding 
formalism, on the proviso that an imbedding is easily accessible, we note that 
the result can also be obtained as an easy corollary of Theorem 4.2 under the 
stronger assumption Dg E G. This follows since the eigenvalue alternative of 
Theorem 4.2 never occurs for the compact linear VoZterra operator [&gr(xJ]. 
Volterra-Hammerstein Integral Equations 
Let k(t, S) be a mean continuous element in Sm[O, b], f~ CIO, b], g E G. 
We apply our results to a Volterra equation of the form 
x(t) = f(t) + jt k(t, s>g(+), s>ds. 
0 
(5.1) 
If we define the kernel 
it is clear that R E _Ep,[O, b] since 1 k j < 1 K 1 . Likewise R is mean-continuous 
since 
I b I k(t + h, s) - R(t, s)l ds 0 
z= jt I k(t + k s) - k(t, s)l ds + s”‘” I k(t + h, s)l ds 
0 t 
< j” I k(t + h, s) - k(t, s)l ds + j; 1 k(t + h, s)I ds. 
0 
The first term is small uniformly in t by mean continuity; the second term 
is small uniformly in t by uniform absolute continuity of k by Lemma 1.3. 
Notice that for t < 01 
Letting 
j’ 4, 4 g(W, 4 ds = jt W, 4 g(W, 4 ds. 
0 0 
T,(Y) (0 h f(t) + ja %t, 4 dy(s),s) 6 
0 
it becomes evident that a fixed point of T, , x,(t), say, satisfies the conditions 
x,(t) = f(t) + s” W, 4 g&x(s), s) ds, t<a: 
0 
= f(t) + j”, k(t, 4 .&a(4 s) ds, 
(5.2) 
t > ff, 
and hence is a solution to (5.1) for 0 < t < (Y. Conversely, any solution to 
(5.1) for 0 < t < 01 generates a fixed point of T, by formula (5.2). 
THEOREM 5.1. Let f, g, and k be in CIO, b], G and 2$,[0, b], respectively, k
mean-continuous and let xao be a$xed point of Fa, . Then an imbedded solution of 
(la,) exists for R. 
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Proof. Define 
x(t, a) =x 
O<t,<a::ga, 
+ j: k(t> 4 g(xcz&), 4 ds 
Without loss, assume 01s < (pi < (Ye 
x(t, 011) - x(t, CQ = 0 
zzz / Xc,,,(t) - f(t) - j:” k(t> 4 &a,,(4 4 ds 1 
at =.! k(t, 5)&a,(s), 4 ds for o(s < t < a, 9 
Hence 
= / j:: k(t, 4 s&,(4, 4 ds j 
The rhs of the last inequality is small by Lemma 1.3. Hence the proof of 
Theorem 3.2 (inequality 3.1 ff.) guarantees joint continuity in (t, a) if x(., a) is a 
fixed point of T, . But 
f(t) + j: k(t, 4 &a,,N~ 4 ds t :< 01 ;< a, 
x(t, a!) = 
f(t) + j: 44 4 &,N, 4 ds t>a, n<aa, 
= f (t) + j”, k(t, s> g(x(s, ~), s> ds 
since 
x(s, a) = x,&s) for0 <s <CX 
and 
k(t, s) = K(t, s) fors < 01< t 
= T,(x) (4 4, 
and x(t, cx) is continuous on [0, 61 x [0, a,,] and solves (1J. Q.E.D. 
It is clear that any condition guaranteeing the uniqueness of the imbedded 
solution for k in fact guarantees the uniqueness of the Volterra solution of 
(5.1) on [0, a,]. The following theorem states that the uniqueness of the 
solution (5.1) on 0 < t < a, implies the uniqueness of the Fredholm imbed- 
ded solution of k. 
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THEOREM 5.2. If, for 0 < t < a,, Eq. (5.1) has a unique solution x,,(t), 
then (la,) has a unique imbedded solution for k. 
Note. If Ta, has a unique fixed point, then (5.1) has a unique solution for 
0 < t < a, since xi and x2 being solutions of (5.1) on 0 < t < a, implies x1 
and xs can be extended as fixed points of Ta, which implies x1 = xs on 
0 < t ,( a, . 
Proof of Theorem 5.2. Let x(t, CX) be any imbedded solution of (la,) for k, 
and let x0(t) be the unique solution of (5.1). Then x(t, a,,) = x,(t) and on the 
triangle 0 ,< t < 01 < a, , x(t, a) = x,,(t). But for t > 01, 
x(t, 4 = f (t) + ja k(t, s) g(x(s, 4, s) ds 
0 
= f (t) + j: k(t, s) g(xo(4, s) ds, 
since x0(s) = x(s, CX) for s < 01. Hence x(t, CL) = .%(t, LX), where F(t, a) is the 
imbedded solution generated by x0(t) as in the proof of the last theorem. 
Q.E.D. 
The next result adapted from [II], gives a continuation for fixed points. 
THEOREM 5.3. Let f, k, and g be in C[O, b], Z,[O, b] and G, respectively, 
k mean-continuous; and let x0(t) be a $xed point of Ta, , If y(t) is a solution to 
40 = x,(t) + j;;" &, 4 g@(s), 4 4 
then y is a$xed point of TaOfE . 
Proof. 
x0@> 
r(t) = 
f(t) + j; k(t, s) g(x,,(s), s) ds + j;+’ k(t, s) g(y(s), 4 ds 
f(t) + j,*” Qt, 4 g(xo(4 $1 ds 
f(t) + j:“” fw, 4 i?(Y(Sh 4 
= f(t) + j; 4,s) g(yW, $1 ds 
[since y(s) = x0(S), 0 G S < a,] 
= Tz,,~(Y) 0). 
t d a0 
t 3 ql 
Q.E.D. 
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Note. Iterations of Theorem 2.1 and 5.3 show that any solution to (5.1) 
exists until it becomes unbounded. 
For the next theorem we prove the Miller-Sell result (Theorem A, 
(‘hapter I) for p : co. 
THEOREM 5.4. Let {fn}, {g,}, and {k,} be subsets of CIO, b], G and Sm[Oo, b], 
fn -+ f, g, --f g, k, mean-continuous and k, --f k. Let xn(t) and x0 be the unique 
solutions qf 
XnW = fn(t) + j-1 kn(t, 4 g&nW, 4 6 
and 
X(t) = f (4 + j- Mt, 4 gn(x(4, s) 4 
respectively, and let [0, a,) be the maximal interval of existence for x, and 
[0, a,,) the maximal interval for x,, . Then [0, a,,) is contained in lim inf[O, a,) 
and x0(t) is the uniform limit of xn(t) on the compacta of [0, a,). 
Proof. Let p E [0, a,J. Then x,(t) is continuous on [0, ,8]. Extend x,)(t) by 
x0(t) t<P 
,xa(t) = 
f(t) + j: k(t, 4 &o(s), 4 ds /3 < t 5: b. 
Hence x,(t) E CIO, b]. Define Ni = supn (/ x, - fn 1: . Since .f;, ---f , IV, < m. 
Define 
Let 
Define 
N = 5 max(N, , /I x0 I:), 
M = 4 max(N, , j/ x, [I). 
B = sup 
I&N 
IE[O,bl 
D, = (y E C[O, b] 
and note that y ED, implies I] y jj < 
I 
n 
IIY -5li <Ml, 
r, and that { fn} CD, . The absolute 
continuity of k, uniform in n and t (Lemma 1.3) implies that there is a A 
independent of 01 such that 
&(X, s)i . 
=+A 
B j k,(t, s)i ds < 3 max(ll xB 1’ , N1). 
a 
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Letting 
%cz:(r) (4 A fn(t> + j: Ut, 4 gn(y(s), 4 ds, 
for y E D, , we have 
Hence i=n,d has a iixed point in D,, i.e., (l,,,) has a solution which by 
Theorem 5.1 provides us with an imbedded solution of (I&. Our assumption 
of uniqueness implies that xn(t, a) = x,(t) for 0 < t < (Y < A. We know that 
sup II %(C cf)II < M -=c o. n 
OGX=Gd 
Theorem 3.3 implies zcn(t, 0) --f x0(t). Hence on the triangle 0 < t Q 01 < A, 
xn(t, a) --t xo(t, a) uniformly in (t, a). II ~,(t, &)I1 < fn jl + I3 II k, 11 since for 
0 < s < a < A, 1 g,(x,(s, ct.), s)I < B. Hence 
sup II %a(., 4ll < 03 
ee[hJl 
and xn(t, a) --+ x0(4 a), 
choose n,(l) such that 
for all n 3 n,(l). 
Define a family of operators finSA : CIO, b] + CIO, b] by 
%&(4 4 t<A 
cz.d(Y) 0) = 
fn(t) + s: W, 4 is&&, 44 ds + 1; RT,(t, s)g,z(y(s), 4 ds, 
fin.dy) = x&t 4 + jr W, 4 gn(y(s), 4 d.c 
ForyED,, 
II LA(Y) - 33 II = II xa - x4., 4 + /I j; kk 4 gnbW, 4 ds 
,( II x0 II 2 + 3 max(llx~ II j W 
< M. 
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(fi,,dj is collectively compact since k, - k, g, -+ g, k, mean-continuous. 
fi : D,, - D,w continuously (NJ. Hence p,,, has a fixed point yn,d in Dhr . 
Tzgorem 5.3 implies that yn,d is a fixed point of Tn,ti in D,, . Theorem 5.1 
implies that an imbedded solution of (In,& exists. Uniqueness implies 
~,(t, a) = xn(t), 0 < t < 01 < 24 and Theorem 3.3 implies that ~,(t, LX) 
converges to x,,(t) uniformly in (t, a) on 0 < t < OL < 24. 
Iterating the same argument, one has that, after finitely many A increments, 
[0, /3] is converted and ~,(t, 01) --f .~~(t) uniformly in (t, Y). Q.E.D. 
Remark. The lack of a Lipschitz condition on g, and g is relevant in 
relation to the remark made in [Ill which states: “The assumption that the 
limit function g(x, t) satisfies a Lipschitz condition can be weakened. How- 
ever, it does not appear that in Theorem 5 (Theorem A) one can drop this 
type of analytical criterion, which implies uniqueness, and assume directly 
that the solutions are unique.” 
Differential Properties 
We have discussed in Chapters III and IV the joint continuity of x(t, m). 
In the works of Bellman and Kalaba [2] differential dependence on 01 is 
assumed. Krein in [5] and Schumitzky in [9] show differentiability in the 
linear case for continuous kernels. Our discussion of the extension problem 
used the Hildebrandt-Graves [4] implicit function theorem and inherent in 
their approach is the examination of the differential properties of the implicit 
function. We switch from our assumptions of mean continuity on k and Cara- 
theodory g, to k(t, s) and g(u, s) continuous. The discussion as set forth in [4] 
implies the following result. 
THEOREM 5.5. Let k(t, s) be continuous on [0, b] x [0, b], g(u, s) continuous 
on @ x [0, b] and D,g = g, E G. If x(t, 01 is an imbedded solution of ( laO) and ) 
for CL E [0, a,,), I - [k,g,(x(., CY))] is invertible, then x(t, CX) is diflerentiable in a 
and 
&x(6 a) = (I- [kg&(., a))])-’ D,+, a) (t) 
= (I- kgM-, 4W W, 4 &(a> 4 a). 
Xote. (i) (I - [kdl(x(., m))])-’ can be expressed in the form I + 1: , 
where r, is a linear Fredholm integral operator. This follows from the fact 
that [k,g,(x(., a))] is compact (mean continuity of k), and 
(ii) In the linear Fredholm theory, for an arbitrary forcing function, 
McNabb and Schumitzky [lo] have shown that the number “1” enters the 
spectrum of KtiOgl F Kti, when limn+“, , /Ia(., ti)!i == a. This can happen only 
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when the resolvent becomes unbounded; i.e., a “critical length” is attained. 
On the other hand, when a critical length is attained, according to the Fred- 
holm alternative, only forcing functions orthogonal to the null space of the 
adjoint operator will admit the condition that lima+ar0 11 x(t, a)11 < co. Con- 
tinuation in a: then becomes a problem in bifurcation theory. A similar but 
more complicated phenomenon occurs in the nonlinear case. 
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