In this paper we introduce a graph grammar based method to fuse the low level features and apply them to object detecting and tracking. In our algorithm, the graph grammar rules are used to detect the object in the beginning of the video sequence and then dynamically adjust the tracking procedure. Our tracking algorithm consists of two phases: key points tracking and tracking by graph grammar rules. The key points are computed by using salient level set components. All key points, as well as the colors and the tangent directions, are fed to a Kalman filter for object tracking. Then the graph grammar rules are used to dynamically examine and adjust the tracking procedure to make it robust. The effectiveness of the algorithm has been demonstrated by experiments.
Introduction
The explosive growth of digital video in recent years has created a need for effective and efficient video object detecting and tracking. Mastery of these technologies involves efforts in many fields including image processing, computer vision, and pattern recognition. Object detecting and tracking are important in vision-based applications, such as video surveillance, video retrieval, motion-based human identification, and video-based motion analysis and synthesis.
The general process of an object detecting and tracking algorithm includes detecting the qualifying target feature, estimating and updating the target state, predicting the movement of the target and getting into the next round of the tracking process. The detecting and tracking algorithms can be classified as bottomup and top-down approaches. Without prior knowledge, the bottom-up approach directly computes the characteristics of the video target and tracks the target by tracking the computed features, such as [1] . The top-down approach uses prior knowledge to establish a dynamic target model, randomly generates a number of assumptions in the state space, and solves the posterior probability equation for object detection and tracking, such as the particle filter tracking algorithms [2, 3] .
Many technologies are involved in object detecting and tracking. One key issue is the feature extraction and selection. Based on the feature selection and application, we divide the object detecting and tracking algorithms into the following categories: regionbased, contour-based, model-based, and feature-based object detecting and tracking.
For region-based algorithms [4, 5, 6] , the object information is implicit in the prior region. The shape of the region can be rectangular or irregular. The texture, color, or motion-based features in the region are extracted and used to track the target object. Contourbased algorithms [7, 8, 9] often use a deformable template. Initially the template is a closed curve drawn by the user. The curve may contract or expand under the external or internal energy. It gradually deforms into the real object boundary. In general, the methods of this category require an accurate initial value. Modelbased methods [10, 11, 12] approximate the target ob-ject by using a 2D/3D model. The models consist of geometrical representations of known objects, which can be placed in arbitrary positions and orientations. Model-based methods allow prior knowledge of the shape and appearance of specific objects to be used in detecting and tracking. Feature-based methods [13, 14, 15] take advantage of invariant features in movement, such as corner, texture, and color. The methods generally include two processes: feature extraction and feature matching. The major difference between feature-based and region-based methods is that the latter use the object as a whole, while the former use certain features of the object.
Research in object tracking has made considerable progress in the recent decade. However, due to a lack of deep understanding in human vision, especially in the mechanism of human intelligence, object tracking in a complex environment is still a big challenge for scientists to overcome. One of the key problems is how to effectively fuse the shape, texture, and color features and apply them to object detecting and tracking.
Image/video features have three levels, with the top level listed first: semantic level, visual level, and image processing level (pixel). Image processing level is the lowest level, where noise and distortion are reduced and certain low level features are analyzed. At the intermediate level, visual features are extracted. Typical visual features include color, texture, and shapes. The intermediate level is not domain-specific. It computes and stores the spatial or geometric properties of the color/intensity distribution. The visual features are provided to the semantic level, where domain knowledge is applied into object recognition and scene interpretation. The domain knowledge consists of descriptions of objects or entities in the domain. Figure 1 sketches a general video understanding process. The gap between the semantics of images/videos and the features automatically retrievable has driven researchers for new theories and technologies over decades. It is still a challenge today. The bottleneck is at the visual level. Specifically the following problem remains open at the visual level: how to fuse the visual elements into objects and scenes.
In video object detection and tracking process, the target object is dynamic, and its shape and status change with time. Graph grammar method is more suitable than other formal tools to describe the dynamic characteristics.
As a tool for graph transformation, graph grammar method [16, 17] has a history over 30 years, and there Figure 1 The sketch of video understanding process are a lot of applications [18, 19, 20] . Since Chomsky first established a formal language system in 1956, formal language theory has made a considerable progress with a profound impact on the computer sciences and human society. With the rapid development of multimedia technology, charts and other visual data have been used extensively; Chomsky grammars are not qualified for the description and analysis of these two-dimensional objects. As an expansion of one-dimensional grammars, graph grammars can formally describe objects and their changes in the two-dimensional space, and provide theoretical and technical support for their definition, generation, and transformation. An earliest graph grammar was proposed to solve an image processing problem [21] . In 1969 Pfaltz and Rosenfeld published a paper entitled "Web Grammars" [22] , opened a prelude for the study of graph grammars. Since then, computer scientists have explored extensively in both theories and applications, and achieved greatly in the formalization and implementation of various graph grammars.
When a human being observes a video frame, the frame is decomposed in the human brain into various visual elements according to the shape, texture, color, and other low-level features. Just as words make up phrases, which further make up sentences, the visual elements, as well as their interrelationships, make the objects and scenes, allowing human brain to quickly interpret the frame image. These elements and their mutual relations form a graph structure, and video understanding is a process of graph transformation. In this sense, graph grammar method is an appropriate tool for image and video understanding. Existing graph grammars are mainly used in the identification and analysis of various charts, and applications on image/ video analysis are rarely reported. In this paper we propose a method based on graph grammar to fuse the low level features and apply them to video object detecting and tracking. In our algorithm, the graph grammar rules are used to detect the object in the beginning of the video sequence and then dynamically examine and adjust a Kalman filter based key point tracking procedure. Our algorithm is applied to license plate recognition and automatic facial feature points tracking. As we know, this is the first work on graph grammar based object detecting and tracking. It explores a new way for semantics based object detecting and tracking. The robustness and effectiveness of the algorithm has also been demonstrated by experiments.
This paper is an extension of our previous work [23] . The rest of the paper is organized as follows. In Section II we introduce our scheme for multi-feature fusion and template matching. In Section III the semantics based tracking method is elaborated. We report the experimental results in Section IV and conclude in Section V.
Multi-feature Fusion and Template Matching
A core step in object detecting and tracking is template matching. It is crucial to select proper features for template matching. Tracking by individual features, such as color or motion, is the main reason why most tracking algorithms are not as robust as expected. In order to better describe the object, multi-feature fusion is necessary. In our approach the feature fusion can be separated into two main stages. At the first stage, the level set components of a video frame are computed and the visual elements are selected; at the second stage, the visual elements are grouped into objects, based on the graph grammar rules. Figure 2 summarizes the main steps of feature fusion. Similar to a context free string grammar, a graphgrammar consists of a set of productions (rules) that can be used to construct or recognize valid sentences in a graph (network) language. For example, a face consists of a nose, a mouth, and two eyes with eyebrows. A rule for the object face is shown in Figure  3 . In general, a rule of a graph grammar, expressed as α ← β , has two parts:
• α is a name or a label of an object;
• β is a sub-graph where a node is an element or a sub-object and an edge specifies the requirement for the relationship between the two connected nodes. In this paper we propose a multi-feature strategy which uses image level sets to investigate the chiaroscuro patterns and then fuse the low level features (shape, texture, color, etc.) by a graph grammar method to form an effective description of the object. In the process of graph transformation, the low level features are transformed into high-level semantics, using the domain knowledge embedded in the grammar rules.
In our algorithm, we generate the graph grammar rules by manual input or training from the sample images. For objects of regular shapes, such as a license plate, we manually specify the graph grammar rules. For objects of variant shapes, such as human faces, we need to train the grammar rules from sample images.
In template matching, an image or a video frame is first broken down into level set components, which are then selected based on their shapes, color, and other features. The selected components are the visual elements. We construct the Delaunay graph of the visual elements, as is shown in Figure 4 . We use a graph matching scheme to match the sub-graph in a grammar rule against the visual element graph. Once a match is found, the matched visual elements constitute the target object we are looking for. In graph matching, we do not require an exact match to avoid the NP complexity of the exact matching process. We calculate the vertex compatibility matrix and edge compatibility matrix between the visual element graph and the sub-graph in a grammar rule, and measure the similarity between the two models, which serves as the objective function for optimally selecting vertex mapping matrix M between the two models. The matrix M is found by using Sinkhorn's alternative normalization method for M's rows and columns after M's elements are relaxed to be continuous [24] .
License Plate Recognition
Automatic license plate recognition (LPR) plays a key role in intelligent transport systems. LPR is a powerful tool in numerous applications, including electronic toll and traffic management, commercial vehicle operations, motor vehicle law enforcement, origin destination survey, and security control of restricted areas. LPR consists of 3 stages: license plate location (LPL), license plate character segmentation (LP-S), and optical character recognition (OCR). In the LPL stage, the region of the license plate is located in the input image; in the LPS stage, the system finds the individual characters on the plates; and in the third stage the characters are recognized.
Typical LPR techniques used in LPR systems include neural network [25] , template matching [26] , inductive learning [27] , fuzzy Hough transform [28] , and multi-feature [29] . LPR is a sophisticated task in a typical real-world scenario, where severe imaging conditions must be handled. An effective and robust LPR system must be able to compensate for all the variables that can affect the ability to produce an accurate recognition, such as time of day, weather, illumination wavelengths, and angles between the cameras and the license plates. Most existing LPR techniques and systems reduce the complexity by applying restrictions on the image conditions, such as designated routes, fixed illumination, limited vehicle speed, and stationary backgrounds.
In this paper a graph grammar based method is used for licensing plate recognition. In our approach, we first employ a level set based LPL process [30] to find candidate plate locations. Then a graph grammar is applied to each candidate location to recognize the plate. The grammar consists of 3 rules. The first two rules recognize individual characters using a bipolar shape matching scheme [31] . The third rule represents the layout of license plate by a graph. The plate recognition is achieved by a graph matching process.
In China, the standard license plate consists of 7 characters. The first one is a Chinese character which is an abbreviation of Chinese provinces. The second one is a letter ranging from A to Z except the letter I. The third and fourth ones are letters or numbers. The fifth to seventh ones are numbers ranging from 0 to 9.
After the plate localization is done, for each candidate plate location, we conduct plate recognition by using a graph grammar. The grammar can be simply written in BNF (Backus-Naur Form) as:
The first two rules r 1 and r 2 are used for character recognition; the rule r 3 recognizes the license plate as a whole by using the characters recognized by r 1 and r 2 , as well as their spatial relationship.
The character set of the standard Chinese license plate consists of less than 100 characters, each of which uses a standard font. For each character, we extract its standard shape as a 2D region, which is used in shape matching for character recognition. The character recognition process consists of the following steps. Firstly in each candidate plate location, we compute the level set components. Secondly for each component, we conduct a shape matching against the standard shape of each plate character, using a bipolar shape matching scheme [31] . Thirdly if a best matched character is found, then the character recog-nition in this component is successful; otherwise it fails.
A discussion on the spatial relationship among characters is needed when using rule r 3 to recognize the license plate as a whole. We make a bounding rectangle for each character, as is shown in Figure 5 . In a license plate, two adjacent characters x and y should meet the following spatial requirements: (1) The widths of their bounding rectangles should be the same, i.e., |W x − W y | ≤ ε 1 , where W x (W y ) is the width of the bounding rectangle of x(y), and ε 1 is the maximum allowable error. ( 2) The heights of their bounding rectangles should be the same, i.e., |H x − H y | ≤ ε 2 , where H x (H y ) is the height of the bounding rectangle of x(y), and ε 2 is the maximum allowable error. (3) The top sides of the bounding rectangles should be parallel, i.e., |γ x − γ y | ≤ ε 3 , where γ x (γ y ) is the angle of the top side of the bounding rectangle of x(y), and ε 3 is the maximum allowable error. Based on the above discussion, the grammar rule r 3 can be expressed as a graph (see Figure 6 ), where C 1 and C 2 are the vertices, and the red lines between the adjacent vertices are the edges, specifying the spatial requirements of the vertices. The process to recognize the license plate as a whole is as follows. Firstly we organize all recognized characters and their spatial relationship by a graph, called the character graph of the candidate plate location. Secondly we use the rule r 3 to match the character graph. If a matched subgraph is found, the matched sub-graph contains a real license plate. 
Facial Feature Points Detecting and Tracking
We apply the proposed method to automatic facial feature points detecting and tracking. Facial feature points are generally referred to as facial salient points. Commonly used methods for localizing these points can be divided into two categories: active shape modal (ASM) [32] and active appearance modal (AAM) [33] . Existing methods do not work well when facial expression and posture have complicated changes. As compared with the existing methods, our approach has the following two advantages. Firstly with a statistical learning on a large number of samples, our approach can effectively address the difficulties caused by the changes of gesture and facial expression. Secondly the graph grammar rules are learned automatically from the sample data in a simple and natural way, which can be easily extended to other image and video applications.
We automatically extract 36 facial feature points (Figure 7) from a frontal face video by a graph grammar based semantic analysis. The automatic extraction consists of the following steps: (1) learning face grammar rules from samples of face images, (2) detecting faces in a frontal face video using the face grammar rules, and (3) extracting the facial feature points in the detected faces. We elaborate on the three steps as follows. A face grammar consists of face grammar rules, which can be expressed by the chiaroscuro patterns in human faces. See Figure 8 and Figure 9 . The process to generate a face grammar rule from a face image is as follows. Firstly we compute the level set components of the image and select salient bright and dark components which satisfy required conditions on the colors, areas, intensity difference with the background, and shape regularity. The shape regularity is computed as
( 1) where A m is the area of the component, and A c 2 is area of its convex hull. Secondly we compute the weight centers of the selected salient components, as well as the Delaunay triangulation of these weight centers. For each edge in the triangulation, we find the relationship on the distance, direction, and area between The process to generate a group of face grammar rules from a set of face images is as follows. Firstly we encode each sample image by a sparse coding method [34] , and then make compactness based clustering on the sample images [35] . Secondly we choose a representative image in each cluster. Thirdly we generate a face rule from each representative image.
After we have a group of face grammar rules, the process to detect faces in a frontal face video is as follows. Firstly we start with the first frame of the video to detect faces. Once a face is detected, we call the tracking procedure (to be introduced in the next section) to semantically track the detected face in the following frames. Secondly when detecting in a video frame, we use all face grammar rules and choose the best matched face. Thirdly when applying a grammar rule on a video frame, we find in the frame all qualified salient bright and dark level set components, and compute their weight centers, as well as the Delaunay triangulation of these weight centers. We then use the grammar rule to match the triangulation and find a matched sub-graph. In graph matching, we compare the vertices and edges of the graphs. The comparison of the vertices (salient components) is based on their area, shape, and color. The comparison of the edges is based on the distance, area ratio, and direction difference between the salient components connected by the edges.
Facial expression is mainly characterized by the positioning and deformation of the facial landmarks, e.g. eyes, nose, and mouth. Feature points around these organs are especially important for facial feature recognition. 20 to 30 feature points such located provide sufficient information for most tasks of facial feature analysis. Our algorithm extracts 36 feature points around the eyes, nose, and mouth in a detected face. The process is elaborated as follows. Firstly we manually locate the 36 points in each representative face image. Secondly for each feature point, we find 3 closest salient components in the grammar rule generated by the representative image. The weight centers of the 3 components are labeled as A,B, and C, respectively. We express the position of the feature point as
Thirdly when we detect a face in a video frame by a grammar rule, the corresponding salient components will also be found. Fourthly for each feature point, in the video frame, we get the 3 corresponding salient components, whose weight centers are labeled as A, B, and C, respectively. Then the location of the feature point in the video frame is computed as
Semantics-based Object Tracking
Tracking an object in a video sequence is a process of continuously identifying the location of the object. Traditional tracking algorithms often fail due to accumulated errors caused by the continuous changes of the target object's shape, size, and moving direction.
To solve this problem, we propose a semantics-based object tracking approach, where the semantics is embodied in the fusion of low-level features using the graph grammar rules. Our algorithm consists of two phases: key point tracking [36] and tracking by graph grammar rules. We first use a level set method to compute the key points of the video frames and track the key points by a Kalman filter. Then the graph grammar rules are used to dynamically examine and adjust the tracking procedure to make it robust.
Key Point Tracking
We compute the key points in a video frame as follows. First we compute the level set components of the frame, and perform a region thinning on the components to get light and dark stripes (Figure 10b ). Secondly we take the end points of the stripes as the key points ( Figure 10c ). All key points, as well as their colors and the tangent directions of the stripes at the points, are fed to a Kalman filter [37] for object tracking.
Kalman filter assumes Gaussian distribution of states and noise, and continuously uses imprecise data to update the best estimate of a linear or nearly linear system's current state. Let x be the state, ε the process noise, z the measurement, δ the measurement noise. Then we have:
The Kalman filter estimates the state x by (the values with bar on the top are predicted value and Σ the error covariance),
and corrects the prediction by (K is Kalman gain)
The tracking process is summarized in Figure 11 . Figure 11 Flow chart of the key point tracking algorithm
Tracking By Graph Grammar Rules
Similar to other traditional tracking algorithms, the Kalman filter based key point tracking also has cumulative errors, which can cause drift away from the target object. To solve this problem, we introduce a tracking method based on graph grammar rules. In the object detection stage, we use graph grammar rules to find in the video frames the salient level set components which constitute the target object. In the object tracking stage, for each salient component we find in the following frames one or more corresponding components based on the results of the key point tracking. Then we select the best matched component by the grammar rules. Thus in the following frames we find the components which constitute the target object. If in one of the following frames we fail to find the object, or some key points miss, then we re-do the object detection process in the frame to find the target object. In this way we use the graph grammar rules to dynamically examine and adjust the tracking procedure and make it robust. See Figure 12 for the flow chart. Figure 12 Flow chart of the key point tracking algorithm
For facial expression extraction, the overall velocity and trajectory of the human face are not important; what we really need is the relative motion among the facial feature points. Our graph grammar rules based tracking method can achieve robust tracking of the salient light and dark components, on the basis of which we can effectively track the facial feature points and compute their relative movement so that the afterwards facial expression extraction and analysis can be supported.
Experiments
We implemented our algorithm in VC++ and ran experiments on a Thinkpad X61 Notebook (Core 2 Duo T8100 @ 2.1GHz, 0.97GB RAM). For automatic facial feature points detecting and tracking, we tested with video data containing different facial expressions performed by 20 participants. Our algorithm automatically extracts and tracks 36 facial feature points. The overall accuracy is calculated as the ratio of the number of correctly detected/tracked feature points to the total number of feature points in all frames. In the experiments, our overall accuracy was 95%, and the tracking speed was 10 frames per second. The human visual system could process 10 to 12 separate images per second, perceiving them individually. So the speed of our algorithm met the need of facial tracking in real applications. See Figure 13 for sample frames with the facial feature points marked. For license plate recognition and tracking, we tested with 20-hour road surveillance video data. The overall accuracy of the system was 93%, and the tracking speed was 7 frames per second, which also met the need for tracking in real road surveillance videos. See Figure 14 for sample frames with the license plate marked. Figure 13 Sample frames with the marked facial feature points
Conclusion
Traditional tracking algorithms often fail due to accumulated errors caused by the continuous changes of the target object's shape, size, and moving direction. In object tracking, the target object is dynamic; its shape and characteristics change over time. The graph grammar model is more suitable than other formal tools to describe the dynamic characteristics of the target object.
In this paper we introduce a graph grammar based method to fuse the low level features and apply them to object detection and tracking. In our algorithm, the graph grammar rules are used to detect the object in the beginning of the video sequence and then dynamically examine and adjust the tracking procedure to make it robust. The effectiveness of the algorithm has been demonstrated by experiments. 
