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Abstract 
Two numerical methods are proposed for the solution of the third- and fifth-order Kortewegde Vries equations. The 
first method is derived using central differences to replace the space derivatives with a predictor-corrector time-stepping 
and the second method by linearizing the implicit corrector scheme in which the solution is then found by solving a linear 
algebraic system at each time step rather than a nonlinear algebraic system which is more usual. 
An important advantage to be gained from the use of the linearized implicit method over the predictor-corrector 
method which is optimally stable, is the ability to vary the mesh length. 
The methods are analysed with respect to stability criteria and numerical dispersion. Numerical results portraying 
a single soliton solution and the interaction of more than one soliton are reported for the third-order Korteweg-de Vries 
equation. Numerical results for the fifth-order Korteweg-de Vries equation using the linearized implicit method are also 
reported. 
Keywords: Third- and fifth-order dispersion; Kortewegde Vries; Predictor-corrector methods; Soliton solutions; 
Stability 
1. Introduction 
The one-dimensional waves of small but finite amplitude in dispersive systems, for example, 
shallow-water waves [13], bubble liquid mixtures [26], can be described by the third-order 
Korteweg-de Vries (KdV) equation. Kakutani and Ono [ 1 l] showed that when the angle between 
the propagation direction of the magneto-acoustic wave in a cold collision-free plasma and the 
external magnetic field becomes critical, the third-order derivative term in the KdV equation 
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vanishes and is replaced by a fifth-order derivative term. By an appropriate re-scaling, Kakutani 
and Ono obtained a fifth-order (or generalized) KdV equation with both the third- and fifth-order 
derivative terms. This equation is also found to be a model for several physical phenomena 
including shallow-water waves near a critical value of surface tension and waves in a nonlinear LC 
circuit with mutual inductance between neighbouring inductors [15]. 
An analytical technique based on the inverse scattering transform (IST) for the solution of 
certain initial-value problems of a special class of nonlinear partial differential equations PDE 
exhibiting soliton solutions, have been widely studied (see, for example, [20]) and have attracted 
further attention recently (see, for example, [S, 63). However, the application of this method to 
a specific problem is not straightforward; only a restricted number of special cases can be tackled 
using the available IST technique. Unlike the third-order KdV equation, the fifth-order KdV 
equation cannot be solved by the IST method; it is nonintegrable in the terminology of wave theory 
[lo]. Although no general solution is known, the exact solution of the fifth-order KdV equation 
has been found for the special case of solitary waves in [28]. 
Numerical methods for the approximate solution of the third-order Korteweg-de Vries equation 
have been developed by a number of authors. Chronologically, these include [29,27,8,7,1,3]. The 
method proposed by Zabusky and Kruskal[29] was based on a leapfrog scheme, the properties of 
which were analysed by Vliegenthart [27]; the scheme proposed by Greig and Morris [S] was 
based on the Hopscotch method; the numerical method developed by Fornberg and Whitham [7] 
was based on pseudo-spectral techniques; the development and analyses of methods proposed by 
Argyris and Haase [l] were based on finite element techniques and the development of the method 
in the paper by Carey and Shen [3] was based on reducing the third-order KdV equation into 
a first-order system and then a least-squares finite element approach is introduced for the 
semidiscrete time-differenced form of the resulting equations. Finite element methods were, 
however, used long before the publication of the “Engineer’s Guide” in Cl] and the “least-squares 
finite elements” in [3]; see, for instance, [4, 191 and references therein. 
The numerical analysis literature on the solution of the fifth-order KdV equation is extremely 
small compared to that of the third-order KdV equation. Kawahara [12] investigated the steady 
solutions of this equation on the basis of numerical calculations. Under certain conditions 
(steady-state solution), Kawahara reduced this equation to an ordinary differential equation and 
then solved this equation using the Runge-Kutta method. Nagashima and Kawahara [16] carried 
out a computer simulation of the fifth-order KdV equation (without the third-order derivative 
term) using an explicit leapfrog method. Recently, Boyd [2] and Haupt and Boyd [lo] reduced this 
equation to an ordinary differential equation (assuming a steady-state solution as in the Kawahara 
case) and then a variety of analytical and numerical methods are developed. The numerical 
methods are based on a Newton-Kantorovich pseudo-spectral method and a Newton-Kan- 
torovich Galerkin method. 
In the present paper finite difference schemes based on a predictor-corrector algorithm and a 
linearized implicit method are proposed for the third- and fifth-order KdV equations. The analysis 
of the stability of the predictor-corrector combination is carried out using the so-called weak or 
linear stability theory (see, for instance, [14] or [24]), whereas for the implicit method a von 
Neumann method is used. The phase errors of the implicit numerical method are analysed in 
Section 3 using a localized Fourier analysis. Numerical results obtained using the two methods for 
a sequence of initial conditions are reported in Section 4. 
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2. Numerical methods 
2.1. A predictor-corrector combination 
The nonlinear fifth-order Korteweg-de Vries equation in the conservative form is given by 
a3U 
g+pg+pT&$=o, (1) 
where F = 3 u2, in the region R = [X0 < x < Xl] x [t > to], in which the solution u = U(X, t) is 
sought. By varying the parameters /I, p and E, the fifth-order KdV equation (1) becomes a rich 
source of nonlinear phenomena. It may be noted that for E = 0 the PDE in (1) reduces to the 
third-order KdV equation given by 
To gain some insight, numerical methods are developed first of all for solving Eq. (2) and then by 
a straightforward extension these methods are applied to Eq. (1). 
For the soliton problems of interest here, it will be assumed that 
u(x, t) = 0 for x < X0 and x 2 X1, t 2 to 
[S, 33 and that the initial distribution 
(3) 
u(x,to) = g(x); x() < x < xr (4) 
is specified. It will be assumed that g(x) = 0 for x = X0 and x = X1. 
Suppose that the interval X,, d x d X1 is divided into N + 1 subintervals each of width Ax, so 
that (N + 1)Ax = X, - X0. Superimposing a uniform mesh of width Ax on the space variable 
allows the space derivatives in (2) to be approximated by, for example, their familiar second-order 
central difference approximants. The time variable t will be discretized in steps of length At so that 
t may be written in the form t = to + n At, where n is an integer. 
The region R and its boundary aR, consisting of the lines x = X0, x = X1 and t = to have thus 
been discretized at the points (x,, t,) = (X0 + m Ax, to + n At), where m = 0, 1, . . . , N + 1 and 
n = 0, 1,2, . . . . The vector 
U(t) = U(to + nAt) = [U;, U;, . . . , C&-J’, (5) 
T denoting transpose, will be determined at each time level t, = to + n At (n = 1,2, . . . ). In (5) 
Uk denotes the (discrete) solution of a numerical method at the mesh point (x,, t,) and is an 
approximation to uz = u(x,, t,). 
Introducing the central difference operators L, = ( - l,O, 1)/2 Ax and L,,, = 
( - 1,2,0, - 2,1)/2 Ax3 and denoting by U,(t) the semidiscrete solution at point (x,, t) on the 
abscissa x = x,, it follows that U,(t) satisfies the initial-value problem 
y --fm(r, u(t)) = - BLF,(r) - /&xx(Um(t)); r > to, U&o) = S(Xm). (6) 
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The optimal one-step, finite difference, predictor-corrector algorithm in PECE (predictor 
evaluation corrector evaluation) mode for the determination of the fully discrete solution U”+l 
(n = 1,2, . . . ) from (6) is given by 
P: u;p;’ = U” + At[(l - ~l)f~-r + c$“], 
E: f;A1 =f(tn+r, U;,;‘), 
c: u;$ = U” + 4 Atdf” +f;; ‘), 
E: f ;c;’ =f(tn+1, u;$>, 
n:= II + 1, U”:= u;c1, fn-l:=f;& f”:=fFcl. (7) 
In (7) CI is some parameter and f n = f (t,, U”) = [fl(tn, U”), . . . ,fN(tn, U”)]’ with &(t,, U”), 
m= 1,2,..., N, obtained from (6). For the initial step (n = 0) one may use (7) with ct = 1. 
In the same way, the predictorcorrector algorithm (7) withf,(t, U(t)) in (6) replaced by 
f& U(r)) = - PLXFi&) - ~LXc(U&)) + sL.XXXX(U,(t)); t > to, U&o) = W,), (8) 
where L XXXXX = (- 1,4, - 5,0,5, - 4,1)/2A x5 is the second-order central replacement of 8’u/8x5, 
can be used to solve the fifth-order KdV equation (1). 
2.2. A linearized version of the implicit corrector scheme 
An alternative method for solving Eqs. (1) and (2) is to linearize the implicit corrector scheme. 
The implicit formulation of (6) for solving Eq. (2) is given by 
u k’:’ = Uh - i/?AtL,(FL + Fk+::‘) - $,BA~L,,,(U~ + Uk’:‘) form = 1,2,...,N. (9) 
To find IT+‘, a set of nonlinear algebraic equations has to be solved. To overcome this obstacle, a 
way of linearizing the implicit scheme (9) is presented. 
The linearized form is obtained simply by using Taylor’s expansion of F $‘:’ about the nth 
time-level. Thus 
F ;+:‘=F;+At E (at):+fAt2(g):+ ... (10) 
or 
F ;+’ = F; + A AU;+’ + O(At”), (11) 
where A = (dF/aU); = U; and AU;‘:’ = U;’ 1 - Uk. Therefore from (9), the following quin- 
diagonal algorithm can be constructed 
U ;+:’ = U; - @AtL,(2F; + U;AU;+::‘) - $,DA~L,,,(U~ + U;+::‘) (12) 
or 
U ;+l + +At(/?L,(U;U;+‘) + pL,,,U~+‘) = U; - +pAtL,,,U;. (13) 
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In forming Eq. (13) the term L,Fk has cancelled out. In quin-diagonal form Eq. (13) can be written 
as 
(14) 
where 
1 At 
a”- __ - 
1 At 
m- 4’ Ax3’ 
b:= -~~~U;-,+zp.uj’ c;= 
and 
d; = U; - $$$J;+2 - 2K+1 + 2u;_1 - Un,_z). 
The linearized implicit method (13) can be extended in a similar way to solve the fifth-order KdV 
equation (1). Thus, the implicit method for solving this equation is given by 
U ;+,” + $At(PL,(U;U:+i) + pL.,,U;+’ - EL,,,&~+‘) 
= U; - +pAtL,,,U~ + +EL~~,..JJ;~? (15) 
In septa-diagonal form Eq. (15) can be written as 
i”, UkTl, - jhUi?\ + k~U~T’, + U”,“’ + 1; ULz’, + jLUk:\ - ikUL:\ = r-k, (16) 
where 
i” _’ At At 
m - py(-g’ jL= -a”,+-Es k; = b; -I- ;c-$ 
and 
rk = dk + ~E$(U:+~ - 4u;+z + 5u;+1- 5u;-r + 4Uk-2 - u;_3). 
When the determinant of the matrix of the algebraic systems (14) and (16) is close to zero, an 
ill-posed problem arises. It is worth noting, however, that, for the case of the algebraic system (14) 
with pentadiagonal matrix, the main correctness condition of the numerical solution is the 
condition of the diagonal dominance of the matrix [18], which is given by 
p p + ffiAx’U”,-i -p + $Ax~U:+~ 
( I I I 
-P <2, 
I> 
(17) 
where p = At/Ax3. Violation of condition (17) implies the possibility of round-off error destroying 
the inversion matrix. However, the main point that should be noted is that condition (17) does not 
arise from a stability analysis, and therefore it is not a restriction on the implicit method (14). Only 
a different inversion might be necessary when Eq. (17) is violated. 
3. Analyses of the methods 
In an attempt to gain some insight into the stability of the methods (7) (withf,(t, U(t)) given by 
(6) and (8), respectively), (14) and (16), linear stability theory is used to analyse the methods. It is 
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known that in the early stages, an instability develops in a very small region. Therefore, if the 
solution is slowly varying, an instability may be predicted by means of a stability analysis of 
a localized version of the difference scheme. That is, in the case of scheme (6), of the equation 
dun&) P - = - ,,xu[U,+,(t) - urn-1Wl 
dt 
-&cum+,(t) - 2u?n+1 (t) + 2um- 1(t) - Um-2(t)l (18) 
in which u = max, 1 Urn(t In deriving Eq. (18), the term U,(t) in the nonlinear convective term 
given by L(L(t)) = G(r) CW)lm is frozen temporarily. However, although the application of 
the linear stability analysis to nonlinear equations cannot be rigorously justified, it is found to be 
effective in practice (see for example [S, 22,251). 
Noting that m = 1,2, . . . , N in (18) and that U-,(t) = U,,(t) = UN+l(t) = UN+2(t) from the 
boundary conditions (3), it follows that 
- = CU(t), dt t > to, U(t0) =g, 
in whichg = [g(x1),g(x2), . . . . g(xlv)]’ and C is the square matrix 
c= 
(19) 
(20) 
of order N, where q = Do/(2 Ax) - p/Ax3 and c = p/2 Ax3. The eigenvalues of the matrix C are pure 
imaginary since C is a skew-symmetric matrix. 
To determine the stability of (7) for solving the third-order KdV equation (2), it is convenient to 
resort to theory associated with first-order ordinary differential equations. 
It is now usual to introduce the single test problem 
dv(t)/dt = w(t), t > t,,, v(to) = v. (21) 
in which o is imaginary. Writing k = o At, and using linear stability theory [24], the stability 
polynomial for the predictor-corrector algorithm of the differential equation (21) (which has the 
same form as Eq. (7) with U and f replaced by v and ov, respectively) in PECE mode is given by 
%c&, k) = p(r) - kc(r) + M,(k)L-p*(r) - ka*(r)l, 
where p(r) = p*(r) = r2 - r, a(r) = f(r” + r), o*(r) = (1 - CI) + ar and M,(k) = f k. The global 
error will not grow as n + co if the roots rl and r2 of the stability equation 
npncn(r, k) = P2r2 + B1 r + PO = 0, (22) 
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where b2 = 1, /I1 = - (1 + k + f ak2) and PO = - $(l - a)k2, satisfy the condition 1 TiI < 1 for 
i = 1,2. 
The study of the stability analysis of (22) is made easier by the following lemma [9,17]. 
Lemma (The Schur-Cohn (SC) lemma). The roots of(22) lie inside the unit disk if 
61 = IhI’ - 1821’ < 0, 
liwl - BZPII < 1~11~ 
where PO and PI are the complex conjugates of PO and PI. 
The stability analysis of (22) will be based on this lemma. 
Setting o = ib, where i = J-1 and b is a real number, Eq 
J 
I4 cd&, c+ 1, 
where a = b At. 
(23) 
(24) 
(23) is transformed into 
(25) 
Turning, now, to Eq. (24) it can be shown after some manipulation that this equation reduces to 
7 - 6a 
P(a,a) = i(l - ~)‘(a - +)a” - (1 - a)(a - +)a” + 2 < 0. (26) 
The discriminant of the equation P(a, a) = 0 is given by 
A = 4(a - 1)3(a - i), 
from which it follows that 
(27) 
(i) For 3 d CI < 1, A < 0 and i(l - c()‘(cx - 4) > 0. Thus P(a,a) is nonnegative and hence the 
method is unstable. 
(ii) For a < 3 or a > 1, the roots of equation P(cc,a) = 0 are given by 
2 
af,2 = - + 4& - l)(a - l/2) 
1 - a - (1 - a)@ - l/2) . 
For a < 3 the solution of (26) is given by 
(28) 
2 a2=__ 
l-O! 
4 J(a - l)(a - l/2) 
(1 - c()(c( - l/2) ’ O* (2% 
It is easy to see that a2 > 2/( 1 - a); hence from this last equation and from (26), it may be concluded 
that the method is also unstable for a < 4. 
It may also be shown that, whenever CI > 1, the solution in a2 of (26) satisfies 
a2< - A.4 & - l)(a - l/2) (a - l)(a - l/2) =fi(cI). (30) 
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It can be shown thatf,(cc) is nonnegative for a 2 2 andfi(a) < 2/(c( - 1) for all CI > 1. Hence, from 
eqs. (25) and (30), it may be concluded that the method is stable provided 
&’ - l)(’ - 1/2) 
(ct - l)(a - l/2) 1 I’2 and c( > 1 6’ (31) 
In the context of the third-order KdV equation (2), w is related to the eigenvalues AS 
(s = 1,2,..., N) of the matrix C by the relation o = &, where izc is some eigenvalue of C. Using the 
equations k = o At = ia and (31), it follows that 
J(’ - l)(’ - 1/2) 1 1’2 (a - l)(LX - l/2) and c( > 1 6’ 
Furthermore, from Gerschgorin’s first theorem (see, for example, [24]), it follows that 
Hence the stability condition on the predictor-corrector algorithm (7) for a > 2 is 
P(IPuAx~ - 2~1 + d < . 
(32) 
(33) 
Using the Newton-Raphson method for solving a nonlinear equation, it is found that fi (a) has 
a maximum value when c( = 1.4356. Substituting this value into Eq. (33), leads to 
p(lfiuAx2 - 2~1 + p) < 1.2940, (34) 
which gives the largest possible stability interval. It may be noted that the stability analysis for the 
linear third-order KdV equation given by 
(35) 
can be found simply by replacing flu in (34) by z, i.e., 
p(lzAx’ - 2,ul + ,M) < 1.2940. (36) 
The local truncation error of the algorithm (7) is the same order as that of the corrector alone, 
which is 0(Ax2 + At2), see, for instance, [24]. 
In thesameway,byassumingthat U-2(t),U-l(t), UO(t)and UN+l(t),UN+2(t),UN+3(t)aregiven 
either from the boundary conditions of Eq. (l), or by an appropriate extrapolation technique, it can 
be shown that the predictor-corrector algorithm (7) (withf,(t, U(t)) given by (8)) for solving the 
fifth-order KdV equation (1) is stable provided 
q(l/?uAx4 - (2pAx’ + 5~)l + pAx2 + 5~) < 1.2940, 
where q = AtfAx’. 
(37) 
Turning next to implicit methods (13) and (15), it can be shown that these methods have 
truncation errors of O(Ax’ + At’). To gain some insight into the stability of the methods (13) and 
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(15), the von Neumann method will be used. This method entails considering a small error 
2; = U”, - 6; = [G(kl)]“e’klmAx (38) 
in Uz and finding the criteria under which 
IG(k,)l s 1 + O(At). (39) 
By replacing the term Uh Uk’:’ = Fz + FL’:’ in (13) and (15) and by freezing as before the term 
U,(t) in the nonlinear convective term given by L,[F,,,(t)] = U,(t)[U,(t)],, it can be shown after 
some manipulation that the amplification factor G(k,) for the methods (13) and (15) satisfies 
where, 
(41) A=gsinc k@-At 
[ 
?(l - cost) 1 for the implicit method (13), 
A =&sir-it cos C) - 2 (1 - cos 02 1 for the implicit method (15), (42) 
and t = k1 Ax, where k1 = 2x/L is the wave number, L is the wavelength. 
It is easy to see from Eq. (40) that IG(k,)l = 1 for all k,; thus the methods (13) and (15) are 
nondissipative. For many problems the point of importance is not only the amplitude (dissipation) 
of the waves but also their velocity. Hence, it is important to analyse the phase error (dispersion) 
that occurs by replacing the differential equation by a difference equation. The phase error of the 
method must be small, over a long-time calculation, since large phase errors can produce solutions 
that are totally out of phase with the (unknown) exact solution, i.e. the method can produce 
solutions with exact amplitudes but with large errors in phase; a meaningless solution would then 
be obtained. In any discretization procedure only long waves can be approximated well. Thus, the 
phase error of the higher-frequency components is of little significance, and the main interest is in 
sufficiently small 5. 
Examine first of all the phase properties of the scheme (13); the numerical phase of this method is 
given by 
P3(5) = arctan[Im G(k,)/Re G(k,)] (43) 
(see [21,23]). Substituting (40) into (43) leads to 
P3(5) = - arctan & , 
( > 
where A is given by (41). 
Define now PA(l) to be the analytic phase, then it can be shown that the analytic phase for Eq. (2) 
with constant coefficients is given by 
PA(t)= -Et P - ( u $5’). (45) 
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Combining expressions (44) and (45) gives the following formula for the phase error (dispersion 
error) 
&(t) = P3(l) - PA(t) = - arctan (&) +ET(Pu -&P) I. (46) 
When E3 is positive for 5 positive then the numerical solution is said to be lagging behind the 
analytic solution. For 5 small, the value of A in (41) can be expanded in Taylor’s series to give 
For 
I;$(1 -+)(Pu -&z)l< 1, 
Eq. (44) which can be written as P3(t) = - arctan(l/(l 
Taylor’s series to 
P3(Lj) = - arctan[2A(l + A2 + A4) + 0(A6)] 
(47) 
4 - l/U + 4) can be reduced using 
(48) 
where the cubic term in the expansion of the arctangent function in (48) has been included. 
Substituting the value of A in (47) into (48) leads to 
P3(0 = -SC Bu - ( 
_ -.__..+2fi2”2~ - - (49) 
where s = At/Ax. By substituting this expression into Eq. (46), the phase error of the implicit 
method (13) is given by 
E3(0 = ~5 
K 
;j?u + &s2P3u3 
> 
g2 
1 1 
+ &s4/Pu5 - $&Pu3 - _S282”2P - - 
4 Ax2 6Ax# >I t4 + ‘(16)’ (50) 
In the same way, it can be shown that the phase error for the implicit method (15) is given by 
E,(t) = E3(5) + ~5’ 
[ 
;s6,‘u7 - s4p4u4 $u +&-p 
> 
+ s2/3v )-&El + O(P). (51) 
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4. Numerical results 
4.1. Third-order KdV equation 
To observe the behaviour of the predictor-corrector algorithm (7) (withf,(t, u(t)) given by (6)) 
and the linearized implicit method (14), numerical results were obtained by solving the KdV 
equation (2), in which the parameters b and p were given the values j? = 1 and ,u = 0.000484 [ 1,3]. 
Five sets of initial conditions were chosen, with which boundary conditions of the form (3) are 
appropriate, giving rise to the following problems. 
4. I. I. Single soliton 
Problem 1. Here, the initial distribution takes the form 
u(x, to) = 3c sech2 [y(x - ct,, - l)], 0 < x < 2. 
The theoretical solution of problem (2) and (52) is given by 
(52) 
u(x, t) = 3c sech’ [y(x - ct - l)], (53) 
where y = *(@/p)“‘. E q. (53) describes a single soliton of amplitude 3c travelling with velocity c in 
the positive x-direction. In the numerical calculations that follow, the approximate problem is 
defined on a finite domain R with essential boundary conditions u = 0 at the end points. For the 
soliton problems of interest here, this provides a good approximation to the actual infinite domain 
problem for which the theoretical solution is known. Following Argyris and Haase Cl] and Carey 
and Shen [3], c was given the value 0.3 and the solution was computed for x in the interval 
0 < x < 2 and t in the interval to = - 2 < t < 2. 
The errors in the L2 and L, norms at times t = - 1, 0, and 2 for the new methods, pre- 
dictor-corrector algorithm (7) with c( = 1.4356 and the linearized implicit method (14), using 
different values of Ax and At, are given in Tables 1 and 2 together with the equivalent results for the 
method of Zabusky-Kruskal[29], and the hopscotch method [S]. It can be seen from Table 1 that 
for the same values of Ax and At, the results given by the predictor-corrector method and the 
implicit method are similar and slightly better than either of the other two methods. Moreover, it 
can be seen from Table 2 that the implicit method produced noticeable reductions in error when 
the space-step Ax is decreased. Using the values of Ax and At given in Table 2 for the predictor- 
corrector method, hopscotch and Zabusky-Kruskal methods, result however in sudden growth 
which leads to a floating-point overflow within a few time steps; this is expected from the stability 
condition (34) for the predictor-corrector method and from those of Zabusky-Kruskal and 
hopscotch methods (see [S]). The predictor-corrector, Zabusky-Kruskal and hopscotch method 
(with the same Ax as in Table 2) were not run for smaller At to coincide with stability conditions of 
these three methods, since this would require an unwarranted number of time steps (consequently it 
increases significantly the time computation) to produce probably the results given in Table 2. To 
this end, it can also be seen from Table 2 that the implicit method (14) can produce much better 
results than the other three methods (see Table 1 for Ax = 0.01 and At = 0.0005) at nearly the same 
CPU times. An important advantage to be gained from the use of such a method over the other 
methods, is the ability to vary the mesh length. 
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Interpreting u in (34) to be the maximum value of u at time level to it is clear that the chosen 
values of Ax and At in Table 1 do not violate the stability restriction (34). The effect of doing so is, of 
course, for the numerical solution to exhibit spurious oscillations and to become unbounded. 
In Table 3, the errors in the L2 and L, norms are tabulated at times t = - 1, 0, 1, 2 for the 
predictor-corrector method (7), using Ax = 0.01 and At = 0.0005 for different values of c( to test the 
stability of the method. It can be seen from this table that the predictor-corrector method is stable 
when CI > 2 and the condition (33) is satisfied, and unstable when a d 2. These results do agree with 
the theory predicted in Section 3. 
In Figs. 14, the analytic phase given by (45) together with the true numerical phase (44) of the 
implicit method (14) using different values of Ax and At are compared. It can be seen from Figs. 1 
and 2 that the difference between the analytic and numerical phase is quite large. Increasing further 
the space step Ax and the time step At, was found to increase the dispersion error for the implicit 
method as well as for the predictor-corrector method. Similar observations have also been made in 
[S, 31. Decreasing the values of Ax and At, however, was found to decrease the dispersion error (see 
Table 3 
Error norms for Problem 1 using the predictor-corrector method for different values of x 
Ax At t L2 Lm L2 Lm L2 L L2 L L2 LC 
0.01 0.0005 -1.0 co co nj oc 0.0224 0.0058 0.0224 0.0058 0.0224 0.0059 
0.0 - - - - 0.0399 0.0107 0.0393 0.0106 0.0394 0.0106 
1.0 - - - - 0.2075 0.0424 0.0563 0.0150 0.0564 0.0150 
2.0 - - ~ ~ 6.0702 1.4850 0.0724 0.0189 0.0725 0.0190 
Phase 
0.01 
-0.25- 
Wove number 
-0.3 , I I I I I I I 
2 4 6 8 10 12 14 16 
Fig. 1. Analytic and numerical phase of the implicit method (14) for Ax = 0.04, At = 0.025, p = 1 and p = 4.84 x 10m4. 
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*lo-? 
Phase 
-2- 
-3- 
-4- 
-5- 
Wove number 
-6 , I I I I I I I 
2 4 6 8 10 12 14 16 
Fig. 2. Analytic and numerical phase of the implicit method (14) for Ax = 0.025, At = 0.005, /I = 1 and p = 4.84 x 10m4. 
*lo-' 
Phase 
Ol 
2 4 6 8 10 12 14 16 
Fig. 3. Analytic and numerical phase of the implicit method (14) for Ax = 0.01, At = 0.0005, /? = 1 and /* = 4.84 x 10w4. 
Figs. 3 and 4). For much smaller values of Ax and At (see Table 2), it was found that the phase 
errors of the implicit method (14) were negligible. 
The numerical solution of this problem for 0 < x < 2 and - 2 < t < 2, obtained using (14) with 
Ax = 0.002 and At = 0.01, is depicted in Fig. 5. The linear systems (14) and (16) were solved using 
the NAG library package F04LDF (for solving a linear system with a real, banded, coefficient 
Fig. 4. 
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Phase 
0.0 
1 
-0.04- 
-0.06- 
-0.08- 
-O.l- 
Wave number 
-0.12 , I I I I I I I 
2 4 6 8 10 12 14 16 
Analytic and numerical phase of the implicit method (14) for Ax = 0.005, At = 0.01, b = 1 and /* = 4.84 x 10m4. 
Fig. 5. Numerical solution to Problem 1 using (14) with Ax = 0.002 and At = 0.01. 
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matrix). All the calculations were carried out on a Sun SPARC station 10 using Fortran with 
double precision arithmetic. 
4. I .2. Soliton interaction 
Problem 2. In this problem, the interaction of two solitons is studied. The boundary conditions are 
as for Problem 1 and the initial distribution is given by 
u(x,O) = 3 i cisech2 [yix + di], 0 < x < 2 (54) 
i=l 
in which cl = 0.3, c2 = 0.1, dl = d2 = - 5, 7; = f (/3CJp)“2 for i = 1,2. Taking Ax = 0.002 and 
At = 0.01 problem (2), (3) and (54) was integrated for 0 < x < 2 and 0 < t d 4. 
The solution generated by the linearized implicit method (14) is plotted in Fig. 6 from which it is 
seen that the faster pulse, of amplitude 0.9, interacts with, and emerges ahead of, the slower pulse of 
amplitude 0.3; the interaction is nonlinear. It is also seen from Fig. 6 that, after passing through 
each other, the shape and the velocity of each soliton are retained and that the phase shift displaces 
the smaller pulse backwards and the bigger pulse forwards. These observations were also made in 
[ 1,3]. In fact, the errors related to small oscillation waves behind the interacting solitons which 
propagate to the left with slight numerical dissipations noted elsewhere in [3] are not present in 
Fig. 6. 
co.7 
Fig. 6. Numerical solution to Problem 2 (interaction of two solitons) generated using (14) with Ax = 0.002 and At = 0.01. 
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Problem 3. Here the interaction of three solitons is investigated. The initial distribution is taken to 
be 
u(x,to) = 3 i cisech2 [yi(x - cite) + di], -1<x<3 
i=l 
in which cl = 0.3, c2 = 02, c3 = 0.1, di = - 5, yi = ~(pci/~)“2 for i = 1,2,3. Taking AX = 0.002 
and At = 0.01 problem (2), (3) and (55) was integrated for - 1 < x < 3 and to = - 3 < t d 5 using 
the linearized implicit method (14). The interaction of the three pulses is clearly depicted in Fig. 7, 
from which observations similar to those relating to Problem 2 may be made. Once again, the small 
oscillation waves behind the interacting soliton which are evident in [3] are not present in Fig. 7. 
Problem 4. The interaction of four solitons is investigated. The initial distribution is given by 
u(x, to) = 3 $ ci sech’ [ yi(x - ci to) + di], -3<x<5 (56) 
i=l 
in which cl = 0.4, c2 = 0.3, c3 = 0.2, c4 = 0.1, di = - 5, yi = 4 (BCi/p)1’2 for i = 1,2,3,4. Taking 
Ax = 0.002 and At = 0.01 once again, problem (2), (3) and (56) was integrated for - 3 < x -C 5 and 
t,, = - 5 < t < 7 using the linearized implicit method (14). The interaction of the four pulses is 
clearly depicted in Fig. 8, from which observations similar to those relating to Problems 2 and 
3 may be made. 
u 
I .5 
1 .3 
I _, 
1 
0.9-1 
0.74 
0.4 
Fig. 7. Numerical solution to Problem 3 (interaction of three solitons) generated using (14) with Ax = 0.002 and 
,At = 0.01. 
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Fig. 8. Numerical solution to Problem 4 (interaction of four solitons) generated using (14) with Ax = 0.002 and 
At = 0.01. 
Problem 5. As a final test case, a more general initial profile given by 
u(x, 0) = c e-d(x-2)‘, 0 < x < 4 (57) 
is considered in which c = 0.6 and d = 20. Taking Ax = 0.002 and At = 0.01, problem (2), (3) and 
(57) was integrated for 0 < x c 4 and 0 < t d 2 using the implicit method (14). Analytically the 
initial profile (57) should break up to a set of solitons travelling at different speeds. Results for the 
calculations are depicted in Fig. 9. Similar results were found in [3]. 
4.2. Fifth-order KdV equation 
Problem 6. Under certain circumstances, Yamamoto and Takizawa [28] found that the theoretical 
solution of (1) is given by 
u(x,t) =~(~~sech4[~(~, -II,)], (58) 
where 6 = 4~/13~, y = (4/c) (p/1O5)1’2, ql = x - $ E d2 t and q. is any constant. Eq. (58) has a soliton 
peak at q = q. and no dips at the foot of the main peak [28]. Eq. (58) will be used to assess the 
accuracy of the computational solutions. 
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2.0’ 
Fig. 9. Separation of initial distribution (57) into propagating waves. 
In the numerical experiments which follow, the PDE (1) is integrated for X0 = 0 < x < 4 = X1 
and t > 0 with the initial distribution given by 
4[$La)], o<x<4 (59) 
and u(x, t), (i3u/&c)(x, t) and (a2u/8x2)(x, t) given for x = X0 and x = (N + 1) Ax = Xi, respectively. 
To solve Eq. (1) numerically using the linearized implicit method (16), the values of the solution 
at the points x = - 2 Ax, - Ax,0 and (N + 1) Ax, (N + 2) Ax, (N + 3) Ax are needed. At 
x= -2Ax, - Ax, the values of U can be approximated by U-,(t) = 4U,(t) - 
3U,(t) - 6Ax(~u/~x)(X,,t) + 0(Ax2) and U-,(t) = U,(t) - 2Ax(du/dx)(X,,t) + O(Ax’) and at 
the points (N + 2)Ax, (N + 3)Ax, the values of U can be found simply by using the boundary 
conditions and Taylor’s expansion about x = Xi = (N + 1)Ax. Such numerical boundary condi- 
tions did not deteriorate the global numerical stability of the implicit method (16), at least for 
moderate solution gradients near the boundaries. 
In Table 4, the errors in the L2 and L, norms of the linearized implicit method (16) for different 
values of Ax, At, /I, p and E are given. It can be seen from this table that the linearized implicit 
method (16) produced stable accurate results and moreover the error norms became smaller as Ax 
and At are decreased. 
Numerical solutions of this problem for 0 < x < 4 and 0 < t < 8, obtained using (16) with 
Ax = 0.01, At = 0.05 and (i) /I = 1, ,B = 0.1 and E = 0.01, (ii) /? = p = E = 1 are depicted, respec- 
tively, in Figs. 10 and 11. 
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Table 4 
Error norms for the linearized implicit method (16) 
Ax At t L2 CPU(s) Ax At t L2 LC CPU(s) 
(i) /? = 1, p = 0.1, E = 0.01 and q0 = 0 
0.1 0.1 1.0 0.0043 0.0014 
2.0 0.0094 0.0029 
4.0 0.0170 0.0045 
8.0 0.0133 0.0034 
(ii) /I = p = E = 1 and Q, = 0 
0.1 0.1 1.0 0.0020 0.0005 
2.0 0.0020 0.0005 
4.0 0.0019 0.0005 
8.0 0.0016 0.0004 
0.03 0.01 0.05 1.0 0.0011 0.0001 0.32 
0.05 2.0 0.0027 0.0003 0.56 
0.06 4.0 0.0058 0.0005 1.03 
0.11 8.0 0.0062 0.0005 2.01 
0.03 0.01 0.05 1.0 0.0007 0.0001 0.34 
0.05 2.0 0.0007 0.0001 0.52 
0.06 4.0 0.0007 0.0001 1.02 
0.10 8.0 0.0006 0.0000 2.00 
Fig. 10. Numerical solution to Problem 6 (fifth-order KdV equation) generated using (16) with Ax = 0.01, At = 0.05, 
b = 1, p = 0.1 and E = 0.01. 
Problem 7. In this problem, the behaviour of the implicit method (16) is investigated for problems 
representing one solitary wave and the interaction of two solitary waves. 
(a) Single soliton: The propagation of one solitary wave is examined by the use of the initial 
condition given by 
u(x,O) = Af{P(X - X,,)}, - 1 < x < 2, (60) 
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u*o.1 
-6 .oo 
-7.50 
-7.00 
-6.50 
-6.00 
-5.50 
-5.00 
-4.50 
t.00 
.oo 
Fig. 11. Numerical solution to Problem 6 (fifth-order KdV equation) generated using (16) with Ax = 0.01, At = 0.05 and 
p=p=&=l. 
where the functionfdescribes the wave profile, i represents the velocity of a solitary wave and 
x,,,, is the initial position. The amplitude of the wave is proportional to the velocity. Following 
Nagashima and Kawahara [16], the function f is given by 
f{Lri4(x - xoO)} = 2.65758756exp( - 0.16 z2) 
x [1.000794208 - 0.006761592432 z2 - 0.001355732644 z4 
+ 2.520234609 x lo-’ z6 - 4.782592684 x lO-‘j zs] (61) 
in which z = (L/E)“~(x - xoO). In the numerical experiments which follow, the values of fi, ,u and E in 
(1) are taken to be j3 = 1, p = 0 and E = 7 x low7 (see [16]). 
In Figs. 12 and 13, the analytic and the true numerical phase of the implicit method (16) using 
different values of Ax and At are depicted. Once again, it can be seen from these figures that by 
increasing the space step Ax and the time step At, the dispersion error (phase error) increases 
(similar observations can also be made using the predictor-corrector method (7) (with fm(t, U,,,(t)) 
given by (8)) and the leapfrog method [16]), while by decreasing Ax and At, the dispersion error 
decreases (see Fig. 13). 
Taking Ax = 0.01 and At = 0.01 problem (l), (3) and (60) (with il = 0.3 and xoo = 0) was 
integrated over the region - 1 c x c 2 and to = 0 -c t < 5 using the linearized implicit method 
(16). The numerical solution is depicted in Fig. 14. The results show that the solitary wave 
propagates stably and is similar to the solitary wave described by the third-order KdV equation. 
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Phase 
0.01 
-0.64, 
2 4 6 8 10 12 14 16 
Fig. 12. Analytic and numerical phase of the implicit method (16) for Ax = 0.05, At = 0.05, p = 1, p = 0 and 
&=7x10-7. 
Phase 
0.01 
-0.06- 
-O.l- 
Wave number 
-0.12 ' , I I I I I I I 
2 4 6 8 10 12 14 16 
Fig. 13. Analytic and numerical phase of the implicit method (16) for Ax = 0.01, At = 0.01, /I = 1, p = 0 and 
&=7x10-7. 
The predictor-corrector method (7) (withf, (t, Urn(t)) given by (8)) was run for the same values of 
Ax and At (Ax = At = 0.01) and, as expected from the stability condition (37), the method becomes 
unstable within a few time steps (the same thing happened when the leapfrog method [16] was 
used). However, for smaller At, the two methods can be expected to produce results similar to those 
of the implicit method (16). 
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1 .l 
0.9 
0.7 
0.5 
0.3 
0.1 
.oo 
Fig. 14. Numerical solution of (1) and (60) generated using (16) with Ax = At = 0.01, fi = 1, p = 0, E = 7 x lo-’ and 
1 = 0.3. 
I I I I 
-0.5 0.0 0.5 x 1.0 1.5 
Fig. 15. Initial condition (62) with i1 = 0.3 and AZ = 0.29. 
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I I I I 
2.5 3.0 3.5 x 4.0 4.5 
Fig. 16. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, /I = 1, 
p=0,~=7x10-‘,~~=0.3and1,=0.29attimet=10. 
I I I I 
5.0 5.5 6.0 x 6.5 7.0 
Fig. 17. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, a = 1, 
p = 0, E = 7 x lo-‘, I1 = 0.3 and Lz = 0.29 at time t = 20. 
(b) Soliton interaction: The interaction of two solitons is investigated. The initial condition is 
taken to be 
24(X, 0) = i /Iif (A!'"(X - Xoi)}. (62) 
i=l 
In this section, two types of soliton interaction are presented. For the first case, taking 
Ax = At = 0.01, problem (l), (3) and (62) (with A1 = 0.3, A2 = 0.29, xol = 0 and xo2 = 0.75) was 
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0.8. 
0.6, 
0.4 
II 
0.2. 
t=30 
I I I I I 
8.0 8.5 9.0 x 9.5 10.0 
Fig. 18. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with AX = At = 0.01, /3 = 1, 
~=0,~=7x10-‘,~~=0.3andI,=0.29attimet=30. 
0.8. 
0.6. 
0.4 
2 
0.2 
i 
0.0 -4 : 
I I I I 
11.0 11.5 12.0 x 12.5 13.0 
Fig. 19. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, p = 1, 
p=0,&=7x10-‘,a -03 1  and 1, = 0.29 at time t = 40. 
integrated over the region - 1 < x < 19 and t > 0. The numerical solutions for different values of 
the time t are depicted in Figs. 15-20. From these figures, it can be seen that two solitary waves 
interact by only overlapping their tails and by exchanging their amplitudes. For the second case, 
the values of A1 and A2 in (62) are taken to be 1, = 0.3 and & = 0.25 and problem (l), (3) and (62) 
(with xol = 0 and xo2 = 0.75) was integrated over the region - 1 < x c 7 and t > 0. The results 
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o.a- 
0.6- 
0.4- 
3 
0.2- 
I I I I 
17.0 17.5 la.0 x la.5 19.0 
Fig. 20. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, B = 1, 
p = 0, E = 7 x lo-‘, 1, = 0.3 and L, = 0.29 at time t = 60. 
0.9- 
Initial condition (t=O) 
-02,,,,,,,,,,,,,,,, 3 I I I,, , , , , ) , , , , , , , , , , , , , , 
-1 0 1 2 3 4 5 6 7 
Y 
Fig. 21. Initial condition (62) with A1 = 0.3 and A2 = 0.25. 
for different values of the time t are shown in Figs. 21-25. It can be seen from these figures that two 
solitary waves emerge into a single or double peaks. After interaction, a slight difference of each 
wave’s amplitude before (Fig. 21) and after interaction (Fig. 25) is observed as well as small ripples 
(nonsolitary waves) which propagate to the left (which are not, however, present in the first case). 
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OB- I t=5 
0.7- 
0.9- 
0.6- 
0.5 
0.4 
3 
0.3 
0.2 
0.1 
0.0 \ 
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Fig. 22. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, p = 1, 
p = 0, E = 7 x lo-‘, iI = 0.3 and 1, = 0.25 at time t = 5. 
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Fig. 23. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, B = 1, 
p = 0, E = 7 x lo-‘, II = 0.3 and & = 0.25 at time t = 10. 
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Fig. 24. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, /I = 1, 
p = 0, E = 7 x lo-‘, & = 0.3 and & = 0.25 at time t = 15. 
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Fig. 25. Numerical solution of (1) and (62) (interaction of two solitons) generated using (16) with Ax = At = 0.01, /I = 1, 
p = 0, & = 7x 10-7, II = 0.3 and ,I2 = 0.25 at time t = 20. 
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Similar observations were also made in [16]. According to Nagashima and Kawahara [16] the first 
case can be classified into T-type interaction (which takes place when the ratio of the smaller 
amplitude to the larger one is more than 0.93, while the second can be classified into B-type 
interaction (which occurs in other cases). To this end, it may be concluded that, after the 
interaction, the shape of each soliton in the first case is retained, whereas for the second case, they 
are nearly retained and that for both cases the phase shift displaces the smaller pulse backwards 
and the bigger pulse forwards. 
5. Conclusion 
Numerical methods based on a predictor-corrector algorithm and a linearized implicit method 
have been presented for the numerical solution of the third and fifth-order KdV equations. 
These methods were tested on problems from the literature. It was seen that the linearized 
implicit method (14) produced noticeable reductions in error when the space-step Ax was de- 
creased. Numerical experiments for the third-order KdV equation were reported for a single soliton 
and for the interaction of more than one soliton. In the experiments for more than one soliton the 
usual features of retention of shape and velocity by each pulse were observed, indicating that the 
linearized implicit method presented, which was based on finite difference replacements of deriva- 
tives, is appropriate for solving the third-order KdV equation. Moreover, this method produced 
stable accurate results when applied to the fifth-order KdV equation. Soliton solutions to the third- 
and fifth-order KdV equation were found to exhibit little numerical dispersion for small values of 
Ax and At, but at larger values of Ax and At this influence was quite significant. 
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