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INTRODUCTION 
LET A4 be a closed orientable 3-manifold. The purpose of this paper is to define topological 
invariants 4,(M) parametrized by K = 1,2,. . . using representations of the mapping class 
group of an orientable surface. In [27], Witten introduced new topological invariants for 3- 
manifolds based on quantum field theory and motivated by Witten’s Dehn surgery formula, 
Reshetikhin and Turaev [I93 gave a formula expressed by the Jones polynomial and its 
relatives, by means of representations of the quantized universal enveloping algebra in the 
case q is a root of unity. Our approach using a Heegaard decomposition of a 3-manifold is 
difTerent from theirs. 
Let Xr denote a closed oricntablc surface of genus y. First, WC consider a pants 
decomposition of C, and WC dcnotc by Y its dual graph, which is a trivalent graph. Given a 
positive intcgcr K called a Icvel, WC introduce a finite dimensional complex vector space 
Z,(y) whose basis is in one-to-one correspondence with the set of admissible weights 
/: edge(y) + (0, l/2, * . . , K/2} satisfying the Clebsch-Gordan condition and the algebraic 
constraintj(c,) +/(cL) +/(cJ) IS K for any edges c,, c2 and c, meeting at a vertex. This 
vector space appears as a combinatorial description of the space of conformal blocks for 
SU(2) Wess-Zumino-Witten model at level K (see [23]). 
Let yr and Y2 be trivalent graphs associated with markings of C,. By means of the fusing 
matrices describing the holonomy of the Knizhnik-Zamolodchikov equation, we obtain a 
canonical isomorphism Z,(Yr) z Z,(y2). A detailed study of the monodromy of the 
Knizhnik-Zamolodchikov equation was pursued by Tsuchiya and Kanie [22]. It is known 
that the representations of the braid groups appearing as the monodromy of the 
Knizhnik-Zamolodchikov equation provide the Jones polynomial and its relatives (see 
[13], [IS] and [22]). More recently, Drinfel’d established a relation between the mono- 
dromy and the quantized universal enveloping algebras in a general situation (see [6]). 
using the notion of quasi-Hopf algebras. In [is], Moore and Seiberg wrote down a series of 
polynomial equations among fusing matrices, braiding matrices and so-called switching 
operators expected from the viewpoint of the consistency conditions in conformal field 
theory. The holonomy of the Knizhnik-Zamolodchikov equation gives solutions to these 
polynomial equations, and as a consequence we obtain projectively linear representations 
of the mapping class group 
PK: ,fl, -+ GUZ,(Y))IT, 
where TK is the cyclic group generated by exp 2ni& with c = 3K/(K + 2). 
Let M = V, u ,, V2 be a Heegaard decomposition of M, where V, and V, are handle- 
bodies of genus g. Let { ey,/j denote basis of Z,(y) corresponding to the admissible weights 
203 
204 Toshitake Kohno 
f: We define pK(h),, by 
We shall show that the above pK( h),, is an invariant of a Heegaard decomposition, which 
means that if h and It’- define equivalent Heegaard decompositions, we have am,,,, 
= P,#‘)~,-, in C*/TK u { 01. To prove this we use a classification of the homeomorphisms of 
a handlebody due to Suzuki [Zl]. We put 
By means of the Reidemeister-Singer’s stabilization theorem, we shall show that if there 
exists an orientation preserving homeomorphism M, 2 M,, then we have dK(MI) 
= 4K(M2) in C*/TK u (0). These topological invariants #K behave multiplicatively with 
respect o a connected sum. It turns out that the invariant 4J distinguishes the lens spaces 
1547, 1) and L(7,2). which implies that our invariant is not a homotopy invariant. This result 
was obtained in [ZO]. 
The paper is organized in the following way. In Section 1.1, we recall basic facts on a 
marked Riemann surface and its dual graph. In Section 1.2, we focus on the relations among 
braiding and fusing matrices arising from the holonomy of the Knizhnik-Zamolodchikov 
equation. These relations correspond to the pentagon and the hexagon in [ 181. In Section 
2.1, we give explicit projectively linear representations of the mapping class group by means 
of solutions to the Moore and Scibcrg’s polynomial equations. Section 2.2 is devoted to the 
definition of the invariunts c$~(M) using a Hecgaard decomposition and the statement of 
our main results. The topological invariance of +x is proved in Section 3.1. In Section 3.2, 
we give several examples of explicit matrix representations of the mapping class groups and 
our invariants. 
1. PRELIMINARIES 
1.1. Riemann surface with a marking 
Let J& be a closed orientable surface of genus y. We consider a maximal collection of 
disjoint, non-contractible, pairwise non-isotopic smooth circles on Ee. The isotopy class of 
such circles is called a marking of Xg. Let us suppose g > 1. Then, there are 3g - 3 circles 
ws,,. . ., 9?,,_ 3, whose complementary space consists of 2g - 2 trinions (3-holed spheres). 
The above construction is also called a pants decomposition of Xe. 
To a closed orientable surface I&, and its marking p, we associate a dual graph v(p) in 
the following way. The vertices of v(,u) are in one-to-one correspondence with the comple- 
mentary trinions of the marking p, and the edges of y(p) correspond to the circles in the 
marking as shown in Fig. 1. 
The above graph y(p) is trivalent, which means that three edges (not necessarily distinct) 
meet at each vertex. It was noted by Hatcher and Thurston ([9] Appendix) that any two 
markings of X0 are obtainable one from the other by the following two types of simple 
moves depicted in Fig. 2. 
Let us observe that only a simple move of type (1) induces a change in the associated 
dual graph. We shall call this type of move an elementary/using operation. 
We fix a positive integer K called a level. To the dual graph y(p), we associate a finite 
dimensional complex vector space determined in the following manner. Let P)K denote the 
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Fig. 2. 
set of half integers defined by 
We say that a function/: edye(y(p)) -+ 8, is an admissible weight of the graph y(p) if, for 
each vertex u of y(p) and the edges c,, c2 and c3 meeting at u, the following condition l-1 is 
satisfied. 
If(c*) -f(c2)1 5/-(cJ Sf(Cl) +/(cz) 
(1-l) AC,) +f(c2) +f(cJ)Ez 
AC,) +/(cz) +I(G) 5 K. 
We define Z,(y(p)) to be a complex vector space with basis labelled with the set of 
admissible weights of y(p). The basis of Z,(‘i(p)) is denoted by {eycrhJ},. The first two 
conditions in 1-l are so-called Clebsch-Gordan condition for s/(2, C). We shall show in the 
next section that for any two markings p, and 11~ of a closed orientable surface, we have an 
isomorphism of vector spaces Z,(y(p,)) z Z,(y&)). 
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In a similar way, we extend our construction to an orientable surface of genus g with n 
holes. A marking p consists of 3y - 3 + n circles, and we consider the associated dual graph 
with n univalent vertices as shown in Fig. 3. We denote by a,, . . . , a, the edges incident to 
such univalent vertices. We fix half integersj,, . . . , j. E 9, and we define 2,(?(p): u,, . . . , 
a,;j,,. . . , j.) to be a complex vector space whose basis is labelled with the set of admissible 
weights f: edge(y(p)) + 9’x satisfying the conditionf(a,) = jk, 1 I k s n, in addition to the 
condition l-1 at each trivalent vertex. Let us note that the above vector space corresponds 
to a combinatorial description of the conformal block of the SU(2) Wess-Zumino-Witten 
model at level K (see [23]). 
Fig. 3. 
Let x,., be an orientablc surface of genus g with n holes. We introduce a two 
dimensional complex Y,. n defined in the following way. The set of vertices of Y,,. n is in onc- 
to-one correspondence with the set of dual graphs associated with markings of Es... TWO 
vertices are connected with an edge if and only if there exists an elcmcntary fusing operation 
by which the dual graphs representing these vertices are obtainable one from the other. The 
2-cells of Y,,, correspond to the penruyon shown in Fig. 4. 
a1 I 
Fig. 4. 
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LEMMA 1.2. The complex Y,.. is connected and simply connected. 
Proof: We show by induction with respect to the genus g. In the case g = 0. the assertion 
is shown in [18] Appendix B by means of MacLane’s trick. By cutting out Er.” about a 
circle %‘, shown in Fig. 3, we obtain an orientable surface of genus g - 1 with n + Z holes. 
Given any two graphs ‘J, and y2 associated with markings of Eg.“, we obtain graphs 7; and 
7; associated with markings of Es _ 1, I + z by means of the above cutting out procedure. Now 
by the hypothesis of induction the graphs 7; and 7; are obtainable one from the other by 
using a finite steps of elementary fusing operations. Thus. we have shown the connectedness 
of the complex Y,.,. To show the simply connectedness. we first choose as a basepoint of 
Y,.. a graph 7 and its edge c,. which is incident to a trivalent vertex as in Fig. 4. Let us take a 
loop 1 in the complex Y,.. with the basepoint corresponding to y. If there is no elementary 
fusing operation about the edge cr in the loop I, we see that 1 is contractible by means of the 
hypothesis of induction. In general, by using an elementary argument using the pentagon 
relation, we can show that any’loop 1 is homotopic to a loop I’ whose edges do not produce 
an elementary fusing operation about the edge c,. This completes the proof. 
1.2. Braiding and fusing matrices 
In this section we recall basic properties of braiding and fusing matrices arising from the 
holonomy of the Knizhnik-Zamolodchikov equation introduced in [ 143. The polynomial 
equations for these matrices expected from the viewpoint of the conformal field theory 
were noted by Moore and Scibcrg [lg]. We show that the holonomy of the 
Knizhnik-Zamolodchikov equation provides solutions to the polynomial equations and 
we give an inductive way to compute these matrices. 
For a half integer j, WC dcnotc by V, the spin j rcprcscntation of sl( 2, C), which is an 
irreducible representation of dimension 2j + I. As in the previous section, WC fix a positive 
integer K called a level, and we fix half integers jL E tipK, I 5 k 5 n. We put 
where {I,,} is an orthonormal basis of sl(2, C) with respect to the Cartan-Killing form. We 
define the matrices R,,, 1 5 i, j I n by 
f&j = C ni(l,)nj(Iu)EEnd( 4, @ * * * @ I’,_) 
P 
where n, and rr, stand for the operation on the i-th and j-th components of the tensor 
product repsectively. The Knizhnik-Zamolodchikov equation is by definition 
(f-3) 
d@ 1 R.. 
-=- C a@, 
d=i K + 2 , + * Zi - Z, 
1 <i<n 
for a function @(z,, . . . , z,) defined over 
X, = {(c,.. . . , z,)EC”; zi # z, if i # jl 
with values in V,, @ 1 . . @I If,.. A solution of the above Knizhnik-Zamolodchikov equa- 
tion is also interpreted as a horizontal section of the integrable connection 
(I-4) 
1 
w=K+2 c 
f&j d log(z, - ~1) 
1 Si<jJn 
for a trivial vector bundle over X, with fiber Vi, @ * * . @ Vj_ (see [15]). 
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A detailed study of the monodromy property of the Knizhnik-Zamolodchikov equation 
was persued by Tsuchiya and Kanie [22] with the aid of the operator formalism of the two 
dimensional conformal field theory. Let us fix n + 1 distinct points pl,. . . , P.+~ on the 
Riemann sphere P’ whose coordinates satisfy Izll < . . . < Iz.1 < ~.z.+~~ = co. Let ‘r’ be a 
graph associated with some marking of P’ - ( pl, . . . , pm+ t }, which is a tree with external 
edges denoted by a,, . . . , a,,, corresponding to pl,. . . , pm+ 1 (see Fig. 5). As in the 
previous section, we consider the vector space Zx(y; a,, . . . , (I,+ 1; jl, . . . , j.+ 1) with fixed 
half integers jl, . . . , j,, + 1 E 8,. 
a3 a4 
a34 
a2 
f 
a234 
----y 
an+ 1 
al 
Fig. 5. 
Let us recall that the tensor product vjl 0 Vi, is dccomposcd into the direct sum 
vi1 @ VI* = @, 6 as a s/(2, C) module. Here the sum ranges over any j satisfying the 
Clebsch-Gordan rule I j, - jz / s j 5 j, + j2 and j, + jz + j E Z. WC have a homomorphism 
as s/(2, C) modules: 
(l-5) 
which is determined up to a constant multiple. We adapt a normalization given by the 
classical Wigner’s 3j-symbols (see [ 131 for its explicit form and the q-analoguc). 
The connection o defined in l-4 acts in a natural way on 
(l-6) Hom,,(z C)( 5, @ * * . 0 Vj”7 Vi”. ,I. 
We consider the equation 1-3 for a function @(z,. . . . , z,) with values in the above vector 
space. Now we associate to each member of the basis {e,*/} a solution of the 
Knizhnik-Zamolodchikov equation in the following way. First, we label the edges of the 
graph y with subsets of { 1,. . . , n} as shown in Fig. 5. Here we identify a,, , with a,,,,,,. 
Considering the composition of the homomorphisms defined in l-5 corresponding to the 
graph y and its admissible weight fI we obtain a homomorphism as s/(2, C) modules 
For example, to the weighted graphs yl and y2 shown in Fig. 6, we associate the composi- 
tions Cj!J*C$l’z and Cl:‘. Cjz’J respectively. Thus, we identify the vector space 
Z,(y;a,,. . ..4+,;_ilr.. .A+,) as a subspace of the space of intertwiners defined in 1-6. 
Foranedgea,,iz...ir, k 2 2, of the tree y, we introduce a blowing-up coordinate wI, ,..i,, so 
that the exceptional divisor w~,.,,,~ = 0 is the inverse image of the subspace of C” defined by 
zi, = . * * = zik. The residue of the connection w along the exceptional divisor w~,,,.~~ = 0 is 
expressed as a diagonal matrix with respect to {C,.,). Namely, we have 
(Res H. ,,.,.,. =OW) C,.J = 44. . . idc,., 
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where 
and we put 
Fig. 6. 
k 
A(i,. . . ‘k) = AJkh, _.i. 1 - c AJb, 1 
p=l ’ 
A, _i(i + 1) -- 
1 K+2 
It turns out that we have a solution a,., of the Knizhnik-Zamolodchikov equation whose 
expansion around the normal crossing divisors w~,.,,,,~~ = 0 is of the form 
(l-7) Q, v. / = n ~,“,‘f.l i; ” ’ . ( C vsJ +- higher order holomorphic terms). 
Here the product ranges over any {i,, . . . , it} c { 1,. . . , TV} such that p 2 2 and 
ait . ..ir. l edye(y). WC shall call the above solution the normalized solution associated with 
the graph y and its admissible weight/: 
1.8. Dejinition (jiisiny murrix). We consider the case n = 3 in the above construction. 
We have two types of graphs y, and y2 as shown in Fig. 6. It was proved in [22] that the 
associated normalized solutions {Q, v,.,}, and {CD,,,,}, both form basis of the space of the 
solutions of the Knizhnik-Zamolodchikov equation together with the algebraic equation 
due to Tsuchiya and Kanie ([22] 3.2 equation B(J)). Hence, by an analytic continuation we 
have a matrix 
such that these solutions are related by 
The above matrix is called the/us& matrix. 
1.9. Definition (hraidiny matrix). In a similar way, we introduce a matrix describing the 
half monodromy. Let us start with the normalized solution @v,.,(zl, z2, z,) associated with 
the weighted graph shown in Fig. 6, defined in the region jz, 1 < lzll c Iz,l. We denote by 
Q**Y,., (z,, z2. z3) its analytic continuation with respect o the elementary braid u depicted 
in Fig. 7a. Associated with the weighted graph shown in Fig. 7b, we consider the normalized 
solution of the Knizhnik-Zamolodchikov equation with values in 
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Fig. la. 
71 72 
Fig. lb. 
73 74 
defined in the region IzrI < 1z31 < 1~~1. This solution is denoted by @;,.i(~,.~,,~2). The 
braiding matrix is determined by 
~*@yl,j(=lrZ2r~_)) =C Bij 
i II 
. . 
I2 'j ~~,*i(Z*rZ3,ZZ). 
it i I 
We list several important relations among braiding and fusing matrices which will be 
used in the next sections (cf. [I] and [18]). First, we show that the braiding matrix is 
diagonalized by means of the fusing matrix. We denote by diag,(q) the diagonal matrix 
di+/(u,, (12.. . .). 
LEMMA I. 10. The jdlowing equulity holds umong braiding and fusing mutrices. 
Here Aj denotes If. 
Proofi We use the notation in the definition of the fusing matrix. Since the homomor- 
phism Cjzi3: ql @I 5, + V. satisfies P*Cp’3 = (- lJjz+j3-iCi,jz with respect to the trans- 
position P defined by P(x’@ y) = y 6 x, by means of the expression 1-7, we have 
CJ*@,,&,, :2, z,) = (- I~z+JJ-i exprrm(Ai - Ajl - Aj,)@;z,i(:,, z3, z2). 
This completes the proof. 
Considering the action of PGL(2, C) and an identification of V, with its dual representa- 
tion VT, we readily obtain the following lemma. 
LEMMA 1.11. CVe huue the following eyudities: 
(1) T Fij[i i]Fjk[t i]=bi, 
(2) Fij[t t]=Fij[i ii]. 
TOPOLOGICAL INVARIANTS USING REPRESENTATIONS 211 
LEMMA 1.12. We have the following pentagon relation among the fusing matrices (see 
Fig. 4): 
Proof We consider the case n = 4. We have 5 ways of blowing-up corresponding to the 
vertices of the pentagon. To each eY. /EZ~(~; a,, . . . , a,; j,, . . . , j5) we associate the 
normalized solution (Dr. ,. As is shown in [22], for each 7. { Oy./)/ forms a basis of the space 
of the solutions of the Knizhnik-Zamolodchikov equation and the algebraic equations due 
to Tsuchiya and Kanie. Then, the pentagon relation follows from the integrability of our 
connection. A similar argument can be found in [6]. 
PROPOSITION 1.13. Let pI and uz be markings of a closed orientable surface Ze and let yI 
and y2 be their associated dual graphs respectively. Then, we have an isomorphism of vector 
spaces: 
Z,(y(uc,)) z Z,(y(pc,)) 
which does not depend on the choice of paths connecting the vertices corresponding to the 
graphs y, and y2 in the complex U,. O. 
Proof Since the complex U,., is connected, WC have a path connecting the vertices 
representing y, and yz. At each step of the elcmcntary fusing operation, we have well- 
defined isomorphism of the associated vector spaces by Lemma 1.1 I. By Lemma I.2 and 
Lemma 1.12 we conclude that the isomorphism Z,(y(p,)) 2 ZK(y(p2)) obtained by the 
composition of fusing matrices does not depend on the choice of a path. This completes the 
proof. 
LEMMA 1.14. We huve 
B,, h h 
[ 1 
. . 
" i,i4 =(_l)j1+I4-i-l exp ~J-l(Aj, + Aj, - Ai - Aj) F;:, I1 j3 [ 1 i2 i4 . 
Proof We denote by ai, 1 5 i 5 n - 1, the standard generators of the braid group B, 
interchanging zi and 7. -I+ I as shown in Fig. 7a. By the analytic continuation the braiding 
operation a2 can be also realized as the composition of the 3 operations shown in Fig. 7b. 
We denote by a,,, 1 I; i 5 4 the normalized solutions associated with the graphs y, with 
spins shown as in Fig. 7b. The first step is the inverse of the half monodromy around 
wt2 = 0 corresponding to the braid a, -‘. This transforms the solution Q,, into 
t-1, ‘+“- exp(Aj, + Ala - A,)@,,. 
The second step is the fusing operation. Finally the third step is the half monodromy around 
w,23 = 0, which transforms the solution Q,, into 
(- 1)“-‘*-” expn -(A, - Ai1 - Aj.)O,,. 
Combining these 3 operations, we obtain the desired formula. 
By means of a similar argument, we obtain the following lemma. Actually, this equality 
can be deduced algebraically from the relations among braiding and fusing matrices 
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obtained above. Let us note that the relations in Lemma 1.10 and Lemma 1.14 yield the so- 
called hexagon relation (see [lS] )_ 
LEMMA 1.15. We have the following relation, which is shown graphically in Fig. 8: 
A2 
h 
j123 
h h i4 
- -.__- -a- _____ = 
h If_ 
is 
i3.l 12 
i 
i5 
lx 
k 
h2 A23 
II 
Ix 
Is 
I2 ;c “. __a_ 
____ - __ _-- 
i34 h 
it i i5 
Fig. 8. 
LEMMA 1.16. Let CD(z) be the normalized solution associated wifh the weighted tree shown 
in Fig. 9. For standard generators u,, I 5 i 5 n - I, of the braid yroup B,, we have 
(b-3. ’ * CT,_,)~}*@(Z) = exp2nflA(l2.. . k)@(z). 
Consequently, the solution O(z) is a simultaneous eiyenvector with respect to the action of 
(a,. . . a,-,)k, 2 5 k 5 n. 
Prooj Since the normal loop around the exceptional divisor w,~,,,~ = 0 is represented 
by the braid (aI. . . ak _ 1)k, the assertion follows immediately from the expression l-7. 
Fig. 9. 
Remark 1.17. We denote by UK,, n + , the mapping class group of an (n + I)-holed sphere, 
which is generated by the diffeomorphism ml, 1 5 i 5 n, interchanging the i-th hole and 
(i + I)-st holes as shown in Fig. 10 together with the Dehn twists Rk, I 5 k 5 n + 1 about 
the circles parallel to the boundaries. We explain that the holonomy of the 
Knizhnik-Zamolodchikov equation provides a linear action of A,,,+ L. For go-U,,.+ r, 
we define a homomorphism 
(l-18) nk(g):Zk(~;a~. . .a,+,;A.. .L+l)-+ZK(~;al.. -an+l&lj-. .jp,n+lb) 
where y is the tree shown in Fig. 9 and p: A,. n + I --, .Yn+ 1 is the natural homomorphism to 
the symmetric group. We denote by e( jr . . . j.+ ,; i, , . . in_ 1) the basis corresponding to the 
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Fig. 10. 
weighted tree in Fig. 9. We define rtx by 
nx( RJ = exp( - 271-A~~). id, 1 5 k 5 n + 1 
n~(o,)e(i~j~...j~+,;i~...i~-~) 
= (- l)-“+‘2-i* exp rrn(Aiz - A,, - A,,)e( jz jt . ._j.+l;i,. . .i._l) 
n,(wk)e(jl.. .jkh+l.. .j.+l;i2.. .ik.. -4-1) 
j’+’ . 1 e(jl. ,.jk Ijk...j'b + h+ 1 I, *** ii. . , Cql), 2<ksn-1 
=(-l)fn-~~~n~b*~expa\r--i-(A ,.+, -Ar._,-A,ln)e(j ,... jm+,jm;i2...im-,). 
Here we put i, = jt and i, = j.+ I. One can check the relation 
rUw1). *. ~K(~.-,)AK(~.)*K~(w.-,). . . n,Aq) = n,(R,)*. 
Combining with Lemma 1.16, we see that the above definition determines the homomor- 
phism l-18. 
Now we describe an inductive method to compute braiding and fusing matrices. The 
following lemma follows immediately from Lemma 1.11 and Lemma 1.15. 
LEMMA 1.18. We have thefillowing equality: 
Combining with the relations among the braiding and fusing matrices obtained in 
Lemmas 1.10. 1.11 and 1.15, the above Lemma 1.18 enables us to compute the braiding and 
fusing matrices inductively starting from fusing matrices with one of the half integers 
11.. * *. j4 is equal to 4. In this case the Knizhnik-Zamolodchikov equation is reduced to the 
Gauss hypergeometric equation, and a method in [22] can be applied to compute the above 
fusing matrix. In the case j3 = ), we have 
(l-19) 
( 
F jl-+.j4-+ FjZ-t.j.++ 
Flz++.J.-+ Fj,++.Jr++ > 
= A-‘NA 
Here the matrix N is given by the q-6j-symbol with q = exp(2nfl)/(K + 2) in the 
following way. 
N,, = 
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and A is a diagonal matrix which depends on the normalization of the solutions of the 
Knizhnik-Zamolodchikov equation. We refer to [13] for the explicit form of the q-6j- 
symbols (see also [ 11). The above matrix is reduced to Fj2 _ +. j, _ , if j4 + $ does not give an 
admissible weight. In the following, we take a normalization so that A = I. It is known that 
the q-6j-symbols 
(l-20) { ;; ; ;,} 
with q = exp(Znfl)/(K + 2) also satisfy the properties corresponding to Lemma 1.14 
and Lemma 1.15 (see [24]). Using these facts, we can conclude that the fusing matrix is 
expressed as the q-6j-symbol l-20 (see also Cl]). 
2. DEFINITION OF TOPOLOGICAL INVARIANTS c&(M) 
2.1. Projectively linear representations of the mapping class groups 
Let EJ.” denote an orientable surface of genus g with n-holes and let Difl’X:,,. denote 
the set of orientation preserving diffeomorphisms of X,.,. Let us recall that the mapping 
class group of an n-holed orientable surface of genus g is by definition the set of isotopy 
classes 7~~Difl+I~.~, and we denote it by _I/,... We simply write _K, for J,.,. For a 
marking p of C,, we consider the associated dual graph y(p) and the vector space Z,(y(p)) 
in the sense of Section 1.1. We define an action of J//n on Z,(y(p)) by means of a solution of 
the polynomial equations due to Moore and Seibcrg [ 181. 
Let p be a marking of C,. “. For an edge a of the associated dual graph y(p), we define a 
linear map q E End( Z,(y(p))) by 
(2-l) T,%,,* / = exp2nfl A ( 
Here {e,,,,.,} denotes the basis in the sense of Section 1.1, Aj denotes j( j + l)/(K + 2), and 
c = 3K/(K + 2). In addition to the braiding and fusing matrices obtained in the previous 
section, we need the following switching operators S,(j). 
Let us start with a marked l-holed torus and its dual graph l-, with edges a and b shown 
in Fig. 1 la and we consider the vector space Z,( r,; b; j) with an integer j in 9,. In a similar 
way, for a marked 2-holed torus and jr, j* E PK, we consider the associated dual graph r2 
depicted in Fig. 1 lb and the vector space Z,( Tr; b,, b,; jl, jz). 
We have an isomorphism of vector spaces 
F * ZK(r2; b,, b2;jlrj2) + @ Z,(r,; b;j) rlrl* 
I 
by means of the fusing matrix about the edge a, where the sum ranges over any je9, 
satisfying the Clebsch-Gordan condition and j, + jz + j 5 K. We denote by e,,,, the basis 
of Z,(T,; 6,. 6,; jl, j2) corresponding to the admissible weight f: edge(r,) + 9, with 
f(a) = i,.f(a’) = i,. 
Using the braiding matrix, we introduce the following linear operator a acting on 
Z,(% b,, b2;jlrj2). 
(2-2) 
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m ---. 63 
Fig. Ila. 
Fig. Ilb. 
Fig. I Ic. 
Dejinition 2.3 (switching operator). WC shall say that a linear map S,(j) E End 
a 
b 
-0 
r1 
a 
b, b2 u 
a’ r2 
1 B 
b, a b2 
- a a’ 
(Z,( f ,; h; j)) is a switching operator if the following conditions 2-4.2-5 and 2-6 arc satishcd. 
We often write S(j) for S,(j) when the level K is already spccificd. 
(2-4) S(j)2=(-I)‘cxp(-nflA,)-id 
(2-5) (S(j)T,)’ = S(j)* 
(2-6) S(j,jz)T;’ c.S(j,jz)-’ = B 
. . 
where S(J,J~) = Fr,r2 -I (@jS(j))Fr,r2a 
Remark. It might be helpful to explain the geometric meaning of the above conditions 
for the switching operator. The operator S(j), which depends only on K and j, will be used 
to represent he action of the mapping class group of the l-holed torus on the vector space 
Z,(l-,; 6; j). More precisely, the operator S(j) will represent he ditkomorphism shown in 
Fig. 2-2. The condition 2-6 requires that the operator S( j, j2) intertwines the action of the 
ditfcormorphisms corresponding to the sliding of the hole along the paths a and /J’ (see 
Fig. I Ic). 
We denote by S(j),,. j/2 5; p. q s (K - j)/2, the (p, q)-entry of the matrix S(j). As a 
consequence of the Definition 2.3, we have the following lemma. 
LEMMA 2.7. The following equality holds among the entries of the switching operator. 
Putting i = j/2. we have 
S(j),,lS(j)ii = A:,‘-PIP,& 
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/I, = (-l)zp-jexplrfl(Aj - Aj, - Ajz)Fpj ; 
ic = c exp 2nfl( Ar - A,) Fj, 
k 
[,+i Lwi]Fkj[Lif ~1. 
Proof We denote by e, E Z,( Ii; b; j) the basis corresponding to the admissible weight 
f: edye + 9s with f(a) = m. Let R: ejZ,( I,; b; j) -+ Z,( r,; 6; j) be the natural pro- 
jection to the j-th factor. Putting F = Frlr,, we have 
n( FT;’ T,. F -‘e,,,) = ALe,,, 
TK( FWF - ’ ei) = P,e,. 
Here we consider the case j, = p + i and jz = p - i. 
By means of the properties 2-4 and 2-6, we can derive the following formulae from the 
above equalities. 
S(j),,lS(j),i = A:/&+ St i),/V ih, = AZ/P,. 
Thus, we obtain the assertion. 
2.8. Examples of switching operators. We denote by [n] the q-integer 
Cnl = $1 I z1;:: 
with y = exp(2nfl)/(K + 2). By Lemma 2.7 and the equality 
Fb0 
k k 
[ 1 (- l)Zk k k =[2k+ I] 
we can derive that S,(O) is of the following form (see [I] and [25]). 
(2-9) 
(2i + 1)(2j + 1)X 
K-I-~ ’ 
Osi,jS K/2. 
It is known by Kac and Peterson [1 1] that the above matrix appears as the description of 
the modular properties of the characters xi(r), 0 5 j I; K/2, of the integrable highest weight 
modules of level K of the afline Lie algebra of type A\‘). According to [ 1 I], we have 
x,(r). 
We list an explicit solution for S,(j) for small K, which would be useful for a practical 
computation. In the case K = 1 it is enough to know 
S,(O) = -L 1 1 ( > $1 -1 
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In the case K = 2 and K = 3 we need the following matrices in addition to 2-9: 
The fact that these matrices satisfy the conditions 2-4, 2-5 and 2-6 can be verified by an 
elementary computation. Recently, Li and Yu [16] obtained the following explicit formula 
for S(j). 
S(i),, = T exp 2x, ,‘z(A, - Ap - A,)S(0)Ok B,, 
j k 
[ 1 4 P’ 
The existence of solutions for general K is also obtained from the Su(2) 
Wess-Zumino-Witten model over a 2-holed torus at level K. We are planning to discuss 
this in the forthcoming paper (see also [23]). 
Using the fusing matrices, the switching operators and the operators T,, (see 2-l), we 
define projectively linear representations of the mapping class group following a method 
due to Moore and Seiberg [IS]. We start with a trivalent graph E., which is the dual graph 
associated with a marking of Is as shown in Fig. 12a. Let V be a regular neighbourhood of 
the graph 1 in R3 considered as a handlebody of genus g. We realize C, as the boundary d V. 
For an edge a of the graph i., we take a disc A in the handlebody V meeting the edge a 
transversely at one point and satisfying L’A c SV. Let z denote the Dehn twist about the 
circle dA. We define 2~ End(Z,(i.)) by 5 = 7; ‘. 
Now we consider the Dchn twists r,, . . . , z,,. /I,, . . . , p,,, S2,. . . , S,. c2,. . . , E,,_, about 
the circles on C’V depicted in Fig. l2b. By means of the above process the matrices 
, &, .C l,.... - C, , arc dctormincd. 
l 2 
Fig. 12b. 
To define the matrices PI, . . . , fig, we cut C? V along the circles ‘6, , . . . , %‘#_, as shown in 
Fig. 13a to obtain two l-holed tori and g - 2 2-holed tori. We consider the dual graph y 
depicted in Fig. 13b and we identify the vector spaces Z,(y) and Z,(E.) by the canonical 
isomorphism obtained in Proposition 1.13. We define Br,. . . , pg using the switching 
operator in the following manner. For Q with /(b,) = jk, 1 5 k 5 g - 1, we define the 
TOP 31:2-B 
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action of B, on eYal by means of the operation of S,Jjl) on the corresponding block of the 
l-holed torus. The matrix & is defined in the same way using S,(j,_ I). Namely, we put 
B, = LSb, T,,* & = T,.Sb,_, C, 
where S,,e,., = S,(flbi))e,.,, i = 1, g - 1. Now the action of Pk. 2 5 k I; g - 1, is defined 
by the operation of S( jk_ &) on the corresponding block of the 2-holed torus. We put 
- 
& = T,, S,, _ , br L 
where sb, - , bs ey. / = s,(f(b,-,)/(b,))e,,,. 
Thus we have determined the matrices ii,, . . . , z$, B,, . . . , Bg, &, . . . . &, i,,. . . , E,- I. 
Associating these matrices to the Dehn twists shown in Fig. 12b, we obtain the following 
proposition. 
Fig. 131. 
Fig. 13b. 
PROPOSITION 2.10. Let rK denote the cyclic group generated by exp 2ng(c/24)*id in 
GL(Z,(y)) with c = 3K/(K + 2). Then the above matrices determine a well-defined homo- 
morphism: 
PK: dff, --c GL(ZK(y))IrK. 
Remark. It can be shown by using an argument in [19] that we can normalize the 
operators T, so that the above homomorphism factors through the cyclic group generated 
by l-2. 
The proof of the above proposition is essentially contained in [ 181 Appendix. Since we 
use some of the formulae in the proof, we give an outline of the argument. First, we prepare 
several emmas. We discuss the case of the graph y shown in Fig. 13b with the edges labelled 
witha ,,..., a,,c ,,..., cP,bl ,..., bo_l,whercweputc,=a,,c,=a,. 
LEMMA 2.11. We have 
ir,T,’ T;,‘lT, = D;! , K1 To, T,, P +al’ 2<kSg. 
Here for an edge a, we define D, E End( Z,( y)) by 
D,qef = C&f) 2/‘a)exp nl/--iA,,,,e,. / 
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ad Pati, E End(Z,(y)) is defined by P,,,e,., = ey,,., using the transposition t: 
edge( 7) + edge( 7) given by t( ar) = ct. 
Proof: By the definition of 8,. we have 
@J-,‘ K’s, = T,,Sb._,bsTpl.‘TC).Sb,_,blrTC, 
Using the properties of the switching operator, we obtain 
S bs-,b, T,r T,,Sbk_,b. = DA!,Kr P lI,CL. 
This completes the proof. 
Let us note that the operator D, corresponds to a half twist and commutes with D, and 
Tb for any edge b. 
LEMMA 2.12. The following equality holds modulo r, for I 5 k I g. 
&?&_, . . .B;i;/?l.. .&_,*,& = r,,r,,D,‘P,,,,. . . P.,,,. 
Here we put a, = c, and a, = cg. 
Prooj: In the proof the equalities are understood modulo rK. We show by induction 
with respect to k. In the case k = I, the LHS is equal to T.,S& T,,. Hence the assertion 
follows from the definition of the switching operator. By using the relations of the mapping 
class group of a 4-holed sphere, WC get 
T,!,Z,T,A’P m&k T - ’ ml + I = L, Tc, 4, T, ! , T, ! , Pa,,, ’ 
Combining with Lemma 2.1 I. WC obtain 
lT,,,T,,T,,D,,T,!,T,!,/T,+, = r,,~,T,,.,D,‘,,P~,,.,,,.,. 
By using the hypothesis of induction, WC can derive the assertion. 
We put 
6 k+l = J,6,_, J;’ 
.!& = &C&G;‘. 
Here we put 6, = E, = a,. Using Lemma 2.11, Lemma 2.12 together with the relations 
among braiding and fusing matrices obtained in the previous section, we have 
LEMMA 2.13. (1) We put 
jk = p; +  L 3s, +  1 ~s,s;~k/3;)ji,+,jT,+,~k-,~k(2r,6;clk+,~k)aT,jj,-,. 
Then, we have .ik&_,i;’ = s,,. 
(2) WE?pUtf?k=~kiik.../?,c?fP;...o?,ii,. Then,WehaoeE;,=~k,b;~;‘. 
Outline of Proof of Proposition 2.1. It was shown by Dehn that the mapping class group 
is generated by so-called Dehn twists. This argument was simplified by Lickorish [ 173, and 
in [IO], Humphries proved that the mapping class group _K, is generated by the Dehn 
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twists a,, . . . , as, fir,. . . , & and 6,. In [26], Wajnryb gave a presentation for _K, using 
these generators, which is described by the following relations (A)-(E) (see also [Z]). We 
check the corresponding relations among matrices modulo fK. 
(A) ?/?a = /?@.I if the circles defining the Dehn twists Q and p intersect. Otherwise, we haue 
a/l = /IX; The first type of relations can be derived from the property 2-5 of the switching 
operators. The second ones follow immediately from the definition of pK. 
(B) (S /? a /I 2’8 z fl S )* = 1 ifg = 2; This relation holds modulo fK since we have 222111222 
Lemma 2.12. 
(C) (z,/?,z2)’ = ~~6~; Let us consider the case of a 2-holed torus (see Fig. 1 lb). First, 
one can check that the operators T,,cEedge(y,) and S(j,j2) satisfy the relations for the 
mapping class group of the 2-holed torus. The above relation holds since it is a relation 
for M,,,. 
(D) 
b26,b, = zta2r,6,, (lantern identity). 
Here b2 = (B2a2~~B2)-‘sz(D2a2a,~2), b2 = (Dlal~2SI)-‘bl(D~ala2~~); We considered 
the situation of a 4-holed sphere with fixed external spins jt , . . . , j., as shown in Fig. 14. We 
have 
/Mb,) = R,R 3~K(~,~;2QJ,) 
p,(M = R,R,M~J;~) 
p,(J2) = R, R27d~;~) 
where in the RHS, pK stands for the representation of the mapping class group of a 4-holed 
sphere obtained in I-17. Hcncc the above lantern identity follows from the relations 
for _K,. 4. 
(E) GBSBG; ’ = S,; This relation follows immediately from Lemma 2.13. 
h 
Fig. 14. 
2.2. Statement of main 
In this section, we 
manifold M. First, we 
results 
define a topological invariant b,,(M) for a closed orientable 3- 
recall basic definitions about Heegaard decompositions. A pair 
( V,, V,) of handlebodies of genus g is called a Heegaard decomposition of M if the 
conditions 
M = I’, u I’, 
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are satisfied. Two Heegaard decompositions (V,, V,) and (Vi, Vi) are called equirxzlent if 
there exists an orientation preserving homeomorphism 
satisfying cp( Vi) = V’i and cp( I’,) = Vi. It is well known that every closed orientable 3- 
manifold admits a Heegaard decomposition (see for example [28]). Namely, for a closed 
oriented 3-manifold M, there exists a handlebody Vi. its second copy V2 and a homeo- 
morphism h: d I’, + SV, such that M is obtained from I’, and Vz by identifying dY, and 
d V, using h. We denote the above Heegaard decomposition by M = V, u h Vz. The isotopy 
class of h defines an element of the mapping class group M,. where g denotes the genus 
of dV,. 
In the previous section, we constructed a projectively linear representation 
PK: -/I, ---, GUZ,(Y)M-,. 
We denote by eY.O a member of the basis Z,(y) corresponding to the admissible weight 
f: edge( 7) + 9, such that f(a) = 0 for any a E e&r(y). For h E _I(,. we define pk( h),, by 
PK(h)ey.O = PK(~)oo eY.o + Jo hAh)f,0 e,./. 
In other words, ~~(h)~~ is the (O,O)-entry of the matrix p,(h) represented with respect o the 
basis {eY.J}l. We consider pK(h)OO as an element of C*/rK u (0;. where rK is the finite 
cyclic group gcncrated by exp 2n F(c/24) with c = 3K/(K + 2). 
LEMMA 2.15. Let C, he a closed oricwtcrhle surface cfyenu.s g und kt y he a triuulent graph 
associated with some marking of C,. Then, for h E A,,, pr( h),, dcJincd crhove does not drpend 
on the choice of (I marking. 
ProoL Let p, and pz bc markings of X#. As is shown in Proposition 1.13, we have an 
isomorphism of vector spaces Z,(;l(p,)) 2 Z,(~(P~)) dcfincd by a composition of fusing 
matrices. By this isomorphism the vector ey(r,,+O is sent to ey,r2),0 and the subspace of 
Zk(y(pi))q i = 1, 2spanned by ey(r,,.l. f # 0 is preserved by the above isomorphism. Hence 
the assertion follows immediately. 
THEOREM 2.16. Let us suppose that V, v ,, V2 and V, v hS V2 are equivalent Heegaard 
decompositions. Then, we have 
Px(h)oo = pdh’)oo 
in c+/r+ (0). 
Definition 2.17. Let M be a closed oriented 3-manifold and let M = V, u h V2 be its 
Heegaard decomposition of genus g. Using the projectively linear representation pK, we 
define 4JM) by 
MM) = (/&sin &)-’ PK(h)OO. 
Now we are in a position to state our main theorem. 
THEOREM 2.18. Let ML and M, be closed oriented 3-manfolds. If there exists an 
orientation preserving homeomorphism M, z Ml, then we have 
&(Ml) = &(ML) 
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in c*/l-,u (01, h w ere rr is a finite cyclic group generated by exp 2n,,/%(c 124) with 
c = 3K/(K + 2). 
3. TOPOLOGICAL INVARIANCE OF &(M) 
3.1. Proof of main results 
Let V be a handlebody of genus g. We denote by X*(aV) the group of orientation 
preserving homeomorphisms of d Y which can be extended to homeomorphisms of V onto 
itself and let MB* denote the subgroup of the mapping class group A, consisting of the 
isotopy classes of elements in X*(aV). fn [21]. S. Suzuki gave a finite set of generators of 
MB+, which are called elementary homeomorphisms. First, we introduce a model of V 
following [21]. 
Let B be a 3-ball in R’. We take g disjoint 2-cells C,, . . . , C, on dB, and we also 
take two disjoint 2-cells BiO and Bi, in fnt( Ci) for 1 5 i I g. We consider embeddings 
hi: 0’ x I+ R3, 1 5 i 5 g, satisfying 
hi(D2 x {j}) = B,,, j = 0, 1 
Bnhi(DZxI)=dBnhi(DZxdl)=BiouBi, 
and hi( D2 x I) n hj( D* x f ) = 0 for each i # j. We obtain as the union of f? and hi( 0’ x I ), 
1 5 i 5 g. We call the image of h, the i-th handle. We put s, = dC, and we take simple 
oriented loops {A,, . . . , A,, B,, . . . , B,) as shown in Fig. 15. 
Fig. 15. 
To prove our main theorem we need the following lemma. 
LEMMA 3.1. For any extendable homeomorphism a E ,Kf, p,(a)e,. ,, is expressed as Se,. 0 
with some 5 E rK and pK( a) leaves invariant its complementary space spanned by { eY, /}.f # 0. 
Proof of Lemma 3.1.. It is known by Suzuki [213 that 4: is generated by the following 
elementary homeomorphisms of a handlebody: 
(1) 
(2) 
(3) 
(4) 
(5) 
Dehn twist a, 
Twisting a knob o, 
Interchanging two knobs r,2 
Cyclic translation of handles r 
Spin and sliding tI,* and r,2. 
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We shall show case by case that the above elementary homeomorphisms atisfy the 
desired property. We use the notations of Section 2.1. 
(1) Dehn twist aI 
By the definition of the representation ox, ~~(2~) is represented 
ray’. Hence we have pK(zl)oO = exp(- 2nflA,) = 1 and we 
for a,. 
(2) Twisting a knob w1 
by a diagonal matrix 
obtain the assertion 
We take disjoint embedded 2-cells C;, . . . , Cb in B with Xi = si. The 2-cell Cl cuts off a 
handlebody ofgenus 1, which we call the i-th knob Ki. The homeomorphism Oi is defined to 
be the twisting of the knob Ki through 71 keeping V - Ki fixed. Expressing the homeo- 
morphism w, by a composition of Dehn twists, we obtain 
PK(%) = PK(xIP,Q:/%x1) 
=D;’ 
by Lemma 2.12. This is a diagonal matrix with abbe = 1 and we obtain the assertion. 
(3) Interchanging two knobs T,~ 
The homeomorphism T, 2 is denoted by p, r in [2 I]. We take a 2-cell A on dB containing 
the discs C, and C,. and we take a simple arc e spinning s, and s2. By twisting C, u e u C, 
through A in the clockwise direction, we have a homeomorphism T’,~ such that 
T’,~(C,) = C,, r’,2(C2) = C, and r’,,]dA = id. The homeomorphism rIZ isdcfrned to be the 
composition w,w~T;~. 
By using Lemma 2.12, we have 
pK(r;J = ~~(6 S a /J a2B 0: B c ) 222111222 
=D,,‘P ON* 
Concerning 02, WC obtain 
PK(W2) = PKV2B2GB262). 
We consider the elementary fusing operation about the edge c2 in the graph y to obtain a 
new graph y’ with an edge c; as shown in Fig. 16. Then, one can check that P~(oJ~) is 
expressed as D,;. Combining with Lemma 2.15, we obtain the assertion. A similar statement 
holds for homeomorphisms Q, k + , interchanging k-th and (k + l)-st knobs for 1 < k < g. 
Fig. 16. 
(4) Cyclic permutation of handles T 
This homeomorphism corresponds to the 2n/g rotation of the handlebody Vabout the 
vertical axis through P and is characterized by the induced homeomorphism 7, on the 
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fundamental group rr, (8 V, P) determined by 
‘*(A,)= A**r~ s*(Bi) = Bi+ 1 
where A,,. . .,A,,B,,. . . , B, are standard generators of the fundamental group shown in 
Fig. 15, and the indices are taken modulo g. Since ~~(5) is expressed as a composition of the 
interchanging operators pK( rL. L + 1 ), 1 I k I g - 1, we obtain the desired assertion. 
(5) Spin and sliding 8,, and s’tr 
The homeomorphisms 6,, and 5r2 are defined using the spin maps u, and u2 about the 
loops I, and I, respectively as shown in Fig. 17 together with the Dehn twist 6, (see [21] for 
a more detailed description). We put O,? = cr, *S;l and 5r2 = 02*6;‘. 
1 st handle 2nd handle 
Fig. 17. 
Since U,, is cxprcsscd as the composition of the Dchn twists Z, and r; I, we obtain the 
desired property for pk( 0, 2). The assertion for /J~;( <, 2) is derived from the property 2-6 of 
the switching operator togcthcr with 2-2. This complctcs the proof of Lemma 3.1. 
Proof of Theorem 2.16. By the hypothesis we have an orientation preserving homeo- 
morphism cp: Y, u,, V, -+ V, u,,. V, such that cp( V,) = V,l, i = 1,2. The homcomorphisms h
and h’ are related by 
h’ = (q.IIC?V,)*h*(cp-‘ldV1). 
Applying Lemma 3.1, we obtain our theorem. 
Let M = V, u h V, be a Heegaard decomposition of genus g and let 5’ = D, u, D, be 
the standard decomposition of S’, where D, and D, denote solid tori. By considering the 
connected sum of these Heegaard decompositions, we obtain a Heegaard decomposition of 
M # S3. We denote by h’: dV, # dD, -t S V, # aD, the corresponding attaching homeo- 
morphism. The above procedure to get a Heegaard decomposition of genus y + 1 is called 
an elementary stabifi:ation. The following lemma describes the behaviour of pk(h),, by an 
elementary stabilization. 
LEMMA 3.2. Using the above notation, we have 
PK(~~)Oll = 
2 . 
- J-- 
- sin & *dhh. 
K+2 
Proofi We choose a marking of dV, # t?D, compatible with the connected sum. The 
associated ual graph p is shown in Fig. 18 (see also Fig. 13b). 
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We consider the subspace Zifi) of Z,(y) spanned by {e?.f}, with/(b,) = 0. Then, we 
have an isomorphism of vector spaces: 
Z:(7) z Z,(Y) 0 Z,( f-1; b,; 0) 
where Z,( I-,; b,; 0) is a (K + I)-dimensional vector space associated with a l-holed torus in 
the sense of Section 1.1. Hence the action of p,(l) on eY.oEZE(T) is of the form 
Since we have 
PL(r)OO = SK(O),, = - sin - 
we obtain our lemma. 
Proof of Theorem 2.18. Let M, = V, u,,V2 and M, = V’, u ,,.V; bc Hccgaard 
decompositions of M, and M, rcspcctivcly. By hypothesis WC have an orientation prc- 
serving homeomorphism cp: M, + M,. Then. it is known by Rcidcmcistcr and Singer 
(see [4]) that these two Hecgaard decompositions arc stably equivalent. which means that 
there exist positive intcgcrs m and n such that the connected sum M, # m(S’, r) and 
M, # n(S3. r) arc equivalent Hecgaard decompositions. Hcrc (S’, T) stands for the standard 
Heegaard decomposition of S’. By means of Theorem 2.16 and Lemma 3.2, we obtain 
This implies 
&(OEop,(h)oo = WWodh’)oo. 
SAO);:PK(h)ee = S,(O)$“p,(h’). 
Here g and g’ stand for the genus of 8V, and 8V, respectively. This completes the proof. 
In the following, we give several immediate consequences of our construction. 
LEMMA 3.3. We hate 
(1) dJK(S’) = 1 
(2) 
Prooj: We take the standard Heegaard decomposition S’ = D, u, D,. Then we have 
PK(5)00 = S,(O),,* and the first assertion follows immediately. The second assertion is 
derived from the Heegaard decomposition S’ x S’ = D, uid D,. 
PROPOSITION 3.4. For a connected sum, we haoe the following formula: 
A(Ml # M2) = &(MI)*&(M2) mod rK. 
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Proof We consider a Heegaard decomposition of M, # M, compatible with the 
connected sum. We have a marking of the Heegaard surface so that the associated dual 
graph ‘J is of the form ‘iI u c u y2. where rI and y2 correspond to the Heegaard surfaces of 
AZ, and M, respectively and c is a cut edge. Let Z:(y) be the subspace of Z,(y) spanned by 
{e,.,> withf(c) = 0. Then, we have an isomorphism Z:(y) z Z,(yt ) @Z,( ;1*) and Z,(vi), 
i = 1, 2 are considered to be subspaces of Z,(y) in a natural way. We get 
PK(h)OO = Ph.(h* )oo Pm(h,)oo 
where h,, h, and h denote the attaching maps corresponding to the Heegaard decomposi- 
tions of M,, icf, and M, # M 2 respectively. Thus we obtain the assertion. 
3.2. Examples and discussions 
First, we describe an explicit form of the projectively linear representations pK in the 
case the level K is small. We denote by R, the cyclic group generated by a primitive n-th root 
of unity. 
The case K = I 
Let us choose a trivalent graph y as shown in Fig. 13b. We see that an admissible weight 
/: &e(y) -, {O. t) satisfies 
f(h,) =. . ./(I$_,) = 0 
and/((l,) =/‘(ct). 2 I; k 5 y - I. Hcncc we have dim Z,(y) = 2“ and WC identify the vector 
space Z,(y) with the tensor product k’@“, where V is a two dimensional complex vector 
space. We put 
S=L 1 1 ( ) J2 1 -1 
T = ditry( 1, i) 
W= T-l @T-l = diq(1, -i, - i, 1). 
Let us note that in general the fusing matrix 
F i2 h 
[ 1 il i4
is reduced to I if one of the half integers jl, . . . , j4 is equal to 0. Now, we can write down the 
projectively linear representation p,: .N, --* GL( P’@“)/Q, in the following way. 
p,(q) = T;’ = T-’ 8.. . @ 1 
Pl(Z,) = w,,, *. . t Pl(Z#) = wg-I,, 
p,(S,) = T;’ = 1 @ T-’ @ I @ ... @ I 
P,V,) = u,. . . .? P,(B,) = v,. 
Here. Wk.t+,, 1 5 k 5 g - 1, stand for the operation of W on the k-th and (k + I)-st 
components of the tensor product V@#. 
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The associated invariant &r(M) has the following Dehn surgery description. Let us 
suppose that the 3-manifold M is obtained from the Dehn surgery on a framed link L with n 
components in S 3. Let us denote by cr the signature of the linking matrix A. We put 
I(M) = ,/FS’Cexp 
with < = exp (ni/4). Here the sum is taken for any he(Z/2Z)“. This essentially coincides 
with Reshetikhin-Turaev invariant for r = 3 (see [ 121). One can check that the invariant $3 
computes this invariant up to some power of 5, and consequently, it follows that the 
absolute value of q%,(M) is equal to the square root of the number of elements in 
H ‘( M; Z/22) if we do not have a E H ‘( M; Z/22) such that x u a u a # 0 and is equal to 
zero otherwise. 
The representation p, factors through Sp(2g, Z) and has the following generalization. 
We fix relatively prime positive integers m and k so that m is even if k is odd. We put 
A 
mx’ 
X=Zk, Osxsk-I 
sxy Ji; = i exp 2nJ_( - AX+y + AX + A,), O<x,ysk- 1. 
The above data appeared in [ 181 Appendix E as a solution of the polynomial equations for 
Z/k2 fusion rules. We put 
T = diwo,,,k- L (exp(2nJ_A,)). 
Let Y be a k dimensional complex vector space. Introducing the matrices fJ and W by 
means of the above matrices S and T, as in the definition of p,, we obtain a representation 
This representation factors through Sp(Zy, Z). The case k is even was discussed by Gocho 
[S] from a geometric point of view. The associated invariant has the following Dehn surgery 
description. 
(3-5) I,,,, = p<(m, k)” F exp 
he( /kZ)” 
- n~m’hAh). 
Here <(m, k) denotes the Gauss sum 
5 o,i?,-, exp 
nflmx2 
k 
which is known to be an eighth root of unity, and we adapt the same notation as in the 
definition of I(M). Concerning the above Dehn surgery formula, the case k is even was 
discussed independently by Ohtsuki and by Murakami-Okada. 
By means of the projectively linear representation pl, we can define a matrix invariant of 
a Heegaard decomposition. 
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PRoPosmoN 3.6. Let V, uI V, and V, uL. V, be equivalent Heegaard decompositions. We 
denote by 9 the subgroup of G = GL( If*@) generated by the diagonal matrices 
Then, we have an equality of matrices p,(h) = p,(h’) in the double coset 9\G/9. 
Proofi It is enough to show that for an extendable homeomorphism aE&, pi(a) is 
represented by a diagonal matrix whose entries are contained in the set R,. This follows 
from an explicit description of the image of elementary homeomorphisms in the proof of 
Lemma 3.1. 
Remark 3.7. In general, it is known that the dimension of the vector space Z,(y) for a 
trivalent graph y associated with a marked Riemann surface of genus g is given by 
dim Z,(y) = J,, (/G sin(2;+$z)‘-2g 
(see [25-J). 
The case K = 2 
For simplicity we suppose g = 2 and we give a description of an explicit matrix 
representation of the mapping class group. We put x = exp (3ni/8) and we introduce the 
following matrices: 
T=diuy(l,x, -1) 
1 Jj: 1 
s=; Jr 0 -JI ( 1 1 -J? 1 
x Jj: -x 
u=sTs=; Ji 0 Ji ( i -x Jr x 
Now the dual graph y shown in Fig. 13b has three edges ai, a2 and b. We consider the 
subspace Z;(y) of Z,(y) spanned by {e,,,} with f (b) = 0. Then Z;(y) is identified with a 
tensor product V @ V, where V is the 3-dimensional vector space associated with the 
l-holed torus, which is denoted by Z,(y; b; 0) in Section 2.1. We decompose Z,(y) as 
Z2(y) = V@ V @Ce 
where e corresponds to the admissible weight f given by f (a,) = f (a2) = f and f (b,) = 1. 
The only non-trivial fusing matrix is given by 
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Then, the projectively linear representation pJ: A, + GL(Z2(‘/)),‘R,6 is described in the 
following way. 
p*(**) = (T-l Go 1) a3 x-l 
p2(&)=(1 c3 T-‘)cBx-’ 
Pz(BI)=(~@ l)@ix 
prfBt) = (1 63 U @ ix 
10 00 . . . 
ox 00 . . . 
0 0 -10 . . . 
00 ox . . . 
0 0 0 0 -1 
p2(az) 
0 
= 0 x 000 0 
0 0 -100 0 
0 0 0x0 0 
0 0 001 0 
-1 0 000 0 
Compurations 0f4~(M) 
The following results on 4,(M) were communicated to the author by T. Shigeeda. More 
details and further examples will be discussed in the forthcoming paper. 
It is shown in [203 that the invariant 4, distinguishes the lens spaces 1547. 1) and L(7,2), 
which implies that the topological invariant &j is not a homotopy invariant. 
With the aid of a method due to Birman and Hilden [3], we have a Heegaard 
decomposition of the Poincare homology 3-sphere C with the attaching map given by 
An explicit computation shows that 4, distinguishes E and S3. 
Concluding Remarks 3.8. 
(1) Our representations pK depend on the normalization factor A in the formula l-19. 
However, the invariants #K do not depend on the choice of a normalization. 
(2) In [193, Reshetikhin and Turaev gave an expression using the Jones polynomial and 
its relatives, so that it is invariant under the Kirby calculus. It would be interesting to obtain 
a Dehn surgery formula for our invariants 4K and to compare with the Reshetikhin and 
Turaev’s formula. 
(3) In the present paper, we discuss representations of the mapping class groups related 
to s/(2, C). The framework to get an invariant developed in this paper can be also applied to 
other types of solutions to the Moore and Seiberg’s polynomial equations. This subject will 
be discussed in the forthcoming paper. 
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