The folk questions in Lorentzian Geometry, which concerns the smoothness of time functions and slicings by Cauchy hypersurfaces, are solved by giving simple proofs of: (a) any globally hyperbolic spacetime (M, g) admits a smooth time function τ whose levels are spacelike Cauchy hyperfurfaces and, thus, also a smooth global splitting M = R × S, g = −β(τ, x)dτ 2 +ḡ τ , (b) if a spacetime M admits a (continuous) time function t (i.e., it is stably causal) then it admits a smooth (time) function τ with timelike gradient ∇τ on all M .
Introduction
The present article deals with some folk questions on differentiability of time functions and Cauchy hypersurfaces, as a natural continuation of our previous paper [2] . The following questions has been widely controversial since the very beginning of Causality Theory (see [2, Section 1] for a discussion and references): (i) must any globally hyperbolic spacetime contain a smooth spacelike Cauchy hypersurface? [4, p. 1155] (ii) can classical Geroch's topological splitting of globally hyperbolic spacetimes [3] be strengthened in a smooth metric splitting?, and (iii) does any stably causal spacetime admit a smooth function with timelike gradient on all M ? [1, p. 64 ]. The first question was answered affirmatively in [2] , and our aim is to answer the other two.
Concretely, for question (ii) we prove: Theorem 1.1 Let (M, g) be a globally hyperbolic spacetime. Then, it is isommetric to the smooth product manifold R × S, ·, · = −β dτ 2 +ḡ where S is a smooth spacelike Cauchy hypersurface, τ : R× S → R is the natural projection, β : R×S → (0, ∞) a smooth function, andḡ a 2-covariant symmetric tensor field on R × S, satisfying:
1. ∇τ is timelike and past-pointing on all M (and, thus τ is a time function).
2. Each hypersurface S τ at constant τ is a Cauchy hypersurface, and the restrictionḡ τ ofḡ to such a S τ is a Riemannian metric (i.e. S τ is spacelike).
The radical ofḡ at each
For question (iii), recall first that a stably causal spacetime M is characterized classically as that one which admits a (global) time function, i.e., a continuous function t : M → R which is strictly increasing on any future-directed causal curve [1, Section 3.2]. Obviously, any smooth function with everywhere timelike gradient is a time function, but even a smooth time function may have a lightlike gradient in some points. The proof of Theorem 1.2 will be carried out by using simple variations in the reasonings for Theorem 1.1. For the proof of this theorem, the reader is assumed to be familiarized with the technique in [2] . Our approach is very different to previous ones on this topic. Essentially, the idea goes as follows. Let t be a continuous time function as in Geroch's theorem, i.e., each level S t is a topological Cauchy hypersurface. As shown in [2] , if t − < t then there exists a smooth Cauchy hypersurface S contained in t −1 (t − , t); this hypersurface is obtained as the regular value of certain function with timelike gradient on t −1 (t − , t]. As t − approaches t, S can be seen as a smoothing of S t ; nevertheless S always lies in I − (S t ). In Section 2 we show how the required splitting of the spacetime would be obtained if we could ensure the existence of a time step function h t around each S t . Essentially such a h t is a function with timelike gradient on a neighborhood of S t (and 0 outside) with level Cauchy hypersurfaces which cover a rectangular neighbourhood of S t (Definition 2.3). Then, Section 3 is devoted to prove the existence of such a time step function around any S t . To this aim, we will show first how S t (but perhaps no other close Cauchy hypersurface obtained varying t) can be covered by Cauchy level hypersurfaces, Proposition 3.6. Then, the time step function will be obtained as the sum of a series of previously constructed functions Theorem 3.11, and special care will be necessary to ensure its smoothness.
Finally, in Remark 3.12 we sketch the proof of Theorem 1.2. Essentially, only some variations in previous arguments are needed, taking into account that each level hypersurface S of the continuous time function t is not only achronal, but also a Cauchy hypersurface in its Cauchy development D(S).
Usefulness of time step functions
In what follows, M ≡ (M, g) will denote a n-dimensional globally hyperbolic spacetime, and t a continuous time function given by Geroch's theorem, as in [2, Proposition 4] . Then, each S t = t −1 (t) is the corresponding topological Cauchy hypersurface, and the associated topological splitting is M = R × S, where S is any of the S t 's (see [2, Proposition 5] ). N = {1, 2, . . .} will denote the natural numbers (resp., Z, R integers, real numbers). In principle, "smooth" means C r -differentiable, where r ∈ N ∪ {∞} is the maximum degree of differentiability of the spacetime. Nevertheless, we will assume r = ∞, and the steps would remain equal if r < ∞, except for some obvious simplifications in the proof Theorem 3.11. W will denote the topological closure of the subset W ⊂ M .
is a time step function around t, compatible with the outer extremes t − , t + and the inner extremes t a , t b , if it satisfies:
1. ∇h is timelike and past-pointing where it does not vanish, that is, in the interior of its support V := Int(Supp(∇h)).
In particular, the support of ∇h satisfies:
Recall that, from the first property, the inverse image of any regular value of h is a smooth closed spacelike hypersurface. Even more, from the third property such hypersurfaces are Cauchy hypersurfaces (use [2, Corollary 11]) and, from the fourth, they cover not only S t but also close Cauchy hypersurfaces S t ′ . 
, a locally finite subrecovering I ′ of I exists (we can also assume that no interval in this subrecovering is included in another interval of it) and, as a consequence, a locally finite subrecovering V ′ of V:
Without loss of generality, we can assume t k < t k+1 and then, necessarily,
The notation will be simplified
Define now:
, for all k (this applies when k > k 0 , where k 0 is the first k > 0 such that t −k + 2 < t k − 2). This (plus the limit (1)) ensures that τ is well defined. Property (A) is then straightforward from the definition of τ , the convexity of the (past) time cones and the fact that V ′ covers all M .
For (B), it is enough to check that, for any k ∈ N there exists t[k] ∈ R such that τ (γ(t[k])) > 2k (and, thus, from (A), this inequality holds for all t > t[k]). But this is obvious by taking t[k] = t k + 2 (≥ Sup(t(V k ))).
To check that the (necessarily smooth and spacelike) hypersurface S τ is Cauchy, notice that no timelike curve (in fact, no causal one) can cross more than once S τ because of property (A). Thus, γ can be τ -reparameterized in some interval (τ − , τ + ) and, because of (B), necessarily τ ± = ±∞. Therefore, γ must cross each S τ . Now, the assertions in Theorem 1.1 are straightforward consequences of previous properties. Briefly, let S = τ −1 (0) and define the map
where Π(p) is the unique point of S crossed by the inextendible curve of ∇τ through p. The vector field ∂/∂τ obtained at each point p as the derivative of the curve s → Φ −1 (τ (p) + s, Π(p)) is clearly parallel to ∇τ at each point. Even more, as g(∂/∂τ, ∇τ ) ≡ 1, then ∂/∂τ = ∇τ /|∇τ | 2 . Then, the metric Φ * g induced on R × S satisfies all the required properties with β(Φ(p)) = |∇τ | −2 (p), for all p ∈ M . Remark 2.5 (i) The restriction on the outer extremes can be obviously weakened by assuming that t + − t − is bounded. Thus, Proposition 2.4 reduces Theorem 1.1 to prove the existence of a time step function around any S t with bounded outer extremes. Theorem 3.11 will prove this result.
(ii) In fact, Theorem 3.11 proves more: the outer and inner extremes can be chosen arbitrarily. Thus, one can assume always for time step functions t b = t + 1, t a = t − 1, t + = t + 2, t − = t − 2. In this case, the proof of Proposition 2.4 can be simplified because one can take directly the subrecovering V ′ with t k = k for all k ∈ Z. For its proof, we will need first the following two lemmas, which are straightforward from [2] . Thus, we only sketch the steps for their proofs. Proof of Proposition 3.6 Fixed S t , take U , h + and h − as in the two previous lemmas. Notice that h + − h − > 0 on all U . Then, define:
Construction of a time step function
on U , and constantly equal to 1 on M \U . As
is either timelike or 0 everywhere, all the required properties are trivially satisfied.
We can even strengthen technically the conclusion of Proposition 3.6 for posterior referencing: Proof. For each S t which intersects K, take the corresponding function h t from Proposition 3.6. K is then covered by the corresponding open subsets V t and, from compactness, a finite set of t's, say, t 1 , . . . , t m suffices. Then take h = m −1 i h ti . Theorem 1.1 will be the obvious consequence of Proposition 2.4 and Theorem 3.11 below. For the proof of this one, we will sum an appropiate series of functions as the ones in Corollary 3.9, and we will have to be careful with the smoothness of the sum. But, first, the following trivial lemma will ensure that the infinite sum will not be an obstacle for the timelike character of the gradient. 
Theorem 3.11 For each S ≡ S t and t − < t a < t < t b < t + there exists a time step function h around S with outer extremes t − , t + and inner extremes t a , t b ,
Proof. Choose a sequence {G j : j ∈ N} of open subsets such that:
and the associated sequence of inner compact subsets
For each K j , consider function h j given by Corollary 3.9, being V j :=Int(Supp ∇h j ), K j ⊂ V j . Notice that the serieŝ
converges at each q ∈ M and, thus, defines a continuous functionĥ : M → R. If h were smooth and its partial derivatives (in coordinate charts) conmuted with the infinite , thenĥ would be the required time step function (use Lemma 3.10), obviously. As these hypotheses have not been ensured, expression (3) will be modified as follows. Fix a locally finite atlas A = {W i : i ∈ N} such that each chart W ≡ (W, x 1 , . . . , x n ) ∈ A is relatively compact and also the restriction of a bigger chart on M which includes W . Then, each compact subset G j is intersected by a finite number of neighborhoods W i1 , . . . , W i k j . As D := (W i1 ∪ . . . ∪ W i k j ) is compact, there exists A j > 1 such that |h j | < A j on D and, for each s < j:
Now, the seriesh
is smooth on all M . In fact, to check differentiability C s at p ∈ M , choose j 0 ∈ N and W ∈ A with p ∈ G j0 ∩ W . Recall that, for any j > Max{j 0 , s}, the summand 1 2 j Aj h j and all its partial derivatives in the local coordinates of W , up to order s, are bounded in absolute value by 1/2 j on G j0 ∩W . Thus, the series (4) converges uniformly on a neighborhood of p, and the derivatives conmute with on M . Therefore,h satisfies trivially all the properties of a time step function in Definition 2.3 except, at most, the normalizations to 1 and -1 in the second and third ones. Instead,h satisfiesh(J − (S − )) ≡ c − < 0,h(J + (S + )) ≡ c + > 0. The required function is then h = ψ •h, where the function ψ : R → R satisfies ψ ′ > 0, ψ(c − ) = −1, ψ(c + ) = 1.
Remark 3.12 The proof of Theorem 1.2 can be carried out from similar arguments as follows. Let t be a time function, choose p ∈ M and let S = t −1 (t(p)) be the level hypersurface of t through p. Then, S is closed, achronal and separates M , i.e., M \S is the disjoint union of the open subsets, M + := t −1 (t(p), ∞)(⊇ I + (S)) and M − := t −1 (−∞, t(p))(⊇ I − (S)). Even more, S is a Cauchy hypersurface of its Cauchy development D(S). Now:
(i) Any time step function on D(S) can be extended to all M by putting h(M + \D + (S)) ≡ 1, h(M − \D − (S)) ≡ −1. Thus, ∇h is: (a) either timelike or null everywhere, and (b) timelike on p.
(ii) Given any compact subset G ⊂ M , a similar function h, which satisfies not only (a) but also (b) for all p ∈ G, can be obtained as a finite sum of functions constructed in (i) (in analogy to Corollary 3.9).
(iii) Choosing a sequence of compact subsets G j as in equation (2), taking the corresponding function h j obtained in (ii), and summing a series in a similar way than in (4), the required τ is obtained.
