We introduce a new sampling scheme for selecting the best alternative out of a given set of systems that are evaluated with respect to their expected performances. We assume that the systems are simulated on a computer and that a joint observation of all systems has a multivariate normal distribution with unknown mean and unknown covariance matrix. In particular, the observations of the systems may be stochastically dependent as is the case if common random numbers are used for simulation.
INTRODUCTION
We consider ranking and selection of systems based on the average performance of the alternatives. The particular set-up used here is motivated by problems from optimization under uncertainty.
Often in operations research and in engineering applications, the performance of solutions depends on some random influence such as market conditions, material quality, or simply (e.g., Chick and Inoue (2001b) , and Qu et al. (2015) ) whereas the 0-1 reward function is 1 if the true value is selected and 0 if not. Here, a selection is seen as correct if it is within a δ -distance of the true alternative (indifference zone). The expected value of the 0-1 reward function is the probability of a correct selection (PCS), which is used in Chick and Inoue (2001b) , Fu et al. (2007) , and Peng et al. (2013) .
Similarly, the sample allocation on a single stage may be determined using the value-ofinformation (or knowledge-gradient) approach, choosing an alternative that promises the largest expected increase in the best mean value after the next observation. This is used in Frazier et al. (2011) , Qu et al. (2015) , Zhang and Song (2016) , and Xie et al. (2016) . On the other hand, the goal may be to maximize the PCS given a fixed budget of simulations (Chen et al. (1997) , Chen and Lee (2010) , Peng et al. (2013), and Fu et al. (2007) ). Peng et al. (2017) formulate a ranking and selection problem as a Markovian decision process with either the opportunity cost or the 0-1 reward function as terminal evaluation function. Under certain assumptions, the value function and the optimal decision rule of the decision process can be approximated. This yields allocation rules that have performed quite well in the examples investigated by the authors. In this model, only single observations may be allocated in each iteration and, in case of normally distributed observations, the covariance matrix must be known.
In some recent papers, the classical set of ranking and selection has been extended. In Gao et al. (2016) , alternatives have several "scenarios" and are selected according to their worst-case performance. In Luo et al. (2015) and Ni et al. (2014) , execution of ranking and selection in a parallel environment is discussed and Nelson (2014, 2016) extend the scope from Normal distributions to general distributions using a bootstrap approach. In Glynn and Juneja (2004) (see also Glynn and Juneja (2015) ) asymptotic bounds on the probability of false selection in general ordinal optimization problems are investigated and in Russo (2016) , the asymptotic optimality of a particular Bayesian allocation rule is studied.
In this article, we introduce a new Bayesian procedure for ranking and selection called Barsco (BAyesian Ranking and Selection for Correlated Observations) that combines some of the features mentioned above. Observations are assumed to be from a multivariate Normal distribution with unknown mean and unknown covariance matrix, where we use a so-called noninformative prior distribution. In the first stage, n 0 complete observations from all alternatives are made. Then, we continue sampling in a sequential fashion until we are sure that the PCS ≥ 1 − α for a given α. For each iteration, we are given a fixed computing budget of b simulations that has to be allocated to the alternatives. Therefore, the only input parameters are n 0 , α, and b.
After each iteration, we have to collect the information gained from the new observations. In our Bayesian set-up, this means updating the posterior distribution of the unknown parameters. For complete observations with the noninformative prior distribution, the joint posterior distribution of means and covariance matrix is known to be a Normal-InverseWishart (NIW) distribution. The family of all NIW distributions also forms a conjugate family in this case, that is, if the prior distribution is NIW, then the posterior is also an NIW-distribution and updating the posterior distribution is reduced to an update of parameters of NIW distributions. The marginal posterior distribution of the means is then a multidimensional t-distribution (see, e.g., DeGroot (2004) ). However, in our case, additional observations are made only with alternatives that seem promising in some sense. Therefore, we will not have complete observations of all alternatives in each iteration; instead, observations of some alternatives may be missing. Determining the joint posterior distribution in the case of missing values is, in general, a computationally difficult task; no closed parametric form of the posterior distribution and its marginals seems to be known for this case. Bayesian procedures thus often replace the exact posterior distribution by some approximation from a parametric family (see, e.g., ).
Different types of approximations may be used in ranking and selection. In Qu et al. (2012) , Qu et al. (2015) , and Zhang and Song (2016) , an approximative posterior distribution is used for their Pluck procedure. This is a sequential procedure in which observations follow a multidimensional Normal distribution with an unknown mean and unknown covariance matrix similar to our set-up. After each iteration, the true joint posterior distribution of means and covariance matrix is replaced by an NIW distribution. In Qu et al. (2015) , the replacement is chosen such that the Kullback-Leibler distance to the true distribution is minimized; in Zhang and Song (2016) , the replacement matches only the first moments of the true distribution or combines moment matching and Kullback-Leibler distance. All three approaches allow a recursive update scheme for the parameters of the posterior NIW distributions from which the allocation of the next observation is then calculated using a value-of-information approach.
In our approach, the budget b may be chosen arbitrarily, but we use a particular sampling scheme (see Section 2.2) that guarantees a so-called monotone and ignorable pattern of missing data, that is, observations are missing only at the end of the sample and sampling does not depend on the missing values (see Schafer (1997) and Gelman et al. (2004) ). If the covariance matrix Σ of the observations is known, then with these monotone and ignorable patterns the posterior distribution of the means is again a Normal distribution with a more involved expression for the covariance matrix. However, no such closed form of the posterior seems to exist for unknown Σ. As an approximation to the true posterior distribution, we use the result for known Σ and replace Σ by an appropriate ML-type estimate. In all our numerical experiments, this approach yielded better results than the approaches sketched above.
Within our procedure Barsco, we compare two different allocation strategies. The first, Gr-dOCBA, is adapted from the optimal computing budget allocation strategy of Chen et al. (1997) (see also Branke et al. (2007) ). It allocates the budget according to the increase in the PCS that we can expect if the whole budget would be given to a single alternative. Our new strategy Dpw uses the dominance probability of a pair (i, j) of alternatives, that is, the posterior probability that the mean of alternative i is less than the mean of j. Dpw allocates simulations such that the dominance probabilities of all pairs relevant for the present ranking and selection task (see below) are increased. As these dominance probabilities were also used by Barsco for the Bonferroni lower bound of the PCS in the preceding stage, Dpw simply reuses these values and allocates the simulations for the present stage.
Many ranking and selection procedures only work for the selection of the best alternative with the minimal (or maximal) mean. Our procedure also works for more general targets as long as they can be defined by pairwise comparison of alternatives, for example, determining the m best alternatives and ranking them or determining the alternative with the median mean.
In our empirical tests, we compared our procedure Barsco to two procedures well known from the literature: K N++ from Kim and Nelson (2006b) and Pluck from Qu et al. (2012 Qu et al. ( , 2015 and Zhang and Song (2016) . As mentioned above, Pluck is a fully sequential Bayesian procedure that allows dependent observations. In its original version, it requires the mean and scale matrix of the prior distribution to be known and does not use the PCS as a stopping criterion. To make comparisons fair, we used the posterior distribution from the first stage of Barsco as the prior distribution of Pluck. We also used the approximate posterior distribution of PLUCK to obtain a lower bound for the PCS and continued sampling until this bound was ≥ 1 − α, as in our procedure Barsco. With these modifications, Pluck was very fast but the empirical relative frequency of correct selections was much less than 1 − α in all of our scenarios. If, on the other hand, sampling with PLUCK was continued until the correct selection was made, many more observations than with Barsco were needed. K N++ is more conservative than Pluck and has a high empirical frequency of success, but it needs many more observations than Barsco. Moreover, both procedures, K N++ and Pluck, are only able to solve the task to find the alternative with maximal or minimal mean.
We also compared our two allocation rules GrdOCBA and Dpw in different test scenarios. Here, the simpler rule Dpw turned out to be slightly better with respect to number of observations needed.
To summarize, the main contributions of this article are the following: it introduces a new ranking and selection (R&S) procedure that allows for dependent observations without any prior knowledge of parameters. It uses a general target scheme for the alternatives to be selected and introduces a new simple and efficient allocation rule Dpw that is based on a new approximation of the posterior distributions.
This article is based on the doctoral thesis Görder (2012) . It is organized as follows. In Section 2, we give the exact mathematical description of the sampling process and our Bayesian model. Technical details about the posterior distribution with missing data are sketched in an appendix. Section 3 generalizes the concept of ranking and selection of solutions and gives a simple Bonferroni bound for the PCS. A precise description of our complete ranking and selection algorithm is given in Section 4. In Section 5, we introduce the new allocation rule Dpw and the adapted OCBA procedure GrdOCBA. We report on extensive empirical tests of our algorithm and its comparison to K N++ and Pluck in Section 6. Some conclusions are given in Section 7.
THE MATHEMATICAL MODEL 2.1 A Bayesian Environment
Let L := {1, . . . , L} denote the fixed set of alternatives. X it is the tth observation of alternative i ∈ L. Therefore, simulating all of the alternatives from L with the tth scenario leads to a (column) vector of observations X •t := (X 1t , . . . , X Lt ) T , t = 1, 2 . . . .
(2.1)
We assume that for known μ, Σ, the sequence X •1 , X •2 , . . . of complete observations are independent and identically N L (μ, Σ) distributed. Here, N L (μ, Σ) denotes the L-dimensional normal distribution with mean μ = (μ 1 , . . . , μ L ) T ∈ R L and the positive definite L × L covariance matrix Σ. This model includes the case in which the L alternatives are simulated independently (i.e., with different scenarios); then, Σ is a diagonal matrix. μ and Σ are assumed to be unknown and we want to extract information about μ from the observations X . As we assume that the simulations are performed on a computer, we identify the tth scenario with z t , the tth seed for the random generator of the observations. We take a Bayesian point of view and assume that the unknown parameters μ and Σ are themselves observations of random variables W and S having a prior distribution with density π (μ, Σ). We do not assume any specific prior knowledge about the parameters, therefore, we shall use the so-called noninformative prior distribution (see DeGroot (2004)
where ∝ means that the right-hand side gives the density π up to some multiplicative constant that does not depend on μ or Σ. ν 0 is a so-called hyperparameter that allows control of the degree of uncertainty about Σ and is set to L − 1 in our experiments.
Iterative Allocation of Simulation Runs
In the first stage, all alternatives are simulated n 0 times for a fixed number n 0 . From iteration n 0 + 1 on, the simulation budget b is allocated to the alternatives, depending on the observations made so far. This may result in samples with missing data. We assume the following particular CRN sampling scheme: if in iteration t > n 0 simulations are allocated to alternative i, then these simulations start with scenario (seed) z l 0 , where l 0 is the smallest number l such that z l has not yet been used for alternative i. In other words, z l 0 −1 is the last scenario used for alternative i; see the example in Figure 1 .
This results in samples that may contain different numbers of observations for different alternatives, but values will be missing only at the end of the sample, a so-called monotone pattern of missing data. As this pattern does not depend on the unobserved data (but rather only on the observed ones via the allocation rule), it is also ignorable. See Schafer (1997) for an exact definition of these terms. Although this may seem rather artificial, it is crucial for the distribution analysis below. It is easily implemented by suitable bookkeeping of the random seeds.
Let n = (n 1 , . . . , n L ) ∈ N L be the vector of the present sample sizes for each of the L alternatives; then, the observations can be collected into a matrix-like scheme with possibly different row lengths n i :
Columns X •t may be incomplete for t > n 0 , as the tth scenario or seed may not have been allocated to all alternatives. In the example in Figure 1 , columns 6,7,8 are incomplete. Let R L ⊗n denote the set of possible samples x (n) that may be observed with X (n) for a particular size vector n = (n 1 , . . . , n L ). An allocation rule is a mapping Q : R L ⊗n → N L that determines the numbers q 1 , . . . , q L of additional simulations for each alternative with q 1 + · · · + q L = b. Then, n is updated to n := (n 1 + q 1 , . . . , n L + q L ) and the new observations are added at the end of each line of x (n) to form the new sample x (n ) , an element of R L ⊗n . Note that, with this sampling scheme, the simulations in different iterations need not be independent, as for some alternatives we may have to reuse scenarios that have already been used in earlier iterations for other alternatives. For example, in Figure 1 , the next simulation with alternative 2 would have to use seed z 6 . This means that we have to keep random seeds until all alternatives have been simulated with this seed. A new seed resulting in an independent observation is used for the simulation of some alternative i only if n i = max{n 1 , . . . , n L }, that is, all seeds used so far have been applied to i. This would be the case for alternative 1 in Figure 1 .
The allocation schemes that we use below depend on the posterior distribution of the mean W given data x ∈ R L ⊗n , which is determined in the next section. . . , 7} and n 1 = 12, n 2 = 11, n 3 = n 4 = 8, n 5 = 7, n 6 = n 7 = 6.x (n 6 )
[<6] contains all 5 sample means from the boxed values.
Likelihood and Posterior Distributions with Missing Data
The likelihood function of incomplete samples as described in the previous section are examined in great detail and generality in Schafer (1997) and Dominici et al. (2000) . Our case is comparatively simple, as our sampling scheme guarantees monotone and ignorable patterns of missing data.
To simplify notation, let the set of alternatives L = {1, . . . , L} be ordered such that for the present data x = x (n) ∈ R L ⊗n with n = (n 1 , . . . , n L ), we have that n 1 ≥ n 2 ≥ · · · ≥ n L .
(2.4)
We need projections of vectors and matrices to components corresponding to subsets of the alternatives L = {1, . . . , L}. For y = (y 1 , . . . ,y L ) T ∈ R L and i ∈ {1, . . . , L}, let y [<i] := (y 1 , . . . ,y i−1 ) T ∈ R i−1 and y [≤i] 
For 1 ≤ k ≤ i ≤ L, we have that n k ≥ n i . Therefore, the sample mean of alternative k restricted to the first n i observations is well defined:x
Then,
is the sample mean of alternative i over all n i observations. See Figure 2 for an illustration ofx (n i )
[<i] . For the dominance probabilities, we need the posterior distribution of the mean W given an incomplete observation x. We first assume that the covariance matrix is known and the noninformative prior π (μ) ∝ 1 for the meanW is used. Theorem 1 shows that for sampling with a monotone and ignorable pattern, a closed form of the posterior distribution of W can be given for this case.
Theorem 1. Let the conditional distribution of (the columns) X •t , t = 1, 2, . . . , be i.i.d. N L (μ, Σ) distributed given that W = μ and S = Σ. Assume that the positive definite Σ is known and that W has the noninformative prior π (μ) ∝ 1. Let the (possibly incomplete) data x = x (n) ∈ R L ⊗n with n = (n 1 , . . . , n L ), n 1 ≥ n 2 ≥ · · · ≥ n L be given as described in Section 2.2.
Then, the posterior distribution of W given that X =
for i = 2, . . . , L, (2.8) and covariance matrix Λ := Λ [≤L] , where
A proof of Theorem 1 is sketched in the appendix. Its main steps are contained in Schafer (1997) .
For the case of an unknown covariance matrix Σ and prior distribution, as in Equation (2.2), a factorization of the likelihood is again given in Schafer (1997) but only for a complex parameterization that is described in the appendix. There seems to be no way to obtain a simple closed expression for the posterior distribution of mean W in this case. Therefore, we use the results of Theorem 1 and replace the unknown Σ by its estimate, adapting parameters similar to the way it is done in the case of complete observations.
For the estimation of Σ [<i] 
) −1 , we consider only alternatives 1, . . . , i that all have sample sizes ≥ n i . Therefore, we use the (maximum likelihood) estimateŝ
(2.12)
Note thatΣ [<i] is not necessarily contained inΣ [≤i] , as the estimates use possibly different sample sizes n i and n i+1 . In Equation (2.12), we have to make sure thatΣ [<i] is nonsingular. From Dykstra (1970) , it is known that if the sample size n i ofΣ [<i] fulfills n i > i − 1, thenΣ [<i] is positive definite with probability one. This is guaranteed if we require that n 0 > L for the initial sample size n 0 , as then n i ≥ n 0 > L > i − 1. Hence, also, Σ [≤L] is nonsingular and positive definite for n 0 > L. We now plug these estimates into the definition of the posterior means and obtain that
(2.13)
The case ofΛ is more complicated. To obtain an adequate estimateΛ, we first look at the case of complete observations, that is, with n = n 1 = · · · = n L > L. Then, it is well known (see, e.g., DeGroot (2004), 10.3) that with Σ known and a noninformative prior distribution for the mean W , the posterior distribution of W would be Normal with meanx and covariance matrix 1 n Σ (2.14) (here, we use the equation number for later reference to that setting). If Σ is unknown with the noninformative prior distribution, as in (2.2), the marginal posterior distribution of the mean W in the complete observation case is an L-dimensional t-distribution with n − L + ν 0 degrees of freedom, location parameterx and scale matrix 1
Switching to incomplete observations with known covariance matrix, Theorem 1 tells us that the posterior meanx of Equation (2.14) has to be replaced by ν and the covariance 1 n Σ of Equation (2.14) has to be replaced by Λ, as in Equation (2.9), reflecting the different sample sizes for each alternative. Note that for complete samples with n = n 1 = · · · = n L , we have that ν =x and Λ = 1 n Σ, as in Equation (2.14). In the case of unknown Σ, it therefore seems reasonable to approximate the posterior distribution of the mean W by an L-dimensional t-distribution with n L − L + ν 0 degrees of freedom, location parameterν (x ), and a suitable scale matrixΛ. The scale matrixΛ should be obtained from Λ with the σ kl replaced by their estimates in a similar fashion as 1 n Σ in Equation (2.14) is replaced by 1 n−L+ν 0Σ in Equation (2.15). This means, in particular, that the constant factor 1 n−L+ν 0 from Equation (2.15) has to be replaced by 1 n i −L+ν 0 in the ith iteration of the recursive definition of Λ in Equation (2.9), as in this step the sample size n i ≥ n L is used.
Summarizing, we choose the followingΛ as an approximation to the posterior covariance matrix:Λ
As an additional justification for that choice ofΛ, we may add that for the complete observation case with n := n 1 = · · · = n L , our matrixΛ is equal to the scale matrix 1 n−L+ν 0Σ [≤L] , as in Equation (2.15). Thus, in this sense,Λ generalizes the complete observation case to our situation with incomplete observations. In the sequel, we therefore assume that the posterior distribution of W given that X = x is an L-dimensional t-distribution with n L − L + ν 0 degrees of freedom, location parameterν (x ), and scale matrixΛ(x ).
The posterior distribution of the mean W is used here to determine the dominance probability p δ i j of pairs (i, j) of alternatives. This is the posterior probability that alternative i is better than j, that is, the posterior probability of the event W i ≤ W j + δ for an indifference zone parameter δ ≥ 0:
(2.17) Let G (· ; k, a, b) denote the distribution function of the one-dimensional t-distribution with k degrees of freedom, location parameter a, and scale parameter b. From the discussion above and standard properties of the multivariate t-distribution, we obtain the following approximation of Equation (2.17):
The dominance probabilities p δ i j of alternative i over alternative j provide a lower bound of the PCS for ranking and selection targets that are based on pairwise comparison as they are introduced now.
GENERAL RANKING AND SELECTION SCHEMES 3.1 Target and Selection
Our ranking and selection scheme is a generalization of the approach in Schmidt et al. (2006) . We want to select alternatives from the set L = {1, . . . , L} according to their ranks under some performance measure, in our case, the (estimated) mean value. For example, we want to select the m alternatives with the lowest mean values and rank them as it is required in ant algorithms. We restrict ourselves to such selections that can be determined using pairwise comparisons of alternatives and then apply Equation (2.17) to bound the error probability. We introduce this concept in an abstract formulation that is illustrated by some examples below.
We first define a set A ⊂ {1, . . . , L} of target ranks. We want to select those alternatives that have ranks from A with respect to their estimated mean values. We also determine whether the selected alternatives should be ranked according to these values.
We estimate the unknown means by the present posterior meansν 1 (x ), . . . ,ν L (x ) and order them asν
(3.1) This is possible with probability one, as we have continuous posterior distributions for which P[W i = W j for some i j | X = x] = 0. We then estimate the ranks of the alternatives by their ranks in Equation (3.1) and select those alternatives that have estimated ranks in the target set A; that is, we select the alternatives
where the i j are taken from Equation (3.1). The probability that this is a correct selection is the posterior probability that the actual ranks of the selected means W l , l ∈ B are those required by the target set A, that is,
where rank t (t j ) denotes the rank of t j within t = (t 1 , . . . , t L ) ∈ R L . If it is required that the selected alternatives are also ranked among themselves, then Equation (3.3) is replaced by
4)
again using i j , i l as in Equation (3.1). We restrict ourselves here to target sets that can be described by pairwise comparisons, that is, we assume that there is a set ϱ AB of pairs from L = {1, . . . , L} (or, more formally, a binary relation over L × L) such that
If an additional ranking is required, then ϱ AB must be extended by pairs (i j , i l ) with i j , i l ∈ B, and j < l; see Equation ( 
c) If, in addition, the m best alternatives have to be ranked among themselves, then we would choose
This includes the case in which a complete ranking of the alternatives is required, where
In a similar fashion A, B and ϱ AB may be defined to select the median or span of (μ 1 , . . . , μ L ).
In the iterative procedure below, the posterior meansν 1 (x ), . . . ,ν L (x ) have to be determined after each iteration based on the new observations. Therefore, B and ϱ AB have to be recalculated in each iteration.
A Bound for the Probability of a Correct Selection
Based on the characterizing relation ϱ AB , we may now derive a simple lower bound of Bonferroni type for the PCS defined in Equation (3.6) with an indifference parameter δ ≥ 0 as follows:
where p δ i j was defined in Equation (2.17). Note that for these error bounds, we need the dominance probabilities for pairs (i, j) ∈ ϱ AB only.
We can now describe our algorithm in full detail.
THE ALGORITHM BARSCO
Let the following items be given: L = {1, . . . , L} is the set of alternatives, A ⊂ {1, . . . , L} is the target set of ranks to be selected and possibly ranked, α ∈ (0, 1) is the bound for the error probability, b ∈ N is the simulation budget for each iteration, and n 0 ∈ N, n 0 > L is an initial sample size. While LB δ (x ) < 1 − α do
• Apply an allocation rule Q to the sample x to determine the number of additional simulation runs q = (q 1 , . . . , q L ) := Q (x ).
• Perform q i simulations with alternative i ∈ L, taking into account the common random numbers scheme as described in Section 2.2. Let x be the extended data, including the new simulation results. • With the new sample x, update the posterior meansν (x ) as in Equation (2.13), the selection B(x ) as in Equation (3.2), the relation ϱ AB as in Equation (3.5), the dominance probabilities p δ i j , (i, j) ∈ ϱ AB as in Equation (2.18), and the lower bound LB δ (x ) as in Equation (3.7).
Return the present selection B(x ).
The algorithm is guaranteed to terminate if δ > 0 and if at least one simulation is allocated to each alternative in each iteration. For a sketch of a proof, note that, in this case, the sample size n i for each alternative i goes to infinity with increasing number of iterations of the algorithm. Therefore, the t-distribution in Equation (2.18) will converge against a Normal distribution; that is, if Φ(·) denotes the distribution function of a one-dimensional standard Normal distribution, then the difference
will go to zero with increasing number of iterations. For (i, j) ∈ ϱ AB we have from (3.1) and (3.2) that in each iterationν i (x ) −ν j (x ) < 0. From (2.16) we see that the posterior estimatesΛ i j will vanish almost surely with increasing sample sizes, and therefore, almost surely,
will tend to +∞ with increasing number of iterations if δ > 0. This together with (4.1) ensures that the dominance probabilities p δ i j will converge against 1 for all (i, j) ∈ ϱ AB , and therefore, we must have LB δ (x ) ≥ 1 − α in (3.7) after a finite number of iterations.
ALLOCATION STRATEGIES
In each of the iterations described in Section 2.2, it has to be decided how many simulations should be performed for each alternative i ∈ L.
We first look at a modified version of the so-called optimal computing budget allocation (OCBA) strategy introduced by Chen (Chen et al. (2008) ; Chen and Lee (2010); Chen et al. (2000) ). OCBA allocation strategies try to allocate a fixed simulation budget b ∈ N in such a way that the expected value of the PCS is maximized. As this is a difficult non-linear optimization problem (see, e.g., Chen and Yucesan (2005) ), most versions of the OCBA solve a substitute problem and try to maximize a lower bound as LB δ (x ). For larger instances, even this reduced problem can only be solved heuristically (see, e.g., Branke et al. (2007) ; Chen et al. (1996 Chen et al. ( , 1997 .
We adapt this approach to our environment with dependent observations. Let p δ i j (q i , q j ) be an estimate of the dominance probability from Equation (2.17) with q i and q j additional simulations for alternatives i and j. We have to estimate the effect of the additional observations on the parameters of the t-distribution in Equation (2.18). The degree of freedom n L − L + ν 0 will change only if additional simulations are performed with alternative L resulting in a different n L . For the current estimates of the means,ν i −ν j , we assume as in Branke et al. (2007) that they will not be affected substantially by the additional simulations. However, their effect on the varianceΛ ii +Λ j j − 2Λ i j is difficult to foresee. We use a heuristic approach here, which worked well in the experiments below. We assume that the variancesΛ ii ,Λ j j of the alternatives i and j decrease proportionally to the increase in the respective sample sizes, resulting in n i n i +q iΛ ii , n j n j +q jΛ j j . For the impact on the covarianceΛ i j , we use a weighted mean of n i n i +q i , n j n j +q j , where the weight is the relation Λ ii /(Λ ii +Λ j j ) between the present two variances. This results in the following weighted mixture Γ i j of the current valuesΛ ii ,Λ j j ,Λ i j :
We now put
We then define a greedy heuristic (GrdOCBA) similar to Chen and Lee (2010) and Branke et al. (2007) . It assigns additional simulations to an alternative l proportional to the increase inLB δ if the whole budget was assigned to l. With e l denoting the lth unit vector, this increase is given by
Note that p δ il (0, 0) = p δ il as defined in Equation (2.17). Then, GrdOCBA distributes the simulation budget proportional to the weights Δ l , that is,
A remaining budget R := b − L i=1 q i is allocated according to the largest remainder method. To determine these weights Δ l , we need the dominance probabilities p δ i j that have been calculated for the lower bound LB δ in the last iteration, but we also need the 2 · |ϱ AB | probabilities p δ i j (b, 0) and p δ i j (0, b), (i, j) ∈ ϱ AB . We now introduce a new allocation scheme Dpw (for Dominance Probability Weighting) that works with the p δ i, j only and needs no additional calculations. Let us recall that we want to ensure that W i ≤ W j + δ for all pairs (i, j) ∈ ϱ AB and that p δ i j is the present posterior probability for W i ≤ W j + δ . Therefore, a small value of p δ i, j for (i, j) ∈ ϱ AB indicates that the assertion of W i ≤ W j + δ needs additional data. Instead of allocating additional observations equally to i and j, we want to prefer that alternative with the greater variance. The weights that we use therefore consist of (1 − p δ i j ), which marks small dominance probabilities, and Λ ll /(Λ ii +Λ j j ), l = i, j, which puts more weight to the alternative with the larger variance within the pair. We therefore replace the weights from Equation (5.2) bỹ
where the sum is over all elements of the set. We may even restrict Equation (5.4) to pairs (i, j) ∈ ϱ AB with dominance probabilities
where 1 − α is the given lower bound required for the PCS. Hence, we drop those pairs (i, j) from Equation (5.4) that give an above average contribution to LB δ ≥ 1 − α already. Dpw then allocates the budget proportional to the weightsΔ 1 , . . . ,Δ L , as in Equation (5.3).
In the empirical tests given in the next section, Dpw performs slightly better than GrdOCBA, on average, though GrdOCBA is computationally more complex and uses the information from 2|ϱ AB | additional dominance probabilities.
COMPUTATIONAL STUDY
We implemented the algorithm Barsco and compared its efficiency to other R&S procedures. The main objectives of the study were • and to compare different allocation strategies within the framework of Barsco, namely, GrdOCBA, Dpw, and EqAlloc, the naïve equal allocation of the budget to alternatives.
We measured the performance of the procedures by the total number of observations that each strategy needed until LB δ ≥ 1 − α, that is, the lower bound of the PCS is at least 1 − α. For K N++, we used its own stopping criterion. We also checked the empirical PCS, that is, the relative frequency of correct selections. For the experiments, we implemented the different procedures with the free statistics software R, their code is available under https://www.mathematik.tu-clausthal. de/fileadmin/AG-StochastischeOptimierung/RankingAndSelection/BayesRS.zip. In Görder (2012) , further studies show the efficiency of our allocation strategies in the context of heuristic optimization methods such as ant algorithms.
Test Setup
As our methods require normally distributed observations, we generated them by an N L (μ, Σ)random generator for different values of μ and Σ, which, of course, were not known to the R&Sstrategies.
Some parameters were fixed: the error probability α = 0.05 and the initial sample size n 0 = L + 1. The budget to be allocated in each iteration was b = 10 · L, from which at least one simulation was allocated to each alternative in each iteration to guarantee convergence (see Section 4). The hyperparameter ν 0 for the prior probability of the covariance matrix as in Equation (2.2) showed best results in our setup for ν 0 = L − 1. Therefore, it was fixed to this value throughout our tests. In most cases, we used L = 20 as number of alternatives and δ = 0.05 as the indifference zone parameter, but we also report on different values.
A basic scenario consists of the following three variables that are varied in the tests:
(1) We have examined different R&S cases: In "Best 1 ," we want to select an alternative with minimal mean, that is, we use a target set A = {1} (see Section 3.1); in "Best 10 ," we want to select 10 alternatives with smallest means (A = {1, . . . , 10}), and in "Rank 10 ," we also want to rank these 10 best alternatives. For a comparison with the Pluck-type procedures, R&S case unfavorable μ Best 1 μ 1 = 0, μ 2 = · · · = μ L = 1 Best 10 μ 1 = · · · = μ 10 = 0, μ 11 = · · · = μ L = 1 Rank 10 μ 1 = 0, μ 2 = 1, . . . , μ 10 = 9, μ 11 = · · · = μ L = 10 Max 1 μ 1 = · · · = μ L−1 = 0, μ L = 1 Fig. 3 . Comparison of the mean total number of observations needed by the three allocation strategies Dpw, GrdOCBA, and EqAlloc within Barsco. The left-hand side shows the results for the μ case "inc" and the right-hand side for "ufc." Each block corresponds to an R&S case as labeled; in each block, the x axis gives the correlation of the different Σ cases. Each data point is the mean over M cov × M = 1,000 trials.
which are constructed to find the alternative with maximal mean, we also use the case "Max 1 " with A = {L}.
(2) Also, two different μ cases were used: In the unfavorable case "ufc" (sometimes also called "slippage configuration"), μ is adapted to the present R&S case as described in Table 1 . In the μ case "inc," μ is the increasing sequence μ 1 = 0, μ 2 = 1, . . . , μ L = L − 1. (3) To see how well our method works for different correlations among the observations, we created random covariance matrices Σ = (σ i j ) i, j=1, ...,L with a given joint correlation cor ∈ {0.0, 0.2, 0.5, 0.7, 0.9}. To do so, variances σ 11 , . . . , σ LL were chosen uniformly distributed in the interval [1, σ max ]; then, we defined σ i j := cor √ σ ii σ j j for 1 ≤ i, j ≤ L, i j. Except for the comparison in Figure 6 , we chose σ max = 10. Thus, we have five different Σ-cases with different joint correlations cor . For each Σ case, M cov := 10 different random covariance matrices were constructed along these lines.
For each pair of (μ, Σ) chosen in this way and for each possible R&S case, we performed M = 100 repetitions of each strategy tested. We kept track of the random seeds so that all strategies used the same random observations.
Comparing Allocation Strategies within BARSCO
We start by comparing the two allocation strategies Dpw and GrdOCBA introduced in Section 5 and the simple equal allocation EqAlloc. Figure 3 shows the mean total number of observations necessary to reach LB δ ≥ 1 − α for the three strategies. On the left-hand side, we used the μ case "inc." On the right-hand side, we used the more difficult unfavorable case "ufc." Shown are the R&S cases Best 1 , Best 10 , and Rank 10 as separate blocks. Within each block, the x-axis denotes the different correlations of the Σ cases. Each data point is the mean over M cov × M = 1,000 trials; that is, M cov = 10 random covariance matrices were generated as described above, then with μ and Σ fixed, the procedure was repeated M = 100 times and the total numbers of observations until LB δ ≥ 1 − α were recorded. It is obvious that both Dpw and GrdOCBA are much faster than EqAlloc in all scenarios, on average. However, the difference between Dpw and GrdOCBA is comparatively small. This is underlined by the box plots in Figure 4 , where we used the "ufc" data from the righthand side of Figure 3 , but this time we calculated the ratio of the total number of observations needed by GrdOCBA divided by the total number of observations needed by Dpw in each single trial. On the left-hand side, for each R&S case (block) and each Σ case (x value) the box plots of the M cov × M = 1,000 ratios are shown. As can be seen, the ratios vary strongly, but the median in each box plot (marked by a bold line) is greater than one; that is, Dpw is faster than GrdOCBA in the majority of cases. To get more insight into the source of the variation, the right-hand side of Figure 4 shows the R&S case "Best 1 " and the Σ case "cor = 0.5" in greater detail. For each of the M cov = 10 random covariance matrices Σ (on the x axis), the box plot now contains the ratios of the M = 100 repetitions of the same (μ, Σ) scenario. The large spread of the boxes indicates that the variance of the total number of observation needed is very high; thus, the differences between Dpw and GrdOCBA are not significant. We also repeated the experiments with L = 50 and L = 100 alternatives. The results were similar to Figures 3 and 4 , the relative difference between Dpw and GrdOCBA becoming smaller for larger L. As Dpw was still better than GrdOCBA in the majority of cases, we use the simpler and slightly faster Dpw for the rest of the article.
The empirical PCS, that is, the relative frequency of correct selection, was ≥ 0.99 in all cases. In fact, it was equal to 1.0 for all but three cases, which underlines that our approximation for the lower bound of the true PCS is quite conservative.
We have also checked the effect of different indifference zone parameters δ on the mean number of observations and on the empirical PCS. In Barsco, δ is used for the dominating probability p δ i j and its approximation in Equation (2.18). p δ i j and, hence, also the lower bound LB δ in Equation (3.7), are non-decreasing in δ . Thus, one should expect Barsco to need less observation with increasing δ . This is indeed the case, as can be seen from the left-hand side of Figure 5 . Here, for a fixed Σ case "cor = 0.5" and μ case "ufc." the mean total number of observations until LB δ ≥ 1 − α is shown for δ ∈ {0.0, 0.05, 0.1, 0.5, 0.8, 0.9}.
On the other hand, δ is also used to decide whether the selection is correct, that is, whether the selected components of the true μ have the required ranks up to an error of size δ . However, as we have a minimal step size 1 within μ in the "ufc" case for all R&S cases (see Table 1 ), for all δ < 1 selections are correct with respect to δ only if they are absolutely correct, that is, for indifference On the left-hand side, the mean number of observations is given for the μ case "ufc" with fixed Σ case "cor = 0.5." On the right-hand side, the corresponding empirical PCS is shown. Fig. 6 . Variances of the observations are selected from [1, σ max ] with σ max ∈ {1, 2, 5, 10, 20, 30, 40}. The mean number of observations for the μ case "ufc" with fixed Σ case "cor = 0.5" are shown on the left-hand side. For larger variances, some runs were stopped after reaching the limit of 120,000 observations; their relative frequency is shown on the right-hand side. zone parameter 0. In the right-hand side of Figure 5 , the empirical PCS is given. For δ > 0.5, the procedures miss the required 1 − α level. Obviously, these parameter values are too large to be indifferent for a true step size 1.
Finally, we checked the effect that the variances of the observations may have on our procedure. The variances σ 11 , . . . , σ LL were selected randomly from intervals [1, σ max ], with σ max ∈ {1, 2, 5, 10, 20, 30, 40}. For each value of σ max , M cov = 10 covariance matrices were determined as described in Section 6.1 and sampling with each covariance matrix was repeated M = 100 times. The mean number of observations from these 1,000 experiments are shown in Figure 6 for Barsco with allocation rules Dpw and EqAlloc. Here, we restricted ourselves to the the μ case "ufc" and Σ case "cor = 0.5." As was to be expected, larger variances make it more difficult for Barsco to detect the correct solution. Again, we used an upper limit of 120,000 for the number of observations. The right-hand side of Figure 6 shows the relative frequency of runs that were stopped after reaching the limit. The PCS for Dpw was well above 98% in all cases.
Note that the task "Best 10 " of determining the best 10 alternatives tends to need more observation than the task "Rank 10 " of also ranking these. As explained in Section 6.1, we used different parameters for the μ case "ufc" in these two R&S cases. As can be seen from Example 1 (b) and (c), we use more inequalities for the case "Best 10 " than for "Rank 10 ". Hence, we also have more terms in the Bonferroni bound in Equation (3.7), making the stopping criterion LB δ ≥ 1 − α even more conservative in the case "Best 10 ." Fig. 7 . Comparison of Barsco and K N++ for the R&S case "Best 1 " and μ case "ufc." On the left-hand side, the mean total number of observations is given for the different Σ cases on the x axis. Again, means were taken over the M cov × M = 1,000 trials. The experiments were stopped after 120,000 observations; on the right-hand side, the relative frequency of stopped runs is shown. Fig. 8 . On the left-hand side, Barsco and K N++ are applied to the μ case "inc." The right-hand side again shows the μ case "ufc," but this time K N++ used δ = 0.9, whereas Barsco used δ = 0.5.
Comparison with the Procedure K N++
In Kim and Nelson (2006b) (see also Kim and Nelson (2006a) ), the sequential procedure K N++ is introduced for the R&S case "Best 1 ." It uses a set of so-called active alternatives, each of which is observed once in each iteration. Then, alternatives that are inferior to one of the other active ones are excluded from the active set and from further observation. The procedure stops as soon as there is only one active alternative left, which is then selected as "best." K N++ was developed for independent observations of alternatives but was assumed to work well for correlated observations as well (Kim and Nelson (2006b) ). Note that the exclusion of alternatives forces a monotone pattern of missing values.
In our experiments, K N++ was allowed to run until only one alternative was left; Barsco with allocation Dpw used the stopping criterion LB δ ≥ 1 − α as before. Figure 7 shows the mean number of observations for the μ case "ufc" and the different Σ cases indicated by the correlation values on the x axis. The results on the left-hand side of Figure 7 show that K N++ needs much more observation than Barsco. Even with the simple EqAlloc strategy, Barsco is able to identify the best alternative with much less observation. Here, trials were stopped after 120,000 observations. This was the case for K N++ in many cases except for the highly correlated ones, as can be seen from the right-hand side of Figure 7 , where the relative frequency of stopped runs is given. Owing to these interrupted runs, the empirical PCS of K N++ was below 1 − α in these cases.
For the simpler μ case "inc" with μ = (1, 2, . . . , 20), K N++ was able to finish all runs within our limit of 120,000 observations but needed much more observation than Barsco, as can be seen from the left-hand diagram in Figure 8 . The empirical PCS of K N++ was 1.0 in this case.
However, for a fair comparison between Barsco and K N++ , one has to take into account that the indifference zone parameter δ plays a slightly different role in the two strategies. Ttherefore, we also made an extra comparison in which each strategy was allowed to use a different δ . As the total number of observations tends to decrease with increasing δ , we chose it as large as possible under the constraint that the empirical PCS was ≥ 1 − α. For K N++ , we found that δ = 0.9 was the largest δ for which the empirical PCS in the "ufc" case was ≥ 1 − α (in fact. it was slightly below 1 − α for one Σ-case). From Figure 5 , we see that δ = 0.5 is the largest tested δ for which the empirical PCS of Barsco was ≥ 1 − α. Figure 8 shows on the right-hand side the mean total number of observations when K N++ used δ = 0.9 and Barsco used δ = 0.5. Both procedures became faster, but Barsco is still superior.
Comparison with the Procedure PLUCK
Pluck (Projected Learning of Unknown Correlation with Knowledge gradients) was defined in Qu et al. (2012) and Qu et al. (2015) . It is a fully sequential procedure for correlated observations that aims to select the alternative with the largest mean value; that is, we have to use R&S case "Max 1 " with target set A = {L}. Note that this is much easier than deriving a version of Pluck that selects the minimal mean. Pluck is a Bayesian procedure for observations from an L-dimensional Normal distribution. The prior joint distribution for the unknown mean W and unknown covariance matrix S is an NIW distribution. This means that the covariance matrix S has an InverseWishart distribution with known parameter γ ∈ R and known scale matrix Γ and the conditional distribution of the mean W , given that S = Σ, is a Normal distribution N L (θ, Σ/q), where θ ∈ R L and q ∈ R are also known parameters.
In each iteration, exactly one alternative is observed. The actual posterior distribution is then replaced by an approximating NIW distribution. In the original version from Qu et al. (2015) , Pluck uses an NIW distribution that minimizes the Kullback-Leibler distance to the true distribution. In Zhang and Song (2016) , a matching of first moments is used instead, which we shall call Pluck-zs. There is also a third approximation given in Zhang and Song (2016) that uses a combination of moment matching and Kullback-Leibler distance, but this approach did not work well in our implementation; therefore, we restricted ourselves to the first two approximations. In both approaches, formulas for the update of the four parameters of the approximative NIW distribution are given. As in Zhang and Song (2016) , we replaced the complicated update of the scalar γ derived in Qu et al. (2015) by a rough approximation also mentioned in Qu et al. (2015) and used γ * = γ + 1/L as the new posterior parameter.
Instead of maximizing the PCS, Pluck uses the value-of-information approach. In each iteration n, it determines the meanθ n = (θ n,1 , . . . ,θ n, L ) of the (approximate) posterior distribution of W . Then, Θ n := max j ∈Lθn, j is the present estimate of the best (in this case, largest) unknown mean and the maximizing alternative j is the alternative that would be selected if the present iteration were the last. The value of information for an alternative i is the difference between Θ n and the expectation of Θ n after an additional simulation has been performed with alternative i. The next actual simulation is then allocated to an alternative that has the largest value of information.
The performance of Pluck (and Pluck-zs) is evaluated by the opportunity cost, which is the difference between the true largest mean and the mean selected by the procedure. In Qu et al. (2015) and Zhang and Song (2016) , the opportunity costs after n (single) observations are plotted as functions of n. The degree by which the opportunity costs decrease with growing number of observations is then taken as a measure for the quality of the procedure. Zhang and Song (2016) , show that, in this sense, Pluck-zs is superior to the original Pluck.
To make the comparison fair, we used as prior distribution for Pluck and Pluck-zs the posterior distribution from a first stage of n 0 complete observations with noninformative prior, as in our Barsco set-up. This posterior distribution is known to be an NIW distribution as required for Pluck and Pluck-zs (see DeGroot (2004) , 10.3). That means that Barsco, Pluck, and Pluck-zs had the same information after the first stage of n 0 complete observations. Fig. 9 . The mean total number of observations needed until the lower bound of the PCS was at least 1 − α with a logarithmic y axis. As before, the x axis gives the correlation of the M cov = 10 random covariance matrices; the mean is taken over all M cov × M = 1,000 trials. The left-hand side shows the μ case "inc." The right-hand side shows the case "ufc." Fig. 10 . The empirical PCS for the data of Figure 9 , on the left-hand side for the μ-case "inc", on the righthand side "ufc".
As our procedure Barsco aims at maximizing the PCS, we first extended Pluck and Pluck-zs by also evaluating the Bonferroni lower bound for the PCS as given in Equation (3.7) after each iteration. For the posterior distributions in the lower bound, we used the approximative posterior distributions provided by Pluck and Pluck-zs. All procedures stopped as soon as the lower bound for the PCS was ≥ 1 − α with a maximal number of 120,000 observations allowed.
In Figure 9 , we show the mean total number of observations needed until the lower bound for the PCS was ≥ 1 − α. Here, the y axis has a logarithmic scale. On the left-hand side, the μ case "inc" is shown; on the right-hand side, the case "ufc" is shown. Again, M cov = 10 random covariance matrices Σ were used, each with the common correlation given on the x-axis, and for each pair (μ, Σ), the procedures were applied M = 100 times. The mean is taken over all M cov × M = 1,000 results. As can be seen, Pluck in its original form cannot compete with our method Barsco. Even with the simple allocation EqAlloc, Barsco performed better than Pluck. In contrast to all the other strategies, Pluck needed more observations for scenarios with higher correlation; also, the number of stopped runs with more than 120,000 observations increased with cor . Pluck-zs, however, with the modified update of the posterior greatly reducing the number of observations, is even considerably faster than our Dpw in most cases.
However, Figure 10 shows that both Pluck and Pluck-zs do not return the correct selection with the required relative frequency of 1 − α = 0.95. In the more difficult μ case "ufc" on the righthand side of Figure 10 , the correct selection was found in less than 50% of the trials. Here, the original Pluck was not able to finish within the bound of 120,000 trials in a relevant number of cases, explaining its weak empirical PCS. Pluck-zs, however, mostly finished after a small number of iterations, as can be seen from Figure 9 , but it selects a wrong alternative in many cases. Hence, in contrast to the findings in Zhang and Song (2016) , the modified update of the posterior in Pluckzs does not really improve the overall performance of Pluck in our setup. Also, as in Pluck and Fig. 11 . Here, Pluck-zs used an allocation as in Dpw. The left-hand side shows the mean total number of observations for the μ case "ufc." The diagram on the right-hand side shows the relative frequency of stopped runs that needed more than 120,000 observations. Pluck-zs, the complex update operation of the posterior distribution is invoked after each single observation; the average runtime per observation of Pluck-zs was much larger than that for Dpw (up to 80 times as large in our implementation).
As the stopping based on the Bonferroni bound for the PCS was not part of the original Pluck and Pluck-zs procedure, we also performed another sequence of tests in which Pluck-zs was allowed to continue sampling until the correct alternative was found; that is, the opportunity costs were 0. In 20% to 30% of the trials, this could not be achieved within our limit of 120,000 observations; therefore, the actual empirical PCS was again below 0.8. In the cases in which Pluckzs was able to find the correct alternative within 120,000 observations, the mean total number of observations was again much higher than with Dpw, which, in these experiments, also had an empirical PCS of 1.0.
To further analyze the difference between the two procedures, we combined the posterior update of Pluck-zs with an allocation as in DPW; that is, we determined the lower bound LB δ and the dominating probabilities as in Equation (2.17) based on the posterior approximation of Pluck-zs and then allocated the next observation to that alternative l that had largest weightΔ l in Equation (5.4) instead of the one with highest value of information. The results in Figure 11 show that this even degraded the performance of Pluck-zs.
The reason for the weak performance of the two Pluck procedures may lie in its restricted sampling scheme. In our Barsco approach, we observe (part of) the joint distribution of the samples in each iteration and can thus adapt our posterior estimation of the covariance directly. Pluck however, observes only single alternatives; inference about the unobserved alternatives and their dependence can only be made indirectly based on the present prior information. New observations in Pluck and Pluck-zs come only from that alternative that is most promising; again, this decision is based on prior information. If the most promising alternative happens to be the true best alternative, the procedures finish very fast with a correct selection. If the prior information is misleading with respect to the maximal mean, further allocation decisions may be biased. With new data providing only the "local" information of a single alternative, a correction of the prior information seems to be difficult. Moreover, the results in Figure 11 indicate that the approximation of the posterior distribution used in Pluck-zs is not as accurate as the one used in Barsco. However, a more detailed analysis and comparison of the posterior estimation processes of both approaches is beyond the scope of this article.
CONCLUSION AND FUTURE WORK
In this article, we presented a new sequential Bayesian R&S procedure with support for common random numbers. Based on a new approximation of the posterior distribution of the unknown mean and covariance, the simulation effort could be allocated to alternatives for which insufficient data were available for a pairwise comparison.
Extensive experiments showed the practicability of this approach. In particular, it turned out to be superior to the strategy Pluck and its refinement Pluck-zs, which also approximate the posterior distributions but use only one observation in each iteration and might get stuck when the (known) prior parameters are misleading.
In our future work, we will extend this concept to the selection of multivariate parameters as they occur in multi-criteria optimization problems. Essential parts of this problem were solved in Görder (2012) . From Schafer (1997) , Section 5.2.4, we see that if (X 1,k , . . . , X L,k ) is N L (μ, Σ)-distributed, then the conditional distribution of X ik given (X 1,k , . . . , X i−1,k ) = (x 1,k , . . . , x i−1,k ) =: x [<i,k] is a onedimensional Normal distribution with meañ μ (i−1) (x [<i,k] ) := μ i + β i (x [<i,k] − μ [<i] ) and variance (A.1)
APPENDIX A DERIVATION OF THE POSTERIOR DISTRIBUTION
where β i was defined in Equation (2.6). This allows to rewrite the density of N L (μ, Σ) as a product of one-dimensional Normal densities with parameters (μ (i−1) (·),σ (i−1) ), i = 1, . . . , l, where for i = 1 we say thatμ (0) = μ 1 ,σ (0) = σ 11 . Using this re-parameterization, the likelihood function l (μ, x ) of μ for a possibly incomplete observation X = x with n 1 ≥ n 2 ≥ · · · ≥ n L as in Theorem 1 is a product of one-dimensional Normal densities, which can be rearranged to (see, e.g., Schafer (1997) , Section 6.5) l (μ, x ) ∝ ϕ 1 (μ 1 ;x 1 , σ 11 /n 1 ) · L i=2 ϕ 1 (μ i ;x i + β i μ [<i] −x (n i )
[<i] ,σ (i−1) /n i ).
If we assume Σ to be known and use the noninformative prior π (μ) ∝ 1 forW , then this likelihood is also the posterior density of W given that X = x. It is a density of an L-dimensional Normal distribution N L (ν, Λ) and its factors are the conditional densities of W i given W 1 , . . . ,W i−1 , X . Using standard properties of the conditional expectation and conditional covariances, the mean ν is obtained as
[<i]
for i = 2, . . . , L, which proves Equation (2.8). Similarly, we obtain that Λ = (Λ i j ) 1≤i, j ≤L from 
