Abstract. The paper presents a new approach investigating mobile ad hoc network connectivity. It is shown how to define and evaluate the connectivity probability of a mobile network where the position of the nodes and the link quality changes over time. The connectivity probability is a measure that can capture the impact of the node movement on the network connectivity. A number of mobility models is considered ranging from the classical Random Direction model to the Virtual World model based on the mobility measurements of a multi-player game. We introduce an Attractor model as a simple way to model non-homogeneous node distribution by incorporating viscosity regions in the simulation area. Methods of ergodic theory are used to show the correctness of the approach and to reduce the computational time. Simulation results show how the node density distribution affects the network connectivity.
Introduction
The movement pattern of users has a significant impact on performance of mobile and wireless communication systems and networks. To incorporate user mobility in the simulation evaluation of e.g. routing protocols, a variety of models have been proposed (see [1, 2, 3] and references therein). The mobility models define how the nodes move within the network. Trustworthy mobility models should satisfy some criteria. Models used for cellular systems should provide realistic values for such parameters as the cell residence time, number of handoffs during a call, etc. In ad hoc networks the emphasis is shifted and other issues play the key role. These issues are connectivity of a network [4] , path duration (also called longevity of routes [5] ) and stability of routes [3] .
To achieve a connected ad hoc network, there must be a multi-hop path from each node to any other node. Observing a network at a given moment in time, we can determine if some of the nodes are isolated from other nodes or not. Assuming some initial node distribution in a simulation area, we can guarantee with some probability that the network is connected at that moment in time [4] . Now the question arises what will happen when the nodes start moving around. Some links will be broken and new links will be established. It is desirable to have an estimation whether or not the network will remain connected and it would be practically convenient to have a measure of a network being connected under mobility of nodes.
To estimate a network connectivity in the presence of mobility, we introduce a measure, called connectivity probability. This parameter is defined as a measure of time intervals during which a network is connected. It gives the probability that observing a network in randomly chosen point in time we will find it connected. Connectivity probability can capture the important properties of a network when position of nodes and states of the links changes over time. We define a general framework for evaluating the impact of node movement on the network connectivity. To incorporate the nodes dynamics in the theoretical analysis of the connectivity properties of a network, we use some results of the theory of dynamical systems. Ergodic properties of mobility models based on deterministic modelling of node movement, allow us to derive a simple expression for the connectivity probability. For example, this can be done for Random Direction (RD) model and its extensions.
A number of different mobility models are considered in the paper. We illustrate how the connectivity probability can be estimated with the examples of Random Waypoint [2] , Attractor, Virtual world model [3] , and Model with obstacles [14, 17] :
− The Random Waypoint (RW) model is widely used for protocol performance evaluation and is implemented in the network simulator ns-2.
− We introduce the Attractor model as a simple enhancement of any mobility model when regions of slow movements are incorporated in the simulation area. This leads to non-homogeneous node distribution.
− The Virtual World model is based on the mobility patterns obtained from the measurements of the virtual world scenarios. The mobility measurements of a multi-player game, such as Quake II, can be used for investigation of the impact of mobility on the performance of multi-hop protocols.
− The mobility model with obstacles incorporates the rectangularshaped obstructions in the simulation region to make the simulation scenarios more realistic. It is especially actual when simulating indoor scenarios where the influence of walls and other objects can not be ignored.
The remainder of the paper is organized as follows. Section 2 provides the motivation for our work and gives a short overview of the related work. Section 3 introduces a formal definition of the connectivity probability. Section 4 explains how the connectivity probability can be estimated for different mobility models. Section 5 presents simulation results. Section 6 offers some concluding remarks.
Motivation and related work
A problem of connectivity of ad hoc networks has got a lot of attention during last years. For multi-hop networks the connectivity is one of the fundamental and important properties. The majority of research considers only the static situation, when the nodes do not move. For example, in [4] connectivity dependence on the node density and the transmission radius is evaluated in the static scenario. Another problem that was tackled is defining the critical transmission range, a threshold transmission range that is required for connectivity (see e.g. [6, 7] ).
Including the mobility of nodes complicates analysis of network characteristics, though many applications of ad hoc networks requires that the nodes are mobile but still connected. It has been realized that the mobility pattern of the nodes has a big impact on the performance of ad hoc protocols [2, 8] . But for the correct interpretation of the results, one should be aware of the properties of the network under consideration, including the connectivity property. Let us consider the situation when at the initial moment of time nodes are distributed uniformly on the simulation area and the network is connected. Then the nodes start moving to any of the corners of the area and after some time the network will become and remain partitioned. This example is an extreme case when an initially connected network becomes unconnected, but it illustrates the importance of understanding how mobility of the nodes influences the connectivity. Under-or overestimation of network connectivity can potentially lead to misinterpretation of the results, when falls in the protocol performance would be attributed to the specifics of a protocol design and not to the characteristics of the network.
The main tools used for investigation of network connectivity come from the graph theory and the probability theory. For example, the theory of geometric random graphs (GRG) deals with a set of n points distributed according to some density and focuses on the properties of the resulting node placement. Using GRG theory some conclusions can be made on the transmission range in a dense ad hoc network [9] . Other results for ad hoc network connectivity can be obtained making use of the percolation theory [10] (see also [11] for the connectivity of hybrid ad hoc networks). In [6] the problem of connectivity is approached from the probabilistic angle and the transmission range is defined as a random variable allowing statistical modelling of the connectivity. Probabilistic approach can be also used for the investigation of sparse ad hoc networks, namely to determine the critical transmission range which generates communication graphs that are connected with high probability [7] .
Unfortunately, these instruments are only amiable for the analysis of static scenarios, since they fail to capture situations when edges of the connectivity graph changes over time. To incorporate the dynamics of a network topology into the analysis of the connectivity problem, we resort to the methods provided by the theory of dynamical systems. Dynamical systems are exactly the mathematical field that is developed and used for description of evolution in time of objects of different nature. Therefore, it is also natural in our situation, for discussion of the qualitative estimation of the network connectivity under mobility of nodes, to use ideas and methods of the modern theory of dynamical systems.
Definition of Connectivity Probability
We start with giving some insights in the problem of network connectivity in a static environment. Then we show how connectivity can be defined when the nodes are mobile and introduce connectivity probability as a measure of network connectivity in a dynamic environment.
Let D be a bounded domain on the Euclidean plane R 2 = {x, y} with piecewise smooth borders. Inside domain D there are n nodes. In the initial moment t = 0 nodes are somehow placed and then they start moving. Let r i = (x i , y i ) be the radius-vector of node i. Further, we assume that every node has a transceiver with communication range r: if the distance between two nodes is larger than r, they cannot establish a direct communication link. Nodes can transmit information by using multi-hop connections. Definition 1. A network is connected (or fully connected ) if for every pair of nodes there exists a path between them.
Note that for a network to be connected we require existence of a path from source to destination at any moment in time. As it is madsen_fitzek_schulte_prasad_revised.tex; 13/04/2005; 15:22; p. 4 shown in [12] it might not be necessary, but it imposes design of specific routing protocols. We do not include this special case in the scope of our consideration. Connectivity probability is used to quantify the network connectivity. In the static environment (when the positions of nodes are fixed), the probability for a network to be connected depends on the density of the nodes and their transmission range. In a typical static simulation scenario, in order to evaluate the connectivity probability a number of nodes are placed at random in the simulation area. A random variable is introduced which is equal to one if the network is found connected and zero if it is disconnected. The average of this random variable over several trials gives the connectivity probability. Now we will show how to extend this approach to the case of dynamic environment.
Under motion of nodes a semiaxis of time R + is divided into intervals
denotes a time interval during which the network is connected (disconnected). Lets introduce the function f + (t) such that
Definition 2. In the dynamic environment, connectivity probability P + is defined by
where E[·] stands for the expected value (if the expected value exists). Analogously the function f − (t) can be introduced:
The probability that a network is disconnected is given by
One can see that in general case the probability P + is time-dependent: P + = P + (t). For stationary stochastic processes P + (t) = const. If stationary process is ergodic, then equality (1) can be substituted by the following: with probability one
This equality is equivalent to the following:
where
That is, the probability that a network is connected can be defined as a density of set T + on the semiaxis R + = {t > 0}.
Therefore, the problem of connectivity of a network consisting of moving nodes is reduced to the problem of existence and estimation of the expected value (1) . If the mobility model is stationary and ergodic, then formula (2) can be used for estimation of connectivity. Detailed analysis of the estimation of the connectivity probability is presented in the next section.
Analysis

Note on dynamical systems and stochastic processes
Dynamical systems theory can be useful for modelling the movement of nodes in an ad hoc network. In homogeneous networks, where the properties and capabilities of the nodes are the same, we can reasonably assume that the movement of a single node can be described by one and the same system of differential equations. If we introduce some form of randomization in the movement pattern of a node, then it would require construction of stochastic differential processes. If the considered process is stationary, a system of autonomous differential equations can be used, where the right-sides of equations do not depend explicitly on time and different nodes differ only by their initial conditions.
In the theory of dynamical systems a phase flow is introduced that is a group of shifts along the trajectories during one and the same time interval. The phase flow generates a dynamical system. The system can be described by differential equations of the following form:
where Π is the phase space, x is a set of coordinates in Π (usually it is position and velocity), dot means time differentiation. Let n be a number of nodes and x (1) , . . . , x (n) are their phase coordinates. Then these coordinates satisfy the following differential equations:
In this way dynamics of n nodes is completely defined by dynamical system (4) , that is a direct product of n copies of original dynamical system (3). Its phase spaceΠ = Π×. . .×Π = (Π) n is a direct product of n copies of initial phase space, and phase coordinatesx = (
1 mes stands for measure of a domain. In this case it is the total length of the intervals T are a set of coordinates of individual nodes. Note that if the system (3) has an invariant measure µ in Π, then the system (4) also has an invariant measure inΠ, that is a direct productμ = µ 1 × · · · × µ n .
In the problem of the nodes connectivity, the phase spaceΠ can be divided into two domains D andD =Π \ D in the following way: when x ∈ D, then every node from n nodes x 1 , . . . , x n can communicate with any other node; whenx ∈D, then some of the nodes can not "reach" some of the others. Following dynamical systems approach, the connectivity probability can be estimated as a fraction of time t whenx(t) ∈ D.
The problem of estimation of the connectivity measure can be simplified significantly if dynamical system (4) is ergodic inΠ. By definition, the system is ergodic if a measure of any invariant sub-domain of the phase space is either equal to zero or is equal to the measure of the whole space.
The key result of the ergodic theory is Birkhoff ergodic theorem [13] . Here we provide it's formulation using our notations. Let f (x) be a measurable integrable function onΠ. Then for almost all solutions of the ergodic system (3) the following equality takes place:
is the measure of the whole phase space. Let, for example, f be a characteristic function of a measurable domain D: f (x) = 1 ifx ∈ D and f (x) = 0 ifx ∈D. Due to the the fact that f is limited and D is measurable, function f :Π → R is integrable. In this case, the left-side of (5) is equal to the fraction of time interval 0 ≤ t ≤ T whenx(t) lies in the domain D. Then the connectivity probability of a network will be equal to the right-side of (5) , that in this case is mes D/mesΠ (6) This approach can be also interpreted in terms of the theory of stochastic processes. One can introduce the probabilistic measure in the phase spaceΠ. Probability for a system to be in the measurable domain D is determined by formula (6) . Let f (x) be a characteristic function of the domain D introduced above and x(t) be the solution of system (3) . Then the function f (x(t)) can be interpreted as a stochastic process. It's realization will be dependent on the choice of the initial conditions. Let E[f (τ )] be the expected value of the function f (t) at the moment τ . If the right-sides of the equation (3) do not depend on time, then the stochastic process is stationary. In particular, it means that E[f (τ )] does not depend on τ . If, in addition to being stationary, the system is ergodic, the expected value can be calculated by using formula (6):
This is true for almost all realization of the stochastic process. Therefore, the problem of calculation of the expected value (1) is reduced to the geometrical problem of calculation of domain volumes in a phase space if the process is ergodic.
As we show in the following, using formula (6) is computationally more efficient than evaluating the expected value. Thus, it should be preferred when possible, i.e. when the system is ergodic. At this point a natural question comes: can we expect that one or another widelyused mobility model is ergodic? The problem of ergodicity has been intensively studied, but it is far from being completely resolved due to its complexity. There exist a number of well-known examples of ergodic systems from the theory of dynamical systems. For example, consider a system of nodes within a rectangular domain moving along the straight lines. Once the boundary is reached, a new direction of movement is chosen such that the trajectory forms equal angles with the boundary. One can imagine a trajectory as a stroke of light reflected by a mirror. These kind of systems are called billiards. One can easily notice that they correspond to a particular case of Random Direction mobility model (in RD model a new direction is chosen uniformly towards the inside of the simulation area). Billiards, restricted on the integral manyfold, are ergodic. Their ergodicity property can be established with the help of Weyl's theorem on homogeneous distribution (see e.g. [13] ). One should note, though, that not every statinary process is ergodic and in realistic scenarios ergodicity is more the exception than the rule.
If the right-side of (3) explicitly depends on time, then the process f (t) = f (x(t)) is non-stationary. In general, formula (6) is not applicable and the expected value depends on time. However, it turns out that under a large range of conditions, the expected value of f (t) calculated over a long interval of time gives sufficiently good approximation of the expected value E[f (t)] over semiaxis 0 ≤ t < ∞. Thus, if E[f (t)] changes slowly over time, then this value can be estimated as the average value of f (t) over long (but not infinitely-long) time interval [t, t + τ ]: with probability one
If we consider time interval where f (t) oscillates but E[f (t)] changes slowly, then E can be approximated as a constant and the right-side of (7) is equal to E(t). Thus, for slow stochastic processes formula (7) can be used for estimation of the connectivity probability.
4.2. Estimation of connectivity probability for different mobility models
In [14] we present a detailed analysis and derivation of formula (6) for Random Direction model. In this case mesΠ is just the area of a simulation domain: mesΠ = a×b where a and b are lengths of the sides if rectangular region is considered. mes D is area of a domain consisting of all possible positions of the nodes such that the network is connected.
It seems to be difficult to find a close form expression for the measure of D as a function of communication radius r. Instead, Monte-Carlo simulations can be used: nodes are placed randomly, independently and uniformly in a simulation area and the connectivity of the network is verified. Then P + ≈ M/N , where N is a total number of simulation trials and M is a number of successful trials (when the network is connected) if N is chosen sufficiently large. Formula (6) can be used for the range of other mobility models that generalize RD model: when speeds of nodes are different or when borders of the area consist of horizontal and vertical lines, or speaking more generally, when rectangular-shaped obstacles are placed in a simulation area. The first case is illustrated by an example of Attractor model in Section 5.3. The realization of the second case by the model with obstacles can be found in [15, 16] . It is discussed in Section 5.5.
Using formula (6) for estimation of the connectivity probability, any fixed moment of time can be considered, since the process is stationary. In principle, t = 0 is as good choice as any other, and by using t = 0 the complexity of the simulation is of the same order as for the static case evaluation. However, in practise, it is recommendable to consider t = t 0 > 0 to make the result less correlated with the initial conditions. Considering other stationary mobility models, it is more difficult to answer if the limit (2) exists. If a collection of mobile nodes comprises a dynamical system with some particular properties (namely, a system has an invariant measure), then for almost all initial conditions the limit exists. It can happen that for different initial conditions (i.e. different initial positions and velocities of the nodes) the limiting values will be different. In this situation averaging over initial node distribution should be done, and the obtained average connectivity probability can be used as an estimate that a network is connected in any point in time. Formula (6) Formula (1) Formula (6) Formula (7) Formula (6) For mobility models based on RD pattern, we have two ways to calculate the connectivity probability: either evaluating the expected value (1) or by applying formula (6) . Comparing these two approaches, we have done some measurements of cpu time. To obtain connectivity probability for one set of parameters, using formula (6) it takes approx. 132 sec, whereas if we calculate directly by using (1), cpu time is more than 2000 sec. The big difference in cpu times can be explained by the fact that in the second case modelling in time is required and at each time stamp we have to recalculate the positions of the nodes. Moreover, using Monte-Carlo approach, we can estimate how many simulation runs are required in order for results to lie within a specified confidence interval. Applying direct calculation, it is not possible by any analytical means to estimate how long in time we have to perform the simulation, -it can differ in each particular case. Therefore, we have chosen to calculate connectivity by using formula (6) when possible, since it is computationally less expensive.
To summarize this section, Table I is given showing what approach is used for estimation of the connectivity probability for the results in Section 5.
Simulation results
Different application scenarios of ad hoc networks would require different connectivity probability. For example, in a network used for safety-critical or life-critical operations, the connectivity probability should be more than 90%. If temporary network disconnections can be tolerated, then the connectivity probability can go down to 50% or even lower.
Random Direction model
In Random Direction model, nodes select a direction in which to move, uniformly between 0 and 2π, and speed from a given distribution. Subsequently motion starts. Once the simulation boundary is reached, a node pauses for a specified period of time, then it chooses a new direction uniformly toward the inside of the simulation domain and the process continues. Especial interest has a case when a new direction is chosen such that the trajectory of movement forms equal angles with the boundary. We refer to it as Billiard model.
One of the important characteristics of the Billiard model is a uniform node density distribution. This can be shown directly [17] or by using the following well-known fact from the theory of dynamical systems: in a billiard system for almost every initial conditions a trajectory of a node covers a region of motion everywhere dense. Figure 1 presents the connectivity probability dependence on a communication radius where the simulation area is a square of 100x100 m 2 and the number of nodes is equal to 5, 10 and 50. When the density of nodes is high, in order to have a connected network with probability 95% at any moment of time, we should require the communication radius of 20 m. One can observe that for the dense network the line presenting connectivity probability is steeper than the one for the sparse network. One should note that in the case when all nodes move with the same speed, the connectivity probability would not depend on the actual value of the speed.
Random Waypoint model
Another widely used model for protocol performance evaluation is the Random Waypoint model. A node chooses a random destination and a travelling speed and travel towards the destination along a straight line. Upon arrival, it pauses and repeats the process. Table II shows connectivity probability for the following set of parameters: simulation area is 150x150 m 2 , number of nodes n is 100 Table II . Comparing results for Billiard and Random Waypoint, one can observe that the connectivity probability for RW model is lower, though the same set of parameters were considered. This result can be explained if we consider the node distribution in the simulation area for these two models. As it was already noticed (see e.g. [18] ), the node density distribution for RW is not uniform, but has a convex shape. Figure 2 shows a histogram obtained through simulation on a 150x150 m 2 area with 80 nodes. The area is divided into 15x15 subareas and the number of nodes in the subarea at every time step is counted. A higher node density in the middle of the area and a significantly lower density at the area edges is due to the fact that nodes at the borders are more likely to move back to the middle by randomly choosing a new direction of movement.
The node density has a direct impact on the connectivity probability. The existence of areas with low density leads to the decrease in the connectivity, as we can see from Table II . If a sparse network is considered with low number of nodes, then the opposite effect can be observed. Table III shows results when the number of nodes is equal to 13. The probability to find a network fully connected under Random Waypoint is higher than for Random Direction model. In this case the density of nodes is so low even in the high density region, that the number of nodes might not be enough to form a connected network. Therefore, here the fact that for RW model in the central part of the simulation area the node density is higher plays crucial role.
Attractor model
The considered above models result in almost uniform spatial node distribution. Tough we can imagine situations when mobile users tend to gather in one subarea (shopping mall or traffic jam due to a road construction). These scenarios can not be captured by group mobility models when a group of users exhibit similar behavior. To reflect individual trajectories of users movement that willingly or due to some circumstances spend some time in one subarea, we introduce a mobility model called Attractor model. The main feature of this model is the presence of gravity points or areas that attract mobile users. One can think of many ways how attractors can be simulated. For example, one can specify points of attraction and how the users move from one point to another by borrowing methods of fluid dynamics. Here we propose another, very simple way introducing areas of viscosity. We can take any movement pattern as underlying mobility model and enhance it with regions of slow movement. As an example, we consider 80 nodes moving in the 150x150 m 2 area according to Random Direction model with v = 5m/s. Two attractors are introduced: one viscosity region is a disk with center in (50, 50) and radius 30 m, the second is a disk with center located in (100,100) and radius 20 m. When coming to the first attractor, the users slow down to 1 m/s and in the second region the speed of movement is 0.5 m/s. This results in non-uniform density distribution (see Figure 3) . High density corresponds to the attractor areas. One can observe that the node density is inverse proportional to the speed of movement: density in the second attractor is approx. 0.1 nodes/m 2 , in the first 0.048 nodes/m 2 , in the rest of the area 0.001 nodes/m 2 . As expected, the probability to have a fully connected network for Attractor model is significantly lower than for Billiard and Random Waypoint models if the same number of nodes are considered (Table II) . For Attractor model nodes tend to spend more time in the viscosity regions where nodes are located close enough to be able to communicate directly or where there are enough nodes to support multi-hop connections. In the rest of the area the node density will be low; this explains why the connectivity probability is low.
Virtual world model
Presented above models are generally used for simulations because they provide an easy way to simulate movements of nodes. It is a common concern among researchers in the field of self-organizing networks how realistic these models are and if the results obtained with the help of these models reflect the real-life situation. From the other hand, obtaining realistic measurements of mobility is complex and expensive.
To create a more realistic model, multi-player games can be used since they can measure the mobility of the players in the game's virtual world [3] . The software for multi-player games is no longer limited to games, but it is also used to emulate the real world. Therefore, it is possible to create new virtual world and adopt them to specific needs.
Following the approach presented in [3] , we use virtual world scenarios to explore mobility issues. To obtain mobility patterns, a multiplayer game, Quake II, is used. The traces of 13 players moving in the square area were recorded. The position of each player was logged every time the server updated a frame, that is approx. every 100 ms. The data was collected for about 12 min (for more details see [3] ). For post-processing the data, the area of players movement, 4000 x 4000 units of the map editor, was scaled to 150x150 m 2 .
Using the measurement data, we can try to estimate the connectivity probability in this case. Since nothing can be said about stationarity of the obtained process in advance, we have chosen to apply formula (7) and observe if the limiting value exists. Presented analysis is made based on one record of the movement pattern. We plot the expression of the right-side of (7) assuming different communication radius (Figure 4) . One can observe that the limiting value exists (curves asymptotically approaches constant lines).
The difficulty of using virtual traces is that limited material is at dispose for the analysis. We can not predict how the users will move in the future, at the times when we stop recording traces. The conclusion to be made here is if the users would have the similar type of behavior that the one observed, then at any point in time we would find the network fully connected with the probability 80% if communication radius is 70 m.
The connectivity probabilities of Quake and Billiard models (Table III ) are close, but for the Billiard it is slightly higher. Though the density histograms looks quite different for these two models. In Quake the players were given the mission to explore the area. In principle, it could mean that a user would try to visit every subarea at least once, and if we would observe the users behavior for sufficient long interval of time and record the density distribution, we could expect it to be close to uniform. In reality, the density graph ( Figure 5 ) differs from RD model. The area along the right wall was almost unvisited, whereas in the rest of the territory small density picks are almost uniformly spread. Some player were more "lazy" than others and they preferred to spend more time in one place. This and may be the presence of some interesting objects contributed to the non-uniform distribution.
Mobility models with obstacles
As an example of a mobility model with obstacles we consider a situation pictured in Figure 6 . Six users move in a room 30m by 20 m is divided by a 20 meter wall (e.g. a museum or exhibition hall). For some positions of the nodes the wall is blocking the communication and no line-of-sight (LOS) path exists. Line C (Figure 7) is plotted under the assumption that when a signal is propagated between a pair of nodes and there is an obstacle obstructing the direct transmission path, the signal is completely blocked by the obstacle. We can observe that the probability of having a connected network is not higher than 0.9 regardless of the communication range/ transmission power of the device. This is not very realistic. For comparison the connectivity probability is shown when no wall is present (line A). This is equivalent to the situation when the wall is made of such light material that it does not seriously obscure the communication. To make the model more realistic, some assumptions should be made about the propagation characteristics. The signal strength decay depends on materials of walls and ceiling, size of the room and the size and form of other objects. A proper number should be chosen in each particular case. Line B is constructed under the assumption that in non-LOS case the signal decay is 20 dB. From Figure 7 one can see that in contrast with the line C, for the line B there exist parameters of the system where the connectivity probability is almost one. 
Conclusion
We present a new method of describing the connectivity of an ad hoc network under mobility of nodes. This method is applicable to both dense and sparse networks. We show that some tools of the theory of dynamical systems can be used to conduct the analysis of the connectivity property and to speed up the connectivity evaluation when the underlying mobility model possesses ergodic properties.
The results of the paper consist of a number of theoretical insights and proofs, which also can be of interest to researchers in the area of ad hoc networking, since they highlight the important issue of mobile ad hoc network connectivity. Extensive simulation results show evaluation of network connectivity for a range of models. The connectivity probability can be also estimated if some measurement data is available, e.g. traces of players in Quake game. The relationship between the connectivity probability and the node density distribution is underlined.
In this study the focus was mainly on the stationary mobility models. It would be interesting to observe how the connectivity probability depends on time for non-stationary processes. A non-stationary model can be created by e.g. moving the position of the gravity points in the Attractor model or changing continuously the lengths of the rectangular sides of the simulation area in RD model. This topic is a matter of further investigation. Jan Gerrit Schulte is the CEO of acticom mobile networks GmbH in Berlin, Germany. He studied electrical engineering at the Technical University Berlin from 1989 until 2001, while the main focus were telecommunication networks, the project alpha core dealt with "Internet Measurements and Characterists", and the Diploma thesis was about routing and stability in wireless ad-hoc networks. From 1996 until 2000 he worked as student researcher at the Telekommunications Network Group at TU-Berlin. From there Gerrit Schulte changed to SIEMENS AG WM where he worked within Bluetooth Development and Design. In 2001 Gerrit Schulte began to work as CEO of acticom, a company that he also co-founded in 1999 and which is developing software for wireless telecommunication networks and devices, such as mobile phones and cellular networks. 
