Using the classical Parzen window (PW) estimate as the desired response, the kernel density estimation is formulated as a regression problem and the orthogonal forward regression technique is adopted to construct sparse kernel density (SKD) estimates. The proposed algorithm incrementally minimises a leave-one-out test score to select a sparse kernel model, and a local regularisation method is incorporated into the density construction process to further enforce sparsity. The kernel weights of the selected sparse model are finally updated using the multiplicative nonnegative quadratic programming algorithm, which ensures the nonnegative and unity constraints for the kernel weights and has the desired ability to reduce the model size further. Except for the kernel width, the proposed method has no other parameters that need tuning, and the user is not required to specify any additional criterion to terminate the density construction procedure. Several examples demonstrate the ability of this simple regression-based approach to effectively construct a SKD estimate with comparable accuracy to that of the full-sample optimised PW density estimate. r
Introduction
In this contribution, we consider the nonparametric approach for estimating the probability density function (PDF) based on a realisation sample drawn from the underlying density [2, 18, 21] . The best-known nonparametric density estimation technique is perhaps the classical Parzen window (PW) estimate [18] , which is remarkably simple and accurate. As the PW estimate, also known as the kernel density estimate, employs the full data sample set in defining density estimate for subsequent observation, its computational cost for testing scales directly with the sample size. In today's data-rich environment, this may become a practical difficulty in employing the PW estimator. It also motivates the research on the so-called sparse kernel density (SKD) estimation techniques. The support vector machine (SVM) method with its ability to perform function approximations in high-dimensional spaces from finite data using sparse representations has been proposed as a promising tool for SKD estimation [16, 24, 25] . More recently, an interesting SKD estimation technique referred to as the reduced set density estimator (RSDE) is proposed [9] . Similar to the SVM methods, this technique employs the full data sample set as the kernel set and tries to make as many kernel weights to (near) zero as possible, and thus to obtain a sparse representation. The difference with the SVM approach is that it adopts directly the criterion of the integrated squared error between the unknown underlying density and the kernel density estimate, calculated on the training sample set.
A regression-based SKD estimation method was reported in [8] . By converting the kernels into the associated cumulative distribution functions and using the empirical distribution function calculated on the training data sample set as the desired response, just like the SVM-based density estimation [16, 24, 25] , this technique transfers the kernel density estimation into a regression problem and it selects SKD estimates based on an orthogonal forward regression (OFR) algorithm that incrementally minimises the usual training mean square error (MSE). This sparse density estimation algorithm is computationally efficient, and the results shown in [8] have demonstrated the potential of this method. In order to terminate the kernel density construction procedure at an appropriate stage, this method requires additional termination criteria, and it was suggested in [8] that the minimum descriptive length [11] or Akaike's information criterion [1] is adopted to help terminating the density construction process. However, the empirical results in [8] showed that models so obtained were still often oversized and at the end, a maximum model size was imposed in order to avoid an over-fitted model. Motivated by our previous work on sparse regression modelling [5, 7] , recently we have extended the work of [8] and proposed an efficient construction algorithm for SKD estimation using the OFR based on a leave-one-out (LOO) test score and local regularisation [6] . This method is capable of constructing very SKD estimates with comparable accuracy to that of the full-sample optimised PW density estimate. Moreover, the process is fully automatic and the user is not required to specify any additional criterion to terminate the density construction procedure [6] .
In this contribution, we propose a simple regressionbased alternative for SKD estimation. In the works of Choudhury [8] and Chen et al. [6] , the ''regressors'' are the cumulative distribution functions of the corresponding kernels and the desired response is the empirical distribution function calculated on the training data sample set. Computing the cumulative distribution functions from the kernels can be inconvenient and may be difficult for certain types of kernels. We propose to directly use the kernels as the regressors and to view the PW estimate as the desired response. The same OFR algorithm based on the LOO test score and local regularisation [6, 7] can readily be employed to select an SKD estimate. As a probability density estimate, the kernel weights must satisfy nonnegative and unity constraints. In the work of Chen et al. [6] , the unity constraint is met by normalising the kernel weight vector of the selected model, and the nonnegative constraint is ensured by adding a test to the OFR selection procedure of Chen et al. [7] . In each selection stage, a candidate that causes the resulting kernel weight vector to have negative elements, if included, will not be considered at all. This nonnegative test imposes considerable computational cost to the OFR procedure. In our proposed alternative, we simply use the efficient OFR selection procedure of Chen et al. [7] to construct a sparse model. The kernel weights of the final sparse model are then computed using the multiplicative nonnegative quadratic programming (MNQP) algorithm [20] , which will ensure that the kernel weights meet the required nonnegative and unity constraints. The MNQP algorithm additionally has a desired property that it will force some kernel weights to (near) zero values [9, 20] and thus further makes the model sparser. Our empirical results involving several numerical examples show that the proposed method offers a viable simple alternative to the regression-based SKD estimation.
The remainder of the paper is organised as follows. Section 2 formulates the kernel density estimation directly as a regression problem, where we also point out why it is more desirable to use the PW estimate as the target function of the unknown true PDF than to use the empirical distribution function as the target function of the unknown true cumulative distribution function. Our proposed combined OFR-LOO-LR and MNQP algorithm for SKD estimation is detailed in Section 3. Several numerical examples are experimented in Section 4 to illustrate the effectiveness of the proposed simple algorithm in constructing an SKD estimate with comparable accuracy to that of the PW estimate. The paper concludes at Section 5.
A regression-based approach for kernel density estimation
Based on a finite data sample set D ¼ fx k g N k¼1 drawn from a density pðxÞ, where x k 2 R m , the task is to estimate the unknown density pðxÞ using the kernel density estimate of the form
with the constraints
and
where
T is the kernel weight vector, 1 N denotes the vector of ones with dimension N, and K r ð; Þ is a chosen kernel function with the kernel width r. In this study, we use the Gaussian kernel of the form
However, many other types of kernel functions can also be used in the density estimate (1). The well-known PW estimatepðx; b Par ; r Par Þ is obtained by setting all the elements of b Par to 1=N. The optimal kernel width r Par is typically determined via cross validation [17, 22] . The PW estimate in fact can be derived as the maximum likelihood estimator using the divergence-based criterion [14] . The negative cross-entropy or divergence between the true density pðxÞ and the estimatepðx; b; rÞ is defined as Z R m pðuÞ logpðu; b; rÞ du
Minimising this divergence subject to the constraints (2) and (3) leads to b n ¼ 1=N for 1pnpN, i.e. the PW estimate. Because of this property, we may view the PW estimate as the ''observation'' of the true density contaminated by some ''observation noise'', namelŷ pðx; b Par ; r Par Þ ¼ pðxÞ þðxÞ.
Thus the generic kernel density estimation problem (1) can be viewed as the following regression problem with the PW estimate as the ''desired response''
subject to the constraints (2) and (3), where ðxÞ is the modelling error at x.
Then model (7) at the data point x k 2 D can be expressed as
Model (8) is obviously a standard regression model, and over the training data set D it can be written in the matrix form
with the following additional notations U ¼ ½K i;k 2 R NÂN , 1pi; kpN, e ¼ ½ð1Þð2Þ Á Á Á ðNÞ T , and y ¼ ½y 1 y 2 Á Á Á y N T . For convenience, we will denote the regression matrix
Note that / k is the kth column of U, while / T ðkÞ is the kth row of U.
Let an orthogonal decomposition of the regression matrix U be
with orthogonal columns satisfying w
The regression model (9) can alternatively be expressed as
where the weight vector g ¼ ½g 1 g 2 Á Á Á g N T defined in the orthogonal model space satisfies the triangular system Ab ¼ g. The space spanned by the original model bases / i , 1pipN, is identical to the space spanned by the orthogonal model bases w i , 1pipN, and the modelŷ k is equivalently expressed bŷ
where w T ðkÞ ¼ ½w k;1 w k;2 Á Á Á w k;N is the kth row of W. Before turning to the proposed SKD estimation algorithm, a comparison with the previous regression-based approach for SKD estimation is offered. In most of the SKD estimation techniques [6, 8, 16, 24, 25] , the kernel density estimation problem (1) is reformulated into a regression problem by using the empirical distribution function as the desired response of the true cumulative distribution function, which is defined as
and converting the kernels into corresponding cumulative distribution functions, that is,
The empirical distribution functionF ðx; NÞ is defined bŷ
with
Thus, the regression modelling for density estimation is expressed aŝ
Our regression-based approach can use any type of kernel function and it is computationally simpler, as it does not need to compute the values of ''regressors'' (16) on the training data set D.
Computing the values of the PW estimator on D is no more complex than calculating the values ofF ðx; NÞ on D. The only drawback of using the PW estimate is that the kernel width for the PW estimator must be determined. The most significant observation, however, is that the use of the PW estimate as the target function of the unknown true PDF is theoretically more sound than the use of the empirical distribution function as the target function of the unknown true cumulative distribution function. As mentioned previously,pðx; b Par ; r Par Þ is the maximum likelihood estimator of pðxÞ based on the divergence between the true density and the PW estimate, while there exists no similar optimality property between F ðx; NÞ and F ðxÞ.
The proposed regression-based technique for sparse density estimation
Our aim is to seek a sparse representation forpðx; b; rÞ with most elements of b being zero and yet maintaining a
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comparable test performance or generalisation capability to that of the full-sample PW estimate. Since this density construction problem is formulated as a constrained regression one, we can apply the OFR algorithm based on the LOO test score and local regularisation [7] to select a sparse model and use the MNQP algorithm [9, 20] to calculate the kernel weights for the selected model. This combined OFR-LOO-LR and MNQP algorithm for SKD estimation is now summarised.
Orthogonal forward regression with leave-one-out test score and local regularisation
First, we point out that the local regularisation aided least squares solution for the weight parameter vector g is obtained by minimising the following regularised error criterion [3] 
T is the regularisation parameter vector, which is optimised based on the evidence procedure [13] with the iterative updating formulas [3, 5, 7] 
Usually a few iterations (typically less than 10) are sufficient to find a (near) optimal k. The detailed derivation of the updating formulas (21) and (22) can be found in [3] . The use of multiple-regularisers or local regularisation is known to be capable of providing very sparse solutions [3, 23] . It is highly desired to select a sparse model by directly optimising the model generalisation capability, rather than minimising the training MSE. The algorithm achieves this objective by incrementally minimising the LOO test score, which is a measure of the model's generalisation performance [10, 12, 15, 17] . At the nth stage of the OFR procedure, an n-term model is selected. It can be shown that the LOO test error, denoted as n;Àk ðkÞ, for the selected n-term model is [7, 12] n;Àk ðkÞ ¼ n ðkÞ Z n ðkÞ ,
where n ðkÞ is the n-term modelling error and Z n ðkÞ is the associated LOO error weighting. The mean square LOO error for the model with a size n is defined by
This LOO test score can be computed efficiently due to the fact that the n-term model error n ðkÞ and the associated LOO error weighting Z n ðkÞ can be calculated recursively according to [7, 12] n ðkÞ ¼ y k À X n i¼1 w k;i g i ¼ nÀ1 ðkÞ À w k;n g n (25) and
respectively. The subset model selection procedure is carried as follows: at the nth stage of the selection procedure, a model term is selected among the remaining n to N candidates if the resulting n-term model produces the smallest LOO test score J n . The selection procedure is terminated when
yielding an n s -term sparse model. It has been shown in [12] that the LOO statistic J n is at least locally convex with respect to the model size n. That is, there exists an ''optimal'' model size n s such that for npn s J n decreases as n increases while condition (27) holds. This property is extremely useful, as it enables the selection procedure to be automatically terminated with an n s -term model, without the need for the user to specify a separate termination criterion. The sparse model selection procedure is summarised as follows. Initialisation: Set l i ¼ 10 À6 for 1pipN, and set iteration index I ¼ 1.
Step 1: Given the current k and with the following initial conditions 0 ðkÞ ¼ y k and Z 0 ðkÞ ¼ 1; 1pkpN,
use the procedure described in Appendix A to select a subset model with n I terms.
Step 2: Update k using (21) and (22) with N ¼ n I . If k remains sufficiently unchanged in two successive iterations or a pre-set maximum iteration number (e.g. 10) is reached, stop; otherwise set Iþ ¼ 1 and go to Step 1.
Multiplicative nonnegative quadratic programming for kernel weights
After the structure determination using the above OFR-LOO-LR algorithm, we obtain an n s -term subset kernel model, where n s ( N. Let A n s denote the subset matrix of A, corresponding to the selected n s -term subset model. The kernel weight vector b n s , computed from A n s b n s ¼ g n s , may not satisfy the nonnegative constraint (2) and the unity constraint (3). We propose to use the MNQP algorithm [9, 20] to calculate b n s instead. Since n s is very small, the extra computation involved is small. Formally, this task is defined as follows. Find b n s for the regression model
subject to the constraints
where U n s is the selected subset regression matrix and b
Although there exists no closed-form solution for this optimisation problem, the solution can readily be obtained iteratively using a modified version of the MNQP algorithm [20] .
Since the elements of B n s and v n s are strictly positive, the Lagrangian for the above problem can be formed as [9] L ¼ ; 1pipn s ,
It is easy to check that if b i ¼ 1=n s , 1pipn s , or chosen to be the normalised kernel weight vector obtained by the OFR-LOO-LR algorithm with those negative elements replaced by a small positive number. During the iterative procedure, some of the kernel weights may be driven to (near) zero. The corresponding kernels can then be removed from the kernel model, leading to a further reduction in the subset model size.
Numerical examples
Six examples were used in the simulation to test the proposed combined OFR-LOO-LR and MNQP algorithm and to compare its performance with the PW estimator. Comparisons with other existing SKD estimation techniques were also given by quoting the results from the existing literatures. The value of the kernel width r used was determined by test performance via cross validation. The first five cases were the density estimation problems. In each of these cases, a data set of N randomly drawn samples was used to construct kernel density estimates, and a separate test data set of N test ¼ 10; 000 samples was used to calculate either the L 2 test error or the L 1 test error for the resulting estimate according to
respectively. The experiment was repeated by N run different random runs for each example. The sixth example was a two-class two-dimensional classification problem taken from [19] . Example 1. This was a one-dimensional example, and the density to be estimated was the mixture of eight Gaussian distributions given by
The number of data points for density estimation was N ¼ 200. The experiment was repeated N run ¼ 200 times. The optimal kernel widths were found to be r ¼ 0:17 and 0.3 empirically for the PW estimate and the SKD estimate obtained using the combined OFR-LOO-LR and MNQP algorithm, respectively. Table 1 compares the performance of the two kernel density estimates, in terms of the L 2 test error and the number of kernels required. Fig. 1 (a) depicts the PW estimate obtained in a run while Fig. 1(b) shows the SKD estimate obtained in a run, in comparison with the true distribution. For this one-dimensional example, it can be seen that the accuracy of the SKD estimate was comparable to that of the PW estimate, and the combined OFR-LOO-LR and MNQP algorithm realised sparse estimates with an average kernel number less than 6% of the data samples. The maximum and minimum numbers of kernels over 200 runs were 15 and 5, respectively, for the SKD estimator.
ARTICLE IN PRESS
This example was used by Girolami and He [9] to test their RSDE algorithm. Under the same experimental conditions, the median value and the interquartile range for the L 2 test error obtained by the RSDE were 0.0035 and 0.0030, respectively, while the median value of the nonzero kernel weights was 13, with the maximum and minimum values of nonzero kernel weights over the 200 runs being 42 and 5, respectively. It can be seen that our proposed SKD estimator achieved a slightly better test performance with a sparser kernel density estimate, compared with the RSDE.
Example 2. The density to be estimated for this onedimensional example was the mixture of Gaussian and Laplacian given by 
The number of data points for density estimation was N ¼ 100. The optimal kernel widths were found to be r ¼ 0:54 and 1.1 empirically for the PW estimate and the proposed SKD estimate, respectively. The experiment was repeated N run ¼ 200 times. Table 2 compares the performance of these two kernel density estimates, in terms of the L 1 test error and the number of kernels required. Fig. 2 (a) plots a PW estimate obtained while Fig. 2(b) illustrates an SKD estimate obtained, in comparison with the true distribution. Again it can be seen that the accuracy of our proposed SKD estimate was comparable to that of the PW estimate for this one-dimensional example, and the combined OFR-LOO-LR and MNQP algorithm achieved sparse estimates with an average kernel number less than 6% of the data samples. The maximum and minimum numbers of kernels over 200 runs were 9 and 2, respectively, for the SKD estimator.
Our previous SKD estimator using the empirical distribution function as the desired response [6] was also applied to this example. Under the identical experimental conditions, the results obtained by this SKD estimator are also given in Table 2 , where it can be seen that the both SKD estimators had the similar performance. The current SKD estimator had a slightly better L 1 test error performance than the previous SKD estimator, while the latter achieved a slightly sparser estimator than the former. (43) Fig. 3 shows this density distribution and its contour plot. The estimation data set contained N ¼ 500 samples, and the empirically found optimal kernel widths were r ¼ 0:42 for the PW estimate and r ¼ 1:1 for the proposed SKD estimate, respectively. The experiment was repeated N run ¼ 100 times. Table 3 [6] ð2:1785 AE 0:7468Þ Â 10 depicted in Figs. 4 and 5 respectively. Again, for this example, the two density estimates had comparable accuracies, but the proposed SKD estimation method achieved sparse estimates with an average number of required kernels less than 4% of the data samples. The maximum and minimum numbers of kernels over 100 runs were 25 and 8, respectively, for the proposed SKD estimator.
This example was used in [6] to test our previous SKD estimator using the empirical distribution function as the desired response under the same experimental conditions. The results obtained for this example quoted from [6] are also listed in Table 3 as a comparison. It can be seen from Table 3 that for this example both the SKD estimates had a similar test performance, while the SKD estimator of [6] achieved a slightly sparser estimate. 15.373.9 SKD estimate of [6] ð3:8281 AE 0:8263Þ Â 10 contour plot are depicted in Fig. 6 . The number of data points for density estimation was N ¼ 500. The optimal kernel widths were found to be r ¼ 0:5 and 1.1 for the PW estimate and the proposed SKD estimate, respectively. The experiment was repeated N run ¼ 100 times. Table 4 compares the L 1 test errors and the numbers of kernels required for the two density estimates. A typical PW estimate and a typical SKD estimate are shown in Figs. 7 and 8 , respectively. Again, the two density estimates were seen to have comparable accuracies, but the proposed SKD estimation method achieved sparse estimates with an average number of required kernels less than 3% of the data samples. The maximum and minimum numbers of kernels over 100 runs were 22 and 8, respectively, for the SKD estimator.
Example 5. In this six-dimensional example, the underlying density to be estimated was given by pðxÞ ¼ 1 3 
The estimation data set contained N ¼ 600 samples. The optimal kernel width was found to be r ¼ 0:65 for the PW estimate and r ¼ 1:2 for the SKD estimate, respectively, via cross validation. The experiment was repeated N run ¼ 100 times. The results obtained by the two density estimator are summarised in Table 5 . For this example, again, the two density estimates were seen to have comparable accuracies, but the proposed method achieved very sparse estimates with an average number of required kernels less than 2% of the data samples. The maximum and minimum numbers of kernels over 100 runs were 16 and 7, respectively, for the SKD estimator.
This example was used to test the SKD estimation method of [6] under the same experimental conditions. The results obtained by our previous SKD estimator, quoted from [6] , are also given in Table 5 for comparison. It is seen from Table 5 that for this high-dimensional example the proposed SKD estimator outperformed our previous SKD estimator in terms of both the test performance and the level of sparsity. Example 6. This was a two-class classification problem in a two-dimensional feature space [19] . The training set contained 250 samples with 125 points for each class, and the test set had 1000 points with 500 samples for each class. The optimal Bayes test error rate based on the true underlying probability distribution for this example is known to be 8%. We first estimated the two conditional density functionspðx; b; rjC0Þ andpðx; b; rjC1Þ from the training data, and then applied the Bayes decision rule ifpðx; b; rjC0ÞXpðx; b; rjC1Þ; x belongs to class 0 else;
x belongs to class 1 )
to the test data set and calculated the corresponding error rate. Table 6 lists the results obtained by the two kernel density estimates, the PW and the proposed SKD estimates, where the value of r was determined by minimising the test error rate. It can be seen that the proposed SKD estimation method yielded the sparse conditional density estimates and achieved the optimal Bayes classification performance. This clearly demonstrated the accuracy of the density estimates. Fig. 9 (a) and (b) depicts the decision boundaries of the classifier (49) for the PW estimate and the proposed SKD estimate, respectively.
The results obtained for this example using our previous SKD estimator based on the empirical distribution function as the desired response, quoted from [6] , are also summarised in Table 6 . It can be seen from Table 6 that for this example the proposed SKD estimator was more accurate than the SKD estimator of [6] but the latter achieved a sparser density estimate. 

Conclusions
A simple kernel density estimation method has been proposed based on a regression approach with the PW estimate as the desired response. The OFR algorithm has been employed to select SKD estimates, by incrementally minimising an LOO test score coupled with local regularisation to further enforce the sparseness of density estimates. The kernel weights of the final selected sparse model are computed using the MNQP algorithm to meet ARTICLE IN PRESS the required nonnegative and unity constraints for probability density estimation. The MNQP algorithm also has a desired property of reducing the model size further. The proposed method is simple to implement, and except for the kernel width the algorithm contains no other free parameters that require tuning. The ability of the proposed method to construct a SKD estimate with a comparable accuracy to that of the full-sample optimised PW estimate has been demonstrated using several examples. The results obtained have shown that the proposed method offers a viable alternative for SKD estimation. Step 2: Find
l ; j 2 J l g. Then the j l th column of U ðlÀ1Þ is interchanged with the lth column of U ðlÀ1Þ , the j l th column of A is interchanged with the lth column of A up to the ðl À 1Þth row, and the j l th element of k is interchanged with the lth element of k. This effectively selects the j l th candidate as the lth regressor in the subset model.
Step 3: The selection procedure is terminated with a ðl À 1Þ-term model, if J l XJ lÀ1 . Otherwise, perform the orthogonalisation as indicated in (50) 
