INTRODUCTION
This paper contributes to the literature on path-dependence and natural experiments in economic geography. One of the most intriguing questions of economic geography is whether an industry location pattern is uniquely determined by some fundamental factors or whether there are multiple equilibria, and that spatial catastrophes can switch them. The New Economic Geography view, dating back to such scholars as Paul Krugman, Masahisa Fujita, JacquesFrancois Thisse, Antony J. Venables (Krugman (1991) , Fujita and Thisse (1996) , Fujita, Krugman and Venables (2001) ) emphasizes increasing returns due to spatial agglomeration of firms, even when this agglomeration is due to idiosyncratic factors. The robustness of these spatial agglomerations has been evaluated in the aftermath of exogenous shocks. How quickly does the spatial distribution of population and industry recover? Donald R. Davis and David Weinstein (2002) find that the Allied bombing of Japan left unchanged the relative size of Japanese cities. 2 Other studies came to similar conclusions with evidence for war-related shocks:
Germany (Brakman et al. 2004) , Vietnam (Miguel and Roland 2011) and Russia (Mikhailova 2012).
Locational patterns of population and economic activity appear in these studies as tremendously persistent and path-dependent: even nuclear bombings were unable to change spatial equilibrium in the long run. However, one can argue that war-related destruction is not a proper shock to test the hypothesis of path-dependence. Firstly, these cities could be located in correct places initially. Secondly, people in cities devastated by bombing nevertheless could be sure that hostilities eventually would cease, and dwellings they and their neighbors used to live in, and factories they used to work in would be reconstructed.
Other studies investigate the consequences of long-term exogenous constraints on spatial equilibrium, as well as shocks caused by unexpected collapses of such constraints. Stephen J.
Redding and Daniel M. Sturm (2008) found that West German cities close to the East-West border grew substantially more slowly relative to other cities and even their catch-up after reunification was much more gradual. Redding et al. (2011) show that the division of Germany led to a shift of the major airline hub from Berlin to Frankfurt-am-Main, and that there is no evidence of reverse movement after the fall of the Berlin Wall.
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This paper takes advantage from two major events in the social and economic history of the 20 th century: the Soviet state-led modernization project and the ensuing post-socialist transition. The novelty of this paper lies in showing how path-dependence of industry location may arise from exogenous agglomeration not of physical assets but of (potentially mobile) human capital, with special emphasis on upper-tail skills. The paper, therefore, bridges between literatures on multiple equilibria in economic geography and on human capital externalities. In contrast to many other studies, the nature of exogenous shock under consideration is not the physical destruction of built environment, or locational fundamental obsolescence due to technical progress, but sweeping institutional changes. I show that spatial clusters of research, 3 Some recent literature in economic history also considers the consequences of exogenous shocks that have influenced location of human capital. Davide Cantoni and Noam Yuchtman (2012) show that following the 1386
Papal Schism, university foundation in Germany caused an increased rate of market establishment in those areas where the distance to the nearest university shrank most. Similarly, Mara Squicciarini and Nico Voigtlaender (2014) proxy upper-tail knowledge by local density of the Encyclopédie subscriptions in mid-18-century France and find its positive effect on various measures of economic development in later decades. Researchers also considered recent evidence from relatively minor natural experiments conducted in developed countries, like Sweden (Andersson, Quigley and Wilhelmson 2004) or the United States (Hausman 2012) .
Another sort of paper deals with events that cause locational fundamentals to lose their importance, often due to technical progress. Hoyt Bleakley and Jeffrey Lin (2012) have shown that cities at portages in Northern America have not fallen into decay after portage decline, but persisted. Moreover, this effect cannot be explained by sunk costs. Nicholas F.R. Crafts and Nikolaus Wolf (2014) found evidence of strong path-dependence in the case of the 19 th century British cotton industry: cotton mills remained heavily concentrated in Lancashire even while location factors related to water power become obsolete.
development and other knowledge-intensive activities became self-sustainable and persist even under very unpleasant external conditions and poor location.
HISTORICAL BACKGROUND
In the Soviet centrally planned economy, knowledge-intensive business services were a minor sector. In fact, some service industries simply did not exist (Bradshaw 2008) , such as consumer IT or management consulting. Indeed, the economy lacked a sector of small knowledge-intensive companies. Rather, the state-owned R&D sector was highly militarized. In 1983, more than 70% of the USSR's R&D expenses were incurred for purposes related to national defense and the space program. Overall the R&D expenses to GDP ratio was very high (3.6% in 1983) but much smaller when only the civil fraction was taken into account (Freeman 1995) .
The Russian R&D sector is largely a creature of the Communist regime. Before the 1917
Revolutions in the classification of occupations listed in the Imperial census of 1897 science was merged with creative writing and fine arts. The Soviet government designated the Academy of Sciences, founded in 1724 in St. Petersburgh, 4 as the powerhouse of progress, endowing it with generous funding and greatly expanding the network of research institutions. Even during the civil war, the number of research staff in the Academy of Sciences quadrupled (Osipov, 1999) 5 . (Radosevic 2003) .
The geography of the Soviet-era knowledge-intensive industries was shaped without taking into account the viability of industries or market conditions. Instead, ideological, political and military considerations were given high priority (Rodgers 1974; Hill and Gaddy 2003; Mikhailova 2004; Kumo 2004) . WWII-related evacuations left their imprints with academic institutions relocated to cities which believed to be invulnerable for German invasion. For example, the evacuation of the Academy of Sciences of USSR from Moscow and Leningrad to Kazan on Volga, which gave rise to the Kazan branch of the Academy.
Postwar, the government implemented a deliberate policy of spreading research activities outside Moscow and Leningrad. A notable case was Novosibirsk Akademgorodok -the seat of the Siberian branch of the Academy of Sciences. Initially, regional branches of the Academy were understaffed and narrowly focused, committed mostly to local problems like natural resources exploration (Vek Lavrent'eva, 2000, p. 126, 200) . A groundbreaking decision was made in 1957 when many scientists, both young and renowned ones, were incentivized to move to Novosibirsk with the intention to build a world-class research center with all-encompassing range of disciplines and topics. Relative freedom from academic hierarchy and rapid promotion were touted as a motivation to move to Siberia. per cent worked for institutions in mixed public-private ownership (Belousova et al. 2013, p. 39) .
From the point of industry classification, it was still dominated by the traditional Soviet-era subsectors: independent research institutions (OKVED industry code 73 "Scientific research and development"), university research laboratories and in-house R&D divisions of manufacturing enterprises (Belousova et al. 2013, p. 42 ).
Yet by 2011, a vibrant market-oriented KIBS has emerged, with the heavy involvement of skilled professionals who left academia and military-related R&D institutions. These former researchers possessed high cognitive skills along with broad fundamental knowledge. Therefore, they were able to bridge this gap even if their background was not directly related to their new career path (Yurevich 1998, p. 107-110) . Unlike the R&D sector, the KIBS sector is dominated by private ownership. As of 2011, it was less than quarter of public sector employment in architecture, engineering, IT, law, auditing, accounting and management consulting combined.
Public sector KIBS employment was in establishments owned by regional and local authorities rather than the federal government.
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The recent history of Miass, Chelyabinskaya oblast epitomizes the story. Technical Creativity were allowed under the supervision of the Komsomol, the communist youth organization. Their official purpose was to boost technology transfer from scientific labs to industry, although they quickly diversified their activity into other fields, including foreign trade.
Although limited in scope, these centers were instrumental in nurturing Russian businesspersons' community (Kryshtanovskaya, 2005, p.294) . Therefore, researchers also had opportunity to gain experience in private entrepreneurship somewhat earlier than most other Russians did.
EMPIRICAL STRATEGY
To establish association between location of the Soviet R&D workforce and various outcomes, I run simple OLS regressions in the following general specification form:
Where:
number of workforce in engineering and architecture or other knowedge-intensive industry)
R&D1991 i -number of R&D personnel in region i in 1991
Given differences in the size of Russian regions, log-log transformation of both dependent and independent variables are used to reduce the possible influence of outlier observations, like Moscow and St. Petersburg. Another way to mitigate this problem is to scale 1991 R&D workforce and control variables by total employment in a relevant year (when applicable). As a robustness check, I do this with and without log-log-transformation (i.e. using both "shares in employment" and "log shares in employment"). The number of R&D staff in 1991 by region is the main independent variable. Reflecting the traditions of the Soviet scientific community, these data, published by the government statistical service, do not include university lecturers but do cover those who performed research tasks on campus, as well as employees of the state Academies, other independent research establishments and enterprise R&D departments.
14 Prior to estimating baseline models, I conduct a balancing test with various variables from the pre-transition period (see Table 2 ). Lack of market prices makes any indicators of monetary nature unreliable. Instead, I use a range of physical indicators. Electricity consumption is one indicator of economic activity. Other variables used in the balancing test reflect quality of living and public goods provision in a region; namely road and railway density, life expectancy, infant mortality, car ownership and number of theater visits. Due to the lack of Soviet-era data, I
use fixed assets accumulated depreciation in 1997 as a relevant measure. Change in measurement year is unlikely to create significant distortions because there was very little investment in Russia during the 1990s.
Regressions of present-day KIBS on 1991 R&D staff were run controlling for the main potential co-determinants of KIBS location. Following Joshua D. Angrist and Jörn-Steffen Pischke (2008, p. 47-51) , in the baseline specification a variety of late Soviet, i.e. pre-treatment control variables, are used. The number of college-educated persons in a region from 1989 census and the number of fresh university graduates in 1990 were used as a proxy for the strength of the regional university system and regional human capital.
The relationship between the thickness of local market and demand for business services is well established. Greater market size promotes division of labor and contracting-out.
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Electricity consumption and total employment in 1991 are used here as a proxy for economic development and market size.
There is also rich evidence that large cities are popular KIBS locations (Bennett et al. Region-level urbanization is controlled for using a constructed urbanization index.
Formally, this is as follows:
S ij -share of settlement j in region i's aggregate population
This index is preferred to the simple urbanization rate (share of people who reside in cities and towns) because the latter does not distinguish between the concentration of people in a few large cities and dispersed urbanization patterns. The urbanization index is calculated with city-or town-level data from 1989 census. In addition, I control for regional population density in all specifications given the major population differences across Russian regions.
All the specifications include dummies for eight federal districts: groups of contiguous regions with similar geography, including one specially designated district for the North Caucasus republics. Table 2 presents the results for the balancing test of various economic development measures in the late Soviet era on the 1991 number of R&D personnel (log-log specifications).
EMPIRICAL RESULTS

Balancing test
The logarithm of total employment was controlled for to remove the region size effect and to make the specification more flexible. In even-numbered columns, I control for logarithms of urbanization index and population density. In addition, the federal districts dummies were included. As noted earlier, I do not tackle causality issues when running these regressions.
Instead, I simply attempt to ascertain whether Soviet-era R&D institutions were located in more developed or favored by the government regions.
Most coefficients in table 2 are small in magnitude and insignificant, especially when controlling for the urbanization index and population density. Correlation is often negative, as for electricity consumption, road and railroad density, life expectancy. These results support the view that it is unlikely that regions with a greater size of R&D sector near the end of the Soviet era could have greater potential demand for KIBS.
This result superficially contradicts anecdotes of the high quality, by the Soviet standard, of life in the closed towns. However, privileges of the scientific enclaves were a consequence not cause of their research functions. Isolated and often relatively small, these settlements could rely on regional authorities for pubic goods provision and had little contacts with neighboring places.
Therefore, their local economic impact was limited. In addition, closed towns constituted only a fraction of the Soviet R&D sector. In larger cities with diversified economies, the share of researchers in the population was typically small, and the scientific community had no major influence on governance.
It is beyond the scope of this research to explain the lack of correlation between the R&D employment and the basic socio-economic variables in the last years of the Soviet Union.
However, I raise the suggestion that the scientific sector was unable to generate significant spillovers to regions' economies because of centralized decision-making and funds allocation, military dominance over the research agenda and weak incentives to innovate in civil industries.
Soviet people also could not move freely to any location with better quality of living because of mobility restrictions imposed in many large cities (Gang and Stuart 1999) . Results for information technology are given in table 4. The effect is not so strong for the full sample: a 10 percent change in number of Soviet-era researchers is associated with 1.66 percent change in IT workforce today (column 1). The size of the respective effect in the log shares in employment specification is 1.87 percent (column 5). 19 Introducing polynomials of the urbanization index and population density into the regression brings little change (columns 4 and 8).
Baseline regressions
With the exclusion of the two largest cities and the lowest quartile of the urbanization index, the 1991 number of R&D personnel becomes a significant predictor of present-day IT employment. The size of the effect per 10 percent change is 2-2.6 percent both in the log absolute numbers (column 2) and the log shares in employment (column 6) specifications.
Soviet-era human capital endowments, therefore, appear able to explain differences in IT sector development within the main body of Russian regions, but not in outliers, big and small. The smaller size of effect on IT may also reflect the fact that information technology has progressed very quickly and has become ubiquitous since the early 1990s, thus facilitating a "dissipation" of the path-dependence.
Strikingly different are the results for law, accounting, auditing and management consulting (table 5) . The coefficient on 1991 R&D employment is much smaller in magnitude when compared to IT and engineering, a less than 1 percent relative change of the dependent variable per 10 percent change of 1991 number of R&D staff in all the specifications, and is statistically insignificant. This is an important placebo test, since law, accounting and similar industries are close to engineering and IT in many dimensions, but not in the possibility of direct transmission of Soviet-era skills and competencies. Therefore, it is unlikely that 1991 R&D personnel actually stand for some omitted variable determining regions' attractiveness for KIBS location.
In table 6 , results using log number of business services microenterprises are listed. The effect of 1991 R&D personnel is sizeable, equaling about 2.5 percent per 10 percent change of the independent variable. It is statistically significant and stable across specifications. 20 These results corroborate the view that launching startups was an important mechanism by which former researchers adapted to new circumstances.
In each of these specifications, I use log-log models exclusively. To test for sensitivity of the results to specification change, shares of total employment regression without logarithmic transformation were run (table 7) . The results from these specifications are qualitatively the same as from log-log models, with positive and significant effect for engineering and IT, and zero effect for auditing, accounting and management consulting. Interpreted in terms of standard deviations, one standard deviation change in the 1991 employment share of R&D activities is associated with 0.3-0.4 standard deviation change in present-day employment share of engineering or IT.
Channels of influence
The possibility exists that the observed results are driven by current, not pre-transition knowledge spillovers between research institutions and KIBS. To check for this, I run the same regressions substituting the 2011 number of R&D staff for the 1991 number. As argued above, 20 Results of additional specifications involving number of microenterprises in business service sector, with both right-hand side and left-hand side variables standardized by total regional employment, are generally the same and available by request. In table 9, I give the results of regressing log mean salaries by region on log 1991 number of R&D personnel (or log 1991 share of researchers in regional employment) with the same set of control variables. I find no significant association between salaries and late Soviet R&D employment. This suggests that regional labor markets in these industries are integrated, factors prices are equalized, and poverty trap is unlikely to cause the observed persistence.
Human capital externalities in these cases are not manifested in higher wages in regions with greater R&D endowments. Nevertheless, this explanation is consistent with increased number of business services microenterprises in those regions, which signalize vigorous exchange in ideas and ability of KIBS professionals to engage in collaborative undertakings.
CONCLUSIONS
This paper examines whether Soviet-era patterns of R&D-sector location influenced the modern-day location of knowledge-intensive business services. Under the central planning, decisions on research institutions location were made in a manner exogenous to the market, thus creating a natural experiment. My paper shows that the 1991 R&D employment by region was not significantly associated with several important contemporaneous indicators of economic development and public goods provision, especially when controlling for urbanization and population density. Two possible explanations for this path-dependence were initially envisioned. Firstly, it might be the case that former researchers were stuck in their initial locations due to poverty traps and labor market imperfections. Alternatively, high concentration of skilled workers in a region might cause human capital externalities. Regions with greater 1991 R&D-related employment do not have lesser mean salaries in KIBS now, so it is unlikely that labor market distortions due to central planning locked former researchers in poverty traps. The number of microenterprises is also greater in those regions in which more people involved in R&D were gathered under the Soviet rule. This is suggestive that exchange in ideas and extensive social ties among former researchers helped some of them to start business in the knowledge-intensive industries in the original locations, and generated human capital externalities sufficient to impose pathdependence in KIBS location during the transition.
In a broader framework, the results do not necessarily imply that the Soviet-era policy of R&D sector placement were effective in long run. Indeed, the present-day location pattern of KIBS might still bear the imprint of earlier suboptimal decisions due to the path-dependence mechanism. Rather the findings imply that human capital relocation is able to result some kind of spatial QWERTY effect, making arbitrary policy interventions sustainable. Several observations are dropped due to data availability and reliability concerns: wartorn Chechnya and Ingushetia, which is common practice in Russian regional studies, as well as small and peripheral Chukotka Autonomous Okrug and Jewish Autonomous Oblast, which have data on the key variables missing. None of these regions has distinct specialisation in KIBS.
APPENDIX
In addition, Leningrad Oblast is not included in the sample because it had zero fresh university graduates in 1990; therefore, it would be impossible to run log-log regressions with this important control variable if Leningrad Oblast was included. This region, comprising rural areas around St. Petersburg, had no universities on its own territory in 1990, relying instead on superior higher education institutions in St. Petersburg, thus formally outside the oblast. This is atypical among Russian regions, which usually have universities clustered in their regional centers. Therefore, dropping Leningrad Oblast makes the sample more homogenous.
Information on data sources is provided in table A1. Sources: see Table A1 (2) and (6), Moscow, Saint Petersubrg and Moscow Oblast are dropped. In columns (3) and (7), the lowest quartile of urbaization index is dropped Sources: see Table A1 0.683 *= Significance at 10 percent level **= Significance at 5 percent level ***= Significance at 1 percent level Notes: Robust standard errors in parentheses. In columns (2) and (6), Moscow, Saint Petersubrg and Moscow Oblast are dropped. In columns (3) and (7), the lowest quartile of urnaization index is dropped Sources: see Table A1 (2) and (6), Moscow, Saint Petersubrg and Moscow Oblast are dropped. In columns (3) and (7), the lowest quartile of urbnaization index is dropped. Sources: see Table A1 
