Abstract-In many problems in science and engineering, it is often the case that there exist a number of computational modens to simulate the problem at hand. These models are usually trade-offs between accuracy and Computational expense. Given a limited computation budget, there is need to develop a framework for selecting between different models in a sensible fashion during the search. The method proposed here is based on the construction of a heteroassociative mapping to estimate the differences between models, and using this information to guide the search. The proposed framework is tested on the problem of minimizing the transmitted vibration energy in a satellite boom.
Introduction
In the optimization literature there is generally a tendency to neglect the issue of finite computational resources. Evolutionary based search often requires a substantial number of function evaluations to find a good optimum. Hence, simplified computational models are commonly used for conducting such a search. This approach, while justifiable on practical grounds, may miss out on good optima that only exist in more complex models. In some cases it might even lead to a false optimum (i.e. one that doesn't exist on the complex model).
The multiplicity of computational models for a given object of simulation may arise from at least three main causes. It could be due to different mathematical formulations being used to construct the model such as Euler and Navier Stokes approximations in computational fluid dynamics (CFD). It could also be due to different discretization limits with one formulation such as mesh densities in finite elements analysis (FEA). Finally, it may come from the availability of approximate empirical models such as neural networks or response surfaces. We use here the term "multilevel optimization" (MLO) to denote the process of optimizing such a multiplicity of models, where each level is essentially one of these models.
In contrast to the static optimization problem
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the multilevel optimization problem may be stated as where fl(x)is the most accurate function and there exist many f k (x) models where k = 1 ..L.
The levels are such that f j ( x ) is more accurate and computationally expensive than f j ( x ) for i <j.
During the optimization, it is only feasible that the computationally cheap function levels be used often. At the same time, results obtained from evaluations on the more accurate levels should be used to guide the search on the less accurate ones.
For simplicity, we consider in this paper the case of just two levels f, (x) and f, (x) . Here f, (x) represents the exact and computationally expensive model and f, (x) the approximate and computationally cheap one. Our proposed approach works by building a heteroassociative mapping to estimate the agreement between the exact and approximated evaluation for given x.
It partitions the search space into a discrete number of areas with a discrepancy estimate for each area. This information is then used for model selection.
The paper is organized as follows: in the next section we give a brief overview of previous work relating to multilevel optimization. Section 3 describes the Generative Topographical Mapping (GTM). Section 4 describes the GTM-EA synthesis for MLO. Section 5 discusses the satellite boom problem and the results obtained. The paper closes with a brief conclusion and discussion of future work. Dunham et al. (1963) were first to address the problem of multilevel optimization within an evolutionary optimization context. They worked with a two level problem. In their study they used an approximate model most of the time, using the accurate/computationally expensive model only at the final stages of refinement. They state It seemed better to run through many "generations" with only approximate scores indicating progress than to manage a very few "evolutions" with rather exact statements of position. Later efforts focused on building variants of injection island genetic algorithms (iiGA) architectures for this sort of optimization (Vekeria and Parmee, 1996; Goodman et al., 1997; Eby et al., 1998) . The approach adopted was to have many islands using low accuracy/cheap evaluations that progressively pass on individuals to fewer islands using '.higher, accuracy/expensive evaluations.
Previous work relating to MLO
.# case for the importance of multilevel optimization for aeronautical design was presented by Robinson and Keane, (1998) . El-Beltagy and presented fimdamental studies focusing on the use of a family of approximate fitness representations in GAS. A computational framework for integrating a class of single-point approximation models with GAS was proposed by Nair, et al(l998) . More recently, Nair, et a1 (1999) , extended this framework for coevolutionary GAS applied to the design of large flexible space structures was extended.
The Generative Topographic Mapping (GTM)
The GTM is a probabilistic re-formulation of Kohonen's self-organizing map (SOM) (Kohonen, 1997) which avoids many of its theoretical limitations. Unlike the SOM, the GTM defines an explicit probability density given by a mixture distribution. The GTM is an efficient method for vector quantization. Its power lies in capturing and representing, in a lower dimensional space, the important features from a high dimensional space. It is a probability density model which describes the distribution of data in space of several dimensions in terms of two 'latent' variables corresponding to the coordinates of the latent space. A detailed derivation of the GTM is beyond the scope of this paper, but can be found in (Bishop et al, 1998 (1)
The distribution in t-space, for a given values of W and p, is obtained by integration over the u-distribution P(tlw, P) = 5 P(l[u, w, P ) P ( W U .
(3)
The GTM algorithm corresponds to a particular form of this model in which p(u) is considered to be a sum of delta functions centered on the nodes of the rectangular lattice in the latent space
This lattice is typically much finer than the grid of points used to define the centers of the basis function (i.e. K>>M). Each point uI is mapped to the corresponding point y(ul ; W) in the data space, which forms the center of a Gaussian density function. From (3) and (4) the distribution function in data space takes the form
The above form represents a mixture of Gaussians in which the centers of the Gaussian functions are constrained to lie on the two-dimensional manifold S.
The node locations in the data space (also called 'reference vectors? as defined by (1) are given by mi = w4(uj).
(6) W and p, are determined by the maximum likelihood using the EM (expectation-maximization) algorithm (Bishop, 1995) . In the E-Step, the current values of the parameters W and p are used to evaluate the posterior probability, or responsibility which each component i takes for every data point to using Bayes' theorem in the form (7) Using ( 2 ) we rewrite this in the form exn L
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In the M-step we maximize with respect to W and P.
Maximizing the likely hood with respect to W we get where Q is a K x M with elements Qv = 4 (ui) , T is a N x D matrix with elements t,$,, R is K x N matrix with elements (~TGo,Q.>w,T,, = QTR0ldT 3
R,,, and G is a K x K diagonal matrix with Gii = Similarly for p we get
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The EM algorithm alternates between the E-step (8) and the M-step, given by the solution of (9) and (10) for WneW and p ,, respectively.
Besides being an effective vector quantization tool the GTM, like its predecessor the SOM, can be used for visualization and data mining purposes (Kaski, 1997) .
The GTM leads to an additional memory and computational burden that can only be justified if the models considered are expensive enough.
Topographical mapping assisted
We use the GTM to partition the search space into number of areas with different estimates of the discrepancies between the exact model fe(x) and the approximate one f,(x) . We are hence using it as a look-up table that is continuously updated as the search progresses.
We denote the set of data vectors used to construct the
. Each data vector takes the form During training only the xi part of t i is used in the node responsibility calculations (8) in the E-step in order to construct an asymmetric (heteroassociative) mapping (Kohonen, 1997: 259) .
Given a new xj, the trained GTM is used to estimate is the maximum allowable tolerance, ne is the number of exact evaluations carried out so far, n,is the number of approximate calculations, and qaIe is the ratio in computational effort between an approximate and exact evaluation. The above formula provides a linear decrease in E , and as the search progresses, less and less individuals are evaluated using fa (x) . This is done to ensure more aggressive use of the exact model during the final stages of he search. The general structure of the algorithm is shown above. First the initial population is created and evaluated using both f e ( x ) and f a (x) . The initial GTM model is then built based on the initial population evaluations. When making subsequent evaluations, if the tolerance criterion is not met, both f , ( x ) and f a (x) are evaluated and the GTM training T N is expanded. The individual's score takes on the f e ( x ) value.
To prevent the EA from heading towards a false optima while using the approximate model, elitism is employed. In this scheme, at the end of every generation the best individual is reevaluated using f , ( x ) (that is if it wasn't already evaluated using f, (x) due to the tolerance criterion) and then compared to the last best.
At the end of every generation the tolerance level is updated and the GTM is rebuilt using the expanded TN .
The stopping criterion 1-( designed such that optimization will cease when the computational cost equivalent of Ne accurate function evaluations has been carried out. The GTM's weights adapt and change during the search; in a sense they could be regarded as Population-level adaptive parameters (Angeline, 1995) .
Experiments on Satellite Boom Optimization
A two dimensional satellite boom structure was used to evaluate the proposed method. The baseline structure is shown below in Figure 1 . It consists of 40 individual EulerBernoulli beams connected at 20 joints (Keane, 1995) . Each of the 40 beams has the same properties per unit length. The beam is excited at one end as shown. The goal of the optimization was set at minimizing the frequency averaged response of the end beam in the range 150-250 Hz. The optimizer was allowed to generate new geometries by varying the coordinates of the inner 18 joints of this simplified structure. That is 36 optimization variables representing the x and y joint positions. In this work, the vibration analysis is carried out using matrix receptance methods based on the Green functions of the individual beam elements. By combining these receptance methods with the well-known characteristics of Euler-Bernoulli beams, it is possible to solve directly for the energetic quantities of interest (Shankar and Keane, 1995) .
A typical frequency response is a show below in Figure  2 . In the figure the un-optimised response refers to baseline structure as shown in Figure 1 . The optimized structure for this particular graph is shown in Figure 3 . In this problem, the objective fimction to be minimized depends on the area under the graph in Figure 2 in the range of 150-250 Hz. The calculation of a single frequency point in this plot requires the solution of some 260 complex simultaneous equations and this takes about 2.3 seconds on Silicon Graphics Challenge machine with RlOK chips. The more points that are used to perform the integration, the more accurate are the evaluations.
For our 2-level study, we used 11 points for exact evaluation and 5 for the approximate. Figure 4 and 5 below shows a 2D section of the log of the objective function using 11 and 5 integration points. It is clear from the figure that there are some areas where both models agree and areas where they disagree. In this problem, the inaccurate evaluation can be readily obtained from the accurate evaluation by simply using a fewer number of integration points to get the approximate value. Therefore the stopping criterion and tolerance update were modified to
We used a GA for the experiments reported here. It is typical of those described in (Michalewicz, 1996) . The GA makes use of arithmetic crossover, gaussian mutation, and the tournament selection operator. The crossover and mutation probabilities were kept constant at 0.9 and 0.15 for all the results reported here. The population size was set to 100, and the tournament size was set to 2. The GTM used had 49 nodes and 16 basis function centers arranged on a square lattice. The computational load N e limit was set to 1500.
Three sets of runs were executed to assess the performance of the GTM-EA. In each set ten runs were performed and averages taken.
In the first set the GTM-EA approach was used as described in section 4. To give a basis of comparison the second set of results use the same ratio of accurate to approximate function call as in the first set. However, in this case all the approximate calls were used first in the GA and then the resulting population used to seed a second GA that exclusively called the accurate functions. In the table below we denote this approach by the term sequential.
Finally, a third set of runs was carried out where, instead of the GTM being built using the first population, the initial map was instead pre-computed using the data from the first set of runs. This of course means that in the population initialization of this set there is no need to use the accurate function evaluation for the members. Rather the accurate function was only used when needed by the algorithm. The above table shows the average energy level for each set of runs, normalized with respect to the average sequential runs. The improvements obtained by the GTM-EA synthesis over the simple sequential approach may be seen as not insignificant. Moreover, as the GTM acquires more data it becomes more capable at model selection and arrives at better results. Unlike the sequential approach, the GTM gets better with time as it gains more "experience". This provides an effective way of merging data from different runs on the same problem.
GTM-EA

GTM-EA with previously computed mints
Also the GTM can be of great assistance as a visualization tool in understanding the discrepancies between different models and hence could allow the user to reformulate the optimization problem.
Conclusion and future work
In this paper we have made the case for multilevel optimization under a limited computational budget. We have presented a novel approach to tackle this problem and have shown it to work on a real world engineering problem.
The motivation behind using topographical mapping first started with self organizing maps (SOM). The SOM was seen as a form of associative memory that can be used to store collective knowledge in an adaptive fashion. It shapes and is shaped by the process of evolution. Something akin to cultural traits. We then moved to GTM as a more principled alternative founded on more solid statistical principles.
Future research will focus on building statistical models that are more suited to this problem than GTM. The improvements are hoped to be more dramatic.
It is also hoped that a combination of the proposed approach with injection island GA (iiGA) for a two way "migration control" will result in an more efficient parallel GA for multilevel optimization.
