Ways of obtaining approximate Bayes factors for generalized linear models are described, based on the Laplace method for integrals. I propose a new approximation which uses only the output of standard computer programs such as GUM; this appears to be quite accurate. A reference set of proper priors is suggested, both to represent the situation where there is not much prior information, and to assess the sensitivity of the results to the prior distribution. The methods can be used when the dispersion parameter is unknown, when there is overdispersion, to compare link functions, and to compare error distributions and variance functions.
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Introduction
Model-building for generalized linear models involves choosing the independent variables, the link function, and the function (McCullagh and NeIder, 1989) . Each possible combination of choices defines a different model, so that the model-building process consists of comparing many competing models. Strategies for doing this are commonly guided by a series of significance tests, often based on the approximate asymptotic distribution of the deviance.
There are several problems with this. The sampling properties of the overall strategy, as distinct from those of the individual tests, are not well understood. The models being compared are often not nested. Power considerations are usually not taken into account when setting significance levels; indeed, the power characteristics of deviance-based tests are often unknown. Perhaps most importantly, any approach that selects a single model and then makes inference conditionally on that model ignores model uncertainty, which can be a big part of overall uncertainty about quantities of interest.
All of these difficulties can be avoided, at least in principle, if one adopts the Bayesian approach of calculating the posterior distribution of a quantity of interest as a weighted average of its posterior distributions under the individual models, weighted by the posterior model probabilities (Leamer, 1978) . However, this solution has not yet been widely adopted in practice. This is in part because posterior probabilities for generalized linear models are, in general, unknown and are analytically intractable, although progress has been made in Bayesian estimation for these models (e.g. " Vest, 1985) . The basic ideas of Bayes factors, posterior model probabilities and accounting for model uncertainty are briefly reviewed in Section 2.
Here I propose an approximate solution based on the Laplace method for integrals, whose use in Bayesian statistics was pioneered by Lindley (1980) and Tierney and Kadane (1986) .
The latter authors showed that it yields fast and accurate approximations for posterior moments and marginal densities. In Section 3 it is used to obtain a general approximation for Bayes factors. A new approximation is then proposed which seems very accurate and uses only the maximum likelihood estimator (MLE) of the parameters, deviance and GLIM output or can th,~retOI'e \ ).
( ) in special cases, by Kass and Vaidyanathan (1992) ; present paper is a revised version of Raftery (1988b) .
In Section 4, the new approximation introduced here is applied to generalized linear models. I propose a reference set of proper priors to represent the situation where there is not much prior information, and the method is evaluated using several simple data sets.
In Section 5, the approach is extended to the situation where the dispersion parameter is unknown or where there is overdispersion, and to the comparison of different link functions and of different error distributions and variance functions. In Section 6 I discuss an application where there is real model uncertainty and classical methods have problems. Software to implement the methodology described here is available bye-mail from StatLib at no cost, and this is described in Section 7. In Section 8 I briefly discuss my assumptions, bounds on Bayes factors, "Bartlett's paradox", alternative approaches, and algorithms when there are many models.
Bayes Factors and Accounting for Model Uncertainty
The Bayes factor, B 10 for a model J\11 against another model lVf o given data D is the ratio of posterior to prior odds, namely 
where fh is the parameter of lvh, which may be a vector, and pr(thIA1 k ) is its prior density (k=O,l) . One important use of the Bayes factor is as a summary of the evidence for M 1 against A1 0 provided by the data. It can be useful to consider twice the logarithm of the Bayes factor, which is on the same scale as the familiar deviance and likelihood ratio test statistics. I use 
where ak pr(Mk)/ pr(1vf o ) is the prior odds for M k against Nf o (k = 0, ... , K); here Boo = ao = 1. In the examples, I will take all the prior odds to be equal to one, corresponding to prior information that is "objective" or "neutral" between competing models (e.g. Berger, 1985) , but other prior information about the relative plausibility of competing models can easily be taken into account.
The posterior model probabilities given by equation (3) lead directly to solutions of the prediction, decision-making and inference problems that take account of model uncertainty.
The posterior distribution of a quantity of interest .6., such as a structural parameter to be estimated or a future observation to be predicted, is (Raftery, 1992) .
Racine et ai. (1986) showed how this method may be used to make inference about a treatment effect in the presence of uncertainty about the existence of a carryover effect. Hodges (1987) pointed out the usefulness of (4) in accounting for uncertainty about structure in policy applications. The decision-making problem is solved by maximizing the posterior expected utility, equal to a weighted average of the posterior expected utilities conditional on each of the models, with the weights equal to the posterior model probabilities pr(AhID).
Much of the literature on statistical analysis in the presence of a set of rival models has focussed on the selection of a single model, rather than on the calculation of posterior probabilities; see, for example, Akaike (1973 ), Parzen (1974 , Schwarz (1978) , Peterson (1986) , Rissanen (1987 ), Poskitt (1987 ), and Raghunathan (1987 . Equation (4) shows that selecting a single model and proceeding conditionally upon it may be reasonable if one of the pr(MkID) is close to unity, or if the sum is dominated by models for which the values of pr(~ID, Mk) are similar. If not, analyses conditional on a single selected model fail to take account fully of uncertainty about structure, and so may well underestimate the uncertainty associated with their conclusions, thus, for example, biasing policy choices in favor of policies that rely on more certain information (Hodges, 1987) . For a review of Bayes factors and accounting for model uncertainty, see Kass and Raftery (1993 where Pk is the dimension of (h, Ok is the posterior mode of (h, and \Ii k is minus the inverse Hessian of h(fh) = log{ pr(Dllh, l\ch) pr(lh11\ch)}, evaluated at Ok Ok' Arguments similar to those in the Appendix of Tierney and Kadane (1986) show that in regular statistical models the relative error in equation (8) (9) In equation (9) (11) In equation (11)
A fuller justification of the approximations given by equations (9), (10) and (11) (12) where (13) When the priors are normal, equation (13) becomes (14) Equations (12) and (13) 
amOUllt of su~:p;ested a theoretical as"mptc,t!c error, (15) is the simplest but also the least approximation I will consider; error equation (15) is 0(1).
However, prcLCtical eX1DeI'leIlce SU$~,gests (9) , (11) Table 2 .
The first approximation is very good and the second approximation is also good but somewhat less so; both have errors that are 0(n-1 ). The first approximation will generally be better than the second unless It Iis large, roughly ItI > (na 2 /2)!; in that case the evidence for 1\;11 is strong and evaluating it precisely does not matter so much. This is borne out by the only such case in Table 2 , the one where n = 10, t = 3 and <P = 1. In that case the exact value of 2 log B lO is 5.78, while the first approximation is 5.71, the second approximation is 5.79 and the third approximation is 6.69. This error of 0.07 is by far the biggest one for the first approximation among the cases in Table 2 .
The third approximation is much worse than the other two, with its error of 0(1). It is best for individual data sets when <p is close to fj, or on average when <p is dose to 1, as the results of Rass and Wasserman (1992) would lead us to expect. It quickly gets worse as <p increases, and when rP = .5 it is poor. However, in only two of the eighteen cases in Table 2 does the third approximation lead to a qualitative change the evidence when this bn:::a.k:pc,m1;s at 2 log B lO equal aplprClx1l11atlOn is not rrrr,,,,,I,, rrusleac1m,g calltlOin as a to IS as~;es~,ed on the gnmullar POl3itive--stroIl,g-decisive here 9 is called the link function. The n x p matrix with elements Xij is denoted by X, and it is assumed that XiI = 1 (i 1, ... , n). Here I assume that (72 is known; the case where (72 is unknown is considered in Section 5.
I now derive approximate expressions for the Bayes factor for the null model lv/ o , defined by setting I1j = 0 (j = 2, ... , p), against MI. The likelihoods for M o and M l can be written down explicitly, and so, once the prior has been fully specified, the approximation (8) can be computed. However, this approximation is not easy to compute for generalized linear models using readily available software.
By contrast, when applied to generalized linear models, the other approximations in Section 3.1 are easier to compute. They are analytic non-iterative functions of the MLE, the deviance and the Fisher information matrix, and so can be calculated directly from GLIM
w n }, and
wi l = 9'(/1P»)2V(it~1») (McCullagh and Neider, 1989) . 
Choice of Prior Form
If specific prior information is available, the prior distribution should of course reflect this.
Here I consider the situation where there is little prior information, and I suggest a reasonable set for 
The prior distribution under kI o is again the conditional distribution given that/32 = ... =
This is extended to generalized linear models with other link and variance functions by noting that then estimation is equivalent to weighted least squares with the adjusted (17), 
Choice of Prior Parameters
The prior distribution (17) has three user-specified parameters, VI, ¢ and 4>. I now consider what values of these parameters would reasonably represent situation where there is little prior information. I will be guided by the approximation given by equations (12) and (13) is not too which the Bayesian procedure automatically imposes on j\;/ 1 . To measure the extent to which a given if> is worse than ¢J = 1 in terms of this first desideratum, I define the quantity 
Results for Some Simple Data Sets
In order to evaluate the approximations and to see how they work in practice, I will first illustrate them with some well-known small data sets. These are small enough for it to be possible to evaluate Bayes factors fairly accurately by Monte-Carlo integration.
A Simple Logistic Regression Example
This data set is shown in Table 3 . I analyze it using logistic regression so that g(/l) logit(/l) := 10g{/l/(I-ll)} and v(/l) = /l(1-/l). I consider the four models lvI o = {xd (null model with intercept only),
The priors for each model and value of </> are shown in Table 4 .
The Bayes factors, evaluated using the first approximation, are shown in Table 5 . There is some evidence for it/lover !vIa, and also for 1"1 0 over M 2 • The final and key comparison is therefore between i\1 3 and J"'1 1 , and 2 log B 31 is plotted in Figure 3 as a function of </>; the evidence for !v1 3 against lvl 1 is decisive over the entire range of values of </>. Note how slowly 2 log B 31 changes for </> between 1 and 5. These data have also been analyzed by Pregibon (1981) who used the logarithms of X2 and X3 (with similar results), and did extensive diagnostic checking of the model.
Testing Independence in 2 x 2 Tables
Here I cast the problem as one of comparing log-linear models, following Bishop, Fienberg and Holland (1975 Table 6 and the results are shown in Table 7 and Figure 4 . In the cholera example, the evidence for dependence between innoculation and absence of disease is overwhelming no matter how it is measured. In the smoking example the evidence for a link between smoking and cancer (in these data alone) is positive but not decisive. The evidence is strong for some values of rP in our preferred range but not for others, with odds for an association ranging from 25 when rP = 1 to 4.5 when rP = 5. By contrast, the P-value of 0.002, or 1/500, suggests much stronger evidence for an association; this kind of difference between P-values and Bayes factors often occurs (Edwards, Lindeman and Savage, 1963; Berger and Sellke, 1987; Berger and Delampady, 1987 odds ranging from 4 to 1.7, suggesting that further data would be fairly likely to confirm the independence hypothesis. Classical testing methods do not have this ability to distinguish between weak evidence the more complex model on one hand, and evidence for the simpler model on the other. \Vhen a classical test fails to reject the null hypothesis we do not know whether it was because there was not enough data or because the data supported the null hypothesis, whereas with Bayes factors this distinction can be made.
Evaluation of Approximations
I evaluated the Bayes factors by Monte-Carlo integration using equation (2) Table 8 . As in the normal case of Section 3.2, they indicate that the first two approximations are good and that the third approximation is much poorer. Overall, the first approximation again seems superior to the second.
The third approximation tends to understate the evidence for the more complex model in these examples, unlike in the normal case where it was biased in favor of the more complex model. However, all the errors in the third approximation were less than 2 in absolute value, so that they change the overall evidence by an amount that is "not worth more than a bare mention". Thus the third approximation, while crude, is not grossly misleading in these examples and, broadly speaking, would lead to the same qualitative conclusion in each case.
In the teeth data, two of the four cells have small observed counts (1 and 4), and small expected counts under both the independence model (2.6 and 2.5) and the saturated model (1 and 4). This does not seem to present any particular problem for the approximations, which are about as accurate in this example as in the other ones. The Bayes factor is well-defined even with very sparse tables, and so, if the finding that the first approximation is good even with small samples holds up, this may provide an approach to testing and model comparison i,n contingency tables that does not suffer from the well-known problems of P-value-based tests in sparse tables. by Sweeting (1981) , West (1985) and McCullagh (1990) . In Poisson and binomial models where overdispersion is modeled by a scale parameter, however, the likelihood may not be explicitly defined and the straightforward Bayesian approach would then not apply directly. Nevertheless, it may be possible to proceed by replacing the likelihood by a quasi-likelihood function (McCullagh, 1983; McCullagh and NeIder, 1989, Chapter 9) in Section 4.
Extensions
Comparing Link Functions
Suppose that we are comparing two models 1\1 1 and lv1 2 , which have the same independent variables X and variance function v, but different link functions gl and g2' Then the parameters ;3(1) and ;3(2) under the two models are on different scales and so should have different 
Comparing Error Distributions and Variance Functions
Consider the comparison of two models, j\;1 1 and 1\1 2 which have the same independent variables X but different variance functions and/or different error distributions; they may also have different link functions. \Ve can continue to use the same general framework because equation (8) (1) and (3) as before. Section the the two are on difjt'en~nt so Sn()UIC1 mCHle'I. as as before. Equation (9) becomes In equation (20), (20) 2(f'!,at _~at)
where £kat is the maximal log-likelihood achievable with the link function and error distribution of model A1 k (k = 1,2); this will typically be the log-likelihood under the saturated model. In equation (21), <Y~is the dispersion parameter for M k , which is either known or estimated as in Section 5.1. In equation (20), E k is given as before by equation (10). The other approximations, (12) and (15), can be similarly modified for the comparison of variance functions and error distributions.
Application: Model Uncertainty in Log-linear Models and Inference about Relative Risks with Control Factors
The relative risk or odds ratio is a much used measure of association between a disease and a risk factor. There are often also control factors such as age (or gender or race) which may be associated with the disease, the risk factor or both. One then has to decide whether to estimate a separate relative risk for each age group, a single but age-adjusted relative risk, a single non-age-adjusted relative risk, or a single relative risk equal to 1. These four options correspond to different statistical models which say respectively that the association of disease and risk factor varies by age group (in which case age is said to be a modifier; Schlesselman, 1982) , that the association of disease and risk factor is the same for all age groups but that age is also a risk factor (in which case age is a confounder), that age is not a risk factor, and finally that risk factor and the disease are independent. Table 9 shows the data from a case-control study of the relation between myorcardial infarction (heart attack) and recent oral contraceptive (pill) use (Shapiro et ai., 1979) . Each of the four models corresponds to a particular log-linear model for cell counts ( The other models correspond to cumulatively setting a123(ijk) = 0, a23(jk) = aand a12(ij) = orespectively in equation (22). Based on the data and its inherent plausibility, I also consider the model in which the relative risk is constant up to age 34 and again constant beyond age 35, so that A standard GLIM analysis is shown in Table 10 . Models 3 and 5 seem to be the best, but choosing between them is not so easy. The deviance difference is 4.7 on 1 degree of freedom, yielding an approximate P-value of 0.03. Using the standard .5% significance level, standard practice would be to reject the confounder model 3 in favor of the modifier model 5. However, with the large sample size of about 2,000, it is often recommended that a more stringent significance level such as 0.01 be used; this would lead to a different conclusion, and to the adoption of the confounder model 3. 1.8 3 NOTE: The variables are defined in Table 9 . Standard Goodman notation is used to define the models (see Bishop, Fienberg and Holland, 1975) , so that, for example, [Me] means that the terms corresponding to the interaction between M and C are present in equation (22), as well as their lower-order relatives, in this case the main effects of M and C. Model 5 is defined by equation (23).
The present approach provides a way of taking account explicitly of this model uncertainty, which is important for the quantity of interest. 'With tjJ Approximate posterior quantiles are shown in Table 11 . An informal simple and conservative way of taking account of model uncertainty in this situation might be to take the union of the two confidence intervals, but this is clearly too wide. Table 11 shows how the present approach produces intervals that are, in effect, shortened versions of the union of the two intervals, in a formally justified way. Schall and Zucchini (1990) analyzed the same data set using the model selection methodology of Linhart and Zucchini (1986) . Like classical significance testing and the present Bayesian approach, their methodology did not clearly favour one of the confounder and modifier models over the other. Relative risk Figure 6 : Posterior distributions of the relative risk for the youngest age group III the pill/heart attack data from mixing over the models, for three values of <p. provides just one inference which takes account of the uncertainty about model structure.
Software
An S-PLUS function called "glib" to implement the methodology described here is available at no cost bye-mail from StatLib. To obtain the software, send the message "send glib from S" to statlib@stat.cmu.edu.
The (4), where~is equated to ;3j. The output from this function can easily be used to do other analyses such as those reported in this paper.
Discussion
An accurate, easily implemented and computationally efficient way of calculating Bayes factors and accounting for model uncertainty in generalized linear models has been developed.
Software to implement it is available bye-mail from StatLib at no cost.
In the examples, I have used normal priors. The literature suggests that the exact prior form is not very important except in extreme cases (Berger, 1985, p. 151) , and this is confirmed in the case of generalized linear models by numerical experiments not reported here in detail. This reflects the fact that the prior ordinates in the region where the likelihood is high are more important than the prior probabilities of sets. Thus, with the approach of over a class of "objective" priors. Bayes factors tend to favor smaller nested models or "null hypotheses" more than P-values do, and so ¢* often defines the prior for which Bayes factors and P-values are in the closest agreement (Berger and Sellke, 1987; Berger and Delampady, 1989) . This also suggests a reason for working with normal priors. All unimodal symmetric distributions with the same center are scale mixtures of normal distributions, and so E;o is a bound not only over all normal priors but over all unimodal symmetric priors. I
Much of the analysis in Raftery (1988b) was based on E;o' However, here I have preferred to report the results from a range of reasonable priors, for several reasons. For one, E;o is merely a bound, and so one should not necessarily prefer AIl to M o even if E;o is large. Also, this bound applies when the the smaller model is the null model M o with only an intercept, but often the comparisons of most interest do not involve M o ; for these one cannot even be sure that the log Bayes factor is bounded as a function of ¢. Many practical problems involve the comparison of more than two models and then it is desirable to have priors that are consistent with each other, and hence have the same value of ¢ for all models, whereas ¢* is different for each model Nfl' Finally, ¢* often turns out to be less than 1, and, as was argued in Section 4.3, values of ¢ below 1 can be viewed as unreasonable in the absence of prior information to the contrary.
The use of Bayes factors when prior information is vague has been criticised on the basis of "Bartlett's paradox", namely that E lO --+ 0 as ¢ --+ 00, regardless of the data (Bartlett, 1957; Gelfand, Dey and Chang, 1992) . The arguments in Section 4.3 suggest that this is not a strong objection because ¢ --+ 00 is not a reasonable representation of vague prior information for Bayes factors. Rather, a set of proper priors is compatible with the idea of vague prior information, and the appropriate action is to report the range of conclusions resulting from this set. Since the upper bound on ¢ for this set is of moderate size, Bartlett's paradox seems to have little practical relevance for generalized linear models. In the examples considered, the conclusions reached changed rather little over this set of priors. This suggests the context of a or "reference"
One way of calculating Bayes factors with improper priors is the "imaginary training sample device" of Smith and Spiegelhalter (1980) and Spiegelhalter and Smith (1982) ; see also Raftery (1986) . Numerical that this works well, in the sense of giving results close to those from the reference set of proper priors considered here, provided that the number of degrees of freedom involved in the comparison, PI -po, is small, say up to about 3. This is the case in most of the published numerical applications of this idea, including clinical trials (Racine et ai., 1986) , Poisson processes (Akman and Raftery, 1986) , change-point problems (Raftery and Akman, 1986) and software reliability (Raftery, 1987 (Raftery, , 1988a . However, when the number of degrees of freedom is large, the method seems to perform less well and to be biased in favor of more complex models. Akaike (1983) , summarizing several earlier publications, wrote that model selection using the Akaike Information Criterion (AIC) is asymptotically equivalent to choosing the model with the highest posterior probability, based on the statement that (24) an errlCH~nt nu'mb,er. are This is true, however, only in the rather special situation where prior information increases as more data is acquired, at the same rate as the information in the likelihood; I am not assuming this here. For the examples in this paper, the approximation (24) was poor.
I have assumed that the number of models considered, (K +1), is small enough that it is feasible to evaluate equation (4) directly. This is often not the case, however, as in regression with many candidate independent variables or in graphical models of multivariate structure (Whitaker, 1990) , when the number of models can be gigantic. Two algorithmic approaches to evaluating equation (4) in such cases are as follows. One is to design a Markov chain Monte Carlo algorithm that moves through the entire model space (but not the parameter space), eventually sampling each model with a frequency proportional to its posterior probability (Madigan and York, 1992; Madigan, Raftery, York, Bradshaw and Almond, 1993) .
The other approach argues that equation (4) is not, in fact, a satisfactory representation of model uncertainty (Madigan and Raftery, 1991) . Instead, it is argued that models that are far less likely than the best model should be excluded from the sum in equation (4), as should any model that which there is no positive that has a more it.
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