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STOCHASTIC EVOLUTION EQUATIONS WITH SINGULAR DRIFT AND
GRADIENT NOISE VIA CURVATURE AND COMMUTATION
CONDITIONS
JONAS M. TÖLLE
Abstract. We prove existence and uniqueness of solutions to a nonlinear stochastic evolu-
tion equation on the d-dimensional torus with singular p-Laplace-type or total variation flow-
type drift with general sublinear doubling nonlinearities and Gaussian gradient Stratonovich
noise with divergence-free coefficients. Assuming a weak defective commutator bound and
a curvature-dimension condition, the well-posedness result is obtained in a stochastic varia-
tional inequality setup by using resolvent and Dirichlet form methods and an approximative
Itô-formula.
1. Introduction
We shall study the nonlinear stochastic partial differential equation (nonlinear SPDE) with
singular drift and gradient-type multiplicative Stratonovich noise
(1.1)
dXt = div(a
∗φ(a∇Xt)) dt+ 〈b∇Xt, ◦ dWt〉, t ∈ (0, T ],
X0 = x.
In order to eliminate boundary or curvature effects from the underlying space, we shall consider
the SPDE on Td = Rd/Zd, d ≥ 1. Here, a : Td → Rd×d, b : Td → RN×d are C1-coefficient fields
(where a∗ denotes the transpose of a) and {Wt}t≥0 is an RN -valued standard Wiener process,
N ≥ 1. In this work, we shall prove well-posedness for initial data x ∈ L2(Td) or, more generally,
for x ∈ L2(Ω,F0,P;L2(Td)). We assume a linear growth condition on φ : Rd → Rd, where we also
may consider the multi-valued case φ : Rd → 2Rd . Furthermore, a geometric curvature-dimension
condition on the Riemannian metric ga := (a
∗a)−1 and a (defective) commutator estimate for
the first order operator u 7→ b∇u are assumed.
The drift operator u 7→ div(a∗φ(a∇u)) is a distorted p-Laplace-type operator, when φ(ζ) =
|ζ|p−2ζ, p ∈ [1, 2], which reduces to the linear diffusion operator u 7→ div(a∗a∇u) for p = 2
and includes multi-valued examples as the total variation flow operator u 7→ div(sgn(∇u)) for
p = 1, a = 1, which is also called 1-Laplace. The equation is perturbed by independent Brownian
motions {W it }t≥0, 1 ≤ i ≤ N , driven by family of divergence-free C1-vector fields bi, 1 ≤ i ≤ N
acting in gradient direction, which may be degenerate, so that the “deterministic” PDE case is
covered for b ≡ 0.
Equations of the type (1.1), have previously been studied in [6] (for the case p > 1), in [17]
(for the case of a domain with symmetries and Neumann boundary conditions), in [42] (for
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Dirichlet boundary conditions), and in [7] (by an approach with weak solutions in the sense of
distributions). As the coefficient field of the noise term is given by an unbounded operator in
space, the Itô-analogue of (1.1) is ill-posed in general. The equation is discussed in [11, Section
7] as an example for an approach via a transformation by a group of random multipliers. Note
that our approach does not rely on a transformation of (1.1) to a random PDE — rather than
that, we obtain the unique solutions in terms of (stochastic) variational inequalities by a multi-
step approximation procedure and a perturbation argument which relies on a weak defective
commutator bound formulated in terms of Dirichlet forms, see [25, 39] for this notion. The
conditions are discussed in Section 2 below. In particular, we need a curvature bound related to
heat kernel estimates and lower bounds for Ricci curvature in order to derive a priori estimates for
the singular equation. The higher order a priori estimates, which we need for the approximation
procedure in the proof of the main result, are then derived from the defective commutator
bounds. In [52], some previous results and the rough idea, which this work is based on, have
been proposed by the author. In the future, equations involving more general Dirichlet operators,
e.g. of nonlocal type, could be considered.
As the drift term in the SPDE (1.1) is singular, it is a known issue that solutions to the SPDE
do not satisfy an Itô-equation in general (on these lines, see e.g. [28]), when, for instance, there
is no Sobolev embedding for the energy of the drift available (as is e.g. in [37] for p > 1 ∨ 2dd+2).
See [41] for an approach for nonlinearities that satisfy an superlinearity condition at infinity
and see [54] for the case that the drift is perturbed with a first-order transport term. In our
situation, the Itô-Stratonovich correction and the special linear structure of the noise adds some
regularity to the equation, however, even for initial data in H1(Td) and for p ≈ 1, to the best of
our knowledge, the (limit) solutions to (1.1) can merely be characterized in terms of stochastic
variational inequalities (SVI), see e.g. [10]. Among others, SVI-solutions to stochastic evolution
equations have also been discussed in [12, 26, 27, 29, 45]. As seen in [30], the SVI-approach
is quite robust under perturbations of the convex-subpotential-type drift with respect to the
Mosco-topology. In this work, we prove existence and uniqueness for initial data in L2(Td), see
our main result Theorem 4.1 in Section 4 below.
Let us point out that we generalize the previously known results on solutions to (1.1) in the
following aspects. As we assume periodic boundary conditions, we are able to dispense with the
requirement of the boundary to be assumed to be C3 and coefficient fields to be assumed to
be perpendicular to the boundary and C2. We do merely require that the driving vector fields
bi, 1 ≤ i ≤ N are C1, divergence-free and pointwise linearly independent — we do not need to
assume commutation1 here, as is done e.g. in the classical linear SPDE case in [18, 19]. The
introduction of the deformed diffusivity is new and may possibly be applied to more general
compact Riemannian manifolds than the torus in the future. Apart from the geometric defor-
mation, we also include more general nonlinearities (in the spirit of [28, Section 7]), extending
the results of [17, 30] from homogeneous nonlinearities to ones satisfying a doubling condition,
see Example 2.2 below. In fact, the nonlinearities might become multi-valued so that equation
(1.1) and its Itô-Stratonovich corrected form (2.1) below are actually given by the more general
subpotential equation (2.2) below, which involves the relaxed convex potentials. In the sequel, all
of our analysis is generally referring to equation (2.2) below rather than to the formal equation
(1.1).
Possible future topics for equations of this type include ergodicity and uniqueness of invariant
measures for Markov semigroups (compare also [8,22,23,29,38] for additive noise), stability under
perturbations of the drift or noise (cf. [16, 30]) and regularity (see e.g. [13, 14]) or an approach
1We remark that there is another way to dispense with commutation via a transformation to a flow of diffeo-
morphisms, see e.g. [15].
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via entropy solutions [20] or renormalized solutions [48]. We also refer to [21, 24, 53] for porous
media type stochastic equations with gradient noise.
Notation. Denote by Td := Rd
/
Zd the standard flat torus of dimension d ≥ 1, equipped with
the d-dimensional Lebesgue measure dξ on its Borel σ-algebra B(Td). On Rd, the Euclidean
norm and inner product are denoted by | · | and 〈·, ·〉 respectively. For α ∈ R, we denote the
linear operator u 7→ αu (on some vector space) simply by α. Denote H := L2(Td), S := H1(Td).
Let S∗ denote the topological dual of S. Note that the embedding S →֒ H is dense and compact.
Let (E , D(E)) be the Dirichlet form of the Laplace-Beltrami operator L := ∆ := div(∇·) on H ,
that is, D(E) := S and
E(u, v) :=
∫
Td
〈∇u,∇v〉 dξ, u, v ∈ D(E),
see [25, 39]. Let (Gα)α>0 be the resolvent of L, i.e., for α > 0, Gαu := (α − L)−1u, u ∈ H . For
convenience, we shall also introduce the alternative resolvent Jδu := (1 − δL)−1u, where u ∈ H
and δ > 0. Clearly, Jδ =
1
δG1/δ for every δ > 0. The resolvent Jδ, when considered both as a
map from H to H or as a map from S to S, is a contraction. Denote the Yosida-approximation
of L by L(δ)u := LJδu =
1
δ (Jδ − 1)u, u ∈ H . L(δ) : H → H is a negative definite bounded linear
operator with operator norm bounded by 1δ . Furthermore, for α > 0, u, v ∈ D(E), let Eα(u, v) :=
E(u, v)+α(u, v)H be inner products for S with the property that Eα1 , Eα2 are mutually equivalent
for α1, α2 > 0. For β > 0, define also approximate forms E(β)(u, v) := β(u−βGβu, v)H , u, v ∈ H ,
see e.g. [39, Chapter I, p. 20]. Set also E(β)α (u, v) := E(β)(u, v) + α(u, v)H , α, β > 0, u, v ∈ H .
Denote by (Pt)t≥0 the heat semigroup associated to L. We shall denote the trace of a square
matrix by Tr.
Organization of the paper. In Section 2, which is subdivided into several subsections, we
shall discuss the different terms of equation (1.1) and the main assumptions on those. Here, also
the main hypotheses of this work are stated and discussed. In Section 3, we shall introduce and
discuss the concept of so-called stochastic variational inequality (SVI) solutions to our equation.
Section 4, which is subdivided into several subsections, contains the statement and the proof of
our main result, including the a priori estimates, the passage to the limit of the approximating
equations, the existence and the uniqueness result. In Appendix A, we recall the conditions
from [28] which are needed to guarantee the existence of approximating solutions to equation
(1.1). The concluding Appendix B contains the postponed proof of Proposition 2.11.
2. Main hypotheses
Let {Wt}t≥0 be aWiener process on RN , modeled on a filtered probability space (Ω,F , {Ft}t≥0,P)
that satisfies the usual conditions.
Consider the following Itô-SPDE in H ,
(2.1)
dXt = div(a
∗φ(a∇Xt)) dt+ 1
2
LbXt dt+ 〈b∇Xt, dWt〉, t ∈ (0, T ],
X0 = x.
Equation (2.1) is the formal analogue to equation (1.1), after passing over to an (merely formal)
Itô-Stratonovich correction, see e.g. [33, 34] and compare with the previous works [6, 7, 17, 52].
The precise assumptions on a, b and φ will be stated below. The operator 12L
b is a realization
of u 7→ 12 div[b∗b∇u], which equals the Itô-Stratonovich correction u 7→ 12 Tr[b∇(b∇u)] of the
noise term u 7→ 〈b∇u, ◦dWt〉, whenever div bi = 0 for all 1 ≤ i ≤ N .
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2.1. The nonlinearity φ. To improve precision once more, instead of (2.1), we shall in fact
study the following Itô-SPDE (stochastic evolution equation / inclusion2)
(2.2)
dXt ∈ −∂Ψ(Xt) dt+ 1
2
LbXt dt+ 〈b∇Xt, dWt〉, t ∈ (0, T ],
X0 = x.
where ∂Ψ denotes the subdifferential3 of Ψ, which, in turn, is defined to be the lower semi-
continuous (l.s.c.) envelope of the map
(2.3) Ψ˜ : u 7→
{∫
Td
ψ(a∇u) dξ, u ∈ H1(Td),
+∞, u ∈ L2(Td) \H1(Td),
where ψ : Rd → [0,∞) is some convex potential of φ, that is, 〈η, ζ − ξ〉 ≤ ψ(ζ) − ψ(ξ) for every
η ∈ φ(ξ) and all ξ, ζ ∈ Rd. The l.s.c. envelope is defined by
Ψ(u) := cl Ψ˜(u) := inf
{
lim inf
n→∞
Ψ˜(un) | un → u ∈ L2(Td) strongly
}
,
see e.g. [3] for further details.
Assumption 2.1. Let us assume that there exist constants C,K > 0 and a map θ : [0,∞) →
[0,∞) such that
(N) ψ(ζ) = θ(|ζ|), for all ζ ∈ Rd and θ is convex, continuous, and satisfies θ(0) = 0,
limr→∞ θ(r) =∞, θ(r) ≤ C(1 + |r|2), θ(2r) ≤ Kθ(r) for r ≥ 0.
Note that the doubling condition θ(2r) ≤ Kθ(r), r ≥ 0 is also known as ∆2-condition in the
literature, see e.g. [44]. Our assumptions on a shall be made precise further below.
Example 2.2. Condition (N) is e.g. satisfied for the following choices of ψ. For ζ ∈ Rd, let
p-Laplace, total variation flow: ψ(ζ) := 1p |ζ|p, p ∈ [1, 2],
Logarithmic diffusion: ψ(ζ) := (1 + |ζ|) log(1 + |ζ|)− |ζ|,
Minimal surface flow: ψ(ζ) :=
√
1 + |ζ|2,
Curve shortening flow: ψ(ζ) := |ζ| arctan(|ζ|)− 12 log(|ζ|2 + 1).
Remark 2.3. Note that e.g. for ψ(ζ) = |ζ|, the subdifferential φ = ∂ψ becomes multi-valued, and
the l.s.c. envelope Ψ is a Radon measure on the space of functions of bounded variation, see [3]
for details. At this point it is enough to recall that the above l.s.c. envelope exists in L2(Td).
We continue with two technical lemmas needed later.
Lemma 2.4. Assume that (N) holds. Then
〈η, ζ〉 ≤ Kψ(ζ) ∀η ∈ φ(ζ) ∀ζ ∈ Rd.
Proof. By (N) and [51, Chapter II, Example 8.A], there exists a function θ′+ : [0,∞) → [0,∞)
such that θ′+ is non-decreasing, right-continuous and satisfies
θ(s) =
∫ s
0
θ′+(r) dr, s ≥ 0.
Also, for r ≥ 0, θ′+(r) ≥ sups∈∂θ(r) |s|. Using (N) again, for s ≥ 0,
Kθ(s) ≥ θ(2s) =
∫ 2s
0
θ′+(r) dr ≥
∫ 2s
s
θ′+(r) dr ≥ sθ′+(s).
2The set membership symbol is to be understood as an equality whenever the r.h.s. is single-valued.
3The subdifferential ∂F : H → 2H of a convex, lower semi-continuous, proper map F : H → [0,+∞] is defined
by y ∈ ∂F (x), x, y ∈ H, whenever (y, z − x)H ≤ F (z)− F (x) for every z ∈ H, see e.g. [9].
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However, it is easy to see that from ψ = θ(| · |), it follows that 〈η, ζ〉 ≤ |ζ|θ′+(|ζ|), for all ζ ∈ Rd
and η ∈ φ(ζ), cf. [51, Chapter II, Proposition 8.6]. Hence the claim follows. 
For the statement of the following lemma and for use further below, we shall introduce the no-
tion of the so-calledMoreau-Yosida approximation {ψλ}λ>0 of ψ, that is, the family of continuous
convex functions defined by the following variational formula
ψλ(ζ) := inf
η∈Rd
[
ψ(η) +
1
2λ
|ζ − η|2
]
, ζ ∈ Rd, λ > 0,
see [2, p. 266] or [9, p. 97] for further details.
Lemma 2.5. Assume that (N) holds and let ψλ, λ > 0 be the Moreau-Yosida approximation of
ψ. Then, there exists a constant C > 0 (not depending on λ) such that
|ψ(ζ) − ψλ(ζ)| ≤ Cλ(1 + ψ(ζ)) ∀ζ ∈ Rd.
Proof. As above, denote φ = ∂ψ. By the arguments preceding [30, Eq. (A.4) in Appendix A],
we get in this slightly more general situation that
|ψ(ζ)− ψλ(ζ)| ≤ λ sup
η∈φ(ζ)
|η|2 ∀ζ ∈ Rd.
By [28, Proof of Proposition 7.1] and (N), there exists a constant C > 0, such that
|η|2 ≤ C(1 + 〈η, ζ〉) ∀η ∈ φ(ζ) ∀ζ ∈ Rd.
Again, by (N) and by Lemma 2.4 there exists another constant C > 0 such that
〈η, ζ〉 ≤ Cψ(ζ) ∀η ∈ φ(ζ) ∀ζ ∈ Rd.
Combining these inequalities finishes the proof. 
2.2. Basic hypotheses on the coefficient fields a and b. We shall formulate the main
assumptions on a and b.
Assumption 2.6. Assume that a ∈ C1(Td;Rd×d) and that there exists a constant κ > 0 such
that
(E) |a(ξ)ζ|2 ≥ κ|ζ|2 for every ζ ∈ Rd and every ξ ∈ Td.
Assumption 2.7. Assume that b ∈ C1(Td;RN×d) such that the rows bi, 1 ≤ i ≤ N of b satisfy
(D) div bi = 0 on Td for every 1 ≤ i ≤ N.
Let ℓ ∈ {a, b}. Let Lℓ denote the Dirichlet operator associated to the Dirichlet form
Lℓ(u, v) :=
∫
Td
〈ℓ∇u, ℓ∇v〉 dξ, u, v ∈ H1(Td),
where ℓz denotes the application of matrix-multiplication for z ∈ Rd. For smooth functions
u ∈ D(Lℓ) ∩ C∞(Td), by C1-regularity of the coefficients, we have that Lℓu = div(ℓ∗ℓ∇u),
where ℓ∗ denotes the matrix-adjoint of ℓ. Denote the associated Dirichlet operators by La, Lb,
respectively, with Dirichlet forms A := La, B := Lb, respectively.
Remark 2.8. Note that Assumption 2.6 implies that D(La) = D(A) = D(E) = S = H1(Td) and
that −La is uniformly elliptic with domain equal to D(−La) = H2(Td). Note also that b and
thus Lb may be degenerate.
Lemma 2.9. Suppose that a ∈ C1(Td;Rd×d). Then condition (E) is equivalent to a1(ξ), . . . , ad(ξ)
being linearly independent in Rd for each ξ ∈ Td.
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Proof. First note that a∗a is precisely the Gram matrix of the vectors a1, . . . , ad. Consider
the statement of a1, . . . , ad being pointwise linearly independent. It is well-known that this is
equivalent to the Gram matrix being positive definite, see e.g. [35, Chapter 10], which in turn
is equivalent to (E) with κ := minξ∈Td κ(ξ), κ(ξ) being the smallest eigenvalue of a
∗(ξ)a(ξ) (all
eigenvalues are strictly positive and real). By continuous dependence of the eigenvalues of a∗a
on the space variable ξ ∈ Td, noting that Td is compact, we argue by contradiction to see that
κ > 0. 
2.3. Curvature-dimension condition. In all of this subsection, assume condition (E) and (N).
SetM := Td and set ga := (a
∗a)−1. By condition (E), (M, ga) is a Riemannian manifold which is
quasi-isometric4 toM , when equipped with the flat metric. We writeMa if we want to emphasize
the choice of the metric. We denote the volume measure on Ma by dν :=
√
det ga dξ. Note that
(Ma, ga), equipped with the Lebesgue measure, is thus a weighted manifold (Ma, ga, dξ) with
density ρa :=
√
det(a∗a) with respect to ν. Note that by [32, Exercise 3.12], La = ∆a on the
weighted manifold (Ma, ga, dξ), where∆
a denotes the weighted Laplace-Beltrami operator ofMa.
Definition 2.10. Let Λa := {f ∈ S : Laf ∈ S}. We say that (Ma, ga, dξ) satisfies a Bakry-
Émery curvature-dimension condition BE(K,∞) if there exists K ∈ R with
(BE) La|a∇f |2 − 2〈a∇f, a∇Laf〉 ≥ K
2
|a∇f |2, ∀f ∈ Λa.
Proposition 2.11. Suppose that (E) holds. Suppose that a ∈ C2(Td;Rd×d) and that for all
1 ≤ i, j ≤ d,
(2.4)
d∑
k=1
d∑
q=1
[aqj∂kaqi + aqi∂kaqj ] = 0 on Td,
where a = (aij). Then condition (BE) holds for some K ≤ 0.
Proof. See Appendix B. 
Note that condition (2.4) is symmetric in the sense that interchanging the indices i and j
yields the same condition.
Theorem 2.12. Let (P at )t≥0 be the heat semigroup associated to A. Then the following condition
is equivalent to condition BE(K,∞).
There exists a constant K ∈ R, such that
(2.5) |a∇P at f | ≤ e−2KtP at |a∇f | ∀t ≥ 0 ∀f ∈ C1(Ma).
Proof. See e.g. [1, 5]. 
See [1,5,31,55–58] for the terminology and further results on equivalent curvature-dimension
conditions as well as Ricci curvature bounds in weighted Riemannian manifolds.
Lemma 2.13. Let condition (N) and (E) hold. Let (P at )t≥0 be the heat semigroup associated to
A. Assume that BE(K,∞) holds for some K ≤ 0. Let J0δ := (1 − δ(La + 2K))−1, δ > 0 be the
resolvent associated to A−2K = A− 2K(·, ·)H . Then
Ψ˜(J0δ u) ≤ Ψ˜(u)
for any u ∈ S and any δ > 0, where Ψ˜ is as in (2.3).
4See [32, p. 93] for this notion.
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Proof. Compare with [28, Proof of Example 7.11]. Let (P 0t )t≥0 be the C0-semigroup associated
to J0δ , δ > 0. Then by the Trotter product formula [46, Ch. VIII.8], P
0
t = e
2KtP at , t ≥ 0. We
get for u ∈ C1(Td) and δ > 0 that∣∣a∇J0δ u∣∣ =
∣∣∣∣a∇
∫ ∞
0
e−tP 0δtu dt
∣∣∣∣ =
∣∣∣∣a∇
∫ ∞
0
e−t+2KδtP aδtu dt
∣∣∣∣
≤
∫ ∞
0
e−t+2Kδt |a∇P aδtu| dt ≤
∫ ∞
0
e−tP aδt |a∇u| dt = Jaδ |a∇u|,
where we have used Theorem 2.12. Since Jaδ , δ > 0 is Markovian symmetric on L
2(Td), we get
by an application of [40, Theorem 3] and condition (N) that for u ∈ L2(Td),∫
Td
θ(Jaδ u) dξ ≤
∫
Td
θ(u) dξ.
Altogether,
Ψ˜(J0δ u) =
∫
Td
θ(|a∇J0δ u|) dξ
≤
∫
Td
θ(Jaδ |a∇u|) dξ ≤
∫
Td
θ(|a∇u|) dξ = Ψ˜(u),
density of C1(Td) ⊂ S and Lebesgue’s dominated convergence theorem completes the proof. 
Remark 2.14. Note that
(i) the above statement remains true if BE(K,∞) holds for K > 0. If one investigates the
proof carefully, one sees that then it even holds that
Ψ˜(Jaδ u) ≤ Ψ˜(u)
for any u ∈ S and any δ > 0;
(ii) the above statement remains true if Ψ˜ is replaced by u 7→ ∫
Td
ψλ(a∇u) dξ, u ∈ S as ψλ
satisfies condition (N) whenever ψ does so; for instance, the doubling condition for ψλ
holds with K replaced by K ∨ 4.
2.4. Weak defective commutation condition. In all of this subsection assume conditions
(E), (D), and the following.
Assumption 2.15. Assume that a ∈ C2(Td;Rd×d), b ∈ C2(Td;RN×d) and that for all 1 ≤
l, j ≤ d, 1 ≤ i ≤ N ,
(R)
d∑
k=1
d∑
p=1
[bik(apl∂kapj + apj∂kapl)− apk(apj∂kbil + apl∂kbij)] = 0 on Td,
where a = (alj) and b = (bij).
Note that condition (R) is symmetric in the sense that interchanging the indices l and j yields
the same condition.
Proposition 2.16. Conditions (E), (R), and (D) imply the following weak defective commuta-
tion condition.
There exists a constant c ∈ R such that for every β > 0, we have that
(2.6) β
∫
Td
〈
βGaβb∇f − βb∇Gaβf, b∇f
〉
dξ ≥ cA(f, f), ∀f ∈ S.
As seen later in the proof of Theorem 4.4 below (where inequality (2.6) is applied), we could
allow for replacing the term cA(f, f) on the l.h.s. of (2.6) by cA1(f, f).
In fact, by examining the proof below, we get that c ≤ 0.
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Proof of Proposition 2.16. Let f ∈ C3(Td). By assumption, a ∈ C2(Td;Rd×d) and b ∈ C2(Td;RN×d).
Set A := a∗a. Utilizing the Einstein summation convention, we get that for every 1 ≤ i ≤ N ,
(2.7)
(b∇(div(A∇f))i
=bij∂j(∂k(Akl∂lf))
=bij [∂j∂kAkl∂lf + ∂kAkl∂j∂lf + ∂jAkl∂k∂lf + Akl∂j∂k∂lf ]
=bij∂j∂kAkl∂lf + ∂kAkl∂l(bij∂jf)− ∂kAkl∂lbij∂jf
+ Akl∂l∂k(bij∂jf)− Akl∂l∂kbij∂jf
− Akl∂kbij∂l∂jf − Akl∂lbij∂k∂jf + bij∂jAkl∂k∂lf
=div(A∇(b∇f)i) + [bil∂l∂kAkj − ∂kAkl∂lbij − Akl∂l∂kbij ] ∂jf
+ [bik∂k(apjapl)− 2apkapj∂kbil] ∂l∂jf
=div(A∇(b∇f)i) + (R0∇f)i
by relabeling the indices, symmetry of the Hessian and condition (R), where
(R0z)i := [bil∂l∂kAkj − ∂kAkl∂lbij − Akl∂l∂kbij ]zj , z ∈ Rd, 1 ≤ i ≤ N.
Clearly, f 7→ R0∇f can uniquely be extended to a linear operator R : H1(Td) → L2(Td;RN )
such that there exists C = C(a,∇a,D2a, b,∇b,D2b) > 0 with
(2.8) ‖Ru‖2L2(Td;RN ) ≤ CA(u, u) ∀u ∈ S.
Note that R is bounded as an operator from S to L2(Td;RN). By [50, Theorem 2.1], then (2.7)
implies that for every β > 0,
(2.9) b∇Gaβu = Gaβb∇u+GaβRGaβu ∀u ∈ S.
See also [49, Theorem 3.1, Proposition 3.2]. Let u ∈ S and β > 0. Clearly, (2.9) implies that
(2.10) 〈b∇Gaβu, b∇u〉 = 〈Gaβb∇u, b∇u〉+ 〈GaβRGaβu, b∇u〉.
Integrating over Td and multiplying with β2 yields
β
∫
Td
〈
βGaβb∇u− βb∇Gaβu, b∇u
〉
dξ
=−
∫
Td
〈RβGaβu, βGaβb∇u〉 dξ
≥−
√
CA(βGaβu, βGaβu)1/2‖βGaβb∇u‖L2(Td;Rd)
≥−
√
CA(u, u)1/2‖b∇u‖L2(Td;Rd)
=−
√
CA(u, u)1/2B(u, u)1/2
≥−
√
C‖b‖∞κ−1/2A(u, u)
which yields (2.6). 
The (weak) defective commutation property is a variant of the so-called defective intertwining
property, see [50].
Now, our conditions imply the following technical result which is needed later.
Lemma 2.17. Suppose that conditions (E), (R), and (D) hold. Then the resolvent Jaδ , δ > 0
leaves the domain D(Lb) of Lb invariant and we have that LbJaδ z ⇀ L
bz weakly in H as δ → 0
for any z ∈ D(Lb).
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Proof. For u ∈ D(Lb), v ∈ S, δ > 0, consider∣∣(LbJaδ u− Lbu, v)H ∣∣
≤
∣∣∣∣
∫
Td
〈b∇(u− Jaδ u), b∇v〉 dξ
∣∣∣∣
≤
∣∣∣∣
∫
Td
〈b∇u− Jaδ b∇u, b∇v〉 dξ
∣∣∣∣+ δ
∣∣∣∣
∫
Td
〈JaδRJaδ u, b∇v〉 dξ
∣∣∣∣
≤
∣∣∣∣
∫
Td
〈b∇u− Jaδ b∇u, b∇v〉 dξ
∣∣∣∣+ δ
∣∣∣∣
∫
Td
〈RJaδ u, b∇Jaδ v − δJaδRJaδ v〉 dξ
∣∣∣∣ ,
where we have used (2.9) from the proof of Proposition 2.16 twice. R is defined as in (2.8). The
first term converges to zero as δ → 0. The second term is bounded for δ ∈ (0, 1] as follows
δC(R)A(Jaδ u, Jaδ u)1/2[κ−1/2‖b‖∞ + δ]A(Jaδ v, Jaδ v)1/2
≤C(R, a, b)‖Lbu‖HA(δJaδ v, δJaδ v)1/2
≤
√
δC(R, a, b)‖Lbu‖H‖Jaδ v − v‖1/2H ‖v‖1/2H ,
and hence converges to zero as δ → 0. Now, as we have the bound
‖LbJaδ u‖H ≤ C(R, a, b)‖Lbu‖H(1 + ‖u‖H),
by an ε/2-argument, we get the convergence to zero as δ → 0 for every v ∈ H . As a consequence,
LbJaδ u ⇀ L
bu weakly in H for u ∈ D(Lb). 
Remark 2.18. If one lets β →∞ in (2.6) for f ∈ C3(Td), one obtains
(2.11)
∫
Td
[〈Lab∇f, b∇f〉 − 〈b∇f, b∇Laf〉] dξ ≥ cA(f, f), ∀f ∈ C3(Td),
which resembles an integrated version of the Bakry-Émery curvature-dimension condition, see
(BE) above, see [4, 31, 36] for similar kinds of conditions. Assume that (D), (E), and (R) hold
and that A satisfies the following Poincaré inequality, i.e, there exists C > 0 such that
(2.12) ‖f‖2L2(Td) ≤ CA(f, f) +
(∫
Td
f dξ
)2
∀f ∈ S,
and C := λ−11 is optimal, where λ1 > 0 is the smallest non-zero eigenvalue of −La, cf. [56,
Example 1.1.2]. Observe that then there exists a non-constant function f ∈ S such that Laf =
−λ1f . For such an eigenfunction f , we get by the Poincaré inequality (2.12) that
(2.13)
∫
Td
[〈Lab∇f, b∇f〉 − 〈b∇f, b∇Laf〉] dξ =−
N∑
i=1
A (〈bi,∇f〉, 〈bi,∇f〉) + λ1
∫
Td
|b∇f |2 dξ
≤λ1
N∑
i=1
(∫
Td
〈bi,∇f〉 dξ
)2
= 0,
where, in the last step, we have used integration by parts and (E). Hence in the situation of a
Poincaré inequality for A and for general b satisfying (D), the estimate (2.13), combined with
(2.11), shows that c ≤ 0 is necessary for (2.6) to hold.
Now, we shall prove an approximative commutator bound which is needed later.
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Lemma 2.19. Assume that (E), (R), and (D) hold. Let u ∈ H. Then there exists c ∈ R such
that for every δ > 0 and every α ≥ 0, β > 0,
N∑
i=1
A(β)α (〈bi,∇Jaδ u〉, 〈bi,∇Jaδ u〉) +A(β)α (Jaδ LbJaδ u, u) ≤ −cA(Jaδ u, Jaδ u).
Proof. Let u ∈ H , let δ, β > 0, α ≥ 0. Set yδ := Jaδ u. Then by Proposition 2.16 there exists
c ∈ R, such that
N∑
i=1
A(β)α (〈bi,∇Jaδ u〉, 〈bi,∇Jaδ u〉) +A(β)α
(
Jaδ L
bJaδ u, u
)
=β
[
B(βGaβyδ, yδ)−
N∑
i=1
(
βGaβ(〈bi,∇yδ〉), 〈bi,∇yδ〉
)
H
]
=β
∫
Td
〈
βb∇Gaβyδ − βGaβb∇yδ, b∇yδ
〉
dξ
≤− cA(yδ, yδ).

Corollary 2.20. Assume that (E), (R), and (D) hold. Let u ∈ S. Then the previous lemma
implies
A(β)α (u, Jaδ LbJaδ u) ≤ (−c ∨ 0)A(u, u) ∀δ, β > 0,
where c ∈ R does neither depend on δ, nor on β.
2.5. Examples. The simplest example is of course that d = N and a 6= 0 as well as b both
equal the d×d-identity matrix times some real constants. We also note that for d = 1, condition
(D) implies that b equals a real constant, so that combined with condition (R) it follows that a
has to equal a real constant which has to be non-zero by condition (E).
Example 2.21. Suppose that a ≡ (δij) (i.e., the Kronecker delta / identity matrix), and let
b ∈ C2(Td;RN×d) such that
(2.14) ∂jbil + ∂lbij = 0 ∀1 ≤ l, j ≤ d ∀1 ≤ i ≤ N.
It is easily seen that (D) is satisfied. However, after contracting a twice in the formula for (R),
we see that (R) is indeed satisfied. Equality (2.14) is related to the notion of so-called Killing
vector fields, see [17] for examples in a related context.
Example 2.22. Suppose that d = N = 2 and let ξ = (t, s) ∈ T2.
a(ξ) =
(
a1(t, s)
a2(t, s)
)
:=
(
h1(t− s) 0
0 h2(t− s)
)
, b :≡
(
1 1
1 1
)
,
with h1, h2 ∈ C2(T), h1 > 0, h2 > 0. Then (E), (D) and (R) are satisfied. We shall omit the
computations.
3. Stochastic variational inequalities (SVI)
As above, H = L2(Td), S = H1(Td). Let U := RN . Denote by L2(U,H) the space of linear
Hilbert-Schmidt operators from U to H . Let B : S → L2(U,H) denote the linear operator
B(u)ζ :=
N∑
i=1
〈bi,∇u〉ζi, u ∈ S, ζ ∈ U.
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Remark 3.1. By Lemma 2.17, B is bounded from S to L2(U,H) and its norm is given by
‖B(u)‖2L2(U,H) = B(u, u), u ∈ S.
Definition 3.2. Let x ∈ L2(Ω,F0,P;H), T > 0. A progressively measurable5 map X ∈
L2([0, T ]×Ω;H) is said to be an SVI-solution to (2.2) if there exists a constant C > 0 such that
(i) (Regularity)
(3.1) ess sup
t∈[0,T ]
E‖Xt‖2H + 2E
∫ T
0
Ψ(Xs) ds ≤ E‖x‖2H .
(ii) (Variational inequality) For every choice of admissible test-elements (Z0, Z,G, P ), that
is, by definition, Z0 ∈ L2(Ω,F0,P;S), Z ∈ L2([0, T ] × Ω;D(Lb) ∩ S), G ∈ L2([0, T ] ×
Ω;H), P ∈ L(H) such that G is progressively measurable, such that P (D(Lb)) ⊂ D(Lb)
and such that the following equation holds in Itô-sense
Zt = Z0 +
∫ t
0
Gs ds+
1
2
∫ t
0
P ∗LbPZs ds+
∫ t
0
BPZs dWs ∀t ∈ [0, T ],
we have that
(3.2)
E‖Xt − Zt‖2H + 2E
∫ t
0
Ψ(Xs) ds
≤E‖x− Z0‖2H + 2E
∫ t
0
Ψ(Zs) ds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
− E
∫ t
0
(LbPZs, PXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zs − PZs))H ds
for almost all t ∈ [0, T ].
If, additionally, it holds that X ∈ C([0, T ];L2(Ω;H)), we say that X is a (time-)continuous
SVI-solution to (2.2).
Definition 3.3. We say that an {Ft}-adapted process X ∈ L2(Ω, C([0, T ];H)) ∩ L2([0, T ] ×
Ω;D(Lb)∩S) is an analytically strong solution to (2.2) with initial datum x ∈ L2(Ω;H), if there
exists η ∈ L2([0, T ] × Ω;H) such that η is progressively measurable and such that η ∈ ∂Ψ(X)
a.e. and we have that
(3.3) Xt = x−
∫ t
0
ηs ds+
1
2
∫ t
0
LbXs ds+
∫ t
0
〈b∇Xs, dWs〉 P-a.s.
for all t ≥ 0.
Lemma 3.4. If X is an analytically strong solution to (2.2), then X is a time-continuous SVI-
solution to (2.2).
Proof. Compare with [30, Proof of Remark 2.3]. Let X be a strong solution to (1.1). Then by
Itô’s formula and a standard localization argument, compare with Remark 3.1:
E‖Xt‖2H = E‖x‖2H − 2E
∫ t
0
(ηs, Xs)H ds+ E
∫ t
0
(LbXs, Xs)H ds+ E
∫ t
0
B(Xs, Xs) ds.
By the definition of the subdifferential ∂Ψ, we get that
(−η,X)H = (η, 0 −X) ≤ Ψ(0)−Ψ(X) = −Ψ(X) dt⊗ P-a.e.
5That is, for every t ∈ [0, T ] the map X : [0, t]× Ω→ H is B([0, t])⊗Ft-measurable.
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Hence (3.1) is satisfied.
Furthermore, let (Z0, Z,G, P ) be a fixed choice of admissible test-elements. We have that
Zt = Z0 +
∫ t
0
Gs ds+
1
2
∫ t
0
P ∗LbPZs ds+
∫ t
0
B(PZs) dWs ∀t ∈ [0, T ].
Consider
d(X − Z) = (−η −G) dt+ 1
2
(LbX − P ∗LbPZ) dt+B(X − PZ) dW
and we get by Itô’s formula that for t ∈ [0, T ],
‖Xt − Zt‖2H =‖x− Z0‖2H + 2
∫ t
0
(−ηs −Gs, Xs − Zs)H ds
+
∫ t
0
(LbXs − P ∗LbPZs, Xs − Zs)H ds
+ 2
∫ t
0
(Xs − Zs, B(Xs − PZs) dWs)H
+
∫ t
0
‖B(Xs − PZs)‖2L2(U,H).
Taking expectations yields for t ∈ [0, T ],
E‖Xt − Zt‖2H =E‖x− Z0‖2H + 2E
∫ t
0
(−ηs −Gs, Xs − Zs)H ds
+ E
∫ t
0
(LbXs − P ∗LbPZs, Xs − Zs)H ds
+ E
∫ t
0
B(Xs − PZs, Xs − PZs) ds
=E‖x− Z0‖2H + 2E
∫ t
0
(−ηs −Gs, Xs − Zs)H ds
+ E
∫ t
0
B(Xs, Zs − PZs) ds+ E
∫ t
0
B(PZs, PXs −Xs) ds.
The proof is completed by the application of symmetry of Lb in H and of the subdifferential
property for η ∈ ∂Ψ(X)
(−η,X − Z) ≤ Ψ(Z)−Ψ(X) dt⊗ P-a.e.

Remark 3.5. In [17], a weaker notion for a solution for an analogue of equation (1.1) on a bounded,
convex domain with Neumann boundary conditions was proposed. Translated to our situation,
in (3.2), one would test the SVI with elements (Z0, Z,G) and P ≡ 1 (the identity) — making
the notion a weaker one compared to the one of Definition 3.2. However, in [17, Definition 3.1],
less regularity for Z was demanded. Let us point out again that we are able to consider more
general gradient noise B here.
4. The main result and its proof
Theorem 4.1. Suppose that condition (N) holds for ψ and that conditions (E) and (D) hold.
Suppose that condition (BE) holds for a
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Then, for every initial datum x ∈ L2(Ω,F0,P;H) and every T > 0, there exists a unique
adapted time-continuous SVI-solution X ∈ C([0, T ];L2(Ω;H)) to the SPDE (2.2) such that
(4.1) ess sup
t∈[0,T ]
E‖Xt − Yt‖2H ≤ E‖x− y‖2H
where Y ∈ C([0, T ];L2(Ω;H)) is the unique SVI-solution to another initial datum y ∈ L2(Ω,F0,P;H).
The remaining part of this section is devoted to the proof of Theorem 4.1.
4.1. The approximating equation. Consider the Gelfand triple of dense and compact em-
beddings
S →֒ H →֒ S∗.
Suppose that conditions (E), (D) and condition BE(K,∞) hold for a with K ∈ R. There are two
cases. If K ≤ 0, we shall equip S with the equivalent norm (A1−2K)1/2 = (A+(1−2K)‖·‖2H)1/2.
If K > 0, it is sufficient to consider A1/21 . Note that these norms are equivalent to the standard
norm of H1(Td) by [39, Chapter I, Exercise 2.1] and assumption (E). From now on, we shall
concentrate on the first case K ≤ 0, as it is slightly more involved. We remark that in the latter
case K > 0, we can recover the a priori bounds proved below from the first case by a standard
perturbation argument.
Let us denote by {Wt}t≥0 a cylindrical Wiener process in U := Rd for the stochastic basis
(Ω,F , {Ft}t≥0,P). Consider the Itô-equation in the above Gelfand triple
dXt +A
λ,δ,ε(Xt) dt = B
δ(Xt) dWt, X0 = xn,
where xn ∈ L2(Ω,F0,P;S), and where, from now on, whenever it seems convenient, we suppress
the indices in the notation as in X = Xn,λ,δ,ε. Here, we define for λ, δ, ε > 0:
(4.2) Aλ,δ,ε(x) := − div(a∗φλ(a∇x)) − εLax− 1
2
Jaδ L
bJaδ x,
writing φλ = ∂ψλ, λ > 0, meaning that φλ is the Yosida-approximation of φ, whereas ψλ denotes
the Moreau-Yosida approximation of ψ, see [2, p. 266]. Furthermore, for ζ = (ζ1, . . . , ζd) ∈ U ,
x ∈ S, t ∈ [0, T ],
(4.3) Bδ(x)ζ :=
d∑
i=1
〈bi,∇Jaδ x〉ζi.
Proposition 4.2. Suppose that condition (N) holds for ψ and that conditions (E) and (D)
hold. Suppose that condition (BE) holds for a with K ≤ 0. Suppose that condition (R) holds.
Then Aλ,δ,ε and Bδ as defined in (4.2), and (4.3) respectively, satisfy conditions (A1)–(A3) in
Appendix A, and (B1)–(B2) in Appendix A respectively, for U := Rd and all λ, δ, ε > 0.
Proof. Fix λ, δ, ε > 0.
(A1): The map
x 7→ − div(a∗φλ(a∇x)) − εLax
is the maximal monotone subdifferential of the l.s.c. map
u 7→
∫
Td
ψλ(a∇u) dξ + ε
2
∫
Td
|a∇u|2 dξ.
In this regard, see also [51, Proposition II.7.8] for the chain rule of a convex functional
and bounded linear operators. The map
x 7→ −1
2
Jaδ L
bJaδ x
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is linear and positive definite due to condition (E) and (D). As this map is also bounded
linear, the conditions of Browder’s theorem on the maximality of the sum of monotone
operators are satisfied, see [47, Theorem, pp. 75–76], and hence (A1) holds.
(A2): As Aλ,δ,ε is a subpotential operator of a convex energy which is bounded by C(1+‖·‖2S)
for some positive constant C > 0, condition (A2) easily follows with similar arguments
as in [28, Proposition 7.1].
(A3): The claim for the nonlinear part follows from Lemma 2.13 and by similar arguments
as in [28, Proposition 7.1]. Compare also to [10, 17] for the Dirichlet and Neumann
boundary cases respectively. The detailed argument can also be found in (4.8) in the
proof of Theorem 4.4 below. Regarding the second part of the linear part, by Corollary
2.20, for every µ > 0, x ∈ S,
− (Jaδ LbJaδ x, L˜(µ)x)H = A(1/µ)1−2K(x, Jaδ LbJaδ x)
≤(−c ∨ 0)A(x, x) ≤ (−c ∨ 0)A1−2K(x, x).
Note that due to the renorming of S, L˜(µ) := (La + 2K − 1)(µ), plays the role of L(µ)
here.
(B1): By a straightforward calculation, we get for x ∈ S,
‖Bδ(x)‖2L2(U,H) = B(Jaδ x, Jaδ x) ≤ ‖b‖2∞κ−1A1−2K(x, x).
(B2): By linearity, for x, y ∈ S,
‖Bδ(x) −Bδ(y)‖2L2(U,H) = ‖Bδ(x− y)‖2L2(U,H)
=B(Jaδ (x− y), Jaδ (x− y)) ≤ ‖b‖2∞κ−1A(1/δ)(x− y, x− y)
≤
(
2
δ
+ 1
)
‖b‖2∞κ−1‖x− y‖2H ,
compare also with [39, Chapter I, Lemma 2.11].

As a consequence, (A1)–(A3), (B1)–(B2) guarantee the existence and uniqueness of limit
solutions to (A.1), see Appendix A for the definition and the precise result.
4.2. A priori estimates. As before, consider the single-valued Itô-SPDE
(4.4) dXt +A
λ,δ,ε(Xt) dt = B
δ(Xt) dWt, X0 = xn,
where xn ∈ L2(Ω,F0,P;S), and where, as above, we suppress the indices in the notation as in
X = Xn,λ,δ,ε. The existence and uniqueness of limit solutions to (4.4) follows from [28, Theorem
4.6], see Appendix A;.
For fixed δ > 0 and for every m ∈ N, let y 7→ Bδ.m(y) be progressively measurable maps on S
such that
(i) each Bδ,m satisfies (B1)–(B2) with constants C1 and C2 not depending on m,
(ii) each Bδ,m satisfies (B3) (with constants C3 = C3(m) typically depending on m),
(iii) ‖Bδ,m(y)−Bδ(y)‖L2(U,H) → 0 for every y ∈ S as m→∞.
The existence of such a sequence of maps can be proved e.g. by introducing an approximation
step that employs standard mollifiers. Consider the sequence of Itô-processes
(4.5) Xmt = xn −
∫ t
0
Aλ,δ,ε(Xms ) ds+
∫ t
0
Bδ,m(Xms ) dWs,
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where xn ∈ L2(Ω,F0,P;S), m ∈ N. The existence of such processes is guaranteed by [28,
Theorem 4.4], see Appendix A. The following proposition is a modification of [52, Proposition
14].
Proposition 4.3. Suppose that condition (N) holds and that condition (E), (D) hold and that
condition (BE) holds for a with K ≤ 0. Let λ, δ, ε > 0. Let xn ∈ L2(Ω,F0,P;S), and let
X = Xn,λ,δ,ε be a limit solution to (4.4). Then, we have that
(4.6) ess sup
t∈[0,T ]
E‖Xt‖2H + 2E
∫ T
0
∫
Td
ψλ(a∇Xs) dξ ds+ 2εE
∫ T
0
A(Xs, Xs) ds ≤ E‖xn‖2H .
Proof. Let xn ∈ S, m ∈ N. We may apply the Itô formula [43, Theorem 4.2.5] for the Gelfand
triple S ⊂ H ⊂ S∗ and the process (4.5). Let Aλ,δ : S → S∗ be defined by
Aλ,δ(x) := − div(a∗φλ(a∇x))− 1
2
Jaδ L
bJaδ x, x ∈ S.
We get for t ∈ [0, T ], after taking the expected value,
E‖Xmt ‖2H − E‖xn‖2H + 2εE
∫ t
0
A(Xms , Xms ) ds
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ(Xms ), X
m
s
〉
S
+‖Bδ,m(Xms )‖2L2(U,H)
]
ds
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ(Xms ), X
m
s
〉
S
+
(‖Bδ,m(Xms )−Bδ,m(Xs)‖L2(U,H) + ‖Bδ,m(Xs)‖L2(U,H))2] ds
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ(Xms ), X
m
s
〉
S
+
(
C‖Xms −Xs‖H + ‖Bδ,m(Xs)‖L2(U,H)
)2]
ds,
where X is as in (4.4) and C does not depend on m. By [28, Theorem 4.6] (cf. Theorem
A.4), Xm → X in L2(Ω;C([0, T ];H)) as m → ∞. Note that Aλ,δ : S → S∗ is monotone,
single-valued, continuous and bounded and thus by Minty’s trick (see e.g. [43, Remark 4.1.1]),
Aλ,δ(Xm) ⇀ Aλ,δ(X) weakly in S∗ asm→∞. Hence by (i), (iii) above, by lower semi-continuity
of A (see [39, Chapter I, Lemma 2.12]) and by Lebesgue’s dominated convergence theorem, we
converge to the inequality
E‖Xt‖2H − E‖xn‖2H + 2εE
∫ t
0
A(Xs, Xs) ds
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ(Xs), Xs
〉
S
+‖Bδ(Xs)‖2L2(U,H)
]
ds.
Note that, as above, for y ∈ H , we have that
‖Bδ(y)‖2L2(U,H) = B(Jaδ y, Jaδ y).
On the other hand,
(Jaδ L
bJaδ y, y)H = −B(Jaδ y, Jaδ y),
for all y ∈ H . We get that
E‖Xt‖2H − E‖xn‖2H + 2εE
∫ t
0
A(Xs, Xs) ds
≤− 2E
∫ t
0
(φλ(a∇Xs), a∇Xs)H ds
≤− 2E
∫ t
0
∫
Td
ψλ(a∇Xs) dξ ds,
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which yields the claim.

Let β > 0. Define renormed spaces Hβ := L
2(Td) with norm ‖u‖2β := A(β)1−2K(u, u). Obviously,
‖·‖H ≤ ‖·‖β ≤
√
2β + 1‖·‖H and S →֒ Hβ →֒ S∗ forms a family of Gelfand triples. The following
theorem is a modification of [52, Theorem 15].
Theorem 4.4. Suppose that conditions (N), (E), (R), and (D) hold, and that condition (BE)
holds for a with K ≤ 0. Let λ, δ, ε > 0. Let xn ∈ L2(Ω,F0,P;S), and let X = Xn,λ,δ,ε be a limit
solution to (4.4). Then, we have that
(4.7) ess sup
t∈[0,T ]
E [A1−2K(Xt, Xt)] + 2εE
∫ T
0
‖LaXt‖2H dt ≤ e−(4ε(1−2K)+c)TE [A1−2K(xn, xn)] ,
where c ∈ R is as in (2.6).
Proof. We shall apply the Itô formula [43, Theorem 4.2.5] for the Gelfand triple S ⊂ Hβ ⊂ S∗
and the process (4.5). As in the proof of Proposition 4.3, we get for t ∈ [0, T ], after taking the
expected value,
E‖Xmt ‖2β − E‖xn‖2β
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ,ε(Xms ), L˜
(1/β)Xms
〉
S
+
(
C‖Xms −Xs‖β + ‖Bδ,m(Xs)‖L2(U,Hβ)
)2]
ds,
where X is as in (4.4) and C does not depend on m. Also, note that due to the renorming of S,
we set here L˜ := La + 2K − 1 and
L˜(µ) := (La + 2K − 1)(µ) = 1
µ
((1− µ(La + 2K − 1))−1 − 1).
Now, we argue essentially as in the proof of Proposition 4.3 and obtain that
E‖Xt‖2β − E‖xn‖2β
≤E
∫ t
0
[
−2
S∗
〈
Aλ,δ,ε(Xs), L˜
(1/β)Xs
〉
S
+‖Bδ(Xs)‖2L2(U,Hβ)
]
ds,
where we have used the commutation of L˜(1/β) and La + 2K − 1 in H . Note that by Lemma
2.13 and Remark 2.14 (ii), denoting J˜δ := (1 − δ(La + 2K − 1))−1, for every y ∈ S,
(4.8)
S∗
〈
div(a∗φλ(a∇y)), L˜(1/β)y
〉
S
=
S∗
〈
div(a∗φλ(a∇y)), βJ˜1/βy − βy)H
〉
S
≤β
[∫
Td
ψλ(a∇J˜1/βy) dξ −
∫
Td
ψλ(a∇y) dξ
]
≤0.
An application of Lemma 2.19 shows that there exists c ≤ 0 such that
E‖Xt‖2β − E‖xn‖2β
≤− 2εE
∫ t
0 S
∗
〈
L˜Xs, L˜
(1/β)Xs
〉
S
ds− cE
∫ t
0
A(JaδXs, JaδXs) ds.
Let β →∞,
E [A1−2K(Xt, Xt)]− E [A1−2K(xn, xn)]
≤− 2εE
∫ t
0
‖LaXs‖2 ds+ 4εE
∫ t
0
A1−2K(Xs, Xs) ds− cE
∫ t
0
A1−2K(Xs, Xs) ds,
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where we use weak convergence, weak lower semi-continuity and the Mosco convergence6 of
‖ ·‖2β
M−→ A1−2K(·, ·). Compare also [39, Chapter I, Lemma 2.12]. The claim follows by resolvent
contraction in S and Gronwall’s lemma. 
4.3. Passage to the limit. Let us continue with the proof of the main result Theorem 4.1.
We shall construct an approximation in several steps, such that the limit is a time-continuous
process which is an SVI-solution to (2.2).
Singular limit λ→ 0. Fix δ > 0, ε > 0, n ∈ N. LetXλ,m = Xm be the unique continuous solution
to (4.5). For two solutions Xλ1,m, Xλ2,m, λ1, λ2 > 0 with initial condition xn ∈ L2(Ω,F0,P;S)
we have that
E‖Xλ1,mt −Xλ2,mt ‖2H =− 2E
∫ t
0
S∗
〈
Aλ1,δ,ε(Xλ1,ms )− Aλ2,δ,ε(Xλ2,ms ), Xλ1,ms −Xλ2,ms
〉
S
ds
+ E
∫ t
0
‖Bδ,m(Xλ1,ms −Xλ2,ms )‖2L2(U,H) ds.
Note that, by monotonicity, the drift term gives a non-positive contribution. Let m → ∞ and
use monotonicity, Minty’s trick and Fatou’s lemma as in the proof of Proposition 4.3 to get that
E‖Xλ1t −Xλ2t ‖2H =− 2E
∫ t
0
S∗
〈
Aλ1,δ,ε(Xλ1s )− Aλ2,δ,ε(Xλ2s ), Xλ1s −Xλ2s
〉
S
ds
+ E
∫ t
0
‖Bδ(Xλ1s −Xλ2s )‖2L2(U,H) ds.
Note that by (N) and [30, equation (A.6) in the appendix], we have that
〈φλ1 (z1)− φλ2(z2), z1 − z2〉 ≥ −C(λ1 + λ2)(1 + |z1|2 + |z2|2) ∀z1, z2 ∈ Rd.
We get that
E‖Xλ1t −Xλ2t ‖2H ≤C(λ1 + λ2)E
∫ t
0
(1 +A(Xλ1s , Xλ1s ) +A(Xλ2s , Xλ2s )) ds.
Hence by (4.6) and (4.7),
ess sup
t∈[0,T ]
E‖Xλ1t −Xλ2t ‖2H ≤ C(T )(λ1 + λ2) (E [A1−2K(xn, xn)] + 1) .
Hence there exists an {Ft}-adapted process X ∈ C([0, T ];L2(Ω;H)) with X0 = xn such that
Xλ → X strongly in L∞([0, T ];L2(Ω;H)) as λ→ 0.
Spatial rough limit δ → 0. Fix λ ≥ 0, ε > 0, n ∈ N, with ψ0 := ψ and φ0 := φ. Let Xδ,m = Xm
be the unique continuous solution to (4.5). For two solutions Xδ1,m, Xδ2,m, δ1, δ2 > 0 with
initial condition xn ∈ L2(Ω,F0,P;S) we have that
E‖Xδ1,mt −Xδ2,mt ‖2H =− 2E
∫ t
0
S∗
〈
ηλ,δ1,ε,ms − ηλ,δ2,ε,ms , Xδ1,ms −Xδ2,ms
〉
S
ds
+ E
∫ t
0
‖Bδ1,m(Xδ1,ms )−Bδ2,m(Xδ2,ms )‖2L2(U,H) ds,
for some process ηλ,δ,ε,m ∈ Aλ,δ,ε(Xδ,m) P ⊗ ds-a.e., where the multivalued situation can only
occur when λ = 0. Note that, again by monotonicity, the drift term gives a non-positive con-
tribution. Hence we let m → ∞ and use Fatou’s lemma and Minty’s trick as in the proof of
6See [2] for the notion of Mosco convergence.
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Proposition 4.3 to get that
E‖Xδ1t −Xδ2t ‖2H
≤− E
∫ t
0
S∗
〈
Jaδ1L
bJaδ1X
δ1
s − Jaδ2LbJaδ2Xδ2s , Xδ1s −Xδ2s
〉
S
ds
+ E
∫ t
0
‖Bδ1(Xδ1s )−Bδ2(Xδ2s )‖2L2(U,H) ds
=E
∫ t
0
[B(Jaδ1Xδ1s , Jaδ1Xδ2s ) + B(Jaδ2Xδ1s , Jaδ2Xδ2s )] ds
− 2E
∫ t
0
B(Jaδ1Xδ1s , Jaδ2Xδ2s ) ds
≤‖b‖2∞E
∫ t
0
‖Jaδ1Xδ1s ‖S‖(Jaδ1 − Jaδ2)Xδ1s ‖S + ‖Jaδ2Xδ2s ‖S‖(Jaδ1 − Jaδ2)Xδ2s ‖S ds
≤‖b‖2∞κ−1E
∫ t
0
[
A1−2K(Xδ1s , Xδ1s )1/2A1−2K((Jaδ1 − Jaδ2)Xδ1s , (Jaδ1 − Jaδ2)Xδ1s )1/2
+A1−2K(Xδ2s , Xδ2s )1/2A1−2K((Jaδ1 − Jaδ2)Xδ2s , (Jaδ1 − Jaδ2)Xδ2s )1/2
]
ds.
Note that by the resolvent equation Jaδ1 − Jaδ2 = (δ1 − δ2)Jaδ1Jaδ2La, and thus
A((Jaδ1 − Jaδ2)u, (Jaδ1 − Jaδ2)u)1/2
≤ [‖LaJaδ1u‖H + ‖LaJaδ2u‖H]1/2 ‖(Jaδ1 − Jaδ2)u‖1/2H
≤|δ1 − δ2|1/2
(
‖LaJaδ1u‖
1/2
H + ‖LaJaδ2u‖
1/2
H
)
‖LaJaδ1Jaδ2u‖
1/2
H
According to (4.6) and (4.7), we thus get an estimate
ess sup
t∈[0,T ]
E‖Xδ1t −Xδ2t ‖2H ≤
1
ε
|δ1 − δ2|1/2C(T )
[
E[A1−2K(xn, xn)] + E‖xn‖2H
]
.
Thus, as ε > 0 is fixed, there exists an {Ft}-adapted process X = Xλ,ε,n ∈ C([0, T ];L2(Ω;H))
with X0 = xn such that X
δ → X strongly in L∞([0, T ];L2(Ω;H)) as δ → 0.
Vanishing viscosity limit ε → 0. In a similar manner as before, for fixed λ > 0, δ > 0, m ∈ N,
we get for two solutions Xε1 , Xε2 , ε1, ε2 > 0 with initial conditions x1, x2 ∈ L2(Ω,F0,P;S) by
monotonicity arguments (after passing to m→∞) that for t ∈ [0, T ],
E‖Xε1t −Xε2t ‖2H
≤E‖x1 − x2‖2H + C(ε1 + ε2)E
∫ t
0
(A(Xε1s , Xε1s ) +A(Xε2s , Xε2s )) ds.
Bounding the r.h.s. by (4.7) and then taking the limits λ → 0, δ → 0, we get by the previous
convergence steps that
(4.9)
ess sup
t∈[0,T ]
E‖Xε1t −Xε2t ‖2H
≤E‖x1 − x2‖2H + C(T )(ε1 + ε2) (E [A1−2K(x1, x1)] + E [A1−2K(x2, x2)] + 1)
.
Hence for the initial condition xn ∈ L2(Ω,F0,P;S) there exists an {Ft}-adapted process X ∈
C([0, T ];L2(Ω;H)) with X0 = xn such that X
ε → X strongly in L∞([0, T ];L2(Ω;H)) as ε→ 0.
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Approximating the initial condition n → ∞. Let Xε,n and Xε,k be the limits as above in the
“vanishing viscosity limit” with initial conditions xn, xk ∈ L2(Ω,F0,P;S) respectively. Taking
the limit ε→ 0 in (4.9), yields
ess sup
t∈[0,T ]
E‖Xnt −Xkt ‖2H ≤ E‖xn − xk‖2H .
Hence for every initial condition x ∈ L2(Ω,F0,P;H) there exists an {Ft}-adapted process X ∈
C([0, T ];L2(Ω;H)) with X0 = x such that X
n → X strongly in L∞([0, T ];L2(Ω;H)) as xn → x
and n→∞.
4.4. Existence of solutions. Let (Z0, Z,G, P ) be some choice of admissible test-elements as
in Definition 3.2 and let X = Xm,n,λ,δ,ε be the unique continuous solution to (4.5) with initial
condition xn ∈ L2(Ω,F0,P;S). By Itô’s formula (compare with Lemma 3.4 and [30, Step 6 of
the proof of Theorem 3.1]),
E‖Xt − Zt‖2H
=E‖xn − Z0‖2H + 2E
∫ t
0
(div(a∗φλ(a∇Xs)) + εLaXs −Gs, Xs − Zs)H ds
+ E
∫ t
0
‖Bδ,m(Xs)−B(PZs)‖2L2(U,H) ds+ E
∫ t
0
(Jaδ L
bJaδXs − P ∗LbPZs, Xs − Zs)H ds.
Recall that by Lemma 2.5,
|ψ(ζ) − ψλ(ζ)| ≤ Cλ(1 + ψ(ζ)) ∀ζ ∈ Rd.
We have by integration by parts and the subgradient property of φλ that P⊗ ds-a.e.,
(div(a∗φλ(a∇X)), X − Z)H
=(φλ(a∇X), a∇(Z −X))H
≤
∫
Td
ψλ(a∇Z) dξ −
∫
Td
ψλ(a∇X) dξ
≤
∫
Td
ψ(a∇Z) dξ +
∫
Td
[ψ(a∇X)− ψλ(a∇X)] dξ −
∫
Td
ψ(a∇X) dξ
≤
∫
Td
ψ(a∇Z) dξ + Cλ
∫
Td
(1 + ψ(a∇X)) dξ −
∫
Td
ψ(a∇X) dξ,
recalling that ψλ ≤ ψ for every λ > 0. Now, Young inequality implies that,
2(ε2/3LaX, ε1/3(X − Z))H ≤ ε4/3‖LaX‖2H + ε2/3‖X − Z‖2H .
Hence,
E‖Xt − Zt‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Xs) dξds
≤E‖xn − Z0‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Zs) dξds+ 2CλE
∫ t
0
∫
Td
(1 + ψ(a∇Xs)) dξds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
+ 2E
∫ t
0
(
ε4/3‖LaXs‖2H + ε2/3‖Xs − Zs‖2H
)
ds
+ E
∫ t
0
‖Bδ,m(Xs)−B(PZs)‖2L2(U,H) ds+ E
∫ t
0
(Jaδ L
bJaδXs − P ∗LbPZs, Xs − Zs)H ds.
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Now, we can pass to the limit m → ∞ by convergence and lower semi-continuity on the l.h.s.,
whereas on the r.h.s., we shall use Lebesgue’s dominated convergence theorem and the energy
bound of Theorem 4.4, that is, inequality (4.7). We get that
E‖Xt − Zt‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Xs) dξds
≤E‖xn − Z0‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Zs) dξds+ 2CλE
∫ t
0
∫
Td
(1 + ψ(a∇Xs)) dξds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
+ 2E
∫ t
0
(
ε4/3‖LaXs‖2H + ε2/3‖Xs − Zs‖2H
)
ds
+ E
∫ t
0
‖B(JaδXs − PZs)‖2L2(U,H) ds+ E
∫ t
0
(Jaδ L
bJaδXs − P ∗LbPZs, Xs − Zs)H ds.
Reordering terms, we get after some cancellation,
E‖Xt − Zt‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Xs) dξds
≤E‖xn − Z0‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Zs) dξds+ 2CλE
∫ t
0
∫
Td
(1 + ψ(a∇Xs)) dξds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
+ 2E
∫ t
0
(
ε4/3‖LaXs‖2H + ε2/3‖Xs − Zs‖2H
)
ds
− E
∫ t
0
(LbPZs, PXs − JaδXs)H ds− E
∫ t
0
(JaδXs, L
b(Jaδ Zs − PZs))H ds.
Now, first let λ → 0 and then δ → 0, where we use the bound (4.7) and Lemma 2.17, tak-
ing into account that Z ∈ L2([0, T ] × Ω;D(Lb) ∩ S) and that Xδ → X converges strongly in
L∞([0, T ];L2(Ω;H)), noting that B(u, u) ≤ ‖b‖2∞κ−1A(u, u), u ∈ S, and thus Lebesgue’s domi-
nated convergence theorem can be applied in order to get that
E‖Xt − Zt‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Xs) dξds
≤E‖xn − Z0‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Zs) dξds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
+ 2E
∫ t
0
(
ε4/3‖LaXs‖2H + ε2/3‖Xs − Zs‖2H
)
ds
− E
∫ t
0
(LbPZs, PXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zs − PZs))H ds.
STOCHASTIC EVOLUTION EQUATIONS WITH SINGULAR DRIFT AND GRADIENT NOISE 21
Finally, we can let ε → 0 and use the bounds (4.6) and (4.7), so that we get together with the
lower semi-continuity of Ψ that
E‖Xt − Zt‖2H + 2E
∫ t
0
Ψ(Xs)ds
≤E‖xn − Z0‖2H + 2E
∫ t
0
∫
Td
ψ(a∇Zs) dξds
− 2E
∫ t
0
(Gs, Xs − Zs)H ds
− E
∫ t
0
(LbPZs, PXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zs − PZs))H ds.
Note that, as in particular Z ∈ L2([0, T ]× Ω;S),∫
Td
ψ(a∇Z) dξ = Ψ(Z).
Passing to n→∞ and using convergence and lower semi-continuity and the bound (4.6) again,
yields the existence of a time-continuous and adapted SVI-solution for equation (2.2). The
regularity of SVI solutions (3.1) follows from passing to the limit in equation (4.6). The existence
part of Theorem 4.1 is proved.
4.5. Uniqueness. Compare with [10, 17, 26, 27, 30]. Let X ∈ L2([0, T ] × Ω;H) be any SVI
solution to (2.2) with initial datum x ∈ L2(Ω,F0,P;H). Let Z0 = yn, Z = Zλ,δ,ε,n = Xλ,δ,ε,n,
the strong (!) solution to (4.4) with initial datum yn ∈ L2(Ω,F0,P;S). Let G = Gλ,ε,n =
div(a∗φλ(a∇Z)) + εLaZ and P = P δ = Jaδ . Again, we omit the indices, whenever it seems
convenient. By the energy estimates (4.6) and (4.7), the integrals are finite7. By the definition
of SVI-solutions, we get for t ∈ [0, T ] that
E‖Xt − Zt‖2H + 2E
∫ t
0
Ψ(Xs)ds
≤E‖x− yn‖2H + 2E
∫ t
0
Ψ(Zs)ds
− 2E
∫ t
0
(div(a∗φλ(a∇Zs)) + εLaZs, Xs − Zs)H ds
− E
∫ t
0
(LbJaδ Zs, J
a
δXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zs − Jaδ Zs))H ds.
By Lemma 2.5, for all w ∈ S, we have
−(div(a∗φλ(a∇Z)), w − Z)H +Ψ(Z) ≤ Ψ(w) + Cλ(1 + Ψ(Z)) P⊗ ds− a.e.
Since Ψ is the lower semi-continuous envelope of Ψ˜ = Ψ|S (i.e., Ψ restricted to S), for a.e.
(t, ω) ∈ [0, T ] × Ω, we can choose a sequence wk ∈ S, k ∈ N such that wk → Xs(ω) in H and
Ψ(wk)→ Ψ(Xt(ω)).
Hence,
−(div(a∗φλ(a∇Z)), X − Z)H +Ψ(Z) ≤ Ψ(X) + Cλ(1 + Ψ(Z)) P⊗ ds− a.e.
7We would like to point out, since λ, δ, ε > 0, and yn ∈ L2(Ω,F0,P;S), the conditions of [43, Theorem 4.2.5]
are satisfied and we have a pathwise single-valued solution which satisfies the Itô-equation (4.4) in the Gelfand
triple S →֒ H →֒ S∗. However, by our a priori estimates (4.6) and (4.7), we get additional regularity and
(yn,Xλ,δ,ε,n, Gλ,ε,n, Jaδ ) is indeed an quadruple of admissible test-elements.
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Thus,
E‖Xt − Zt‖2H
≤E‖x− yn‖2H
+ CλE
∫ t
0
(1 + Ψ(Zs)) ds
+ 2E
∫ t
0
(
ε4/3‖LaZs‖2H + ε2/3‖Xs − Zs‖2H
)
ds
− E
∫ t
0
(LbJaδ Zs, J
a
δXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zs − Jaδ Zs))H ds.
We can take the limit λ→ 0 by using the bound (4.7), which is uniform in λ and δ, and get that
E‖Xt − Zδt ‖2H
≤E‖x− yn‖2H
+ 2E
∫ t
0
(
ε4/3‖LaZδs‖2H + ε2/3‖Xs − Zδs‖2H
)
ds
− E
∫ t
0
(LbJaδ Z
δ
s , J
a
δXs −Xs)H ds− E
∫ t
0
(Xs, L
b(Zδs − Jaδ Zδs ))H ds.
Due to the bound (4.7) and Lemma 2.17, we can use the P⊗ds-a.e. strong convergence of JaδX →
X in H and Lebesgue’s dominated convergence theorem, the bound (4.6), the strong convergence
Zδ → Z in L∞([0, T ];L2(Ω;H)) and the weak convergence of Zδ ⇀ Z in L2([0, T ];L2(Ω;D(Lb)∩
S)) in order to let δ → 0 so that the above expression converges to
E‖Xt − Zεt ‖2H
≤E‖x− yn‖2H
+ 2E
∫ t
0
(
ε4/3‖LaZεs‖2H + ε2/3‖Xs − Zεs‖2H
)
ds.
Now, for ε→ 0, using the bound (4.7) that the expression converges to
E‖Xt − Znt ‖2H ≤E‖x− yn‖2H ,
for a.e. t ∈ [0, T ]. The bound (4.1) follows by approximating initial data y ∈ L2(Ω,F0,P;H)
by yn → y, i.e., a strongly convergent sequence in L2(Ω,F0,P;H) as n → ∞, and using lower
semi-continuity. The uniqueness part of Theorem 4.1 is proved.
Appendix A. Existence of approximating solutions
Let us recall the following conditions from [28], simplified with regard to the time-dependence
of the drift coefficients, which is not needed here. Suppose that A : S → 2S∗ satisfies the following
conditions: There is a constant C > 0 such that
(A1) The map x 7→ A(x) is maximal monotone with non-empty values.
(A2) For all x ∈ S, for all y ∈ A(x):
‖y‖S∗ ≤ C‖x‖S .
(A3) For all x ∈ S, for all y ∈ A(x), and for all µ > 0:
2S∗〈y, L(µ)x〉S ≤ C‖x‖2S ,
such that C is independent of µ, where L(µ) := 1µ ((1 − µL)−1 − 1) denotes the Yosida-
approximation of L = ∆.
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Let U be a separable Hilbert space. Denote the space of Hilbert-Schmidt operators from U to H
by L2(U,H). Suppose that B : [0, T ]× Ω× S → L2(U,H) is progressively measurable8 and that
there exist constants C1, C2, C3 > 0 such that
(B1) There is h ∈ L1([0, T ]× Ω) such that
‖Bt(x)‖2L2(U,H) ≤ C1‖x‖2S + ht
for all t ∈ [0, T ], x ∈ S and ω ∈ Ω.
(B2)
‖Bt(x) −Bt(y)‖2L2(U,H) ≤ C2‖x− y‖2H
for all t ∈ [0, T ], x, y ∈ S and ω ∈ Ω.
(B3) There is h˜ ∈ L1([0, T ]× Ω) such that
‖Bt(x)‖2L2(U,S) ≤ C3‖x‖2S + h˜t
for all t ∈ [0, T ], x ∈ S and ω ∈ Ω.
Denote by {Wt}t≥0 a cylindrical Wiener process in U for the stochastic basis (Ω,F , {Ft}t≥0,P).
Definition A.1. We say that a continuous {Ft}t≥0-adapted stochastic process X : [0, T ]×Ω→
H is a solution to
(A.1) dXt +A(Xt) dt ∋ Bt(Xt) dWt, X0 = x,
if X ∈ L2(Ω;C([0, T ];H)) ∩ L2([0, T ]× Ω;S) and solves the following integral equation in S∗
Xt = x−
∫ t
0
ηs ds+
∫ t
0
Bs(Xs) dWs,
P-a.s. for all t ∈ [0, T ], where η ∈ A(X), dt⊗ P-a.s.
Theorem A.2. Suppose that conditions (A1)–(A3), (B1)–(B3) hold. Let x ∈ L2(Ω,F0,P;S).
Then there exists a unique solution in the sense of the previous definition to the equation
(A.2) dXt +A(Xt) dt ∋ Bt(Xt) dWt, X0 = x,
that satisfies
E
[
sup
t∈[0,T ]
‖Xt‖2S
]
<∞.
Proof. See [28, Theorem 4.4]. 
Definition A.3. An {Ft}t≥0-adapted stochastic process X ∈ L2(Ω;C([0, T ];H)) is called a
limit solution to (A.1) with starting point x ∈ H if for all approximations xm ∈ S, m ∈ N with
‖xm − x‖H → 0 as m → ∞ and all Bm satisfying (B1)–(B3) and such that Bm(y) → B(y)
strongly in L2([0, T ]× Ω;L2(U,H)) for every y ∈ S, we have that
Xm → X strongly in L2(Ω;C([0, T ];H)) as m→∞.
Theorem A.4. Suppose that conditions (A1)–(A3), (B1)–(B2) hold. Let x ∈ L2(Ω,F0,P;H).
Then there exists a unique limit solution in the sense of the previous definition to the equation
(A.3) dXt +A(Xt) dt ∋ Bt(Xt) dWt, X0 = x.
Proof. See [28, Theorem 4.6]. 
8That is, for every t ∈ [0, T ] the map B : [0, t]× Ω× S → L2(U,H) is B([0, t])⊗Ft ⊗ B(S)-measurable.
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Appendix B. Remaining proofs
Proof of Proposition 2.11. Suppose that a ∈ C2(Td;Rd×d) and that for all 1 ≤ i, j ≤ d,
(B.1)
d∑
k=1
d∑
q=1
[aqj∂kaqi + aqi∂kaqj ] = 0 on T
d,
where a = (aij). Let f ∈ C3(Td). Let A := a∗a. Utilizing the Einstein summation convention,
we get that
1
2
La|a∇f |2 − 〈a∇f, a∇Laf〉
=
1
2
∂k(apkapl∂l(aqi∂ifaqj∂jf))− aqi∂ifaqj∂j∂k(apkapl∂lf)
=∂k(apkaplaqi∂if∂laqj∂jf) + ∂k(apkaplaqi∂ifaqj∂l∂jf)
− aqi∂ifaqj∂j(∂kapkapl∂lf)− aqi∂ifaqj∂j(apk∂kapl∂lf)− aqi∂ifaqj∂j(apkapl∂k∂lf)
=∂kapkaplaqi∂if∂laqj∂jf + ∂kapkaplaqi∂ifaqj∂l∂jf + apk∂kaplaqi∂if∂laqj∂jf
+ apk∂kaplaqi∂ifaqj∂l∂jf + apkapl∂kaqi∂if∂laqj∂jf + apkapl∂kaqi∂ifaqj∂l∂jf
+ apkaplaqi∂k∂if∂laqj∂jf + apkaplaqi∂k∂ifaqj∂l∂jf + apkaplaqi∂if∂k∂laqj∂jf
+ apkaplaqi∂if∂kaqj∂l∂jf + apkaplaqi∂if∂laqj∂k∂jf + apkaplaqi∂ifaqj∂k∂l∂jf
− aqi∂ifaqj∂j∂kapkapl∂lf − aqi∂ifaqj∂kapk∂japl∂lf − aqi∂ifaqj∂kapkapl∂j∂lf
− aqi∂ifaqj∂japk∂kapl∂lf − aqi∂ifaqjapk∂j∂kapl∂lf − aqi∂ifaqjapk∂kapl∂j∂lf
− aqi∂ifaqj∂japkapl∂k∂lf − aqi∂ifaqjapk∂japl∂k∂lf − aqi∂ifaqjapkapl∂j∂k∂lf
≥|a∇(a∇f)|2 +Tr [(A(D2f))2]− C (‖a‖∞, ‖∇a‖∞, ‖D2a‖∞) |∇f |2
≥− κ−1C (‖a‖∞, ‖∇a‖∞, ‖D2a‖∞) |a∇f |2,
where we have used that Tr
[
(A(D2f))2
] ≥ 0, which can be seen as follows. Recall that for any
d × d-Matrix B, we have that Tr(B2) = ∑di=1 λ2i , where λi ∈ C are the eigenvalues of B (with
distinct indices assigned to repeated eigenvalues, if necessary). By (E), A is positive definite and
symmetric. However, by polar decomposition, A(D2f) has the same spectrum as
√
A(D2f)
√
A,
which, being symmetric, has only real eigenvalues. The proof is completed by density of C3(Td)
in Λa = H3(Td), where Λa is as in Definition 2.10. 
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