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Abstract
The goal of this paper is to construct explicitly the global attractors of quasilin-
ear parabolic equations when solution can also grow-up, and hence the attractor
is unbounded and induces a flow at infinity. In particular, we construct hete-
roclinic connections between bounded and/or unbounded hyperbolic equilibria
when the diffusion is asymptotically linear.
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1 Main results
Consider the scalar quasilinear parabolic differential equation
(1.1) ut = a(x, u, ux)uxx + bu+ f(x, u, ux)
with initial data u(0, x) = u0(x) such that a, f ∈ C
2 where f is bounded, a satisfies the
strict parabolicity condition a(x, u, ux) ≥ ǫ > 0, and x ∈ [0, π] has Neumann boundary.
The equation (1.1) defines a semiflow denoted by (t, u0) 7→ u(t) in a Banach space
Xα := C2α+β([0, π]). We suppose that 2α + β > 1 so that solutions are at least
C1([0, π]). The appropriate functional setting is described in Section 2.1.
We are interested in the asymptotic behaviour of solutions of (1.1) when grow-up can
occur, namely, when solutions grows unboundedly as t → ∞. Sufficient conditions
for grow-up to occur is when b > 0, as we will prove later in Lemma 2.1. This class
of asymptotics is also known as slowly non-dissipative. In this setting, there does
not exist a global attractor in the usual sense, namely a maximal compact invariant
set that attracts all bounded sets. Emitting the compactness condition, there is an
unbounded global attractor A ⊆ Xα, defined as the minimal invariant non-empty set
in Xα attracting all bounded sets, firstly introduced by Chepyzhov and Goritskii [7].
The goal of this paper is to decompose A into smaller invariant sets, describe them
and show how they are related.
This geometric description of the attractor A in the semilinear dissipative case was car-
ried out by Brunovsky´ and Fiedler [5] for f(u), by Fiedler and Rocha [10] for f(x, u, ux),
for periodic boundary conditions by Fiedler, Rocha and Wolfrum [11], and for quasilin-
ear equations by Lappicy [15]. Such attractors are known as Sturm attractors. When
solutions can grow-up, the semilinear case was previously studied by Hell [13] in order
to give an understanding of the structure at infinity, Ben-Gal [4] for f(u), Pimentel
and Rocha [22] for f(x, u, ux). The case of periodic boundary condition was treated
separately in Pimentel [21]. Such attractors are known as unbounded Sturm attractors.
Despite non-dissipativity, there still exist a Lyapunov function constructed by Matano
[19]. Hence, the following dichotomy hold: either solutions converge to a bounded
equilibrium as t→∞, or it is a grow-up solution.
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In the latter case, Hell [13] viewed such grow-up solutions as heteroclinic orbits to in-
finity. In order to describe the dynamics of unbounded solutions, Hell added an infinite
dimensional sphere S at infinity with an appropriate flow to it, and still decomposed
it further: one can use a projection to write an equation at S, and hence there is an
interesting dynamics happening there. From now on, we abuse notation and extend
the flow to infinity by Xα∪S in order to add such dynamics at the sphere S, and hence
the global attractor A ⊆ Xα ∪ S consists of such dynamics at infinity as well. After
this procedure, the compactified global attractor A is compact in Xα ∪S. In our case,
the limit of grow-up solutions in lie in S and are isolated, so that such limiting objects
are called equilibria at infinity, denoted ±Φj and heteroclinics between them. This
decomposes the attractor as below, and its rigorous description is carried in Section
2.3 for the general case, and in Section 2.4 in a particular setting.
Since the flow at the sphere at infinity is generally nonlinear and complicated, we sup-
pose that the diffusion coefficient converges uniformly to a bounded function a∞(x, u, ux)
in this compactification, and hence there exists a well defined limiting flow at S. Math-
ematically, for any δ > 0 sufficiently small, there exists an R > 0 such that
(1.2) |a (x, u, ux)− a
∞(x, χ, χx)| ≤ δ
for all x ∈ [0, π] and any u ∈ Xα\BR(0), where BR(0) is the ball of radius R in X
α;
and χ ∈ L2 is the compactified variable such that ||χ|| = 1.
For example, the diffusion coefficient a(u) = cos(||u||α) does not satisfy such condition,
since it oscillates outside arbitrarily large sets. We explain an example of a function
that satisfies this example in the plane R2 with its Poincare´ compactification given
by a circle S1∞ parametrized by θ∞. Consider the eigenprojections u1 := 〈u, ϕ1〉 and
u2 := 〈u, ϕ2〉 in L
2 where {ϕk}k∈N0 forms a basis of L
2. We will construct a diffusion
a(u) that depends only on the first two modes (u1, u2) such that a : R
2 → R converges
outside large balls to the compactified a∞(u) : S1∞ → R. If we write (u1, u2) in polar
coordinates (r, θ), then we define the diffusion to be given by any radial independent
function d(θ) > 0 in any circle of radius r. Back in the original variables, we let
a(u1, u2) := d(θ(u1, u2)). Also, let a
∞(θ∞) = d(θ∞). Therefore, outside large balls,
that is, as r → ∞, we have that the diffusion remains the same, and hence a(u1, u2)
converges to a∞(θ∞).
Below we present the first main theorem that decomposes the attractor. In particular,
we show that the dynamics at infinity S is gradient, and hence only consists of equilibria
and connections between them.
Theorem 1.1. Decomposition of the unbounded Sturm Attractor
Consider a, f ∈ C2 with f bounded, a ≥ ǫ > 0 satisfying (1.2) and b > 0. Suppose that
all bounded equilibria are hyperbolic. Then, the unbounded attractor A of (1.1) can be
decomposed as
A = E ∪ H
where the set of equilibria E consists of elements which are bounded E b = {ej}
N
j=1 and
unbounded E∞; and the set of heteroclinics H contains bounded connections Hb, grow-
up solutions Hup from bounded to unbounded elements, and unbounded connections H∞
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between unbounded equilibria. Mathematically,
A = E b ∪ E∞ ∪Hb ∪Hup ∪ H∞.
The bounded equilibria and their bounded heteroclinic connections can be computed
similarly as [15]. In the upcoming Theorem 1.2, we describe how the set of equilibria
E is connected to itself, namely we will give necessary and sufficient conditions so that
a heteroclinic orbit exist. Before that, we need to introduce a new hypothesis on a∞
and some particular notions.
As mentioned before, the flow at the sphere at infinity S is generally nonlinear and we
do not know the complications of the dynamics at infinity, even though we proved in
the last theorem that S has gradient structure. Therefore, we restrict the possibilities
in the case a is asymptotically linear with limiting diffusion coefficient a∞ ∈ R+ outside
arbitrarily large sets, so that we can compute the flow at S. Mathematically, for any
δ > 0 sufficiently small, there exists an R > 0 such that
(1.3) |a(x, u, ux)− a
∞| ≤ δ
for any u ∈ Xα\BR(0), where BR(0) is the ball of radius R in X
α.
An example that satisfies such condition and monotonically grows to a constant is
a(u) = a∞ arctan(||u||+1) with a∞ ∈ R+, since lim||u||→∞ a(u) = a
∞. Another example
is a small oscillating function close to linear with smaller amplitude as u grows, namely
a(u) = a∞ + [sin(||u||) + c]/[||u||+ 1] with c > 1 and a∞ > 0. These yields the similar
yet different structure at infinity as the usual semilinear case, as we will see in Theorem
1.2. We discuss after the theorem below the implications of the size of a∞ compared
to b, and how this plays a role in S.
Denote by the zero number z(u∗) the number of sign changes of a function u∗(x),
rigorously defined in Section 2.1 at equation 2.3. Recall that the Morse index i(u∗) of
an equilibrium u∗ ∈ E is given by the number of positive eigenvalues of the linearized
operator at such equilibrium, that is, the dimension of the unstable manifold of said
equilibrium. Also, an equilibrium u∗ is hyperbolic if the linearization operator of the
right hand side of (1.1) at u∗ has no eigenvalue being zero.
We say that two different equilibria u− ∈ E
b and u+ ∈ E = E
b ∪ E∞ of (1.1) are
adjacent if there does not exist an equilibrium u∗ ∈ E
b of (1.1) such that u∗(0) lies
between u−(0) and u+(0), and
z(u− − u∗) = z(u− − u+) = z(u+ − u∗).
This notion was firstly described by Wolfrum [24].
Both the zero number and Morse index can be computed from a permutation of the
equilibria, as it was done in [12] and [10] for the semilinear dissipative case. For the
unbounded structure, a permutation can be computed as Pimentel and Rocha [22].
Such permutation is called the Sturm Permutation.
Next, we present the connections in case of an asymptotic linear diffusion, yielding a
linear structure at infinity of Chafee-Infante type.
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Theorem 1.2. Connections within the unbounded Sturm Attractor
Consider a, f ∈ C2 with f bounded, a ≥ ǫ > 0 satisfying (1.3) and b > 0. Suppose
that all bounded equilibria are hyperbolic. Then, there are finitely many equilibria at
infinity given by E∞ = {±Φj}
N∞
j=0 where N
∞ = ⌊
√
b/a∞⌋, and the following holds
1. there is a heteroclinic u(t) ∈ Hb between two equilibria ej, ek ∈ E
b so that
ej
t→−∞
←−−−− u(t)
t→∞
−−−→ ek
if, and only if, ej and ek are adjacent and i(ej) > i(ek).
2. there is a heteroclinic u(t) ∈ Hup between equilibria ej ∈ E
b and Φk ∈ E
∞ so
ej
t→−∞
←−−−− u(t)
t→∞
−−−→ ±Φk
if, and only if, ej and Φk are adjacent.
3. there is an heteroclinic Φ(t) ∈ H∞ between two equilibria Φj ,Φk ∈ E
∞ so
Φj
t→−∞
←−−−− Φ(t)
t→∞
−−−→ Φk
if, and only if, j > k.
In the previsouly mentioned example where a(u) = a∞ arctan(||u||+1) with a∞ ∈ R+,
we mention that how a∞ and b compete yielding different structures at infinity. When
a∞ > b, then E∞ consists only of two elements {±Φ0} and any grow-up solution
converge to them. If a∞ = b, then E∞ consists only of four elements {±Φ0,±Φ1}
with heteroclinic connections from ±Φ1 to ±Φ0. Lastly, if a
∞ << b, the number of
equilibria N∞ increases together with the dimension of S.
The remaining is organized as follows. In Section 2.1 we provide necessary background
theories and exploit the notation. In Section 2.2 we compute the bounded attractor,
namely its equilibria E b and heteroclinics Hb. In Section 2.3 we find the flow at infinity
and prove it is gradient and therefore composed by equilibria E∞ and heteroclinics H∞.
In Section 2.4, under the assumption (1.3) and describe the sets Hup and H∞. Lastly,
we discuss our result in Section 3.
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2 Proof of main results
2.1 Background
The Banach space used consists on subspaces of Ho¨lder continuous functions Cβ([0, π])
with Ho¨lder coefficient β ∈ (0, 1). A more precise description is given below, following
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[17], [1], [3]. The notation Cβ for some β ∈ R+ indicates that β can be rewritten as
[β] + {β}, where the integer part [β] ∈ N denotes the [β]-times differentiable functions
whose [β]-derivatives is {β}-Ho¨lder, where {β} ∈ [0, 1) is the fractional part of β.
The equation (1.1) can be rewritten as an abstract equation on a Banach space,
(2.1) ut = Au+ bu+ g(u)
where A : D(A) → X is the linearization of the right-hand side of the equation
(1.1) with b = 0 at any point in the neighborhood of the initial data u0(x), and
the Nemitskii operator g of the remaining terms, which takes values in X , namely
g(u) := a(x, u, ux)uxx + f(x, u, ux)−Au. Note that the linear term bu appears explic-
itly in (2.1), and not within the definition of A or g. For such setting, see the Chapter
8, in particular the proof of Theorem 8.1.1 in Lunardi [17]. The spaces considered are
X := Cβ([0, π]), and D(A) = C2+β([0, π]) ⊂ X is the domain of the operator A, where
β ∈ (0, 1).
As in Lunardi [17], we consider the interpolation spaces Xα = C2α+β([0, π]) between
D(A) and X with α ∈ (0, 1) such that A generates a strongly continuous semigroup
in Xα, and hence the equation (1.1) defines a semiflow in Xα. In particular, it settles
the theory of existence and uniqueness.
We suppose that 2α+β > 1 so that solutions are at least in C1([0, π]). Moreover, due to
the Sobolev embedding, we know that C2α+β ⊂ L2, and hence C2α+β inherits an inner
product, once its functions are seeing as L2 functions. All norms and inner products
from now on are understood as the one in L2, except when explicitly expressed.
Note that the eigenfunctions ϕj(x) = cos(jx) of ∂
2
x corresponding to the eigenvalues
λj = −j
2 form an orthonormal basis of L2, and hence of Xα. Therefore, we can always
decompose the dynamics in phase-space as a semiflow in each eigendirection. This is
done in the next Lemma.
Lemma 2.1. If b > 0, then the semiflow u(t) is slowly non-dissipative.
Proof Firstly, note that since a, f are bounded, then the semigroup u(t) is bounded for
any given time. Therefore, one can extend such solution indefinitely and its maximal
time of existence if T =∞. Hence, finite time blow-up can not occur.
Decompose a solution u(t) of (1.1) into its Fourier modes as u(t) =
∑
j uj(t)ϕj, then
we can project the flow of (2.1) in each of its j-components given by uj(t) := 〈u(t), ϕj〉,
yielding
u˙j = 〈a(x, u, ux)uxx + bu, ϕj〉+ 〈f(x, u, ux), ϕj〉.
Let fj(t) := 〈f(x, u(t), ux(t)), ϕj〉. Due to the strict parabolicity condition a ≥ ǫ > 0,
we obtain
u˙j ≥ [ǫλj + b]uj + fj(t)
The variation of constants formula yield
(2.2) uj(t) ≥ e
[ǫλj+b]tuj(0) +
∫ t
0
e[ǫλj+b]·[t−s]fj(s)ds.
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Choose the particular initial data given by
uj(0) = u
∗
j(0)−
∫ ∞
0
e−[ǫλj+b]sfj(s)ds.
Note f is bounded, and so is the integral above. The variation of constants (2.2) yield
uj(t) ≥ e
[ǫλj+b]tu∗j(0)−
∫ ∞
t
e[ǫλj+b]·[t−s]fj(s)ds.
The linear part grows exponentially as t → ∞ if ǫλj + b > 0 and the initial data
uj(0) 6≡ 0, for some index j, whereas the integral term with fj(t) term stays bounded.
At least for j = 0 this condition is satisfied, since ǫλj+b = b > 0, and hence the lemma
is proved.

Next we provide the necessary tools used to study the heteroclinic sets Hup and Hb.
We recall the nodal property. Let the zero number 0 ≤ z(u(t)) ≤ ∞ count the number
of strict sign changes in x for each fixed t of u(t, .) : [0, π] → R ∪ {±∞} such that
u(t, x) 6≡ 0. More precisely,
(2.3) z(u(t)) := sup
k
{
There is a partition {xj}
k
j=1 of [0, π]
such that u(t, xj)u(t, xj+1) < 0 for all j
}
and z(u(t)) = −1 if u ≡ 0. In case u does not depend on t, we omit the index and
simply write z(u(t)) = z(u). Note we allow discontinuous and unbounded functions u.
We note that the function u can be unbounded, that is, it can attain value ±∞.
Nevertheless, the importance of the zero number lies in the sign changes, even though
the function might attain value ∞ or −∞.
A point (t0, x0) ∈ R × [0, π] such that u(t0, x0) = 0 is said to be a simple zero if
ux(t0, x0) 6= 0 and a multiple zero if ux(t0, x0) = 0.
The following result proves that the number of intersections of certain solutions of (1.1)
is nonincreasing in time t, and decreases whenever a multiple zero occur. Different
versions of this well known fact are due to Sturm [23], Matano [18], Angenent [2] and
others.
Lemma 2.2. Dropping lemma
Consider u 6≡ 0 a solution of the linear equation
(2.4) vt = a(t, x)vxx + b(t, x)vx + c(t, x)v
where x ∈ (0, π) has Neumann boundary conditions and the functions a(t, x), b(t, x)
and c(t, x) are bounded for t ∈ [0, T ). Then, its zero number z(u(t)) satisfies
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1. z(v(t)) <∞ for any t ∈ (0, T ).
2. z(v(t)) is nonincreasing in time t.
3. z(v(t)) decreases at multiple zeros (t0, x0) of v, that is,
z(v(t0 − ǫ)) > z(v(t0 + ǫ))
for any sufficiently small ǫ > 0.
The reason this theorem works for the intersection of two solutions of (1.1) is because
the difference v := u1 − u2 of any two solutions u1, u2 of the nonlinear equation (1.1)
satisfy a linear equation of the type (2.4) where
a(t, x) :=
∫ 2
1
a(x, us, usx)ds
b(t, x) :=
∫ 2
1
Dpf(x, u
s, usx)ds
c(t, x) :=
∫ 2
1
Duf(x, u
s, usx)ds
and us := (2− s)u1 + (1− s)u2 and s ∈ [1, 2].
Now we introduce Brunovsky´-Fiedler’s y-map,
(2.5) y : D(y)→ Im(y)
a tool used to detect heteroclinics. Knowing y(u0) will determine z(u(t)) for all t ∈ R+
such that u(t) has initial data u0. This is because y is surjective. Therefore, we can
always find initial data u0 ∈ D(y) within an unstable manifold of an equilibrium, for
each given function with certain number of zeroes and prescribed dropping times.
This notion was firstly introduced for dissipative semilinear equations [8], and later
for semilinear slowly nondissipative semilinear equation [4]. Then adjusted for f also
depending on the gradient term [22]. Now we adjust those arguments for quasilinear
slowly nondissipative equations.
Consider a solution v(t) of (2.4) with initial data v0 such that z(v0) = n. Hence, the
solution v(t) can drop at most n times. For each k = 0, ..., n, define the dropping times
tk ∈ R+ to be the first time that the zero number of the solution v(t) drops to k zeros
or less,
(2.6) tk := inf{t ∈ R+ : z(v(t)) ≤ k}.
Note tn = 0. In case the solution v(t) does not pass below the k-level, that is, if
z(v(t)) > k for any t ∈ R+, we say that the dropping occurs at infinity time and define
tk :=∞.
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Note that tk is a discrete set within R+, since the dropping lemma 2.2 implies there
are finitely many zeros, and hence finitely many dropping times. Conversely, the time-
subset of R+ such that v(t, x) has simple zeros is open and dense.
Since the dropping times can be infinity, we compactify those numbers so that they
are all bounded, namely through τk := tanh(tk) ∈ [0, 1]. Note the dropping times tk
increase as the number of zeroes k decreases, since the zero number is not increasing.
That is 0 = τn ≤ ... ≤ τk ≤ ... ≤ τ0. The inequalities are not strict, because the
dropping does not necessarily occurs one-by-one. That is, the zero number can drop
by a number bigger than one.
Note that v(t, 0) 6= 0 for all t ∈ (tk, tk−1), if tk 6= tk−1. Indeed, if that was the case and
v(t∗, 0) = 0 for some t∗ ∈ (tk, tk−1), then we would have a multiple zero at (t∗, 0), due
to Neumann boundary conditions. The dropping lemma 2.2 would imply that t∗ is a
dropping time, which is not in the list tk, a contradiction. Hence, the sign(v(t, 0)) is
constant for t ∈ (tk, tk−1), since v is continuous in t.
We define the sign of the constant boundary values between two dropping times:
(2.7) ιk := sign(v(t∗, 0))
where t∗ := (tanh
−1(τk−1) − tanh
−1(τk))/2 is the midpoint between tk and tk−1. We
computed such midpoint in τ coordinates since tk can be infinity, and hence there is
a well-defined distance between a finite point and infinity. Note also that such sign is
constant for t ∈ (tk, tk−1), so it is indifferent which time between two dropping times
we compute it.
Hence, for any u0 ∈ D(y) ⊆ {u0 ∈ X
α : z(u0) ≤ n}\{0} which has at most n zeros, we
define the coordinate yk of the y-map y = (y0, ..., yn) ∈ R
n+1 by
(2.8) yk(u0) := ιk(τk−1 − τk)
1/2
for each k = 0, ..., n. Also, τ−1 := 1 is chosen for well-definition purposes. Continuity
of y with respect to f, u0 and t was proved in Lemma 2.1 in [8].
Note that the y-map has image within the sphere Im(y) ⊆ Sn, since
(2.9) ||y||Rn+1 =
n∑
k=0
y2k =
n∑
k=0
(τk−1 − τk) = τ−1 + τn = 1.
Now we restrict the domain D(y) to an n-dimensional sphere Σn so that y is a map
between spheres. Consider a solution of (2.4) where the coefficients of the right hand
side are the linearization of the equation (1.1) at an equilibrium u∗ with Morse index
i(u∗) = n + 1. Then the right hand side is a linear operator A∗ with eigenfunctions
{ϕ∗k}k∈N0 such that z(ϕ
∗
k) = k with corresponding simple eigenvalues {λ
∗
k}k∈N0 acumu-
lating at −∞, due to Sturm-Liouville theory. Since there are n positive eigenvalues,
the unstable linear subspace is given by span{ϕk}
n
k=0. We consider the unitary sphere
Sn in this subspace, centered at 0. Note that this linear unstable space is tangent
to the unstable manifold W u(u∗) of dimension n, which is a graph over its tangent
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space given by h : Sn → W u. The domain of the y-map is D(y) := Σn := h(Sn) such
geodesic n-dimensional sphere within the unstable manifold of u∗. Note that z(u0) ≤ n
for any u0 ∈ Σ
n, due to Sturm-Liouville theory. We will also consider the restriction
Σn−1 := Σn ∩ span{ϕk}
n−1
k=0 which is the an (n − 1)-dimensional sphere, namely the
equator of Σn.
We also comment on the slight modification of the definition of the y-map, compared
to the original. The sign ιk in (2.7) is originally defined similarly when tk < tk−1, and 0
when tk = tk−1. In our case, even though ιk = sign(u(0, 0)) if tk = tk−1, we still obtain
that the coordinate yk = 0 because τk−1 = τk in (2.8). Also, originally, if tk < tk−1,
then ιk is defined as sign(u(t, 0)) for any t ∈ (tk, tk−1). We simply chose the midpoint,
in the compactified τ coordinates to avoid infinities, and have a well-defined midpoint
between a finite point and infinity.
The image y(u0) encodes the information about the zero numbers z(u(t)) for all t ∈ R+
with initial data u0. We proceed to prove surjectivity of the y-map, through showing
that it is essential, that is, it is not homotopic to a constant map.
Lemma 2.3. Surjectivity of Brunovsky´-Fiedler y-map
Consider the map y : Σn → Sn where each components is given by (2.8). Then it is
essential. In particular, it is surjective.
Proof Note that essentiality implies surjectivity. Else, for some y∗ ∈ S
n, there
wouldn’t exist any u0 ∈ D(y) such that y∗ = y(u0). Therefore the image of the map
y is contained in a subset of Sn\{y∗}, which is homeomorphic to a ball of dimension
n. Such ball can be contracted to a point, and hence the image of the map y can be
homotoped to a constant map, a contradiction.
Now we prove essentiality of y. Firstly we consider the map restricted to linear flows v(t)
generated by the equation (2.4) with initial data v0, and since essentiality is invariant
under homotopies, we homotope v(t) to a nonlinear flow u(t) generated by (1.1).
The proof follows by induction on n. If n = 0, then Σ0 = {±ϕ0} and we obtain
(2.10) y0(±ϕ0) = ι0(τ−1 − τ0) = sign(±ϕ0(1/2, 0)) = ±1.
This maps is surjective onto S0 = {±1}, and its image can not be homotoped to
constant map since its image is a disconnected set.
We show that y : Σn → Sn is essential, knowing from the induction hypothesis that
the restricted map to the equator y|Σn−1 : Σ
n−1 → Sn−1 is also essential. Note the
restricted map has its image within Sn−1. For u ∈ Σn−1 we have that tn = tn−1 = 0,
and hence yn(u) = ιn(τn−1 − τn) = 0.
Moreover, y is a map between hemispheres y : Σn+ → S
n
+ where v =
∑n
k=0 vkϕk ∈ Σ
n
+
if vn ≥ 0, and y ∈ S
n
+ if yn ≥ 0. Indeed, the restricted flow in the unstable linear
subspace is given by v(t) =
∑
k exp(λkt)vkϕk and its backwards asymptotics satisfy
(2.11)
v(t)
||v(t)||L2
t→−∞
−−−−→ sign(vn) · ϕn.
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Recall that 0 = tn ≤ tn−1, then tn−1 ≥ 0 with the possibility of being infinity. If
tn−1 = 0, then yn = ιn(τn−1 − τn) = 0. If tn−1 > 0, then ιn = sign(ϕn(t∗, 0)) = 1 and
hence yn > 0. In any case, yn(v0) ≥ 0 and y is a map between hemispheres. Similarly
for y : Σn− → S
n
−.
span {ϕk}
n−1
k=0
span {ϕn}
Σn−1
Σn+
Σn−
y R
n−1
span (0, ..., 0, 1)
Sn−1
Sn+
Sn−
Figure 2.1: Brunovsky´-Fiedler map and its restrictions
Note that due to continuity of y, a neighborhood of the equator is mapped to another
neighborhood of the equator. Therefore, we abuse the notation and consider Σn+ and
Σn+ to be actually the “fattened” hemispheres, by adding such neighborhoods of the
equator appropriately. Hence, the interior of those fattened hemispheres cover the
whole sphere, namely Σn = int(Σn+) ∪ int(Σ
n
−).
Since the y-map is a map between spheres, it is given by a degree, which is simply a
multiplication action between homology groups. The Mayer-Vietoris sequence splits
the space Σn depending on its covering Σn+ ∪ Σ
n
−, depending on Σ
n−1 = Σn+ ∩ Σ
n
−, so
that one can compute easier the homology groups.
... Hn(Σ
n) Hn−1(Σ
n−1) Hn−1(Σ
n
+)⊕Hn−1(Σ
n
−) ...
... Hn(S
n) Hn−1(S
n−1) Hn−1(S
n
+)⊕Hn−1(S
n
−) ...
deg(y) deg(y|Σn−1 )
Figure 2.2: Maps between Mayer-Vietoris sequences
Noticing all theses spaces are either spheres or homeomorphic to balls with appropriate
dimension, we obtain
0 Z Z 0
0 Z Z 0
deg(y) deg(y|
Σn−1
)
Figure 2.3: Maps between Mayer-Vietoris sequences
Since y|Σn−1 is essential, by hypothesis induction, and hence surjective, the short five
lemma implies that deg(y) is also surjective. Moreover, essentiality of y|Σn−1 implies
that its degree deg(y|Σn−1) is not trivial. Since the diagram commutes, deg(y) can not
be zero.
Now we proceed to homotope the y-map from a linear to a nonlinear flow. Consider
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ut = a
τ (x, u, ux)uxx + bu+ f
τ (x, u, ux)
where
aτ (x, u, ux) :=τa(x, u, ux) + (1− τ)a(x, 0, 0)
f τ (x, u, ux) :=τf(x, u, ux) + (1− τ)[fp(x, 0, 0)ux + fu(x, 0, 0)u]
such that τ ∈ [0, 1]. Note that the linearized equation at 0 remains unchanged through-
out the homotopy, since all terms multiplicating τ cancel out. Hence the uniform hy-
perbolicity of 0 is guaranteed during the homotopy and it has the same Morse index
for all homotopy parameter τ ∈ [0, 1].
As mentioned before, the essentiality property of y is preserved throughout the homo-
topy. Hence the y map is surjective with respect to nonlinear flows.

Corollary 2.4. Let u∗ be a hyperbolic equilibrium of (1.1) with Morse index i(u∗).
Consider the set Σ ⊆W u(u∗)\{u∗} which is homotopic to a n := i(u∗)−1 dimensional
sphere centered at u∗ within W
u(u∗)\{u∗}.
Then, for any sequences 0 = tn ≤ ... ≤ t0 ≤ ∞ and ιn, ..., ι0 ∈ {±1}, there is an initial
data u0 ∈ Σ with corresponding to the solution u(t) such that the graph z(u(t)− u∗) is
determined by {tk}
n
k=0 as follows
z(u(t)− u∗) ≤ k for all t ≥ tk(2.12)
sign(u(t)− u∗) = ιk at x = 0 for each fixed t ∈ (tk, tk−1).(2.13)
2.2 Bounded Sturm structure
This section cuts-off the quasilinear parabolic equation (1.1) in order to obtain a char-
acterization of the maximal compact attractor within the unbounded attractor.
Define Ab to the maximal compact invariant set within A. Therefore, it consists of the
global bounded solutions, and its complement is the unbounded part of the attractor
A∞ := A\Ab which consists of the unbounded solutions and their limiting objects. Let
(2.14) R := sup
u0∈Ab
sup
t∈R
||u(t)||C1 <∞
which is a bounded number, since the attractor Ab is compact and all elements in it
are bounded for all time.
Now, consider the following modified equation
(2.15) ut = a(x, u, ux)uxx + F (x, u, ux)
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with
(2.16) F (x, u, ux) :=


f(x, u, ux) for |u|, |ux| ≤ R
G(u) for R < |u|, |ux| < R + 1
−u for |u| > R + 1
where G is a transition function obtained from the Urysohn lemma, in order to cut-off
f at the ball of radius R, to −u outside the ball of radius R + 1.
Then, the flow of (1.1) and (2.15) are the same for a ball of radius R in Xα ⊆ C1.
Moreover, the flow (2.15) is dissipative. Hence, the characterization of the attractor
follow the dissipative case.
This proves part of the Theorem 1.1 and item 1 of Theorem 1.2: the bounded subset
of the global attractor is Ab = E b ∪ Hb, since the system (2.15) is gradient, due to
Matano’s Lyapunov function, and the blocking of homoclinics. Moreover, the hetero-
clinics between bounded equilibria is constructed similarly as in [15].
2.3 Unbounded Sturm structure
We will study how the flow behave at infinity, which is a homothety of the vector field
of the equation (1.1) emphasized as
(2.17) L(u) := a(x, u, ux)uxx + bu+ f(x, u, ux).
In order to compactify Xα, [13] used a Poincare´ projection in order to identify it with
the upper hemisphere of an infinite dimensional sphere in L2×R. We explain the ideas
of such construction. Consider the phase-space Xα of (1.1), identified with Xα × {1}
and a subspace of L2×{1}, as the tangent space of the north pole of an unitary infinite
dimensional sphere S∞ in L2 × R given by
S
∞ = {(χ, z) ∈ L2 × R : ||χ||2 + z2 = 1}.
Then for each point in u ∈ Xα, as a point in L2, consider a line that passes through u
and the origin (0, 0) ∈ L2 × R. The intersection of the line with the point within the
upper hemisphere of S∞ is the projection P of the phase space Xα, as a subspace of
L2, into the hemisphere
S
∞
+ = {(χ,
√
1− ||χ||2) ∈ L2 × [0, 1]}.
The coordinates of the projection P(u, 1) are denoted by (χ, z) and can be computed
by calculating the line between the points (0, 0) and (u, 1), and its intersection at (χ, z)
with the hemisphere S∞+ yielding
(2.18) (χ, z) := P(u, 1) =
1√
1 + ||u||2
(u, 1).
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Note that z = 1 if, and only if χ ≡ 0, Hence, the north pole of S∞+ is the origin of
Xα. Also, z decreases to 0 if, and only if, the norm ||χ|| increases to ∞. When z = 0,
the projection P transforms the limit of grow-up solutions into the equator S∞+ |z=0
of S∞, which is denoted by the normalized ||χ|| = 1. Hence, χ denote coordinates
of the unitary sphere in L2 which is capable of determining the dynamics of grow-up
solutions. For such reason, this is was called sphere at infinity denoted by S.
χ ∈ L2
z ∈ R
L2 × {1}
(u, 1)
(0, 0)
P(u, 1)S∞+
Figure 2.4: Projection P from phase-space Xα into the hemisphere S∞+
The induced flow of L2×{1} into S∞+ through the projection P is given by differentiating
(2.18) with respect to time, yielding
χt =
ut√
1 + ||u||2
−
u〈ut, u〉
(
√
1 + ||u||2)3
= Lz(χ)− χ〈Lz(χ), χ〉(2.19)
zt = −
〈ut, u〉
(
√
1 + ||u||2)3
= −〈Lz(χ), χ〉 · z.(2.20)
where the projected vector field is described by Lz(χ) := zL(z
−1χ), which is a ho-
mothety of the original vector field (2.17) with scale factor z := (1 + ||u||2)−1/2. In
other words, Lz(χ) = az(χ)χxx + bχ + fz(χ) where az(χ) := a(x, z
−1χ, z−1χx) and
fz(χ) := zf(x, z
−1χ, z−1χx) are homoteties of a and f respectively.
Note that the equator at infinity is invariant since zt = 0 in the limit z → 0. Indeed,
we firstly prove that the following is bounded,
〈Lz(χ), χ〉 ≤ 〈(a
∞ + δ)χxx + bχ+ fz(χ), χ〉(2.21)
≤ (a∞ + δ)||χx||
2 + b||χ||2 + 〈fz(χ), χ〉
which occur since grow-up solutions lie outside BR(0) ⊆ X
α, where the diffusion a is
close to a∞ with error δ. We only need to prove that χ and χx have bounded L
2 norms.
By definition of χ in (2.18), it follows that ‖χ‖ is bounded. We now prove that ‖χx‖
is bounded. Indeed, we may decompose u(t) in the basis {ϕj}j∈N and, denote by p(t)
the sum of first terms and by q(t) the sum of remaining terms, we have:
(2.22) u(t) = p(t) + q(t) :=
M∑
j=0
uj(t)φj +
∑
j>N∞
uj(t)φj,
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for some integer M . It was proved in [7] that q(t) remains bounded with time. There-
fore,
χ =
p(t)√
1 + ‖u‖
+
q(t)√
1 + ‖u‖
.
Since the second term goes to zero as t → ∞, and the first term lies in a finite
dimensional space, where the norms ‖.‖ and ‖.‖α are equivalent, we obtain
‖χ‖α ≤
∥∥∥∥∥
p(t)√
1 + ‖u‖
∥∥∥∥∥
α
≤ C
∥∥∥∥∥
p(t)√
1 + ‖u‖
∥∥∥∥∥ <∞
where the last norm is bounded since ‖χ‖ is bounded. We conclude that ‖χ‖α is
bounded. Moreover, Xα is at least in C1, therefore ‖χx‖C0 is bounded. Due to the
embedding C1 ⊆ L2, ‖χx‖ ≤ ‖χx‖C0 is bounded.
Therefore, the term in the right hand side of (2.21) is bounded and in the limit z → 0,
the equation in the equator S∞+ |z=0 is given by zt = 0, showing that the equator is
invariant.
We want to study the flow in the equator z = 0, which describes the dynamics at
infinity S∞+ |z=0. Note that the limit az(χ) exists as z tends to 0, due to (1.2), and the
corresponding flow
(2.23) χt = a
∞(χ)χxx − χ〈a
∞(χ)χxx, χ〉.
Alternatively, each coordinate χj = 〈χ, ϕj〉 satisfies
(2.24) (χj)t = 〈a
∞(χ)χxx, ϕj〉 − χj〈a
∞(χ)χxx, χ〉.
This flow acts in the compactified sphere at infinity S∞+ |z=0, which consists of bounded
trajectories. Since u(t) becomes unbounded, we define the actual sphere at infinity
S as the preimage of S∞+ |z=0 through P. In particular, the grow-up solutions u(t)
actually converge to the unbounded functions in S. Similarly, any compactified solution
χ(t) ∈ S∞+ |z=0 of the equation (2.23) corresponds to an actual unbounded solution
Φ(t) := P−1(χ(t)) ∈ S.
Therefore, we obtain a nonlinear flow at infinity at S, which is complicated study with-
out further information on a∞. Nevertheless, we can construct a Lyapunov function at
the sphere at infinity, and obtain a gradient structure within S: equilibria points and
their heteroclinic connection.
Indeed, the Lyapunov function E∞ : S∞+ |z=0 → R is given by
(2.25) E∞ =
∫ π
0
|χx|
2
2
dx
which yields after integration by parts, and plugging a solution χ of (2.23),
(2.26)
dE∞
dt
= −
∫ π
0
〈χt, χxx〉dx = −
∫ π
0
〈a∞χxx, χxx〉 − 〈a
∞χxx, χ〉〈χ, χxx〉dx.
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Then, from the uniform parabolicity condition a∞ ≥ ǫ, we obtain
(2.27)
dE∞
dt
= −ǫ
∫ π
0
||χxx||
2 − 〈χ, χxx〉dx ≤ 0
where the last inequality holds due to Cauchy-Schwartz and that χ lies in the sphere
at infinity, i.e., ||χ|| = 1. Moreover, E˙∞ vanishes if, and only if χ is an equilibria.
Lastly, the dynamics in the attractor A ⊆ Xα is contained in a finite dimensional
inertial manifold, as in [20], which exists in case we have a spectral gap condition. This
is satisfied for instance if we assume a, f have small Lipschitz constant in ux. That
ensures compactness for trajectories in the upper hemisphere, which implies grow-up
solutions converge to equilibria at the sphere at infinity.
2.4 Linear unbounded Sturm structure of Chafee-Infante type
In this section, we explore the case when the diffusion coefficient is asymptotically
linear, yielding a linear flow at the sphere at infinity. We gather all the tools developed
in the previous sections, in order to construct the heteroclinics within the unbounded
structure S of the unbounded attractor A for the quasilinear parabolic equation (1.1).
Firstly we describe the unbounded equilibria E∞. Secondly, we use the y-map to
describe grow-up solutions Hup, which are seen as heteroclinics from bounded to un-
bounded equilibria. Thirdly, we describe the dynamics between unbounded equilibria
given by H∞.
The next result describes the unbounded equilibria E∞ and their connecting orbits H∞.
Lemma 2.5. There are finitely many unbounded equilibria within the attrator, denoted
by E∞ = {±Φj}
N∞
j=0 where N
∞ := ⌊
√
b/a∞⌋ and z(±Φj) = j. Moreover, they are
connected through a Chafee-Infante type structure.
Proof Let’s describe the objects {±Φj}
N∞
k=0 and show it plays the role of equilibria at
infinity. As in Section 2.3, we want to compactify such infinite dimensional space so
that it is easier to study the behaviour of grow-up solutions.
Let u(t) be a grow solution, then the following limit holds in L2-norm
(2.28) lim
t→∞
u(t)
‖u(t)‖
= ϕj
if, and only if, limt→∞
uj(t)
‖u(t)‖
= 1. This follows from direct calculation,
(2.29)
∥∥∥∥ u(t)‖u(t)‖ − ϕj
∥∥∥∥
2
= 2− 2
uj(t)
‖u(t)‖
.
From now on, we study the growth of each uj and compare with its adjacent mode
uj+1 so that we know for which indices j we have uj(t)/‖u(t)‖ → 1 as t→∞.
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We take δ > 0 sufficiently small that will be specified later. Then, since u(t) grows-up,
for sufficiently big times the solution lies outside a ball of radius R and hence
(2.30) (a∞ − δ)uxx + bu+ f(x, u, ux) ≤ ut ≤ (a
∞ + δ)uxx + bu+ f(x, u, ux).
We follow the idea from Lemma 2.1 together with the assumption (1.3) in order to
project a grow-up solution in the ϕj direction, namely uj := 〈u, ϕj〉. Then, (2.30)
becomes
(2.31) (a∞ − δ)λjuj + buj + fj(t) ≤ (uj)t ≤ (a
∞ + δ)λjuj + buj + fj(t)
where fj(t) := 〈f(x, u, ux), ϕj〉. Therefore
e[(a
∞−δ)λj+b]tu−j (0) + I
−
j (t) ≤ uj(t) ≤ e
[(a∞+δ)λj+b]tu+j (0) + I
+
j (t)
where I±j (t) :=
∫ t
∞
e[(a
∞±δ)λj+b][t−s]fj(s)ds is the integral term in the variation of con-
stants formula and u±j (0) = uj(0) +
∫∞
0
e−[(a
∞±δ)λj+b]sfj(s)ds.
Now choose the indices j such that (a∞ − δ)(−j2) + b > 0 and we compare the growth
rates of uj and uj+1 and show that if both coordinates grow, then uj grows faster than
uj+1. This is done by checking that the lower bound of uj is greater than the upper
bound of uj+1. Note that the integral terms I
±
j (t) are bounded and will not contribute
to the growth. Hence, we prove that
(2.32) (a∞ + δ)(λj+1) < (a
∞ − δ)(λj).
Note that a∞(λk − λk+1)/(λk+1 − λk) is negative for all j, and therefore it is smaller
than any positive δ,
a∞[λj+1 − λj]
[λj+1 + λj ]
≤ δ.
Such inequality is equivalent to (2.32).
Since we are interested in growing modes, as we mentioned, we consider only the
eigenvalues λj such that (a
∞ ± δ)λj + b > 0. Note there are finitely many positive.
Indeed, (a∞ − δ)(−j2) + b > 0 if, and only if, k ≤ ⌊
√
b/(a∞ − δ)⌋ =: N∞. We let δ∞
be the minimum of all δ∞j with all these finitely many j.
Therefore, the limit of (2.28) for a grow-up solutions only holds for one fixed index j∗
which is the smallest index j such that uhj∗(0) 6= 0.
We can then simplify the equation (2.24) and obtain
(2.33) (χj)t = a
∞[λj + ||χn||]χj.
The last term in equation (2.33) is nonlocal, and understanding such dynamics in the
sphere at infinity is inviable. This is due to the projected flow lies in a curved space.
So, we consider a secondary projection so that the induced flow lies in a planar space.
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Consider a grow-up solution u(t) such that its fastest growing mode with nonzero initial
data is j∗. Consider also the hyperplane Cj∗ which is tangent to the equator S
∞
+ |z=0 at
the eigenfunction (ϕj, 0) ∈ L
2 × R given by
(2.34) Cj∗ := {(χ, z) ∈ L
2 × R | χj∗ = +1, χj ∈ R for all j ∈ N0}.
Similarly to the projection P, we consider any point u ∈ Xα ⊆ L2 and a line that
passes through (u, 1) and the origin (0, 0), in L2 × R. The intersection of the line
with the plane Cj∗ is the projection P˜k of the phase space X
α. The coordinates of the
projection P˜k(u, 1) are (ξ, ζ) and can be computed as
(2.35) (ξ, ζ) := P˜k(u, 1) =
1
〈u, ϕk〉
(u, 1).
ξ ∈ L2
ζ ∈ R
L2 × {1}
Cj∗
(u, 1)
(0, 0)
P˜k(u, 1)
S
∞
+
φj∗
Figure 2.5: Projection P˜k from phase-space X
α into the planes Cj∗
The plane Cj∗ can be rewritten in its own coordinates (ξ, ζ) as
(2.36) Cj∗ := {(ξ, ζ) ∈ L
2 × R | ξj∗ = +1, ξj ∈ R for all j ∈ N0}.
We differentiate (2.35) with respect to t to obtain
ξt =
ut〈u, ϕj∗〉 − u〈ut, ϕj∗〉
〈u, ϕj∗〉2
= Lζ(ξ)− 〈Lζ(ξ), ϕj∗〉ξ(2.37)
ζt = −
〈ut, ϕj∗〉
〈u, ϕj〉2
= −〈Lζ(ξ), ϕj∗〉ζ(2.38)
where the projected vector field is described by Lζ(ξ) := ζL(ζ
−1ξ), which is a homo-
thety of the original vector field (2.17) with scale factor ζ := 〈u, ϕj∗〉
−1. The formula
for such homothety is given after equation (2.19) and (2.20).
Since we are interested in the semiflow at infinity, we take the limit of (2.37) and (2.38)
as ζ → 0. Note that the right hand side of the equation (2.38) vanishes, because the
inner product is bounded:
〈Lζ(ξ), ϕj∗〉 ≤ (a
∞ + δ)〈ξxx + bξ + fζ(ξ), ϕj∗〉(2.39)
≤ (a∞ + δ)λj∗ + b+ 〈fζ(ξ), ϕj∗〉
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using that for large times, the grow-up solution is a∞ at most by a factor δ outside
large balls, due to (1.3); in Cj∗ we have that ξj∗ = 1 since uj∗(t) is the mode that grows
the most; and f is bounded. Hence, the right hand side of (2.38) vanishes as ζ → 0
and the equation in the plane Cj∗|ζ=0 is given by ζt = 0, showing that this plane is
invariant.
In order to study the flow of the equation (2.37), we alternatively write each coordinate
ξj := 〈ξ, ϕj〉 and its induced flow in Cj∗ as
(2.40) (ξj)t = 〈aζ(ξ)ξxx + bξ + fζ(ξ), ϕj〉 − 〈aζ(ξ)ξxx + bξ + fζ(ξ), ϕj∗〉ξj.
In the limit as ζ → 0, we obtain
(2.41) (ξj)t = 〈a
∞ξxx, ϕj〉 − 〈a
∞ξxx, ϕj∗〉ξj = a
∞(λj − λj∗)ξj.
since in (1.3) we assumed that the limit a → a∞ outside large balls in Xα, and since
a∞ is a constant, this implies that aζ → a
∞ to ζ going to 0; fζ(ξ) → 0 since f is
bounded; and ξj∗ = 1 in the plane Cj∗.
Therefore, the asymptotic grow-up behaviour of the solutions u(t) in the projected
coordinates (ξ, ζ) within the planes Cj∗ yield the linear flow (2.41). In particular, it
can be seen that the unbounded equilibria within the sphere at infinity in the (ξ, ζ)
coordinates are exactly the eigenfunctions
(2.42) ±φj∗ = {(ξ, 0) ∈ S
∞ : ξj∗ = ±1 and ξj = 0 ∀j 6= j
∗} ,
for all j∗ ∈ N0.
Using colinearity, we can relate the coordinates (χ, z) in the sphere at infinity S∞+ |z=0
to the corresponding coordinates (ξ, ζ) in the hyperplanes Cj∗ through
(2.43) (ξ, ζ) =
1
〈χ, φk〉
(χ, z).
In particular, the equilibria in both coordinates (χ, z) and (ξ, ζ) coincide:
(2.44) ±φj∗ = {(χ, 0) ∈ S
∞ : χj∗ = ±1 and χj = 0 ∀j 6= j
∗} ,
Note the linear flow (2.23) in the hyperplanes Cj∗ and the nonlinear flow (2.41) in
the sphere at infinity S∞+ |z=0 are topologically equivalent through the diffeomorphism
(2.43), since the flow of (χ, z) and (ξ, ζ) are projections of the same semiflow u(t).
Hence, P ◦ P˜−1j∗ : Cj∗ → S
∞
+ is an equivalence relation of the flows. Therefore, they dis-
play the same dynamics. In particular, if there is a heteroclinic in the Cj∗ hyperplanes,
there is also a heterolinic in the sphere at infinity S∞+ |z=0.
Note that the compactified sphere at infinity S∞+ |z=0 consists of bounded trajectories.
Since u(t) becomes unbounded, we define the actual sphere at infinity S as the preimage
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of S∞+ |z=0 through P. In particular, the grow-up solutions u(t) actually converge to the
unbounded functions
(2.45) Φk(x) := lim
t→∞
t · ϕk(x) ∈ S
which is unbounded in all points that ϕk(x) 6= 0, and has the same zeros as ϕk.
Similarly, any solution χ(t) ∈ S∞+ |z=0 of the equation (2.23) corresponds to an actual
unbounded solution Φ(t) := P−1(χ(t)) ∈ S.
Note that the zero numbers of ±Φk are well defined, even though they are all un-
bounded in the boundary. Moreover, one can define the zero number of a difference of
unbounded equilibria Φk−Φj as the zero number of the difference of its corresponding
eigenfunctions ϕk − ϕj.
We now discuss the intra-infinite heteroclinics H∞ in the attractor. Given an equilib-
rium with j ∈ {1, ..., N∞}, we want to show that there is a heteroclinic connections
from equilibria ±Φj to ±Φk for each k ∈ {0, 1, · · · , j − 1}.
Indeed, we look at the evolution of ξk(t) at the plane Cj restricted to ζ = 0, which
is tangent to the equator S∞+ |ζ=0. This yields an expansion in the ξk direction of the
equilibria ±Φj ∈ Cj, since its flow is given by
(ξk)t = a
∞(λk − λj)ξk
and λk > λj . Since this is a linear expansion, for some t∗, we have that ξk(t∗) = 1,
that is, ξk(t∗) intersects the plane Ck.
On the other hand, the evolution of ξj(t) in the plane Ck restricted to ζ = 0 yields a
contraction in the ξj direction of the equilibria ±Φk ∈ Ck, since its flow is given by
(ξj)t = a
∞(λj − λk)ξj
and λk > λj.
Lastly, note these expansion and contraction occur in the Cj and Ck planes when ζ = 0,
respectively. Moreover, those are projections of the flow that occur in the equator
S∞+ |ζ=0, since it is obtained through the projection P˜j that describes the dynamics in
sphere at infinity given by such equator S∞+ |ζ=0, and where intra-infinity heteroclinics
actually occur. This explanation is better seen in the picture below.

Next we address that grow-up orbitsHup. We first prove that those with a fixed number
of zeros for larges times, cannot have zero dropping at t =∞. In particular, a grow-up
solution u(t) converges to a solution with a fixed number of zeros. Later we show the
blocking and liberalism principles for unbounded solutions.
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ξk
ξj
Cj
Ck
S∞+ |ζ=0
Φk
Φj
Figure 2.6: Intra-infinity heteroclinics
Lemma 2.6. Let u(t) be a grow-up solution in the unstable manifold of an equilibrium
ej ∈ E
b. Suppose the following conditions hold
(2.46) z(u(t)− ej) = k, sign(u(t, 0)− ej(0)) = ±1
for all sufficiently large times t. Then u(t) converges to ±Φk ∈ E
∞.
Proof Without loss of generality, we suppose that sign(u(t, 0)− ej(0)) = +1. Com-
parison implies that u(t, 0) > ej(0) for all t > 0. Therefore, limt→∞ u(t, 0) > 0. Hence,
u(t) has to converge to some Φl ∈ E
∞, that is
(2.47) lim
t→∞
∥∥∥∥ u(t)‖u(t)‖L2 − ϕl
∥∥∥∥
L2
= 0
by (2.28).
In order to obtain the desired statement, it is sufficient to prove that the convergence
above also holds in the C1-norm. Indeed, if such convergence (2.47) holds, then by
hypothesis (2.46), the limit of u(t) has a constant number of zeros for large time t,
given by z(u(t)) = z(u(t) − ej), and does not drop at t =∞, since the convergence is
in C1. Hence, l = k.
We can rewrite u(t) = p(t) + q(t) as in (2.22) where q(t) is bounded. As consequence,
(2.47) implies that
lim
t→∞
∥∥∥∥ p(t)‖u(t)‖L2 − ϕl
∥∥∥∥
L2
= 0.
Since p(t) is finite dimensional, as well as the span of ϕ±l which is one dimensional, the
convergence above allow us to work in finite dimension, where the norms are equivalent.
Hence,
lim
t→∞
∥∥∥∥ p(t)‖u(t)‖L2 − ϕl
∥∥∥∥
C1
= 0.
We again use the fact that q(t) is bounded to conclude that
lim
t→∞
∥∥∥∥ u(t)‖u(t)‖L2 − ϕl
∥∥∥∥
C1
= 0.
Then, the lemma is proved.
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Now we establish the blocking and liberalism results for unbounded solutions.
Lemma 2.7. Infinite blocking If the equilibria ej ∈ E
b and ±Φk ∈ E
∞ are not
adjacent, then they are not connected by a heteroclinic orbit.
Proof Assume towards a contradiction the existence of a grow-up solution u(t) in
the unstable manifold of ej connecting to Φk. We know that any grow-up solution
u(t) ∈ W u(ej) converges to one of the equilibria in {±Φl}
N∞
l=0 . Since ej and Φk are not
adjacent, there exists a blocking equilibrium e∗ ∈ E
b satisfying z(ej−e∗) = z(Φk−e∗) =
z(Φk − ej) and ej(0) < e∗(0) < Φk(0).
Due to the non-adjacency and the C1-convergence in Lemma 2.6, that
(2.48) z(u(−t)− e∗) = z(ej − e∗) = z(Φk − e∗) = z(u(t)− e∗)
for t large enough.
On the other hand, note that ej(0) < e∗(0) < u(t, 0) for large values of t, and therefore
ej(0)−e∗(0) < 0 < u(t, 0)−e∗(0), that is, ej(0)−e∗(0) and u(t, 0)−e∗(0) have opposite
signs. Then, the solution u˜(t) := u(t)− e∗ has a multiple zero in the boundary, due to
Neumann boundary conditions, and consequently there exists a large dropping time in
the boundary, using the dropping lemma 2.2. Therefore,
(2.49) z(u(−t)− e∗) > z(u(t)− e∗)
for t sufficiently large.
Equations (2.48) and (2.49) yield a contradiction.

Lemma 2.8. Infinite Liberalism If the equilibria ej ∈ E
b and ±Φk ∈ E
∞ are
adjacent, then they are connected by a heteroclinic orbit.
Proof We have guaranteed from Lemma 2.4 the existence of a solution u(t) in the
unstable of ej satisfying
(2.50) z(u(t)− ej) = k and sign(u(t, 0)− ej(0)) = ± for all 0 ≤ t <∞.
In order to prove that u(t) converges to ±Φk as t→∞, we first check that it is indeed
a grow-up solution.
Suppose by contradiction that there is e∗ ∈ E
b with limt→∞ u(t) = e∗. The dropping
lemma 2.2 and equation (2.50) imply z(e∗ − ej) ≤ k. But adjacency prevents the
equality to hold since, in addition to z(e∗ − ej) = k, we would have that sign(e∗(0)−
ej(0)) = ±. Therefore, such e∗ necessarily satisfies z(e∗ − ej) < k, which implies that
the zero number of the shifted solution u(t, 0) − ej(0) has to drop at t = ∞. This
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cannot happen, since e∗ − ej has only simple zeros, and hence z(u(t)− ej) would have
to drop at some finite time. This contradicts (2.50).
We conclude that u(t) grows-up. Also, Lemma 2.6 implies that unbounded solutions
cannot have zero dropping at t = ∞ and this forces u(t) to converge to ±Φk as time
goes forwards to infinity.

3 Discussion
We mention that the same methods applied in this manuscript can be replicated for
the case of a degeneracy at the boundary
ut = a(x, u, ux)
[
uxx +
ux
tan(x)
]
+ bu+ g(x, u, ux)
yielding the same results. This occurs when the diffusion operator arises from the
spherical Laplacian, and solutions are restricted to axial symmetric solutions yielding
a singular coefficient on the boundary.
The only difference lying in the functional setting: convergence in L2 should be replaced
by L2w with weigth w := sin(θ), and the topology in C
2α+β has to be replaced with an
appropriate metric at C2α+βw as in [16].
We pursue this singular boundary condition case, since it constructs metrics at the
event horizon of black holes, with a prescribed scalar curvature, as in []. For the case
of self-similar solutions of the Schwarzschild metric type, the scalar curvature is chosen
so that resulting parabolic equation is
ut = u
2
[
uxx +
ux
tan(x)
]
− u+
r2R(u)− 2
2
u3
where R(v) is a prescribed scalar curvature. Those problem was considered in [9],
for R = (λ + 2)r−2 with λ ∈ R+, where in the axially symmetric class it was shown
that an equilibrium bifurcates in an alternating sequence of pitchfork and transcritical
bifurcations.
The nonlinearity R above does not satisfy the growth conditions that guarantees dis-
sipativity. Numerical simulation of the shooting curve suggest that such nonlinearity
is nondissipative. Nevertheless, we still do not know if blow-up can occur.
22
References
[1] H. Amann. Linear and Quasilinear Parabolic Problems, Volume I Birkha¨user Basel
(1988).
[2] S. Angenent. The zero set of a solution of a parabolic equation. J. fu¨r die reine und
angewandte Math. 390, 79 – 96, (1988).
[3] A.V. Babin and M.I Vishik. Attractors of Evolution Equations. Elsevier Science, (1992).
[4] N. Ben-Gal. Grow-Up Solutions and Heteroclinics to Infinity for Scalar Parabolic PDEs.
Ph.D. Thesis, Division of Applied Mathematics, Brown University, (2010).
[5] P. Brunovsky´ and B. Fiedler. Connecting orbits in scalar reaction diffusion equations II:
The complete solution. J. Diff. Eq. 81, 106–135, (1989).
[6] S. Bruschi, A. N. Carvalho, J. Pimentel. Limiting grow-up behavior for a one-parameter
family of dissipative PDEs. to appear in Indiana University Mathematics Journal, (2018)
[7] V. Chepyzhov and A. Goritskii. Unbounded attractors of evolution equations. Properties
of Global Attractors of Partial Differential Equations. Adv. Soviet Math. 10, Amer.
Math. Soc., Providence, RI, eds. A. V. Babin and M. I. Vishik, 85–128, (1992)
[8] P. Brunovsky´ and B. Fiedler. Connecting orbits in scalar reaction diffusion equations.
Dynamics Reported 1, 57–89, (1988).
[9] B. Fiedler, J. Hell, and B. Smith. Anisotropic Einstein data with isotropic nonnegative
scalar curvature. Ann. Inst. Henri Poincare´, Anal. Non Line´aire 32, 401–428, (2015).
[10] B. Fiedler and C. Rocha. Heteroclinic orbits of semilinear parabolic equations. J. Diff.
Eq. 125, 239–281, (1996).
[11] B. Fiedler, C. Rocha and M. Wolfrum. Heteroclinic orbits of semilinear parabolic equa-
tions. J. Diff. Eq. 201, 99–138, (2004).
[12] G. Fusco and C. Rocha. A permutation related to the dynamics of a scalar parabolic
PDE. J. of Diff. Eq. 91, 111–137, (1991).
[13] J. Hell. Conley Index at Infinity. Dissertation, Freie Universita¨t Berlin, (2009).
[14] D. Henry. Geometric Theory of Semilinear Parabolic Equations. Springer-Verlag New
York, (1981).
[15] P. Lappicy. Sturm attractors for quasilinear parabolic equations. To appear in J. Diff.
Eq, (2018).
[16] P. Lappicy. Sturm attractors for quasilinear parabolic equations with singular coeffi-
cients. arXiv:1806.04019, (2018).
[17] A. Lunardi. Analytic Semigroups and Optimal Regularity in Parabolic Problems.
Springer Basel, (1995).
[18] H. Matano. Non increase of the lapnumber for a one dimensional semilinear parabolic
equation. J. Fac. Sci. Univ. Tokyo IA Math 29, 401–441, (1982).
23
[19] H. Matano. Asymptotic behavior of solutions of semilinear heat equations on S1. Nonlin-
ear Diffusion Equations and Their Equilibrium States II, eds. W.-M. Ni, L. A. Peletier,
J. Serrin, 139–162, (1988).
[20] M. Miklavcˇicˇ. A sharp condition for existence of an inertial manifold. J. Dyn. Diff. Eq.
3, 437–456, (1991).
[21] J. Pimentel. Unbounded Sturm global attractors for semilinear parabolic equations on
the circle. SIAM Journal on Mathematical Analysis 48 3860 – 3882, (2016).
[22] J. Pimentel and C. Rocha. A permutation related to non-compact global attractors for
slowly non-dissipative systems. J. Dyn. Diff. Eq. 28, 1–15, (2016).
[23] C. Sturm. Sur une classe d’e´quations a` diffe´rences partielles. J. Math. Pures. Appl. I 1,
373–444, (1836).
[24] M. Wolfrum. A Sequence of Order Relations: Encoding Heteroclinic Connections in
Scalar Parabolic PDE. J. Diff. Eq. 183, 56–78, (2002).
24
