The system mutual information of a multiple-input multiple-output (MIMO) system with multiple users which mutually interfere is considered. Perfect channel state information is assumed to be known to both transmitters and receivers. Asymptotic performance analysis shows that the system mutual information changes behavior as the interference becomes sufficiently strong. In particular, beamforming is the optimum signaling for all users when the interference is large. We propose several numerical approaches to decide the covariance matrices of the transmitted signals and compare their performance in terms of the system mutual information. We model the system as a noncooperative game, and perform iterative water-filling to find the Nash equilibrium distributively. A centralized global approach and a distributed iterative approach based on the gradient projection method are also proposed. Numerical results show that all proposed approaches give better performance than the standard signaling which is optimum for the case without interference. Both the global and the iterative gradient projection methods are shown to outperform the Nash equilibrium significantly.
improve the performance.
In this paper, we will focus on the optimum signaling for MIMO interference systems with feedback for flat Rayleigh fading channels. Both the transmitters and receivers are assumed to have perfect knowledge of channel state information. We also assume each receiver is performing single-user detection, which means that no multiuser detection techniques are employed.
Section II introduces the system model and formulates the optimum signaling problem. In Section III, the asymptotic behavior of the system mutual information is investigated analytically. In Section IV, several approaches to decide the signaling are proposed. Simulation results are given and discussed in Section V. Section VI gives the conclusions.
II. PROBLEM FORMULATION
We first introduce the notation in this paper. We use boldface to denote matrices and vectors.´¡µ £ denotes the conjugate. For a matrix , Ì denotes the transpose, Ý denotes the conjugate transpose, and ØÖ´ µ denotes the trace. For a matrix Ë × ℄, Ë · Ñ Ü´× ¼µ℄. Let Á denote the identity matrix and Ç denote the zero matrix.
We consider an MIMO interference system with Ä users, where each user employs AE Ø transmit antennas and AE Ö receive antennas, and suffers from cochannel interference from the other Ä ½ users. The transmitters of the Ä users are sending independent data, and the receivers are performing independent decoding with single-user detection. 
where À (AE Ö ¢AE Ø ) denotes the channel matrix between the receive antennas of user and the transmit antennas of user and Ò (AE Ö ¢ ½) is the noise vector. Both À and Ò are assumed to have independent and identically distributed complex Gaussian entries with zero mean and unit variance. The transmitted signal is denoted by Ü (AE Ø ¢ ½µ. For simplicity, we assume all of the interfering signals Ü ½ ¡ ¡ ¡ Ä are unknown to the receiver and we model each of them as being Gaussian distributed, the usual form of the optimum signal in MIMO problems. This model is well suited to the case where each user chooses his signaling without knowing the exact interference environment he will face. We normalize Ü such that the covariance matrix É Ü Ü Ý satisfies ØÖ´É µ ½ for ½ ¡ ¡ ¡ Ä. The signal-to-noise ratio (SNR) of user is , and is the interference-to-noise ratio (INR) of the interference which is generated by user and received by user 's receiver.
Given À ½ ¡ ¡ ¡ À Ä , the interference-plus-noise of user is 
We note that to compute the mutual information we compute Á ´É ½ ¡ ¡ ¡ É Ä µ or Á´É ½ ¡ ¡ ¡ É Ä µ by averaging over the random channel matrices À ½ ½ ¡ ¡ ¡ À Ä Ä . However, since the transmitter is assumed to have perfect channel knowledge we can maximize Á ´É ½ ¡ ¡ ¡ É Ä µ or Á´É ½ ¡ ¡ ¡ É Ä µ by maximizing Á ´É ½ ¡ ¡ ¡ É Ä µ or Á´É ½ ¡ ¡ ¡ É Ä µ for the given value of À ½ ½ ¡ ¡ ¡ À Ä Ä . Thus we obtain signaling matrices that depend on the channel matrices which is as one would expect in cases with feedback.
If we consider a single-user MIMO link for user , the optimum signaling problem is to find the optimum É to maximize Á ´É ½ ¡ ¡ ¡ É Ä µ given the interference from other users. It is well known that for a single-user MIMO link without interference, the capacity is achieved by water-filling if the transmitter has the channel knowledge [7] . This result can be easily generalized to a single-user MIMO link with fixed interference covariance matrix [14] . However, in this paper, we are interested in the Ä-user system performance Á´É ½ ¡ ¡ ¡ É Ä µ rather than the single-user performance Á ´É ½ ¡ ¡ ¡ É Ä µ. Let¨È Ë ½ É AEÊ¢AEÊ É is positive semi-definite and ØÖ´Éµ ½ , which is the convex set of positive semi-definite (PSD) matrices with unit trace. We study the optimum signaling problem of the Ä-user system, where the goal is to find the optimum É ½ ¡ ¡ ¡ É Ä ¾¨È Ë ½ which maximize Á´É ½ ¡ ¡ ¡ É Ä µ for known À ½ ½ ¡ ¡ ¡ À Ä Ä .
III. ASYMPTOTIC BEHAVIOR
In the MIMO interference system, there are multiple users which mutually interfere. If one user updates his covariance matrix, this will impact his own mutual information as well as the mutual information of the other users.
Generally speaking, the system capacity in (3) is not a convex or concave function with respect to É ½ ¡ ¡ ¡ É Ä . Therefore, the optimization problem is difficult to solve analytically or even numerically due to its complexity and non-convexity.
In this section, we investigate the convexity and concavity of the function for two asymptotic cases, that is, the case when the INR is extremely small and the case when the INR is extremely large. "A function is convex if and only if it is convex when restricted to any line that intersects its domain." [15] . Given 
We first introduce some useful results in the matrix differential calculus, which will be used extensively. Given a matrix function ´Üµ with the scalar parameter Ü, we have [16] Ü ØÖ´ ´Üµµ ØÖ ´Üµ
By applying (6) - (8) to calculate the derivative of (4), we derive
where
where Å À É À Ý and AE À À Ý . As the INR becomes sufficiently small, roughly speaking, Ê approaches Á, Ê Ø is proportional to , and Ê Ø · AE is dominated by AE . In other words, the second term inside the trace in (10) is proportional to ¾ , while has little impact on the first term. Therefore, the second term can be ignored, and we obtain
Consider a single term in the summation in (11 Remark: Consider the extreme case without interference ( ¼), where users become independent and the system mutual information becomes decoupled. By using the well-known fact that the single-user MIMO capacity is a concave function, we know that the system mutual information is also a concave function. Theorem 1 essentially extends this concavity to the cases with sufficiently small interference. Proof: Without loss of generality, we set
B. Large Interference
By investigating the convexity of Á ×´É½ µ restricted to any line, we can prove that Á ×´É½ µ is a convex function of
where ½ ½ ¾¨È Ë ½ and ½ ½ ½ is Hermitian. From (3), we have
We define À É À Ý and note that Ê ½ and ¾ ¡ ¡ ¡ Ä do not depend on Ø. By applying (7) and (8), we derive
For sufficiently large ½ , Ê is roughly proportional to ½ , which means that´Ê 
Therefore,
¼ when ½ is very large, which means that Á ×´É½ µ is a convex function of É ½ . 
where we employ the fact that È AEØ ½ ½. This means that for any É ½ , we can find a 1-stream signaling approach for user 1 which gives performance no worse than that of É ½ . By applying the same argument to all users, we conclude that we can always find a 1-stream approach which gives performance as good as or better than that of É ½ ¡ ¡ ¡ É Ä . Therefore, at least one of the optimum solutions employs 1-stream signaling for all Ä users. In other words, when the interference is sufficiently large, one optimum solution forces all users to perform beamforming along a certain direction, no matter how many transmit antennas they have.
IV. DIFFERENT SIGNALING APPROACHES
In the previous section, we discussed some properties of the system mutual information in two extreme cases.
However, to analytically solve for the optimum covariance matrices for general cases is very difficult. Therefore, in this section, we turn to numerical methods to address the problem. We will introduce several specific numerical algorithms to determine the covariance matrices of the transmitted signals and compare their performance and complexity.
A. Independent Water-Filling
The first approach, which we call "independent water-filling", employs the signaling which is optimum for the no-interference case. The transmitter of each user always pretends that there is no interference from other users, and performs traditional water-filling [7] according to the its own channel state information. To be more specific, user tries to maximize Á ´É ½ ¡ ¡ ¡ É Ä µ in (2) user is its own channel state information À , and the complexity is very low. Since this approach achieves optimum performance when there is no interference, we expect it to give performance close to optimum when the interference is weak. However, we do not expect it to perform well when strong interference is present.
B. Nash Equilibrium
If we assume the cooperation between users is not feasible, the problem can be modeled as a non-cooperative game, where each user is only concerned about his own mutual information rather than the system mutual information. To be more specific, each user is a player and user tries to determine the signaling strategy É to maximize his payoff Á ´É ½ ¡ ¡ ¡ É Ä µ (the mutual information of a single link) without cooperating with other users.
The non-cooperative game theory was also applied to some other problems where there are multiple users, including power control for wireless networks [18] [19] and DSLs [10] . The Nash equilibrium of a non-cooperative game is defined as a strategy profile in which no player could increase his expected payoff by unilaterally deviating from this profile [20] . In other words, each player's strategy is a best response to other players' strategies in terms of his payoff. At the Nash equilibrium of our MIMO interference system game, user should employ the covariance matrix which maximizes Á ´É ½ ¡ ¡ ¡ É Ä µ given the covariance matrices of the other users. That is, user should perform generalized water-filling when taking the interference from other users into account [14] . Mathematically, suppose À Ý Ê ½ À Ï Ï Ý , with Ï unitary and diagonal. User employs the covariance matrix
where is chosen to satisfy ØÖ´ Á ½ µ · ½. This is similar to independent water-filling except that À is replaced with Ê ½ ¾ À . The Nash equilibrium is reached only when the water-filling condition (18) is satisfied for all users simultaneously. Once the Nash equilibrium is reached, each user tends not to deviate from this point individually since any deviation would result in his own performance degradation.
However, É in (18) depends on É ½ ¡ ¡ ¡ Ä
implicitly. An explicit closed form for the Nash equilibrium solution É ½ ¡ ¡ ¡ É Ä is not available. To solve for the Nash equilibrium, we borrow the idea of iterative water-filling from [10] , which was applied to the DSL interference channel. The main procedure is: at any given time slot, one user updates its covariance matrix via water-filling according to (18) for the given channel and interference, and all users do this iteratively until the whole procedure converges. The information required by the transmitter April 26, 2003 DRAFT of user is its own channel state information À and the covariance matrix of the interference-plus-noise Ê .
Therefore, users can update their signaling covariance matrices in a distributed way provided the covariance matrix of the interference-plus-noise can be estimated. However, it is not obvious that this algorithm always converges in our MIMO interference system. It was shown in [10] that the iterative water-filling procedure converges under certain conditions for the DSL interference channel. As will be shown later, numerical results suggest that this algorithm might not always converge in our problem. Apparently a similar algorithm was proposed in [11] , but not from the game-theoretic point of view.
C. Global Gradient Projection Method
The nature of the Nash equilibrium is that users are competing with each other rather than cooperating to achieve a socially optimum point. As we have already pointed out, a change in the covariance matrix of one user generally results in a change of the mutual information of all users. Therefore, to achieve the system capacity, the transmitters must cooperate in a certain way when deciding their covariance matrices, so that the perfect compromise between the maximization of one's own mutual information and the minimization of the interference to other users can be achieved.
As mentioned before, due to the non-concavity of our optimization problem, it is almost impossible to develop a general algorithm to find the optimum solution. Nonetheless, we can develop some numerical algorithms based on known nonlinear programming techniques which, in general, give a suboptimum solution and provide a lower bound of the gain we can obtain by global optimization. However, considering the complexity of our problem, with matrix variables and matrix manipulations involved, we prefer simple algorithms. The gradient projection (GP) method [21] , which is an extension of the unconstrained steepest descent method to the convex constrained problems, is an excellent choice to serve our purpose due to its simplicity and its efficiency in dealing with certain constraints as we will show. In this subsection, we propose a global approach based on the GP method.
First we give a brief review of GP method. By making minor changes to the discussion in [21] to solve for the maximum instead of the minimum, we summarize the main idea underlying the GP method as follows: suppose we need to maximize a function ´Üµ over Ü ¾ , where is a convex set. Given an initial feasible point Ü ¼ ¾ , we update the value according to
where Ü Ü · × Ö ´Ü µ℄ (20) Here ¼ « ½ is the stepsize, × ¼ is a scalar, Ö ´Ü µ is the gradient of ´Üµ at the point Ü , and ¡℄ denotes the projection on the convex set . The projection solves for a point in which is closest to Ü · × Ö ´Ü µ in the sense of Euclidean distance, which becomes necessary when Ü · × Ö ´Ü µ does not fall in the desired set . Since Ü ·½ is a convex combination of Ü and Ü , Ü ·½ always belongs to due to the convexity of . The update procedure is repeated until it converges. Note that if Ü · × Ö ´Ü µ ¾ , then (19) becomes Ü ·½ Ü · « × Ö ´Ü µ, which is exactly the steepest descent approach. However, an extra projection step is introduced here due to the set constraint.
There are several important concepts and properties regarding the GP method: 1) Ü is called a stationary point if it satisfies Ö ´ Üµ Ü Ü ¼ for any Ü ¾ , which is a necessary condition for a local maximum. Here ¡ ¡ denotes the inner product. 2) Ü Ü in (19) is gradient related, which means that Ö ´Ü µ Ü Ü ¼, as long as Ü is not a stationary point. This guarantees that there exists some « such that ´Ü ·½ µ ´Ü µ.
3) The sequence Ü generated by (19) always converges to a stationary point, provided that « and × are chosen properly.
Our system capacity optimization problem is to maximize (3) over É ½ ¡ ¡ ¡ É Ä ¾¨È Ë ½ . By applying the GP method, we have the global GP algorithm as follows:
Algorithm 1: Global GP
Choose the initial conditions É ½´¼ µ ¡ ¡ ¡ É Ä´¼ µ.
until the maximum absolute value of the elements in É ´ µ É ´ ½µ ¯for ½ ¡ ¡ ¡ Ä.
Several rules for the selection of × and « were introduced in [21] and can be applied to this algorithm, including the limited minimization rule, Armijo rule along the feasible direction, and Armijo rule along the projection arc, etc. In the simulation results presented in Section V, the Armijo rule along the feasible direction will be used. 
However, to make the GP algorithm work for our particular problem, there are still two problems to be solved:
how to calculate the gradient, and how to project É ¼ ´ µ onto the constraint set¨È Ë ½ .
1) Gradient:
The gradient Ö É Á´É ½ ¡ ¡ ¡ É Ä µ depends on the derivative of Á´É ½ ¡ ¡ ¡ É Ä µ with respect to É .
It was shown in [16] that Ø´ µ Ø´ µ ¢ ´ µ ½ £ Ì . Based on this, we derive that
By applying (23) to (4), we obtain the derivative
where we use the fact that Ê does not depend on É . Further, for a function ´Þµ where Þ Ü · Ý is a complex variable, the derivative is defined as According to the convergence analysis in [21] , we know that Algorithm 1 converges to a stationary point É, which satisfies ÖÁ´ Éµ É É ¼ for any É ¾¨È Ë ½ . However, its complexity is quite high compared to that of iterative water-filling. A central control, which has access to all the channel state information and the covariance matrices of all users, is necessary. It performs the calculation and sends the information to all users so they can update their covariance matrices accordingly.
D. Iterative Gradient Projection Method
Based on the global GP method given in the previous subsection, we propose a distributed algorithm where users update their covariance matrices in an iterative way. At each iteration, one user updates his covariance matrix using the GP method while the covariance matrices of the other users remain unchanged, as described in Algorithm 2.
Algorithm 2: Iterative GP
Choose the initial conditions É ½´¼ µ ¡ ¡ ¡ É Ä´¼ µ. in Section III, we proved that Á´É ½ ¡ ¡ ¡ É Ä µ is a concave function when the INR is sufficiently small. In this case, any stationary point is also a global maximum. This assures that both algorithms converge to the optimum solution. In other cases when the function is not concave, we cannot guarantee that these algorithms converge to the global optimum since they may get stuck at some other stationary points. Nonetheless, both algorithms give very good results, as will be shown in the next section.
The advantage of this algorithm over Algorithm 1 is that all users do not need to update simultaneously, thus the centralized control is not necessary. Each user can update his own covariance matrix by himself as long as all the necessary information is known. Therefore, it is similar to the Nash equilibrium in the sense that each user tries to maximize a function individually. The difference is that here each user tries to maximize the system mutual information instead of the individual mutual information as in the Nash equilibrium. However, each user needs to know all the channel state information and the covariance matrices of all users, as in the global GP method. Its complexity is also comparable to that of the global GP method.
V. SIMULATION RESULTS
In this section, we compare the achieved system mutual information of different approaches described in the previous section, and use the properties in Section III to interpret the solutions. For simplicity, we always let
First we consider the symmetric case, where and for all and . Fig. 1, Fig. 2 and Fig. 3 plot the ergodic mutual information per user vs. INR ( ) for different SNR values for 2, 3 and 5 users, respectively. For the Nash equilibrium, the simulation results show that iterative water-filling almost always converges, and more than ± of the time it converges in less than 10 iterations. The non-convergence rate is around ½±, and we exclude the non-convergence cases when calculating the ergodic mutual information. For the global and the iterative GP methods, we choose ¼ ½, ¬ ¼ and¯ ¼ ¼½. In our attempts of changing the parameters or applying other rules for the parameter selection, we obtained almost the same ergodic mutual information curves. We also tried several choices of initial conditions: scaled identity matrices, the result of independent water-filling, and the Nash equilibrium. Although the convergence points for different initial conditions are not necessarily identical for every channel realization, the ergodic mutual information curves are extremely close to each other, and there is no evidence that one choice is better than another. In the figures we choose to show the performance curves for the case when the initial conditions use scaled identity matrices. Similarly, the global and the iterative GP methods give virtually identical performance curves (the curves were right on top of each other so we only give one), although they might not converge to the same point for every channel realization. Here we give results for the iterative GP method. In our simulation we found that more than ± of time both algorithms converge in less than 30 iterations.
Not surprisingly, among all approaches, independent water-filling is the worst, while the global and the iterative GP methods give the best performance. When the INR is small, as explained in Section IV, both GP methods actually achieve the optimum performance. Simulation results show that both independent water-filling and the Nash equilibrium give performance very close to the optimum for small INR. All approaches essentially converge to the same point when the interference is diminishing. We observe from Fig. 1 -Fig. 3 that the interference dramatically degrades the system performance. The degradation becomes more severe as INR increases or as the number of users increases. When the interference becomes strong, independent water-filling, as expected, causes significant performance degradation. Nash equilibrium always outperforms independent water-filling and improves the system mutual information greatly when SNR and INR are large. Both GP methods give dramatic improvement over the Nash equilibrium. To give a better idea of how much gain we get from the GP methods, we plot the contour of the performance difference between the Nash equilibrium and the iterative GP method. For example, Since the mutual information is a random variable, the distribution of the mutual information is more informative than the ergodic mutual information alone. As an example, the complementary cumulative distribution function of the mutual information is given in Fig. 5 for Ä
, SNR dB and INR ½¼ dB. It shows that the relative performance of different approaches for any outage probability is similar to that for the ergodic mutual information.
In particular, both GP methods outperform the Nash equilibrium significantly.
Now we consider the non-symmetric case, where we generate independent and randomly with uniform distribution between -5 dB and 10 dB, which are of practical interest. The ergodic mutual information per user is shown in Table I for a different number of users. Again the GP methods show significant performance enhancement over the Nash equilibrium. The larger the number of users, the larger the improvement we obtain from the GP methods.
When INR becomes very large compared to SNR, the Nash equilibrium is actually employing a 1-stream scheme, since the water-filling procedure automatically shuts down other streams. The global and the iterative GP methods, as observed in our simulation, also employ only one stream when INR is large. All these, in some sense, agree with Theorem 3 in Section III, which states that 1-stream signaling is optimum for large interference. However, dramatic differences are observed between the performances of these 1-stream signaling schemes. Although the Nash equilibrium seems to be a reasonable approach, it still has an obvious gap when compared to the GP methods.
VI. CONCLUSION
We studied the optimum signaling in the MIMO interference system for the feedback case from the mutual information perspective. We showed analytically the behavior change of the system mutual information when INR is increased from a sufficiently small number to a sufficiently large number. In particular, the system capacity is a concave function when INR is small, but is a convex function of each user's covariance matrix when INR is large.
Moreover, we proved that the optimum solution is a 1-stream approach for all users when INR is sufficiently large.
Several signaling approaches were proposed. Numerical results showed that in a practical environment where many users are present, the Nash equilibrium, regardless of its relatively low complexity, might not be good enough. The proposed global and iterative gradient projection methods showed evident improvement over the Nash equilibrium.
We also want to point out that all material presented in this paper will apply to the case where each user employs an arbitrary number of transmit and receive antennas, although we assumed that all users employ AE Ø transmit and AE Ö receive antennas for brevity in presentation. Moreover, we used the system mutual information defined in (3) as our optimization criteria, where all users have equal priority. However, the analysis in Section III and the proposed gradient projection methods can be easily extended with minimal changes to the cases where different priority is assigned to different users when calculating the system mutual information.
Our results show that a certain form of cooperation between users is highly desirable in an environment with excessive interference. The iterative gradient projection method is a possible choice since it is distributed and gives the same performance as the global gradient projection method. However, it requires complete information on the channel matrices and the transmitted covariance matrices, which might be prohibitive in practice. Our future work will concentrate on the search for a distributed algorithm which is less complex and requires less information than the iterative gradient projection method but gives better performance than the Nash equilibrium. 
