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DISCRETIZATION SCHEMES 
FOR LYAPUNOV-KRASOVSKII FUNCTIONALS 
IN TIME-DELAY SYSTEMS 
KEQIN G U 
This article gives an overview of discretized Lyapunov functional methods for time-
delay systems. Quadratic Lyapunov-Krasovskii functionals are discretized by choosing the 
kernel to be piecewise linear. As a result, the stability conditions may be written in the 
form of linear matrix inequalities. Conservatism may be reduced by choosing a finer mesh. 
Simplification techniques, including elimination of variables and using integral inequalities 
are also discussed. Systems with multiple delays and distributed delays are also treated. 
Finally, the treatment of uncertainties and input-output performance requirements are 
discussed. 
LIST OF NOTATIONS 
WT Transpose of matrix W 
W Derivative of W with respect to time t 
W(a) Derivative of W with respect to the argument and evaluated at a 
d\W(a7P) Partial derivative of W with respect to first argument a 
d1+2W(a,P) dlW(a,P)+d2W(a,(3) 
H,'R,k,'R,kxm T h e set of real numbers , A;-vectors and k by m matr ices 
r Time-delay 
n Number of s ta tes 
C T h e set of continuous TZn valued function on [—r, 0] 
JV Number of divisions of the interval [—r, 0] in discretization 
h Length of each division = j^ 
I Identity matrix of appropriate dimensions 
Okxrn kn by mn dimensional zero matrix 
Ir Matrix [O/vxi,/] 
Ii Matrix [7,0/vxi] 
Id =Ii-Ir 
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1. INTRODUCTION 
Time-delay systems are frequently encountered in engineering, biology, economy, and 
other areas [18]. In the wake of intensive research on the robust stability and control 
theory, the stability and control of time-delay systems has received renewed inter-
ests. The development of efficient computational algorithm for nonsmooth convex 
optimization problem [29], which made it possible to efficiently solve Linear Matrix 
Inequalities (LMI) [1, 5], inspired intensive activities to formulate such problems in 
an LMI form. I will only mention some more recent activities in the time-domain 
approaches using Lyapunov-Krasovskii and Razumikhin methods. For a more com-
prehensive survey, see [25, 32] and [23]. 
For systems with small coefficient matrix for the delayed term, a delay-independent 
stability criterion, based on a rather simple Lyapunov-Krasovskii functional argu-
ment, is often sufficient in practice. This formulation considers the delayed term of 
the system as always detrimental to stability. For many practical systems, the 
delayed inputs are often needed to stabilize the system. Obviously, the delay-
independent stability would be inappropriate in such situations. 
For systems with small delay, a model transformation technique is often used to 
transform a system with a point-wise delay into one with a distributed delay, and 
a rather simple Lyapunov-Krasovskii or Razumikhin stability criterion is used to 
the resulting system. There are still many recent publications in this approach, see, 
for example, [28] and [3]. The resulting stability criteria explicitly depend on the 
delay (delay-dependent), and often reflect the reality better. For relatively large 
delay, however, this method can be rather conservative. One source of conservatism 
is due to the application of Razumikhin theory or the type of Lyapunov-Krasovskii 
functionals used. The other conservatism is due to the fact that the model transfor-
mation may introduce additional poles which are not present in the original system, 
and one of these additional poles may cross the imaginary axis before any of the 
poles of the original system do as the delay increases from zero [16, 24]. Another 
shortcoming of the above mentioned results is that the corresponding system with-
out delay needs to be stable. It is well known that there are systems which are 
stable with some nonzero delay, but is unstable without delay. However, for systems 
where the time-delay may be fast time-varying, Razumikhin approach remains the 
only method available. 
To resolve these problems, a discretized Lyapunov functional method turns out 
to be very effective. In this article, I will give an overview. The basic ideas of 
discretized Lyapunov functional method, initially proposed in [6] for systems with 
single constant delay, is to choose a piecewise linear kernel for a quadratic Lyapunov-
Krasovskii functional. A series of stability criteria in the form of linear matrix 
inequalities (LMIs) [1] can be generated depending on the grid size of the discretiza-
tion. Computational experience shows that with a coarse grid, significant reduction 
of conservatism is achieved with similar computation requirement as compared to 
most of the existing methods using Lyapunov-Krasovskii methods. As grid size 
decreases, and computational requirement increases, true stability limit can be ap-
proached for systems without uncertainty. A more general setup was proposed in 
[10] showing the possibility of improved accuracy at a cost of more computation. 
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A technique to simplify LMIs by eliminating some variables was developed in [9]. 
This technique made it possible to allow the relaxation parameters to depend on the 
uncertainties since they can be subsequently eliminated. Reduction of conservatism 
may be achieved for uncertain systems with at least three states. Another technique 
to simplify the LMIs is to utilize a quadratic integral inequality [11]. It turns out 
that a combination of the two techniques may dramatically improves the results [12]. 
The applicability of discretized Lyapunov functional method can be extended to 
more complicated systems as well. Systems with multiple delays was discussed in 
[8]. Due to the possibility of incommensurate delays, a particular challenge is the 
necessity to use nonuniform grid. Systems with distributed delays and piecewise 
constant coefficients were investigated in [15] and [14]. Systems with time-varying 
delay with known derivative bound of the delay with respect to time were treated 
in [13] and [20]. 
An important issue investigated in, for example, [28] and [3] is the system un-
certainty. For norm bounded uncertainty, it was shown in [19] that a significant 
reduction of conservatism can be achieved as well using discretized Lyapunov func-
tional method as compared to previous methods. For more general setting, similar 
to systems without time-delays, it is often possible to "pull out uncertainties" and 
write an uncertain time-delay system as a time-delay system without uncertainty 
with a block-diagonal uncertainty in the feedback path [2, 4, 33, 34]. The perfor-
mance specification of limiting the ratio between output norm and disturbance input 
norm is equivalent to one additional uncertain block. The stability of such systems 
with block-diagonal uncertainty was treated in [7]. Although only systems with sin-
gle delay was treated, there is no additional conceptual difficulty in extending the 
formulation to systems with multiple delays or distributed delays with piecewise con-
stant coefficients. With this in mind, the discretized Lyapunov functional method 
can be used in a wider class of systems. For example, for a general distributed delay 
system, one may approximate the system by a distributed system with piecewise 
constant coefficients, with the errors modeled as uncertainty. Similarly, such a sys-
tem may also be approximated by a system with multiple delays with uncertainty 
to account for the errors. 
In this article, I will give a brief overview of the above mentioned results, trying 
to bring out the essential ideas. The readers may refer to the original articles listed 
in the reference section for technical details. 
2. QUADRATIC LYAPUNOV-KRASOVSKII FUNCTIONAL 
Let us start by considering the stability of the linear time-invariant system with 
single time-delay 
x(t) = Ax(t) + Adx(t - r) (1) 
with initial condition 
x(t) = <j>(t), -r<t<0. (2) 
With experience on the Lyapunov function method in studying systems without 
time-delay, it is tempting to use a Lyapunov function V(x(t)) as a quadratic function 
of x(£), the state x at the current time t. Due to the fundamental work of Krasovskii 
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[27] on a more general type of systems, it becomes clear that such a Lyapunov 
function is not sufficient. One needs to use a Lyapunov function V which depends 
on all the values of the state x in the time interval [t — r,t], i.e., a Lyapunov-
Krasovskii functional V(xt), where the function xt : [—r, 0] —> R
n is defined as 
xt(6) =x(t + 9). 
This is not surprising in view of the fact that xt is the minimum information needed 
to predict the future evolution of the time-delay system (1) after time t while x(t) 
is sufficient to predict future trajectory of a system without time-delay. 
If system (1) is stable, Infante and Castelan [22] proposed an explicit procedure 
to construct a quadratic Lyapunov-Krasovskii functional. Huang [21] extended the 
procedure to a more general time-delay system. A consequence of these results is 
that the existence of a quadratic Lyapunov-Krasovskii functional V(xt) of the form 
V(4>) = \cj>T(0)PcP(0) + 4>T(0)J_ Q(0<fi(0dt 
+\J_r ^J%
T(OR(^,v)Hv)dv + \J_ <t>T(0S(0M0<iZ, (3) 
satisfying V(xt) > 0 and V(xt) < 0 whenever x(t) ^ 0 is a necessary and sufficient 
condition for system (1) to be stable. In the above, 
p є 7гnxn, p = PT > o, (4) 
Q [-r,0]^K
nxn, (5) 
s [-r,o]->тгnxn, sт(0--= 5(0 > o, (6) 
R • [-r,0]x[-r,0]-^Rn X n, 
R(њO = Rт(í,ri). (7) 
Theoretically, we may choose 5 = 0 and R(^rj) = R(£ — rj) (i.e., R depends only 
on the difference of £ and rj) according to [21]. However, we choose to use this more 
general form, and will comment on the effects of restricting to a more special form 
in view of our objective in arriving at a practically computable criteria, as well as 
applying to a more general type of systems. 
The systems considered here may be expressed as 
x(t) = A(t) x(t) + B(t) x(t - r) , (8) 
where A(t) G TZnxn and B(t) G 7lnxn are uncertain matrices, which are unknown 
and possibly time-varying, but are known to be bounded by some compact set fi, 
i.e., 
(A(t),B(t)) EQC Rnx2n, for all t G (O-oo). (9) 
When the set Cl is a singleton, then the system expressed by equations (8) and (9) 
reduces to a system without uncertainty expressed in (1). We will often suppress the 
explicit dependence of A and B on time t in the following discussions for the sake 
i r° ,° 
- 2 L d í L 
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of convenience. The derivative of V(xt) along the system trajectory, V(t,xt), can 
also be expressed in a quadratic form, after integration by parts and consolidating 
terms, as follows: 
V(tA) = -\ct>T(0)[-PA - ATP - Q(0) - QT(0) - S(0)]<f>(0) 
-l<f>r(-r)S(-r)cf>(-r) - \ j " 4>T(0S(0H0^ 
</>T(0!31+2i?(£, 17) <f>(v) dr/ + f(0)[PB - Q(-r)]<f>(-r) 
+<t>T(0) f [ATQ(0 - Q(0 + RT(S,0)]<t>(O<X 
J — r 
+<t>T(-r) J_ [BTQ(0 - RT(£, -r)]<t>(£) d£. (10) 
The explicit dependence of t by V arises due to the possibility that A and B may be 
time-varying. One may use Lyapunov-Krasovskii functional to study the stability 
of a time-delay system based on the following theorem. 
Theorem 1. The system (8) is asymptotically stable if there exists a quadratic 
Lyapunov-Krasovskii functional V(xt) of the form (3) such that for some e > 0, it 
satisfies ^ 
v(4>)>e<pT(o)<p(o), (11) 
and its derivative along the solution of (8) satisfies 
V(t,4>)<-e<f>T (0)0(0). (12) 
The theorem is a special case of Theorem 2.1 in Chapter 5 of [18] by restricting 
V(xt) to the form (3) (notice, the additional condition V(</>) < K\cf)\
2 for some 
sufficiently large K > 0 required by [18] is automatically satisfied since this quadratic 
Lyapunov functional is clearly a bounded quadratic form). The theorem roughly says 
that a system is assured of asymptotic stability if we can find a quadratic Lyapunov-
Krasovskii functional V(xt), such that V(xt) > 0 and its derivative along the system 
trajectory satisfies V(t,xt) < 0 whenever x(t) = xt(0) ^ 0. 
It is important to note that the above criterion can detect stability for a system 
which is unstable if the delay r is set to zero. 
Unfortunately, the search for such a Lyapunov-Krasovskii functional is not easy 
in practice. Even if V is given, there is no systematic way of determining whether 
it satisfies conditions (11) and (12). Therefore, a discretization process is proposed. 
3. DISCRETIZATION 
The discretization discussed here is mainly from [10]. The simplified version is from 
[6]. Let h = r/N and di = — r + i/i.This divides the interval 
X = [ - r , 0 ] 
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into iV small intervals, 
Ii = [0i-u0i], i = l ,2, . . . ,IV. 
It also divides the square region 
s = [-r,0]x[-r,0] 
into N x N small square regions 
Sij = [.i_!,9i) x [.,-_!,6j], itj = l,2,...,N. 
Each small square is further divided into two triangular regions 
73 = {(*,_!+aMi_1+/3fc) I o i f i / i ' } ' 
Tj = {(0.-1+aM;-i+/?/>) I o | ? i a }• 
Choose Q and S to be continuous in I and linear within each 2^, and I? to be 
continuous in S and linear within each T^ and 7^. Then, the quadratic Lyapunov-
Krasovskii functional (3) is completely determined by the matrices P , Qi = Q(9i), 
Si — S(6i), and Rij = I?(#i, 0j), i , j = 0 ,1 ,2 , . . . , N, since, for example, the value of 
I_(£, ry) within Tij may be calculated by linear interpolation R(6i-i +ah, 6j-\ +(3h) = 
(1 — /3)Ri-ij-i + aRij + (P — a)Ri-ij. Introduce notations 
0*(a) = 0(^_x+a/i) , 
^ ( a ) = | V ( r ) d r , 
^(a) = (^(a),^(a),...,^(a)r, 
<fta) = (^(a),^(a),...,^T(a)r. 




±[p-u] + z{0 Q{0-w{ç) 
[Q{0-w{0]т 5(0 
ФФ) 
m >dt ( 1 3 ) 
where W(£) and Z(£) are arbitrary continuous piecewise linear matrix functions 
determined by Wi and Zi of the same structure and symmetry as Q(£) and S(£), 
respectively; and Z(£) is further required to satisfy 
/ : 
Һ. 
Z{0 dЄ = - {Zo + ZN) + h J2 Zt = 0. (14) 
i = l 
Discretization Schemes for Lyapunov-Krasovskii Functionals in Time-Delay Systems 485 
It is therefore obvious that condition (11) is satisfied if the two matrices in the inte­
gration in (13) are positive definite. Based on this observation, after some additional 
derivation, we can arrive at the following theorem. 
T h e o r e m 2. With the continuous piecewise linear Q, S and R chosen, the Lya-
punov functional satisfies (11) if there exist n x n matrices Wi, i = 0 , 1 , . . . , JV and 
U = UT such that 
' U W 
and 
where 
Wт Ř > 0 , 
(P-U)/h Q-W 
(Q-W)т Š ] > ' 
R 




\ RNo RNI • • • RNN J 
W = (W0,WU...,WN), 








Similarly, the V(t,cf)) may also be expressed as 
V(t,<t>) = -\j\<t>T(0),4>T(-r)MT(a)) 
A - T + (1 - 2a)Y D(a) - X \ 
(D(a)-X)T i 5 d ) 
0(0) \ i / f1 \ 
4>(-r) d a - - U T ( O ) , 0 T ( - r ) , / l / tf>
T(a)da 
hl(n\ I




0 ( - r ) 
for arbitrary matrices Tij, Yij and X{, i,j = 1,2, where 
A u = -PA - A
TP - QN - Ql - SN, 
A 1 2 = PB-Qo, 
A 2 2 = so> 
A - (-дY2 дf 2
1 2 ) ' 
(21) 
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Dk u \ i 
















\ RdN\ RdN2 • • • RdNN ) 
Rdij — y(Rij — Ri-\,j-\)> 
Һ 
1 
-4 Qi-i+k - T(QÍ ~~ Qi-\) + Ri-\+k,Iv? 
-O.i = -^ Qí-i+fc - - R i - i + M ' 
^ = ( ^ 1 D)2 . . . D * , ) , 
i 




- ( l - a ) L > ° - a . D l , 
-^l l xl2 • • • -XljV 
X21 X22 • • • X2N 
(22) 
It is again obvious that condition (12) is satisfied if the two matrices in the above 
expression are positive definite, leading to the following theorem after some manip-
ulations. 
Theorem 3. With the piecewise linear Q, S and it! chosen, (12) is satisfied if there 
exist n x n matrices 
Xijt i = l ,2; j = l ,2 , . . . , /V, 
and 
TT — T • Y? — Y i î — 1 2 
-Lгj — - jn Ã гj — J Зг> -*-J — - -?-> 
such that 
(^l)-* 
( A-T + Y -D° - X \ 
\(-D°-X)T ìsd J
> ( 
( A-T + Y -D^-X \ , 





for all (A,B) € ST 
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When CI is polytopic, one only needs to check the condition (23) to (25) at the 
vertices of Jl. The above two theorems indicate that system (8) is stable if the 
LMIs (15), (16) and (23) to (25) have a solution. As IV increases, the conservatism 
decreases, eventually approaching the true stability limit if the system does not have 
uncertainty. 
It is possible to further simplify the LMIs by introducing some constraints, and 
still guarantee the convergence to the true stability limit for uncertainty-free system 
as is discussed in [10]. This reduces the formulation to the version discussed in 
[6]. This results in less computational effort required to solve LMIs with the same 
_V. The convergence rate, of course, will be slower, and the result may be more 
conservative even for _V -> oo for systems with uncertainty. 
Example 4. This example was studied in [28] and [30]. This is a linear time-
invariant time-delay system without uncertainty 
- 2 0 \ „v , / - 1 0 
0 -0.9 H ) + I -1 -1 x(t) = ( o 2 _„»><•>+(:! °i )*<«->• (26) 
The maximum time-delay for stability, r m a x, can be calculated analytically (find r 
such that there is a pole on the imaginary axis, the true stability limits of the other 
examples are obtained similarly) as 6.17. The complete version consisting of LMIs 
(15), (16) and (23) to (25), and the simplified version discussed in [6], are used to 
estimate the maximum delay, r m a x , for the system to retain stability with different 
N. The results are listed in the following. 
N 1 2 5 10 20 
Complete 5.30 5.74 6.07 6.14 6.16 
Simplified 5.30 5.74 5.99 6.06 6.10 
As expected, the complete version converges to the true stability limit much 
faster. 
The next example illustrates the application of the approach to a polytopic un­
certain system. 
Example 5. Consider the following uncertain system, 
x(t) = 
where 
- 2 + ,9(ŕ) p(t) 
p(t) -0.9+ p(t) ) * « > + ( -
1 + Г _,_%„)«<«->. 
\p(t)\ < o.i. 
It can be modeled as a system with polytopic uncertainty set SI with 2 vertices 
(Ai,Bi), i = 1,2, where 
A l = ( -0.1 -1.0 ) ' B l = { -1 -0.9 J ' 
. / -1.9 0.1 \ R _ ( -0.9 0 \ 
M = { 0.1 -0.8 f B 2 ~ { - 1 -1.1 F 
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The maximum delay for stability r m a x are estimated using the two methods men­
tioned above, and are summarized in the following table. Again, the complete version 
shows better results. 
ЛГ 1 3 5 10 
Complete 2.37 2.58 2.62 2.64 
Simplified 2.36 2.55 2.59 2.61 
4. IMPROVEMENTS 
While the methods discussed in the last section can theoretically produce very ac­
curate results, it requires rather extensive calculation. Indeed, in large N, it often 
requires hours of calculation in a personal computer to produce the above numerical 
example. It is therefore clearly of interest to improve the above formulations. 
4.1. Variable elimination in LMIs 
The first method of improving the above results is the elimination of matrix variables 
in LMI proposed in [7]. In addition to the possibility of simplifying the LMIs by 
eliminating some relaxation parameters such as VV(£)? -* a ^ s o makes it possible to 
allow some relaxation parameters such as X in the LMIs to vary with the uncertainty 
(A,B) G ft, resulting in less conservative stability criteria for uncertain systems. 
Although the resulting matrix inequalities involving, say X(A,B), are difficult to 
solve directly, they can be eliminated from the LMIs analytically. The basis of the 
simplifications are the following three facts: 
Proposition 6. (Elimination of an off-diagonal independent variable) There exists 
a matrix X such that 
P Q X 
QT R V ) > 0 (27) 
XT VT S 
if and only if 
\QT RJ 





Corollary 7. (Elimination of related off-diagonal variable) There exists a matrix 
X such that 
P Q+XE X 
(Q + XE)T R V | > 0 (30) 
XT VT S 
if and only if 
P Q 
Qт R-VE-ETVT + ETSE 
)>. ( * £ ) > a 
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Propos i t ion 8. (Elimination of a common matrix variable in a diagonal entry of 
two LMIs) There exists a symmetric matrix X such that 
( V £ ) > »• <M> 
( V I) > ° (32> 
if and only if 
R1+P2 <Эl 2 
QT Ri 0 ] > 0. (зз) 
Ql 0 B2 
The above three results are still valid for a continuum of LMIs. For example, 
Proposition 6 may be extended as follows: Let P, Q, i?, 5, V are continuous matrix 
functions of a parameter 0, and 0 is a compact set. There exists a continuous matrix 
function X of 0 to satisfy (27) for all 0 E 0 if and only if (28) and (29) are satisfied 
for all 9 G 0 . 
Using the above to eliminate relaxation parameters U and W in (15) and (16) 
results in an equivalent set of LMIs: 
R > 0, (34) 
S > 0, (35) 
(И^)>°- (36) 
For the conditions on the Lyapunov derivative, it turns out that (23) to (25) are still 
sufficient condition for (12), even though the parameters Xi, Tij and Yij are arbitrary 
continuous functions of uncertain matrices A and B. Obviously, in general, this will 
be less conservative than (23) to (25) with constant parameters. Eliminating these 
parameters using the above three facts results in two LMIs: 
A | ( ^ + ^ ° ) UDl-D°) \ 
\Sd + Rd 0 > 0 (37) 
symmetric j^Sd / 
Rd > 0. (38) 
To summarize the above discussion, a system is stable if the LMIs (34) to (38) 
(which we will refer to as the modified criterion) have a solution. Of course, the 
solution should satisfy these LMIs for all possible system matrices in the uncertainty 
set {A,B) e f t . 
Numerical calculation shows that the simplified version after variable elimination 
may give less conservative results for uncertain systems. It is interesting to note that 
such improvements of accuracy is not found in the calculation tried by the author 
for systems with two states (i.e., x has two components) [12]. 
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4.2. Quadratic integral inequality 
A very useful quadratic integral inequality was proposed in [11]. It may be used to 
give less conservative result, especially if it is used in combination with the variable 
elimination technique. The results in this subsection is from [11] and [12]. The 
following quadratic integral inequality plays a central role. 
Lemma 9. For any symmetric positive definite constant matrix M G 7Zmxm, 
scalar 7 > 0, vector function u : [0,7] -» 7lm such that the integrations in the 
following are well defined, then 
7 £ u>T(0)Mu,(l3) d/3 > (£ u>(0) d/?) M ( j f u(/3) d/j) . (39) 
Indeed, the above is a special case of Jensen's inequality since xTMx is a convex 
function of x. 
Using (39), it can be shown that 
vs(<P) = \fr<t>
T(0S(0<j>(0d£ 
> y f [ ^ T ( l ) / r - ^ r ( a ) J d ] 5 [ ^ ( l ) - i J i 3 ( a ) ] d a (40) 
where 
S = diag(S'u,Si,...,S/v). 
As a result, it is possible to prove that a sufficient condition for (11), is 




It is interesting to compare the above conditions with (34) to (36), which is equivalent 
to (15) and (16). The condition R > 0 is no longer needed, which saves computation, 
and has an effect of making the criterion less conservative. On the other hand, the 
first and last entries of S no longer have a coefficient 2 as compared to S, which 
tends to make the criterion more conservative. An alternative condition which is 
more complicated than the above conditions, but can be theoretically shown to be 
less conservative than (34) to (36), is also proposed in [12]. 
For Lyapunov derivative condition, some manipulation using a combination of the 
above quadratic integral inequality and variable elimination yields a substantially 
improved result similar idea in combination with the variable elimination technique 
are used. The resulting sufficient condition for (12) is 




í Sä + Rd 0 >0 . 
isd 
(43) 
Notice, not only the condition (38) is no longer needed, but the coefficient in the 
(3,3) entry above is three times as large as compared to (37), making this criterion 
substantially less conservative. Indeed, a few seconds of computation using the above 
formulation often gives results of similar or higher accuracy which requires hours of 
calculation using the results described earlier. 
Example 10. Consider 
x(t) 
0 -0.9 
x(t) + -1 0 
- 1 -1 
x(t — r). (44) 
Use the criterion discussed in this subsection, the resulting rm a x are listed in the 
following 
N i 2 3 
rmax 6.059 6.165 6.171 
It is clear that the convergence to the analytical solution is greatly accelerated as 
compared to the results presented in the last section. 
Example 11 . Consider the following uncertain system, 
x(t) = 
where 
-2 + p(i) 
P(t) 
P(t) 
-0.9 + p(t) x(t) + 
- 1 + P(í) 0 
Л-p(t) 
x(t — r) 
\p(t)\ < 0.1. 
Using the stability criterion discussed in this subsection, the estimated r m a x 1s 
listed in the following table: 
N i 2 3 
rmax 2.628 2.653 2.654 
The dramatic improvements of accuracy with identical N is again easily seen. 
Example 12. This example has not been published before, and is included here 
to illustrate the fact that discretized Lyapunov functional can be used to detect 
the stability of a time-delay system which is unstable without delay. Consider the 
system 
x(t) - 0.1x(t) + 2x(t) - x(t - r) = 0. 
This system is clearly unstable for r = 0. The system is stable for r £ (rmin,rmax)-
The stability criterion in the subsection with different N is used to estimate rm in 
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and r m a x . The computation consists of sweeping through a range of r with relatively 
large step size, and a bisection process near the lower limit rmm and the upper limit 
rmax- The result is listed in the following table along with the true stability limits 
N i 2 3 true limits 
Tmin 0.1006 0.1003 0.1003 0.1002 
Гmax 1.4272 1.6921 1.7161 1.7178 
5. SYSTEMS WITH MULTIPLE DELAYS 
In this section, we will consider the uncertain system with multiple time-delays 
K 
ż(í) = 5> ť(ŕ) *(*-»-'), 
where 
i = 0 
0 = r ü < r 1 < . . . < r к = r к 
(45) 
(46) 
are time-delays, and Al(t) G Tinxn, i = 0 , 1 , . . . , K are the uncertain matrices. The 
exact values of Al(t) at any given t are unknown and possibly time-varying, except 
that they are bounded by a known set 
(A°(t),A1(t),...,AK(t)) € f i . foranyf > 0 . (47) 
Due to the complexity of the formulation, we will only mention the main features of 
the formulation. For details, see [8]. The Lyapunov functional chosen is 
v(4>) = ^r(o)p<Ko) + f > r ( o ) / Qť(0tf(í)d£ 
z t = l J - r i 
- i=\ J-ri 
1 .=1 Iťi J-r' J-ri 
(48) 
with P = PT, Q{(0, S*(0 = SiT(0, Rij(Z,ri) = RjiT(v,0 continuous. It is 
sufficient to restrict to 
for % = 1,2,..., K - 1 and j = 1,2,..., K - 1, 
Q*(f) = Ql = constant, 
S*(f) = 5* = constant, 
RVfan) = -Rfi = constant, 
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without loss of generality. A tedious calculation shows that the derivative of Lya-
punov functional is again a quadratic expression 
V(t,4>) = - ^ E E ^ - O A ^ - r ' - ) 
i=0 j=0 
+E £ <f>T(-rWj f m d£+E ^T(-r') f niK^ #od^ 
i=0 j=l J~r' i=o J-r 
-\ f 4>T(OSK(04>(0^-Y, f 4>T(0^ f RiK(v)<l>(ri)dv 
- J-r i=1 J-r
x J-r 
4 / V ( 0 d £ / _ ° [ ( I + | - ) -?**(*, »>)] 0(.7)dt7, (53) 
where the matrices A1J and IIU depend linearly on Lyapunov functional parameters 
P, Q\ Sl and J?tJ, and also depend linearly on system parameters A1. 
In discretization, the mesh needs to be compatible with the delays in the sense 
that each delay needs to be exactly at a dividing point of the mesh. This may man-
date a non-uniform mesh due to the possibility of incommensurate delays (i.e., the 
ratio between two delays is irrational). Even in the case of commensurate delays, a 
uniform mesh compatible with such delays may require too many dividing points for 
efficient computation. Therefore, the formulation here will be based on nonuniform 
mesh. Divide the interval [—r,0] into N segments of length /ip, p = 1,2,...,1V. 
Then the dividing points can be calculated as 
v 
0- = - ] £ / i g i p = 0,l ,2, . . . ,1V, (54) 
q=l 
and the pth segment starting from the origin is [0p ,0p-i]. Notice, this convention 
of index direction is opposite to the single delay case discussed in Section 3. The 
division is made in such a way that 
N{ 
r{ = -6Ni=J2
h<» * = 0,l,...,tf, (55) 
9 = 1 
0 = N° <NX <---<NK = N. (56) 
It is useful to define, for p = 0 , 1 , . . . , N, 
Mp = m i n { i | i V
i > p } . (57) 
In other words, Mp can take K + 1 distinct values 
f i, if N{-1 <p<Nl for some 0 < i < K, 
1 0, if p = 0. 
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Then, the discretized Lyapunov-Krasovskii functional can be expressed as the fol­
lowing quadratic expression: 
v(4>) = \J\<!>T(0) * T \ijm-iJ^(a)]T) 
P-U Q-V Qк -
Qт-Vт Ř ћ к 
QKT _ÿкт Rкт Rкк 
ф(0) 
Ф | da + 
Ijф(l)-Iтф(a) 
Vк 
1 p = l J0p 















and its derivative can be expressed in another quadratic expression: 
V(t,ф) • -10 ФT ФTH ) 
A + (l-2a)Y-T X-Il(a) \ 





R'к' ( t 
-\fo daJo
Q(4>T(a) j>T(P) ) 
( W R'KK \ ( ]>(a) \ 
{-R'KK z ){m)di 
/0 Ф(a) da 
(59) 
The notations in the matrices expressions can be found in [8]. The last term of 
the above expression is needed only for the case of non-uniform mesh. For uniform 
mesh, R'KK = 0, and therefore, we may set the relaxation parameters W = Z = 0. 
Again, the stability conditions can be obtained from the positive definiteness of the 
matrices in the quadratic expressions. Due to space constraint, the final LMIs for 
stability will not be repeated here. Two numerical examples are presented in the 
following to illustrate the effectiveness of the method. 
Example 13. Consider the following uncertainty-free time-delay system (there 
was a printing error in [8] in the (2,2) entry of the first term below) 
* ( * ) = ( ( i ~ 2 ° 0 . 9 ) * ( * ) + ( Z\ ° 1 ) [ 0 . 0 5 x ( t - 0 . 5 r ) + 0.95x(t-r)]. 
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It is not difficult to find that the maximum time-delay r for retaining stability is 
rmax = 8.59. 
Divide [—0.5r, 0] into Ndl uniform segments 
and [—r, —0.5r] into Nd2 uniform segments 
• ,Ndu 
0.5r 
,p = Ndl + l,Nd2 + 2,...,Ndl+ Nd2. 
The estimated maximum delay r n 
following table. 
for guaranteed stability is presented in the 
Ndl 
Nd2 
1 2 3 4 
1 8.25 8.27 8.27 8.27 
2 8.44 8.47 8.48 8.48 
3 8.50 8.53 8.53 8.54 
4 8.52 8.55 8.56 8.56 
It is clear that good results can be obtained by even very coarse mesh. The con­
vergent trend to analytical solution is also clear. It should also be noticed from the 
above table that a judicious choice on the distribution of segment size can produce 
better results with fewer dividing segments. 
Example 14. This example considers the uncertain system 
x(t) 
• ( 
-2 + p(ť) p(t) 
p(t) -0.9 + p(t) 
x(t) 
+oлм-:+'«> v , ( í >И-тз - ì 
where p is a time-varying parameter satisfying (there was a printing error in the 
following uncertainty bound in [8]) 
|p(*)l <0.05, for all «. 
Notice, also, that the ratio of the two delays is an irrational number, which is 
known to present difficulty in spectrum type of stability computation. This does 
not present any special difficulty for the scheme proposed here. Similar to the last 
example, divide [—r/\/3,0] into Ndl = 3 segments, and [—r, — r/y/S\ into Nd2 = 2 
segments. The computation gives a maximum delay 
>5.75 
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for guaranteed stability. 
Of course, one may also use the variable elimination and integral inequality to 
improve the stability criterion for multiple delay case. The process is much more 
tedious, but the extent of improvement is similar according to the investigation by 
the author, and will be described in a future work. 
6. DISTRIBUTED DELAY WITH PIECEWISE CONSTANT COEFFICIENTS 
In this section, we will consider dynamical systems with distributed delays: 
x(t) = f A(6) x(t + 9) d9. (60) 
J — r 
The coefficient matrix A(6) is assumed to be piece wise constant. Similar to the 
multiple delay case discussed in the last section, it is necessary to include all the 
discontinuous points of A(9) in the dividing points of the mesh in discretization 
process. This will insure that the coefficient matrix be constant within each segment. 
Therefore, non-uniform mesh is again usually necessary. The materials in this section 
are mainly from [14] and [15]. 
Use the quadratic Lyapunov-Krasovskii functional (3), its derivative along the 
system trajectory can be calculated as 
V(t,<f>) = -\(4>T(0) <pT(-r) ) 
-Q(0)-QT(0)-S(0) Q(-r) \ ( 0(0) 
QT(-r) S(-r) ) \ <j>(-r) 
- ( <j>T(o) 4>T(-r) ) J° ( £ [ | j ) <p(0 dt-\ J°r 4>
T(0S(0 HO d£ 
<j>T(0[d1+2R(Z, r,) - A
T(()Q(V) ~ QT(OA(vM(ri) dt}. (61) 
- - / > / : 
The discretization is similar to the last section. Divide the interval [—r, 0] into N 
segments of length hp, p = 1,2,. . . , N. Then the dividing points 6P, which should 
include all the discontinuities of -4(£), can be calculated by (54), and the pth segment 
is [6p,9p-i]. Within pth segment, A(£) is a constant, which will be denoted as Ap. 
With Q, /5, R continuous piecewise linear, it turns out that the expression for the 
discretized Lyapunov-Krasovskii functional is very similar to the case with uniform 
mesh: 
V(4>) = \j\<f>T(0) [ITi>(l)-ITi>(a)]T) 
( P-U Q-V\(4>(0) \ 
\QT-VT R ){lTi,(l)-lJj(a) ) d a 
^r<™ ™>w-$)($)* 
Discretization Schemes for Lyapunov-Krasovskii Functionals in Time-Delay Systems 497 
Therefore, the sufficient conditions for (11) has similar form as single point delay 
case. The following is another equivalent form of sufficient condition for (11): 
u - v r ' H ' {% D>O, ,=«,,-,» 
where 
u = _Z^-(up-1 + up). 
The expression for the derivative V is more complicated: 
- Q o - Q á - S o QN П°(a) 
Sлr ПҶa) 
sym 5 ' 
V(tA) = -_f\<t>T(0) <t>T(-r) iT(a)) 
_( -T + Kl-2a)Y X \](if
]AA 
+y*T «*"[$$ r 
- 5 ( ^ ( 0 ) <f>
T(~r) / 0
1 ^ ) d a ) ( _ x T R,_ATQ_QTA ) « . - ? > 
- i r*r<* w *»)(?3. ) (®)* 
where, 
0 ( a ) = -aWR - (1 - a ) Z H - W Q 0 - Z Q 
and the condition for (12) is obtained by requiring the matrices in each term of the 
above expression to be positive definite. See [14] for details. 
Let's again look at some numerical examples: 
Example 15. This example considers a scalar constant distributed delay 
x(t) = -a x(t + 0)d6 
where a > 0, r > 0. In [26], it was concluded that the system is stable for 
r < **_=y?. 
The true stability limit can also be analytically calculated as 
analytical __.__, A_\ 
m a x 2 V a ' 
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Let a = 1, with a uniformly distributed grid (hp = h, p = 1,2,..., IV), the discretized 
Lyapunov functional method is applied. The resulting stability limits obtained are 
listed in the following table, along with the analytical limit and the limit obtained 
in [26]. It is easily seen that discretized Lyapunov functional works very well, and 
the trend to converge to analytical solution as .V increases is also clear, although 
the rate of convergence as compared to the case of pointed delay is not as fast. 
analytical 
Гmax 










2.22 1.41 1.18 1.43 1.87 2.19 
Example 16. This example considers a two state case 
x(t) =A I x(t + 9)d6 
A = 
where 
- 4 1 
0 - 3 
The analytical stability limit can also be calculated. The numerical results are again 
listed along with the true stability limit in the following table. The convergence to 
the true stability limit is again obvious. 










ì .u 0.59 0.71 0.94 1.10 
Example 17. In this example, the coefficient matrix is piecewise linear 
/
0 r-ri 
Axx(t + 0)d6 + A2x(t + 9) dO 
-n J — r where 
7*1 = 
A2 
. / -2 .2 1 \ . ( -2 .4 1 \ 
Al = V o - L i s )> A2 = \o -i.4 ; • 
Since the ratio r i / ( r — n ) is irrational, the grid has to be nonuniform. Let the 
interval [—ri,0] be uniformly divided into IVi segments of length h^ = ri/IVx, and 
[—r, —ri] into IV2 segments of length /i(2) = (r — ri)/IV2. In other words, hp = fyx), 
p = 1,2,.. . ,IVi; hp = /i(2),P = -Vi + l , IVi+2, . . . ,IVi+IV2. The estimated maximum 
delay rm a x for different IVi and IV2 are listed in the following table. 
ІVІ = 1 NІ=2 NІ = 3 
ІV2 = 1 0.92 1.05 1.13 
N2 = 2 1.01 1.15 1.22 
N2 = 3 1.06 1.19 1.27 
Again, the variable elimination and integral inequality may be used to improve 
the above results, and will be described in a future work. 
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7. TIME-VARYING DELAY 
In this section, we will discuss the system 
x(t) = A(t) x(t) + B(t) x(t - r(t)), (62) 
where the time-delay and its derivative have a known bounds 
rm < r(t) < r M , r(t) < (5 (63) 
where rm > 0, 0 < (3 < 1. 
The materials discussed in this section are mainly from [13] and [20]. We will use 
a simplified version of (3). Use (62), we can write 
rrm 




[A(t + 6) x(t + 6)+ B(t + 6)x(t + 6- r(t + 6))] 
-r(t) 
to re-write system (62) as 
x(t) = A(t) x(t) + B(t) x(t - rm) 
-B(t) [ m [A(t + 6) x(t + 9) + B(t + 6)x(t + 6- r(t + 6))] &6. (64) 
J-r(t) 
It should be pointed out that systems (64) and (62) are not equivalent unless 
additional constraints on initial conditions are imposed on (64). The stability of (64) 
implies that of (62) similar to the case discussed in [31]. The fact that the reverse is 
not true on this type of transformation was made clear in [16], with additional cases 
discussed in [17]. In this section, we will discuss the conditions for the stability of 
(64). 
Let xt : [—rM,0] —> R
n be defined as 
xt(6)=x(t + 0) 
and choose the Lyapunov-Krasovskii functional V(xt) in the following form 
V(4>) = ^ T ( O ) P 0 ( O ) + d>T(0) f Q(0 </>(£) d£ 
** rm 
+\f <xl 0T(oR(£ - v) m dri + \ f <t>T(os(o m de 
Z J-rm J-rm
 z J-rm 
1 r—rm rO i r—rm pO 
+ v / / 0T(O*i*(0 ^d9 + - / d>T(0K2cl>(0 d ^ 0 . (65) 
-̂  J-rM JO
 Z J-rM Je-r(t+9) 
The derivative V(xt) satisfies 
V(t,cf>) < -\f_ u;T(0[s(0 + Ií2]-V0de 
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Ą(ФЧO) *•<-*.) )д(Я ,? r. 
I fO r-rm 
~2~~ / / ^ . ' . O *rm J_Tm J_r{t) 
El2 A
5 (9) A6 (9) \ 
E2 A
7(Z,6) A8(£,0) 
A5T(0) A7T(£,9) Kx 0 
\A&T(6) A*T(t,6) 0 (1 - /5 )^2 1 
/ Ei 
•̂ ľг q{t,Z,9,r)_0_S 
where u;(£) is a linear combination of <f>(0), <j>(—rm) and </>(£)> and 
g( i ,e,0,r) = ( 4>T(0) 4>T(0 <t>T(e) <t>T(e-r(t + 9)f 
All the matrices entries are linear with respect to parameters. A discretization 
process leads to a set of LMIs. In the following, two numerical examples will be 
presented 
Example 18. Consider the system 
i(')=("o2 -S..)*M + 
•1 0 
-1 - 1 
x(t-r(t)). (66) 
with r(t) satisfying (63). This is a slight modification of Example 4. Let S = rm/rM-
The stability limit of TM for some different combinations of /3, S and the number of 
segments IV are listed in the following table. 
ß S Лt = l Лt = 2 ІV = 5 Лt = 10 
0.1 0.9 2.140 2.143 2.167 2.195 
0.9 0.9 1.554 1.558 1.576 1.591 
0.1 0.5 1.626 1.627 1.631 1.635 
0.9 0.5 1.000 1.000 1.000 1.000 
It is also interesting to see whether the stability limit converges to the time-invariant 
result as the time-delay interval size approaches zero (S -> 1) without the derivative 
bound approaching 0 (/3 -> 0). The following table shows the results for N — 1 and 
j8 = 0.1. 
S 0.9 0.99 0.999 0.9999 0.99999 
rм 2.14 3.851 5.032 5.270 5.297 
The corresponding limit for time-invariant delay is 5.30. The convergent trend is 
clear. 
Example 19 Consider the following uncertain system, 
p(t) 2 + p(t) p(t) 
p(t) -0.9+ p(t) ) X ® + { ~ 1 - 1 
0 
-l-p(t) ) * ( * - r(t)), 
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where 
\p(t)\< 0.1. 
The results for (3 = 0.1 and S = 0.9 and different IV are listed in the following table 
N 1 2 5 10 
rм 1.397 1.455 1.495 1.517 
For IV = 1 and j3 = 0.1, the following table shows that the calculated stability results 
as 5 -> 1. It approaches the constant time-delay case in Example 5. 
5 0.9 0.99 0.999 0.9999 
rм 1.397 2.104 2.333 2.363 
8. BLOCK-DIAGONAL UNCERTAINTY 
In this section, we consider the system with feedback uncertainty, 
x(t) = Ax(t) + Adx(t -r)+ Bu(t), 
y(t) = Cx(t)+Cdx(t-r) + Du(t), 
(67) 
(68) 
where A, Ad 6 K
nxn, B 6 KnXp, C,Cd € K
qxn and D € KqXp are constant system 
matrices. The system is subject to uncertain feedback 
u = Дy, (69) 
where A is a possibly nonlinear and dynamic uncertainty. Most of the materials 
presented in this section is from [7]. It is assumed that the uncertainty characteristics 
is such that 
Vi (u, y) = \J yT(t)Kty(t) M-\J u
T(t)Kuu(t) dt > 0 (70) 
for any t > 0, and 
(Ku,Ky)ЄìCcK
qxqxKpxp. (71) 
The types of uncertainty which may be characterized by such an expression have 
been discussed extensively in the literature, see, for example, [2, 4, 7, 33, 34]. 
The uncertainty is of block-diagonal structure. In other words, the inputs and 
outputs can be partitioned into m parts, and the ith input Ui depends only on the 
ith output yi in the feedback: 
where 
и = (ul, иТ,..., итг)
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and 
We will assume that A* all have unit gain. Otherwise, a standard scaling procedure 
can be used. Correspondingly, /C consists of all the diagonal matrices 
(diag(ATui, Ku2,..., # m n ) , diag(ATyi, Jv^, • • •, ^ r n ) ) 
where 
(Kui,Kyi)elCiClV"




To study the stability of systems with block-diagonal uncertainty, choose a quadratic 
Lyapunov functional 
V : C x K+ H> ft, y(xe,t) = Vbfo) + Vi(u,j/), (72) 
where Vi is defined in (70), and 
W ) = \<j>T(o)P<f>(o) + <t>T(o)J_ QiOMOdt 
+ \J_ d^J^T(0R(0v)<t>(v)dri + \J^ 4>T(OS(04>(Odt.(73) 
Due to the uncertainty characteristics (70), V > V0. Therefore, it is sufficient for 
Vo instead of V to satisfy (11), conditions of which have already been discussed in 
earlier sections. The derivative can be calculated as: 
V0(t, u, </>) = <p
T(0) PBu + uTBT f Q(0 HO d£ 
J — r 
-\4>T(0)[-PA - ATP - Q(0) - QT(0) - S(0)]<P(0) 
-\<t>T(-r)S(-r) c/>(-r) - \ J </>T(QS(Q <f>(Q d£ 
- \ J dtj (f>T(Odi+2R(Ov)<P(ri)drl + <l>
T(0)[PAd-Q(-r)](f,(-r) 
+<f>T(0) J [ATQ(0 - Q(0 + RT(0 0)]<j>(0 d£ 
+<t>T(0) J° [ATQ(0 - RT(i, -r)]H0 d£. (74) 
Using (68) and (70), it can be obtained 
Vi (t, u,cf>) = l[C<f>(0) + Cd<f>(-r) + Du(t)]
TKy[C<f>(0) + Cd<f>(-r) + Du(t)] - \u
TKuu. 
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Therefore, V -= Vo + V\ can be writ ten in a quadrat ic form of 0(0), (f)(—r), 0(£), u 
and y. Discretization process can be used to find condition for (12). 
The idea of block-diagonal feedback uncertainty formulation, of course, can be 
extended to systems with multiple delays or distributed delays. 
9. CONCLUSIONS 
The discretized Lyapunov functional method is an effective method for developing 
computable stability criteria for time-delay systems. For time-invariant systems 
without uncertainty, the analytical limit may be approached as the grid size ap-
proaches zero. Various versions of formulations arc possible due to the eliminations 
of parameters and utilizations of quadrat ic integral inequalities. Extensions to sys-
tems with multiple delays, distr ibuted delays with piecewise constant coefficients as 
well as time-varying delays are possible. The modeling errors may often be modeled 
as a block-diagonal uncertainty with effective computational algorithms . 
(Received November 22, 2000.) 
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