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Abstract 
This research was aimed at providing a better understanding of regeneration processes in 
wall-flow diesel particulate filters (DPFs), with emphasis on the combustion of particulate 
matter (PM). A l-D model was used to investigate the effects of inherent PM properties on 
DPF regeneration behaviour. These properties were mean particulate diameter, porosity and 
bulk density of the PM, as well as the kinetic parameters of PM oxidation, i.e. frequency 
factor and activation energy. A parametric study showed that the activation energy of the 
PM oxidation reaction was the most important parameter and this was followed by the 
associated frequency factor, bulk density and porosity and mean particulate diameter. Due to 
the importance of the kinetic parameters of the PM oxidation reactions, a new l-D model 
with a multi-step reaction scheme that required no tuneable kinetic parameters for the PM 
oxidation reactions was developed. 
The results of the new model with a multi-step chemical reaction scheme were found to be 
in good agreement with published experimental data with some under-predictions at the 
initial heating up stage. By using the validated model, a parametric study of various gas 
species, such as CO, CO2, H20 and H2 on DPF regeneration performance was carried out. It 
was found that the maximum ftlter temperature increased with CO and H20 concentrations 
and decreased with CO2 concentration. However, H2 concentration showed no appreciable 
effect on the DPF regeneration process. The quenching effect on the regeneration process 
was also studied by using the same model. It was shown that a sudden decrease of the inlet 
gas temperature stopped the PM oxidation process. In addition, more CO was converted 
into CO2 under low temperature conditions since the generation of CO2 is more favoured 
thermodynamically. 
In order to improve the model prediction during the heating up stage, experiments were 
carried out to estimate the global interstitial heat transfer coefftcient inside the DPF porous 
filter wall. The coefftcient was found to be 8.30 W.m-2.Kl. 
The multi-step reaction scheme was also incorporated into a new 2-D Navier-Stokes type 
model. The 2-D model was developed to account for the interactions between the inlet and 
outlet channels as well as the porous media (DPF wall and PM layer). The model solved for 
mass continuity and momentum as well as the species and temperatures for both gas and 
solid phases. Apart from gaining a more in-depth understanding of the regeneration process, 
the model also showed that the thermal equilibrium assumption in the DPF porous walls 
used by other models does not hold throughout the regeneration process. 
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Chapter 1 Introduction 
Increasingly stringent diesel engine particulate matter (PM) emission legislation has 
stimulated a rapid emergence of reduction techniques. Wall-flow Diesel Particulate 
Filters (WF-DPFs), which can trap more than 95 % of the total engine-out PM 
emission, are now widely regarded as a necessity to meet new emissions legislation. 
However, the accumulated PM within the filters needs to be removed by oxidation. 
This process is known as regeneration. The regeneration process has to be controlled 
properly to extend the operating range and service life of WF-DPFs. The actual 
regeneration process within DPFs involves a high number of complex combustion 
reactions together with heat and mass flow processes. This research was aimed at 
obtaining a better understanding of this complex regeneration process. In this thesis, 
factors which influence the regeneration process are presented and the development 
of new DPF regeneration models with a set of thermal, multi-step chemical reactions 
are described. 
1.1 Diesel PM Emission and Legislation 
Over the past decades, the world has seen a tremendous advancement in diesel 
engine technology. Diesel vehicles nowadays are more powerful and environmentally 
friendly compared to their predecessors a few decades back. In fact, some of the top-
branded cars are now diesel engine-driven [Schindler (1997)]. This has resulted in the 
increasing share of diesel engine sales in global vehicle market, especially in the 
European Union, such as in France and Germany. 
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Although the diesel engine emits less carbon dioxide (C02) and less toxic gaseous 
substances, such as carbon monoxide (CO) and unburned hydrocarbon (HC) relative 
to its gasoline counterpart, it suffers from high oxides of nitrogen (NOx) and PM 
emissions. Numerous studies [e.g. Dockery et al. (1993), Hall et al. (1998)] have 
suggested that diesel soot particles, especially those in the nano-scale range (~ 50 
nm), pose a potential threat to human health. Thus, public health concerns and 
adverse environmental impacts have spurred governments in a number of regions 
such as the US, EU and Japan to introduce and tighten clean air legislation. 
Different standards of diesel PM emission have been introduced in different 
countries. Of these, the US Tier 3 legislation is the most stringent and poses the most 
difficult challenge for diesel emission control technology. Figure 1-1 shows the limits 
of diesel PM and NOx emission in the EU, US and Japan regulations. 
Due to the strict proposed limits, it is crucial that effective methods can be developed 
for diesel vehicles to enable them to reduce the PM emissions to the required level. 
Before going into the details of various PM reduction strategies available, it is useful 
to examine the in-cylinder formation of primary diesel soot and this is discussed in 
the next section. 
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Figure 1-1 The heavy duty diesel soot and NOxemission regulation in the EU, US and Japan 
[Adapted from Johnson (2003») 
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1.2 Origin of Diesel Soot and Hence PM Emission 
Full discussions and reviews of this can be found in the literature [e.g. Eastwood 
(2000), Heywood (1988), Smith (1981)]. Thus, a brief account of soot formation in 
diesel engines is given in this section. Generally, the soot emissions from a diesel 
engine are the product of complex interactions between soot formation and 
oxidation. Each of these processes is discussed in turn. 
Diesel soot formation is the result of the combustion of partially mixed air-fuel 
mixtures in the combustion chamber. When the piston is at close to the Top-Dead 
Centre (TDC), diesel fuel is injected and mixed with excess air. The mixture profile is 
shown in Figure 1-2. Most of the soot produced is originated at the core of the fuel 
spray, where there is insufficient mixing with air [Kosaka et al. (1995)]. 
INJECTION 
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Figure 1-2 Schematic showing range of equivalence ratios of fuel-air mixture in a diesel combustion 
chamber [Redrawn from Kosaka et aL (1995)] 
Detailed studies of soot formation in the past few decades have generally agreed that 
soot formation is due to the thermal cracking of large fuel molecules to smaller 
molecules under high temperature and oxygen-deficient conditions. In the case of 
diesel combustion, the temperature is around 1000 - 2800 K in a surrounding 
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pressure of 50 - 100 atmospheric pressure. This process is known as pyrolysis. Neeft 
et al. (1996) have suggested that acetylene (C2H2) is the major soot precursor. 
The soot precursors increase in size to form nuclei of around 1-2 nm. Following this 
nucleation, soot particles grow to a size of around 10-30 nm by addition of gas phase 
species, such as acetylene and its analogues (C2nH2) to the particles' surfaces. 
Apart from surface growth, soot volume is also increased by the collision between 
soot particles to form larger spherical-shaped particles. This decreases the soot 
particle number. This process is known as coagulation. At the later stages, soot 
particles will again collide to form a chain-like structure through a process known as 
aggregation. 
Not all the soot formed is emitted through the engtne exhaust tailpipe. A soot 
oxidation process occurs simultaneously with other aforementioned formation 
processes. It is estimated that only 10 % of the soot is exhausted to the ambient 
[Heywood (1988)]. The remaining 90 % of the soot is eliminated through oxidation 
by species such as 02, 0 and OH within the engine cylinder. If the combustion 
mixture is lean, soot oxidation by oxygen is dominant whereas in rich and close to 
stoichiometric combustion, OH is more reactive compared to other species [Haynes 
and Wagner (1981)]. 
Once emitted from the combustion chamber, the soot-laden exhaust gas is cooled 
down due to the lower surrounding temperature. As a result, some volatile 
hydrocarbons condense and adhere to the soot particles. This is normally known as 
diesel soot that eventually exits the engine exhaust system as particulate matter. 
Figure 1-3 shows the schematic formation history of diesel soot. 
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This section has looked at the in-cylinder soot fonnation process. The next section 
will discuss the processes once the soot particles flow into the exhaust tailpipes. This 
also includes a discussion of typical components that constitute the 'final' fonn of 
diesel soot. 
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"Particles" ~ 20nm~ ~ Chain·forming Coagulation • Surface growth 
Soot particle 
Figure 1-3 Soot fonnation history [Redrawn from Bonnan and Ragland (1998)] 
1.3 Diesel Soot Structure and Composition 
Generally, soot agglomerates compnse both soluble and insoluble components as 
shown in Figure 1-4. Initially hydrocarbon molecules exist in the gas phase in hot 
exhaust gases. However, due to the cooling of exhaust gas during the dilution 
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process, these gas phase molecules conden e onto the surface of the carbon and 
contribute to the total particulate mass (PM) of diesel soot. Oxidation of sulfur 
trioxide (S03) with water (H20 ) leads to the formation of sulfuric acid (H 2S04) 
which also condenses on the soot surface upon dilution. Apart from that, ash is also a 
significant source of total PM. sh is incombustible metal oxides that corn from a 
variety of sources such as fuel additive (e.g. cataly ts such as iron and cerium), lube 
oil, engine wear and corrosion [Merkel et aL (2001)]. typical composition of diesel 
soot is summarised in Kittelson (1998) as shown in Figure 1-5. 
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Figure 1-4 T ypical diesel soot structure and composition Dohnson et al. (1994)] 
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Figure 1-5 Diesel soot composition from a heavy duty diesel engine [Kittelson (1998)] 
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Figure 1-6 Size distribution based on mass and particle number measurement [Kittelson (1998)] 
Although ash contribu tes to on1y 13 % of the to ta1 PM, it has an adverse effect on 
DPF performance. T his is because it cumu1atively build up in the DPF and when 
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ash reacts with filter under high temperatures, the micro tructure of the filter material 
can be altered, shortening the DPF service life [Merkel et at. (2001)). 
ano particle Oe s than 50 nm) errusslOn has become a concern in recent years 
because it can easily be inhaled compared to the hrger soot agglomerates. Even 
though the total mass takes up only 1 - 20 % f PM, it can make up to 90 % of the 
total number of soot particulates [K.ittelson (1998)). The typical size distribution of 
diesel particulate emissions is shown in Figure 1-6. The ultra-fine particulates mainly 
come from fuel additives and lubrication oil [Burtscher and Matter (2000)). 
This section has considered various sources of the diesel particulates apart from that 
formed in the engine combustion chamber. The following discussion will concentrate 
on the various ways of reducing engine PM emi sions to the surroundings 
atmosphere. 
1.4 PM Emission Reduction Strategies 
This section considers two general pathway of meeting the ever-stringent emission 
legislation. These can be categorised as internal (engine technology) and external 
(exhaust system) m a ures. 1 he former includes soot abatement by means of 
optirnising the combustion process in the die el engine combustion chamber whereas 
the latter includes the use of an exhaust system DPF with a regeneration system. 
Figure 1-7 shows the effectiveness of each of these methods in reducing the total 
tailpip emissions. This shows that in order to significantly reduce soot emission 
without any side effect to Ox, a DPF needs to be used. everal reviews on diesel 
emissions are available in the literature [Neeft et at. (1996), Eastwood (2000)). 
Therefore, the PI 1 emission reduction methods that are included in the following 
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sections are not exhaustiv , but rather ser e as an overvIew of the commonly 
available measures. 
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Figure 1-7 Soot and NOx reduction strategies [Liiders et al. (1997)] 
1.4.1 Internal Measures 
lnce soot formation is a by-product of incomplete combustion in a diesel 
combustion chamber, it can be reduced by modifying the in-cylinder air motion and 
improving the fuel injection process. Better fuel-air mix:ing can be achieved if swirl is 
introduced. Finer atomized diesel fuel droplets can be generated by increasing 
injection pressure retarding injection timing and reducing injection nozzle sizes. 
part from that, advanced fuel injection sy terns, such as common-rail, have enabled 
better control over the injection parameters, e.g. injection timing and pressure over 
wide engine operating speeds and loads, further optimizing the combustion process 
in the chamber. For example, Ishikawa et al. (2004) showed that early pilot injection 
was able to provide lean air-fuel mixtures which reduced the soot formation in the 
chamber. Post injection is also claimed to be effective in oxidising in-cylinder soot 
particles [Leet et al. (2004)]. 
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Besides the abovementioned engine controls, soot formation can be reduced by using 
ultra low sulphur fuel so that the formation of sulphates can be avoided. This directly 
reduces the formation of soluble volatile fraction (SOP). Another important source 
of particulate mass comes from engine lubrication oil [Eastwood (2000)]. Therefore, 
its consumption needs to be minimised Uohnson et aJ. (1994)]. 
part from the conventional control measures above, in-cylinder soot formation can 
be reduced by introducing new combustion concepts. One such example is 
Homogeneous Charge Combustion Ignition (HCCI) [Thring (1989)] which used a 
lean premixed and nearly homogeneous air-fuel mixture in the combustion process. 
The combustion process has very few locally rich regions so soot formation is low. 
Due to high dilution with exhaust gas re circulation (EGR) results in a low 
temperature combustion process, hence, Ox formation is also very low. 
Nevertheless, some technical challenges need to be overcome, (e.g. its narrow 
operating range, high HC emission and controllability) before HCCI can be used. 
1.4.2 External Measures - Mtertreatment 
Euro IV emission regulations can be met by adopting optirnised in-cylinder measures 
but it is anticipated that some kind of after-treatment devices are necessary in order 
to meet the more stringent Euro V and future regulations U ohnson et aJ. (1994)]. 
Presently, DPFs fitted in exhaust pipes have been used extensively in removing the 
PM emitted from combustion chambers. More than two decades of extensive effort 
has resulted in a variety of DPF. D espite the multitude of DPF available, the WF-
DPF remains the most popular option due to its high filtration efficiency that 
exceeds 90% [Eastwood (2000)] and its relatively low exhaust gas flow back pressure. 
A WF-DPF is a porous honeycomb structure that consists of alternately plugged 
channel openings of 1 - 2 mm in square cross section (see Figure 1-8). The soot-
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laden exhaust flow is forced to pass through the porous wall between the channels. 
The pore size of the wall is uch that it is abl to trap some of the particulates by 
various mechanisms, which will be discussed in the next chapter. s time proceeds, 
soot particulates start to accumulate on the wall surface. The soot forms a layer on 
the wall surface that encourages the trapping of subsequent particular s. Hence, this 
gives rise to high filtration efficiency. 
AU' . .. ·,,. ······ . •• poroua wall 
exhaust aasea 
Figure 1-8 Typical WF-DPF [Neeft et al. (1996)] 
Diesel PM accumulated in a DPF needs to be removed since it will increase the 
exhaust gas flow backpressure at the exhaust pipe, which in turn increases engine 
pumping losse and hence fuel consumption. The PM can be removed by a DPF 
regeneration proce . This can be done by increasing the inlet gas temperature to 
around 500 - 600 0 0 that PM are ignited and oxidised. However, this sort of 
temperature is hardly achieved by engines apart from during high load conditions. 
Once ignited, the PM can be oxidised rapidly. The oxidation process liberates a large 
amount of combustion heat and subsequendy d1e filter is heated by the oxidation 
process itself. DPF regeneration is a technically very challenging probl m, since the 
regeneration needs to be properly controlled so that temperatures produced are not 
too high to cause the filter to melt. It is also crucial to minin1ise the non-uniform 
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heating of DPF so that the resultant thermal stress will not fracture the filter. The 
temperatures, however, need to be high enough to allow for a suitably rapid 
regeneration proce s. As a result, much research has been put into developing reliable 
regeneration techniques. Effort during the past two decades has resulted in numerous 
regeneration systems and these are summarised as follows: 
1. Fuel burners 
Fuel burners are used to increase the filter temperature to the PM ignition point and 
are placed upstream of DPF. The advantage of using a fuel burner is the abundant 
supply of energy in diesel fuel for heating the PM in the filter. However, its reliability 
and control are the main concerns when it is used as a regeneration device. The 
ignition of injected fuel droplets needs to be efficient so that it will not result in 
undesirable HC emissions. In addition, a filter may experience uneven heating as it is 
soaked by unburned fuel (due to ignition failure), which in turn causes thermal 
runaway. 
2. Electrical heaters 
Electrical heaters are usually installed at either the inlet or the outlet face of a DPF. 
Installation of an electrical heater at the DPF outlet face together with a blower is 
able to regenerate the DPF quicker. This is because more PM is accumulated at the 
inlet channel end, thus warming up the PM quicker [Igarashi et aL (1991)]. This type 
of configuration is known as reverse regeneration. Since electrical heaters are not as 
energy-efficient as for example, a fuel burner to provide a high temperature input to 
initiate soot oxidation, they have been used in conjunction with fuel additives which 
initiate regeneration at about 250 QC [Luders et aL (1997)]. In spite of reduced energy 
demand, as with fuel burner, reliability and packaging of such a system remains 
technically challenging [Luders et aL (1997)]. 
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3. Microwave regeneration 
First developed by arner (1989) in the late 1980s, microwave regen ration methods 
are another alternative to the electrical heater and fuel burner. The microwave energy 
is preferentially absorbed by the PM rather than the ceramic DPF and is hence 
efficient. Installing such a system would induce a power penalty of < 3 % [Zhi et aL 
(2000)]. high regeneration efficiency of 95 % can be obtained but an increase of 
undesirable HC and CO has been observed during the regeneration processes 
[Nixdorf et aL (2001)]. evertheless, this can be reduced by using a suitable catalyst. 
Despite the high regeneration efficiency, complex designs and expensive fail-safe 
measures have prevented this method from on-board applications [Luders et aL 
(1997)]. 
4. on-thermal plasma regeneration 
relatively new technology that can be potentially used to remove soot is non-
thermal plasma TP), which was initially used for Ox abatement in exhaust flow. 
plasma discharge compri es of a stream of highly excited charged particles that can 
be produced by several methods such as dielectric barrier discharge and pulse 
discharge [Hoard (2001)]. 1 he highly energetic electrons in the plasma collide with 
other neutral gas species to produce reactive particles such as 0 and OH, which in 
turn initiate oxidation reactions. lnce O x abatement involves reduction reactions, a 
plasma alone doe not reduce Ox to 2 and thus other measures, especially 
catalysts are needed to remove Ox in the exhaust stream [Hoard (2001)]. Several 
studies [Matsui et aL (2001)] reported that the TP is also effective in removing diesel 
soot. In fact, the presence of oot enhances the reduction of O x [Dorai et aL 
(2000)] so much so that a 30 % reduction of so t has been reported [Herling et aL 
(2000)]. Compared to other regeneration methods, TP is found to be effective over 
quite a wide range of operating temperature (150 - 500 0C)[Hoard (2001)]. 
14 
5. Catalysts-aided Regeneration 
The aforementioned techniques are classified as active control measures where they 
are used to clean the PM-laden filters periodically and the cleaning frequency is 
determined by, for example, an engine management system. Another type of 
regeneration method is to utilise catalysts to lower the PM oxidation temperature. 
These are passive control methods and the regeneration is continuous. Generally, 
they encompass three generic techniques, namely: (a) a catalysed filter, (b) fuel 
additive (fuel-borne catalyst) system and (c) the Continuously Regenerating Trap 
(CRT) [Setten et ai. (2001)] . A survey by Liiders et ai. (1997) revealed that the required 
operating exhaust gas inlet temperatures for these systems are: > 375 QC, > 350 QC 
and 200 - 450 QC respectively. Nevertheless, in order for these methods to be 
effective, an ultra-low sulfur fuel « 30 ppm) is required in the combustion systems. 
If a high content of sulfur fuel is used, the S02 would be catalysed to S03, which in 
turn reacts with water to form sulfuric acid aerosols that are part of the total diesel 
PM. This extra generated PM implies that the regeneration efficiency actually 
becomes negative, i.e. it increases overall PM rather than reduces it [I<hair (2003)]. 
In a catalysed filter, a suitable catalyst is coated on the DPF channel wall surfaces. 
This could lead to a loose contact between the PM and the catalyst, which causes a 
drop in regeneration efficiency [Setten et ai. (2001)]. This can be eliminated by a fuel-
borne catalyst where it is incorporated with diesel fuel during injection. However, 
some disadvantages accompanying this technique. These include the formation of 
particulates [Burtscher and Matter (2000)] and ash. The particulate could increase 
engine wear if it mixes with lubricant and the ash accumulated in the filter could 
increase the base line pressure drop as well as shorten the filter life span [Setten et ai. 
(2001)]. The CRT that was developed by Johnson Matthey plc [Cooper and Thoss 
(1989)] uses the 0 in the exhaust gas and converts it into 0 2 in a suitable catalyst 
(e.g. platinum) and the N02 in turn oxidises the PM in the filter. The configuration of 
a typical CRT, which was usually installed upstream of a DPF was shown in Figure 
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1-9. part from the I w sulfur fuel content requirement, there is another constraint in 
that the Ox-PM oxidation is only effective if the O x:PM ratio is at least 8: 1 and 
preferably exceeding the ratio of 20:1 [I<hair (2003)]. This inevitably raises the 
concern of whether RT is usable in the future where the allowed 
small to meet the ratio re triction. 
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Figure 1-9 CRT by Johnson Matthew plc [Setten e t al. (2001)] 
x becomes too 
Despite passive mea ill s having several appealing features, such as simplicity and 
cost-effectiveness, in r ality a practical emission control system can ne er be 100 % 
passive in nature. For example, the exhaust gas cannot be kept in the desirable 
temperature range when needed. Therefore, it needs to be incorporated with some 
sort of active control system. Realising the limitation of operating temperature, the 
first in-production DPF-equipped vehicles by P Peugeot-Citroen consisted of 
multiple-injection by a common rail fuel injection system, cerium fuel additive, pre-
filter oxidation catalysts and a Silicone Carbide ( iC) filter. The regeneration process 
was monitored and controlled by an engine management system [Salvat et al. (2000)]. 
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Figure 1-10 Catalytic filter system by PSA Peugeot Citroen [Setten et al . (2001)] 
This section has discussed the ma111 current techniques available to reduce PM 
emi ion to the required level. It is suggested that an in-depth understanding of DPF 
r generation process i necessary so that sy terns can be optimi ed and engine 
management systems can be developed to control the DPF systems appropriately. 
1.5 Overview of the Thesis Structure 
The structure of the remaining thesis is organi ed as follows: 
Chapter 1 finishes by stating d1e research objectives and contributions of this work to 
the body of knowledge. 
Chapter 2 discusses the physio-chemical proc se that take place inside the WF-DPF 
during the regeneration process. The factors that affect the particulate matter 
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oxidation during the regeneration process are also discussed. This is then followed by 
an overview of existing DPF regeneration models. 
Chapter 3 presents the working principles of the existing one-dimensional (1-D) DPF 
regeneration model that was reported by Garner (1989). This model is then extended 
to incorporate a multi-step chemical reaction scheme for the PM oxidation process. 
Chapter 4 presents the results from the 1-D model. The existing model is used to 
study the effects of inherent PM properties on the DPF regeneration process. The 
newly-developed DPF model with a multi-step chemical reaction scheme is then 
validated and used to study the behaviour of DPF regeneration under various 
operating conditions. These operating conditions include effects of different inlet 
f.tlter gas species and regeneration quenching. 
Chapter 5 presents the experimental work to determine the interstitial heat transfer 
coefficient of DPF porous walls. The value obtained is then used in the DPF 
regeneration model. 
Chapter 6 presents the development a new t\vo-dimensional (2-D) avier-Stokes 
(NS) type DPF regeneration model. The governing equations as well as the numerical 
solution procedure are presented. 
Chapter 7 presents the validation of the 2-D model, which is then used to further 
understand the fluid dynamic-chemical kinetics of DPF regeneration processes. 
Chapter 8 summarises the major findings of the research and recommends further 
work. 
The ppendix presents the working principles of the solvers used in the 2-D modeL 
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1.6 Research Objective and Contributions to Knowledge 
The main objective of the research was to better understand the regeneration process 
of a wall-flow DPF by developing math matical models. Specifically, the 
contributions to knowledg were: 
• detailed sensitivity study of the effects of inherent PM properties on the DPF 
regeneration behaviour was conducted. The PM properties were: the kinetic 
parameters of PM oxidation reaction (frequency factor and activation energy), PM 
bulk density, porosity and mean particulates diameter. This was done by 
employing an existing 1-D regeneration model and performing a parametric study 
on these properties. 
• refined PM oxidation reaction model was developed by introducing a multi-
step reaction scheme, which includes both the homogeneous (gas phase) and 
heterogeneous (gas-solid) reactions. 1 he multi-step reaction scheme was 
incorporated int the exisiting 1-D DPF regeneration modeL The model results 
were then compared with experimental data from the literature. 
• Thermal experiments on a DPF were conducted to estimate the effective 
interstitial heat transfer coefficient inside the DPF wall. This coefficient was then 
used in the 1-D DFP regeneration to improve the model results during the 
heating up stage. 
• new 2-D DPF regeneration model was developed with the multi-step chemical 
reaction scheme. This model additionally took into account the interactions 
between the inlet and utlet channels as well as the porous media (i.e. PM cake 
and DPF wall). 
11 of the above are con idered to be novel contributions to the field. In addition, 
two journal papers have been published and a further one will be submitted. These 
are as follows: 
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• Law, M.C, Clarke, ., Garner, c.P., "The effects of Soot Properties on the 
Regeneration Behaviour of Wall-Flow Diesel Particulate Filters", Proceedings of 
the Institution of Mechanical Engineers, Part D: Journal of utomobile 
Engineering, 218(12), 2004, pp 1513-1524, I 0954-4070. [Ihesis chapters 3 
and 4] 
• Law, M.C, Clarke, ., Garner, c.P., "A Diesel Particulate Filter Regeneration 
Model with a Multi- tep Chemical Reaction Scheme", Proceedings of the 
Institution of Mechanical Engineers, Part D: Journal of Automobile Engineering, 
219(2),2005, pp 215-226, ISS 0954-4070. [Thesis chapters 3 and 4] 
• Law, M.C, Williams, .M., Clarke, ., Garner, CP., "A 2-D finite volume based 
wall-flow DPF regeneration model", To b submitted. [Thesis chapters 5, 6 and 
7] 
1.7 Summary 
This chapter has discuss d the motivation of the current research which is driven by 
the increasingly stringent diesel PM emission legislation. The formation of Pr f and its 
existing control measur were also discus ed. This was then followed by the 
overview of the thesis. The next chapter discusses the fundamental physical and 
chemical processes in DPF regeneration. 
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Chapter 2 Physical and Chemical 
Processes in Diesel 
Particulate Filters 
In this chapter, the physio-chemical processes that occur in typical DPFs are 
discussed. This encompasses both the interaction between PM and exhaust flow as 
well as the regeneration process in the DPP. The former category includes filtration 
mechanisms while the latter reviews PM combustion characteristics and state-of-the-
art diesel particulate ftlter modelling. Factors that affect PM oxidation are also 
discussed. These comprise PM porosity, surface chemistry and PM - exhaust gases 
oxidation kinetics. All of these discussions provide the necessary information that 
form the basis for the DPP regeneration modelling that was conducted during this 
research. 
2.1 Pressure Drop across a DPP 
A pressure drop is always observed as exhaust gas flows through a DPP. There are 
several factors that contribute to this pressure drop, such as contraction and 
expansion of channel entrances and exits, wall friction and the flow through the 
porous wall and the PM cake layer. Of these, Masoudi (2002) estimated that the 
pressure drop was mainly due to the flow through the porous wall and the PM cake 
layer. The magnitude of pressure drop through porous media can be calculated by 
Darcy-Forchheimer-Brinkman formula. For a one-dimensional flow, it relates the 
pressure gradient with the intrinsic properties of the gas and the porous media 
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(2.1.1) 
where p is pressure, y is the length of gas flow, /-Le and Pc are the exhaust gas 
dynamic viscosity and d nsity respectively, K and Cl'. are the permeability and E rgun 
coefficient of the porous medium and VD is the average fluid velocity through the 
porous medium which is known as Darcian velocity. 
s the PM-laden exhaust flow passes through a clean filter, the PM is trapped inside 
the porous wall via several mechanisms. They will be examined later in the chapter. 
The presence of PM eventually blocks the filter pores, causing the pressure drop 
across the filter to increase sharply. The filtration that takes place inside the porous 
wall is known as deep bed filtration. The pr ssure drop slows down once the PM 
starts to accumulate on the filter wall when the wall pores become clogged. The PM 
continues to be trapped on the porous wall as the PM layer per se acts as a filter and 
this is known as PM cake filtration. A typical pressure drop across the porous media 
while filtration takes place is shown in Figure 2-1. 
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Figure 2-1 Typical DPF pressure drop proftle. This also shows the phases for each of the different 
mechanisms that occur [Stratakis (2004)] 
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The total pressure drop can be expressed as the sum of all individual pressure drops 
as 
(2.1.2) 
where the pressure drops caused by exhaust flow entering through the inlet and 
exiting through the outlet are denoted by I1Pcol1 tractiOn and I1Pcxpansiol1 respectively. The 
pressure drop caused by exhaust gas flowing along the inlet and outlet channels as 
well as through the PM layer and the filter wall are denoted by I1Pchannel' I1P I'M and 
I1Pfw respectively. 
During the normal engine filter operation, the total pressure drop can be up to 10 
kPa [Opris (1997)]. 
2.2 Filtration Mecham'sms in DPF 
Generally an aerosol particle can be captured Vla several possible mechanisms. 
However, the most effective mechanism depends on the size of the aerosol particle. 
The widely accepted mechanisms that are effective for diesel PM are: diffusion, 
inertial impaction and interception. 
1. Diffusion This type of mechanism (illustrated in Figure 2-2) is particularly 
effective for particles with very small diameters, typically below 300 nm (Setten et 
aJ. (2001)). This is because these small-sized particles constantly collide with air 
molecules, which results in their departure from exhaust streamlines and hence 
random movement. The particles ,vill deposit in pores when they are very close to 
the porous wall. 
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Figure 2-2 Diffusion [Pontikakis (2003)] 
2. Inertial impaction This mechanism is favourable for particles with higher mass. 
This is because the heavier particle will depart from the streamlines (due to higher 
inertia) and collide with collectors in its travelling path, see Figure 2-3. 
: 0 
------
Figure 2-3 Inertial impaction [Pontikakis (2003)] 
3. Interception The soot deposition via interception occurs whenever the distance 
between a collector and a particle flowing in the streamlines is less than the 
diameter of the particle, ee Figure 2-4. 
• • 
Figure 2-4 Interception [Pontikakis (2003)] 
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Figure 2-5 shows the efficiency of each of the filtration mechanism as a function 
particles size. It can be observed that diffusion is important for particle diameter of 
the order of ~ 10-1 flm or less. Inertia impacti n and interception are the dominant 
factors at particle diam ter of ~ 10 flm . The overall efficiency is the combination of 
these three mechanisms. All three mechanisms are important especially for particles 
with diameter around 1 flm. 
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Figure 2-5 Filtration efficiency of each of the m ech anism s and the overall efficiency 
[Basshuysen and Schafer (2004)] 
2.3 Factors Affecting PM Oxidation 
2.3.1 PM Porosity and Bulk Density 
This section discus e the PM microstructures, which include its packing (bulk) 
density as well as porosity. It is expected that the value of PM bulk den ity has a 
significant effect on the regeneration rate in the filter as it represents on of the heat 
absorbing materials during the DPF regeneration process. This has been confirmed 
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by sensitivity anal si conducted using the 1-D WF-DPF model de eloped during 
this research. lthough important, there has been little literature on the influence of 
porosity on the rate of DP regeneration to dat . Therefore, it is intended to give a 
review of this aspect on DPF performance. 
Determination of porosity is difficult and the PM porosity values used by researchers 
have varied widely. ome researchers have used porosity values of around 0.56 in 
their modelling work and this has given them rea onable results. On the other hand, 
experiments show that porosity could be as high as 0.95 [Opris (1997), Huynh et aL 
(2003)]. In an effort to determine the kinetic data of carbon black oxidation in 
thermogravimetric analysis, Gilot et aL (1993) showed that there were three different 
types of porosity in the carbon black samples, i .. (1) between the carbon black 
aggregates, (2) inside an aggregate and (3) in ide a carbon black particle. Only the first 
two types of porosity were accounted for in their analysis. The second type of 
porosity was assumed to be 0.5 and the overall porosity of the carbon black sample 
was determined exp rimentally which gave a value of 0.77. By using these two values, 
the porosity between aggregates was calculated to be approximately 0.55. 
To date PM particle d nsity has been considered to be 2000 kg.m-3. However, 
researchers have not agr ed on the approximate value used for the PM bulk density 
in both experiment a well as models. Due to the physical constraints, such as 
narrow channel width, it is very difficult to measure in-situ PM bulk density. ny 
measurements that are conducted outside of the ftlter, however, change the value. 
For example, Otto et aL (1980) attempted to measure bulk density by adopting several 
methods. It was found that PM bulk density could range from as low as 20 kg.m-3 to 
as high as 400 kg.m -3 . By weighing a PM sample and taking its corresponding volume 
measurement in a contain r, Opris and J ohnson (1998a) reported a range of bel:\veen 
120 to 950 kg.m-3. \ recent paper on catalyzed WF-DPF modelling [Huynh et aL 
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(2003)], showed that by calibrating model predictions against experimental data, it 
was possible to obtain PM microstructural properties. For instance, their calibration 
results showed that the particulate layer packing (bulk) density was between 117 to 
137 kg.m-3 with the respective porosities of 0.94 to 0.92, depending on the engine 
load. Their results are in good agreement with that of Konstandopoulos et at. (2002) . 
On the other hand, Koltsakis et at. (2006) measured PM bulk density along DPF 
channels. They cut the PM-loaded DPF into several portions across the axial cross-
section. Photographs of DPF cross-section were taken using a high-resolution digital 
camera and the volumes of PM cake were measured. The PM was then weighed using 
highly sensitive scales. The results showed that low PM loading did not give uniform 
bulk density along the inlet channel as compared with higher PM loading. They also 
correlated the PM bulk density with Darcy's law for the pressure drop model. It was 
reported that bulk density increased with wall flow velocity and PM loading. Bulk 
densities were reported to vary between 25 to 100 kg.m-3. In addition, the authors 
attempted to model the local PM density variation under PM compression. It was 
found that under such conditions, the PM density varied from 10 to 80 kg.m-3 across 
its thickness. 
The knowledge of PM porosity and bulk density are important owing to the influence 
of these parameters on the prediction of PM oxidation rate. These two parameters 
affect the total surface area (TSA) that is exposed to oxidants during the regeneration 
process. The pores in a PM particle could be blocked prior to combustion. When the 
regeneration commences, material that cover up the pore can be burned off. This 
allows oxidants to be diffused inside. Hence, when the TSA exposed is increased, it in 
turn enhances the oxidation rate. 
The size of the PM porosity also plays a crucial role in determining the combustion 
mode i.e. whether it is highly porous (regime I, kinetically-controlled), partially 
porous (regime Il, partial oxidant penetration) or regime III where oxidation takes 
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place on the external surface only. Failing to obtain the realistic value of this 
parameter, one will not be able to predict the combustion behaviour correctly. The 
activation energy can be obtained from graphs of 1nkro versus T-1 , where kch is the 
PM oxidation rate and T is the temperature of PM. However, only the value that is 
evaluated from regime I represents the true chemical reaction. Others are apparent 
activation energies that are influenced by mass transfer. 
The vatlous values of PM bulk density and porosity previously reported are 
summarised in Table 2-1. 
Bulk density, p p,kg.m ·3 Method Reference 
20-400 Experimental Otto et af. (1980) 
120-950 Experimental Opris and J ohnson (1998a) 
117-137 Experimen tal Huynh et af. (2003) 
(calibra ted) 
40-135 Theoretical Konstandopoulos et af. (2002) 
25-1 00 Experimental Koltsakis et af. (2006) 
(calibrated) 
56 Experimental Garner (1989) 
Table 2-1 Bulk densities of PM determined by various researchers 
2.3.2 Surface Site Reactivity 
In this section, the chemistry of solid surface reactions with various gas species is 
discussed. This aspect is important owing to the formation of surface complexes on 
solid surfaces. Since each species of surface complexes has its inherent reactivity, this 
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could influence the subsequent reactions with oxidants, which in turn affect the 
regeneration rate. The field of surface reaction is very wide and therefore only those 
that involve thermal regeneration processes of PM are presented here. 
eeft et af. (1997) reported that the reactivity of carbon regeneration is uneven over 
the exposed surface area. This is due to the presence of non-uniform surface 
structure (related to the nature of its structure or defects) or the uneven distribution 
of foreign objects on the carbon surface that could have a catalytic effect. 
agle and Strickland-Constable (1961), in an attempt to elucidate the non-uniform 
carbon oxidation rate under 0.2 atmospheric air conditions, proposed the presence of 
site A (more reactive) and site B Oess reactive) on the carbon surface. Accordingly, 
sites and B react with o}.rygen molecules to form carbon monoxide, as in R2.1 
+ O2 ---+ A + 2CO R2.1 
At the same time, the numbers of site A increased since some of them were 
transformed from site B after the gasification process, as shown in R2.2 
B + O 2 ---+ A + 2CO R2.2 
Sites A experienced thermal arrangement and they were changed back to site B at 
high temperature (~ 2100 K in this case), as shown in R2.3 
R2.3 
otwithstanding the wide acceptance of this equauon, a discrepancy remaIns ill 
obtaining the oxidation rate such as those obtained by Song et af. (2001) and Kennedy 
(1997) . 
The concept of active surface area (A A) is also supported by Neeft et af. (1997). In 
one of the reported PM oxidation experiments, they found that the reaction rates 
- - - - - ------------ - -
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decrease non-linea.rly as oxidation proceed and the reaction rates increase with 
temperature. They argued that it could be due to the opening of the blocked pores in 
the PM, which in turn increase the at"t'CJsz"bie A . They dismissed the role of the TS 
since their model \' hich included the function of T ,did not fit well with the 
experimental data. 
2.3.3 Influences of the Presence of Foreign Substances 
The formation of PM in an exhaust stream in olves deposition of foreign substances, 
such as water and other soluble organic fraction (SOF). It is not clear whether these 
substances participate in the regeneration process d spite some researchers proposing 
that those substances would usually devolatile before the onset of the regeneration 
process. evertheless, some experimental evidence suggests the possibility of their 
involvement in the regeneration process. Hence, this section discusses these 
experimental finding. 
hI trom and Od nbrand (1989) conducted experiments on diesel PM and they 
found that the desorption of water and volatile hydrocarbon increased the specific 
area of PM. They believed that the increase of specific area promoted the PM 
reactivity. 
Bonnefoy et aL (1994) conducted experiments on the reactivity of cataly ed and 
uncatalysed diesel so t and they found that foreign substances, such as copper and 
ferrocene fuel additives, could change the soot compositions. The observed changes 
were: (a) 0 2 content increases from 2 to 8 %, (b) H2 content decreases from 4.4 % to 
1 % or less. 
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2.3.4 PM Reactivity with Exhaust Gas Species 
Diesel engine exhaust gas consists of a number of different gaseous species. Table 
2-2 shows a typical exhaust gas composition from a diesel engine [Neeft et al. (1996)]. 
As discussed in Section 1.2 regarding the soot formation, there is a wide range of 
species that can be involved in PM oxidation in a DPP. Bradley et al. (1984) showed 
that transient species, such as 0, OH and H, played a more significant role in the 
graphite powder burning in methane-air flame. Although the burning environment 
was very different from that in a DPF, it did indicate the possibility of the 
participation of such radicals. 
It has been shown that water can influence the PM oxidation. eeft et al. (1997) 
tested the oxidation of model soot (printex-U) and diesel PM. They found that with 
10 % (by volume) 0 2 and 10 % H20, the reaction order in carbon increased 
compared to that without H20. For the reaction order in 0 2, it was found that 
Printex-U had a value close to 1 and decreased with increasing carbon conversion. 
On the other hand, the reaction order of diesel PM in o},..'ygen was <1, with values of 
0.76 to 0.80 for PM conversion from 0.20 to 0.80. 
Neeft et al. (1997) reported that the reactivity of Printex-U had been found to be 
enhanced significantly by the presence of water, whereas it was less pronounced for 
diesel PM. They also believed that the increase of Printex-U reactivity was due to the 
complex surface reactions of C-H20-02 system on the PM surface. It is interesting to 
note that their findings were different from that of Yezerets et al. (2002). In the latter, 
diesel PM reactivity was enhanced by water vapour but not for the model soot 
(carbon black). Thus, it can be concluded that although the diesel PM and soot 
models (e.g. carbon black, Printex-U ete.) are similar morphologically, their reactivity 
is still different kinetically. 
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Compounds Unit Quantity 
0 2 Volume % 5-15 
CO2 Volume % 2-12 
H 2O Volume % 2-10 
2 Volume % 70-75 
CO Volume % 0.01-0.1 
Hydrocarbon Volume % 0.005-0.05 
Ox Volume % 0.003-0.06 
Particulate mg/ m3 20-200 
Table 2-2 Typical exhaust gas content range from a diesel engine [Neeft et al. (1996)] 
Production of CO was also observed to be strongly dependent on the gas 
temperature in the presence of water. Ahlstr6m and Odenbrand (1989) attributed this 
as a consequence of water-gas shift (WGS) and showed this mathematically. The 
same trend was observed by eeft et ai. (1997) but they believed that it was possible 
that WGS occurred on the PM surface and surface complexes played a more 
important role in such a situation. 
In ordinary exhaust gas compositions, the concentration of N02 is low. However, 
0 2 is shown to be a very reactive oxidant whose activation energy is the lowest 
among other oxidising species; a value of around 50 kJ.mol·1 was obtained in Jacquot 
et ai. (2002). Furthermore, Chu and Schmidt (1993) showed that the reactivity of 
carbon was in the following order: R;"0, > R"',o > R"'o > R~, . Due to the high 
reactivity of nitrogen dioxide with soot at exhaust gas temperature, it had been used 
in the CRT system as described earlier. 
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Jacquot et ai. (2002) conducted experiments on carbon black oxidation ,vith 0 2. In 
the 300 - 400 0c range, carbon consumption was found to increase with temperature 
and inlet 0 2 concentration and C02 was formed in favour of CO. Water did not 
take part in the oxidation reaction to form CO or C02 but it acted as a catalyst. The 
effect was more significant at temperatures around 300 oC. On the other hand, the 
presence of o}"'Ygen seemed to take part in soot oxidation to form CO and C02 and 
the effect was more pronounced at higher temperatures. It was also found that under 
the conditions studied, the COd CO ratio was always greater than unity. This 
phenomenon was elucidated further by the involvement of 0 2 with the carbon-
nitrogen intermediate species. 
2.4 State-of-the-art of DPF Modelling 
DPF modelling has been an acti, e area of research for more than 20 years. The 
existing models range from simple zero dimensional (O-D) models to three-
dimensional (3-D) models, which describe more detailed fluid flow and combustion 
phenomena inside a DPF. Despite a multitude of models available in the literature, a 
careful survey reveals that most of them are based on the work of Bissett (1984). 
Other distinct models include those based on Bissett and Shadrnan (1985) and more 
recendy a multidimensional avier-Stokes type of models. Due to the large number 
of models available in the literature, only the key models are discussed and emphasis 
is placed on DPF regeneration modelling, which is the main theme of this thesis. 
Owing to many similarities between the existing models, the structure of the 
follmving section is arranged as follows. Firsdy, the common fundamental features of 
existing models are discussed. Secondly, the extensions / modifications of the models 
are reviewed. The results and case studies based on the modified models are also 
presented. Finally reviews of new models, which are significandy different from the 
previous classical models, are discussed. 
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2.4.1 Classical models 
2.4.2 Single Channel Model [Bissett (1984)] 
Bi sett (1984) assumed a homogeneous one-dimensional exhaust flow distribution 
throughout the whole DPP. Hence, only a pair of inlet and outlet channels, as well as 
the PM and por u wall in-between, were considered in the model. The 
computational domain i shown in Figure 2-6. The model assumed steady-state 
laminar flow for both channels. Variables such as gas flow velocity, species, density 
and temperature were calculated along the channel length. Variation in the radial 
direction was not considered. The wall pres ure loss was accounted for in the 
momentum equation. Uniform distribution of P f was assumed and the pressure 
drop across PM and the wall was calculat d from Darcy and Forchheimer's term. 
However, the increase of gas species from PM oxidation was not considered in the 
overall gas continuity equation. 
single step C + O 2 ~ CO2 was assumed for the P f combustion proce s. Due to 
th high convective heat transfer in the exhaust gas stream, steady-state wa assumed 
for the gas phase temperature calculations in the inlet and outlet channels. On the 
other hand, since the temperature changes of th PM layer and porous wall were 
relatively slow compared to gas temperature (due to their higher specific heat 
capacities), the solid phase temperature was thus calculated b transient conduction 
equations. For simplicity, Bissett assumed a single temperature value for solid (PM or 
wall) and gas inside the porous media (soot and wall). This as umption doe not hold 
for the PM combustion process due to strong heat release in the PM layer [K.aviany 
(1999)]. 
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Figure 2-6 Schematic of single channel model in wall-flow DPF 
A literature survey on the progress of DPF modelling indicates that Bissett's model 
remains the most popular modelling method among researchers. This is because it is 
computationally less expensive compared to full computational fluid dynamics (CFD) 
models and it predicts axial temperatures along the filter channel that can be 
compared with experimental results. In this section, the main improvements of the 
model as well as the important findings are discussed. Generally there are t\vo main 
extensions, i.e. the incorporation of a single channel model into a more general 2- or 
3-D DPF model and the refinement of submodels. The following discusses 
approaches that have been offered by other researchers together with their main 
findings. 
1. Extension to 2, 3 - D models 
Miyairi et al. (2001) attempted to solve the temperature field of the whole DPF during 
the regeneration processes. This was achieved by summing the energy output 
calculated from the 1-D model which was similar to Bissett's model. The interaction 
bet\Veen the channels was connected by including a radial conduction term. The air 
flow velocity was not calculated from continuity-momentum equations. Instead, 
experimental data for pressure drop across the DPF loaded with uniform soot 
loading was obtained and it represented the total wall flow resistance of the DPP. 
The wall flow velocity in each channel was then calculated from this wall flow 
- - ---------- - - -
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resistance and mass continuity. Inlet and outlet airflow were also obtained in a similar 
way. Constant gas density was also assumed in this model. The flow field calculation 
here was similar to that of J orgensen and Sorenson (1997) who calculated the DPF 
flowfield from a resistance network analogy. Miyairi's model was incorporated with a 
commercial finite element software package to calculate the thermal distribution of 
SiC and Cordierite filters. It was found that the main cooling mechanism for SiC was 
via conduction but by convection in Cordierite. This was due to the fact that SiC has 
a significantly higher filter thermal conductivity. This observation was in agreement 
with Jorgensen and Sorenson (1997). 
typical DPF consists of thousands of channels and it is thus computationally 
expensive to simulate each of these channels discretely. A more feasible way of 
solving the temperature field of a whole DPF is to derive continuum equations at the 
filter scale. Konstandopolous et at. (200la) carried out a homogenization analysis on 
this multi-scaled DPF modeL Since the channel width is significantly smaller than the 
DPF length, the analysis revealed that the linkage between channels was not 
important when solving for the whole filter field. Besides that, the equations to be 
solved at filter scale were very similar to those at the channel scale except the local 
filter wall conductivity term was replaced with the overall (effective) filter thermal 
conductivity. Their work thus opened up a way of modelling the temperature field of 
the whole DPF filter. 
Haralampous et at. (2003) offered another way to extend the single channel model to 
the whole DPP. The mass fllL~ at each individual channel was corrected by 
correlating it with the total DPF pressure drop. The method was claimed to be 
efficient since 2-4 iterations were sufficient to obtain a converged result. This 
approach was applied to the extended 2-D and 3-D models [Koltsakis et at. (200Sa), 
Koltsakis et at. (200Sb)J. evertheless the method relied on curve-fitting such that the 
tuned PM permeability and kinetic parameters could be obtained. In addition, 
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Haralampous et a!. (2003) also reported that the pressure drop readings could not be 
linked confidently with total PM mass inside the DPF since the soot distribution in 
the DPF could cause higher or lower pressure drop readings despite the same PM 
mass used when tested. In addition, this also caused preferential soot oxidation, 
which could induce higher thermal gradients within the DPF during regeneration. 
2. PM structural models refinement 
The changes of PM microstructure during oxidation are a complicated issue in DPF 
regeneration models. The properties, such as bulk density, porosity and specific area, 
were kept constant during oxidation in most of the reported models. However, 
Konstandopolous and Margaritis (2004) had modelled the oxidised PM structure to 
have a decreasing bulk density as well as a shrinking thickness. The PM oxidation rate 
was found to be influenced by the degree of change of PM bulk density as well as the 
specific area. In one of the more realistic models [Shadman (1989)], where the PM 
layer was modelled as columns of spherical particles, 2/ 3 of the PM oxidation rate 
was affected by decreasing bulk density and the remaining 1/ 3 by the shrinking PM 
tluckness. Despite Konstandopolous and Margaritis (2004) having shown that this 
model achieved excellent agreement with experimental PM conversion data, the 
reliability was in doubt since the Arrheruus pre-exponential term of PM oxidation 
rate was tuned beforehand. 
3. PM oxidation model refinements 
Konstandopoulos and Kostoglou (2000) put forward a nvo-layer model to account 
for both thermal and catalytic PM oxidations for catalysed DPFs. In the model, PM 
oxidation was assumed to take place in: (1) the catalysed layer, which was placed 
adjacent to the fliter wall and (2) the pure PM layer which was separated from the 
filter wall by a catalysed layer with no oxidation in the filter wall. In the case of the 
catalysed layer, the PM was assumed to be oxidised by both thermal and catalytic 
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reactions. The ratio of thermal to catalytic oxidations in this layer was fitted with 
published experimental data. On the other hand, only thermal oxidation was assumed 
to occur in the case of the pure PM layer. The model assumed a single step global 
carbon oxidation, which released both CO and C02. 
Other improvements to PM oxidation models include refining the speCles mass 
transfer processes at the reaction sites. Haralampous et af. (2004) and Haralampous 
and Koltsakis (2004) included back diffusion of N02 and 0 2 for the case of catalysed 
and fuel borne catalyst SiC filters respectively. Back diffusion was thought of as a 
result of low wall-flow velocity and hence the diffusion effect became more 
significant. In the studies, a higher PM oxidation rate was observed and, in fact, 
better agreement with experiment was obtained when the back diffusion was 
included in the model. 
Mohammed et af. (2006) improved a catalysed DPF regeneration model by taking into 
account PM oxidation inside the filter wall. In reality, PM was distributed non-
uniformly throughout the filter wall. However, heavy computational cost would be 
incurred if the PM oxidation rate was calculated on a cell by cell basis. Moreover, 
according to the authors, this would also cause the numerical algorithm to become 
unstable. Thus, the authors first assumed that all the PM mass form an imaginary PM 
cake layer inside the fliter. Secondly, it was assumed that the PM oxidation rate, for 
the same amount of PM, was the same inside the filter wall and in the PM cake layer. 
In so doing, the filter wall PM bulk density was taken as the same as that in the PM 
cake layer. This also implied that 0 2 concentration was uniform throughout the 
computational domain. Despite the simplified assumptions made, this model was 
nevertheless the first attempt to account for PM oxidation inside the filter wall. 
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2.4.3 Bissett and Shadman (1985) model / Lumped-Mass Model 
Bissett and Shadman (1985) assumed variation in the radial direction of the variables 
calculated and ignored those which varied along the channel length. The model thus 
simplified the DPF structure to the one shown in Figure 2-7 . The governing 
equations were similar to that in Bissett (1984) but the exhaust gas pressure variation 
across the porous media was ignored and assumed to be atmospheric pressure. 
Therefore, the gas phase momentum equation was not solved. As in the previous 
model, the authors also did not include source / sink terms (due to the chemical 
reactions) in the gas flow continuity as the mass addition / depletion (due to the 
chemical reactions) was claimed to be small compared to the inlet mass flow. Thus, 
this was a simpler model compared to the original one. 
PM-laden Exhaust 
In Flow 
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Figure 2-7 Schematic of lumped mass model 
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The model discussed above has been extended by several researchers. otably 
Garner and D ent (1988) and Zheng and Keith (2004) . 
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Garner and Dent (1988) improved the shortcomings of the original Bissett's model 
by solving the temperature exchange between the gas and solid phases inside the 
porous PM layer and filter wall, i.e. the non-thermal equilibrium model was invoked. 
Gas density and temperature were linked by the ideal gas law and the pressure drop 
across the porous media was neglected, which the authors claimed to be negligible as 
compared to the total atmospheric pressure. Soot bulk density was also determined 
experimentally to be 56 kg.m-3• The overall one-step C + O 2 ~ CO2 reaction 
included the kinetics and diffusion / mass transfer effects. The model was also 
applied to fibrous types of DPF by changing the material properties. Reasonable 
agreements were achieved with experimental results for the case of wall-flow DPFs 
despite the fact that the model over predicted peak temperatures. 
Garner and Dent (1988) also presented a parametric study that was carried out on the 
DPF regeneration. The model showed the existence of temperature gradients within 
the PM layer. This clearly showed that the assumption of a uniform temperature field 
inside the PM layer as made by Bissett (1984) and Bissett and Shadman (1985) was 
incorrect. The same observation was also made by Haralampous and Koltsakis (2002) 
who showed that temperature gradients inside PM layer increased with Peclet 
number. It was found that the PM consumption rate increased with the oxygen 
concentration supplied. However, the effect became less pronounced as the 
concentration increased. These indicated that there was a critical oxygen 
concentration, above which oxygen mass transfer became less important; such 
behaviour was also discussed by Millet et aJ. (2002). The study also indicated that the 
regeneration temperature could be reduced by increasing the inlet gas flow rate. 
Zheng and Keith (2004) were the first to study DPF regeneration from a PM ignition 
point of view. By using the lump mass model, the authors derived the critical PM 
ignition criterion based on whether reactant gas was consumed before ignition. It was 
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found that these two approaches agreed if (E)R"~:k' )~T:d »10 where ~T:d is the 
adiabatic temperature, which depends on reaction enthalpy and the ratio of PM and 
filter heat capacity, i.e. this is a constant for a specific chemical reaction as well as PM 
and filter properties. Ea is the activation energy of PM oxidation reaction; R" is the 
universal gas constant and ~'Ikl is the inlet gas temperatures. Thus, the inequality 
implied that Semenov's theory (i.e. no reactant consumption before ignition) could be 
used reliably for low inlet temperatures. The study showed that in order to have a low 
ignition temperature, the favourable conditions included a thin filter wall (i.e. a low 
heat capacity), a high filtration area and low inlet gas flow (i.e. a low heat 
dissipitation), and high PM and oxygen concentrations (i.e. a high reaction heat 
release). Nevertheless, the study did not report finding a range that avoids DPF 
damage during regeneration. 
2.4.4 Multidimensional Navier-Stokes (NS) Type Models and Others 
Multidimensional Navier-Stokes models attempt to solve conservation law equations 
(e.g. continuity, momentum, energy, and species) at a channel scale in 2- or 3-D as 
compared to the previous 1-D classical models discussed. Due to the heavy 
computational cost that can be incurred, this type of model often needs significant 
simplifications. The following paragraphs highlight some of the important progress in 
this aspect. 
Opris and Johnson (1998b) presented the first 2-D DPF model with thermal and 
catalytic reactions. However, the authors assumed a constant gas density and by 
considering the channel geometry, the full momentum equations were reduced to a 
set of ordinary differential equations (ODEs), which were then solved analytically. It 
was also assumed that flow fields were symmetrical in both inlet and outlet channels. 
Since the air flow was considered known, only the energy equations and soot 
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consumption rate were solved. Thermal equilibrium was assumed in the porous 
media (PM layer and porous wall) energy transfer. Despite various assumptions made, 
good agreement between experimental measurement and model prediction was 
obtained. For the fust time, the model also revealed that combustion waves moved 
not only forwards but also backwards along the channel while oxidising the 
remaining PM inside the filter. 
Guo and Zhang (2006) proposed a 3-D flow and PM combustion model which could 
represent a better approximation to that of Opris and J ohnson. By invoking the 
constant gas density assumption and pre-defined symmetrical velocity proflles that 
satisfied no-slip boundary conditions at plain-porous walls, the authors reduced the 
continuity and momentum equations to a set of ODEs with the wall flow, inlet, 
outlet velocities and pressures varing along the axial direction only, i.e. a l-D model. 
These ODEs as well as 3-D thermal equilibrium temperature equations were then 
solved numerically. 
A more thorough CFD model was suggested by Hou and Angelo (2004). This was a 
3-D model that included conservation equations for continuity, momentum, solid 
and gas energy as well as gas and solid species. Thermal equilibrium was assumed for 
the porous media combustion in this model. 
Commercial CFD software has also been used to study the DPF regeneration 
process. For example, Grobler and Fuls (2005) used the software to study the 
effectiveness of removing regeneration heat by using a DPF with an angled front face 
compared to a conventional DPF. The study predicted a reduction of 303°C with a 
25° face angle compared to a conventional flat frontal face DPF since the heat could 
be dissipitated via radiation. 
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To date, there has been little reported work regarding the applications of full NS 
equations in DPF regeneration due to the high computation cost involved. 
Nevertheless, NS models have been frequently used to study the flow field and soot 
deposition inside DPFs [Gaiser et aL (2003), Oxarango et aL (2003), Piscaglia et aL 
(2005), Sbrizzai et aL (2005)]. By using the StarCD CFD code, Sbrizzai et aL (2005) 
presented an excellent model on soot particle deposition in a DPF. In the model, the 
particle motion was modelled by Lagragian mechanics and the PM-DPF wall collision 
was modelled to study the filtration mechanism. The model showed that the wall 
flow velocity was distributed non-uniformly along the porous wall with the minimum 
at the middle of the channel and two peaks at both the inlet and outlet. In addition, 
the magnitude of wall flow velocity at the channel end is about 50 % higher than that 
of the inlet. This in turn caused the PM particles to be distributed non-uniformly, 
with more PM at the channel end and virtually none for about 20 % of the channel 
length from the inlet. The authors attributed this phenomenon as 'vena contracta' where 
the particles were diverted away from the porous wall upon entering the filter 
channeL The flow phenomena was also observed by Hou and Angelo (2004). 
Contrary to the popular assumptions at that time, the model showed that Brownian 
diffusion did not play a significant role in particle filtration in DPF but rather inertial 
impaction was more important. The authors explained this observation as being 
caused by particles flowing into a porous wall as shown in Figure 2-8. Figure 2-8 (a) 
shows the PM trajectory when crossing a non-porous filtering medium, which was 
modelled as a group of spherical particles. The zigzag PM trajectory was caused by 
Brownian diffusion while flowing along the streamline and was parallel with the 
spherical particles' flow paths. Hence, the main mechanism for PM to be 'captured' 
by this filtering particle was via Brownian diffusion. On the other hand, in the case of 
DPF filtration, the PM actually encountered a porous wall that was perpendicular to 
the streamline as shown in Figure 2-8 (b). Therefore, the main filtration mechanism 
in WF-DPF was thought to be inertial impaction. 
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Figure 2·8 Soot deposition mechanisms by particle (a) and wall model (b) [Sbrizzai et al. (2005)] 
One of the drawbacks of using CFD in DPF modelling is the high computational 
cost incurred if very fine grids are used to resolve DPF microstructure length scales. 
In addition, it is difficult to generate the grids for the random porous media 
structures of both soot cake and fllter walL In this respect, Lattice Boltzmann 
methods (LBM) [Chen and Doolen (1998)] have offered an appealing alternative to 
overcome these problems. LBM is based on simplified kinetic equations where 
average quantities (ensembles), such as density and velocity are calculated at each 
lattice. Each ensemble interacts only with its immediate neighbours via advection and 
collision. Thus, this approach is relatively easy to implement on parallel computing 
platforms. Moreover, the complicated porous media grids can be generated by 
scanning and digitising the DPF structure and the data can then be used for LBM. 
Since this is a relatively new approach in the DPF modelling field, there are not many 
papers available. Some of the notable ones are contributed by Muntean et a/. (2003) 
and Yamamoto and Takada (2006). 
Yamamoto and Takada (2006) reported several interesting observations from their 
simulation results. Firstly, it was observed that recirculation regions existed inside the 
DPF walL Secondly, they reported that PM was non-uniformly oxidised owing to 
different oxygen mass transfer in the DPF. 
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Muntean et at also conducted simulation exercises for N02 - C reaction. They 
reported back diffusion of N02 to the PM layer in the DPF. This observation 
prompted Haralampous et aL (2004) to further investigate the phenomenon as 
discussed previously. The same non-uniform flow field was also observed and this led 
to many localised heating regions in the DPF structure. 
2.5 Summary 
This chapter has discussed the pressure drop profiles of DPF during PM loading and 
also various mechanisms that take place during PM filtration. These main 
mechanisms are: diffusion, interception and inertial impaction. In addition, the 
factors that affect PM oxidation were also discussed. This was followed by a survey 
of the key state-of-the-art DPF regeneration models. Various aspects of the DPF 
regeneration process· have been reviewed, such as PM thermal and catalytic 
oxidations, structural changes, filtration and flow field. In addition, different 
approaches to model this DPF regeneration process were also reviewed. Here, simple 
I-D models to more complex gas kinetics models (i.e. Lattice Boltzmann method) 
can be found in the literature. Since DPF regeneration inherently involves 
complicated porous media combustion, it is foreseen that Lattice Boltzmann 
methods will play an important role in further understanding the DPF regeneration 
processes. Nevertheless, this method requires the access of extensive parallel 
computing facilities in order to make any serious modelling feasible. Having 
discussed the physics of DPF regeneration as well as the modelling, the next chapters 
will present the further development of a lumped-mass model to investigate the 
various effects of PM properties on the regeneration process as well as a novel multi-
step chemical reaction scheme for thermal oxidation. 
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Chapter 3 One -Dimensional Diesel 
Particulate Filter 
Regeneration Model 
A 1-D DPF regeneration model, based on that by Garner (1989), is presented in this 
chapter. Unless stated otherwise, it is assumed that the words "soot" and 
"particulates matter" (P:M) are interchangeable for the remainder of the thesis. The 
flrst section will describe the physical structure of the DPF and the PM oxidation 
mechanism in a DPF. These are followed by a formulation of a set of governing 
equations. Since an analytical solution is not available, the equations are solved using 
flnite difference methods. The discretisation and solution procedure are then 
discussed. Particular attention is paid to the chemical processes in the DPF during the 
regeneration process. Hence, a simple one-step PM oxidation is solved and then a 
more complex, multi-step oxidation process is incorporated into the modeL 
3.1 The Physics of the Regeneration of a Diesel Particulate Filter 
3.1.1 The Physical Structure of a Diesel Particulate Filter 
In the model, the physical DPF structure is transformed such that the PM is 
distributed evenly on a ceramic / cordierite slab as shown in Figure 3.1. The structure 
consists of a layer of reactant (P:M) and it is followed by an inert ceramic slab (which 
represents the porous channel wall). The area, (i.e. the surface where the soot 
accumulates), is equal to the total fIltration area of the actual DPF, AfiI. The thickness 
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of ceramic slab is equal to a single channel wall. The mean exhaust gas flow is 
assumed normal to ceramic slab. 
Soot-laden 
exhaust gas in 
Inlet Channel 
End Plug 
Particulate / Soot 
trapped with 
thickness Zp 
Porous ceramic waIl 
~"":"""':~-=--F--4:"":"-~"=""':'~f----=-"""":'--+:""":""~~:-- with thickness Zw 
Outlet channel 
End Plug 
Clean 
exhaust 
gas out 
Figure 3-1 Schematic for a single pair of inlet and outlet channels on which the model is based 
3.1.2 Regeneration Mechanism 
For the fIrst instance, a simple PM oxidation process is considered, i.e. 
R3.1 
R3.1 is a forward and irreversible reaction. 
For PM oxidation to occur, oxygen must be transported to the surface of the PM 
layer. Here, a distinction is made between the input concentration of oxygen and that 
involved in the regeneration process. The former is denoted as Ye 0 while the latter 
, 2 
Ys,oz . Thus, the oxygen molar flow rate per unit volume of exhaust gas, G~,oz is given 
by 
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(3.1.1) 
where g is the mass transfer rate of gas (from bulk gas to PM surface area) per unit 
external surface area of PM, a is the specific area of the soot and MWo is the 2 
molecular weight of 02. 
The rate of oxygen consumption at the PM surface (according to R3.1) is expressed 
as 
(3.1.2) 
where kch is chemical reaction rate and Pc is the bulk gas density. 
During the steady-state, the rate of oxygen transfer from bulk gas to PM surface 
equals to the rate of oxygen consumption at the surface. Thus, 
(;"' =R"' C,Oz 5,R3.1 (3.1.3) 
These two equations are solved for the unknown oxygen'mass fraction at the surface, 
thus, 
y =( g.a ) y 
5'°2 k + . C,02 
ch.PC g.a 
(3.1.4) 
Equation (3.1.3) is substituted into (3.1.4), and the result is divided by Pc, thereby an 
expression for the rate of oxygen consumption is obtained as follows 
where b = g . a j . jpc 
(3.1.5) 
48 
--~~--------------~ 
Equation (3.1.5) explicitly shows the dependence on both kinetic and diffusion 
reactions despite the fact that most of the existing models assume only a kinetic-
controlled reaction rate. 
3.2 Governing Equations Formulation 
In order to describe the regeneration process in a DPF, a set of five equations are 
needed to solve for a number of unknowns in the equations. The unknowns that are 
to be solved are PM mass, total gas mass, gas species; PM and filter wall temperatures 
as well as gas temperature. 
3.2.1 Conservation of Mass 
Particulates - mass of particulates is depleted as it is oxidised and is represented by 
the following expression 
app ·m 
-- = -MWp.vp R31RS R31 at ,. " (3.2.1) 
where Pp is the bulk density of particulates, MWp is the molecular weight of PM and 
V p,R3.1 is the stoichiometric coefficient of PM according to reaction R3.1. 
Exhaust Gas Stream - Since oxygen is transferred from the exhaust gas stream to the 
particulate surface and carbon dioxide is transferred back to the gas stream, the 
gradients of these two constituents will exist in the direction of the flow and with 
respect to time. Reactions of other species can be accommodated in the model since 
the mass transfer and gradient expressions are written in a general form. For a general 
constituent, 17 in the gas flow, the gradients of concentration in space and time are 
given by 
(3.2.2) 
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where t/J is the medium porosity, G~ is the gas mass flow rate per unit area normal to 
the flow direction, Yc ,'1 and Ys ,'1 are the concentration of gas constituent 17 in the 
bulk gas and at the solid surfaces respectively. For oxygen transport to the particulate 
surface and the subsequent consumption, Equation (3.2.2) may be rewritten as 
(3.2.3) 
3.2.2 Conservation of Energy 
Gas stream - Since the ftlter is well-insulated the radiation effects in the gas stream 
can be neglected. Therefore, the loss of energy in the gas flow with time and in the 
flow direction is equal to the heat convected to the solid surface. This is expressed as 
(3.2.4) 
where hintcrstitial is the interstitial heat transfer coefficient. Note that distinct gas Te and 
solid Ts temperatures are assumed here which is consistent with that of recent 
researchers [Miyairi et al. (2001)]. As stated before, early models developed by 
previous investigators [Bissett and Shadman (1985)] have assumed these two phases 
to be at the same temperature. Whilst this is a fair approximation, it would restrict the 
general nature of the model equations if assumed here. 
Solid phase - Radiative heat transfer effects can be neglected since the channels are 
slender and each of the four surfaces of the inlet channel are assumed to exchange 
equal amounts of radiative heat with each other. The convective heat transfer to the 
solid from the gas stream increases the internal energy of the solid, and hence its 
temperature, setting up a thermal gradient due to conduction in the flow direction. If 
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the temperature of the solid is high enough, the particulate will oxidise rapidly 
liberating significant energy. This can be expressed as 
(3.2.5) 
where Ps is the solid bulk density and H the enthalpy of reaction for particulates 
oxidation and ks the bulk thermal conductivity of the porous solid. 
3.2.3 Equation of State and Continuity Equation 
Since the pressure drop across the filter walls is of the order of 16 kPa 
~<onstandopoulos et al. (2002)], the absolute gas pressure in the filter is assumed to 
be constant. The equation of state can, therefore, be expressed as 
PcTc = Constant (3.2.6) 
Due to the number of unknowns to be solved, it is important to find the relationship 
between Pc and G~. This relationship can be found by solving the gas stream 
continuity equation, i.e. 
a( .") a( ) "" 'm a fjJGc + at fjJpc = ~MW'7.V'7.R3.1·Rs.R3.1 
Z '7 
(3.2.7) 
where 17 are all the possible gas species in the model. 
3.2.4 Application of Model to Monolithic Wall Flow Filters 
Up to this point, the above equations have been kept sufficiently general to model 
gas flow through a matrix containing reactive particulate. These general equations are 
now applied to the specific geometry of the monolithic wall-flow filter. It is possible 
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to model other types of filter, e.g. fibrous [Garner and Dent (1988)] and foams using 
the same foregoing equations in a similar manner. 
Model Geometry - The model geometry described earlier and shown in Figure 3-1 
considers that oxidation takes place in the porous particulate deposit layer. The 
thickness of this layer is given by 
(3.2.8) 
where mp is the total filtered mass of particulate, pp is the bulk density of the 
particulate and Aftl is the total projected flitration area of the monolith. The 
regeneration equations are solved along the total length Z of the model geometry, 
which includes the wall thickness Zjw. 
Physical Characteristics of Particulate Layer - The specific area of the solid is 
required for the heat and mass transfer rates. The particulate specific area depends on 
the size, density and shape of the particles. Although primary soot particles have 
diameters of the order of 10 to 30 nm these particles coalesce into larger 
agglomerates that have diameters of about 0.1 to 1 Jlm. The mean diameter based on 
a volume distribution was found to be 0.17 Jlm in many studies [e.g. Verrant and 
Kittleson (1977)] and this value was chosen as the characteristic particle diameter. 
Since there has been significant uncertainty concerning the bulk density of the 
particulate deposit, Pp, a literature survey [Wade et al (1981), Otto et al (1980), Gilot 
et al (1993), Bissett and Shadman (1985), Opris and J ohnson (1998a), Howitt and 
Montierth (1981), Mogaka etal (1982), Thoenes and Kramers (1958)] was conducted. 
It was found that the values used by many investigators ranged from 20 to 1800 kg. m-
3 owing to different measurement methods. Garner (1989) found experimentally that 
------------------------------------------------------
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monolithic filters fully loaded with diesel particulate consistently have particulate bulk 
densities of 56 kg.m-3 within a tolerance of about 5 %. This was also in good 
agreement with previous results by some other investigators [Otto et al. (1980), 
Ahlstrom and Odenbrand (1989)]. Therefore, the nominal value of 56 kg.m-3 was 
adopted for the purpose of the present work. 
Depending on the particulate diameter, its specific area ap varies. For an individual 
particle of density pp the specific area is given by 
(3.2.9) 
and assuming a particle density of 2000 kg.m-3 [pattas et al. (1985)]. 
3xl0-3 pp 
a =----'-
p d 
p 
(3.2.10) 
In monolithic wall-flow filters the exhaust gas containing oxygen flows through the 
fine particulate deposit and the heat and mass transfer mechanisms are not well 
understood. A comprehensive study of heat and mass transfer rates between non-
reacting spheres in a gas flow is given by Field et al. (1967). Pauli et al. (1983) used the 
mass transfer equation, derived by Thoenes and Kramers (1958) for non-reacting 
spheres, in their mathematical analysis of the regeneration of particulate filters. A 
mass transfer coefficient for a non-reactive system was also used by Wiedemann et al. 
(1983) in the same application. For the work described here, heat and mass transfer 
coefficients applicable to reacting beds of particles were used. Olson et al. (1968) 
expressed the heat transfer coefficient as 
(3.2.11) 
and assuming constant tPP = 0.5 and dp = 0.17 Ilm, this becomes 
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(3.2.12) 
It should be mentioned here that the high heat transfer rates encountered in packed 
beds are not due to high heat transfer coefficients, but due to the large contact area 
(i.e. large specific area) between the gas and the porous deposit layer. Olson et at. 
(1968) also recommended an expression for the mass transfer conductance 
( J
O.5 
= 9.806x10-4 G~ T O.33 gp ,t. d C 
'l/p p 
(3.2.13) 
So, for constant ljJp and dp as before 
(3.2.14) 
The mass transfer conductance J!p can also be found from the heat transfer coefficient 
h 
by assuming unity of the Lewis number, i.e. Le = -p- = 1. Hence from Equation 
cpcgp 
(3.2.14), the mass transfer conductance can be written as 
(3.2.15) 
Equations (3.2.14) and (3.2.15) derived for J!p yield similar arithmetic results. For the 
present work Equation (3.2.15) was employed. 
Physical Characteristics of Ceramic Wall- The specific area used here is based on the 
assumption of cylindrical pores of uniform diameter dpore and is given by 
4l/Jfw 
a =--
fw d (3.2.16) 
pore 
where l/Jj., is the porosity of the ceramic wall. 
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A heat transfer coefficient correlation quoted by Bear and Corapcioglu (1984) for 
flow through porous media yields: 
(3.2.17) 
where kc is the gas thermal conductivity and /-Le is the gas dynamic viscosity. 
Bird et al. (1960) give these as: 
(3.2.18) 
and 
(3.2.19) 
Therefore, 
( 
• " )1.375 ( )-01875 hiD' = constant Gc Tc· (3.2.20) 
for constant dpore• The value of dpore for a cordierite wall-flow DPF can vary between 
15 to 25 Ilm [Hashimoto et al. (2002)]. The NGK filter had a quoted mean d pore of 
16.5 Ilm and this value was used for the present model. 
Other Data - The chemical reaction rate km is given by the Arrhenius equation 
k = A.exp( -Ea J 
ch R.T 
11 S 
(3.2.21) 
where A is the frequency factor, Ea the activation energy and Ru the universal gas 
constant. 
It has been recommended by Otto et al. (1980) that activation energy values for 
carbon oxidation range from 70 to 420 kJ .moP. Although values of frequency factor 
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and activation energy depend on the mode of oxidation (thermal or catalytic), 
frequency factors for thermal oxidation used elsewhere [Mogaka et al (1982), Bissett 
and Shadman (1985)] differ by a factor of 2000. Some of these reaction rates can yield 
unrealistic results so the activation energy used by Pattas et al (1985) was adopted 
since their value was based on experimental results pertinent to monolithic wall-flow 
diesel particulate ftlters. Their frequency factor, A was not defined in the form 
required in this study so the nominal value of 1 x 105 S-1 was used [Garner (1989)]. 
These values give a reaction rate within the range of those obtained by the different 
investigators quoted above. Table 1 gives the data used for the present study of the 
monolithic filter. 
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Ceramic Monolith: 
Diameter 143.9 mm 
Length 151.6 mm 
Cell Structure: Wall thickness, Zjw 0.012 inch 
Cell Density 200 cells.inch-2 
Wall Porosity, tPfo' 0.49 
Mean pore diameter, dpore 16.5 !lm 
Specific Heat Capacity, Cpjw 1.11 kJ.kg1.K-1 
Bulk Density, Pin, 1400 kg.m-3 
Bulk Thermal Conductivity, kjw 0.0011 kW.m-1.K-1 
Particulate: 
Enthalpy of Reaction, H 32800 kJ.kg1 
Activation Energy, Ea (nominal value) 54.5 kJ.mol-1 
Frequency Factor, A (nominal value) 1 x 105 S-1 
Porosity, tPp (nominal value) 0.50 
Mean diameter, dp 0.17 !lm 
Specific Heat Capacity, Cpp 1.51 kJ.kg1.K-1 
Bulk Density, Pp (nominal value) 56 kg.m-3 
Particle Density, Pp 2000 kg.m-3 
Bulk Thermal Conductivity, kp 0.00084 kW.m-1.K-1 
Table 3-1 Data used for Ceramic Monolith DPF 1-D single reaction model. 
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Engine Data - The diesel engine operating conditions used in the model are given in 
Table 3-2. For modelling purposes, a simple regeneration method is adopted where 
the engine is operated at high load to obtain high exhaust gas temperatures. The 
engine is operated at light (24%) load and increased at constant speed to a high (91 %) 
load in 30 seconds, which in turn increases the exhaust gas temperature to promote 
fllter regeneration. Although it is sometimes the practice to reduce the inlet gas 
temperature once rapid oxidation is under way, for the following results the 
temperature was maintained at a constant high level so that direct comparisons for 
different oxygen concentrations and fllter loadings could be made. 
Exhaust gas temperatures at filter inlet 473 K @ t = 0 sec (at 2750 r.p.m., 24 % load) 
773 K @ t = 30 sec (at 2750 r.p.m., 91 % load) 
Volumetric efficiency 85 % at 2750 r.p.m. 
Exhaust oxygen percentages 3 %, 5 %, 7 %, 10 %, 15 % 
Exhaust gas pressure 1 bar 
Table 3-2 Model input based on High Speed Direct Injection 2.0 Litre Diesel Engine. 
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3.3 Discretization of Governing Equations 
Since the analytical solutions for the aforementioned governing equations are not 
available, therefore, they are solved numerically by finite difference methods. 
The PM layer and filter wall are divided into imax number of fixed mesh each with a 
width of ~Z (see Figure 3.2) and time increases with a discrete increment of ~t. 
Thus, the numerical scheme calculates the solution at each pre-determined node at 
(i, k), where i and k are the indices for spatial and temporal dimensions . 
.........,....--r- i =1 
i=IPC 
. . 
Z =unax 
Figure 3.2 Illustration of computational domain of PM layer as well as filter wall. The interface 
between PM layer and filter wall is denoted by IPC. 
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3.3.1 Conservation of Mass 
Particulates - This is an ordinary differential equation and it is discretised by an 
explicit method. The resulting discretised equation for PM consumption rate is 
P k+1 P k A (R· '" )k+,Y, pi - pi = -ut.MWp.vp,R3.1 S,R3.I i (3.3.1) 
( ."' )k+ Yz RS,R3.I i IS the average at mesh points (i,k) and (i,k+1) I.e. 
( . '" )k (. "' )k+ 1 (.It"' )k+ Yz = RS,R3.I i + Rs ,R3.I i S,R3.I i 2 
Exhaust Gas Species Stream - This represents a fIrst order hyperbolic non-linear 
partial differential equation (PDE). Its discretisation form is 
( 
."' ))+1 
= ~Z·MWl].Vl]R31· Rs R31 . 
,. >' 1-1/2 
3.3.2 Conservation of Energy 
Gas stream - Since the gas phase energy equation is again a fIrst order hyperbolic 
PDE, its solution is similar to that of Equation (3.3.2). 
(do ." )k+1 ( k+1 T k+l) ~Z (do )k+1 (T k+1 k) 
- rGGcPG i-'y' TGi - GH - ~t vJpGcPG i-'y' Gi-'y' - TGi-,Y, 
(3.3.3) 
= ~Z.h. . ·al.a(TG~+l~ - TSk+l~) 
mterstttt 1-/2 1-12 
Solid phase - The particulate energy equation is a second order parabolic PDE. Here 
Crank-Nicholson method is implemented and the resulting discretised equation is 
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i1t (( . m )k+1 (. '" )k) 2 RS ,R3.I·H i + RS,R3.1'H i 
+ i1t h. . 'al.a.((Tc~+1 - TSk+1) + (Tc~ - TSk)) 2 mtcrstltl t 1 I I 
(3.3.4) 
kSi1t ((T k+1 2T k+1 T k+l ) (T k 2T k T k )) + 2( i1zl Si+1 - Si + si-! + Si+1 - Si + Si-I 
= (p )k+,v, (T k+1 _ T k) SCpS i Si Si 
3.3.3 Equation of State and Continuity Equation 
The discretization of equation of state is as follows 
(3.3.5) 
The constant C can be evaluated from boundary condition and thus 
(3.3.6) 
( ." )k+1 ( ." )k+1 i1Z [( )k+1 ( )k ] ljJGc i - ljJGc i-I + i1t ljJpc i-Yz - tPPc i-Yz 
(3.3.7) 
'" 'm 
= i1Z·L.,MWIJ ·VIJ ,R3.IRs,R3.1 
IJ 
3.4 Numerical Procedure 
The solution of discretisation of Equations (3.3.1) to (3.3.7) is based on that of 
Lawson and Norbury (1983). Details of the solution procedure can be found in 
Lawson (1984). Thus, the solution procedure is therefore only briefly discussed in 
this section. 
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Examining the governing equations, the source tenn is the strongest non-linear term. 
In addition, both solid phase and gas stream energy equations are strongly coupled 
through the convective tenn. Therefore, Equations (3.3.3) and (3.3.4) are solved 
using the Newton method. Although Newton's scheme is computationally 
demanding, it is good for solving non-linear PDEs and able to achieve convergence 
relatively quickly and stably. Having solved for Tc:+1 and TS:+l, these values are fed 
to Equations (3.3.5) and (3.3.6) to evaluate a new value of Pc:+1 • This is in turn used 
to solve for G~ in Equation (3.3. 7). G~ is substituted into Equation (3.3.2) to solve 
for YC,17. Lastly, by using all the newly found values, fJp:+1 is evaluated via Equation 
(3.3.1). This procedure is similar to Gauss-Seidel iteration so it is simple to implement 
in computer codes. 
3.5 Multi - Step Soot Oxidation Model 
The one-step regeneration model assumes that the soot oxidation occurs via R3.1 and 
it neglects all the intermediate reactions as well as gas phase reactions. The one-step 
PM oxidation has been discussed in the previous section. This model was previously 
validated by Garner (1989) and after conducting the sensitivity analysis (see Chapter 4 
later), it was considered that more detailed chemical reactions need to be included to 
better describe the complex process occurring during DPF regeneration. Therefore, 
in this section a new set of gas-solid and gas phase reactions are included in this 1-D 
DPF regeneration model. 
3.5.1 Governing Equations for Multi-step Chemical Reaction Scheme 
The governing equations for the multi-step chemical reaction scheme are 
fundamentally similar to those of an one-step reaction, so they are only briefly 
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discussed. Emphasis is on the more detailed PM oxidation and gas phase reactions 
model. 
In actual DPF regeneration conditions, many chemical reactions take place when the 
PM is oxidised. However, owing to the lack of published reaction data, only ten 
chemical reactions are considered in this multi-step chemical reaction scheme and 
they are listed as follows 
R3.1 
R3.2 
R3.3 
R3.4 
R3.S 
NOz + C -+ NO + CO R3.6 
R3.7 
R3.8 
R3.9 
R3.10 
R3.1 to R3.4 represent the reactions in the thermal regeneration process. In order to 
develop a generalised regeneration model, the current model also includes other 
reactions that take place during the catalytic regeneration process, such as CRT by 
Johnson Matthey plc [ Cooper and Thoss (1989)]. 
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1. Chemical Reactions during DPF Regeneration Process 
PM Oxidation The exhaust gas is composed of various species that could take part in 
the PM regeneration process. The rate of PM oxidation by reactive gas species is 
determined by two main factors, namely the rate of gas species transport from bulk 
phase to soot surface and the chemical reaction rate between the soot surface and 
reactive gas species in the boundary layer. The former mechanism is termed 
diffusion-controlled and the latter kinetically-controlled [Turns (2000)]. Thus, the rate 
of oxidant consumption at solid phase for a reaction a, R;:a during quasi-steady-
state conditions, i.e. when the rate of consumption oxidants (e.g. 02 and N02) equals 
the transport rate from bulk gas phase to solid surface, can be expressed as 
R'" = ( kch,a·b J. PC·Y I1 
S,a k +b MW 
ch,a 11 
(3.5.1) 
where kch,a = Aa exp ( - ~ltT) is the Arrhenius type chemical kinetic expression of 
reaction a. Ea' A, RI/ and T represent the activation energy, frequency factor, 
universal gas constant and temperature of solid or gas, depending on the whether the 
reaction is a gas or solid phase reaction. For a gas phase reaction, T = Tc while 
T = Ts for a solid phase reaction. b is the mass transfer coefficient of the reaction. 
Pc is the exhaust bulk gas density and YI1 is the mass fraction of gas species 17. 
Gas phase reaction - The soot oxidation process produces various gas species. Some 
of these species are not inert and therefore they react in the gas phase (or with the 
solid soot) and heat is liberated (or absorbed) during the reaction. In the case of gas 
phase reactions, gas species diffusion effects are considered to be negligible (i.e. a 
well-stirred reactor) and the reaction rate is solely kinetically controlled. In order to 
keep the model as general as possible, reversible gas phase reactions are considered, 
thus 
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N N 
~>~aW'l ~ ~>~aW'I (3.5.2) 
'1=1 '1=1 
where v' and v" are the stoichiometric coefficients of the reactant and the product. 
W'I is the chemical formula of species 17· 
The rate of gas reaction a, R;;,a is represented as 
(3.5.3) 
where k fa and k
ra 
are the forward and reverse reaction rates of reaction a. 
k
ra 
can be evaluated from the relation with the equilibrium constant based on molar 
concentration Kc,a [Turns (2000)] which is 
k fa k =-
fa K 
ca 
(3.5.4) 
This can be related to the equilibrium constants based on partial pressures K p,a by 
(3.5.5) 
where p is the exhaust gas pressure. 
The equilibrium constants based on partial pressures for any arbitrary equilibrium 
reaction i can be calculated from 
loglo K p,a = L v;a logto K p,fonnalion,'1 - L v~a loglo K p,fonnalion,'1 (3.5.6) 
'I 'I 
65 
where K p,jonnalion,T/ is the equilibrium constant based on partial pressure of species 
formation. 
By using standard thermodynamic expressions [Stull et al. (1965)], loglO K fonnalion,T/ can 
be expressed as follows 
loglo Kjonna,ion,,, = C1 ln T + i + C3 + C4T + CST2 (3,5.7) 
where Cl' C2 , C3 C4 and Cs are the polynomial constants. 
These aforementioned constants for various gas species are found by minimising the 
root-mean-squared (RMS) error between the thermochemical data and those 
calculated by Equation (3.5.7). The minimisation was done using the solver provided 
in MS-Excel. The results are shown in Table 3-3. The RMS errors of the 
minimisation are shown in Table 3-4. 
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Species, YTJ Cl C2 C3 C4 Cs 
02 O. O. O. O. O. 
CO2 -5.463 X 10-2 2.054 x104 5.364x10-1 -1.589 x 10-5 -1.223 xl 0-9 
N2 O. O. O. O. O. 
CO 4.055 X 10-1 5.885x103 2.108 - 3.696 x 10-4 2.240x10-8 
H2O -6.135 X 10-1 1.247x104 1.664 1.695 x 10-4 -8.305 X 10-9 
H2 O. O. O. O. O. 
N02 -4.261 x 10-1 -1.849 x 103 -4.377 X 10-1 2.572 x 10-4 -1.964 x 10-8 
NO 4.355 X 10-2 -4.702 x 103 3.552x10-1 -1.732 x 10-5 2.346x10-1O 
Table 3-3 The optimised numerical values used in the model (to 4 significant figures) 
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Species, W" Root-mean-squared error (-) 
02 O. 
CO2 3.268x 10-4 
N2 O. 
CO 3.283x10-3 
H2O 8.113x 10-4 
H2 O. 
N02 2.178x10-3 
NO 2.868 X 10-4 
Table 3-4 The RMS error between data fromJANAF table and those calculated from Equation (3.5.7) 
based on the optimised constants in the temperature in the range of 298.15 to 2000 K 
2. Conservation of Mass 
Particulates The mass of PM is depleted as it is oxidised and the oxidation rate is 
proportional to the sum of solid-gas reaction rates. Thus, it can be represented by 
(3.5.8) 
Exhaust gas stream The mass balance of exhaust gas species during the regeneration 
process can be written as 
where fjJ is the medium porosity, G~ is the gas flow rate per unit area, Ye,,, is the 
concentration of gas constituent 17 in the bulk gas. It dictates that the nett rate of 
68 
production (or destruction) of a gas species 17 is the sum of both gas and solid-gas 
phase reactions. 
3. Conservation of Energy 
Gas stream - Similar to the one-step chemical reaction scheme, the gas phase energy 
equation is 
It: is the reaction rate which includes R:':.a and It;:a· If/ c is defined as 
fjJpccpc 
---'---- and Ha is the heat of reaction for reaction a. 
fjJPccpG + Pscps 
Particulates - Similarly the solid phase energy equation is 
(3.5.11) 
4. Equation of State and Continuity Equation 
Both of the state and continuity equations for the multi-step chemical scheme are as 
follows 
PcTc = constant (3.5.12) 
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3.5.2 Chemical Reaction Kinetic Parameters 
The reaction kinetic parameters i.e. activation energy, Ea and frequency factor, A of 
diesel PM oxidation with gas species are not all available in the literature. Since the 
majority of the diesel PM consists of carbon, it is assumed, therefore, that the diesel 
PM is similar to coal or synthetic carbon black. Although this does not precisely 
represent the actual diesel soot reactions in a DPF, the model, however, uses the 
kinetic parameters that have been obtained from fundamental data. In other words, 
importantly, the 'tuning' of global reaction that has been widely practiced in previous 
models has been eliminated in this present new model. 
To facilitate the kinetic modelling, detailed processes such as surface reaction and 
elementary gas phase reactions have been ignored. Instead, multi-step global 
reactions for both solid-gas and gas phase reactions are implemented. The full set of 
reactions considered in this model together with the kinetic data is given in Table 3-5. 
Reactions R3.1 and R3.2 respectively represent the complete and partial PM 
oxidation that produces C02 and CO. The kinetic empirical data of R3.2 for diesel 
soot has not been reported to-date. Therefore, it is difficult to know which of these 
two reactions are more favoured during the DPF regeneration process. However, in 
the case of carbon graphite particle combustion in a fluidised bed, it was found that 
CO is the main product between 1000 K. and 1400 K. [Hayhurst and Parmar (1998)]. 
Hence it is assumed that R3.2 is the main PM oxidation path. 
Another important issue is the disagreement in the reaction order of PM with respect 
to oxygen. A 2/3-reaction order indicates that the oxidation occurs on the particle 
surface and the particle shrinks in size as oxidation proceeds. One the other hand, a 
unity reaction order means that the reaction rate is proportional to the mass of the 
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particle [Yezerets et al. (2003)]. The reaction order of R3.1 and R3.2 with respect to 
Oz is assumed to be unity. 
R3.3 represents the oxidation of CO to COz. Literature has shown that in the direct 
CO oxidation with 02, i.e. CO + O 2 ~ CO2 + 0, is extremely slow [Turns 
(2000)]. CO oxidation is aided by the presence of OH radicals via the reaction 
CO + OH ~ CO2 + H. In this study, the source of OH radicals is assumed to 
be generated from R3.4. From Table 3-5 it can be observed that CO oxidation is a 
complex reaction because of its dependence on CO, HzO and Oz concentrations 
being raised to some empirical constants. The reversible reaction is added in the 
reaction by introducing a reversible reaction rate. 
R3.4 is the WGS reaction. Since water concentration aids the CO oxidation, the WGS 
reaction is included in the reaction scheme to better estimate the amount of water 
vapour participating in the regeneration process. The kinetic data was obtained under 
the experiment condition of 1 atmospheric pressure and at a gas temperature of 900 
0C [Graven and Long (1954)]. 
R3.5 - R3.10 are NOx related reactions. Except for R3.7 and R3.8, the reactions are 
direct oxidations of PM with NOz. The NOz - C kinetic data was obtained by 
Jacquot et al. (2002) who measured the reaction rate of carbon black (Cabot Vulcan 6) 
in isothermal condition (300 - 450 0C). They also measured the kinetic data of the 
reaction in the presence of oxygen and water. 
In the reactions R3.5 - R3.6 and R3.9 - R3.10, Y'l represents the mass fraction of gas 
species 17. 
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3.5.3 Reaction Scheme 
Table 3-5 Multi chemical reactions used in the model and their respective rate equations and kinetic data. 
Reaction Rate expression Pre-exponential Activation energy, Reference 
constant,A E 
C + 0z ~ COz Rm = kR3.I ·b [0 ] A R31 = 3.68 X 106 S-I E R3.! = 142 kj.mol-! Otto et al. (1980) 
S,R3.1 k b 2 
R3.1 + 
1 ~ CO Rm = kR3Z ·b [0 ] A R3.Z = 2.64 X 107 S-I ER3.2 = 79.791 kJ.mol-1 Kilpinen et al. (2002) C +- ° 2 Z S,R3.2 k b Z R3.Z + 
1 k'f ~,R3.3 = kR3.3j [CO][ HzO t S [Oz t3 A R3.3 = 3.8 X 106 S-I E R3.3 = 66.88 kJ.mol-1 Hottel et al. (1965) CO + -Oz ~COz 
2 
k3c 
-kR3.3r [COz] 
/ Continued ... 
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Table 3-5 (Continued) 
co + H2O 
."' kR3.4! [H 20][COtS A R3.4! =1.58x1011 E R3.4! = 281.314 Graven ~.R3.4 = ( [])OS k" 1 + 379.473 H2 . m 3/2 .mor 1/2 .S-I kJ.mol-1 and Long (1954) ~C02 + H2 
k4r kR3.4r [C02][HJl.S A R3.4r = 3x 109 ER3.4r = 238.26 -
1+3.6[CO] 
m 3/ 2 .mol-I / 2 .S-I kJ.mor l 
2N02 + C A R3.S = 462.3 S 
-I ER3.S = 45.5 kJ.mor l J acquot et al. (2002) 
ft" - ( k.".b J 
2NO + CO2 
S R3.S -
---+ . k Y,1.l3.(1+8yo,ss).[C]+b R3.S N02 H2O 
xy,1.l3 . (1 + yo.ss). [C] 
N02 11,0 
/ Continued ... 
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Table 3-5 (Continued) 
N02 + C A R3.6 = 1002.2 S 
-1 ER3.6 = 59.43 kJ.mor
1 J acquot et al. (2002) 
R" -( kR"b J 
~ NO + CO S,R3.6 - k y,1.os. ( 1 + 9y,°·74 ) • [C] + b R3.6 N02 H2O 
xy,1.0S .(1+9Y,o.74).[C] N02 1120 
N02 + CO ~,R3.7 = kR3.7j [N02 ][ CO] A R3.7j = 1.2 x 107 ER3.7 = 132kj.mor1 Johnston et al. (1957) 
~ NO + CO2 -kR3.7r [NO][C02 ] m 6 .mOr1 .S-l 
2NO + O 2 ~,R3.8 =kR3.8j [NOY[02] A R38j =1.2xl0-3 ER3.8 = -4.407kj.mor1 Atkinson et al. (2001) 
~ 2N02 
-kR3.8r [N02t m6.mol-2 .s-1 
/ Continued '" 
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Table 3-5 (Continued) 
1 R'" - y;1.07 y;O.Z9 ( 0.9 ) [ ] A R3.9 = 40.3x 103s-1 ER3.9 = 65.4 kJ.mor l J acquot et al. (2002) C + -Oz +NOz (+NOz) S,R3.9 - N02 • O2 • 1 + 7.5Y1l20 . C 2 
---+ NO + COz ( +NOz) x[ k."ob 1 kR3.9y~g: . y~~29 (1 + 7.5Y;~:0)· [C] + b 
1 R;R3.1O = YN02 • y~~Z9 • (1 + 7.5Y;~:0 ). [C] A R3.IO =2.3x10s S-I ER3.10 = 82.61 kJ.mor1 J acquot et al. (2002) C + -Oz (+NOz) 2 
---+ CO (+NOz) { k""b 1 
kR3.lOYN02 . y~~29 . (1 + 7.5Y;~:0 ). [C] + b 
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3.6 Summary 
This chapter has presented the development of a 1-D lumped mass diesel particulate 
ftlter regeneration model. The model had been used for the previous study [Garner 
(1989)], but for completeness, the discretisation of the governing equations as well as 
the solution procedure were presented. This model was extended in the present 
study to include the multi-step chemical reaction scheme for the thermal PM 
oxidation process. This 1-D model was used to study various PM properties on the 
DPF regeneration process. This is presented in the next chapter. In addition, the 
validation of the new extended model and the effects of different gas species on the 
DPF regeneration process will be presented. 
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Chapter 4 One Dimensional Model 
Results 
In this chapter, the 1-D model results are presented compared with the experimental 
data taken from Higuchi et al. (1983). These are followed by a sensitivity study of the 
effects of PM properties on DPF regeneration behaviour such as filter peak 
temperature and PM oxidation efficiency. The PM properties that are studied are 
reaction kinetic parameters, (i.e. frequency factor A and activation energy, Ea)' PM 
bulk density Pp ,PM bulk porosity tPp and mean PM diameter dp • A sensitivity study 
is conducted using the one-step chemical reaction scheme, which assumes only R3.1 
to take place during the oxidation process. The multi-step chemical reaction scheme 
is then simulated to investigate the effects of various exhaust gas species on DPF 
regeneration via both solid-gas and gas phases reactions. 
4.1 Review of Experimental work by Higuchi et al (1983) 
The validation of the 1-D DPF regeneration model with a multi-step reaction scheme 
was assessed by comparing the model results with the experimental data reported by 
Higuchi et al. (1983). This is because Higuchi et al. (1983) provided sufficient data for 
the boundary conditions for the current 1-D model. Although the 1-D model is able 
to give information of a number of variables, such as the PM oxidation rate, gaseous 
species and DPF temperature profiles, the comparison was made only with the DPF 
temperature measurements since it is the only available experimental data. Before 
presenting the results of the comparison, it is helpful to understand the experimental 
work conducted by Higuchi et al. (1983), which is summarised as follows 
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The details of the DPF sample used in Higuchi et al. (1983) is summarised in Table 
4-1. 
Filter type Ceramic wall-flow 
Overall filter dimensions (mm) Diameter, 118; Length, 152 
Cell density (cells.cm-Z) 31 
Wall thickness (mm) 0.3048 
Wall porosity 0040 - 0.5 o 
Mean pore diameter (I-lm) 15-30 
Inlet gas final temperature (K) 863 
Exhaust gas flow rate at STP (m3.min-1) 0.6 
Oxygen concentration (%) 10 
PM mass loading (g) 14.4 
Table 4-1 DPF properties and exhaust gas boundary cond itions by Higuchi et al (1983) 
The PM samples used in the experiments were prod uced from the combustion of a 
ustion chamber. The inlet gas 
nitrogen gas inlets which were 
mixture of light oil, air and oxygen inside a comb 
mixture to the DPF was controlled by air-oxygen-
connected to a pipe which was in turn connected to th e combustion chamber and the 
DPF holder as shown in Figure 4-1. 
78 
IB]: Flow Met .... 
@: 
G): Th.rmoeoup~e 
Figure 4-1 Regeneration test equipment used in Higuchi et aL (1983) [Higuchi et aL (1983)] 
Composition and thermal analyses were carried out on the PM produced from the 
combustion chamber and the results were compared with those from diesel engines. 
These are summarised in Table 4-2 . 
. ~ tPlttf(.vlate Et'lQ;i,... P,rtic\ola'. 
-~ u .. ~inth .. 
ellQ*'iment A B C 
C 88.4 907 sa.8 67.4 f---- f--- .. .~-1.3 Elemental f' • '5 0.'5 0.5 
ANllyS!s . ...,1 ~, N 002 I 002 O.OS 06 
S 0.4$ 027 0.341 -
jVoIIV" '8 '0 I '2 32 
t"h.rmo. Co","" 78 86 84 !l8 
lrav,rnelry. wt % Residue 4 4 4 12 
To~1 100 .00 100 .. _ ~ 
CatbO" Th.rrP\O- O. T.G 54'5 ~50 \6ao 570 
o:cod.wm 
i.~~!fahlf •. "C O. T. A. 5Z5 164 '5 /6'50 - . 
Table 4-2 Chemical and thermal analysis ofparticulate matter used in Higuchi et aL (1983) 
[Higuchi et aL (1983)] 
From Table 4-2, it can be seen that the composition of the PM produced was similar 
to those produced from diesel engines. However, the thermooxidation temperature 
of the PM was noticeably lower than those produced from diesel engines. 
Exhaust gas temperatures measurements were taken at several points inside the DPF 
during the regeneration process as shown in Figure 4-2. 
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Figure 4-2 Schematic of thermocouples arrangement in a DPF [Higuchi et aL (1983») 
From Figure 4-2, three gas temperature readings were taken along the central line of 
the DPF, i.e. 20 mm, 76 mm and 132 mm from the outlet face of the DPF. These gas 
temperature readings were compared with the model results which will be presented 
shortly. 
4.2 Comparison of Model results with Experimental Data 
The one-step PM oxidation model is used for a sensitivity study of the effects of PM 
properties on DPF regeneration behaviour. The validation of this model can be 
found in Garner (1989) so it is not presented here. Only the validation of the multi-
step chemical reaction scheme, which has been developed during this current 
research, is presented. 
To ensure that the model results were grid-independent, the multi-step chemical 
reaction scheme was tested by using different numbers of spatial steps as well as time 
steps as shown in Figure 4-4 and Figure 4-5. Since there is a negligible change in the 
model results between 150 and 200 spatial steps, 150 spatial steps were used and the 
same applied to the time step, whereby /).t = 10-4 was chosen. The model has been 
80 
compared with two sets of carefully controlled experimental results reported by 
Higuchi et al. (1983). 
The exhaust gas was assumed to be the combustion product of diesel fuel (C12H26) 
with an equivalent ratio of 0.55. The composition of the equilibrium products of the 
diesel fuel was generated using TPEQUIL [Turns (2000)] and is given in Table 4-3. 
The oxygen gas molar fraction was adjusted so that it agreed with that used in the 
experiments by Higuchi et al. (1983). Since the radical reactions such as OH are not 
considered in the current multi-step scheme, only the molecular gases (H2, CO, NO, 
02, C02, H20 and N 2) are used in the model. The PM bulk density was 
experimentally found to be 56 kg.m-3 by Garner (1989) and the PM bulk porosity is 
assumed to be 0.5 
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1 Exhaust gas species 11 Mole fraction [-] 
1 
H 1.0 X 10-7 
0 1.21 x 10-6 
N O. 
H2 4.7x 10-7 
OH 5.528 x 10-5 
CO 1.16x10-6 
NO 8.5335 x 10-4 
02 8.9x 10-2 
CO2 7.202263 x 10-2 
H2O 7.779976 x 10-2 
N2 balance 
Table 4-3 Base-line exhaust gas species concentration DPF inlet boundary conditions used in the 
multi-chemical scheme simulation 
The model results were compared with the DPF wall temperature measurements at 
the centre and the end of the filter (points 2 and 3 respectively) as shown in Figure 
4-3. 
Inlet 
o 
·G)·_·_·_·_G)·_·_·_·G) Outlet 
Figure 4-3 Thermocouple locations in wall-flow DPF used by Higuchi et aL (1983) 
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Figure 4-5 Exhaust temperature at outlet channel with different time steps, f..tsec 
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Figure 4-7 Comparison of one-step regeneration model reported by Gamer and Dent (1988) with 
experimental results by Higuchi et al (1983) 
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A number of factors could contribute to the difference between the experimental and 
model results. Firstly, the difference of temperature profiles between these two cases 
could be attributed to the heat and mass transfer coefficients used in the model. The 
coefficient used was based on that of Olson et al. (1968) who studied the regeneration 
of adiabatic fixed beds, where the carbon particles were larger than the mean diesel 
PM size. Secondly, diesel PM is different from other carbon materials such as carbon 
black, in terms of chemical species composition and microstructure. Diesel PM has 
chemical components that differ from artificially manufactured carbon. For example, 
diesel PM contains organic compounds and traces of precious metals. Precious 
metals can have catalytic effects on the regeneration process. For example, the PM 
reaction rate with oxygen was found to be about 20 kJ.mol-1 by Otto et al. (1980) 
compared to that of other material such as Printex-U (a flame soot) with an activation 
energy of 168 kJ.mol-1. In addition, during the pre-heating of diesel PM, the absorbed 
volatile hydrocarbons are oxidised and heat is liberated which in turn increases the 
temperature in the filter. 
The higher temperature increase in the experimental data during the heating-up stage 
could also caused by the nature of the PM. In the experiments conducted by Yezerets 
et al. (2002), two values of activation energies were obtained for the PM oxidation 
rate. The lower value of activation energy was found in the range of 21 to 39 kJ.mol-1 
for 200 to 300 °C whilst 92 to 97 kJ.mol-1 was found for 400 to 550°C. Yezerets et 
al. (2002) explained that these observations could be attributed to the fact that two 
different types of PM existed, the 'easy' - and 'hard' -burning PM. 
For comparison with the results of the multi-step reactions scheme, the previously 
reported one-step reaction model [Garner (1989)] was re-run under the same 
boundary conditions as those in the multi-step reactions scheme. As can be observed 
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from Figure 4-7, the one-step model over-predicts the peak filter temperature as well 
as the time of the peak temperature occurrence. Thus, the multi-step chemical 
reaction scheme model is a more promising solution compared to the previous one-
step model. As will be seen later in this thesis, it also provides significantly more 
detailed understanding of the regeneration process and increases its generality. 
4.3 Influences of PM Intrinsic Properties 
This section reports the use of the one-step reaction model to study the effects of 
fundamental PM properties on the filter regeneration behaviour. Except for the 
activation energy, Ea, the literature survey conducted showed that there has been little 
research on the effect of PM properties on DPF regeneration behaviour. Since it is 
believed that PM properties play a significant role in this aspect, a study of the five 
PM properties is presented here. These properties include activation energy, Ea; 
frequency factor, A; bulk density, pp; PM porosity, fjJp and mean PM diameter, d p. 
The first two parameters directly affect the rate of PM oxidation whilst the remaining 
parameters determine the heat and mass transfers and the relative amount of PM and 
oxygen that are available to take part in the regeneration process in the DPF. In the 
sensitivity study here, only one parameter was varied while all the others parameters 
were kept constant. For example, the activation energy, Ea was varied while the 
others (A, Pp, fjJp and d p) remained the same. 
The activation energy Ea was varied between 47 kJ.mol-1 and 62 kJ.mol-1 (i.e. 14 % 
either side of the nominal value of 54.5 kJ.mol-1) and their corresponding maximum 
temperatures were predicted using the model. This was carried out using three 
different oxygen concentrations, i.e. 5 %, 10 % and 15 %. Similarly, the frequency 
factor was varied between 0.2 x 105 to 6.0 x 105 S-l with the nominal base line of 
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1.0 X 105 s-1 • In the analysis, the PM bulk density was varied between 40 and 70 kg.m-3• 
Although both the PM bulk porosity and density are interrelated quantities, the 
analysis assumed that they are independent with respect to each other in order to help 
understand the variations in filter regeneration behaviour. The PM porosity rpp was 
varied between 0 and 1, which represents the perfectly solid and fully-oxidised states 
respectively, in three different oxygen concentration environments. Recent diesel 
particulates number emission measurements have shown that 90 % of particles fall 
within the nano-range i.e. diameter <50 nm, despite being only 20% on a mass basis 
[Kittelson (1998)]. The mean PM diameter based on number weighting is about 20 -
30 nm whereas that based on mass weighting is 0.1 - 0.3 Jlm [Kittelson (1998)]. Due 
to the uncertainty of mean PM diameter, its sensitivity analysis was studied for a 
range of sizes between 20 nm to 0.5 Jlm. The results for regeneration time versus the 
parameters are presented in Figure 4-8 to Figure 4-12, and those for maximum filter 
temperature are given in Figure 4-13 to Figure 4-17. 
4.3.1 Sensitivity Analysis: Results and Discussion 
As shown in Figure 4-8, it was observed that the regeneration time fRcg increases 
exponentially with Ea. The effect is more pronounced for lower oxygen 
concentrations. For example, it can be observed that by doubling oxygen 
concentration entering the filter from 5 % to 10 %, a mean decrease in regeneration 
time by more than a factor of 4 was obtained. However, only a change of factor of 2 
was obtained for an increase of 10% to 15%. From Figure 4-13, it was found that the 
maximum filter temperature Tmax increased more significantly as Ea decreased if a 
higher oxygen percentage was present. 
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The results obtained in this study are different from those of Miyairi et al. (2001). In 
their study, a different range of Ea was used, which was 50 kJ.mol- t to 150 kJ.mol-1. It 
was found that there exists a critical value of activation energy, beyond which the 
regeneration process deteriorates~ i.e. the maximum filter temperature decreases and 
the regeneration time increases beyond practical limits. This observation was not 
obtained in this study. However, the general trend was observed with the parametric 
study of frequency factor, A (see later). 
From Figure 4-9, it can be seen that there exists an exponential decay relationship 
between regeneration time and frequency factor. As the frequency factor, A, 
increases, the values of regeneration time converge asymptotically. It can also be seen 
from the graph that for a given value of activation energy, there is a critical value of 
frequency factor below which the regeneration time increases indefinitely (i.e. an 
extremely slow PM oxidation). For example, for Ea = 54.5 kJ.mol-1, 5 % oxygen 
concentration, the minimum point is approximately A = 1.0 X 105 S-l. Below this 
value, the PM oxidation rate will become too low (i.e. long regeneration time, tReg ). 
This phenomenon can be explained as follows: atA = 1.0 x 105 S-l, the reaction rate 
is sufficiendy high to oxidise all the soot available but since the loaded soot is kept 
constant, higher frequency factors can only decrease regeneration time slighdy. 
However, it is observed that the maximum fllter temperature changes linearly with A . 
With higher oxygen concentration in the fllter, it is expected that the rate of change 
of T
ma
,,{ with respect to A would be higher (see Figure 4-14). Curve fitting was 
employed to calculate the gradients and y-intercepts. The results are presented in 
Table 4-4. The values of the y-intercept are in good agreement with exhaust gas 
temperature, which was 773 K. 
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Oxygen percentage, % Gradient, K.S-l y-intercept, K 
5 
10 
15 
834.7 x 10-6 756 
2066.2 x 10-6 732 
3364.4 x 10-6 728 
Table 4-4 Results obtained from curve-fitting with model data obtained with different oxygen 
concentration 
As shown in Figure 4-10, it could be observed that an approximately linear 
relationship between regeneration time and soot bulk density was obtained. The 
regeneration time increased with bulk density and the effect was more significant as 
oxygen concentration decreased. Conversely, the maximum filter temperature 
decreased with bulk density (Figure 4-15). As oxygen concentration increased, the 
rate of change of T max became increasingly exponentiaL 
The above observations can be accounted for by the following explanation. A higher 
bulk density means that the soot mass per unit volume is higher. Hence, the time 
taken to oxidise the soot completely will be longer. At constant porosity, but with 
increasing bulk density, it is more difficult for the oxygen to diffuse into the bulk 
interior to oxidise the soot. Therefore, the oxidation reaction is diffusion-controlled. 
As a result, the maximum filter temperature is reduced. A similar result was obtained 
by Millet et al. (2002). In their model and experiments, they observed a peak 
temperature when the soot accumulated at the end of the inlet channel due to the 
higher exhaust flow rate. Accordingly, this caused a higher PM bulk density than that 
when it was evenly distributed over the inlet channeL Hence, based on our assertions, 
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this peak temperature can be attributed to the higher soot and oxygen content 
availabilities for the regeneration process. 
Figure 4-11 shows the profiles of regeneration time versus bulk porosity. At 5 %, 
10% and 15 % oxygen concentrations, the durations taken to completely oxidise the 
soot are approximately 300, 140 and 85 seconds respectively. The changes can be 
considered as approximately linear. The slopes are found to be respectively 11.3, 23.1 
and 16.3 s per unit porosity. 
Figure 4-16 shows the maximum filter temperature at various porosity values. At 5 % 
oxygen concentration, the temperature change is almost negligible. At 10 %, it can be 
expected to have an average change of 2 K for every 0.1 change in porosity. At 15 %, 
it shows a non-linear relationship between fllter temperatures and bulk porosity. 
The PM oxidation rate increased as the mean PM diameter was increased from 20 nm 
to 0.5 Ilm (see Figure 4-12 and Figure 4-17). The trend is understandable since the 
heat transfer coefficient (Equation 3.2-22) of the soot layer is inversely proportional 
to mean particulate diameter. As the PM diameter increases, the specific area of the 
PM decreases, which in turn decreases the heat transfer coefficient of the PM layer. 
As a result, the combustion heat that is generated is unable to dissipate quickly so this 
increases the maximum PM and filter temperatures, leading to a higher PM oxidation 
rate. The same reasoning can be used to explain the trend of the model result with 
respect to PM bulk porosity. Note that the heat transfer coefficient of the PM layer is 
also a function of the exhaust flow rate. Thus, the sensitivities of the bulk porosity 
and mean PM diameter can be examined for different exhaust flow rates (or engine 
speed). The effect of engine speed on the regeneration rate was shown elsewhere 
[Garner (1989)]. Under the present conditions (as shown in Table 3-2), neither 
parameters show a significant effect on the DPF regeneration rate. 
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4.3.2 Rank of Importance of Parameters 
In order to rank the relative importance of the parameters, graphs of maximum filter 
temperature and regeneration time are plotted against the percentage change of 
parameters as shown in Figure 4-18 to Figure 4-21. 
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From these graphs, useful trends can be observed. The activation energy showed the 
highest sensitivity among the five parameters whereas the responses of porosity and 
mean PM diameter were negligible. The sensitivities showed that the effect of the 
frequency factor and PM bulk density on both regeneration temperature and time are 
approximately of the same order of magnitude. However, bulk density has a more 
linear behaviour over the range studied (Figure 4-20 and Figure 4-21) than frequency 
factor. 
These results have significant value for filter regeneration model development. They 
clearly show the most important parameters that require close attention in model 
development and in experimental investigations. 
4.4 Study of Soot Particulates and Exhaust Gas Species Behaviour 
During Regeneration 
In this section, attention will be focused on the changes of diesel soot and various 
exhaust gas species during the regeneration process. For thermal PM oxidation, the 
major reactions that take place are R3.1 - R3.3, therefore only the 02, CO and C02 
species will be discussed. 
Figure 4-22 shows the temperature profile of both the soot-wall interface and the 
outlet exhaust gas. It can be observed that the maximum temperature difference 
between the solid and gas temperatures at the soot-wall interface is about 40 K, 
which is quite close considering that the maximum gas temperature is 1300 K in this 
case. The RMS value of the temperature differences (between solid and gas 
temperature at the soot-wall interface) is 18 K across the simulation range. The 
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temperature difference will increase with maximum gas temperature. Nevertheless, 
since the maximum allowable filter temperature is about 1200 K, the error will be no 
more than 36 K under normal operating conditions. 
When the soot is oxidised inside a DPF, the ftlter temperature increases and the total 
soot mass decreases while consuming 02 and librating CO and C02 as shown in 
Figure 4-23. From the start of the regeneration process up to 10 seconds, the soot is 
strongly oxidised, as can be seen from the increasing steep gradients of the soot mass 
proftle and filter temperature. During this period, 02 is strongly consumed and it 
liberates CO. The concentration of CO is higher than C02 up to 9 seconds because 
the CO conversion is slower. The maximum consumption of 02 and the production 
of CO and C02 peak at 10 seconds. After that, the soot oxidation starts to slow 
down, although the filter temperature continues to increase. The same trend is 
observed for the 02 consumption as well as CO and C02 production. From the two 
graphs, it is noted that the peak temperature does not occur at the same time as the 
soot is fully consumed. Hence it is not possible to tell the regeneration time from 
ftlter temperature proftle alone. This is a useful point to note when DPF regeneration 
control systems are being considered. 
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4.5 Influence of Exhaust Gas Species 
The multi-step chemical scheme was used to investigate DPF regeneration behaviour 
under actual engine exhaust gas conditions. The exhaust gas composition and hence 
DPF input operating conditions were obtained experimentally and they are 
summarised in Table 4-5. The weighted engine emissions test-cycle average values 
were used in the simulations here. Here the effects of CO, C02, H20 and H2 on the 
regeneration rate are discussed in the following sections. 
Exhaust gas bulk condition: 
Exhaust gas inlet temperature (I<..) 660.5 
Final steady state exhaust temperature (K) 773.0 
Inlet Pressure (kPa) 108.5 
Exhaust mass flow (kg.hr-1) 393.7 
Exhaust gas species composition (by volume): 
Oxygen (%) 12.38 
Carbon dioxide (%) 5.575 
Water vapour (%) 4.8 
Nitrogen Balance 
Carbon monoxide (ppm) 295.3 
Nitrogen dioxide (ppm) 31.6 
Nitrogen monoxide (ppm) 282.65 
Table 4-5 Weighted emissions test-cycle average values of diesel engine exhaust composition for 
Heavy Duty 4-cylinder, 4-stroke, 4-valve per cylinder DI engine rated at 95 kW 
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4.5.1 CO and C02 effects 
Engine exhaust gas can have varyIng amounts of CO and C02 and hence it is 
valuable to study the effect of CO and C02 on filter regeneration. Figure 4-24 shows 
the effect of varying C02 concentration in the exhaust gas. By increasing C02 from 
5.575 % (by volume) to 8.363 %, i.e. a 50 % increase, the maximum exhaust gas 
temperature at the channel outlet decreased from 879 K to 862 K. Due to the 
efficient fuel oxidation in modern diesel engines, the concentration of CO in exhaust 
gas is usually small, of the order of a few hundred ppm although some fuel burner 
regeneration systems might produce higher levels. Figure 4-25 shows that there is no 
change in the channel gas temperature when the CO was increased from 0 to 100 
ppm. A more significant temperature increase is observed when the CO 
concentration is increased from 1000 ppm to 5000 ppm; such CO values might occur 
in some regeneration system strategies to require the engine to periodically run at rich 
air/ fuel ratios. 
Generally, it can be concluded that a higher CO concentration will increase filter 
temperature. On the other hand, increasing C02 will decrease the filter temperature. 
These trends are understandable thermodynamically since the formation of C02 is 
more favoured than that of CO. Therefore, CO is oxidised and heat is liberated. The 
specific heat capacity of C02 is higher and thus filter temperature is reduced as C02 
is increased. 
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4.5.2 H20 effects 
A number of previous investigators [i.e. Ahlstrom and Odenbrand (1989), Neeft et al. 
(1997), Yezerets et al. (2002)] have reported that the presence of water vapour might 
enhance the regeneration rate. To investigate this, the multi-step chemical reactions 
model was used. 
Increasing the water vapour concentration in the exhaust flow entering the DPF 
increases the ftlter temperature (see Figure 4-26) but has a negligible effect on the 
overall rate of soot oxidation time (see Figure 4-27). The result can be explained as 
follows: water molecules are dissociated to produce hydroxyl radicals which are 
reactive and can promote the oxidation of CO to C02. Secondly, as the water 
concentration decreases, (WGS) equilibrium shifts to the left, which favours the 
production of water and C02, which is also an endothermic reaction. Nevertheless, 
examining the reaction rate of the backward reaction of WGS, it can be noted that 
the rate is small (due to a low concentration of hydrogen in the exhaust gas). 
Therefore, the contribution of this factor is small. Despite higher water vapour 
concentration resulting in higher heat liberation, the soot oxidation rate is not 
significantly increased. Hence, it can be concluded that the presence of water in the 
exhaust gas stream aids the regeneration process and helps to convert poisonous CO 
to C02. This is favourable, especially since CO is becoming a more significant 
emission for diesel engines due to new combustion systems that are being developed 
to meet the ever-stringent legislation. However, its concentration should be kept to a 
minimum to lower the ftlter temperature and avoid filter damage. 
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4.5.3 H2 effects 
Since the concentration of hydrogen in exhaust gas is usually negligible, it does not 
play an important role in normal regeneration processes, as illustrated in Figure 4-28. 
This result is expected since the WGS is a high temperature reaction as indicated by 
its high activation energy. In addition to the temperature effects, the concentration of 
H2 is also important in order for the WGS to be more significant in the regeneration 
process. If, for example, the H2 concentration is sufficiently high, then by Le 
Chatelier's principle, WGS will shift such that the production of CO and H20 is 
more favoured. This in turn will encourage CO oxidation and more heat will be 
released, increasing the filter temperature. 
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Figure 4-28 The effect of inlet H2 concentration on the gas temperature in the filter 
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4.5.4 Temperature Effects on Exhaust Gas Species 
In this section, the effect of the reducing exhaust gas temperature during the rapid 
regeneration period is studied to simulate and investigate the quenching process that 
can lead to incomplete regeneration. 
Figure 4-29 shows the DPF inlet gas temperature boundary condition used to 
simulate potential quenching during rapid regeneration. The inlet gas temperature was 
first raised from 660 K to 763 K in 5 seconds to promote rapid regeneration 
(oxidation), continued for about 5 seconds and then reduced to 423 in 5 seconds. 
The filter temperature continued to increase to 809 K after the exhaust flow was 
quenched. After that, it decreased gradually. The soot regeneration stopped when the 
exhaust gas flow was too cold (i.e. when it reached 423 K) leaving approximately 60% 
of the original 14 g of soot remaining in the filter. 
For the case of CO and C02 (see Figure 4-30), it can be observed that the 
concentration of CO and C02 decreases when the exhaust gas is quenched. In 
addition, it can be observed that the concentration of CO falls below its initial value 
while that of C02 increases slightly compared to its input value. This is because C02 
is more favoured thermodynamically than CO. 
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4.6 Summary 
The present chapter has revealed the varying degree of importance of soot properties 
on DPF regeneration processes. The multi-step chemical reaction scheme was also 
validated against experimental data. Even though reasonable agreement was obtained, 
the heating up phase was less satisfactory. The improvement of this aspect will be 
presented in the next chapter. The 1-D model also showed that the solid and gas 
temperatures inside the porous media of PM layer and filter wall differ by no more 
than 36 K under normal engine operating conditions. In addition, the model also 
showed how different gas species can affect the soot oxidation rate in DPF. The 
quenching effects of gas species and soot oxidation rate were also studied. 
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Chapter 5 Experimental Determination 
of the Interstitial Diesel 
Particulate Filter Heat 
Transfer Coefficient 
Previous chapters have investigated how the l-D DPF regeneration model with a 
multi-step chemical reaction scheme compared with the experimental data. The 
correlation between the model results and the experimental data during heating up 
stage still requires some improvements, despite the model being able to reasonably 
predict the maximum gas temperature at the outlet channel. This could be due to the 
accurateness of the interstitial heat transfer coefficient used in the model. Thus, this 
chapter describes an experimental study to determine the global interstitial heat 
transfer coefficient value for inside a DPF wall with the aim of improving the model. 
5.1 Experimental Set-up 
In order to better predict the DPF temperature proflle during the regeneration 
process, it is important to understand the heat transfer between the gas and solid 
phases inside the porous wall. A survey of the literature indicated that, to the author's 
knowledge, no experiment that estimates the heat transfer coefficient inside a porous 
filter of a diesel particulate fliter has so far been reported. Therefore, this section 
descibes heating and cooling experiments on a DPF. It will be followed by an analysis 
of the data so that the interstitial heat transfer coefficient can be obtained. 
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The experiments were carried out by using a hot flow rig, designed at Loughborough 
University as part of a project for developing a new DPF regeneration technique. The 
set-up of the experiment is illustrated in Figure 5-1, Figure 5-2 and Figure 5-3. 
Essentially the hot flow rig provides a controlled, engine-like heated gas flow to 
enable a detailed study of DPF behaviour. 
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Figure 5-1 Schematic of experimental set-up 
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The centrifugal air blower supplied air flow to the hot flow rig through pipes. The 
flow rate was controlled by a flow meter and suitable valves. The air flow was heated 
up by an electric resistance heater, which was connected to a closed-loop controller. 
The hot air then entered into the test rig and exited through the DPF outlet system. 
The pressure reading at the upstream of the DPF was measured using a Pitot tube 
with an accuracy of ±10 Pa. The temperature profiles of the DPF were measured by 
eight 500 mm long, 0.5 mm diameter K - type thermocouples with an accuracy of 
±0.5 lle. Two thermocouples measured the upstream and downstream of the DPF 
while the others measured the gas temperatures at three different locations. At each 
location, the gas temperatures at both inlet and outlet channels of the DPF were 
measured as shown in Figure 5-4. This procedure was repeated for several different 
inlet temperatures and flow rates. The channel gas temperature history was recorded 
for the heating-up and cooling-down periods. The thermocouples were connected 
with an eight-channel temperature data logger. The data logger was calibrated by the 
manufacturer with a quoted accuracy of ±0.1 % . 
The specification of the DPF used in the experimental testing is summarised in Table 
5-1. Two experimental runs were conducted to test the thermal response of a clean 
DPF during the heating and cooling processes. Experiments were carried out under 
the following test conditions, as shown in Table 5-2. The inlet gas temperature was 
increased to the desired level and held constant until steady-state was reached. The 
power supply was then switched off. The heating and cooling phases at vanous 
locations were recorded as shown in Figure 5-5 to Figure 5-10. 
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Figure 5-4 Schematic of thermocouples arrangement in the DPF channels 
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Diameter / mm 143.9 
Length / mm 151.6 
Cell density / cpsi 200 
Cell width / mm 1.799 
Wall thickness / mm 0.288 
Plug length / mm 12 
Filtration area / m2 2.3 
Total Inlet cells / - 2516 
Table 5-1 Cordierite DPF details 
Experiments 
Tests-designa ted Mass flow rate Inlet pressure 
inlet temperature (QC) 
minkr (kg.hr·l ) Pinlc, (pa) 
150 201 101859 
200 197 101916 
250 191 101985 
300 187 102015 
350 185 102122 
400 182 102165 
Table 5-2 Experimental test conditions 
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5.2 Results 
5.2.1 Determination of global interstitial heat transfer coefficient 
Th temperature prof.tles of the e}"'p erimen ts are pr sented as follows 
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Figure 5-5 DPF temperature response for 400 QC 
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In this analysis, it wa assumed that translent and steady- tate heat transfer 
mechanisms inside the porous filter wall follow the same trend. This a sumption is 
ba ed on extensi e res arch by Wakao and Kaguei (1982). By reassessing transient 
and steady-state experimental results by several investigators, they determined a 
common correlation for both the transient and steady-state heat transfer in a packed 
bed as shown in Figure 5-11. 
• ItQHClIIr), un" H.-vg' (1968 , 
• O'odshGw.' U4 ( 1970 ) 
.. Go .. ond Tu,"", 11371) 
.. tu,n. ' OtIc! Otu," fl9131 
I. 10' , nl IO' 
Figure 5-11 Correlation of re-evaluated Nusselt's number by Wakao and Kaguei (1982) 
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From Figure 5-11, it can be observed that both the transient and steady-state data can 
be represented by the same correlation, which is a function of Pr and Re, i.e. 
u = f (Pr"l' Re"l! ), where the indices ml and m2 would be found by curve-fitting. 
Therefore, the transient heat transfer calculations presented can be approximated by 
a steady-state analysis. The attention is now turned to the detailed analysis of the 
experimental data. 
The heat transfer of a DPP can be simplified as a one-dimensional model as shown in 
Figure 5-12. 
Tn/t T fo,inlet DPF wall z et 1 
Y jw 
T ~Iet T fo,outlet 
Figure 5-12 Schematic of 1-D DPF heat transfer model 
By assuming u = 3.091 [Holrnan (1986)], the hydrodynamic length of the channel 
equals its width, the convective heat transfer coefficient in a square channel is 
approximately 87 W.m·2 .K-1 • ssuming the characteristic length of the model equals 
the DPF wall thickness, the Biot number, Bi = 0.024 < 0.1. Hence, the heat transfer 
of a DPF can be analysed as a lumped-heat-capacity system [Holrnan (1986)]. 
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The total power to the DPF during steady state can be written as 
!1T T -T Q . = __ = mlet outlet 
/11 I R'i! I R'h 
(5.2.1) 
wher 
I 1 1 !1y fo' 1 R'h = h A + + + h A k ju.·A inr houtletAji' inler jil IIltcrsmla mt 
2 1 !1y fo' 
+ + 
hinlc,Ajil h, , A , I11tcrsuna 1111 k fi .A . 'I' 1nl 
The notation of the expression abm e are: convective heat transfer coefficients for 
the inlet and outlet channels, h
mle, , houde, and for porous medium hlnter.mti,l; filtration 
area and area inside porous wall, AjiI ,A m!; thickness of DPF wall, !1y ft' and effective 
DPF wall conductivity, k ft. · 
Here the conduction and convection heat tran fer processes in the porous wall are in 
series and the con ective heat transfer coefficients for both inlet and outlet channels 
are the same. The specific area of the porous wall is 
a = 4'" Id /11' 'f';", pOT!' (5.2.2) 
and the internal surface area can be calculated from 
(5.2.3) 
The inlet power into the control volume (DP concerned, can be calculated by 
Q ill = minlC! C pG ( 1'.nle, - TOUtlC! ) (5 .2.4) 
Equating (5.2.1) and (5.2.4) and simplifying the algebra, the interstitial heat transfer 
coefficient is defined a 
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(5.2.5) 
Figure 5-13 to Figure 5-18 show the temperature differences between the DPF inlet 
and outlet channels. Generally, it can be observed that temperature differences are 
directly proportional to the magnitude of the inlet temperature as well as the distance 
from the front face of the DPP. The usselt number, Nu can be plotted against 
(Pr'"' Re"" ), where the indices m l and m2 would be found by curve-fitting. These 
dimensionless numbers are defined as Nu = h.dpO[C 
k ' c 
and 
R P Cv porcd pore Th th 1 d .. k d ... 'fi e = . e gas erma con uctlvIty c ' ynamlc VISCOSIty f.1c ' specI c 
f.1c 
heat capacity cpc and density Pc are evaluated at the inlet gas temperatures, e.g. 
Y;nlet = 400 QC,350 °C,300 QC, "', 150 (lC. The interstitial velocity is calculated VIa 
and the value of d is assumed to be 25 11 m [Hashimoto et al. A. A pore r 
'P ji'P C ji/ 
V pore 
(2002)). 
Since the experimental boundary conditions in Higuchi et al. (1983) were outside the 
result range of the experiments conducted, the interstitial heat transfer coefficient for 
their case could be found by extrapolation of Figure 5-19. By using the least squares 
method, Figure 5-19 was curve-fitted and a curve-fit expression for the current 
experiment conditions is found to be Nu = 2.77 X 10-4 + 132Pr-237 Re2.78 . The 
interstitial heat transfer coefficient is found to be hinrerscitial = 8.30 W.m -2 .K- 1 for the 
experimental conditions in the case of Higuchi et al. (1983). The mass transfer 
coefficient can be calculated from the following expression by assuming unity for the 
Lewis number, 
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h. al m tersl1l1. (5.2.6) 
By using the empirically derived value of hintcrslitmi , the result of the DPP regeneration 
model was compared with the experimental data from Higuchi et al. (1983). Figure 
5-20 howed that sati factory results were obtained, particularly during the heating up 
period from 0 - 18 sec. 
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Figure 5-20 Comparison of model and experimental data 
5.3 Summary 
This chapter presented the experimental work to provide the global interstitial heat 
transfer coefficient of a wall-flow DPF for the current 1-D model. The estimated 
value was obtained by curve-fitting and extrapolating a graph of u versus 
(Pr -2.37 Re 2.78 ) to Higuchi's experiment conditions. A value of interstitial heat transfer 
coefficient of 8.30 W.m-2 .K-1 was obtained and it was shown that this value yielded a 
better model result for the DPF heating up stage. The next chapter presents a new 2-
D DPF regeneration model that includes the inlet, outlet channels as well as the PM 
cake layer and filter wall. 
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Chapter 6 Two-Dimensional Diesel 
Particulate Filter 
Regeneration Model 
The previous chapters presented a 1-D DPF regeneration model where variables 
along the channel length were neglected. In order to obtain a more comprehensive 
understanding of DPF regeneration behaviour, variations in both radial and axial 
directions need to be taken into consideration. Therefore, this chapter presents a new 
2-D finite volume (FV) DPF regeneration model. 
6.1 Diesel Particulate Filter Regeneration Model 
6.1.1 Model Descriptions 
Two distinct media constitute the domain of interest in the current study. These are 
the free stream exhaust gas flow, consisting of inlet and outlet channels, and the 
porous media of the PM layer and filter wall. The exhaust gas flows into the filter 
through an inlet channel and is forced through the porous PM layer and wall due to 
the blocked end at the downstream of the filter. It finally exits via the outlet channel. 
Since each inlet channel is surrounded by four identical porous walls, the gas is 
assumed to be drawn into the adjacent outlet channels evenly. This promotes a 
symmetrical flow field and therefore only half of the channel width needs to be 
considered in the computational domain. Figure 6-1 illustrates this domain of 
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int rest, which consists f halfs the inlet and utlet channels as well a the PM layer 
and filter wall. 
____ ____ Symmetry line of 
outlet channel ------ - -~-Lw 
Soot cake 
Symmetry line of 
inlet channel 
End plug 
(Exit side) 
Figure 6-1 Computational domain, consis ts of inlet, outlet ch annel as well as the p orous filter wall 
6.1.2 General Flow Field Solution 
1. ree Stream 
The continuity equation for free stream variable density flow (due to changes in gas 
pressure and temperature) is given by 
aPe + o(Pcu ) + o(Pcv) = 0 
at ax ay (6.1.1) 
The 2-D gas phase mom ntum equations are given as: 
o(PcU ) o(Pcu.u ) o(Pcv.u) op 01 ou l o{ au} 
----'---=---'- + + = - -+- Jic - +- Jic - (6.1.2) at ox ay Ox Ox ' Ox ay , ay 
o(PcU ) o(Pcu.u) o(Pcv.u) op a 1 ou l a { au} 
---'---=---'- + + = - - + - Jic - + - Jic - (6.1.3) at ox 0 ox ox ' ox ay ay 
where Jic is the exhau t gas dynamic viscosity. 
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2. Porous Media: PM Layer and Filter Wall 
The continuity equation for a porous medium can be written as: 
The Darcian (average) velocity, UD(UD,VD) in the porous media can be related to the 
pore velocity via U D ( U D' VD) = rfJ . U pm ( U pm' V PO'" ). There is a mass addition term, 
I[rfJ' R;,a + R;aJ in equation (6.1.4), owing to the gas and solid phase reactions in 
the PM layer. However, there is no mass addition porous filter walL 
To account for the exhaust gas flow in the porous wall and soot cake, the generalised 
Brinkman-Forchheimer-extended Darcy model [Kaviany (1999) and Saito and Lemos 
(2005)] was used and these are given, in x- and y-direction, as: 
x-momentum 
(6.1.5) 
__ ,,-2 Bp +~f BUD)+~{ BUD}_"-2(f.iG +~ IIU II)u 
- If' Bx ax If.ieff Bx By f.ieff ay If' K K1f2 PG D D 
y-momentum 
where f.ieff = rfJf.iG' K, C E and IIU D II are permeability, inertial terms of porous media 
and the magnitude of the resultant Darcian velocity. These terms are given as: 
K p = 1.8 x 10-14 m 2 for PM layer [Konstandopolous et aL (2000)] and 
130 
[Konstandopolous et al. (2001 b)] for filter wall, 
C
E 
= 1~ t/J-1.5 for both PM layer and filter wall [Alazmi and Vafai (2002)] and 
. ,,150 
6.1.3 Temperature Field 
1. Free Stream Gas Temperature Equation 
The energy equations for the inlet and outlet channels are given as 
(6.1. 7) 
At the right hand side of the equation above, there are transient and convective tenns 
in the x- and y- directions. These are balanced by a fluid conduction tenn and a heat 
source tenn at the right hand side. The tenn IR:,a· Hc,a is the sum of the product 
a 
of gas phase reaction rates, a and the associated enthalpy of reactions. 
2. Porous Media Temperature Equation: Local Thennal and Non-Thennal 
Equilibrium 
Many of the existing DPF models such as those developed by Opris and Johnson 
(1998b), Hou and Angelo (2004) and Zheng and Keith (2004), assumed thermal 
equilibrium (rE) for the porous media (PM layer and filter wall) temperature 
calculations. Zheng and Keith (2004) argued that since the specific area in the DPP 
was generally large, the TE assumption was justifiable. Nevertheless, Kaviany (1999) 
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reported that the TE assumption in the porous media was violated if there was a heat 
generation source in either the solid or the gas phase. Hence, the present study will 
investigate the validity of TE in the case of DPF regeneration by developing a non-
thermal equilibrium (NTE) model, which consists of gas and solid phase energy 
equations. 
The NTE temperature equations are as follows 
Gas phase 
(6.1.8) 
= ! \~kc ~;}+ ~ {~kG a~ }+h,"_, .... a.(Ts - TG)+ ~(jI.R,;'p .Hep) 
Solid phase 
(6.1.9) 
o \ oTs } 0 { oTs } () "(. '" ) =- ks-- +- ks-- +hinterstitial·a. Tc-Ts + L..J Rs.a·Hs.a 
ox ox oy oy a 
The coupling between the gas and solid temperatures is via the interstitial volumetric 
heat transfer coefficient, hinterstitial.a. This value was determined experimentally for a 
ceramic DPF as presented in Chapter 5. 
With regards to the chemical reaction source terms, the gas phase contains the 
homogeneous reactions while the solid phase includes only the heterogeneous 
reaction terms. 
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6.1.4 Gas Species Equation 
Since the PM reacts with gas species during the regeneration process, the 
concentrations of gas species vary throughout the whole computational domain. In 
addition, the reaction rate is dependent on the oxidant concentrations, e.g. oxygen, 
therefore, it is crucial that the model is able to accurately predict the species profile in 
the DPF. The gas species equation inside a porous medium can be written as 
where D 1T." is the effective diffusion coefficient of a gas species 17 inside a porous 
medium which will be discussed shordy. 
Equation (6.1.10) consists of transient and convective terms at the left hand side 
while the diffusive and reaction source terms at the right hand side. This equation can 
be modified for a free-stream case by setting tjJ = 1, R;'a = 0 and D1T." = D"'l1 (will be 
discussed shortly). 
The term Y" is the mass fraction of gas species 17. This equation is applicable to all 
the individual gas species, i.e. 17 = 1,2,3, ... , N -1, N ,where N is the total number of 
gas species. However, due to the principle of mass conservation, which is 
N 
~ + Yz + ... + YN - 1 + y:", = LY" = 1 
,,=1 
(6.1.11) 
the computation is only needed for N -1 species. The Nth species can be calculated 
from the mass conservation principle, i.e. 
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N-l 
YN =1- LYI/ (6.1.12) 
1/=1 
1. Gas Phase Diffusion 
In practical situations, the concentrations of gas specIes are not In equilibrium 
throughout the DPF. Due to factors such as concentration, pressure and temperature 
gradient, the gas molecules diffuse towards one another even if there is no convective 
flow. If there are only two species in the system concerned, the motion of these gas 
species is termed as "binary diffusion". In the present case, eight species have been 
considered as taking part in the multi-step chemical reaction scheme, therefore, multi-
component diffusion needs to be taken into account. 
Only the diffusion caused by the gas concentration gradient is considered here (i.e. 
ordinary diffusion). Other factors such as temperature and pressure gradients are 
ignored in the present study. The diffusion coefficient of species 17 in the gas 
mixture, DI/In can be calculated via [Kee et al. (2003)] 
(6.1.13) 
where %1/ is the molar fraction of species 17 which in turn can be calculated from 
( MW. J X = Y . rrux 1/ 1/ MW 
1/ 
MWmix = LXI/·MWI/. 
1/ 
and the molecular weight of gas mixture IS 
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The ordinary binary diffusion coefficient between species A and B is calculated by 
[furns (2000)] 
~ D = 0.0266Yc 2 
AB Yz 2 
P.MW 2· a ·n AB AB V 
(6.1.14) 
where P is the gas pressure and Ye is the gas temperature. The other parameters can 
be calculated as follows 
(6.1.15) 
(6.1.16) 
ACE G 
Qv = B + ( #) + ( #) + ( #) ( Ye # ) exp DYe exp Fre exp HYe (6.1.17) 
(6.1.18) 
where MW
A 
and MWB are molecular weights of gas species A and B respectively; 
a A and aB are known as hard-sphere collision diameters and Qv is the collision 
integral. Y; is non-dimensionalised by Boltzmann's constant and Lennard-Jones 
energy &". The values of the abovementioned parameters are listed as follows 
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Species (Try,(A) X,(K) MWry,( mol.g-l) 
CO 3.690 91.7 28 
CO2 3.941 195.2 44 
H2 2.827 59.7 2 
H2O 2.641 809.1 18 
NO 3.492 116.7 30 
N02 3.500 200.0 46 
N2 3.798 71.4 28 
02 3.467 106.7 32 
Table 6-1 Lennard-Jones parameters and molecular weights used in the model [Kee et al (1996), 
Turns (2000)] 
A 1.06036 E 1.03587 
B 0.15610 F 1.52996 
C 0.19300 G 1.76474 
D 0.47635 H 3.89411 
Table 6-2 Values used for parameters in calculating the collision integral [Turns (2000)] 
2. Porous Media Diffusion 
The diffusion coefficient in a porous medium needs to be modified in order to 
account for the narrow and irregular path inside the porous media. The gas motion 
inside the porous media is known as "Knudsen diffusion". The diffusion coefficient 
is defined as [Haralampous et aL (2004)] 
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d D -1 
Klllld,ll - 3 
SR"Ye 
,,·MW 
11 
(6.1.19) 
where dp is the mean pore diameter and R" is the universal gas constant. The 
dimension of the molecular weight, MWIl in this case is kg.moP. 
The overall effective diffusion coefficient is thus [Haralampous et al. (2004)] 
D = t/J [ DKl/lld,1l • Dllm ] 
iff,'I T D + D 
Klllld,ll Ilm 
(6.1.20) 
where T is the tortuosity factor which is the ratio of the distance between two points 
travelled by a molecule in an irregular path in a porous medium to the shortest 
distance between these two points [Hayes and Kolaczkowski (1997)]. In this case, the 
value is assumed to be 3 [Satterfield (1970)]. 
6.1.5 PM Oxidation Rate 
The rate of PM oxidation equals the sum of heterogeneous reactions that occur and 
is represented by 
(6.1.21) 
where Pp is the PM bulk density and v pa is the stoichiometric coefficient of reaction 
a. 
6.1.6 Equation of State 
The model is completed by adding the equation of state to relate the gas density 
variation with respect to gas pressure, p and temperature, Ye. This is given by 
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(6.1.22) 
The specific gas constant Rc can be found by dividing RII with the mean molecular 
weight of the gas mixture. 
6.1.7 Chemical Reaction Scheme 
The chemical reaction scheme used in this 2-D model was the same as that used in 
the l-D model. However, only the kinetic-controlled reaction rates were used and 
mass transfer rates were not considered in the overall rate expressions. This was 
because the diffusion effect was already taken into account in the governing 
equations in the 2-D model. 
6.2 Numerical Solution Procedure 
6.2.1 Discretization of Governing Equations 
The aforementioned governing equations were discretized by using the FV method, 
which is based _ on the conservation principle [Ferziger and Peric (2002)]. The 
transient term is discretized by first order backward scheme, the convective terms by 
first order upwind scheme and the diffusive terms by second order central difference 
scheme. 
The first step to solving the partial differential equations (PDEs) system is to address 
the flow field in the DPF domain. The continuity and momentum equations have to 
be solved numerically. Since the velocity terms u, v in the continuity equation are 
coupled with the pressure term p in momentum equations, these parameters will 
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have to be solved simultaneously. Two methods were tried, namely the iterative 
scheme, SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) by 
Patankar (1980) and the non-iterative scheme, PISO (pressure Implicit with Splitting 
of Operators) by Issa (1985). Numerical experiments were flrst carried out on this 
computational domain of interest using SIMPLE. It was found that SIMPLE incurs a 
signiflcant amount of computing time because many iteration steps are needed for 
each time step. Therefore, SIMPLE was abandoned for the present modeL Since the 
DPF regeneration is transient in nature, it is better to adopt the PISO scheme in the 
solution procedure in solving the model equations. The subsequent subsections will 
discuss the computational grid of the domain of interest, followed by the algorithm 
of the solution. 
6.2.2 Flow Field Solution 
It is well known that the solution of a velocity-pressure coupling problem on a 
regular grid results in a non-physical 'checker-box' pattern of velocity flow fleld. One 
of the common ways to overcome this is to introduce a second grid system on top of 
the present computational grid (regular grid). This second grid is calculated at the 
mid-points of the other grid system and is known as a 'staggered' grid. In Figure 6-2, 
the regular grid is marked by black circles while crosses and white circles are for the 
staggered grid. The velocity terms u, v are hence evaluated on a staggered grid with u 
calculated at the white circles and v at the crosses. On the other hand, scalar 
quantities such as density, gas and solid species, pressure and temperature are 
calculated using the regular grid system. The new computational domain is illustrated 
in Figure 6-2. The discretization method followed the same procedure as given in 
Versteeg and Malalasekera (1995). 
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Figure 6-2 Computational domains with staggered grid 
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The FV discretisation of the governing equations can be generalised as [Versteeg and 
Malalasekera (1995)] 
nk+l nk+l nk+l nk+l nk+l k nk 5 
a p l7'p = all',l7'IF + a E l7'E + a s l7's + a N l7'N + a p l7'p + 11 (6.2.1) 
where the coefficients are listed in the relevant tables. In addition, boundary 
conditions of Equation (6.2.1) can be discretized as 5
11 
+5p9:+1 • Table 6-3 shows the 
relevant coefficients for u- and v- momentum equations. ~ V denotes the volume of 
a particular control volume while its corresponding cross-sectional facial are is A. 
Even though Table 6-3 shows only the coefficients for porous media, these can be 
modified easily for the free-stream domain. 
When the equations above are applied to the whole computational domain, a sparse 
penta-diagonal matrix results. Direct methods such as Gaussian elimination is not 
efficient, therefore, an iterative method known as the Strongly Implicit Procedure 
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(SIP) [Stone (1968)] was used. The iteration is assumed to have converged when the 
relative iterative error is ::; 10-6 • 
aw (fl"A) (( _)') tJ.x .' + max pUvA., ,0 
11"]' 
aE (fl"A) (( _)') 
'+max - pUvA ,,0 
tJ.x PE 
as (fl"A) ( )') 
S +max pVvA s ,0 
~YSP 
aN (fl"A) (( _)') 
n +max - pVvA n ,0 
~YPN 
k ~(p)~ ·~V ap 
~t 
ap aw +aE +as +arF 
+[(puvAr -(puvA): + (pvvA): -(pvvA):]-5p 
51' 
-"(P):.AV _",(fl<ff +~p IIU IIJ ~t K KI/2 G V 
5 
11 ~2A(P., - pJ 
Table 6-3 Discretization of momentum equations 
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Implementation of Boundary Conditions 
The boundary conditions of the computational domain are listed as follows [Ferziger 
and Peric (2002), Versteeg and Malalasekera (1995)] 
1. Inflow 
At the inlet, the axial velocity, u = U
i11
' was calculated from the inlet mass flow rate. 
Since the inlet radial velocity is usually not known, it was thus set to zero, i.e. v = 0 . 
2. Symmetry line 
Following Ferziger and Peric (2002), shear stress in u-momentum equation was set to 
zero, whereas for v - momentum, v is zero at the line of symmetry. Hence, the 
boundary conditions were ou = 0 and v = 0 . oy symmetry 
3. Impermeable Wall boundary 
For wall boundary condition, flow perpendicular to the channel end plug walls was 
zero and thus u = o. For v-momentum, zero normal gradient boundary condition 
was applied and thus ov = 0 . 
ox 
4. Outflow 
Following the usual practice, zero normal gradient boundary condition was applied to 
v. On the other hand, due to the mass conservation principle, the axial outflow 
velocity was calculated such that (Pcu )IAfAX,J = min· 
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5. Plain - porous medium interface 
According to Alazmi and Vafai (2001), different types of boundary condition at the 
plain - porous medium interface have negligible effects on the overall model results. 
Therefore, no boundary condition was applied in these interfaces, i.e. the model 
would automatically set porosity to 1 and the Brinkman-Forchheimer-extended 
Darcy term to zero when the calculations were performed in the free-stream. 
Similarly, for porous media, the Brinkman-Forchheimer-extended Darcy term was 
added and porosity was set according to which porous medium was in consideration. 
This technique has been used by several researchers [Zhang and Huang (2000), 
Goyeau et al (2003)] and is known as "one-field method". It is particularly useful in 
the current model because the plain-porous medium boundary conditions are not 
needed in the pressure correction equation. The calculations of the pressure 
correction equation will be discussed in the subsequent section. 
6.2.3 Gas Species Solution 
Due to the versatility of the SIP method, it is used to solve the two-dimensional 
species equations for the eight gas species concerned. Table 6-4 summarises the 
resultant equations that need to be solved. The species generation rate was evaluated 
using the known quantities at old time step. 
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aW/ (PG Dt{A) (( -)') ~ .' +max PCuDA •. ,0 
W/J> 
aB (PGD"A) (( -r) 
, + max - P cU DA , ,0 
I1xPE 
as (PGD "A) ( ( _ )' ) 
S + max PCvDA s ,0 
~YSP 
aN (PGD"A). +max( -(PcVDA):,O) 
~YPN 
k (~pc); ·~V /~t ap 
ap 
aw +aE +as +aW' + [(PCuDAr -(PcuDA):. + (PCvD A ): -(PCvDAr]-Sp 
Sp -(~pc); ·~V /~t 
S 
11 MW" . L V"a (~~,a + R;~a t 
a 
Table 6-4 Discretization of gas species equation 
Implementation of boundary conditions 
Preliminary numerical experiments were carried out and it was shown that gas species 
boundary conditions are crucial to the simulation results. When one-field method is 
applied to the species equations, it predicts insignificant PM oxidation (only about 10 
% of PM is oxidised) which does not show peaked outlet gas temperatures profiles. 
This is because the one-field method is unable to simulate sufficient 02 mass transfer 
from the inlet to the PM surface for oxidation to occur. Hence, steady-state mass 
transfer is assumed for the inlet channel-PM layer interface to ensure sufficient 02 
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supply for the PM oxidation. For the filter wall-outlet channel, the one-field method 
was used. The species mass fractions were known at the inlet and a zero normal 
gradient was assumed for the outflow boundary condition. 
6.2.4 Non-Thermal Equilibrium (NTE) Temperature Field 
Implicit procedures for solving NTE equations involve calculating solid and gas 
temperatures simultaneously. Two methods have been tried out. Firstly, a combined 
procedure of ADI (Alternating Direction Implicit) and Lawson's matrix-ordering 
technique [Lawson (1984)] was tested. In this procedure, the 2-D equation is reduced 
to two sets of l-D equations by ADI. At the first I).t/2, the x-component is treated 
implicitly while the y-component explicitly. For the second I).t/2, the y-component is 
treated implicitly and the x-component explicitly. The right hand side of the second 
matrix consists of the solutions obtained from the previous half of the time step. 
Therefore, this completes the full time step. In contrast, the second method solves x-
and y-directions simultaneously resulting in a hepta-diagonal matrix. The temperature 
field calculated by the first method was found to be highly unstable, therefore, the 
second method was used in the present study. 
As before, the solid and gas temperature equations were discretized by the finite 
volume method and the resulting matrix is showed in Figure 6-6. The relevant 
coefficients are showed in Table 6-5 and Table 6-6. 
For the solid temperature equation, the solution domain included only the PM layer 
and filter wall. However, for the ease of solving the temperatures for both phases, the 
coefficients for the solid temperature in the inlet and outlet channels were also 
generated, but assuming values of zero. 
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Tu,] 
Figure 6-6 Solution of gas and solid phase temperature equations resulting in a hepta-diagonal matrix 
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a lF ( kG "A) ( ( r ) ~ n' + max PccpcuoA ., ,0 
WP 
aB (kG."A), ( ( -r) +max - PccpcuoA ,,0 
!J.x PE 
as (kG "A) (( -r) 
, S + max PccpcvoA s ,0 
~YSP 
aN ( kG." A l. ( ( -r ) +max - PccpcvoA n ,0 ~YPN 
k 
(fjJpccpc); 0 ~ V ap 
~t 
ap alr/ +aB +as +alF 
+ [(pcCpcuoAr -(PccpcuvA ): + (PccpcvoA ): -(PcCpcVvAf]-sp 
Hp {h..] oao~V} Interstltta 
sp 
_ (fjJpccpc); o~V 
~t 
S" fjJo L(~,a oHar 
a 
Table 6-5 Discretization of gas phase temperature equation 
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aw (ks'rffA t 
/}.xll'P 
aE (ks'rffA ), 
/}.xPE 
as (ks,rffA )s 
~YsP 
aN (kS'rffA t 
~YPN 
k 
(PS,rffCp,S ): ap 
o~V 
~t 
ap aw + a E + as + aw - S p 
Hp {hinterstitial 0 a 0 ~ V} 
Sp (PS,rff c p,G ): 
- o~V 
~t 
S LC'" t 11 Rs,a oHa 
a 
Table 6-6 Discretization of solid phase temperature equation 
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Implementation of Boundary Conditions 
The one-field method was applied for the plain-porous media interface in the gas 
phase temperature equation. For inflow, the boundary was predefined and a zero 
normal gradient was used for wall, symmetrical and outflow boundary conditions. 
As for the solid temperature, a zero normal gradient was used for the fllter walls and 
one-field method was used for the PM layer-fllter wall interface. The plain-porous 
media interface had to be specified for the solid temperature equation. Here the 
boundary condition was defined as 
-A.k aTc -k aTs = h(T - T ) 
'fJ c ay s ay c c-s (6.2.2) 
where Tc-of is the temperature at the plain-porous media interface and h is the 
convective heat transfer coefficient for either the inlet-PM layer or outlet-filter wall 
interface. 
6.2.5 PM Continuity 
Since the PM layer is considered stationary, only an ordinary differential equation 
needs to be solved. Here a simple Euler method was used and the new soot mass was 
calculated as follows 
k 
f3p~~l = f3p~,J - ~t.MWp I v pa .R;:a (6.2.3) 
a 
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6.2.6 Equation of State 
The new value for gas density was calculated based on the most recently calculated 
values of gas pressure and temperature, i.e. 
6.2.7 PISO Scheme 
Pk+1 k+l 
PG ="R T k+l 
~"G G 
(6.2.4) 
The previous sections have discussed the FV discretization techniques for the 
governing equations. In this section, the discretized equations will be integrated to 
produce the overall solution of theDPF regeneration process in the domain of 
interest. The integration was achieved by a method known as PISO [Issa (1985)]. 
However, the solution procedure that is presented here, is slightly different compared 
to the original PISO scheme by Issa (1985). The change is necessary due to the 
presence of the gas phase mass addition, which is the result of PM oxidation. Initially, 
when the original PISO was used for the current model, it was found that the 
simulation results were unstable. The same observation was also reported in a two-
phase simulation by Hao and Tao (2003). To solve this problem, the authors used the 
global mass continuity equation (i.e. combining both gas and solid phases), such that 
it has a zero mass addition, rather than the gas phase continuity equation to calculate 
the pressure correction equation. In the present solution procedure, a splitting 
scheme was used so that the gas phase continuity had a zero source term. 
A splitting scheme has been used extensively in areas such as detailed combustion 
chemistry simulations, e.g. Toro (1999) and Leveque (2002). A general physical 
process for a primitive variable -9 can be expressed as 
(6.2.5) 
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where 9, is the transient tenn for 9, while F and S are the fluid dynamics and 
chemical source term operators respectively. In this scheme, primitive variables 9, 
such as temperature, and gas species mass fraction, are calculated in two stages. 
Firstly, an intennediate .9"+1 was calculated by splitting the chemical source tenn 
from the fluid dynamics so that 
(6.2.6) 
This is followed by the second stage 
(6.2.7) 
Therefore, using the same principle, the intermediate gas phase density due to mass 
generation was calculated before the PISO scheme begins. Having calculated the 
intermediate gas phase density, the flow field was first predicted and corrected by a 
pressure correction equation, followed by solving other scalar equations such as 
energy and gas species. By using the latest of these values, the flow field was 
corrected again for the second time. The following section discusses the algorithm 
implemented in detail. The index notation of u, v and p refers to Figure 6-3 to Figure 
6-5. 
Intermediate Gas Density 
The intermediate gas density was calculated due to the mass addition 
(6.2.8) 
where Pc and p~ are intermediate and old gas density. To avoid too many variables 
in the computation, (a Fortran 90/95 program) it was set such that, 
k A 
Pc =Pc (6.2.9) 
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Hence, in the following section, it was assumed that P~ = Pc' 
Having found p~ and based on the values of pressure and air flow velocity at the old 
time step k, these values were used to predict u; and v;. For brevity, the subscript 
D is dropped in the section below. Hence, the predicted velocity, u * and v * , can be 
calculated by discretizing the corresponding momentum equations and solving them 
implicitly. Therefore, 
First momentum predictor 
(6.2.10) 
where a = (t/1. fl V + a: J, ap is the central term of the discretized equation while 
flt Pc 
bi .] is any other known values. 
Generally, these velocity values do not satisfy the continuity equation. Suppose a 
better correction for air density and velocity are p * and u ** , then, the Hrst corrected 
momentum equation is 
First momentum corrector 
(6.2.11) 
Subtracting (6.2.10) from (6.2.11) gives: 
( * **) (k *) t/1
2 
. Ai,] ( , ') Pcu i,] = Pcu i,] + a P1-1,] - PI,] 
i.] 
(6.2.12) 
where the term 'p = P * - pk is the pressure correction of the flow Held. Similarly, 
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2 -
( * **) (k *) rjJ .Ai +1,] (' , ) PCU i+l,] = PCU i+l,] + a PI,J - PI+l,] 
. ~1,] 
(6.2.13) 
2 -
( * **) (k *) rjJ .AI,)(, ') PcV I,) = PcV I,j + a PI,]-1 - PI,J 
I,) 
(6.2.14) 
2 -
( * **) (k *) rjJ ·AI,)+1 (' , ) PcV 1,)+1 = PcV 1,)+1 + a PI,J - PI,]+1 
1,)+1 
(6.2.15) 
The discretized form of continuity equation is 
* k 
PCI,] - PCI,J rjJ.11 V 
I1t (6.2.16) 
+[(P~u**A). -(p~u**A). J+[(P~v**A) . -(p;'v**A) .J=o 1+1,J 1,] I,J+l I,J 
where 
* k 
P* -~. pk -_P-
- R T k ' G - R Tk 
C C C C 
Substituting Equations (6.2.12) to (6.2.15) into Equation (6.2.16) gives: 
where the terms are as given 1n Table 6-7 and 
a 
155 
d.]A.] I, 1, 
s" ( k-*) (k-*) (k-*) (k-*) PcAu i,] - PcAu i+1,] + PcAv I,j - PcAv l,j+1 
Table 6-7 Discretization of pressure correction terms 
The pressure correction, 'p can be obtained by solving equation (6.2.17). Then, the 
corrected gas pressure and density can be calculated by p * = pk + 'p and 
* p * ** ** P - -- Finally, the corrected velocities, u and v can be obtained by 
- RcT;· 
substituting 'p and p~ into equations (6.2.12) to (6.2.15). These corrected values are 
then used in the energy and species equations. This step is known as the scalar 
predictor step. The temperatures and gas / solid species mass fraction calculated 
from this step are T; ,T;, Y,; and IT. 
Second momentum corrector 
Equation (6.2.16) reqwres modification in order to obtain the second pressure 
correction equation. Hence, it becomes 
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( fjJ.I1V ap J( * **) (ap a p J( * **) => +- P u - --- P u A * G -J * k C -J ilt Pc I, Pc Pc I, (6.2.18) 
= a tI + - ·A +b L * (k k )ljJ2 -lib lib PH,J PI,J i,J i,J 
where CI- J = (ljJl1 V + a: J 
I, I1t Pc 
A twice-corrected velocity can be written as 
= ( ** ***) -" **,{,2 . A ( ** - **) b ai,J Pc U i,J - ~allbullb + 'f/ i,J PH,J PI,J + i,J (6.2.19) 
By using the pressure correction technique as discussed previously, i.e. subtracting 
(6.2.18) from (6.2.19), this gives 
L ( ** *) a u -u ( ** ***) (* **) lib b P u = pu + _ 11 C iJ C iJ -, , a 
i,J (6.2.20) 
+ _ i,J("h _"p )_~p Pc-Pc u~* fjJ2 . A (k * J 
_ rJ-1,J I,J - k I,J 
ai,J ai,J Pc 
Similarly, 
L ( ** *) a u -u ( ** ***) (* .* ) lib h P tI = P u + 11 C i+1,J C i+1,J -
ai +1,J (6.2.21) 
+ i+1,J ("h _ "p )_~ Pc - Pc u H ljJ2. A (k * J 
= rJ,J I+1,J = k t+1,J 
ai+1,J ai+1,J Pc 
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and 
L ( ** *) a v -v ( ** ***) (* **) lib ,. P V = P v + _ IIJ C IJ' C [j' -, , a [,) (6.2.22) 
+ [,) ("p _ "p ) _ ap Pc - Pc v**. (p.A (k *J 
= [,]-1 1,1 = k I,j 
a[,) a[,) Pc 
and 
L ( ** *) a v -v ( ** ***) (* **) lib I P V = 11 V + IIJ G [j~1 ~G IJ~ = , , a 
1,)+1 (6.2.23) 
d.
2 
• A (k * J + or [,)+1" _" _~ Pc - Pc v**. 
_ (PI,] P [,1+1) = k [,j+1 
a[,)+1 a[,)+l Pc 
Again, by using the continuity equation and the ideal gas relation, 
** * * k 
PGI,] - PCI,1 + PCI,] - PCI,j d..,1V +[( **u***A) -( **u***A) ] 
I1t or PG i+l,] PG i,] 
(6.2.24) 
+[( **v***A) -( **v***A) ] = 0 Pc ['+1 Pc I . 
,j ,j 
** p** * p* 
and 11 =--' 11 =--~G "R T* '~c R T* . 
.L"'(; C C C 
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Therefore, 
( 
p** p* P* k J 
------y* - ------y* + ------y* - Pc 
Rc c Rc c Rc c I,] tjJ. IJ.V + 
IJ.t 
A. (p*u**) +L..J 111>_ 1I1>+'!f _ i+l,]("p _"p )_~p Pc-Pc u~* (
"a (u ** - u * ) ;/,,2 • A (k * J J 
1+1,J C i+l J - - I,] I+l,J - k 1+1,J 
, ai+1,J ai+1,] ai+1,] Pc 
-A. ( *u**) +L..J Ill> _ 1I1>+'!f _ i,](" _" )_~p Pc-Pc u~* ( "a (u ** - u *) ",2 • A (k * J J I,J Pc i J - - PH,] PI,J - k I,] 
, ai ,] ai,J ai,] Pc 
+A. (p*v**) +L..J 111>_ 1I1>+'!f _ I,j+l("p _"p ) __ a p Pc-Pc v**. ( "a (v ** - v *) ",2 • A (k * J J I,}+1 C I j+l - - I,] 1,]+1 - k I,}+1 
, aI ,j+l aI ,j+l aI,j+l Pc 
-A. ( *v**) +L..J Ill> _ 1I1>+'!f _ I,j(" _" )_~p Pc-Pc v**. (
"a (v ** - v * ) ",2 • A (k * J J 
I,} Pc I j - - PI,J-l PI,J - k I,} 
, aI,j aI,j aI,j Pc 
=0 
(6.2.25) 
By forcing the term (p~u**A). -(p~u**A). +(p~v**A) . -(p~v**A) . = 0, the 1+1,J I,J I,}+1 I,} 
second pressure correction equation can be obtained as follows 
2 -
= tjJ·A 
where d = _ and the coefficients are given in Table 6-8. 
a 
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fjJ.ll V / llt 
a1+1 ] +a1_ 1 ] +a1 ]+1 +a1 ]_1 + * • • , , "R T 
~~ C I,] 
A ( (k *J J i,] ** * Pc - Pc ** --. a u -u -a u. = L lib ( )"b P k 1,] 
ai ,] Pc 
A ( (k *J J i+I,] ** * Pc - Pc ** --- a u -u -a u. = L lib ( )"b P k 1+1,] 
ai +l ,] Pc 
A ( (k *J J I,j ** * PG-PG ** +-- a v -v -a v . = L lib ( L P k l,j 
~J ~ 
A ( (k *J J 1,)+1 ** * Pc - Pc ** --- a u -u -a v . = L lib ( )"b P k l,j+1 
a1,)+1 Pc 
+[P~I'] - p~* ]fjJ'IlV Rc; c I,] 
Table 6-8 Coefficients in second pressure correction equation 
By solving the second pressure correction equation (6.2.26), the new gas pressure and 
can be found by p** = p* + "p and P~* = P** * respectively. u *** and v *** can then 
Rc;Tc 
be found by (6.2.20) to (6.2.23). The overall PISO scheme is illustrated in a flow chart 
as shown in Figure 6-7. 
160 
NO 
Calculate temperature, species and 
soot consumption source terms based 
on values at old time step 
Calculate intermediate gas density 
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Figure 6-7 Flow chart of the overall PISO scheme 
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6.2.8 Numerical Solution of Discretised Equations 
Having discussed the discresation methods and structures of the resulting matrices in 
previous sections, this section now discusses the numerical solution procedure of the 
matrices. 
The implicit FV discretisation on the governing equations results in penta-diagonal 
and hepta-diagonal matrices. All these matrices, apart from the pressure correction 
equations, are asymmetrical matrices (due to the convective terms) whilst the pressure 
correction matrix is of the symmetrical and positive definite type. Nevertheless, all 
these matrices are large and sparse, i.e. there are many zero elements. Moreover, to 
have a more efficient regeneration model, it is important that efficient solvers are 
used. Thus, it is not economical to solve the system of equations by direct methods 
such as Gaussian elimination or LU decomposition since the memory requirement is 
large. Besides that, classical iterative methods, such as Gauss-Seidel and Successive 
Over Relaxation (SOR) are avoided since it is well-known that these classical 
methods usually require a relatively large number of iterations to achieve the required 
accuracy. In this study, three efficient solvers were used to solve these sparse 
matrices. These were the Strongly Implicit Procedure (SIP), Preconditioned 
Conjugate Gradient (pCG) and Preconditioned Conjugate Gradient Stabilized 
(pCGSTAB). 
SIP was originally proposed by Stone (1968) who used it to solve a 2-D elliptic 
equation. However, it is equally applicable to parabolic equations such as momentum 
and species equations. The idea of SIP is to replace the original penta-diagonal matrix 
(in this case) by an approximate hepta-diagonal matrix. The extra two diagonals in the 
approximate matrix are chosen such that they are small. A clear description of the 
algorithm can be found in Smith (1985). 
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Contrary to SIP, both PCG and PCGSTAB belong to a class of solution methods 
known as Krylov subspace methods. Generally, a Krylov subspace method is an 
iterative procedure, which consists of generating a sequence of matrix residuals as the 
iteration proceeds. More details with regard to these methods can be found in Saad 
(2003). 
The convergence rate of a non-singular matrix depends on its condition number, 
i.e. K ( A) = Amax . A~:n' This is the ratio of the largest to smallest eigenvalues of the 
matrix. The closer this ratio is to the value of one, the quicker the solution converges. 
One way to improve the convergence rate of CG and CGSTAB is to replace the 
original matrix with an alternative matrix, which is not only 'close' to its original 
matrix but also has an improved condition number. This matrix is known as a pre-
conditioner. Various pre-conditioners can be used, such as Jacobi, Gauss-Seidel and 
SOR. In the present case, incomplete Cholesky decomposition was used Q\1eijerink 
and van der Vorst (1977)]. The same pre-conditioner was applied to NTE and 
pressure correction equations. 
By using a small time step, the matrices are strongly diagonally dominant which lead 
to a fast convergence. The iterations stop if the relative residual is less than 10-6 , i.e. 
(6.2.27) 
for any matrix AS = b. sn and So are iterate at nth and initial steps respectively. 
In this model, SIP was used to solve penta-diagonal matrices, e.g. momentum and gas 
species whilst PCGSTAB was used to solve the hepta-diagonal NTE equation. PCG 
can only solve a symmetrical positive definite matrix and the pressure correction 
equation belongs to this category. 
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SIP and PCGSTAB converged after 6-7 iterations whereas PCG converged after 50 
iterations. Hence, the pressure correction equation was the most expensive part of 
the 2-D simulation. The solvers of the abovementioned methods were adopted from 
Ferziger and Peric (2002) and were modified for the present model. To ease 
referencing, the algorithms, following Ferziger and Peric (2002), are presented in the 
Appendix. 
6.2.9 Summary 
This chapter has presented the development of a new 2-D wall-flow DPF 
regeneration model. The model retained the transient, convective and diffusive terms 
in the model formulation. NTE was assumed in the porous media combustion in the 
PM layer and filter wall. The governing equations were discretised by the FV method. 
A modified PISO scheme was used to solve for the overall model. The next chapter 
presents the model results and their comparisons to experimental data. Various 
aspects of DPF regeneration are also discussed. 
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Chapter 7 Two Dimensional Model 
Results 
The prevIous chapter discussed the formulation of a 2-D finite volume DPF 
regeneration model which includes inlet-outlet channels, PM layer and fliter wall in 
the computational domain. This chapter begins with a grid dependency test of the 
two-dimensional model. It is then followed by model comparison with experimental 
data. A description of how the model was used to study further the regeneration 
process is then given. 
7.1 Model Validation 
Experimental data from Higuchi et al. (1983) was used to validate the 2-D wall-flow 
DPF regeneration model as discussed in Chapter 4. A non-uniform grid (see Figure 
7-1) with grid density of 60 by 60 in the x- and y-directions was used in the 
simulation. For stability, a time-step of 2.5 x 10-5 sec was used in all simulation runs. 
The grid sizes were chosen such that the simulation results were grid independent. 
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Inlet Channel 
Figure 7-1 Non-unifonn grid used in the simulation 
It should be emphasized that there are no arbitrarily-modified input parameters that 
were used in the simulation. This is unusual in DPF regeneration modelling. All the 
values of the input parameters are based on experimentally-determined data. 
Therefore, it is assumed that the discrepancy between the model and the 
experimental measurements can be mainly attributed to the physics not included in 
the model. These include heat and mass transfer between the channels and the 
structural change of the PM layer during the PM oxidation process. In addition, it 
should be noted that errors could occur in the experimental measurements and data. 
Therefore, full validation of the 2-D model result is difficult at the current stage. 
Instead, the model validation was also assessed by considering the 'reasonableness' of 
the model result. 
The comparison between the 2-D model and the experimental results by Higuchi et 
al. (1983) at different DPF axial locations is shown in Figure 7-2. The input data used 
in this 2-D model is identical to that used in the previous 1-D model, except the PM 
porosity was set to 0.92 in agreement with Konstandopoulos et al. (2002). Figure 7-2 
shows that the 2-D model is able to predict the gas temperature in the DPF 
reasonably well. However, the model under-predicts the magnitude of the gas 
temperature. For locations 2 and 3 (see Figure 4-3), the temperature differences are 
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approximately 100 K and 50 K. Figure 7-2 also shows that the model predicts an 
outlet temperature which is very close to that in the experimental data at location 3. 
In addition, the 2-D model predicts a slower initial heating rate compared with the 
experimental data for locations 2 and 3. The difference could be due to the heat 
liberated from the PM soluable organic fraction (SOF) vaporization during the initial 
heating up period, since the diesel PM used in Higuchi et aL (1983) was not preheated 
prior to the DPF regeneration process. In addition, the model predicts a quicker 
temperature drop in post PM oxidation. To explain this discrepancy, it is worth 
noting that in reality, during the regeneration process, the diesel PM is not uniformly 
oxidised in the DPF. Therefore, the slower temperature drop shown in the 
experimental data could be due to the heat addition from other channels. In spite of 
the a foremen tioned discrepancies, the model nevertheless predicts the outlet gas 
temperature profiles well. For example, it shows the highest gas temperature at the 
DPF downstream which is due to the heat accumulation in the DPF. 
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Figure 7-2 Comparison between experimental data [Higuchi et al. (1983)] and 2-D model result with 
different axial locations 
7.2 Understanding the DPP Regeneration Process 
The previous section has discussed the temperature validity of the 2-D model and 
this section shall look at the physics of DPF regeneration process. Firstly, the DPF 
flow field during the regeneration process is examined. This is followed by the gas 
and solid temperature profiles as well as gas species distributions. Finally, the PM 
oxidation process is examined. 
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7.2.1 Flow Field Profile 
Figure 7-3 to Figure 7-14 show the exhaust flow profile inside the computational 
domain. Generally, the exhaust gas flows in a parabolic profile in the inlet and outlet 
channels whereas it i one-dimensional inside the porous diesel PM layer and D PF 
filter wall. In addition, it can be observed that upon entering the inlet channel, the 
exhaust gas flows in the direction towards the inlet symmetry line. The same 
observation was reported by Hou and Angelo (2004). This type of profile cannot be 
obtained by a 1-D model. 
Figure 7-5 shows a velocity increase in the PM layer because the corresponding PM is 
fully oxidised at t = 30 sec . s the regeneration proceeds, re circulation starts to 
appear in the high temperature region (see Figure 7-6 to Figure 7-11) and flows 
toward the inlet channel end. The recirculation ceases toward the end of the 
regeneration process as the diesel PM is fully oxidised (see Figure 7-12 to Figure 
7-14) 
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Figure 7-3 Velocity field a t t = 1 sec 
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Figure 7-6 Velocity field at t = 40 sec 
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Figure 7-7 Velocity field at t = 43 sec 
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Figure 7-10 Velocity field at t = 51 sec 
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Figure 7-14 Velocity field at t = 70 sec 
7.2.2 Gas and Solid Temperature Profiles 
Initially the DPF is warmed up by the hot exhaust gas flow, The exhaust gas 
temperature increases from upstream to downstream with the downstream of the 
outlet channel being heated quicker compared to that in the inlet channel (Figure 
7-15 to Figure 7-19), At t = 25 sec (Figure 7-19), while the DPF is being warmed up, 
the gas temperature at DPF upstream is sufficiently high to cause an appreciable 
amount of PM to oxidise and results in a sudden increase of gas temperature at the 
left hand side of the DPP. From Figure 7-20 to Figure 7-27, it can be observed that 
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the gas temperature increases appreciably as the high temperature zone flows from 
the DPF upstream to the downstream part. From Figure 7-28, the locally high gas 
temperature starts to cool down when the remaining diesel PM is fully consumed. 
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Time = 15 sec 
Figure 7-17 Gas temperature at t = 15 sec 
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Figure 7-18 Gas temperature at t = 20 sec 
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Figure 7-20 Gas temperature at t = 30 sec 
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Figure 7-21 Gas temperature at t = 35 sec 
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Figure 7-23 Gas temperature at t = 45 sec 
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Figure 7-24 Gas temperature at t = 50 sec 
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Figure 7-26 Gas temperature at t = 60 sec 
Figure 7-27 Gas temperature at t = 65 sec 
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The temperature trends in the PM layer and the DPF wall are identical to that of the 
gas phase. Therefore, the solid temperature profiles are not plotted here. Instead, 
attention is paid in assessing the validation of the thermal equilibrium assumption 
that is often used in many of the existing models, such as Hou and ngelo (2004) and 
Zheng and Keith (2004). These authors argued that due to the high specific area 
inside the DPF porous structure, thermal equilibrium could be confidently used in 
the solid temperature calculation. In the current study, the thermal equilibrium 
assumption was assessed by examining the gas and solid temperatures at six locations 
in the DPF wall. These locations are marked by white circles as shown in Figure 7-29. 
The gas and solid temperatures at these locations are shown in Figure 7-30 and 
Figure 7-31. From Figure 7-30, it can be observed that gas and solid phases have 
similar temperature magnitudes up to 1000 K. The temperature differences become 
larger when the gas and solid temperatures reach beyond 1000 K or during the 
cooling stage. During the cooling stage, it can be noticed that the gas temperatures 
fall quicker than those of the solid. At these locations, a maximum temperature 
difference of 37 K can be observed. 
The gas and solid temperature differences at location G2+kmax) are more 
pronounced compared to those at location G2+1) (see Figure 7-31). A maXlnmm 
temperature difference of 56 K can be observed at location G2+kmax). Hence, this 
study shows that thermal equilibrium does not hold for the DPF regeneration 
process. 
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7.2.3 Gas Species Profiles 
1. O xygen 
Figure 7-32 to Figure 7-46 show the oA),gen mass fraction distributions in the DPF 
during regeneration process. At the beginning of the regeneration process, uniform 
oxygen was assumed in the computational domain. As the gas temperature increases, 
it initiates PM oxidation which consumes oxygen. It can be observed that the region 
of lower o}"),gen content propagated from the DPF upstream to the downstream side 
(Figure 7-33 to Figure 7-38). As the PM is fully consumed, the oxygen consumption 
ceases and therefore oxygen content increases due to the oxygen supply from the 
inlet channel (Figure 7-39 to Figure 7-45). The oxygen consumption and recovery 
processes continue until all the PM is fully oxidised at the end of regeneration process 
(see Figure 7-46). 
181 
metry line 
End plug 
End plug 
SymmetrY "ne 
Figure 7-32 O 2 mass fraction distribution at t = 1 sec 
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Figure 7-33 0 2 mass fraction distribution at t = 5 sec 
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Figure 7-34 O2 mass fraction disttibution at t = 10 sec 
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Figure 7-37 0 2 mass fraction distribution at t = 25 sec 
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Figure 7-38 O2 mass fraction distribution at t = 30 sec 
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Figure 7-39 0 2 mass fraction distribution at t = 35 sec 
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Figure 7-4002 mass fraction distribution at t = 40 sec 
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Figure 7-41 0 2 mass fraction distribution at t = 45 sec 
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Figure 7-42 0 2 mass fraction distribution at t = 50 sec 
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Figure 7-43 0 2 mass fraction distribution at t = 55 sec 
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Figure 7-44 0 2 mass fraction distribution at t = 60 sec 
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Figure 7-46 O 2 mass fraction distribution at t = 70 sec 
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2. Carbon Dioxide 
Figure 7-47 to Figure 7-59 show the C02 mass fraction distributions in the DPF 
during regeneration process. Since C02 is the main overall product of PM oxidation 
with 0 2, it follows the opposite trend as that of 0 2. C02 increased at the outlet 
channel as a result of increasing PM oxidation as well as conversion of CO to C02. 
The development of local hot spots causes the local C02 mass fraction to increase as 
high as 0.4 (see Figure 7-56) . At the end of regeneration process, uniform C02 
distribution is recovered due to the inlet supply of C02. 
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Figure 7-48 CO2 mass fraction at t = 10 sec 
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Figure 7-54 CO2 mass fraction at t = 45 sec 
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Figure 7-56 C02 mass fraction at t = 55 sec 
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Figure 7-57 C02 mass fraction at t = 60 sec 
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Figure 7-59 C02 mass fraction at t = 70 sec 
3. Carbon Monoxide 
From Figure 7-60 to Figure 7-67, it can be observed that the main CO generation 
path is via PM oxidation, since higher CO concentration is in the PM layer. s the 
PM temperature is sufficiently high, it produces higher CO concentration in the form 
of a continuous stripe (Figure 7-61 to Figure 7-68). Several locally higher CO 
concentration spots rather than a continuous stripe are developed as can be seen in 
Figure 7-69 to Figure 7-72. Apart from direct conversion from the PM oxidation, 
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these could be due to the gas phase reaction , which involve the CO production, 
such as R3.3 and R3.4. ftet the PM is fully consumed, the uniform CO distribution 
in the DPF is recovered as shown in Figure 7-73. 
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Figure 7-60 CO mass fraction at t = 5 sec 
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Figure 7-61 CO mass fraction at t = 10 sec 
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Figure 7-64 CO mass fraction at t = 25 sec 
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Figme 7-67 CO mass fraction at t = 40 sec 
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Figure 7-69 CO mass fraction at t = 50 sec 
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Figure 7-70 CO mass fraction at t = 55 sec 
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Figure 7-73 CO mass fraction at t = 70 sec 
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4. Water Vapour 
In the multi-step chemical reaction scheme, water vapour is only generated by a 
water-gas shift (WGS) reaction in a high exhaust gas temperature environment. 
Figure 7-74 and Figure 7-75 show non-uniform H20 distribution in the DPF. At 
t = 30 sec (Figure 7-75), the gas temperature becomes sufficiently high to initiate gas 
phase reactions and the H20 content increases at the DPF upstream. The uneven 
H20 distribution with a decrease of local H20 concentration at the end of DPF inlet 
channel (Figure 7-76). The high concentration of H20 follows the combustion wave 
(high gas temperature region) and causes an increase of H20 concentration at the 
DPF downstream (Figure 7-77 to Figure 7-78). As the gas temperature decreases the 
H20 content decreases to the initial state (Figure 7-79 to Figure 7-80). 
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Figure 7-74 H20 mass fraction at t = 20 sec 
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Figure 7-78 H 20 mass fraction at t = 55 sec 
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Figure 7-79 H 20 mass fraction at t = 60 sec 
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Figure 7-80 H 20 mass fraction at t = 70 sec 
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5. Hydrogen 
Similar to water vapour, the production of H2 is due to the water-gas shift reaction. 
Due to its small molecular weight of 2 g.mol-1, its presence during the DPF 
regeneration process is virtually negligible. H2 is only produced in high temperature 
conditions where local hot regions develop. In addition, it is only produced 
sporadically and is not present for a long time i.e. it is quickly converted to H20 (see 
Figure 7-81 to Figure 7-85). 
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Figure 7-81 H 2 mass fraction at t = 40 sec 
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Figure 7-85 H 2 mass fraction at t = 70 sec 
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7.2.4 PM Oxidation Profile 
Figure 7-86 and Figure 7-87 show the amount of PM as the function of time and 
fliter axial length. From Figure 7-86, a noticeable PM oxidation rate occurs at about 
t = 12sec. After that, the oxidation rate increases with the highest oxidation rate 
occurring at t = 30sec. This rapid oxidation rate decreases at around t = 45sec. The 
PM is fully oxidised at t = 69 sec. 
From Figure 7-87, it shows that more PM is consumed at the front end of the DPF 
upstream, which is nearer to the inlet gas temperature. Therefore, the PM is 
consumed in a wave-like form rather than as a uniformly shrinking layer, until all the 
PM is fully oxidised. 
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7 .2.5 Summary 
While the development of the model was explained in Chapter 6, this chapter has 
discussed the results of the 2-D DPF regeneration modeL The model results have 
been compared with Higuchi's experimental data and the model results 
'reasonableness' was also assessed. Within the chapter, various aspects of DPF 
behaviour during the regeneration process were also studied. These include the flow 
field, gas and solid phase temperature profiles and various gas species. The widely-
used thermal equilibrium assumption in the temperature calculations of the porous 
media (ftlter wall and PM layer) was also examined. This study shows that the thermal 
equilibrium assumption is violated when large amounts of heat are released during 
the PM oxidation process. In addition, this study also reveals that the PM is oxidised 
in a wave-like form until all the PM is oxidised. The next chapter will summarise the 
main findings of the research and recommend further work. 
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Chapter 8 Conclusions and Further 
Work 
8.1 Conclusions 
The maIn objective of the reported research was to increase the current 
understanding of the DPF regeneration process by developing mathematical models. 
One of the least understood processes that takes place in a DPF operation is PM 
oxidation during regeneration. This has been investigated by developing new l-D and 
2-D DPF models. A greater understanding of the PM oxidation process has been 
gained by incorporating a multi-step chemical reaction scheme into the l-D and 2-D 
models. These models have been used to study the influences of inherent PM 
properties and various gas species on the DPF regeneration process. The 
development of the new 2-D Navier-Stokes model, with a multi-step chemical 
reaction, revealed a more complete picture of what is occurring inside a DPF during 
the regeneration process, in terms of flow-field, gas and solid temperatures, as well as 
gas and solid species. To support the model development, an experimental study was 
also carried out in order to estimate, for the first time, the interstitial heat transfer 
coefficient inside a porous DPF wall. 
The following summarise the major findings from this research: 
1. By using the l-D model, with an one-step PM oxidation reaction scheme, it has 
been shown that the inherent PM properties, such as activation energy Ea' 
frequency factor A, bulk density Pp, porosity f/Jp and mean particulate diameter 
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dp have varIOUS degrees of importance for DPF regeneration performance. 
Under engine running conditions, where high exhaust gas velocities prevail, the 
activation energy Ea has the greatest effect. This is followed by frequency factor 
A, bulk density /3p' porosity f/Jp and mean particulate diameter dp . It was 
found that porosity f/Jp and mean particulate diameter d p have the same rank of 
importance. These ranks of importance show that these parameters require close 
attention in model development and experimental studies. 
2. The parametric study showed that for every given value of activation energy Ea' 
there is a range of frequency factors that have a noticeable effect on the 
regeneration process. Below this range, the reaction rate is too slow for practical 
filter regeneration. 
3. Lower oxygen concentration in the exhaust gas flow has a stronger effect on 
DPF regeneration behaviour than in a higher concentration of oxygen. This 
implies that diffusion-controlled regeneration behaviour should be taken into 
account in models, as this research has done. 
4. For the first time, a multi-step reaction scheme has been developed for thennal 
PM oxidation inside a DPF. The chemical kinetic parameters that were used in 
the l-D DPF regeneration model are taken directly from the literature and 
therefore do not contain any numerically 'tuned' values. The effects of various 
gas species on DPF regeneration behaviour have been studied. For the case of 
the thermal regeneration process, C02 was found to have a heat sink effect, 
whereas CO and H20 were found to act as a heat source, which increase DPF 
temperature. In addition, the l-D model suggests that the water concentration 
should be kept to a minimum so that it does not cause high temperatures in the 
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DPF. H2 concentration in the exhaust gas was found to have negligible effects 
on the regeneration process. 
5. The l-D model was also used to illustrate the effects of premature quenching of 
the regeneration process by reducing the DPF inlet gas temperature which stops 
both the gas phase and PM oxidation reactions. 
6. Experimental work was carried out to estimate the interstitial heat transfer 
coefficient in the DPF filter wall and was found to be 8.30 W.m-2.K-1 • 
7. A new 2-D finite volume method based DPF regeneration model, which 
includes the multi-step reaction scheme, has been developed. The model was 
compared quantitatively and qualitatively with experimental data as well as 
modelling findings reported in the literature. 
8. The 2-D model showed that the velocity flow field is the strongest where the 
exhaust gas enters the DPF inlet channel and also when the exhaust gas leaves 
through the DPF outlet channel. 
9. It has been found that recirculation occurs in the DPF during the regeneration 
process. The initiation of the recirculation is associated with the high gas 
temperature region and it flows from the upstream of the DPF to the 
downstream end. 
10. It was found that the hot exhaust gas flows from the upstream to the 
downstream of the DPF. When the exhaust gas temperature is sufficiently high 
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and uniform in the filter, fast reactions occur and heat energy from the chemical 
reactions is released and quickly propagates to the downstream end of the filter. 
11. The thermal equilibrium assumption used by many previous modellers has been 
examined and found to be violated in the case of a high PM oxidation rate. 
Thus, the models presented· here are considered to be more realistic because 
thermal equilibrium was not assumed. 
12. Various species distribution profiles have been studied during the regeneration 
process. Generally the species distributions depend on the local gas and PM 
oxidation rates. 
13. The 2-D has shown that PM layer was consumed in a wave-like form during the 
regeneration process. 
8.2 Further Work 
The current research has revealed some interesting opportunities for future work. 
Some of the notable opportunities are: 
1. The computing time of the current 2-D model could be decreased by paralleling 
the computer codes to run on PC clusters. This could be done by incorporating 
the Message Passing Interface (MP I) library and modifying the solution 
algorithms such as those based on domain decomposition. 
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2. Currently the l-D and 2-D models assume constant PM properties throughout 
the oxidation process. The models could be refined by developing a subroutine 
to calculate the changing PM properties. In addition, the 2-D model could be 
modified such that it allows for the collapsing of the PM layer during the 
oxidation process. This nevertheless involves solving a moving boundary 
problem. 
3. The multi-step chemical reaction scheme could be further refined to include 
more reactions and species. A two-phase flow of gas-particulates model which 
involves the oxidation of moving PM could also be included. 
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Appendix 
As discussed in Chapter 6, the implicit discretizations of the governing equations 
result in either penta-diagonal or hepta-diagonal sparse linear matrices, which were 
solved using iterative methods. This section presents the solvers that were used to 
solve the matrices. The flrst method discussed is the SIP by Stone (1968), which is 
used to solve non-symmetric penta-diagonal matrices. It is followed by the PCG 
scheme for solving penta-diagonal pressure correction equation and flnally 
PCGSTAB scheme for solving non-symmetric hepta-diagonal matrices. The 
nomenclature used in this section is different from that in the main thesis and hence 
it is deflned as follows 
Nomenclature used in Appendix 
Alphabets 
I 
] 
IM1 
JM1 
A,b,D,L,M,U,R 
grid point in horizontal direction 
grid point in vertical direction 
sum of grid point in horizontal direction - 1 
sum of grid point in vertical direction - 1 
elements of matrices 
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Matrix-Vectors 
A 
b 
D 
L 
M 
N 
P 
U 
R 
U,o,W,Y,Z 
Greek letters 
f) 
o 
e 
a,OJ,jJ,y 
Superscripts 
n 
T 
original matrix to be solved 
known vector 
diagonal matrix 
lower triangular matrix 
precondition er matrix In PCG or PCGSTAB or LU 
product in SIP 
new matrix used in SIP 
search direction vector 
upper triangular matrix 
known vector in backward substitution 
auxiliary vectors in PCG or PCGSTAB 
unknown to be solved 
error between successive iterates 
residual 
parameters used in the iterative methods 
nth of the iterate count 
transpose of matrix 
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* approximate value 
Subscripts 
E east 
N north 
p central 
S south 
W west 
NW north-west 
SE south-east 
SIP 
In this method, instead of solving the actual penta-diagonal matrixA, whereAS = b, 
Stone proposed that the matrix was replaced by a new matrix,(A+N) so that the 
new matrix fulfils the following criteria: 
1. The new matrix can be easily factored. 
2. The magnitude of matrixIINII« IIAII. 
Therefore, Stone proposed that the new matrix had the following structure 
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Lrr A+N=LV= 
The product of LV results in a hepta-diagonal matrix as follows 
or 
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and compared with the original matrix, 
(A2) 
To have a better convergence rate, Stone found that it was necessary to diminish the 
extra terms (M l\1f)},'\1f' + MSE9sE ) by replacing them with (M l\1F ( 9NW - 9~w ) + 
MSE (9SE - 9;E)) and where 9~w and 9;E are approximate values obtained by 
Taylor's expansion, i.e. 
(A3) 
(A4) 
where 0 < a < 1. 
Therefore, substituting the equations (A3) and (A4) into (Ai) and equating with (A2), 
the elements of Land U were obtained. Here, the notation used in Ferziger and 
Peric (2002) was used. Indices I and ] represent the elements in the computational 
domain. The coefficients for lower (L) and upper (U) matrices can be found by the 
following algorithm 
Stage 1 
Calculate the elements of the lower and upper matrices in the following sequence: 
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For 1= 2, IM1;] = 2,]Ml 
LW? (1,J) = Aw (1,J)/[l + aUN (1 -l,J)J (AS) 
LA1,J) = As (1,J)/[ 1 + aUE (1,J -l)J (A6) 
Lp (1,J) = Ap(1,J) +a[Lw (1,J)UN (1 -l,J)+ Ls (1,J)UE (1,J -l)J (A7) 
-LIF (1,J)UE (1 -l,J)-Ls (1,J)UN (1,J -1) 
UN (1,J) = [AN (1,J)- aLw (1,J)UN (1 -l,J)J/Lp (1,J) (A8) 
UE (1,J) = [ AE (1,J)- aLA1,J)UE (1,J -l)J/Lp (1,J) (A9) 
Stage 2 
Solve for (r+1 : 
(A1D) 
where 6n+1 = an+1 - an and e = b - Aa (residual). 
Forward substitution 
(All) 
R(1,J) = [p(1,J)- Ls (1,J)R(1,J -1)- Lw (1,J)R(1 -l,J)J/Lp (1,J) (A12) 
Backward substitution 
o(1,J) = R(1,J) -UN (1,J)o(1,J + l)-UE (1,J)o(1 + 1,J) (A 13) 
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Algorithm for Incomplete Cholesky Decomposition Pre-conditioner 
In the 2-D model, incomplete Cholesky decomposition was used as the pre-
conditioner in both PCG and PCGSTAB. The actual Cholesky factorization is used 
in the case of symmetric matrices. Hence, for any matrix A, it can be decomposed 
into LDLT where L,D,LT are the lower triangular, diagonal and the transpose of the 
lower triangular matrices respectively. In the incomplete Cholesky decomposition 
used, only the diagonal terms were calculated in the usual way whereas other off-
diagonal terms were not calculated. These off-diagonal terms were taken to be the 
same as those in the original matrix. Therefore, this gives rise to the name 
'incomplete'. The algorithm to calculate the inverse of diagonal terms was listed as 
below [Meijerink and van der Vorst (1977)] 
For 1= 2,IM1;J = 2,lM1 
Dp(1,J)=Ap(I,J)-Aw/(I -l,J)* AlF(I -l,J)* Dp{I -l,J) 
-As(I,J -1)* As(I,J -1)* Dp(I,J -1) 
Dp (1,J) = l/Dp (1,J) 
(A14) 
(A1S) 
The termDp (1,J)is the main diagonal element of pre-conditioner matrix, M and it 
is different from that discussed in SIP. 
In the case of solving NTE, such as NTE, the convective terms are added 10 
Dp (1,J) calculation. 
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The algorithms of PCG and PCGSTAB are given bellows, which are identical to 
those presented in Ferziger and Peric (2002). A good discussion on these methods 
can be found in Saad (2003). 
Algorithm ofPCG 
1. Initialize: 
2. Advance iteration: n = n + 1 
3 S 1 11 M-Ill-I . 0 ve system: z = Q 
4. Calculate 
It ,,-1 Z" S =Q . 
'I_S ~' P - S"-I 
" S 
a"=---
p" ·Ap" 
5. Repeat steps 2 to 4 until convergence 
Algorithm for PCGST AB 
1. Initialize: 
216 
2. Advance iteration and calculate: 
n=n+1 
/3 '1 0 1J-1 =Q 'Q 
of = (/3 '1 • rn- 1 )/( a n- 1 . jP-1) 
3. Solve system 
4. Calculate 
un =Az 
5. Solve the system 
Calculate 
0= Ay 
6. Repeat step 2 to 5 until convergence 
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