An asymptotic method for stability analysis of quasilinear functional differential equations, with small perturbations dependent on phase coordinatesand an ergodic Markov process, is presented. The proposed method is based on an averaging procedure with respect to: 1) time along critical solutions of the linear equation; and 2) the invariant measure of the Markov process. For asymptotic analysis of the initial random equation with delay, it is proved that one can approximate its solutions (which are stochastic processes) by corresponding solutions of a specially constructed averaged, deterministic ordinary differential equation. Moreover, it is proved that exponential stability of the resulting deterministic equation is sufficient for exponential p-stability of the initial random system for all positive numbers p, and for sufficiently small perturbation terms.
Introduction
This paper deals with the n-dimensional functional differential equation in a quasilinear form with a small parameter s E [0, 1): due(t) dt g(u) + F(t,u,y(t),e), with matrix G(O) consisting of bounded variation functions; {y(t),t >_ 0} is a homogeneous ergodic Markov process on the probability space (, 5, P) , with values in the phase space Y, with infinitesimal operator Q, transition probability P(t,y, dz), and unique invariant measure #(dy) satisfying the condition of exponential ergodicity (see Blankenship and Papanicolaou [1] We will refer to the spectral subspace of the operator f corresponding to r 0 as the critical subspace, and to the solutions of Equation (3) lying in the critical subspace as the critical solutions.
Using projection on the critical subspace, we will construct a finite-dimensional differential equation with Markov parameters and rapid switchings, which has the same stability properties of the trivial solution as Equation (1) for all sufficiently small > 0. It will be proven that for stability analysis under some additional assumptions, one can perform averaging with respect to: 1) the invariant measure of the Markov process; and 2) time along the critical solutions of the generative equation, as one can do for the deterministic delay equations (see Halanay [3] Blankenship and Papanicolaou [1] and Korolyuk [7] ) Lyapunov functional and recursive approximations of the solutions of Equation (1) Inserting the above matrix-valued function 1 into the integral representation from Equation (5), one can define the n n-matrix-function: Thus, we (7) dr-
We say that the trivial solution of Equation (7) The selection of the linear mapping g() in the right part of Equation (1) can be accomplished somewhat arbitrarily by adding any arbitrary linear continuous mapping sgl() to the linear part of Equation (1) and subtracting it from the second term. Because the set e0 consists of a finite number of points (see Hale and Sjord [4] ) r 0 {zj, j-1, 2, m}, it may be assumed that the selection of terms in the right part of Equation (1) has been done in such a manner so that (detU(zj))'T!: O, j 1,2,...,m.
Lemma 1" Under the above assumptions, one can find a constant c such that the solution of Equation (1) with initial condition" satisfies the inequality: If the trivial solution of the averaged Equation (7) is exponentially stable in the large, then the trivial solution of the random Equation (1) is exponentially p-stable in the large for all sufficiently small positive e.
Proof: According to the definition of the basis V(0), the n-dimensional vectorfunction ro(t,O in Equation (11) can be decomposed as follows:
, 0].
After substitution of this decomposition in Equation (11), one can conclude that the m-dimensional vector-function e(t) satisfies the ordinary random differential equation in m dd(t) dt Age(t) + eF(t'Vg(t) + rl(t)'y(t)'g)" (16) One can consider the decomposition of Equation (1) in the forms of Equations (11) and (12) with the decomposed initial condition in Equation (9)
which uniquely defines the vector g E m for given basis V. Consequently, Equation (16) 
tAF(t, yetAze(t),y(t),). (21)
Due to the Lipschitz condition in Equation (2) Using the inequality in Equation (13) To simplify the notations, we denote "e(t)" e(t/), f(t, x, y, e): e tAoF(t, vetAox, y, ).
Let ze(t) be the solution of the random equation 
It is easy to verify that e(t) satisfies the random differential equation:
Consider this equation with initial conditions e(s)= xe(s)= g, with vector from Equation (17). Due to the existence of the uniformly bounded x-derivative DF(t, Vx, y,O), the right-hand sides of Equations (23) and (24) 
It can be easily shown that the Lipschitz condition for the right-hand side of Equation (23) [[, (26) O<_t<_T/e s>0, yGY for anyT_>0, aGC n.
It is known (see Blankenship and Papanicolaou [1] and Skorokhod [9] ) that under the above assumptions, the solutions of Equation (24) tend to the corresponding solutions of Equation (7), and that the stability of the trivial solution of Equation (7) guarantees (see Korolyuk [7] ) the stability with probability one of the trivial solutions of Equation (24). However, in order to prove our theorem, we need stronger evaluation of the rate of convergence to zero of the p-moments of the solutions of Equation (24) as tc. For this purpose, we will apply the second Lyapunov method to a specially constructed functional v(t,x, y,e). Since for any random variable , the quantity (_ ([[p) )l/p is monotonically nondecreasing function of p > 0, we can assume in our proof without loss of generality that p >_ 2.
One can consider the pair {x,y(t/)} as a Markov process in the phase space Rmx Y (see Blankenship and Papanicolaou [1] , Mohammed [8] , and Skorokhod [9] ) with weak infinitesimal operator defined on sufficiently smooth continuous function v(x, y) by the equality:
(Ov)(x, y): (Vv)(x, y) + (Qv)(x, y), where (., and V are the scalar product and the gradient-operator in [m, respective- ly. Since the right-hand side of Equation (23) depends on the time coordinate t, one needs to extend the phase space by adding a new phase coordinate t +, and consider the above nonhomogeneous Markov process with infinitesimal operator: 1 0 x)+(Qv)(t, y)) + ((Vv)(t, x, y), f(t/e, x, y, 0)). (29), one can easily verify that the function r(t,y)" -G(h) (t,y) satisfies the ordinary differential equation: tr(t, y) + Qr(t, y) h(t, y).
( 31) Using this result and the representation h(t, y) (h(t, y)-h(t)) + h(t), one can find a solution of Equation (31) 
To prove the exponential p-stability of the trivial solution of Equation (24), we will use the Lyapunov functional:
where w(t,x,y,g)" v(x) + gvl(t/g,x,y), It is obvious that under the assumption of exponential stability conditions in the large of Equation (7), the pth power of the absolute value of any solution of Equation (7) decreases also exponentially when t---,cx for any p > 0. Therefore, one can consider the function:
with sufficiently large positive S as the Lyapunov function for the averaged system.
Using the smoothness with respect to 2 of the right-hand side of Equation (7) + (Qv1)(t/e, x, y)) + e(Vv1)(t/e, x, y), f(t/e, x, y, o)) ((Vv)(x),(x))+ e(Vv)(t/e,x,y),f(t/e,x,y,O))
for sufficiently small values of e. Let us assume that e I has been chosen small enough so that both of the inequalities in Equations (36) and (37) are fulfilled simultaneously. Then, using the well known Dynkin formula (see Dynkin [2] ), and the inequalities in Equations (36) and (37), one can obtain the inequality:
E{ '(t) P '(s) a, y(/) y)} <_ w-E{w(t,x(t),y(t/e),e) x(s) g,y(s/e) y)} Therefore, the conditional p-moment of the solution of Equation (23) This allows us to use the inequality in Equation (39) and to evaluate the second moment of the norm of the solution of Equations (1)- (9) (1)- (9) 
