Properties of invariant sets of descending flow defined by a pseudogradient vector field of a functional in a Banach space are studied. In this way, several critical points can be found by constructing different invariant sets on which the functional is bounded below. Under suitable conditions, the existence of at least four critical points of a functional is proved, each critical point being in a certain invariant set. The theoretical results are applied to nonlinear elliptic boundary value problems and nonlinear systems of ordinary differential equations. In variant cases, at least four solutions are obtained for these equations.
INTRODUCTION
The purpose of this paper is to present a general approach for finding critical points of a functional and to show how this general method is used to study the existence and the multiplicity of solutions of the nonlinear elliptic boundary value problem { &2u= f (x, u), u=0,
and of the periodic problem of the system of nonlinear ordinary differential equations { u +{ u V(t, u)=0, u(0)=u(2?), u* (0)=u* (2?), (1.2) where 0 is a bounded domain in R N with smooth boundary 0, f: 0_R Ä R a Lipschitz continuous function, V: R_R N Ä R is continuous doi:10.1006Âjdeq.2000.3867, available online at http:ÂÂwww.idealibrary.com on and periodic in t with period 2?, and { u V is the gradient of V with respect to u. Let X be a Banach space and f a C 1 functional defined on X. Denote by f $(u) the gradient operator of f at a point u # X. It is known that f $(u) # X*, the dual space of X. According to Palais [17] , f has a pseudogradient vector field W: X 0 Ä X which is Lipschitz continuous from X 0 to X, where X 0 =[u # X | f $(u){0] (see Section 2 for the definition of this concept). Let u 0 # X 0 and consider the initial value problem Let u(t, u 0 ) be the unique solution for t 0 with maximal interval of existence [0, '(u 0 )). We call this solution a descending flow curve in accordance with the fact that the value of f on u(t, u 0 ) is decreasing when t is increasing.
Using the descending flow of a functional one could prove various deformation theorems which play important roles in modern critical point theory, for example, in minimax theory, in Morse theory, and in Lusternic Schnirelmann theory. The reader is referred to [1, 5, 16, 18, 20] for details. The PS condition is necessary to obtain these deformation theorems. Recall that a functional f defined on X is said to satisfy the PS condition if any sequence [u n ] 1 in X satisfying | f (u n )| C for some constant C>0 and f $(u n ) Ä 0 as n Ä possesses a convergent subsequence. The basic idea of deformation theorems says that if a number c is not a critical value of a functional f which satisfies the PS condition then f c&= is a strong deformation retract of f c+= for some =>0. Or, in other words, at least one number in an interval [a, b] is a critical value of f if f a is not a strong deformation retract of f b . In various deformation arguments, solutions of (1.3) are crucial for constructing deformations. In some cases, deformation are constructed by the solution of the modified initial value problem { d dt u(t)=&h(u(t)) W(u(t)), t 0,
and different h(u) should be chosen in accordance with different requirements.
In this paper, instead of using descending flow to construct deformations, we study directly the descending flow itself. We will analyse the properties of the flow, pay close attention to the direction and the destination to which the flow goes, and seek the limit along the flow. We are interested in those points in X across which the flow does not go to infinity and work for seeking such points in X. If we have such a point, then the flow curve crossing it goes ultimately to a critical point. It seems that one would obtain many critical points if he or she is given many such points. However, even if there may be many such point, we cannot get more than one critical points in general since the different flow curves may ultimately go to the same critical point. In order to get more critical points, we will define the concept of invariant set of descending flow and then we will divide the whole space X into several invariant subsets of descending flow. In this way, we can get more than one critical point.
The paper is organized as follows. In Section 2, we introduce the concept of the invariant set of descending flow for a functional and show how known invariant sets can be used to produce new ones. If a functional is bounded below on an invariant set, we then get a critical point on this set. Therefore, several critical points may be found if several disjoint invariant sets are available. We prove some varieties of the mountain pass lemma in this section.
In Section 3, we prove the existence of at least four critical points for a class of functionals under suitable conditons. As a special case, we get the following result. Let f be a functional defined on a Hilbert space H which satisfies the PS condition. Let f $(u) have the expression f $(u)=u&Au for u # H. In Section 4, we study problem (1.1) with superlinear nonlinearities or with asymptotically linear nonlinearities. The asymptotically linear case is permitted to include the resonant one. Under generic conditions, we prove that (1.1) has three nontrivial solutions or even seven nontrivial solutions.
Section 5 is devoted to study problem (1.2) with superlinear nonlinearities or with asymptotically linear nonlinearities. We prove that (1.2) has at least three nontrivial solutions under similar conditions as in Section 4. Remark 1.1. Problem (1.1) has been studied by many authors; see, for example, [1, 5, 20, 25] and the referances therein. Recall that under superlinear and subcritical conditions Ambrosetti and Rabinowitz [1] proved that there are at least two nontrivial solutions of (1.1), and this result was improved by Wang in [25] who proved that there are at least three nontrivial solutions of (1.1). The results presented here concern those in [25] . Our results are more general in two aspects. First, conditions on the nonlinear function f are less confined here. Second, we get more interesting properties of the solutions. In addition, the approach here is very different from that in [25] . Theorems 4.1, 4.2, 4.5, and 4.6 are first proved in [14] . Remark 1.2. Problem (1.2) has been studied by [4, 12, 13] . In [13] , the authors get at least one nontrivial solution, while in [4] , the authors get at least two nontrivial solutions. In the present paper, we get at least three nontrivial solutions. Remark 1.3. Methods used for (1.2) are suitable for the studying of the following system of elliptic problem
where F # C 2 (0 _R m , R) and 0/R N is a smooth bounded domain. Results similar to those in Section 5 can be obtained for this problem. Equation (1.4) and the like have been studied by [2, 7, 19, 27 ].
INVARIANT SETS OF DESCENDING FLOW
Let X be a Banach space, f a C 1 functional defined on X, and f $(u) the
2 for all u # X 0 ; here (}, }) means the duality between X* and X;
This definition was first introduced by Palais [17] , and we state it in a somewhat different way for reasons of convenience. According to [17] , a pseudogradient vector field always exists for a C 1 functional. Let W(u) be a pseudogradient vector field for f and u 0 # X 0 , and consider the initial value problem in X 0 :
By the theory of ordinary differential equations in Banach spaces, (2.1) has a unique solution in X 0 , denoted by u(t, u 0 ), with right maximal interval of existence [0, T(u 0 )). Note that T(u 0 ) may be either a positive number or + . Note also that f (u(t, u 0 )) is monotonically decreasing on [0, T(u 0 )) and therefore u(t, u 0 )(0 t<T(u 0 )) is called a descending flow curve.
An invariant set of descending flow for f determined by W is simply called an invariant set of descending flow for f or an invariant set of descending flow if no confusion will occur. This definition was first introduced by Sun in [22] . The next lemma is an easy consequence of it.
Lemma 2.1. Let f be a C 1 functional on X and W be any pseudogradient vector field for f. Then (i) X is an invariant set of descending flow;
(ii) for any M + (+ # 4), a class of invariant sets of descending flow, both + # 4 M + and + # 4 M + are invariant sets of descending flow;
are both invariant sets of descending flow.
For a subset M of X, f is called satisfying the PS condition on M if any sequence [u n ] 1 /M such that [ f(u n )] is bounded and f $(u n ) Ä 0 as n Ä + possesses a convergent subsequence. Our first main result is as follows.
Theorem 2.1 [22] . Assume that M is a closed invariant set of descending flow and f satisfies the PS condition on M.
is a critical value of f and f has critical point in M corresponding to this value.
Proof. The proof is standard and we only sketch it. For any u 0 # M"K, we have
since M is an invariant set of descending flow. Denote the number inf u # M f (u) by c, then, for all 0 t<T(u 0 ),
From this and using (2.1) and the definition of the pseudogradient vector field we see that, for 0 t 1 <t 2 <T(u 0 ),
Now two cases may occur. If T(u 0 )<+ , the last inequality implies that
for some u* # X. Then u* # K, since if not, the right existence interval of u(t, u 0 ) would be [0, T(u 0 )+T(u*)) for some T(u*)>0, but this contradicts the maximality of [0,
It follows from (2.1) and the definition of the pseudogradient vector field that
By the PS condition, there is a convergence subsequence of [u(t n , u 0 )], which we denote also by [u(t n , u 0 )]. Let u*=lim n Ä + u(t n , u 0 ), then u* is a critical point of f and u* # M. In either case, there exists a critical point u* # M with the property that c f (u*) f (u 0 ). Therefore, there exists a sequence of critical points
Again by the PS condition, along a subsequence of [u n ] 1 we get a limit u~# M which is a critical point of f and satisfies f (u~)=c. The proof is completed. K Definition 2.2 [22] . Let M and D be invariant sets of descending flow for f, D/M. Denote 
Lemma 2.3 [22] . Assume that M is connected and is an invariant set of descending flow, D is an open subset of M and is a complete invariant set of descending flow relative to M. If D{M, then M D, the boundary of D relative to M, is nonempty and is a complete invariant set relative to M.
Proof. By the connectedness of M and the fact that D{M, we have 
M is an open subset of M and M an invariant set of descending flow, there is a neighbourhood
we get a contradiction since D is an invariant set of descending flow. In either case, we come to a contradiction. Therefore, M D is an invariant set of descending flow.
Next, we prove the completeness of 
By the continuous dependence of ordinary differential equations on initial data, there are a neighbourhood U of u 0 and V of
, and we have come to a contradiction since C M (D)=D. K Lemma 2.4 [22] . Assume that M is connected, M is an invariant set of descending flow, D is an open subset of M, and D is also an invariant set of descending flow. Then
Proof. The result of (i) is obvious by the continuous dependence of ordinary differential equations on initial data. As for (ii), we assume that u 0 # M C M (D) and we need to prove that [22] . Assume that M is closed, connected, and is an invariant set of descending flow for f, D is an open subset of M, D is also an invariant set of descending flow for f.
is a critical value of f, and there exists at least one critical point on M C M (D) corresponding to this value.
Proof. This result is a direct consequence of Lemma 2.3, Lemma 2.4, and Theorem 2.1. K Theorem 2.2 has several important corollaries. The first one is the well known mountain pass lemma which is due to Ambrosetti and Rabinowitz [1] . 
is a critical value of f, where 
Hence, c&= c = c. Since = is arbitrary, the PS condition implies that c is a critical value of f. The proof is finished. K Similarly, we have the second corollary of Theorem 2.2.
Theorem 2.4 [22] . Assume that M is closed, path-connected, and locally path-connected. Assume that M is an invariant set of descending flow, 0 is an open subset of M, u 0 # 0,
and f satisfies the PS condition on M, then c= inf
is a critical value of f and there is at least one critical point in M corresponding to this value, where
Proof. The argument for Theorem 2.3 is completely suitable in this case. We need only to replace X and by M and M respectively. K The third corollary of Theorem 2.2 is as follows.
Theorem 2.5 [23] ). Assume that H is a Hilbert space, M is a closed convex subset of H, f is a C 1 functional defined on H, f $(u) can be expressed in the form f $(u)=u&Au, and A( M)/M. Assume also that f satisfies the PS condition on M, 0 is an open subset of M, and there are two points
The proof of Theorem 2.5 is directly obtained by Theorem 2.4 combined with the following lemma.
Lemma 2.5 [23] . Assume that H is a Hilbert space, M is a closed convex subset of H, f is a C 1 functional defined on H, f $(u) can be expressed in the form f $(u)=u&Au, and A( M)/M. Then there exists a pseudogradient vector field W for f such that M is an invariant set of descending flow for f determined by W.
and
then 0 , * (u) 1 and , * : H 0 Ä H satisfies the locally Lipschitz condition.
Then B: H 0 Ä H satisfies the locally Lipschitz condition, and therefore so does W=: I&B. For any u # H 0 , there are only a finite number of W * , denoted by
From this inequality, we easily get that
That is, W is a pseudogradient vector field for f.
MULTIPLICITY OF CRITICAL POINTS
In this section we will give conditions on f which guarantee at least four critical points of f. Let X be a Banach space and f a C 1 functional defined on X. Let W be a pseudogradient vector field for f. 
then f has at least four critical points, one in
Note that we not only give four critical points but also locate their positions. For proving Theorem 3.1, we need to study the connectedness of a special invariant set of descending flow. The next lemma, which is an analogue of a result of [15] , plays an important role in doing this. The main result of [15] states that the boundary of any bounded neighbourhood of the origin in plane has a connected component which joints every ray starting at the origin. This result has been proved useful in [14] for getting multiplicity results of solutions of elliptic boundary value problems.
Then there is a connected component 1 of O, the boundary of O in X , intersecting both
The proof of this lemma is similar to the argument in [15] . We place the details in the Appendix. 
Similarly, f has a critical point u 3 # D 2 "D 1 . Now we prove the existence of a critical point
. Let X be a square as in Lemma 3.1 and define a map G: X Ä X as
where h(t) and w are as in the condition. Obviously, G is continuous. Let
From the condition (3.1) we see that there exists '>0 such that
Therefore,
Let O be the connected component of V containing (0, 0), then O is an open subset of X and satisfies
According to Lemma 3.1, there is a connected component
Then 4 
Then the argument of Theorem 2.1 shows that there is an increasing sequence [t n ] 1 with t n Ä T(u 0 ) such that the limit of [u(t n , u 0 )] is a critical point. Denote
Now, we have proved that f has at least four critical points, one in
In the next theorem H denotes a Hilbert space and f a C 1 functional defined on H. 
The proof of this theorem is based on the following lemma.
Then there is a pseudogradient vector field W for f which enables D 1 and D 2 to be invariant sets of descending flow, 
Define , * : H 0 Ä R, B: H 0 Ä H, and W=I&B as in the proof of Lemma 2.5. Then W is a pseudogradient vector field for f.
We assert that B(
As in the proof of Lemma 2. 
Then G is closed and convex and [Bu(s, u 0 ) | 0 s t]/G. Therefore,
It follows that
which is a contradiction. Hence,
The result is a direct consequence of Theorem 3.1 and Lemma 3.2. K Let H be a Hilbert space and X a Banach space such that X is imbedded in H. Let f be a C 2&0 functional defined on H, that is, the differential f $ of f is Lipschitz continuous from H to H. Assume that f $(u)=u&Au and f $ is also Lipschitz continuous as an operator from X to X. Assume also that K=[u # H | f $(u)=0]/X. For u 0 # X, consider the initial value problem both in H and in X:
Let u(t, u 0 ) and u~(t, u 0 ) be the unique solution of this initial value problem considered in H and X respectively, with [0, '(u 0 )) and [0, '~(u 0 )) the right maximal interval of existence. Because of the imbedding X / Ä H, '~(u 0 ) '(u 0 ) and u~(t, u 0 )=u(t, u 0 ) for 0 t<'~(u 0 ). We assume that '~(u 0 )='(u 0 ) and u~(t, u 0 )=u(t, u 0 ) for 0 t<'(u 0 ), and if lim t Ä '(u 0 ) u(t, u 0 )=u* in H for some u* # X then lim t Ä '(u 0 ) u(t, u 0 )=u* in X. 
Then the argument used for proving Theorem 2.1 shows that there exists an increasing sequence [t n ] with t n Ä '(u 0 ) as n Ä + such that lim n Ä + u(t n , u 0 ) exists in the H topology and the H-limit u 1 =: lim n Ä + u(t n , u 0 ) is a critical point of f.
A standard argument can be used to show that the limit lim t Ä '(u 0 ) u(t, u 0 ) exists in the H topology. Indeed, if lim t Ä '(u 0 ) u(t, u 0 ) does not exist in the H topology, since f has only a finite number of critical points and lim n Ä + u(t n , u 0 ) exists in the H topology, there exists two increasing sequences [t$ n ] and [t" n ] with t$ n <t" n and t$ n Ä '(u 0 ), t" n Ä '(u 0 ) as n Ä + and two numbers $ 1 >0, $ 2 >0 such that, for n=1, 2, ...,
Then, it follows that, for n=1, 2, ...,
This is a contradiction since the limit lim t Ä '(u 0 ) f (u(t, u 0 )) exists and is finite. From
is an invariant set of descending flow which is closed in the X topology. Note also that
The same argument just used above implies that f has a critical point
In a similar way, f has a critical point
As in the proof of Theorem 3.1, using Lemma 3.1 we see that
is an invariant set of descending flow for f which is closed in the X topology, by the above discussions we get a critical point
If we assume, in addition to the conditions of either of the Theorems 3.1, 3.2, and 3.3, that the functional f is bounded from below on the whole space, then f has at least six critical points. This is easily seen in view of the fact that the critical points u 2 and u 3 obtained are of the mountain pass type and that f has a critical point in D 1 "D 2 distinct from u 2 and a critical point in D 2 "D 1 distinct from u 3 , which have fixed point indices 1.
APPLICATIONS TO ELLIPTIC BOUNDARY VALUE PROBLEMS
Consider the elliptic boundary value problem { &2u= f (x, u), u=0,
where 0 is a bounded domain in R N with smooth boundary 0, f # C 1 (0 _R, R). Denote by * 1 <* 2 * 3 } } } the eigenvalues of &2 with homogeneous Dirichlet boundary condition and by , 1 , , 2 , , 3 , ... the corresponding eigenfunctions. It is well known that [, n ] 1 forms an orthonormal base of H 1 0 (0), * 1 >0 is simple and , 1 does not change sign in 0. We assume , 1 >0 in 0. The following conditions will be used in this section.
and , and are not solutions of (4.1).
(H4.2) There exists a number m>0 such that f (t)+mt is increasing.
(H4.3) There exist a>0 and 1<p<
(H4.4) There exist R>0 and 0<%<1Â2 such that
where F(x, t)= t 0 f (x, s) ds. (H4.5) There are numbers :, ; with * k <:<;<* k+1 for some k 2 and R 1 such that
(H4.6) lim |t| Ä f $ t (x, t)=* k for some k 2, ,(x, t)=: f (x, t)&* k t is bounded and satisfies the Landesman Lazer condition (H4.7) lim |t| Ä f $ t (x, t)=* k for some k 3, ,(x, t)=: f (x, t)&* k t satisfies the strong resonance condition
where
Remark 4.1. There are several cases in which (H4.1) is satisfied. Among those the following are well known.
where c k =max 0 e k and e k satisfies &2e k =k in 0, e k =0 on 0.
there is a t>0 such that f(x, t) 0 or there is a t$<0 such that f(x, t$) 0.
Remark 4.2. Either (H4.5) or (H4.6) implies (H4.2). In the following arguments, the conditions from (H4.3) to (H4.7) are used only to deduce the PS condition and the existence of a path h suitable for Theorem 3.3. In fact, the inequality lim inf |t| Ä f (x, t) t &1 >* 2 is sufficient to deduce such a path. These conditions can be replaced with any other ones which imply the PS and the path h.
Let m be as in (H4.2). The Hilbert space H 
DESCENDING FLOW IN CRITICAL POINT THEORY
It is well known that solutions of (4.1) correspond to critical points of the functional defined on
It is clear that J # C 2 (H 1 0 (0), R) and the gradient of J at a point u has the following expression
Note that J satisfies the PS condition under (H4.3) and (H4.4) (see [1, 20] ) or under (H4.6) (see [5] ), and the (PS) c condition for c{0 under (H4.7) (see [5] ). We believe that the PS condition under (H4.5) is known, but we give a proof of it here since we do not have a reference literature for it.
Lemma 4.1. J satisfies the PS condition under (H4.5).
Proof. Denote * =(* k +* k+1 )Â2. We have, for u # H 1 0 (0),
. By (H4.5), there exist C>0 and $>0 such that &1 ( f ( } )+m } ) is Lipschitz continuous both as an operator from H to H and as one from X to X. Let u 0 # X and consider the initial value problem in both H and X
Assume that u(t, u 0 ) and u~(t, u 0 ) are the unique solutions of (4.2) considered in H and in X respectively, with maximal right existence interval [0, '(u 0 )) and [0, '~(u 0 )).
0 )=u* in the H topology for some u* # K, the critical set of J, the limit is also valid in the X topology.
Proof. For getting the proof, we use a technique of [6] . The imbedding X / Ä H implies that '~(u 0 ) '(u 0 ) and u(t, u 0 )=u~(t, u 0 ) for 0 t<'~(u 0 ). Note that u(t, u 0 ) satisfies
in which the integral is taken in the H topology. By the L p estimates for elliptic operators, we can get a sequence of real Banach spaces of the form i=1, 2, . .., n+1. Indeed, we can choose E i to be the W 1, p i 0 (0) for a suitable sequence p 1 >p 2 > } } } >p n+1 =2 (see [11] ). Then from (4.3) we get successively that u(t, u 0 ) # E i for i=0, 1, ..., n and 0 t<'(u 0 ), and (4.3) is still correct for 0 t<'(u 0 ) when the integral in it is taken in the E i topology for i=0, 1, ..., n. Therefore, u(t, u 0 )(0 t<'(u 0 )) is also a solution of (4.2) Again by the maximum principle, we get that u>, in 0, and v n < , n on 0,
Condition (H4.4) implies that there exist two numbers C 1 >0, C 2 >0 such that, for all t # R,
For any finitely dimensional subspace X 1 of X, if u # X 1 then we have, for some C 3 >0,
Since 0<%< Therefore, there exists a path h:
J(h(t)).
The result then follows from Theorem 3. 
and a direct computation shows that
Therefore, for R sufficiently large, h R meets the requirements for the path h. K inf
Therefore, by Lemma 2.4,
J(u) :>0.
Since J satisfies the (PS) c condition for any c{0, we get the result by checking up on the proofs from Theorem 3.1 to Theorem 3.3. K Remark 4.4. Denote by u 1 , u 2 , and u 3 the three nontrivial solutions guaranteed by Theorem 4.3. Then it is easy to see that J(u 1 )>0, J(u 2 )>0 and J(u 3 )>0. [8] and [14] .
If we impose additional adequate assumptions on f at t=0, then we can obtain far more solutions. As an example, we have the following theorem first.
Theorem 4.4. Assume that (H4.5) (or (H4.6)) and (b) (or (c)) are satisfied, and that f (x, 0)=0, * j < f $ t (x, 0)<* j+1 for some j 2. Then (4.1) has at least seven nontrivial solutions.
Proof. Since (b) (or (c)) implies (H4. [8] , [9] , and [14] .
As another example, we assume that B is the unit ball in R N centered at the origin and consider 
Lemma 4.4 [14] . Let a>0, b>0, and p>1. If there is a number t 0 >0 such that at p 0 +b 2Nt 0 , then
has a radially symmetric positive solution.
This means A(G)/G. Then the Schauder fixed point theorem gives the result. K
As an application, Let us consider
Theorem 4.5 [14] . In addition to (H4.2), (H4.3), and (H4.4), we assume that f (x, 0)=0, * j < f $ t (x, 0)<* j+1 for all x # 0 and for some j 2. If there exists t 0 >0 such that | f (x, t 0 )| 2Nt 0 for all x # 0 and |t| t 0 , then (4.6) has at least seven nontrivial solutions. Theorem 4.6 [14] . In addition to (H4.5) (or (H4.6)), we assume that f(x, 0)=0, * j < f $ t (x, 0)<* j+1 for all x # 0 and for some j 2. If there exists t 0 >0 such that | f (x, t 0 )| 2Nt 0 for all x # 0 and |t| t 0 , then (4.6) has at least seven nontrivial solutions.
Proof of Theorems 4.5 and 4.6. Fix a number p>1 and let a=b= 2Nt 0 Â(1+t p 0 ). By Lemma 4.4, (4.5) has a radially symmetric solution u 0 satisfying 0<u 0 t 0 in 0. Then &u 0 and u 0 are strict sub-and supersolutions of (4.6). Then the result follows from Theorems 4.1 and 4.2. K
APPLICATIONS TO SYSTEMS OF DIFFERENTIAL EQUATIONS
Consider the following second order nonautonomous system:
Here V is a smooth function defined on R_R N which is periodic in t with period 2?. We are interested in this paper in the existence and multiplicity of 2?-periodic solutions of this problem. (5.1) has been studied by many authors, see, for example, [13] and [4] . i=1, 2, . .., N, the relationship between u and v will be denoted by u< <v. For two symmetric matrixes A and B, it is said that A B if and only if B&A is semi-positive definite.
The following assumptions will be used later.
(H5.1) There are two functions ,, # C 2 (R, R N ) with period 2? such that ,< < and
(H5.2) There exists a number K>0 such that every entry of the matrix { uu V(t, u)+K 2 I is nonnegative if u is a function satisfying u , or u , where { uu V(t, u) is the Hessian matrix of V and I is the N_N unit matrix.
(H5.3) There exist +>2 and R>0 such that, for |u| R,
where } means the inner product and |u| means the Euclidean norm of u in R N .
(H5.4) There exist R 1 >0 and positively definite constant matrixes A and B with AB=BA such that
Since AB=BA, there is an orthogonal matrix T such that TAT $ and TBT $ are simultaneously diagonal matrixes. Let TAT $=diag[: 1 , ..., : N ] and TBT$=diag[; 1 , ..., ; N ] and assume also that : i >0 for i=1, 2, ..., N and that
Remark 5.1. There is a simple case in which (H5.1) is satisfied. That is,
for some constants u, v # R N with u< <v. The main theorems of this section is as follows. Let H be the Hilbert space of vector functions u(t) having period 2? and belonging to H 1 on [0, 2?], with the following inner product
where K is a fixed number satisfying (H5.2). The corresponding norm in H is denoted by & } & H . Let Z, X and Y be the Banach spaces of N-vector functions u(t) having period 2? and belonging to C, C 1 and C 2 respectively, with the standard norms. It is obvious that X is continuously imbedded in H. Define a functional J: H Ä R as
Then J is C 2 on H and critical points of J correspond to solutions of (5.1).
with the periodic condition of period 2?. Denote
Then A is Lipschitz continuous as an operator from X to X. For u 0 # X, consider the initial value problem
both in H and in X. Let u({, u 0 ) and u~({, u 0 ) be the unique solution of (5.2) in H and in X respectively, with maximal right existence interval [0, '(u 0 )) and [0, '~(u 0 )).
Lemma 5.1. '(u 0 )='~(u 0 ) and u({, u 0 )=u~({, u 0 ) for all 0 {<'(u 0 ). Moreover, if lim { Ä '(u 0 ) u({, u 0 )=u* in the H topology for some u* # K , the critical set of J, then the limit is also valid in the X topology.
Proof. The proof is similar to that of Lemma 4.2, but it is simpler. We omit the details. K Proof of Theorem 5.1 It is easy to verify the PS condition on H. Indeed, (H5.3) implies the existence of constants C 1 >0 and C 2 >0 such that
It follows that, for u # H,
where C 3 and C 4 are constants. From these inequalities we see that, if
where C 5 , C 6 , C 7 and C 8 are positive constants. We see that [u n ] is bounded in H and therefore it has a convergent subsequence. Defince
It is clear that D 1 and D 2 are open convex subsets of X and
Since k(t, s)>0 for any 0 t, s 2?, we have Au A,. By (H5.1), the maximum principle shows that A,> >,. Therefore Au> >, for all u
Let [e 1 , e 2 , ..., e N ] be an orthonormal base of R N , in which e 1 =(
The value of J on this path can be estimated as
if R is sufficiently large. Then we get the result by Theorem 3.3. K Proof of Theorem 5.2 We first verify the PS condition on H. By g 1 , g 2 , ..., g N we denote the row vectors of T, which is as in (H5.4), then , 2, . .., N, define a finite dimensional linear spaces as
Then H 1 is a finite dimensional subspace of H. If we denote by H 2 the orthogonal complement of H 1 in H, then any element u # H can be decomposed as
Define an operator 1: The fixed number =>0 is sufficiently small and will be determained later.
The existence of such an function + can be proved by modifying the following function 0, 0 t R 1 ,
For any u # R N , the Hessian matrix of F(t, u) is 
Hence, there exists a constant C 1 >0 such that, for any t
By (H5.4) and (5.8), we have, for any t
Therefore, from (5.11) we can get a constant C 2 >0 such that, for any 12) and choose a = with 0<=<
. In view of (5.10), we have, for any
In a similar way, for any t
(5.14) 
By (5.5), (5.6), and (5.12), we see that if
and therefore
Combining (5.15), (5.16), and (5.17) together we get that, for any 18) in which C 3 >0 is a constant. Similarly, there is a constant C 4 >0 such that, for v # H 1 and w 1 , w 2 # H 2 ,
Then the gradient operator of J is 1. For any v 1 , v 2 # H 1 and w 1 w 2 # H 2 , using (5.18) we have
In a similar way, we have
Combining the last four inequalities together, we have
Letting v 2 =w 2 =0, in view of 1(0)=0 we then have
For any sequence [u n ]/H such that J$(u n ) Ä 0 as n Ä + , since
we have 
Since V and { u V are bounded on |u| R 1 , when R>R 1 the value of J on h R (s) can be estimated as be a circular arc with two end points P i =(t 0 +r cos % i , s 0 +r sin % i )(i=1, 2). By r c we denote either of the rays starting at P i and pointing to the direction (&1) i+1 (&sin % i , cos % i )(i=1, 2). That is, r c is tangent to c at one end point of c and r c points to the direction in which c lies. If two circular arcs c and c$ intersect at a common end point of them and r c and r c$ are the two rays starting at that point then the angle from r c to r c$ is said to be the angle from c to c$. Denote by 8 the set of all circular arcs contained in V. Let s 1 =sup [s | (0, s) # V ]. Then it is clear that 0<s 1 <1. Let c 1 # 8 be the circular arc with e 0 =: (0, s 1 ) as an end point such that the angle from r c1 to the ray [(0, s) | s s 1 ] is the minimal one of all such angles. It is easy to see that V is at the lower side of c 1 and c 1 bends down. If the other end point of c 1 , denoted by e 1 , does not on the line segment L 4 , then there is c 2 # 8 with e 1 as an end point such that the angle from c 2 to c 1 is the minimal one of all such angles. Then V lies at the same side of c 1 and c 2 , and c 1 and c 2 bend to the same side. If the other end point of c 2 , denoted by e 2 , is not on L 4 , then we can go on with this discussion. In this way, we get a sequence of arcs [c n ] with the property that c n and c n+1 have a common end point e n , V lies at the same side of c n , and all c n bend to the same side. Since 8 contains only a finite number of circular arcs, after some n procedures, the end point e n of c n is on L 4 . Letting e n =(0, s 2 ), we see that 0<s 2 <s 1 .
Denote the line segment [(0, s) | s 1 s s 2 ] by c 0 , then c 0 , c 1 , ..., c n constitute a Jordan curve J and V is wholly at the interior side of it since V is connected. Denote by V 1 the set of all points at the interior side of J and let
Then W is an open subset of X , V/W, and from the discussions above we see that 
