Abstract-Sampling-based roadmaps have been popular methods for robot motion and task planning, given their generality and effectiveness in high-dimensional configuration spaces (C-spaces). Following advances in random geometric graphs, a seminal analysis result argued the conditions for asymptotic optimality of these approaches. In particular, a connection radius for each new C-space sample needs to be in the order of γ(log n/n) 1/d , where n is the existing number of roadmap nodes and d is the dimensionality of the C-space. This prior analysis, as well as subsequent efforts, also specified a sufficient lower bound for the constant γ for asymptotic optimality. All of these results assumed that for a finite number of samples there is a path with positive clearance from obstacles. Nevertheless, manipulation task planning requires solving problems were the start and the goal lie on the boundary of the configuration space. The current work builds on previous work, to: a) obtain an estimate of γ in terms of a bound on the dispersion of the samples; and b) propose the modifications necessary to make asymptotic optimality hold when the start and goal lie on the boundary of the C-space under certain assumptions regarding the boundary. The last point generalizes these properties to manipulation task planning and reduces the method's requirements for a connection radius that achieves asymptotic optimality in this domain as well as the assumptions regarding the boundary's smoothness relative to prior work.
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I. MOTIVATION
Sampling-based methods are popular for motion planning challenges in high-dimensional spaces, such as computing the motion of robotic arms. The initial analysis of popular solutions in this domain, such as PRM [1] and RRT [2] , focused on the probabilistic completeness of these approaches. Within the last decade, progress was achieved in describing under which conditions these algorithms can also be argued to asymptotically converge to an optimal solution by leveraging advances in random geometric graphs [3] .
Sampling-based planners are also deployed in the context of task planning challenges [4] , [5] , [6] , which comprise of a sequence of motion planning solutions. This has motivated efforts in characterizing the probabilistic completeness of sampling-based planners for task planning [7] . Recent work [8] has studied the asymptotic optimality of these solutions in piece-wise analytic domains.
The focus of this work is on the asymptotically variants of probabilistic roadmaps, such as PRM * [3] , which can be used as subroutines in high-level task planners and require a specific connection radius to connect new samples on the roadmaps. Roadmaps allow the reuse of information in task planning domains through factorization [9] , [10] , [8] , [11] .
The authors are with the Computer Science Department of Rutgers University in New Brunswick, NJ, USA. {rahul.shome, kostas.bekris}@rutgers.edu Fig. 1 . A toy problem with a robotic gripper, free to move laterally (x), and close its fingers uniformly (along g). A configuration that touches an object between its fingers lies at the non-differentiable boundary (apex of the triangle) of allowable configurations.
A standard assumption in analyses of sampling-based planners is the existence of some form of clearance, i.e., minimum distance from obstacles. Broadly stated, for any finite number of samples, the clearance of discovered solutions is non-zero. This assumption, however, is frequently violated in task planning. For instance, in manipulation task planning, grasping and releasing objects necessitates contact and requires the start and the goal to have zero clearance.
Note the toy problem of Fig. 1 , where a target grasp might lie on a non-differentiable boundary point of the set of allowable configurations and has zero-clearance. Existing analysis tools tile the space of configurations with collisionfree hyperballs [3] , [12] , [13] or hypercubes [14] , [15] . Such constructions face issues even for the toy manipulation problem, since a collision-free hyperball cannot be defined at the apex of an arbitrarily narrow approach volume.
Relative to existing analyses, the current work: A. Imposes less strict assumptions on space boundaries relative to prior work and proposes an extension of how to study clearance of paths that connect points on the boundary of the free space, which also results in extending the definition of robust convergence [12] , [3] . B. It derives an estimate of the connection radius in the interior of the free space, which suffices to preserve asymptotic optimality, in terms of the asymptotic bound of the dispersion of the sampling sequence. This radius is slightly smaller than the one defined in the original PRM * work [3] but still ensures convergence asymptotically almost surely. C. It deals with smooth and non-differentiable boundary points as starts/goals of solution paths. It proposes a modified connection radius to ensure connectivity for these points. D. It extends the results in the domain of piecewise-analytic task planning where relaxing boundary smoothness assumptions allows to argue asymptotic optimality for a larger family of problems than previous work [8] with a connection radius smaller than previous work in the domains where both can be applied.
II. MOTION PLANNING PROBLEM
A robot is describable by a configuration q in a ddimensional configuration space C ⊂ R d . The robot geometries exist in a workspace W ⊂ R 3 , part of which is occupied by obstacles. This gives rise to an open subset C free ⊂ C of the configuration space which does not result in collisions with obstacles, and the complement obstacle subset C obs = C/C free . The boundary of C free is denoted by ∂C free , and C free denotes the closure of C free , i.e., the collision-free subset of the configuration space and its boundary.
A parameterized continuous curve π in C free is used to denote valid paths of the robot as π : [0, 1] → C free . A subset of a path π defined over the domain (t − : t + ), will be denoted as π(t − : t + ). Let Π be the set of all valid paths, then the path cost is defined as a mapping C : Π → R + , which returns a positive measure of a path. The current work focuses on the Euclidean arc-length cost, typically defined as:
for the supremum partition P : 0 = t 1 < t 2 · · · < t m = 1, which maximizes the C(π), over the l 2 -norm · . This work adopts some typical assumptions [3] about the behavior of the underlying configuration space but relaxes others for the behavior of C free .
Assumption 1: C is assumed to be a Riemannian manifold but its subset C free is not required to have a smooth boundary. Paths in this domain are continuous and differentiable.
A motion planning query comprises of a start configuration q 0 and a target configuration q 1 . A candidate solution begins at q 0 and ends at q 1 , incurring a cost of C(π). An optimal solution π * to a motion planning problem is
A. Sampling-Based Roadmap Methods
The focus of this work is on the class of algorithms that build a roadmap in C free , which has a form similar to a random geometric graph (RGG) [16] .
Definition 1 (Sampling Sequence): The sampling sequence corresponds to a set of points X n = {χ 1 , · · · , χ n }, where χ i ∈ C free , which increases as a function of an iteration counter n and where each χ i is generated by performing uniform random sampling in C free .
Definition 2 (Roadmap): A roadmap is then defined as a graph G n (V n , E n ), where V n corresponds to the points of the sampling sequence X n . Edges e(u, v) between vertices u, v ∈ V n are added in the edge set E n , when: a) u, v ≤ r n , where r n is the connection radius of the roadmap, and b) if every configuration q between u, v along the shortest geodesic path in C, lies in C free . Given a roadmap G n constructed after n iterations, the query points q 0 and q 1 of a motion planning problem are connected via collision-free straight-line edges to all vertices V n of the roadmap G n , which lie within distance r n from them. Note that this work allows a different connection radius for the query points relative to the graph nodes V n . If, at that point, q 0 and q 1 belong in the same connected component of G n , then there is a solution path π Gn , which minimizes path cost over all possible paths that connect q 0 and q 1 on G n . Note that π Gn is an abuse of notation since it is not a continuous and differentiable path, and its cost is the sum of costs over piecewise smooth edges of the roadmap.
Definition 3 (Asymptotic Optimality of G n ): An algorithm that builds a roadmap G n and returns the shortest path π Gn on G n for given query points is asymptotically optimal [12] 
The asymptotic optimality property depends on the connectivity of the roadmap, which depends on the connection radii r n and r n . The current work identifies the requirements for r n (as well as r n ) so as to achieve convergence of solution paths π Gn to the optimal path π * . The focus is on the case that q 0 and q 1 lie on ∂C free , which also allows the study of task planning challenges. Left: Motion planning problem between boundary points, showing the optimal path π * , a near-optimal path π , which avoids the boundaries. C free is the closure of the free configuration space. Right: Points corresponding to vertices of a Gn built using a connection radius rn form a path on π Gn .
III. MODEL FOR APPROACHING BOUNDARIES
This section describes the assumptions necessary on the boundaries of C free to ensure that sampling-based planners can approach points on ∂C free . Let µ denote the measure of the C space, which corresponds to the Lebesgue measure (i.e., generalized notion of volume). Define
The typical analysis framework for sampling-based motion planning focuses on the interior of C free , which bears the underlying topology of R d and allows the tiling of hyperballs over solution paths. Additionally, smoothness assumptions are typically made for C free and paths in it. If a smooth boundary ∂C free is assumed, then it is possble to still tile solution paths with "half-hyperballs" but any irregularity on the boundary will violate this condition.
A. Cone Condition
To argue results for cases where the boundary is not smooth everywhere, this work borrows topological tools for non-smooth boundaries. The proposed framework still makes some assumptions in terms of the underlying space and how well-behaved it is.
Definition 4 (Cone): A "q-cornet" [17] H b (q, v, φ) is the intersection of a convex cone with apex at q, and a hyperball B b (q) of radius b. The cone is symmetric about vector axis v and the "opening" of the cone is parameterized by φ =
. With a slight abuse of notation, this work refers to a "qcornet" as a "cone", similar to the literature [17] .
Assumption 2 (Cone Condition): For every point q ∈ ∂C free there exist values b > 0, φ > 0 and a vector v so that there is a cone
Note that C free automatically satisfies the (Poincaré) cone condition [17] in its interior since the underlying topology of the interior allows the definition of hyperballs at any configuration. Additionally, this assumption implies that for every configuration (in the interior or the boundary) there is a reachable volume of configurations in its immediate vicinity. This assumption is violated in pathological regions, such as degenerate narrow passages. The following discussion focuses on showing that the cones introduced by Assumption 2 have a sufficient intersection with the interior of the C free space to allow sampling processes to work.
Proposition 1 (Intersection of Cone and Free Interior): Given q ∈ ∂C free and its associated cone H b (q, v, φ) from the cone condition, there exists a point q and a small enough radius b so that:
there is a hyperball at the intersection of the cone and the interior of the free configuration space.
Proof:
Given the underlying topology of the space, the positive measure intersection
Let ϑ q be the maximum radius b of a hyperball at the intersection of the cone H b (q, v, φ) and C free . This maximum radius can also be defined for the start q 0 and goal q 1 query points as ϑ q0 and ϑ q1 , respectively.
B. Robust Clearance for Boundary Paths
The solution paths for the problems considered by this work must connect points that lie on the boundary ∂C free . Such paths will be referred to as "boundary paths", as shown in Figure 3 .
Definition 5 (Boundary paths): For a boundary path π it is true that π[0] ∈ ∂C free and π[1] ∈ ∂C free .
Typically, certain clearance properties need to be satisfied for solution paths in order for sampling-based planners to be able to discover them. The following discussion extends the notion of clearance in the context of boundary paths given the cone construction. In particular, consider first a sequence of subset spaces, which get increasingly closer to the entire C free as a parameterized sequence of δ > 0 values decreases.
Definition 6 (δ-interior space): Given some δ > 0, the δ-interior space C δ ⊂ C free consists of all configurations at least δ distance away from ∂C free .
The benefit of the cone condition and resulting proposition is that boundary paths can be decomposed into three segments: (a) one that passes through the cone defined at π[0] = q 0 , (b) a second segment that transitions into the interior of C free , and (c) a third segment that connects to the cone defined at π[1] = q 1 . Given this idea, the notion of "strong δ-clearance for boundary paths" can be introduced.
Definition 7 (Strong δ-clearance for Boundary Paths): A boundary path π satisfies "strong δ-clearance for boundary paths" for some δ > 0, if there are path parametrizations 0 ≤ t − < t + ≤ 1 for the path, so that:
-the subset of the path π(0 :
-the subset of the path π(t − : t + ) lies in the C δ ; -the subset of the path π(
∈ ∂C free lies entirely in some Hb
The construction of strongly δ-clear boundary paths is feasible by Proposition 1 for some 0 < δ ≤ 1 2 min(ϑ q0 , ϑ q1 ), when q 0 and q 1 are connected through C free . In general, any range of δ where such a construction is possible can be considered. A view of such a path at one of the ends is shown in Figure 4 . Note that the optimal boundary path π * for a motion planning problem may approach arbitrarily close to obstacle boundaries and hence violate strong δ-clearance conditions for boundary paths. In order to model regions of space in the vicinity of π * , which contain "near-optimal" paths with a cost that gets arbitrarily close to C(π * ), the notion of δ -clear convergence has been introduced in prior, related work [12] and is adopted here. The optimal path π * for the target motion planning problem has to exhibit some "weak clearance" and allow the existence of a sequence of strong δ-clearance boundary paths that converge to it.
Definition 8 (Strong δ -clearance Convergence): A motion planning problem exhibits "strong δ -clearance convergence" for boundary paths, if for all small > 0, there exists some range of clearance values δ ∈ (0, delta ], such
, has its cost bounded relative to the cost of the optimal path π * as follows:
(1) Assumption 3: Assume the motion planning problem under inspection exhibits "strong δ -clearance convergence".
IV. CONNECTION RADIUS
The connection radius r n defines the distance that two vertices of a roadmap are tested for connection with an edge (Definition 2). Previous analyses [3] , [12] , [14] operated over sequence of spaces similar to C δ and often made use of tiling constructions over the solution paths, which in some cases where allowed to touch smooth boundaries [8] . Such tiling constructions can be problematic in dealing with potentially irregular boundary points.
A. Reasoning in the δ-interior
This section discusses first the case of paths that lie in C δ free interior spaces and then considers connecting boundary points to a roadmap, which has been constructed in the interior. For the following discussion, the following notation is used:
and µ f ree = µ(C free ). Theorem 1 (Interior Convergence): Given q 0 , q 1 ∈ C δ for δ > 0, a roadmap constructed with a connection radius
will asymptotically almost surely converge to a solution path π Gn , for which: C(π Gn ) ≤ (1 +ˆ )C(π * ), ∀ˆ > 0. Drawing inspiration from recent work [18] , [19] , which reasons about convergence properties in terms of "dispersion", the following steps are followed: a) first obtain the asymptotic upper bound on the dispersion of the sampling sequence X n , which defines the vertex set of the roadmap; b) then, argue the convergence of C(π Gn ) to C(π * ), similar to existing analyses of sampling-based planners [3] , [12] . The first step above allows to achieve an estimate of γ, which is less than that of PRM * [3] but more than the value used by FMT * [12] . Nevertheless, the proposed result holds asymptotically everywhere, and almost surely, similar to PRM * [3] and not just in terms of probability as in FMT * [12] . Definition 9 (Dispersion of X n over C free ): The dispersion of the sampling sequence X n in C free is: disp n = sup q∈C free {min χi∈Xn {||q, χ i ||}}.
An alternative way to consider dispersion is as the radius R n > 0 of the largest empty ball B Rn (q), which can be defined for a free configuration q, given the sampling sequence X n .
Lemma 1 (Dispersion Upper Bound): The dispersion of the sampling sequence X n is asymptotically upper bounded: disp n < (1 + η)
Proof: Let D q n = min χi∈Xn {||q, χ i ||} denote the minimum distance of a point q from any element of the sample sequence X n . The event {D q n > R n } for a particular point q ∈ C δ corresponds to failing to sample in the hyperball B Rn (q) over n samples that make up X n :
where µ 1 (R n ) d corresponds to µ(B Rn (q) ∩ C free ) in C δ for small enough R n . Then, denote as {disp n > R n } the event that the dispersion of the sampling sequence is above R n . This can be defined to be:
Applying the Borel-Cantelli Lemma, the sum ∞ n=1 P r({disp n > R n }) converges, hence asymptotically almost surely:
Given some η > 0, this bound holds for all large n in the C δ interior of the space. Now, the analysis proceeds to the second step of showing convergence of C(π Gn ) to C(π * ), similar to existing analyses of sampling-based planners [3] , [12] .
For motion planning problems where q 0 , q 1 ∈ C δ , δ > 0, the traditional notion of strong clearance (similar to Assumption 3) ensures that there is a strongly δ-clear path in the δ-interior space, i.e., ∃ π (0 : 1) ∈ C δ for some δ > 0. Given Lemma 1, for all y ∈ π (0 : 1) asymptotically almost surely there will be a sample within distance
Construction 1 (Observing π ): Consider a strongly δ-clear path π , which bounds the cost w.r.t. the optimal path C(π * ) [12] and as → 0, δ → 0, π gets arbitrarily close to π * [3] . Consider a proof parameter θ ∈ (0, 1), such that the path π is divided into segments of length θR n , yielding M n = Fig. 5 . The figure describes Construction 1 over π . Points y i and y i+1 are on π and are guaranteed to asymptotically have samples χ i and χ i+1 within Rn distance. The points y i and y i+1 are separated by θRn. The clearance δn ≥ (1+θ)Rn denotes the required clearance so that the straight line connection between χ i and χ i+1 is collsion-free. The connection radius rn ≥ (2 + θ)Rn ensures an edge between χ i and χ i+1 .
C(π )
θRn segments, indexed by the sequence of configurations {y i ∈ C δ } lying on π .
Additionally, consider the restrictions of the chosen construction to large enough values of n and small enough values of clearance 0 < δ n < δ , such that the following hold:
where as a reminder r n is the connection radius used by the roadmap. Since as n → ∞, R n goes to 0, then both r n , δ n are allowed to get arbitrarily small, and there will always be some large enough n where the inequalities are satisfied.
In terms of details of M n , additional connections (q 0 , q 1 ∈ C δ ) can be conservatively added by increasing M n to some M n + o(1), which does not affect the arguments.
The described construction scheme is shown in Figure 5 . Consider the probability of the event that for β ∈ (0, θ 2 ), a y i will have a sample χ i ∈ X n closer than βR n away. This probability is always positive. As n grows, M n grows. Now consider the event {K n ≥ αM n }, which records that over the sequence {y i }, α ∈ (0, 1) fraction of the points in the sequence have a sample within βR n away.
Lemma 2 (Cost Convergence): The cost of the path π Gn converges in terms of cost to C(π ) and in terms of bounded variation [3] to π as n → ∞, δ → 0, → 0.
Proof: In favor of brevity, the following reuses previous work [3] [12] . In particular, given existing results [3] (Lemma 55), ∞ n=1 P r({K n ≥ αM n }) < ∞, ∀α, β ∈ (0, 1), which means a.a.s. K n < αM n . The convergence can be expressed in terms of bounded variation [3] or in terms of the cost inflation [12] .
Bounded Variation Case: In terms of bounded variation, [3] (Lemma 55) shows that π Gn converges to π . Additionally, [3] (Lemma 56) argues that as δ → 0, C(π ) → C(π * ), n → ∞, i.e., the costs also converge a.a.s.
Cost Inflation : In terms of the inflation of the cost (Definition 1) of π Gn w.r.t. C(π * ), previous work [12] (Theorem 1) tunes the values of α, β. For a choice of α, β,
This holds for all smallˆ > 0 as → 0, π → π * , C(π ) → C(π * ), n → ∞, δ → 0. Using Lemma 1, 2 and Eq. 3, r n can be bounded in terms of the asymptotic bound of R n as
This proves Theorem 1 in the interior of C free by choosing appropriate positive values of η, θ.
B. Reasoning for Boundary Paths
Theorem 2 (Boundary Connections): In the case where q 0 , q 1 ∈ ∂C free :
is a radius of connection of the start and the target that ensures connectivity of q 0 , q 1 and cost convergence, if the parameter φ of the cone at these boundary points is known (or the boundary points are smooth and φ = 1 2 ). Alternatively, r n can be set to be a constant Γ > 0.
Proof: The definition of strongly δ-clear boundary paths can be composed into π(t − , t + ) ∈ C δ that behave according to the analysis of Theorem 1 and which as δ goes to 0, approach the boundary points q 0 and q 1 . This leaves two ends of the path that lie in the cones attached to the boundary end-points.
Focus on q 0 and treat q 1 similarly. The cone condition ensures some φ ∈ (0, 1 2 ] at point q 0 , which expresses the relative volume of the cone at that point to a hyperball with the same radius. Consider the expression in Eq. 2 and adapt it for the point q 0 ∈ ∂C free , where a cone of height r n can be defined:
Setting r n = (
By the Borel-Cantelli lemma ∞ n=1 P r({D q0 n > r n }) converges, hence asymptotically almost surely:
The intuition behind this is that the sampling sequence approaches close enough to the apex of the cone (within r n surely for large enough n) so as to allow a connection. Such a connection always works, since the cone is convex. Similarly, as n increases, the C δ space also approaches close enough, which allows the argument about the convergence of the cost of π Gn constructed to connect q 0 , q 1 ∈ ∂C free via C δ to follow.
If the boundary point is smooth, then φ = 1 2 and r n = 2
, which is actually smaller than r n .
If the boundary point is non-smooth, then the φ value is less then 1 2 and the ratio 1 φ can become arbitrarily large. If φ can be empirically estimated in the vicinity of the boundary point, e.g., by sampling points in the vicinity and computing whether they are collision free or not, then the value can still be applied in the expression r n = 1 φ 1 d · R n . If the value is not available, then using a constant connection radius for the boundary point will also work. Replace r n = Γ in Eq. 5 to get:
Then, for a large enough n, some ξ n = (1 + η)
log n n < Γ d surely holds, which implies that:
By the Borel-Cantelli lemma, the ∞ n=1 P r({D q0 n > Γ }) will again converge, and at some point hence asymptotically almost surely: D q0 n < Γ. This means that a sample in X n surely falls within the boundary connection radius Γ . This holds if φ > 0.
V. PIECEWISE-ANALYTIC TASK PLANNING
This section considers a class of task planning problems, which can be solved by a high-level, sampling-based framework, referred to here as ALGO, which constructs roadmaps with asymptotic optimality properties in different modes of the overall state space.
Consider the definition of a multi-modal task-planning problem from previous work [9] . The configuration of the robot exists in its configuration space C. The state space of the task planning problem also defines a set of modes M.
The task domain defines two types of constraints that restrict C M . Dimensionality reducing constraints force C M to be a lower dimensional manifold compared to C. Orbits [8] are volume reducing constraints that define smaller subsets C M free of a C M . Furthermore, restrict the discussion to piecewise analytic domains (described in previous work [8] ) and additionally relax the restrictions of smooth boundaries of C The state space of this problem now is then defined in Q = C×M. Each state in this space is a tuple of the configuration and the mode. The initial configuration is Q 0 (q 0 , M 0 ). Transition states t ∈ Q are defined so that the corresponding configuration q t ∈ C belongs to the intersection of two modes C Mx free ∩ C My free and q t ∈ ∂C Mx free , q t ∈ ∂C My free . The problem of planning between two transition configurations in the same mode can be handled by a motion planner, for instance an AO roadmap planner, as defined by Theorems 1 and 2, which can connect points that lie on the boundary of the free space.
The goal set of configurations G is defined by some goal function Goal(·), so that:
A feasible task planning solution starts at Q 0 and ends at some t g ∈ G. This can traverse a sequence of modes.
Define the set of all possible valid finite transition sequences
where each t i is a transition state, and motion planning in a single mode can connect each consecutive t i , t i+1 . Define the cost of a feasible task planning solution (starting at Q 0 and ending at some t g ∈ G ) with piecewise optimal connections over T = [t 1 , · · · , t g ] as
The optimal solution T * is defined as
Definition 10 (Robust Optimality of Task Planning): There exists a set of transition sequences T + ⊂ T such that
for some small + > 0. The following condition has to be met for guaranteeing robustness of the best solution sequence T ALGO discovered by an algorithm ALGO at some iteration iters:
If
µ(T ) > 0, this condition is met by a naive sampler, which is able to sample transition sequences T as iters → ∞. The nature of + and T + will be dictated by the nature of problem. The convergence is dictated by the smallest value of + , which is robust. These definitions follow previous work [10] , [8] , [4] . Components of ALGO: In order to achieve desirable properties the high level task planning algorithm needs to maintain the following properties:
-Mode Graph: A high level connectivity of the modes through transition states needs to be maintained. -Connectivity Inside Modes: The connectivity inside modes is achieved through an AO roadmap planner in that mode. For this purpose the motion planner must be aware of the dimensionality of C M so that it can sample in it and the associated constraints so that the method can evaluate feasibility in C when solved by an algorithm ALGO. Proof: As iters → ∞ each mode will have n → ∞ samples in the corresponding roadmap, i.e., the cost of the solution will converge to the optimal solution for connecting any pair of transitions through that mode.
As iters → ∞ the number of sampled transitions will grow to ∞. If the set of + -near-optimal transition sequences has positive measure in the space of all transition sequences, one of these transition sequences (T + ) would be surely connected in the high-level mode graph. The discovered solution on the mode graph will be piecewise optimal in each mode. The goal connectivity check will report the cost of such a sequence as C(T + ) ≤ (1 + + )c * . This holds for all + , which are robust (Eq. 7). Plugging in the updated bound on the connection radius into the analysis tools derived in previous work [8] also works, in the class of problems where the previous analysis can be applied. The proposed proof technique can also show AO for other approaches [4] , which follow a comparable strategy.
VI. DISCUSSION
This work aims to highlight useful analysis tools for understanding the behavior of sampling-based planners when they need to address problems where the start and the goal point lie on the boundary of the free configuration space. Such problems arise frequently in the context of task planning, where the transitions between different modes bring the robot to the boundary of the free space. While this study provides a small improvement regarding the connection radius needed for roadmap-based planners to achieve asymptotic optimality in the interior of the free configuration space, it also shows that care must be taken at the boundary and transition points so as to achieve asymptotic optimality properties, i.e., a larger connection radius is required for these points.
The results from this work further motivate the study of convergence rates and the inspection of finite time properties for asymptotically optimal planners. Tighter near-optimality bounds [15] , [14] have been obtained and it would be interesting to reason about near-optimality in the studied problem domains. It needs to be studied whether these results transfer to the class of RRT * algorithms, as well as the variants of sampling-based planners that connect new samples to the k closest neighbors. Practical performance in task planning will be heavily affected by the use of appropriate heuristics [20] . The definition of practically efficient task planners that also provide asymptotic optimality guarantees for many realistic manipulation task planning problems remains still challenging.
