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A STABILITY INDEX FOR TRAVELING WAVES IN
ACTIVATOR-INHIBITOR SYSTEMS
PAUL CORNWELL AND CHRISTOPHER K.R.T. JONES
Abstract. We consider the stability of nonlinear traveling waves in a class of activator-inhibitor
systems. The eigenvalue equation arising from linearizing about the wave is seen to preserve the
manifold of Lagrangian planes for a nonstandard symplectic form. This allows us to define a Maslov
index for the wave corresponding to the spatial evolution of the unstable bundle. We formulate the
Evans function for the eigenvalue problem and show that the parity of the Maslov index determines
the sign of the derivative of the Evans function at the origin. The connection between the Evans
function and the Maslov index is established by a “detection form,” which identifies conjugate
points for the curve of Lagrangian planes.
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1. Introduction
The Maslov index is an integer topological invariant assigned to curves of Lagrangian planes. In
recent years, it has been used to study the Morse index of linear operators in differential equations
applications, see for example [6, 18, 29, 34]. In this work, we define the Maslov index for traveling
waves in activator-inhibitor systems and show how it can be used to give spectral information about
the wave. This is accomplished by recasting the Evans function in terms of the symplectic form
defining the set of Lagrangian planes. Explicitly, we show that the parity of the Maslov index is the
primary factor in determining the sign of the derivative of the Evans function at λ = 0. Employing
differential forms, we prove this result entirely using an intersection-based theory of the Maslov
index. We introduce a detection form, which is used to identify conjugate points for a curve of
Lagrangian spaces. It is the detection form that allows us to bridge the gap from the Evans function
to the Maslov index.
The relationship between the Maslov index and the Evans function was discovered by Chardard
and Bridges [12]. That paper considered evolutionary PDE in which the time-independent part is
a finite-dimensional Hamiltonian system in space. Among the systems in this class are reaction-
diffusion equations with gradient nonlinearity. In that case, a homoclinic orbit represents a standing
1
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wave solution. The stability of such a wave is analyzed by linearizing about the solution and
formulating the Evans function D(λ) to detect eigenvalues. Since D(0) = 0 due to translation
invariance, the quantity D′(0) provides important information for the stability analysis. Using a
symplectic formulation of the Evans function, they were able to show that the sign of D′(0) is
determined by the so-called Lazutkin-Treschev invariant, an orientation index for codimension one
intersections of Lagrangian planes. They then proved that the sign of this invariant is given by the
parity of the Maslov index for the homoclinic orbit, and thus the Maslov index can be used to give
the sign of D′(0). This is a very important result, since the Maslov index is a geometric property
of the wave itself related to its embedding in phase space. Our goal is to expand this result to a
larger class of problems, namely traveling waves in activator-inhibitor systems.
The setting is systems of reaction-diffusion equations of the form
ut = uxx + f(u)− σv
vt = vxx + g(v) + αu,
(1.1)
where u, v ∈ R, and x, t ∈ R are space and time respectively. We assume that f, g ∈ C2(R), and
that α, σ > 0 are real constants. We assume that this system possesses a traveling wave solution,
that is, a solution
ϕ = (uˆ, vˆ) (1.2)
of one variable z = x − ct that decays exponentially as z → ±∞. Without loss of generality, we
can take (uˆ, vˆ) → (0, 0) as z → ±∞. We make a few additional assumptions about ϕ(z) at the
beginning of §2.
One of the motivations for studying systems of this form is the so-called “Turing problem,”
concerning pattern formation in reaction-diffusion equations. In his classic paper [48], Turing
showed that the equilibrium (u, v) = (0, 0) can be stable in the local reaction, but unstable when
diffusion is added to the equation. This, in turn, can lead to the formation of patterns and has
been invoked to explain patterns appearing in nature, such as stripes on a zebra [42]. However,
this will happen only under certain circumstances. First, the system must be of activator-inhibitor
type, meaning that the Jacobian of the nonlinearity evaluated at (0, 0) must have opposite signs on
both its diagonal and off-diagonal terms. Also, the diffusivities of the two agents u and v must be
significantly different. By taking the diffusion coefficients to be the same in (1.1) we are therefore
investigating a regime in which Turing bifurcations will not occur.
In light of the preceding discussion, we assume that f and g are such that the constant solution is
stable without diffusion. Writing the nonlinearity in (1.1) as F : R2 → R2, we see that the explicit
conditions are determined by the trace and determinant of DF (0):
Trace(DF (0)) = f ′(0) + g′(0) < 0
Det(DF (0)) = f ′(0)g′(0) + σα > 0.
(1.3)
With the stated sign conventions on σ and α, we now see that (1.1) is an activator-inhibitor system,
susceptible to diffusion-driven instability if the diffusivities were changed. (The signs of f ′(0) and
g′(0) do not affect what follows.) A fundamental issue in the study of reaction-diffusion equations
is how the interplay between diffusion and the nonlinearity can create patterns, traveling waves,
and other coherent structures. Equally important is the question of the stability of such structures,
and the geometric techniques employed herein aim to shed light on this phenomenon.
For equations of the form (1.1), it is well known [5, 27] that proving ϕ is stable is tantamount to
showing that the spectrum of the operator L arising from linearizing the traveling wave equation
about ϕ is bounded away from the imaginary axis in the left half-plane. One can then set up the
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eigenvalue equation as a matrix system
Y ′(z) = A(λ, z)Y (z),
(
′ =
d
dz
)
(1.4)
which allows for the use of geometric dynamical systems techniques to locate eigenvalues. The
classic tool in this pursuit is the Evans function, which is a Wronskian-type determinant that
detects linear dependence between solutions that decay in backwards time with those that decay
in forwards time. We call these (two-dimensional) solution spaces the unstable bundle Eu(λ, z)
and the stable bundle Es(λ, z) respectively. Via the Plu¨cker embedding (see §3), Eu/s(λ, z) can be
related to elements of the second exterior power of C4, which we call E˜s/u(λ, z). As is done in [1],
the Evans function D(λ) is then defined as the wedge product of E˜u(λ, z) and E˜s(λ, z). It follows
that D(λ) = 0 if and only λ is an eigenvalue of L. Additionally, the Evans function is known to
satisfy the following.
(1) D is analytic on an open domain containing the closed right half-plane.
(2) D(λ) ∈ R if λ ∈ R.
(3) The order of λ as a root of D equals the algebraic multiplicity of λ as an eigenvalue of L.
The reader is referred to §4.1 of [45] or §9.1-9.3 of [37] for an overview of D(λ) and its properties.
The key insight in this paper is that there is a symplectic form ω whose value on solutions can
easily be tracked. In particular, the set of Lagrangian planes with respect to this form is invariant.
We will show that the space Eu(λ, z) is ω−Lagrangian for any λ ∈ R and z ∈ R, and hence for fixed
λ, the spatial evolution of Eu(λ, z) defines a curve in this set. The set of ω−Lagrangian planes is
actually a manifold with cyclic fundamental group, and hence we can assign an index to curves in
this space. This is the Maslov index, which will be defined for the traveling wave in §5.
As observed in [10, 11, 12], the Evans function can be recast as a “symplectic determinant”
through the use of a natural volume form on a four-dimensional vector space. In §4, we give the
corresponding formula for the activator-inhibitor case. This formula will allow us to connect the
Maslov index to the Evans function, and hence to the stability of ϕ. Due to translation invariance,
it is immediate that D(0) = 0. For λ ∈ R large, it can also be shown that D(λ) > 0. It follows that
the sign of D′(0) can be used as an instability index, or as a stability index if other information
about σ(L) is known (e.g. [32]). This parity argument has been used many times in the stability
analysis of nonlinear waves, for example [2, 10, 43, 25]. Investigating the quantity D′(0) is therefore
worthwhile as a means for discovering new mechanisms of instability.
Now focusing on the λ = 0 case, we know that the unstable and stable bundles are spanned by
the derivative of the wave ϕ′ and one other vector each. Suitably normalized, we have then that
Es(0, z) = sp{u1(z), ϕ′} and Eu(0, z) = sp{ϕ′, u4(z)}. In §4, we prove the primary result of this
paper:
D′(0) = eczω(u1, u4)
∞∫
−∞
ecz
(
(uˆ′)2
σ
− (vˆ
′)2
α
)
dz. (1.5)
The expression eczω(u1, u4), which is actually independent of z, is referred to in [12] as the Lazutkin-
Treschev invariant of the wave. The integral in (1.5) can be calculated numerically if the wave is
known, but the Lazutkin-Treschev invariant is more elusive. Briefly, the exponential weight can
be distributed so that the solution u1 approaches an eigenvector of the asymptotic matrix A∞(0)
as z →∞. Along with the z-independence of eczω(u1, u4), this can then be used to argue that u4
(with the remaining weight) approaches another eigenvector of A∞(0). However, the orientation of
this latter eigenvector is unclear, which is vital in determining the sign of the symplectic form.
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It turns out that the Maslov index, which measures the winding of the unstable bundle as it
moves along the orbit, is the key to determining the sign of the Lazutkin-Treschev invariant. We
will show in §5 that
(−1)Maslov(ϕ) = sign (eczω(u1, u4)) . (1.6)
This is the analog of the result proved in [12]. The difficulty in treating activator-inhibitor systems
lies in the fact that the operator obtained from linearizing about the wave solution is not self-adjoint
because the nonlinearity in (1.1) is not a gradient. As a consequence, its spectrum is not necessarily
real, and the standard symplectic form is not preserved on solutions to the eigenvalue problem.
Furthermore, we have a second obstruction to self-adjointness in the speed c. A major part of the
analysis lies in determining the role of this parameter.
The topology of the set of Lagrangian planes-the Lagrangian Grassmannian Λ(2)-is understood
by realizing Λ(2) as the homogeneous space U(2)/O(2). In particular, the Maslov index can be
related to the spectral flow of a family of unitary matrices representing a curve of subspaces. This
approach is preferred in differential equations applications [15, 16, 29, 30, 31], in which the Maslov
index is used to count unstable eigenvalues for Schro¨dinger operators. In [12] a variant of this
approach due to Souriau is used in which the Maslov index is defined for elements in the universal
cover of U(n). There is an impediment to taking this perspective for activator-inhibitor systems
owing to the fact that a non-standard symplectic form is used. To encode the Lagrangian planes
in unitary matrices would require a change of variables in the eigenvalue equation, which would
complicate calculating the Maslov index in practice.
Our approach instead uses an entirely intersection-based theory of the Maslov index, without
any reference to unitary matrices. Using differential forms, we define a function β whose zeros
give the dimension of crossings of Eu(0, z) with the train of the stable subspace of the rest state.
Derivatives of β can be related to the crossing form for intersections of curves of Lagrangian planes,
which in turn is used to define the Maslov index. In addition to appealing directly to the intuitive
idea of curves crossing hypersurfaces, the use of differential forms in this way is also instrumental
in calculating the Maslov index in examples.
To make use of (1.6), one would need to calculate the Maslov index of the traveling wave. Efficient
ways of doing so numerically were developed in [7, 13]. Alternatively, one can use the crucial fact
that, when λ = 0, the unstable bundle is tangent to the unstable manifold W u(0) of the rest state
along ϕ. With this pretty interpretation, (1.5) and (1.6) can be paraphrased by saying that the
derivative of the Evans function at λ = 0 is determined by how many times the unstable manifold
twists as it moves along the wave. This observation yields a practical way of calculating Maslov(ϕ)
if one has a way of tracking invariant manifolds in the nonlinear system. For example, if there is
a timescale separation in the traveling wave equation, then the techniques of geometric singular
perturbation [22, 33] can be used to do just that. In §6, we outline how the Maslov index can
be calculated in a doubly-diffusive FitzHugh-Nagumo system. In contrast with orientation indices
using invariant manifolds in [2, 32], we do not use derivatives with respect to c to achieve our result.
2. The Eigenvalue Problem and Evans Function
Recasting (1.1) in a moving frame, one sees that a traveling wave is a steady state of
ut = uzz + cuz + f(u)− σv
vt = vzz + cvz + g(v) + αu.
(2.1)
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The steady state equation is an ODE, which upon setting uz = σw and vz = αy, can be written as
the first order system 

u
v
w
y


z
=


σw
αy
−cw − f(u)σ + v
−cy − u− g(v)α

 . (2.2)
In an abuse of notation, we will write ϕ(z) for the solution of interest both of (2.1) (i.e. ϕ = (uˆ, vˆ))
and of (2.2) (i.e. ϕ = (uˆ, vˆ, uˆ′/σ, vˆ′/α)). It will be clear from context which object is being
referenced. Since uˆ, vˆ decay exponentially, one sees that ϕ is a homoclinic orbit to 0 = (0, 0, 0, 0)
for (2.2). The linearization of (2.2) about this fixed point is given by


δu
δv
δw
δy

 =


0 0 σ 0
0 0 0 α
− f ′(0)σ 1 −c 0
−1 − g′(0)α 0 −c




δu
δv
δw
δy

 . (2.3)
Let ν1,2 be the eigenvalues of DF (0)–both of which have negative real part in light of (1.3). Writing
the matrix in (2.3) in block form, it is a simple calculation to see that its eigenvalues are given by
µ1(0) = − c
2
− 1
2
√
c2 − 4ν1
µ2(0) = − c
2
− 1
2
√
c2 − 4ν2
µ3(0) = − c
2
+
1
2
√
c2 − 4ν2
µ4(0) = − c
2
+
1
2
√
c2 − 4ν1.
(2.4)
The argument 0 is included in anticipation of extending this calculation to other values of the
spectral parameter λ. It is clear that Re µ1,2(0) < 0 and that Re µ3,4(0) > 0, hence 0 is a
hyperbolic fixed point with two-dimensional stable and unstable manifolds, W s(0) and W u(0). We
denote by V s/u(0) the stable and unstable subspaces of the linearization (2.3). Thus
V s(0) = T0W
s(0), V u(0) = T0W
u(0). (2.5)
Our assumptions then guarantee that ϕ lies in the intersection of W s(0) and W u(0). We make the
following additional assumptions about ϕ.
(A1) c < 0. That is, the wave propagates to the left.
(A2) The tails of ϕ are monotone, as opposed to oscillatory. From (2.4), we see that this is
equivalent to assuming that ν1 and ν2 are real. Additionally, we assume that ν1 and ν2 are
simple and satisfy
ν1 < ν2 < 0. (2.6)
(A3) Assumption (A2) guarantees that µ1(0) < µ2(0) < 0 < µ3(0) < µ4(0), so that the leading
eigenvalues µ2(0) and µ3(0) are real and simple. We assume that the exponential decay rate
of ϕ (as a homoclinic orbit) is given by µ2(0) in forwards time and by µ3(0) in backwards
time. This assumption is generic, c.f. §2.1 of [28].
(A4) ϕ is transversely constructed. This means that (ϕ(z), c) ∈ R5 is given by the transverse
intersection of the center-unstable and center-stable manifolds of the fixed point (0, 0, 0, 0, c)
for (2.2) with the equation c′ = 0 appended.
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Assumption (A1) is not essential; all of the arguments of this paper go through mutatis mutandis
if the speed is taken instead to be positive. The reason for assumptions (A2) and (A3) is that some
of our proofs (e.g. Lemma 3) use the decay properties of the wave. Our results could be extended
to the case where ϕ has oscillatory tails by replacing µi with Re µi in most proofs. In this case,
ν1 and ν2 are complex conjugates, and consequently the stable and unstable eigenvalues of (2.3)
come in conjugate pairs as well. Likewise, if ϕ is in an orbit-flip configuration [28], then the proofs
could be altered accordingly, provided that the decay properties are known. Thus assumptions
(A1)-(A3) are mostly for notational convenience. However, if ν1 = ν2, then we have µ1(0) = µ2(0)
and µ3(0) = µ4(0). This causes trouble for analytically choosing bases for E
u/s(λ, z) [11], so we
assume that this is not the case. We remark that the simplicity of the eigenvalues µi(0) is generic
vis-a`-vis σ and α. Finally, we impose (A4) because D′(0) is known to vanish if the wave is not
constructed in this manner, c.f. pp. 57-60 of [2]. This assumption is therefore natural if one wishes
to use the Maslov index to say something about signD′(0).
With the assumptions about ϕ in place, we turn to the stability question. As explained in
§2.A of [1], equation (2.1) can be solved for small t in the space BU(R,R2) of bounded, uniformly
continuous functions on R, so this is a natural space to consider for the stability analysis. In that
work, assumptions are also made on the decay rates of the wave in its tails. Those assumptions
are satisfied here, since 0 is a hyperbolic equilibrium for (2.2), as was shown above. We use the
following definition for nonlinear stability.
Definition 1. The traveling wave ϕ(z) is asymptotically stable relative to (2.1) if there is a
neighborhood V ⊂ BU(R,R2) of ϕ(z) such that if u(z, t) solves (2.1) with u(z, 0) ∈ V , then
||ϕ(z + k)− u(z, t)||∞ → 0
as t→∞ for some k ∈ R.
As advertised, it suffices to prove that the wave is spectrally stable. We linearize (2.1) about the
traveling wave ϕ to obtain
Pt = Pzz + cPz +
(
f ′(uˆ) −σ
α g′(vˆ)
)
P, (2.7)
with P = (p, q)T ∈ BU(R,R2). The right-hand-side of (2.7) defines the operator L through its
action on P . The spectrum σ(L) of L is then broken into two parts. First, λ ∈ C is an eigenvalue
for L if there exists a bounded solution P to the equation
LP = λP. (2.8)
The set of eigenvalues of finite multiplicity is called the point spectrum σn(L) of L, and the com-
plement of this set in σ(L) is called the essential spectrum σess(L). Equation (2.8) is a second-order
system of two equations, which can be converted to a four-dimensional first-order system using
the standard trick. This allows us to analyze the eigenvalue problem using geometric dynamical
systems methods. To that end, set pz = σr and qz = αs to get

p
q
r
s


z
=


0 0 σ 0
0 0 0 α
λ
σ − f
′(uˆ)
σ 1 −c 0
−1 λα − g
′(vˆ)
α 0 −c




p
q
r
s

 . (2.9)
This is now in the familiar form
Y ′ = A(λ, z)Y, (2.10)
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where Y (λ, z) = (p, q, r, s) ∈ C4 and A(λ, z) ∈M4(C) is the complex matrix
A(λ, z) =


0 0 σ 0
0 0 0 α
λ
σ − f
′(uˆ)
σ 1 −c 0
−1 λα − g
′(vˆ)
α 0 −c

 . (2.11)
Since (uˆ, vˆ)→ (0, 0) exponentially as z → ±∞, it follows that
A(λ, z)→ A∞(λ) =


0 0 σ 0
0 0 0 α
λ
σ − aσ 1 −c 0
−1 λα − bα 0 −c

 , (2.12)
where a = f ′(0) and b = g′(0), and this convergence is exponential as well. Observe that one obtains
(2.3) by setting λ = 0 in A∞(λ). More generally, (2.10) with λ = 0 is the variational equation for
(2.2) along ϕ. This is a major motivation for studying the Maslov index in this context. We will
elaborate on this in §6.
The asymptotic matrix A∞(λ) plays a prominent roll in the behavior of solutions to (2.10).
In particular, if A∞(λ) has no purely imaginary eigenvalues, then (2.10) admits an exponential
dichotomy [45], and hence we can pick out solutions that decay at either plus or minus infinity.
The essential spectrum of L is precisely the set of λ for which A∞(λ) has eigenvalues of zero real
part, c.f. Lemma 3.1.10 of [37]. Fortunately, in the activator-inhibitor case this set is bounded
away from the imaginary axis in the left half-plane.
Lemma 1. There exists K < 0 such that for the operator L defined by (2.7), we have
σess(L) ⊂ K := {z ∈ C : Re z ≤ K}. (2.13)
Furthermore, A∞(λ) has exactly two eigenvalues of positive real part and two of negative real part
for all λ ∈ C \ K.
Proof. Since L is known to be sectorial [27], it suffices to show that σess is disjoint from the closed
right half-plane. For fixed λ ∈ C, the characteristic polynomial of A∞(λ) is
χA∞(λ)(t) = t
4 + 2ct3 + (c2 + a+ b− 2λ)t2 + c(a+ b− 2λ)t+ ab− λ(a+ b) + λ2 + σα. (2.14)
Set λ = x+ iy. Then λ ∈ σess(L) if and only if A∞(λ) has at least one purely imaginary eigenvalue,
which is to say that χA∞(λ)(ik) = 0 for some k ∈ R. We substitute these values into χA∞(λ) and
collect the real and imaginary parts:
ReχA∞(λ)(ik) =
(
x+ k2 −
(
a+ b
2
))2
− (y − ck)2 − 1
4
(a− b)2 + σα
ImχA∞(λ)(ik) = (ck − y)(−2k2 + a+ b− 2x).
(2.15)
From the first equation in (1.3), it follows that for x ≥ 0, the second equation in (2.15) vanishes
only when y = ck. Substituting this value into the first equation, we end up with
ReχA∞(x+ick)(ik) = k
4 − (a+ b− 2x)k2 + x2 − (a+ b)x+ ασ + ab. (2.16)
This even quartic has a real solution k for nonnegative x if and only if the constant term is
nonpositive. But the constant term is a quadratic in x, which is positive for x ≥ 0, by (1.3).
The second claim follows from examining (2.11) for real λ ≫ 1 and noticing that changes in the
eigenvalue split occur only when λ crosses σess. 
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The preceding lemma guarantees that we can define the Evans function [1, 32, 37, 45] in an
open, simply connected domain U ⊂ C containing the closed right half-plane C¯+. Before doing so,
consider λ ∈ R. An analogous calculation to (2.4) shows that the eigenvalues of A∞(λ) are
µ1(λ) = − c
2
− 1
2
√
c2 + 4(λ− ν1)
µ2(λ) = − c
2
− 1
2
√
c2 + 4(λ− ν2)
µ3(λ) = − c
2
+
1
2
√
c2 + 4(λ− ν2)
µ4(λ) = − c
2
+
1
2
√
c2 + 4(λ− ν1).
(2.17)
As long as λ > ν2, the µi are all real and simple, by (A2). Let δ > 0 be so that this is the case on
the interval
I = [−δ,∞) ⊂ R ∩ U . (2.18)
It is then known (e.g. page 56 of [43]) that there exist solutions ui(λ, z) to (2.10) satisfying
lim
z→∞
e−µi(λ)zui(λ, z) = ηi(λ), i = 1, 2
lim
z→−∞
e−µi(λ)zui(λ, z) = ηi(λ), i = 3, 4,
(2.19)
where ηi(λ) is a nonzero eigenvector of A∞(λ) corresponding to eigenvalue µi(λ). Furthermore, the
ui are analytic in λ, and the limits are achieved uniformly on compact subsets of I. Following §3
of [1], we then define λ- and z-dependent real vector spaces
Es(λ, z) = sp{u1(λ, z), u2(λ, z)}
Eu(λ, z) = sp{u3(λ, z), u4(λ, z)}. (2.20)
We call Es the stable bundle and Eu the unstable bundle. These sets could be defined for complex
λ ∈ U as well, but this work is focused on λ = 0, so it is unnecessary to do so. Instead, we will
define the Evans function on the rest of U using the exterior powers ∧k C4 of C4.
System (2.10) induces an equation
Z ′ = A(2)(λ, z)Z, (2.21)
on
∧2
C
4. Explicitly, A(2)(λ, z) is the unique endomorphism of
∧2
C
4 satisfying
A(2)(λ, z)(Y1 ∧ Y2) = A(λ, z)Y1 ∧ Y2 + Y1 ∧A(λ, z)Y2 (2.22)
for any Y1,2 ∈ C4. It follows that if Yi are solutions to (2.10), then Y1∧Y2 is a solution to (2.21). The
eigenvalues of the matrix A
(2)
∞ (λ) = lim
z→±
A(2)(λ, z) are the pairwise sums of eigenvalues of A∞(λ),
so for any λ ∈ U we have a simple eigenvalue of largest (positive) real part and a simple eigenvalue
of least (negative) real part, by Lemma 1. More specifically, µ3(λ) + µ4(λ) and µ1(λ) + µ2(λ) are
the eigenvalues of A
(2)
∞ (λ) of largest and smallest real part respectively. Let ζs(λ) ∈
∧2
C
4 and
ζu(λ) ∈
∧2
C
4 be eigenvectors corresponding to µ1(λ) + µ2(λ) and µ3(λ) + µ4(λ) respectively. It
follows from §II.4.2 of [38] that ζs/u(λ) can be chosen analytically in λ.
As in §4 of [1], we have solutions E˜s(λ, z) and E˜u(λ, z) to (2.21) satisfying
e−(µ1(λ)+µ2(λ))zE˜s(λ, z)→ ζs(λ) as z →∞
e−(µ3(λ)+µ4(λ))zE˜u(λ, z)→ ζu(λ) as z → −∞,
(2.23)
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and these are unique up to scalar multiplication. We shall refer to E˜s(λ, z) and E˜u(λ, z) as the
stable and unstable two-vectors respectively. The wedge product E˜s(λ, z) ∧ E˜u(λ, z) is in the
one-dimensional space
∧4
C
4, on which (2.10) induces the equation
W ′ = Trace(A(λ, z))W, (2.24)
see §4 of [1]. Furthermore, it is shown in [1] that E˜s(λ, z) ∧ E˜u(λ, z) solves this equation. Since
Trace(A(λ, z)) ≡ −2c, it follows that
D˜(λ) = e2czE˜s(λ, z) ∧ E˜u(λ, z) (2.25)
is independent of z. This is the Evans function, as defined in [1]. Since
∧4
C
4 is only one-
dimensional, we know that D˜(λ) is a scalar multiple of the volume element
vol∗ = e1 ∧ e2 ∧ e3 ∧ e4, (2.26)
where {ei}4i=1 is the standard basis of C4. For matters of convenience, we define the Evans function
to be the scalar part of the wedge product in (2.25).
Definition 2. The Evans function D(λ) is defined by
D(λ)vol∗ = e2czE˜s(λ, z) ∧ E˜u(λ, z). (2.27)
This function has the properties of the Evans function outlined in the introduction. In particular,
it is analytic on U and vanishes for all values of λ that are eigenvalues of L, with the order of the
zero giving the algebraic multiplicity of the eigenvalue. The reason that the Evans function detects
eigenvalues is that the two-vectors E˜s(λ, z) and E˜u(λ, z) capture–via (2.21)–the solutions to (2.10)
that decay in forwards and backwards time respectively. The key to making this rigorous is the
Plu¨cker embedding, which we discuss in the next section.
We conclude this section by pointing out that D(λ) is real-valued for λ ∈ R, since E˜s/u(λ, z) are
solutions of an ODE with real coefficients in that case. Furthermore, since eigenvectors are only
defined up to a scalar multiple, we fix an orientation by demanding that
ζs(0) ∧ ζu(0) = ρ vol∗, ρ > 0. (2.28)
Under this assumption, it is known (c.f. Lemma 4.2 of [51] and Lemma 4.2 of [2]) that
D(λ) > 0 for λ≫ 1. (2.29)
3. Symplectic Structure and the Plu¨cker Coordinates
In the previous section, the stable and unstable two-vectors were defined as elements in the
2nd exterior power
∧2
C
4. Via the Plu¨cker embedding, they can also be related to the stable and
unstable bundles defined by (2.20). For the rest of the paper, we focus exclusively on λ ∈ R. Let
{ei}4i=1 be the standard basis for R4. To any plane V = sp{u, v} ∈ Gr2(R4) (u =
∑4
i=1 uiei, e.g.)
we can associate a two vector u∧ v, which can be expressed in terms of the basis {ei∧ ej} of
∧2
R
4.
Explicitly, the ei ∧ ej−coordinate–call it pij–is given by
pij =
∣∣∣∣ ui viuj vj
∣∣∣∣ . (3.1)
Choosing a different basis of V would change this two-vector by a non-zero constant multiple,
so by projectivizing, one obtains a well-defined map j : Gr2(R
4) → P(∧2R4). It can be shown
[26] that this map is an embedding, and its image is a projective variety. For any plane V , we
call j(V ) = (p12, p13, p14, p23, p24, p34) the Plu¨cker coordinates for V . These coordinates are really
projective, but it will nonetheless be useful to think of a plane as a vector in R6. Finally, it is
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important to note that the map j is not surjective–it is explained in [26] that only points satisfying
the Grassmannian condition
p12p34 − p13p24 + p14p23 = 0 (3.2)
are in the image of the embedding.
To relate the (un)stable two-vector with the (un)stable bundle, observe that
u1(λ, z) ∧ u2(λ, z)
u3(λ, z) ∧ u4(λ, z) solve (2.21). (3.3)
Furthermore, we compute from (2.19) that
lim
z→∞
e−(µ1(λ)+µ2(λ))zu1(λ, z) ∧ u2(λ, z) = η1(λ) ∧ η2(λ)
lim
z→−∞
e−(µ3(λ)+µ4(λ))zu3(λ, z) ∧ u4(λ, z) = η3(λ) ∧ η4(λ).
(3.4)
The two-vectors η1(λ) ∧ η2(λ) and η3(λ) ∧ η4(λ) are necessarily nonzero, since eigenvectors for
different eigenvalues are linearly independent. On the other hand, we know from (2.23) that the
only two-vectors satisfying (3.3) and (3.4) are proportional to E˜s/u(λ, z). It follows that for any
z ∈ R and λ ∈ I,
j(Es(λ, z)) = [E˜s(λ, z)]
j(Eu(λ, z)) = [E˜u(λ, z)],
(3.5)
where [·] denotes the equivalence class in projective coordinates. This correspondence is important,
since making use of the symplectic structure requires being able to distinguish different solutions
in Es/u(λ, z). On that note, recall that
ϕ′(z) = (uˆ′, vˆ′, uˆ′′/σ, vˆ′′/α) ∈ Es(0, z) ∩ Eu(0, z) (3.6)
for all z ∈ R due to translation invariance, and the above intersection is one-dimensional by (A4).
According to (A3), the decay rates of ϕ′ are given by µ2(0) in forwards time and µ3(0) in backwards
time. By Lemma 2.2 of [25], we are free to take ϕ′(z) as the basis vector u2(0, z) (resp. u3(0, z))
of Es(0, z) (resp. Eu(0, z)). We can then choose u1/4(0, z) so that the limits in (3.4) are exactly
ζs/u(0), with the orientation given by (2.28). In other words, we have
η1(0) ∧ η2(0) ∧ η3(0) ∧ η4(0) = ζs(0) ∧ ζu(0) = ρ vol∗. (3.7)
This choice propagates to bases of Es/u(λ, z) (and hence to E˜s/u(λ, z) through the Plu¨cker map)
which agree with (2.23).
In what follows, we freely identify planes with their images under j. Before proceeding, it will
be helpful to write down the matrix for A(2) using Plu¨cker coordinates. Let Y1 = (p, q, r, s) and
Y2 = (p˜, q˜, r˜, s˜) be solutions of (2.10), such that j(sp{Y1, Y2}) = (pij). Then, using (2.10) and (3.1),
p′12 = (pq˜ − p˜q)′ = σrq˜ + αps˜− σr˜q − αp˜s = −σ(qr˜ − rq˜) + α(ps˜ − p˜s) = −σp23 + αp14.
The other derivatives are computed similarly, and we end up with


p12
p13
p14
p23
p24
p34


′
=


0 0 α −σ 0 0
1 −c 0 0 0 0
λ−g′(vˆ)
α 0 −c 0 0 σ
f ′(uˆ)−λ
σ 0 0 −c 0 −α
1 0 0 0 −c 0
0 1 λ−f
′(uˆ)
σ
g′(vˆ)−λ
α 1 −2 c




p12
p13
p14
p23
p24
p34


. (3.8)
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Now, one can verify directly that
d
dz
(p12p34 − p13p24 + p14p23) = 0 (3.9)
for any nonzero solution Y1(λ, z) ∧ Y2(λ, z) of (2.21). This is to be expected, since the flow of a
linear ODE preserves the dimension of subspaces. Nonetheless, this suggests that a good way to
find invariant subsets of Gr2(R
4) for (2.21) is to find algebraic quantities that are preserved. For
example, we have the following.
Lemma 2. The set of planes satisfying p13 − p24 = 0 is invariant under the flow of (2.21).
Proof. A direct computation gives
(p13 − p24)′ = p12 − cp13 − (p12 − cp24)
= −c(p13 − p24).
(3.10)
The result follows from the uniqueness of solutions to ODEs. 
It is worth noting that equations like (3.2) and (3.10) make sense because the polynomials
are homogeneous. They therefore define projective varieties, which are identified with subsets of
Gr2(R
4) by j. The degree of the polynomial in Lemma 2 is one, and it is called a linear line complex,
see §1.11 of [20]. It turns out that the subsets of Gr2(R4) cut out by a linear line complex have
one of two different structures. To distinguish between them, it is useful to talk about differential
forms.
Consider the dual space to
∧2
R
4, identified with
∧2
R
4 in the standard way. Elements of this
space can be identified with two-forms on R4, see [49], page 315. Explicitly, the element dual to
ei ∧ ej ∈
∧2
R
4 is identified with dei ∧ dej , which acts on two vectors in R4. We can therefore think
of the Plu¨cker embedding as identifying two-planes in R4 with differential two-forms (again, defined
up to a nonzero multiple). With this interpretation, when λ = 0, ddz becomes the Lie derivative of
the form along the vector field tangent to the homoclinic orbit.
Since differential two-forms are skew-symmetric, any (non-trivial) two-form on R4 has either a
two- or zero-dimensional kernel. In light of Lemma 2, we define
ω = de1 ∧ de3 − de2 ∧ de4. (3.11)
It is not difficult to see that ω is nondegenerate, hence it is a symplectic form. We can also describe
the action of ω in terms of complex structures, see [20]. Letting 〈·, ·〉 denote the standard dot
product on R4, we have
ω(a, b) = 〈a, Jb〉, (3.12)
for any a, b ∈ R4. Here, J is the complex structure
J =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 . (3.13)
Formula (3.12) gives us an alternative way of proving Lemma 2. Let u, v be linearly independent
solutions of (2.10) for fixed λ ∈ R. Then
d
dz
ω(u, v) = ω(uz, v) + ω(u, vz)
= ω(A(λ, z)u, v) + ω(u,A(λ, z)v)
= 〈A(λ, z)u, Jv〉 + 〈u, JA(λ, z)v〉
= 〈u, [A(λ, z)T J + JA(λ, z)]v〉.
(3.14)
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The result would then follow from (3.12) if we could show that ATJ + JA = −cJ . A simple
calculation gives
A(λ, z)T J + JA(λ, z) =


−λσ + f
′(uˆ)
σ −1 0 0
−1 λα − g
′(vˆ)
α 0 0
c 0 σ 0
0 −c 0 −α


+


λ
σ − f
′(uˆ)
σ 1 −c 0
1 − λα + g
′(vˆ)
α 0 c
0 0 −σ 0
0 0 0 α


=


0 0 −c 0
0 0 0 c
c 0 0 0
0 −c 0 0

 = −cJ,
(3.15)
as desired. Now, using (3.12), it is not difficult to see that for any plane V = (pij) ∈ Gr2(R4), we
have
p13 − p24 = 0 ⇐⇒ ω|V = 0. (3.16)
It follows that the set p13−p24 = 0–which is invariant for the equation induced on Gr2(R4) by (2.10)–
is the set of Lagrangian planes for ω. A subspace V ∈ Gr2(R4) is called Lagrangian if ω(v1, v2) = 0
for all vi ∈ V . The set of Lagrangian planes is actually a differentiable manifold of dimension 3,
called the Lagrangian Grassmannian Λ(2), and it is a homogeneous space U(2)/O(2). (See [3], for
example.) It can be shown that π1(Λ(2)) = Z, which allows us to define a winding number for
curves in this space. This winding number is called the Maslov index, which will be discussed in
§5. First, we prove the crucial result that the stable and unstable bundles are Lagrangian.
Theorem 1. Both Es(λ, z) and Eu(λ, z) are Lagrangian subspaces for all λ and z.
Proof. Define another symplectic form Ω by
Ω(a, b) = eczω(a, b). (3.17)
Clearly, Eu/s(λ, z) is ω−Lagrangian if and only if it is Ω−Lagrangian for any z. Furthermore,
Ω(u, v) is independent of z for any solutions u, v of (2.10). To see this, we compute
d
dz
Ω(u, v) = ecz
(
cω(u, v) +
d
dz
ω(u, v)
)
= 0, (3.18)
by (3.14). Now, for the stable bundle, we see that
Ω(u1, u2) = lim
z→∞
eczω(u1(λ, z), u2(λ, z)) = 0,
since c < 0 and u1,2 decay exponentially in forward time for all λ. For the unstable bundle, notice
that µ3 + µ4 > −c for all λ, so
eczω(u3, u4) = e
(c+µ3+µ4)zω(e−µ3zu3, e
−µ4zu4)→ 0 as z → −∞,
since the exponential in front has a positive exponent, and the arguments of ω are bounded. In
both cases, Ω is identically zero, so ω must be as well. 
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4. Symplectic Version of the Evans Function
Recall that for λ ∈ I, we picked out spanning solutions ui(λ, z) for the stable and unstable
bundles. This allows us to rewrite the Evans function
D(λ)vol∗ = e2czEs(λ, z) ∧ Eu(λ, z) = e2czu1(λ, z) ∧ u2(λ, z) ∧ u3(λ, z) ∧ u4(λ, z)
= e2cz det[u1, u2, u3, u4] vol
∗.
(4.1)
In order to exploit the symplectic structure of the preceding section in the Evans’ function
analysis, we need to rewrite D(λ) in terms of the symplectic form. This idea was pioneered in
[9, 10] for systems of Hamiltonian PDEs with a multi-symplectic structure, and the following
formula first appeared in [12]. The slight difference in our formula and that of Chardard-Bridges’
is due to the fact that the symplectic form is different in activator-inhibitor systems.
Theorem 2. Let a1, a2, b1, b2 ∈ R4. Then
det[a1, a2, b1, b2] = − det
[
ω(a1, b1) ω(a1, b2)
ω(a2, b1) ω(a2, b2)
]
+ ω(a1, a2)ω(b1, b2). (4.2)
This formula is proved for arbitrary (even) dimension in [12] using the Leibniz formula for
determinants. However, in this low-dimensional case it is easy enough to verify using brute force.
Notice that the second term in (4.2) disappears if either sp{a1, a2} or sp{b1, b2} is a Lagrangian
plane. Combining (4.1) and (4.2), we arrive at the symplectic Evans function.
Corollary 1. The symplectic Evans function is
D(λ) = −e2cz det
[
ω(u1, u3) ω(u1, u4)
ω(u2, u3) ω(u2, u4)
]
. (4.3)
In this form, it is easy to see the z−independence of D. Distributing one copy of ecz to each row
of the matrix in (4.3), one can replace eczω with Ω in each entry.
Let us now consider the case λ = 0. First, due to translation invariance, the derivative of the
traveling wave ϕ′(z) is a zero-eigenfunction for L, hence D(0) should be zero. Indeed, following
(A2) and the discussion in §3 we set ϕ′ = u2(0, z) = u3(0, z). From Theorem 1, it follows that each
entry of the matrix in (4.3) is zero, with the possible exception of ω(u1, u4). Thus D(0) = 0, as
expected. Corollary 1 can also be used to show that D′(0) = 0 if the stable and unstable bundles
have a two-dimensional intersection (i.e. they are tangent to each other). In this case, the matrix
in (4.3) is the zero matrix for λ = 0, and an application of the product rule shows that D′(0) = 0.
The main result of this paper involves D′(0), so we start by calculating this using Jacobi’s
formula. The second part of this calculation is inspired by the proof of Theorem 1.11 in [43], and
similar calculations are carried out in [10].
Lemma 3. The quantity D′(0) is given by
D′(0) = Ω(u1, u4)
∞∫
−∞
ecz
(
(uˆ′)2
σ
− (vˆ
′)2
α
)
dz. (4.4)
Before giving the proof, a few comments are in order. First, the fact that the wave is transversely
constructed implies that both terms in the product in (4.4) are nonzero. The integral depends solely
on the wave itself, and this will be calculable. The term Ω(u1, u4) on the other hand–named the
Lazutkin-Treschev invariant in [12]–carries information about the intersection of the stable and
unstable manifolds. The decay rates of the ui and the z−independence of Ω can be used to show
that e−µ4(0)zu4(0, z) converges to a multiple of η4(0) in forward time. However, the orientation of
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this vector (i.e. whether that multiple is positive or negative) is difficult to ascertain, and it is what
determines the sign of D′(0). We will see that the Maslov index can be used to circumvent this
difficulty. Now for the proof of the Lemma.
Proof. Denote by Σ(λ, z) the matrix in (4.3), and let Σ(λ, z)# be its adjugate (i.e. the transpose
of its cofactor matrix). By the Jacobi formula (§8.3 of [40]), we have
D′(0) = −e2cz Trace(Σ#Σλ)|λ=0.
= −Trace
([
Ω(u2, u4) −Ω(u1, u4)
−Ω(u2, u3) Ω(u1, u3)
] [
∂λΩ(u1, u2) ∂λΩ(u1, u4)
∂λΩ(u2, u3) ∂λΩ(u2, u4)
]) ∣∣
λ=0
= −Trace
([
0 −Ω(u1, u4)
0 0
] [
∂λΩ(u1, u2) ∂λΩ(u1, u4)
∂λΩ(u2, u3) ∂λΩ(u2, u4)
]) ∣∣
λ=0
= Ω(u1, u4)∂λΩ(u2, u3)|λ=0.
(4.5)
The vanishing terms in the third equality are due to the fact that u2 = u3 = ϕ
′ when λ = 0,
and Eu/s(0, z) are both Lagrangian planes for all z. It remains to calculate ∂λΩ(u2, u3). Since
µ2(λ) + µ3(λ) ≡ −c, we can write Ω(u2, u3) = ω(U, V ), where U = e−µ2(λ)zu2 and V = e−µ3(λ)zu3,
from which it follows that ω(U, V ) is z−independent, and ∂λ Ω(u2, u3) = ∂λ ω(U, V ). Furthermore,
U and V satisfy the equations
Uz = (A(λ, z) − µ2(λ))U
Vz = (A(λ, z) − µ3(λ))V. (4.6)
Taking derivatives in λ, we have that
Uλz = (A(λ, z) − µ2(λ))Uλ + (Aλ − µ′2(λ))U
Vλz = (A(λ, z) − µ3(λ))Vλ + (Aλ − µ′3(λ))V,
(4.7)
where
Aλ =


0 0 0 0
0 0 0 0
1
σ 0 0 0
0 1α 0 0

 (4.8)
is independent of z. Finally, since ∂z ω(U, V ) = 0, ∂z∂λ ω(U, V ) = 0 as well, so
∂z ω(Uλ, V ) = −∂z ω(U, Vλ). (4.9)
Using (4.7) and (4.6), we calculate that
∂z ω(Uλ, V ) = ω
(
A(λ, z)Uλ − µ2(λ)Uλ +AλU − µ′2(λ)U, V
)
+ ω(Uλ, (A(λ, z) − µ3(λ))V )
= −c ω(Uλ, V )− (µ2(λ) + µ3(λ))ω(Uλ, V ) + ω(AλU, V )− µ′2(λ)ω(U, V )
= ω(AλU, V )− µ′2(λ)ω(U, V ).
(4.10)
In the second equality, we used the fact from (3.14) that
ω(A(λ, z)v1, v2) + ω(v1, A(λ, z)v2) = −c ω(v1, v2) (4.11)
for any z, λ and any vectors vi ∈ R4. This yields the third equality in conjunction with the
identity µ2(λ) + µ3(λ) ≡ −c. If we evaluate this expression at λ = 0, whence U = e−µ2(0)zϕ′(z),
V = e−µ3(0)zϕ′(z), and ω(U, V ) = Ω(ϕ′, ϕ′) = 0, we end up with
∂z ω(Uλ, V )(0, z) = e
czω(Aλϕ
′, ϕ′) = −ecz
(
(uˆ′)2
σ
− (vˆ
′)2
α
)
. (4.12)
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To complete the proof, we use the Fundamental Theorem of Calculus and (4.9), a` la [43]. For any
large R,S > 0, we have
ω(Uλ, V )(0, 0) = ω(Uλ, V )(0, R) +
R∫
0
ecz
(
(uˆ′)2
σ
− (vˆ
′)2
α
)
dz
ω(U, Vλ)(0, 0) = ω(U, Vλ)(0,−S) +
0∫
−S
ecz
(
(uˆ′)2
σ
− (vˆ
′)2
α
)
dz
(4.13)
Adding these equations and taking R,S →∞ gives the desired result, provided that the boundary
terms vanish in the limit. Since the limits in (2.19) are achieved uniformly on compact subsets of
I, we know that the limits
lim
z→−∞
Uλ(λ, z)
lim
z→∞
Vλ(λ, z)
(4.14)
exist. Furthermore, for λ = 0, it is clear that V = e−µ3(0)zϕ′ → 0 as z → ∞ and that U =
e−µ2(0)z → 0 as z → −∞, so the boundary terms vanish by the linearity of ω, giving the result. 
Having derived an expression for D′(0), the task is now to determine its sign. To do so, we must
understand the term Ω(u1, u4) from (4.4). The key to doing so is the Maslov index.
5. The Maslov Index and Detection Form
For any λ ∈ I, we know that the assignment z 7→ Eu(λ, z) yields a curve in Gr2(R4). Following
the discussion in §3 (specifically Theorem 1), it actually defines a curve in Λ(2), the space of
Lagrangian planes in R4. To any such curve, we can assign an integer invariant called the Maslov
index. In [12], the Evans function is related to the Maslov index using a formulation of the latter
due to Souriau [47]. This is defined for two elements in the universal cover of Λ(2). Here, we opt
for the more typical definition of the Maslov index, using intersections with the train of a fixed
subspace. This approach to defining the Maslov index for homoclinic orbits has its origins in [8, 15].
It was also used in [34] for periodic boundary value problems.
We now review the intersection definition of the Maslov index. This was introduced in [3], but we
will need the improvement of [44], since there is necessarily an intersection at the right endpoint of
the curve in our case due to translation invariance. Let V ∈ Λ(2) be a fixed Lagrangian subspace.
We can write Λ(2) as the disjoint union of sets Σk(V ) ⊂ Λ(2), k = 0, 1, 2, where k is the dimension
of the intersection between V and any plane in Σk(V ). Each Σk(V ) is a submanifold of Λ(2) of
codimension k(k +1)/2. In particular, Σ2(V ) contains only the plane V itself. It is not difficult to
see that Σ1(V ) = Σ1(V )∪Σ2(V ). The plane V is called the reference plane, and Σ(V ) the train of
V . We will sometimes write Σ instead of Σ(V ) if the reference plane is unambiguous. In Arnol’d’s
work [3, 4], this set is called the singular cycle.
The Maslov index is a count of how many times a curve γ(z) ∈ Λ(2) intersects the train Σ of some
fixed reference plane V ∈ Λ(2). The intersections are weighted by a “crossing form,” which was
introduced in [44] and will be discussed in more detail below. One of the assumptions we will make
is that our curve has only regular crossings with the singular cycle. When the intersection is one-
dimensional, this simply means that the crossing is transverse. For our purposes, the natural curve
to consider is the unstable bundle z 7→ Eu(0, z). The reference plane is taken to be V = Es(0, τ),
where τ is large enough so that V u(0) ∩ Es(0, τ ′) = {0} for all τ ′ ≥ τ . The reasons for choosing
this reference plane will be explained later. We now elaborate on the crossing form and define the
Maslov index.
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Definition 3. z∗ ∈ R is called a crossing (or conjugate point) if Eu(0, z∗) ∩ Es(0, τ) 6= {0}. At
a k-dimensional crossing z∗ (k = 1, 2), there is a quadratic form
Γ(Eu, Es(0, τ); z∗)(ξ) = ω(ξ,A(0, z∗)ξ), (5.1)
defined on the intersection Eu(0, z∗) ∩ Es(0, τ). Γ is called the crossing form. A crossing z∗ is
called regular if Γ is nonsingular. If, in addition, k = 1, the crossing is called simple.
It is implicit in the preceding definition that Γ is derived from a symmetric bilinear form. Indeed,
let z∗ be a conjugate time, and consider the bilinear form (v1, v2) 7→ ω(v1, A(0, z∗)v2) defined on
Eu(0, z∗) ∩ Es(0, τ). Using (3.10) and the fact that Eu(0, z) is Lagrangian for all z, we see that
ω(v1, A(0, z
∗)v2)− ω(v2, A(0, z∗)v1) = d
dz
ω(v1, v2) = −cω(v1, v2) = 0, (5.2)
as desired. In order to define the Maslov index, it still needs to be shown that this crossing form
is equivalent to the one developed in Theorem 1.1 of [44]. This is the content of the following
theorem.
Theorem 3. The crossing form Γ in (5.1) is well-defined. In other words, the Maslov index defined
by this crossing form is equivalent to the Maslov index in [44], and consequently it enjoys the same
properties.
Proof. Suppose that z∗ is a conjugate point. Take W ∈ Λ(2) such that Eu(0, z∗)⊕W = R4. It is
well known (e.g. §1.6 of [20]) that any other Lagrangian subspace transverse to W can be written
uniquely as the graph of a linear operator A : Eu(0, z∗)→W . In particular, for |z − z∗| < δ ≪ 1,
Eu(0, z) = {v + ψ(z)v : v ∈ Eu(0, z∗)} (5.3)
with ψ(z) : Eu(0, z∗)→W smooth in z. For any ξ ∈ Eu(0, z∗)∩Es(0, τ), we therefore have a curve
w(z) ∈ W defined by ξ + w(z) ∈ Eu(0, z), or, equivalently, w(z) = ψ(z)ξ. Furthermore, we have
ψ(z∗) = 0. It is shown on page 3 of [44] that the form
Q(ξ) =
d
dz
∣∣
z=z∗
ω(ξ, w(z)) (5.4)
is independent of the choice of W and defines the crossing form. It therefore suffices to show that
we can recover (5.1) from (5.4). To that end, it will be helpful to consider the evolution operator
Φ(ζ, z) for (2.10) with λ = 0. Φ satisfies Φ(ζ, ζ) = Id and Φ(z∗, z) · Eu(0, z∗) = Eu(0, z). (Here, ·
refers to the induced action of Φ(z∗, z) on a two-dimensional subspace.) Notice that (5.3) defines
a curve γ(z) ∈ Eu(0, z∗) by the formula
ξ + ψ(z)ξ = Φ(z∗, z)γ(z). (5.5)
From above, γ(z∗) = ξ. We are now ready to compute:
d
dz
∣∣
z=z∗
ω(ξ, w(z)) =
d
dz
∣∣
z=z∗
ω(ξ,Φ(z∗, z)γ(z) − ξ)
=
d
dz
∣∣
z=z∗
ω (ξ,Φ(z∗, z)γ(z))
= ω (ξ,A(0, z∗)γ(z∗)) + ω
(
ξ, γ′(z∗)
)
= ω (ξ,A(0, z∗)ξ) + lim
z→z∗
1
z − z∗ω (ξ, γ(z) − γ(z
∗))
= ω (ξ,A(0, z∗)ξ) .
(5.6)
The last equality follows since γ(z) ∈ Eu(z∗) for all z, which is a Lagrangian plane containing ξ.
This completes the proof. 
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We are now able to define the Maslov index of ϕ. We stress that the index depends on the choice
of reference plane. For a quadratic form Q, we define n+(Q) and n−(Q) to be respectively the
positive and negative indices of inertia of Q (page 187 of [49]). Thus
sign(Q) = n+(Q)− n−(Q). (5.7)
Definition 4. Let τ ≫ 1 be as above. The Maslov index of ϕ is given by
Maslov(ϕ) :=
∑
z∗∈(−∞,τ)
sign Γ(Eu, Es(0, τ), z∗) + n+(Γ(E
u, Es(0, τ), τ)), (5.8)
where the sum is taken over all interior crossings of Eu(0, z) with Σ, the train of Es(0, τ).
Remark 1. The term n+(Γ(E
u, Es(0, τ), τ)) appears in the above definition because τ is an end-
point crossing. As explained in [44], care must be taken with such crossings to ensure that the
Maslov index is additive with respect to concatenation of curves (Theorem 2.3 of [44]). In fact, our
convention differs from that used in [44], in which (1/2)signΓ is assigned to each endpoint of the
curve. We instead use the convention of [6, 29], which is to assign −n−(Q) to crossings at a left
endpoint and n+(Q) to crossings at a right endpoint. In so doing, we ensure that the Maslov index
is an integer as opposed to a half-integer.
The natural choice of reference plane would seem to be V s(0). This is problematic, however,
because we know that Eu(0, z) approaches the train of V s(0) as z →∞; ϕ′ spans the intersection
in the limit. The crossing form would have to approach 0, so it would be impossible to determine
the sign of this final crossing. The idea of pulling back V s(0) slightly to Es(0, τ) is due to Chen
and Hu, see [15]. Using the properties of the Maslov index derived in §2 of [44], they prove that
the Maslov index given by (5.8) is independent of τ . This strategy forces an intersection at the
right endpoint z = τ , since ϕ′(τ) ∈ Eu(0, τ) ∩ Es(0, τ). Assumption (A4) guarantees that this
intersection is one-dimensional, so it suffices to evaluate the crossing form Γ on ϕ′ at z = τ . If the
crossing is in the positive direction, then +1 is contributed to the Maslov index. If the crossing is
negative, then there is no contribution to the Maslov index, by (5.8).
Finally, we remind the reader that it is assumed all crossings with the train are regular. Indeed,
this assumption is necessary if one wishes to define the Maslov index as a homotopy invariant for
non-closed curves [44]. However, this is not a practical concern for Maslov(ϕ), since we have control
over the reference plane in the form of τ . The image of the curve in Λ(2) is independent of τ (other
than where it ends), but by varying τ one could move the singular cycle Σ (which is codimension
one in Λ(2)) to break any tangential (i.e. irregular) crossings, since these are non-generic (c.f. §2.1
of [3]).
The rest of this section is dedicated to proving the formula
(−1)Maslov(ϕ) = signΩ(u1, u4). (5.9)
We will do this through an analysis of the conjugate point τ , which is the right endpoint of the curve
(−∞, τ ] → Eu(0, z) ⊂ Λ(2). This point is critical because it encodes the translation invariance
which necessitates that λ = 0 be an eigenvalue of L. It is therefore not surprising that it should
be the distinguished z value that is used to connect the Evans function and Maslov index. Now,
to calculate the Maslov index, we must have a way of finding the other conjugate points. This is
accomplished through the introduction of the detection form π ∈
(∧2
R
4
)∗
, defined by
π(w1 ∧ w2) = det
[
e−µ1(0)τu1(0, τ), e
−µ2(0)τu2(0, τ), w1, w2
]
. (5.10)
π is called the detection form because it is 0 precisely when the plane W = sp{w1, w2} intersects
Es(0, τ) nontrivially. Thus it detects conjugate points for a curve of Lagrangian planes. This form
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is traditionally called the dual to the characterizing two-vector w1 ∧ w2 for W , see pp. 97-98 of
[19]. We next define a function β : R→ R, which evaluates π on Eu(0, z). Explicitly, we have
β(z) = e−(µ1+µ2)τ−(µ3+µ4)z det[u1(τ), u2(τ), u3(z), u4(z)]. (5.11)
We henceforth suppress the dependence of ui, µi on λ, since we take λ = 0 for this calculation. For
brevity, we also set M(z) = −(µ1 + µ2)τ − (µ3 + µ4)z. Recall that u2 = u3 = ϕ′ for λ = 0, so we
see immediately that β(τ) = 0, since columns two and three are both ϕ′(τ).
Now, we can use (4.2) to rewrite β as
β(z) = −eM(z) det
[
ω(u1(τ), u3(z)) ω(u1(τ), u4(z))
ω(u2(τ), u3(z)) ω(u2(τ), u4(z))
]
. (5.12)
The next ingredient is β′(τ), whose sign we claim will help determine the sign of D′(0). Since
β(τ) = 0, we see that
β′(τ) = −eM(τ) d
dz
[ω(u1(τ), u3(z))ω(u2(τ), u4(z)) − ω(u1(τ), u4(z))ω(u2(τ), u3(z))]
∣∣
z=τ
(5.13)
Before jumping into the product rule expansion, recall that u2(τ) = u3(τ) = ϕ
′(τ), and hence
sp{ui(τ), uj(τ)} is Lagrangian for (i, j) = (1, 2), (1, 3), (2, 4), (3, 4), with ω(u2, u3) = 0 as well. It
follows that the only surviving term is −ω(u1(τ), u4(τ))ω(u2(τ), u′3(τ)). Since M(τ) = −(µ1+µ2+
µ3 + µ4)τ = 2cτ , we conclude that
β′(τ) = Ω(u1, u4)Ω
(
ϕ′(τ), ϕ′′(τ)
)
. (5.14)
The relation to (4.4) is now apparent. Noticing that ϕ′′ = A(0, z)ϕ′, the second term in (5.14) is
the crossing form for the conjugate point z = τ , scaled by a positive factor ecτ . We will show that
the sign of Ω(u1, u4) can be determined from the Maslov index, regardless of the sign of the crossing
at z = τ . The tie that binds the two is β(z). First, from (5.11) we can see that β is asymptotically
constant as z → −∞. Indeed, if τ is large enough, then (2.28) and (3.7) imply that
lim
z→−∞
β(z) ≈ det [η1, η2, η3, η4] = ρ > 0. (5.15)
Thus β(z) > 0 for large, negative z, provided τ is large enough. By definition, zeros of β correspond
to conjugate points for the curve Eu(0, z). Heuristically, the sign of β′(τ) is positive if there are an
odd number of conjugate points (excluding τ) and negative if there are an even number of conjugate
points. Since the Maslov index, roughly speaking, counts the number of conjugate points, its parity
should therefore determine the sign of β′(τ).
To make the preceding precise, we must know a few things about zeros of β and the Maslov
index. First, since an intersection of Eu(0, z) with Es(0, τ) can be one- or two-dimensional, the
contribution to the Maslov index at any (interior) conjugate point is −2,−1, 0, 1, or 2. Since the
parity of the index is unchanged if the contribution is even, we need β to cross through the z−axis
if and only if the crossing is one-dimensional. Obviously, we also need β to have finitely many zeros
for this to make sense. The latter is true if we assume that there are only regular crossings, which
is an assumption needed to define the Maslov index for non-loops in the first place, see [44]. It
turns out that the assumption of regularity is also sufficient for the former. This is the content of
the next two lemmas.
Lemma 4. If z∗ is a conjugate point such that the intersection Eu(0, z∗) ∩ Es(0, τ) = sp{ξ} is
one-dimensional, then the crossing is regular if and only if β′(z∗) 6= 0.
Proof. Let ξ = β1u1(τ) + β2u2(τ) be a vector in the intersection. Let ν be a second basis vector
for Eu(0, z∗). As noted in §4 of [12], ω(ui(τ), ν) 6= 0 (i = 1, 2), else we would have ν ∈ Es(0, z∗),
violating the assumption that the intersection is one-dimensional. Changing to the basis {ξ, ν} of
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Eu(0, z∗) would introduce a nonzero multiple in the expression for β(τ), which we call B. It follows
that
β′(z∗) = BeM(z
∗) {det[u1(τ), u2(τ), A(0, z∗)ξ, ν] + det[u1(τ), u2(τ), ξ, A(0, z∗)ν]}
= BeM(z
∗) det[u1(τ), u2(τ), A(0, z
∗)ξ, ν]
= −BeM(z∗) det
[
ω(u1(τ), A(0, z
∗)ξ) ω(u1(τ), ν)
ω(u2(τ), A(0, z
∗)ξ) ω(u2(τ), ν)
]
.
(5.16)
Since sp{ξ, ν} is a Lagrangian plane, we have
0 = ω(ξ, ν) = β1ω(u1(τ), ν) + β2ω(u2(τ), ν). (5.17)
Without loss of generality, we can assume β2 6= 0, and hence ω(u2(τ), ν) = −β1
β2
ω(u1(τ), ν). Re-
turning to (5.16), we see that
β′(z∗) = −BeM(z∗)
{
−β1
β2
ω(u1(τ), A(0, z
∗)ξ)ω(u1(τ), ν)− ω(u2(τ), A(0, z∗)ξ)ω(u1(τ), ν)
}
=
B
β2
eM(z
∗)ω(u1(τ), ν)ω(β1u1(τ) + β2u2(τ), A(0, z
∗)ξ)
=
B
β2
ω(u1(τ), ν)e
M(z∗)ω(ξ,A(0, z∗)ξ).
(5.18)
Comparing with (5.1), it’s now clear that the crossing is regular if and only if β′(z∗) 6= 0. 
Lemma 5. If z∗ is a conjugate point such that the intersection Eu(0, z∗) ∩ Es(0, τ) is two-
dimensional, then the following are true:
(1) β′(z∗) = 0.
(2) β′′(z∗) 6= 0 ⇐⇒ the crossing at τ is regular.
Proof. Immediately we see that
β′(z∗) = eM(z
∗) {det[u1(τ), u2(τ), A(0, z∗)u3(z∗), u4(z∗)] + det[u1(τ), u2(τ), u3(z∗), A(0, z∗)u4(z∗)]}
= 0,
(5.19)
since there is linear dependence in the first, second and fourth (resp. first, second and third)
columns in the matrix on the left (resp. right). In a similar way, the second derivative is seen to be
β′′(z∗) = 2eM(z
∗) det[u1(τ), u2(τ), A(0, z
∗)u3(z
∗), A(0, z∗)u4(z
∗)] (5.20)
Next, since the crossing is two-dimensional, we have sp{u1(τ), u2(τ)} = sp{u3(z∗), u4(z∗)}, so by
some change of basis in the first two columns of (5.20), we end up with
β′′(z∗) = 2BeM(z
∗) det [u3(z
∗), u4(z
∗), A(0, z∗)u3(z
∗), A(0, z∗)u4(z
∗)]
= −2BeM(z∗) det
[
ω(u3(z
∗), A(0, z∗)u3(z
∗)) ω(u3(z
∗), A(0, z∗)u4(z
∗))
ω(u4(z
∗), A(0, z∗)u3(z
∗)) ω(u4(z
∗), A(0, z∗)u4(z
∗))
]
,
(5.21)
using (4.2). The symplectic version of the matrix in (5.21) is exactly the matrix of the crossing
form Γ in the basis {u3(z∗), u4(z∗)} for Es(0, τ) ∩ Eu(0, z∗). To say that the crossing is regular
then is to say that this matrix does not have zero as an eigenvalue. Since the determinant of this
matrix is the product of the eigenvalues, the Lemma follows. 
These lemmas allow us to conclude the following: consider the curve γ(z), which is Eu(0, z)
restricted to an interval (−∞, τ − ǫ) containing all conjugate points prior to τ . Then
µ(γ,Es(0, τ)) is even ⇐⇒ β′(τ) < 0. (5.22)
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In other words, since β(τ) = 0, the direction in which β(z) crosses through 0 at τ is completely
determined by how many times β(z) passed through the z−axis prior to τ .
To calculate Maslov(ϕ), one would need to know the direction of the final crossing, i.e. the sign
of ω(ϕ′(τ), ϕ′′(τ)). However, this is not needed to prove (5.9). First, assume that Maslov(ϕ) is
even. There are now two possibilities regarding the final crossing at z = τ . If ω(ϕ′(τ), ϕ′′(τ)) > 0,
then this crossing contributes +1 to the index, which means that there were an odd number of
weighted crossings prior to τ : odd +1 = even. (In the above notation, µ(γ,Es(0, τ)) is odd.) Thus
β′(τ) > 0, from which we conclude that Ω(u1, u4) > 0, using (5.14).
On the other hand, if ω(ϕ′(τ), ϕ′′(τ)) < 0, then there must be an even number of weighted
crossings prior to τ , since the last crossing contributes 0 to the count (being a negative crossing).
This implies that β′(τ) < 0. Again using (5.14), we see that Ω(u1, u4) > 0, showing that its
sign does not depend on the direction of the final crossing. An analogous argument shows that
Ω(u1, u4) < 0 if and only if Maslov(ϕ) is odd. This proves the formula (5.9).
6. Application
The Maslov index could be defined in an analogous fashion to Definition 4 for any λ ∈ R.
However, the value λ = 0 plays a distinguished role, since the eigenvalue equation in that case
corresponds to the variational equation for (2.2) along ϕ. One then sees that the unstable bundle
Eu(0, z) is tangent to W u(0) at each point along the wave. (An analogous statement holds for
Es(0, z) and W s(0).) This is observed on page 73 of [2] and page 196 of [51], but the argument is
straightforward enough to outline here. Indeed, a tangent vector to W u(0) at any point of ϕ(z)
can be associated to a one-parameter family ϕs(z) of orbits in W
u(0), where ϕ0(z) = ϕ(z). If this
family is parametrized by s, then Y (z) := ∂sϕs(z)|s=0–the s derivative of ϕs(z) evaluated along ϕ–is
seen to be a solution of the variational equation. Furthermore, the exponential decay in backwards
time of all trajectories in W u(0) guarantees that Y (z) converges exponentially to 0 as well, hence
it is in Eu(0, z).
The upshot of the preceding paragraph is that the Maslov index can be calculated using infor-
mation from the nonlinear system (2.2). This can sometimes be more accessible than analyzing
(2.10) directly. For example, Fenichel theory [22, 33] is an invaluable tool for tracking invariant
manifolds in singularly perturbed systems. These ideas were exploited in [32] to prove that fast
waves for the Fitz-Hugh Nagumo system are stable. In that case, the sign of D′(0) was known by
Evans [21] to be related to how the center-stable and center-unstable manifolds of the fixed point 0
cross; importantly, this was done by augmenting c′ = 0 to the underlying traveling wave equation
(hence the center direction). Similarly, derivatives of D(λ) with respect to various parameters were
used to derive instability criteria in [2, 9, 10, 43], to name a few. The Maslov index analysis herein
differs from those just mentioned in that the speed parameter is fixed. The relevant information
about the twisting of the unstable bundle is contained in the four-dimensional phase space of (2.2).
To expand on this, we consider an example. The paradigmatic activator-inhibitor system is the
aforementioned FitzHugh-Nagumo equation
ut = uxx + f(u)− v
vt = vxx + ǫ(u− γv), (6.1)
where f(u) = u(1 − u)(u − a). Typically, ǫ is taken to be very small, making this a singular
perturbation problem. Furthermore, a satisfies 0 < a < 1/2. The stability of various traveling and
standing fronts and pulses has been studied for the variation of (6.1) in which there is either no
diffusion on v, or the diffusion coefficient is a small parameter, for example [32, 24, 1, 50]. For the
case of equal diffusivities, a stability result for standing waves was obtained in [16].
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It was shown recently [14] using variational techniques that (6.1) possesses fast (i.e. speed
c = O(1) in ǫ) traveling pulses when γ in (6.1) is chosen small enough so that the only fixed point
of the kinetics equation (
u
v
)′
=
(
f(u)− v
ǫ(u− γv)
)
(6.2)
is (u, v) = (0, 0). In another work [17], we offer an existence proof for these waves based on
geometric singular perturbation theory [33]. Furthermore, we prove that these waves are stable
using the Maslov index. As suggested above, the calculation of the index is aided by the timescale
separation inherent in (6.1). The full calculation is lengthy, but we are able to give a taste of it
below. We stress again that the Maslov index is fundamentally different than the orientation index
used in [33, 2], since we do not vary c in order to get the result.
Written as a first-order system, the traveling wave equation for (6.1) is


u
v
w
y


z
=


w
ǫy
−cw − f(u) + v
−cy + γv − u

 . (6.3)
This is a fast-slow system with three fast variables (u,w, y) and one slow variable v. For an overview
of fast-slow systems, we refer the reader to [33, 39].
There is a one-dimensional critical manifold M0 given by
M0 = {(u, v, w, y) : v = f(u), w = 0, y = 1
c
(γv − u)}, (6.4)
which is normally hyperbolic wherever f ′(u) 6= 0. The limiting slow flow on M0 is given by
v˙ = y =
1
c
(γv − f−1(v)), (6.5)
where f−1 is defined separately on three segments of the cubic v = f(u), divided by the two
zeros of f ′(u). Of particular interest are the two outer branches corresponding to the intervals
on which f(u) is strictly decreasing. We call these ML0 and M
R
0 for the left and right branches
respectively. As in the case with no diffusion on v, it can be shown that there is a singular
homoclinic orbit ϕ0 to (0, 0, 0, 0) consisting of alternating fast and slow pieces. Specifically, there
is a value of c < 0 such that a heteroclinic connection exists from (u, v, w, y) = (0, 0, 0, 0) on ML0
to (u, v, w, y) = (1, 0, 0,−1/c) on MR0 . From there, the slow flow carries us up MR0 to a point
q = (f−1(v∗), v∗, 0, (1/c)(γv∗ − f−1(v∗))) at which another heteroclinic connection exists back to
ML0 . After making this fast jump back to M
L
0 , the orbit is closed up by the slow flow returning
to (0, 0, 0, 0). Using the Exchange Lemma [33, 35], this singular orbit can be shown to perturb to
a homoclinic orbit ϕǫ of (6.3) for 0 < ǫ ≪ 1. This, in turn, corresponds to a traveling pulse for
(6.1). The construction of the pulse is very similar to that of the analogous pulses for (6.1) with
no diffusion on v. More details of that construction can be found in [36], or §2 of [32].
The main task in [17] is to use the fast-slow decomposition to calculate the Maslov index. More
specifically, we use the timescale separation to follow the two-dimensional W u(0) around phase
space. This is done by considering separately the fast and slow segments, as well as the transitions
between them. For example, consider Eu(0, z) = Tϕǫ(z)W
u(0) along the fast jump. The direction of
the slow flow on ML0 indicates that both unstable directions for the fixed point 0 are fast. As long
as any conjugate points are regular, then the intersections with the train Σ(Es(0, τ)) will persist to
the ǫ 6= 0 case. We can therefore follow W u(0) along the fast jump from ML0 to MR0 in the reduced
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system 
 uw
y


z
=

 w−cw − f(u)
−cy + γv − u

 . (6.6)
It turns out that the unstable manifold along this jump is easy to describe. Indeed, observe that
the equations for u and w decouple from y. It follows that any solution of (6.6) must project onto
a solution of (
u
w
)′
=
(
w
−cw − f(u)
)
. (6.7)
This is the steady state equation for the traveling fronts considered in [23]. For this system, it is
known [41] that there is a heteroclinic orbit connecting (0, 0) and (1, 0) for the value
c = c∗ =
√
2(a− 1/2) < 0. (6.8)
The profile of this solution is given by
w(u) =
√
2
2
u(1− u), 0 ≤ u ≤ 1. (6.9)
To get the full picture of W u(0), note that the linearization about 0 in (6.6) is given by
 δuδw
δy


′
=

 0 1 0a −c 0
−1 0 −c



 δuδw
δy

 (6.10)
One sees that (0, 0, 1)T is an eigenvector for the matrix in (6.10) with eigenvalue −c > 0. Thus
the second unstable direction is the invariant y direction. It follows that W u(0) for 0 ≤ u ≤ 1 is
a cylinder over the Nagumo front (6.9). A heteroclinic orbit from (0, 0, 0) to (1, 0,−1/c) is then
shown to exist by a shooting argument in this cylinder. By embedding (6.6) in R4 with v = 0 as a
parameter, we see that there is a heteroclinic connection γ(z) from (0, 0, 0, 0) to p = (1, 0, 0,−1/c),
and this orbit is O(ǫ) close to ϕǫ, up to when the landing point p on M
R
0 is reached. Furthermore,
in light of (6.9), we have
Eu(0, z) ≈ TγW u(0) = sp




1
0√
2/2− u√2
0

 ,


0
0
0
1




. (6.11)
Here, the notation Eu(0, z) is used to remind the reader that this is the curve of interest in Λ(2).
Exact values of z are meaningless in this limit, since it takes infinite time for the fast jump. However,
the Maslov index is independent of parametrization; it is only the image of the curve in Λ(2) that
matters, so this analysis still detects any conjugate points that are encountered on the fast jump.
Recalling Definition 4 and the ensuing paragraph, we know that the reference plane should be
V s(0)–the stable subspace of the fixed point 0–flown backwards slightly along the wave. The leading
order approximation to this plane is known from Fenichel theory [22, 33]. This theory says that
M
R/L
0 and their respective stable and unstable manifolds perturb to corresponding objects when
ǫ > 0 is small. Moreover, the foliation of (e.g.) W s(ML0 ) given by the individual stable eigenvectors
along ML0 is preserved as well, see §3.3 of [33]. We can therefore take our reference plane to be
V = sp




1/f ′(uτ )
1
0
(1/c∗)(γ − 1/f ′(uτ ))

 ,


f ′(uτ )
0
f ′(uτ )µ1(uτ )
µ1(uτ )




, (6.12)
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where uτ is the u-coordinate of the point close to 0 on M
L
ǫ at which E
s(0, τ) is pinned. The first
vector in (6.12) is obtained by differentiating the equations defining ML0 with respect to v, and
the second is the stable eigenvector from (6.10), with corresponding eigenvalue µ1(uτ ). One may
object that the first basis vector is a center (not stable) direction when ǫ = 0. However, it becomes
stable when ǫ > 0, and the limit of this subspace as ǫ → 0 is smooth. It is therefore the correct
space to consider in the limit.
By definition, a conjugate point z∗ is a value of z such that Eu(0, z∗) ∩ Es(0, τ) 6= {0}. These
spaces are O(ǫ) close to TγW
u(0) and V respectively, so we detect conjugate points by seeing for
which values of u (the variable parameterizing γ) TγW
u(0) ∩ V 6= {0}. From (6.11) and (6.12), it
is clear such an intersection occurs only when
u =
1
2
− µ1(uτ )√
2
. (6.13)
Since u increases monotonically along the fast jump, there can be at most one conjugate point. A
straightforward calculation from (6.10) and (6.8) shows that there is, in fact, a conjugate point,
since
− a
√
2 < µ1(uτ ) < −
√
2
2
, (6.14)
and the intersection is spanned by
ξ =


f ′(uτ )
0
f ′(uτ )µ1(uτ )
µ1(uτ )

 . (6.15)
To calculate the contribution to the Maslov index, we evaluate the crossing form (5.1) on ξ. Let
uP be the u-coordinate of ϕ0 at the conjugate point z
∗. We then compute
ω(ξ,A(0, z∗)ξ) = −(f ′(uτ ))2(µ1(uτ )2 + cµ1(uτ ) + f ′(uP )). (6.16)
Using (6.8), (6.14), and the value
µ1(uτ ) = − c
2
−
√
c2 − 4f ′(uτ ), (6.17)
it can be shown that the expression in (6.16) is negative, thus the contribution to the Maslov index
is −1 along the fast front.
After landing on the right slow manifold MR0 , the next stage of the singular orbit is to flow
up MR0 to the point q where a second heteroclinic connection exists back to M
L
0 . To determine
the contribution to the Maslov index along this slow piece, we must understand what happens
to W u(0). By Deng’s Lemma [46], we know that W u(0) will be crushed against W u(MR0 ), the
unstable manifold of MR0 . Since each point on M
R
0 has two unstable directions, W
u(MR0 ) is a
three-dimensional set. We must therefore determine which unstable direction is picked out, since
W u(0) is only two-dimensional. Indeed, the underlying orbit itself is tangent (to leading order) to
MR0 , so the configuration of W
u(0) is determined by this second direction, which must be unstable.
It turns out that one can use the symplectic structure to conclude that the strong unstable direction
persists, since we know from §2 that the tangent space to W u(0) must everywhere be a Lagrangian
plane. Armed with this information, it is then possible to show that there is a unique conjugate
point along MR0 –it occurs when ϕ
′ is (to leading order) parallel to TEs(0,τ)M
L
0 . However, the
crossing form calculation in this case indicates that the crossing is in the positive direction, hence
the contribution to the Maslov index is +1.
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One of the challenging aspects of the analysis is determining how the transition from fast to slow
dynamics occurs on the level of tangent planes. Indeed, the curve Eu(0, z) ⊂ Λ(2) is discontinuous
in the singular limit, since the configuration of W u(0) is different upon entering and leaving the
landing point p on MR0 . In [17] we prove that there is no contribution to the Maslov index near
p, nor in the other two “corners” at which fast-to-slow transitions occur. Moreover, in the manner
indicated in this section, we show that there is a single conjugate point on each fast and slow piece
for a total of four; the crossings along the fast jumps are in the negative direction, and the crossings
along the slow pieces are in the positive direction. The last crossing occurs at z = τ , which is the
conjugate point guaranteed to exist by Definition 4. Since this crossing is in the positive direction,
it contributes +1 to the Maslov index (as opposed to 0, c.f. (5.8)). It follows that
Maslov(ϕ) = −1 + 1− 1 + 1 = 0. (6.18)
We show in [17] how this information can be used to prove that the fast traveling waves are
stable. Knowing this, it must therefore be the case that D′(0) > 0, since we know that D(λ) > 0
for λ≫ 1, and there are no positive eigenvalues for L. The calculation outlined above shows that
Maslov(ϕ) = 0 is even, so it must be the case that
∞∫
−∞
ecz
(
(uˆ′)2 − (vˆ
′)2
ǫ
)
dz > 0 (6.19)
as well, in light of Lemma 3. Sure enough, §2 of [14] (particularly equation (2.7) and Lemma 2.1)
can be adapted to show that the inequality (6.19) holds, and hence D′(0) > 0, as expected.
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