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Abstract
An ability to grasp new concepts from their descriptions is one of the key features of
human intelligence, and zero-shot learning (ZSL) aims to incorporate this property
into machine learning models. In this paper, we theoretically investigate two very
popular tricks used in ZSL: “normalize+scale” trick and attributes normalization
and show how they help to preserve a signal’s variance in a typical model during a
forward pass. Next, we demonstrate that these two tricks are not enough to normal-
ize a deep ZSL network. We derive a new initialization scheme, which allows us
to demonstrate strong state-of-the-art results on 4 out of 5 commonly used ZSL
datasets: SUN, CUB, AwA1, and AwA2 while being on average 2 orders faster than
the closest runner-up. Finally, we generalize ZSL to a broader problem — Contin-
ual Zero-Shot Learning (CZSL) and test our ideas in this new setup. The source
code to reproduce all the results is available at https://github.com/universome/czsl.
1 Introduction
A good intelligent system must be able to capture new concepts just by having their descriptions. For
example, when a parent describes to their child how a monster from a fairy tale looks like, the child
does not need to see this monster several times before it will be able to differentiate between monsters
and non-monsters. Unfortunately, modern neural networks still struggle to have such property and
zero-shot learning (ZSL) is a research field that tries to remedy this problem.
In this work, we focus on zero-shot image classification which is a dominant direction in ZSL research
and investigate two ubiquitous tricks that are employed by practitioners: “normalize + scale” trick
and attributes normalization trick. These two tricks are typically motivated by intuition [9] and, to the
best of our knowledge, there is no rigorous understanding of the nature of the benefit they bring.
In this work, we provide a theoretical justification that the real reason why they aid training is the
normalization of a signal during a forward pass by controlling its variance not to vanish or blow
up. Next, we show that just using these two tricks are not enough for the variance control in a deep
architecture. Thus we derive a new initialization scheme that fixes this problem.
We test our approach on 5 commonly used ZSL datasets and obtain state-of-the-art results on 4 of
them. Apart from that, due to its simplicity, our approach is also orders of magnitudes faster to train
than SotA methods.
Apart from this theoretical analysis and the new initialization scheme, we put our hand on generalizing
zero-shot learning to a more broader setup: continual zero-shot learning (CZSL). An ability to acquire
new knowledge without forgetting it afterwards is an essential property for any intelligent system
and it motivates us to consider this property in ZSL models as well. We develop ideas of [11] in this
direction and formulate a new scenario for training ZSL agents. We also generalize existing ZSL
metrics to assess a model’s behaviour for the new setup and test our approach with the corresponding
baselines in this playground.
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2 Related work
Zero-shot learning (ZSL) has a long-standing history [41] and nowadays people employ zero-shot
models not only for image classification, but also for object detection, text classification, named entity
recognition, semantic segmentation and many other tasks [52, 4, 5].
In the image classification domain, people tend to build their models not in a raw pixel space, but
in some feature space, where features are computed either using classical computer vision methods
[30, 43] or extracted from a pretrained encoder [49]. ZSL methods for image classification can
be roughly divided into two groups: generative-based and embedding-based. The main goal for
generative-based approaches is to build a conditional generative model that would synthesize images
conditioned on class descriptors [50, 55, 13, 23, 22, 35]. At test time, one then generates a synthetic
classification dataset using unseen class attributes and uses it to train a traditional classifier or to
perform kNN-classification for the test images. Embedding-based approaches try to find such a
mapping that embeds attributes in the feature space in such a way that the images have small distance
with attribute embeddings of the corresponding class [43, 18, 1, 54].
There are two almost ubiquitous tricks that are used in the embedding-based ZSL: “normalize+scale”
and attributes normalization. The first one is about using cosine similarity with the additional large
scaling instead of the dot product while computing the logits [38, 39, 53]. The second trick is the
division of attributes by their L2 norm instead of converting them to zero-mean and unit variance
[8, 38, 53, 55] as is usually done for input data. These two tricks are crucial for good performance
and Table 1 ablates their importance.
Our work continues the development of the embedding-based ZSL and we build upon a deep attribute
embedder, similar to [38]. But in our case we do not use the episodic training and optimize our
models with a traditional optimization procedure. We theoretically investigate how the above two
tricks control a signal’s variance inside a model and show that they are not enough to normalize a
deep attribute embedder. To alleviate this issue we propose a proper initialization scheme which is
based on a different initialization variance and a dynamic standardization layer.
One of the most influential works on initialization is Xavier’s init [20] where authors showed how to
preserve the variance during a forward pass. [25] applied similar analysis but taking ReLU activations
into account. Apart from these two dominating methods, there are some less frequently used ones. For
example, there is a growing interest in two-step [31], data-dependent [34] and orthogonal initialization
schemes [26]. However, the importance of a good initialization for attribute embedding functions in
zero-shot learning is not well understood and our work aims to fill this gap.
In [6], authors developed a proper initialization scheme for hypernetworks [24, 29] and it was their
analysis that motivated our work. Hypernetworks seem similar in nature to attribute embedding
models since both of them generate a classification matrix, but they are very different under the
hood. Our scenario differs from [6] in several principal ways: a) we consider transformation
y = x>WH(A) instead of y = x>WH(a) (here W is a 3D matrix); b) we do not have an
independence assumption for attribute vectors; c) we do not have a zero-mean assumption for
attribute vectors; and d) we do not consider the covariance matrix of the form σ2I . Without these
four conditions it would be unrealistic to apply the analysis of [6] for ZSL due to the nature of the
models and training procedures used in ZSL. We elaborate on this in Section 3 and Appendix G.
A closely related branch of research is the development of normalization layers for deep neural
networks [27, 3, 47] since they also influence a signal’s variance. When one applies BatchNorm
before a non-linearity or when batchnorm is used with piecewise-linear activations (like ReLU or
LeakyReLU [21, 51]) then it provides invariance to initialization scale since this scaling constant
vanishes during BatchNorm transformation. However, the proposed standardization layer (see Section
3) is perceived not as a traditional normalization operation, but as a theoretically required part of the
initialization scheme.
A large part of our work is devoted to continual zero-shot learning: a new problem for ZSL agents
that is inspired by continual learning ideas [32]. In this way, it is a development of the scenario
proposed in [11], but authors there cared only about ZSL performance one task ahead. In [28, 40]
authors motivate the use of task descriptors for zero-shot knowledge transfer, but in our work we
consider class descriptors instead. We defined CZSL as a generalized version of ZSL which allows
us to naturally employ all the existing ZSL metrics to our new setup.
2
3 Normalization in Zero-Shot Learning
3.1 Notation
A usual zero-shot learning setup considers an access to the following datasets: dataset of seen images
with their labels Ds = {xsi , ysi }Nsi=1; dataset of unseen images with their labels Du = {xui , yui }Nui=1;
set of class descriptors for seen classes As = {ai}Csi=1; set of class descriptors for unseen classes
Au = {ai}Cui=1. Here Ns, Nu, Cs, Cu are amount of seen images, amount of unseen images, amount
of seen classes and amount of unseen classes respectively. DatasetDs is split into two non-intersecting
parts: Dstr and D
s
ts — training seen and testing seen datasets. During training we have an access only
to Dstr and A
s, and after it is done we evaluate the model on Dsts and D
u with an additional access to
Au. So the main goal for zero-shot learning is, given a dataset of seen classes, to build such a model
that would have a good performance both on seen and unseen ones [49].
A typical embedding-based approach includes attribute embedder Fθ : ac → fc ∈ Z where ac is a
vector of attributes for class c and Z is the feature space for images, which is usually obtained by a
fixed encoder E : X → Z [49]. The goal of embedding-based methods is to optimize a cross-entropy
loss between the true classes and the predicted ones, where the logit yˆc for class c is computed as:
yˆc =
f>c z
‖fc‖‖z‖ . (1)
Transformation Fθ is usually fairly simple [38] and in many cases even linear [43, 14] and it is the
training procedure and different regularization schemes that carry the main load.
The goal of a good initialization scheme is to hold the signal inside a model from severe fluctuations.
A zero-shot learning classifier can be seen as a “normal” one, but with a fixed body and a dynamic
head, i.e. parameters for the output projection matrix are computed from class attributes by Fθ:
yˆ =WθE(x), (2)
where, with a slight abuse of notation, Wθ = Fθ(A) for matrix of class attributes A. This parameter
matrix Wθ changes on each iteration which makes it especially important to make the signal not to
fluctuate too much.
For a traditional classifier, the output matrix is initialized in such a way that the variance is preserved
either for a forward pass (fan-in mode) or for a backward pass (fan-out mode). And it will be good
for us to have such properties for ZSL models as well.
3.2 Understanding “normalize + scale” trick
One of the most popular “tricks” among zero-shot learning practitioners is the normalization of
vectors z and fc to a unit norm followed by additional scaling afterwards [38, 53]. In other words, a
logit for class c is computed as:
yˆc =
(
γ · z‖z‖
)>(
γ · fc‖fc‖
)
, (3)
where γ is a hyperparameter that is usually set in the range [5, 10] and sometimes optimized with the
rest of the weights [38]. It is not hard to see that this is equivalent to using the previously mentioned
cosine similarity followed by a large scaling by γ2:
yˆc = γ
2 z
>fc
‖z‖‖fc‖ (4)
But why do we need it?
Statement 1 (informal). “Normalize+scale” trick forces the variance for yˆc to be approximately
equal to:
Var [yˆc] ≈ γ4 dz
(dz − 2)2 , (5)
where dz is the dimensionality of the feature space (see Appendix A for the assumptions, derivation
and the empirical study). This formula demonstrates 2 things:
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1. If one uses cosine similarity without scaling, then the variance for yˆc will be extremely low
(especially for large dz); our model will always output almost uniform distribution and the
training would stale due to vanishing gradients out of the start. So the community came up
with this “scaling” trick not being rigorously sure of why it works.
2. We cannot influence the variance of yˆc by changing the variance of weights Wθ since it just
does not depend on it.
In our experiments we found that the results are very sensitive to the value of γ and usually a
practitioner has to perform an extensive search to find the optimal value. But our formula suggests
another strategy of picking it: one can obtain any desired variance ν = Var [yˆc] by setting γ to:
γ =
(
ν · (dz − 2)2
dz
) 1
4
(6)
For example, for Var [yˆc] = ν = 1 and dz = 2048 (dimensionality of ResNet-101 feature space)
we obtain γ ≈ 6.78, which falls right in the middle of [5, 10] — a usual search region in ZSL
implementations for the optimal value for γ. The above consideration not only gives a theoretical
understanding of the trick, which we believe is important on its own right, but also allows to speed up
the search by either picking the predicted “optimal” value for γ or by searching in its vicinity.
3.3 Understanding attributes normalization trick
In the previous subsection it was shown that “normalize+scale” trick makes the variances of yˆc
be independent from variance of weights, features and attributes. This can create an impression
that it does not matter how we initialize the weights — normalization would undo any fluctuations.
However it is not true, because it is still important how the signal flows “under the hood”, i.e. for
an unnormalized and unscaled logit value y˜c = z>fc. Another very common trick among ZSL
researchers is the normalization of attribute vectors to a unit norm, i.e. replacing a with a/‖a‖ [8].
In this subsection we provide some theoretical underpinnings of its importance.
Let’s first consider a linear case for Fθ, i.e. Fθ = V ∈ Rdz×da and Wθ = V A for matrix of class
attributes A ∈ Rda×K , where da is the attributes dimensionality and K is the number of classes.
Usually, to derive an initialization scheme people use 3 strong assumptions for any random vector
that is encountered [20, 25, 6]: 1) coordinates have zero-mean 2) coordinates are independent from
each other; and 3) the covariance matrix is of the form σ2I .
But in ZSL world, these assumptions are safe to assume only for feature vector z but not for attribute
vector a, because for the commonly used datasets an attribute vector does not have zero mean, does
not have the same variance across dimensions and, of course, different dimensions are not independent
from each other (see Appendix B). That motivates us to derive the variance for yˆc without relying on
them.
Statement 2 (informal). Attributes normalization trick forces the variance of pre-logit value y˜c to
have the variance (see Appendix B for the formal statement and the proof):
Var [y˜c] = dz · Var [zi] · Var [Vij ] · E
a
[‖a‖22] (7)
So now if one wants to preserve the variance from z to y˜, they obtain the following formula for the
required variance of Vij :
Var [y˜c] = Var [zi] =⇒ Var [Vij ] = 1
dz · E
a
[‖a‖22]
(8)
This formula for variance is identical to Xavier fan-out initialization (we consider a linear transfor-
mation for Fθ here), but with the additional scaling by 1/E
a
[‖a‖22]. And when one uses “attributes
normalization” trick, they effectively remove this additional requirement for initialization, since after
applying this trick we have E
a
[‖a‖22] = 1.
3.4 Normalization in deeper models
What happens when Fθ is not linear? Imagine that Fθ = V ◦Hϕ, i.e. a transformation Hϕ followed
by a linear operator V . Let h = Hϕ(a) be the output of Hϕ.
4
The analysis of this case is equivalent to the analysis of a linear one but now we use h everywhere
instead of a. In a word, we would like to initialize the matrix V s.t.:
Var [Vij ] =
1
dz · E
h
[‖h‖22]
(9)
This initialization is now dependent on the magnitude of h, so normalizing attributes to a unit norm
will not help us anymore to preserve the variance. To initialize the weights of V using this formula
one would need to use a two-step initializition: first initializing Hϕ, then computing E
h
[‖h‖22] and
then initializing V . This is tiresome and not reliable since E
h
[‖h‖22] changes on each iteration, so
we propose a more elegant solution: to perform a dynamic standardization procedure for h. In other
words, on each iteration we normalize a batch of hidden states h1, ...,hK by subtracting its mean and
dividing by its standard deviation. This is equivalent to batch normalization layer [27], but without
any training parameters. In other words, we insert aforementioned standardization layer S between
V and Hϕ:
Fθ = V ◦ S ◦Hϕ (10)
This does not add any additional parameters and has imperceptible computational overhead. At test
time, we use statistics accumulated during training, just like batch norm does.
Layer S forces h to have zero mean and unit standard variance, which allows us to have a constant
value for the expectation of its squared norm (see details in Appendix C):
E
h
[‖h‖22] = dh, (11)
where dh is the dimensionality of h. This produces a more concise formula for initializing V :
Var [Vij ] =
1
dzdh
. (12)
To summarize, our proposed method incorporates both these ideas: standardization procedure (10)
and initialization of the output matrix using the variance formula (12).
Statement 3 (informal). If one uses proper variance value for initialization (12) together with the
standardization layer (10) then the variance between z and y˜ for deep attribute embedder Fθ is
preserved.
4 Continual Zero-Shot Learning
In continual learning (CL), a model is being trained on a sequence of tasks that arrive one by one.
Each task is defined by a dataset Dt = {xti, yti}Nti=1 of size Nt. The goal of the model is to master all
the tasks sequentially in such a way that at each task t it has good performance both on the current
task and all the previously observed ones. In this section we develop the ideas of [11] and formulate
a Continual Zero-Shot Learning (CZSL) problem.
Like in CL, CZSL also assumes a sequence of tasks, but now each task is a zero-shot learning problem.
This means that apart from Dt we also receive a set of the corresponding class descriptions At for
each task t. In this way, traditional zero-shot learning can be seen as a special case of CZSL with
just two tasks. In [11], authors evaluate their zero-shot models on each task individually, without
considering the joint classification space. For example, to measure a model’s performance on unseen,
they look only one step ahead, which may gives a limited picture of the model’s quality. Instead, we
borrow ideas from Generalized ZSL [10, 49], and propose to measure the performance on all the seen
and all the unseen data for each task. More formally, we have the following datasets:
D≤t =
t⋃
r=1
Dr D>t =
T⋃
r=t+1
Dr A≤t =
t⋃
r=1
Ar A>t =
T⋃
r=t+1
Ar (13)
which are the dataset of all seen data, dataset of all unseen data, dataset of seen class attributes and
the dataset of unseen class attributes respectively. We will use subscripts “tr”/“ts” to differentiate
between train/test data like we did in Section 3.
Our metrics are based on generalized accuracy (GA) [10, 49, 15] for ZSL. “Traditional” seen (unseen)
accuracy computation discards unseen (seen) classes from the prediction space, thus making the task
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easier, since the model has fewer classes to be distracted with. For generalized accuracy, we always
consider the joint space of both seen and unseen. This gives three metrics: GZSL-S (generalized
accuracy on seen), GZSL-U (generalized accuracy on unseen) and GZSL-H (a harmonic mean
between GZSL-S and GZSL-U).
Our metrics for CZSL use ZSL metrics under the hood. Namely, we propose the following evaluation
measures:
• Mean Seen Accuracy (mSA). We compute GZSL-S after tasks t = 1, .., T and take the
average:
mSA(F ) =
1
T
T∑
t=1
GZSL-S(F,D≤tts , A
≤t) (14)
• Mean Unseen Accuracy (mUA). We compute GZSL-U after tasks t = 1, ..., T − 1 (we do
not compute it after task T since D>T = ∅) and take the average:
mUA(F ) =
1
T − 1
T−1∑
t=1
GZSL-U(F,D>tts , A
>t) (15)
• Mean Harmonic Seen/Unseen Accuracy (mH). We compute GZSL-H after tasks t =
1, ..., T − 1 and take the average:
mH(F ) =
1
T − 1
T−1∑
t=1
GZSL-H(F,D≤tts , D
>t
ts , A) (16)
• Mean Area Under Seen/Unseen Curve (mAUC). We compute AUSUC [10] after tasks
t = 1, ..., T − 1 and take the average:
mAUC(F ) =
1
T − 1
T−1∑
t=1
AUSUC(F,D≤tts , D
>t
ts , A) (17)
• Mean Joint Accuracy (mJA). On each task t we compute the generalized accuracy on all the
test data we have for the entire problem.
mJA(F ) =
1
T
T∑
t=1
ACC(F,Dts, A) (18)
This metric allows us to understand how far behind a model is from the traditional supervised
classifiers. A perfect model would be able to generalize on all the unseen classes from the
very first task and maintain the performance on par with normal classifiers.
These metrics are a natural extension of the corresponding ZSL metrics and help to evaluate ZSL
capabilities of a model. Apart from them, we also use a popular forgetting measure [40, 11] to see if
the model is capable of preserving its previously acquired knowledge.
5 Experiments
5.1 Model
In all the experiments we use the same model architecture for our attribute embedder Fθ as in [38].
For ZSL experiments, we used an ImageNet-pretrained ResNet-101 features provided by [49] to be
comparable with the other methods. For CZSL experiments, we used ResNet-18 model as an image
encoder Eϕ which we train jointly with Fθ . Specifically, it is a fully-connected neural network with
a single hidden layer of dimensionality dh. In [38] authors used dh = 1600 for all the datasets, but
in our experiments we found it beneficial to decrease the number of hidden units for smaller-scale
datasets like CUB [46] or aPY [16]. For the proposed initialization scheme, we also insert the
standardization layer as described in Section 3. We compare to 3 baseline initializations: Kaiming
fan-in and fan-out inits and Xavier init [20]. Hyperparameter details for each dataset are described in
Appendix D and Appendix E.
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Table 1: GZSL Seen/Unseen Harmonic mean for ZSL experiments. “AN” stands for “attributes
normalization”, “NS” — for “normalize+scale” trick.
SUN CUB AwA1 AwA2 aPY
DEM [54] 25.6 29.2 47.3 45.1 19.4
LATEM [48] 19.5 24.0 13.3 20.0 0.2
ALE [36] 26.3 34.4 27.5 23.9 8.7
DEVISE [18] 20.9 32.8 22.4 27.8 9.2
SJE [37] 19.8 33.6 19.6 14.4 6.9
ESZSL [43] 15.8 21.0 12.1 11.0 4.6
SYNC [7] 13.4 19.8 16.2 18.0 13.3
SAE [33] 11.8 13.6 3.5 2.2 0.9
GFZSL [45] 0.0 0.0 3.5 4.8 0.0
RelatNet [44] - 47.0 46.7 45.3 -
SP-AEN [12] 30.3 46.6 - 37.1 22.6
PSR [2] 26.7 33.9 - 32.3 21.4
GAZSL [55] 26.7 - - 15.4 24.0
cycle-(U)WGAN [17] 24.4 - - 19.2 23.6
DCN [39] 30.2 38.7 - 39.1 23.9
f-CLSWGAN [50] 39.4 49.7 59.6 17.6 21.4
CIZSL [13] 27.8 - - 24.6 26.2
CVC-ZSL [38] 39.3 47.5 69.1 66.7 39.0
Xavier 33.0 (± 0.6) 46.4 (± 0.9) 57.1 (± 1.2) 51.2 (± 2.3) 16.5 (± 2.1)
Kaiming fan-in 31.5 (± 0.8) 46.7 (± 0.8) 54.0 (± 2.2) 52.1 (± 1.8) 17.3 (± 2.3)
Kaiming fan-out 32.2 (± 0.8) 46.6 (± 0.8) 54.3 (± 1.4) 52.7 (± 2.0) 18.3 (± 1.5)
Ours 41.7 (± 0.6) 49.7 (± 0.7) 69.3 (± 0.9) 68.0 (± 1.2) 21.4 (± 2.3)
w/o NS 14.6 (± 0.5) 21.0 (± 2.3) 27.4 (± 14.7) 38.6 (± 4.2) 4.7 (±3.2)
w/o AN 41.2 (± 0.3) 47.3 (± 0.7) 68.9 (± 1.7) 63.0 (± 1.7) 16.2 (± 8.9)
w/o NS, w/o AN 17.3 (± 1.1) 12.7 (± 0.8) 33.5 (± 4.8) 32.1 (± 4.0) 0.9 (± 1.7)
5.2 ZSL experiments
For our ZSL experiments we use five standard datasets: SUN [42], CUB [46], AwA1, AwA2 [49]
and aPY [16]. We use the extracted ResNet-101-features and the proposed splits provided by [49]
and refer a reader to [49], Table 1 for detailed dataset statistics. To perform cross-validation we
first allocate 10% of seen classes for a validation unseen data (for AwA1 and AwA2 we allocated
15% since there are only 40 seen classes). Then we allocate 10% out of the remaining 85% of the
data for validation seen data. This means that in total we allocate ∼ 30% of all the seen data to
perform validation. Since our experiments are very fast to run we perform cross-validation, allocating
validation data randomly for different runs.
We found it beneficial to train the model for different number of epochs and different learning rates
for different datasets. All the training details can be found in Appendix D or the provided source
code. For small datasets like CUB, SUN and aPY we use label smoothing to regularize the model
(we also apply it for the baseline methods as well).
We evaluate the model on the corresponding test datasets using 5 metrics: ZSL-accuracy (i.e. accuracy
on unseen), GZSL seen accuracy (GZSL-S), GZSL unseen accuracy (GZSL-U), GZSL-S/GZSL-U
harmonic mean (GZSL-H) and AUSUC [10]. The main metric usually considered by practitioners
for evaluation is GZSL-H so report it for our method, our baseline initializations and other reference
baselines in Table 1. For ZSL accuracy, GZSL-S, GZSL-U and GZSL-AUSUC we refer a reader to
Appendix D.
What is especially attractive about our method is its training speed. Since it is just a 2-layer MLP
optimized without any bells and whistles on a relatively small datasets, the training is much faster
compared to the modern sophisticated ZSL approaches. We use official open source implementations
of [38] and [13] to measure their corresponding optimization duration for different datasets. We
picked these two methods because they demonstrate state-of-the-art results and belong to two different
families of ZSL methods: [38] is an embedding-based and [13] is generative-based. We benchmark
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Table 2: Training time for the selected methods.
SUN CUB AwA1 AwA2 aPY
CIZSL [13] 3 hours 2 hours 1.5 hours 1.5 hours 1 hour
CVC-ZSL [38] 4 hours 4 hours 1.5 hours 1.5 hours 1.5 hours
Ours 1 minute 30 seconds 40 seconds 1.5 min 30 seconds
Table 3: Continual Zero-Shot Learning results
SUN CUB
mAUC mH mJA Forgetting mAUC mH mJA Forgetting
Kaiming fan-in 1.8 ± 0.2 8.9 ± 0.7 9.4 ± 0.5 0.04 ± 0.01 3.3 ± 0.8 12.9 ± 1.8 10.5 ± 1.9 0.11 ± 0.03
Kaiming fan-out 1.6 ± 0.3 8.6 ± 1.2 9.0 ± 0.9 0.03 ± 0.01 3.5 ± 0.7 13.5 ± 1.4 11.3 ± 1.5 0.11 ± 0.03
Xavier 1.7 ± 0.3 8.9 ± 1.3 9.3 ± 0.8 0.04 ± 0.01 3.1 ± 0.4 12.4 ± 1.0 10.8 ± 1.3 0.11 ± 0.03
Ours 2.4 ± 0.3 10.5 ± 0.9 11.1 ± 0.7 0.03 ± 0.01 3.6 ± 0.8 13.2 ± 1.5 11.8 ± 1.9 0.02 ± 0.02
our approach and include the comparison in Table 2 on NVidia GeForce RTX 2080 Ti. As one can
clearly see from the results, our method outperforms existing models in terms of optimization speed
by orders of magnitude.
5.3 CZSL experiments
We test our approach in CZSL scenario on two datasets: CUB [46] and SUN [42]. CUB dataset
contains 200 classes which we randomly split into 20 tasks, 10 classes per task. SUN dataset contains
717 classes which we randomly split into 15 tasks, the first 3 tasks have 47 classes and the rest of
them have 48 classes each (717 classes are difficult to separate evenly). We use official train/test
splits for training and testing.
We follow the proposed cross-validation procedure from [11]. Namely, for each run we allocate the
first 3 tasks for hyperparameter search, validating on the test data. After that we reinitialize the model
from scratch and train on the rest of the tasks. This reduces the effective number of tasks by 3, but
provides a more fair way to perform cross-validation [11]. For cross-validation, we use identical
search pools of hyperparameter values for all the presented models. We use ResNet-18 model for
both datasets as an image encoder Eϕ, pretrained on ImageNet. An important difference compared
to ZSL setup is that we do not keep image encoders fixed and train them jointly with the model. All
the other hyperparameter details and additional evaluation studies can be found in Appendix E or the
accompanying source code.
As one can see from Table 3, our proposed initialization scheme significantly outperforms commonly
used ones that were supposed to control the variance of a signal. Besides, our approach also enjoys
lesser forgetting which is an important property for continually trained models. However, we are still
far behind traditional supervised classifiers as one can infer from mJA metric. For example, some
state-of-the-art approaches on CUB surpass 90% accuracy [19] which is drastically larger compared
to what the considered approaches achieve. Figures 1a and 1b visualizes the learning dynamic of our
approach vs baselines. They start approximately equally and the gap increases the more tasks the
model learns.
6 Conclusion
In this work, we provided theoretical groundings for two popular tricks used in zero-shot learning:
“normalize+scale” trick and attributes normalization. We demonstrated that they aid training by
controlling the variance during a forward pass in a linear model and for a deeper one, they are not
enough to keep a signal from fluctuations. This motivates us to develop a new initialization scheme
that fixes this problem and allows to obtain strong state-of-the-art results on 4 out of 5 commonly used
ZSL datasets both in terms of the qualitative performance and training speed. Next, we generalize
zero-shot learning into a broader setting of continual zero-shot learning. We propose several metrics
8
4 5 6 7 8 9 10 11 12 13 14
Task
4
6
8
10
12
14
Ha
rm
on
ic 
m
ea
n
Kaiming init [fan-in]
Kaiming init [fan-out]
Xavier
Ours
(a) Harmonic Mean for SUN dataset after each task
4 5 6 7 8 9 10 11 12 13 14
Task
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Co
nt
in
ua
l A
US
UC
Kaiming init [fan-in]
Kaiming init [fan-out]
Xavier
Ours
(b) AUSUC for SUN dataset after each task
Figure 1: CZSL results for SUN dataset
for it and test our ideas in this new scenario. We believe that our work will spur the development of
stronger zero-shot systems and motivate their deployment in real-world applications.
Broader Impact
Our methods is a natural step in pushing zero-shot learning further and we believe that zero-shot
learning on its own is no more harmful than any other machine learning research direction. It is a
humble part of the general development of artificial intelligence that can lead to ethical issues or
unfavorable societal consequences only when used improperly.
Our ideas should be helpful to other ZSL practitioners since they shed light on several not-well-
understood heuristics and provide ways to build ZSL models more rigorously. Our proposal of
continual zero-shot learning should motivate researchers to consider more complex real-world
scenarios of training their systems. The proposed method can potentially leverage some biases in a
dataset if they would help it to achieve higher performance.
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A “Normalize + scale” trick
As being discussed in Section 3.2, “normalize+scale” trick changes the logits computation from a usual dot
product to the scaled cosine similarity:
yˆc = 〈z,fc〉 =⇒ yˆc =
〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉
, (19)
where yˆc is the logit value for class c; z is an image feature vector; fc is the attribute embedding for class c:
fc = Fθ(ac) = V Hϕ(ac) (20)
and γ is the scaling hyperparameter. Let’s denote a penultimate hidden representation of Fθ as hc = Hϕ(ac).
We note that in case of linear Fθ , we have hc = ac. Let’s also denote the dimensionalities of z and hc by dz
and dh.
A.1 Assumptions
To derive the approximate variance formula for yˆc we will use the following assumptions and approximate
identities:
(i) All weights in matrix V :
• are independent from each other and from zk and hc,i (for all k, i);
• E [Vij ] = 0 for all i, j;
• Var [Vij ] = sv for all i, j.
(ii) There exists  > 0 s.t. (2 + )-th central moment exists for each of hc,1, ..., hc,dh . We require this
technical condition to be able apply the central limit theorem for variables with non-equal variances.
(iii) All hc,i, hc,j are independent from each other for i 6= j. This is the least realistic assumption from
the list, because in case of linear Fθ it would be equivalent to independence of coordinates in attribute
vector ac. We are not going to use it in other statements. As we show in Appendix A.3 it works well
in practice.
(iv) All fc,i, fc,j are independent between each other. This is also a nasty assumption, but more safe to
assume in practice (for example, it is easy to demonstrate that Cov [fc,i, fc,j ] = 0 for i 6= j). We are
going to use it only in normalize+scale approximate variance formula derivation.
(v) z ∼ N (0, szI). This property is safe to assume since z is usually a hidden representation of a deep
neural network and each coordinate is computed as a vector-vector product between independent
vectors which results in the normal distribution (see the proof below for fc  N (0, sfI)).
(vi) For ξ ∈ {z,fc} we will use the approximations:
E
[
ξi · 1‖ξ‖2
]
≈ E [ξi] · E
[
1
‖ξ‖2
]
and E
[
ξiξj · 1‖ξ‖22
]
≈ E [ξiξj ] · E
[
1
‖ξ‖22
]
(21)
This approximation is safe to use if the dimensionality of ξ is large enough (for neural networks
it is definitely the case) because the contribution of each individual ξi in the norm ‖ξ‖2 becomes
negligible.
A.2 Formal statement and the proof
Statement 1 (Normalize+scale trick). If conditions (i)-(vi) hold, then:
Var [yˆc] = Var
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉]
≈ γ
4dz
(dz − 2)2 (22)
Proof. First of all, we need to show that fc,i  N (0, sf ) for some constant sf . Since
fc,i =
dh∑
j=1
Vi,jhc,j (23)
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from assumption (i) we can easily compute its mean:
E [fc,i] = E
[
dh∑
j=1
Vi,jhc,j
]
(24)
=
dh∑
j=1
E [Vi,jhc,j ] (25)
=
dh∑
j=1
E [Vi,j ] · E [hc,j ] (26)
=
dh∑
j=1
0 · E [hc,j ] (27)
= 0. (28)
and the variance:
Var [fc,i] = E
[
f2c,i
]− (E [fc,i])2 (29)
= E
[
f2c,i
]
(30)
= E
( dh∑
j=1
Vi,jhc,j
)2 (31)
= E
 dh∑
j,k=1
Vi,jVi,khc,jhc,k
 (32)
Using E [Vi,jVi,k] = 0 for k 6= j, we have:
= E
[
dh∑
j
V 2i,jh
2
c,j
]
(33)
=
dh∑
j
E
[
V 2i,j
]
E
[
h2c,j
]
(34)
Since sv = Var [Vi,j ] = E
[
V 2i,j
]− E [Vi,j ]2 = E [V 2i,j], we have:
=
dh∑
j
svE
[
h2c,j
]
(35)
= scE
[
dh∑
j
h2c,j
]
(36)
= svE
[‖hc‖22] (37)
= sf (38)
(39)
Now, from the assumptions (ii) and (iii) we can apply Lyapunov’s Central Limit theorem to fc,i, which gives us:
1√
sf
fc,i  N (0, 1) (40)
For finite dh, this allows us say that:
fc,i ∼ N (0, sf ) (41)
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Now note that from (vi) we have:
E [yˆc] = E
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉]
(42)
= γ2
〈
E
[
z
‖z‖
]
,E
[
fc
‖fc‖
]〉
(43)
≈ γ2E
[
1
‖z‖
]
· E
[
1
‖fc‖
]
· 〈E [z] ,E [fc]〉 (44)
= γ2E
[
1
‖z‖
]
· E
[
1
‖fc‖
]
· 〈0,0〉 (45)
= 0 (46)
Since ξ ∼ N (0, sξ) for ξ ∈ {z,fc}, dξ‖ξ‖22 follows scaled inverse chi-squared distribution with inverse variance
τ = 1/sξ, which has a known expression for expectation:
E
[
dξ
‖ξ‖22
]
=
τdξ
dξ − 2 =
dξ
sξ(dξ − 2) (47)
Now we are left with using approximation (vi) and plugging in the above expression into the variance formula:
Var [yˆc] = Var
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉]
(48)
= E
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉2]
− E
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉]2
(49)
≈ E
[〈
γ
z
‖z‖ , γ
fc
‖fc‖
〉2]
− 0 (50)
= γ4E
[
(z>fc)2
‖z‖2‖fc‖2
]
(51)
≈ γ4E
[
(z>f)2
]
· E
[
1
dz
· dz‖z‖2
]
· E
[
1
dz
· dz‖fc‖2
]
(52)
=
γ4
d2z
· E
fc
[
f>c E
z
[
zz>
]
fc
]
· dz
sz(dz − 2) ·
dz
sf (dz − 2) (53)
= γ4E
fc
[
f>c s
zIdzfc
]
· 1
szsf (dz − 2)2 (54)
= γ4E
[
dz∑
i=1
f2c,i
]
· 1
sf (dz − 2)2 (55)
= γ4dz · sf · 1
sf (dz − 2)2 (56)
=
γ4dz
(dz − 2)2 (57)
(58)
A.3 Empirical validation
In this subsection, we validate the derived approximation empirically. For this, we perform two experiments:
• Synthetic data. An experiment on a synthetic data. We sample x ∼ N (0, Id),y ∼ N (0, Id) for
different dimensionalities d = 32, 64, 128, ..., 8192 and compute the cosine similarity:
z =
〈
γx
‖x‖ ,
γy
‖y‖
〉
(59)
After that, we compute Var [z] and average it out across different samples. The result is presented on
figure 2a.
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Figure 2: Empirical validation of the derived approximation for variance (22)
• Real data. We take ImageNet-pretrained ResNet101 features and real class attributes (unnormalized)
for SUN, CUB, AwA1, AwA2 and aPY datasets. Then, we initialize a random 2-layer MLP with 512
hidden units, and generate real logits (without scaling). Then we compute mean empirical variance
and the corresponding standard deviation over different batches of size 4096. The resulted boxplots
are presented on figure 2b.
In both experiments, we computed the logits with γ = 1. As one can see, even despite our demanding
assumptions, our predicted variance formula is accurate for both synthetic and real-world data.
B Attributes normalization
We will use the same notation as in Appendix A. Attributes normalization trick normalizes attributes to the unit
l2-norm:
ac 7−→ ac‖ac‖2 (60)
We will show that it helps to preserve the variance for pre-logit computation when attribute embedder Fθ is
linear:
y˜c = z
>F (ac) = z
>V ac (61)
For a non-linear attribute embedder it is not true, that’s why we need the proposed initialization scheme.
B.1 Assumptions
We will need the following assumptions:
(i) Feature vector z has the properties:
• E [z] = 0;
• Var [zi] = sz for all i = 1, ..., dz .
• All zi are independent from each other and from all fc,j .
(ii) Weight matrix V is initialized with Xavier fan-out mode, i.e. Var [Vij ] = 1/dz and are independent
from each other.
Note here, that we do not have any assumptions on ac. This is the core difference from [6] and is an essential
condition for ZSL (see Appendix G).
B.2 Formal statement and the proof
Statement 2 (Attributes normalization for a linear embedder). If assumptions (i)-(ii) are satisfied and ‖ac‖2 = 1,
then:
Var [y˜c] = Var [zi] = sz (62)
Proof. Now, note that:
E [y˜c] = E
[
z>V ac
]
= E
V,ac
[
E
z
[
z>
]
V ac
]
= E
[
0>V ac
]
= 0 (63)
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Then the variance for y˜c has the following form:
Var [y˜c] = E
[
y˜2c
]− E [y˜c]2 (64)
= E
[
yˆ2c
]
(65)
= E
[
(z>V ac)
2
]
(66)
= E
[
a>c V
>zz>V ac
]
(67)
= E
ac
[
E
V
[
E
z
[
a>c V
>zz>V ac
]]]
(68)
= E
ac
[
a>c E
V
[
V >E
z
[
zz>
]
V
]
ac
]
(69)
= sz E
ac
[
a>c E
V
[
V >V
]
ac
]
(70)
= szsvdz E
ac
[
a>c ac
]
(71)
since sv = 1/dz , then:
= szE
[‖ac‖22] (72)
since attributes are normalized, i.e. ‖ac‖2 = 1, then:
= sz (73)
C Normalization for a deep attribute embedder
Using the same derivation as in B, one can show that for a deep attribute embedder:
Fθ(ac) = V ◦Hϕ(ac) (74)
normalizing attributes is not enough to preserve the variance of Var [y˜c], because
Var [y˜c] = szE
[‖hc‖22] (75)
and hc = Hϕ(ac) is not normalized to the unit norm.
To fix the issue, we are going to use two mechanisms:
• A different initialization scheme:
Var [Vij ] =
1
dzdh
(76)
• Using the standardization layer before the final projection matrix:
S(x) = (x− µˆx) σˆx, (77)
µx,σx are the sample mean and variance and  is the element-wise division.
C.1 Assumptions
We’ll need the assumption:
(i) Feature vector z has the properties:
• E [z] = 0;
• Var [zi] = sz for all i = 1, ..., dz .
• All zi are independent from each other and from all fc,j .
C.2 Formal statement and the proof
Statement 3. If the assumption (i) is satisfied, an attribute embedder has the form Fθ = V ◦ S ◦Hϕ and we
initialize output matrix V s.t. Var [Vij ] = 1dzdh , then the variance for y˜c is preserved:
Var [y˜c] ≈ Var [zi] = sz (78)
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Table 4: Hyperparameters for ZSL experiments
SUN CUB AwA1 AwA2 aPY
Batch size 256 256 256 128 256
Learning rate 0.0005 0.005 0.005 0.002 0.001
Number of epochs 100 100 50 100 50
Hidden dimension 1600 256 512 1600 1024
Label smoothing 0.95 0.9 - - -
Lent weight - - 0.001 - 0.01
Gradient clipping value 10 100 10 10 100
Table 5: Additional ZSL metrics for our method
SUN CUB AwA1 AwA2 aPY
GZSL-S 41.1 (± 0.2) 51.8 (± 1.1) 81.7 (± 1.1) 86.4 (± 0.5) 69.4 (± 2.3)
GZSL-U 43.0 (± 1.2) 46.0 (± 1.7) 59.6 (± 2.0) 58.2 (± 2.1) 12.7 (± 0.3)
ZSL-U 60.2 (± 0.9) 53.2 (± 2.1) 70.0 (± 2.3) 69.6 (± 1.7) 17.4 (± 1.5)
AUSUC 25.6 (± 0.5) 33.2 (± 1.4) 61.4 (± 2.0) 62.8 (± 1.6) 12.3 (± 0.8)
Proof. With some abuse of notation, let h¯c = S(hc) (in practice, S receives a batch of hc instead of a single
vector). This leads to:
E [hc] = 0 and Var [hc] ≈ 1 (79)
Using the same reasoning as in Appendix B, one can show that:
Var [y˜c] = dz · sz · Var [Vij ] · E
[‖h¯c‖22] = sz
dh
· E [‖h¯c‖22] (80)
So we are left to demonstrate that E
[‖h¯c‖22] = dh:
E
[‖h¯c‖22] = dh∑
i=1
E
[
h¯2c,i
]
=
dh∑
i=1
Var
[
h¯c,i
] ≈ dh (81)
D ZSL experiments details
In this section, we cover hyperparameter and training details for our ZSL experiments. As being said, we found it
beneficial to use label smoothing for several datasets to avoid overfitting on seen classes. Besides, we also found
it useful to use entropy regularizer (the same one which is often used in policy gradient methods for exploration)
for some datasets:
Lent(·) = −H(pˆ) =
K∑
c=1
pˆc log pˆc (82)
We train the model with Adam optimizer with default β1 and β2 hyperparams. The list of hyperparameters is
presented in Table 4.
We additionally evaluate our models with other ZSL metrics: GZSL-S, GZSL-U, traditional ZSL accuracy and
AUSUC. We report the results in Table 5.
In the ablation study for experiments without attributes normalization (in Table 1) we use traditional standardiza-
tion (i.e. converting the attributes to zero-mean and unit-variance), since it is a sensible procedure and otherwise
they would have too huge magnitude.
E CZSL experiments details
As being said, we use the validation sequence approach [11] to find the best hyperparameters for each method.
We allocate the first 3 tasks to perform grid search over a fixed range. After the best hyperparameters have been
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Table 6: Hyperparameters range for CZSL experiments
Sampling distribution uniform, normal
Gradient clipping value 10, 100
Attribute embedder learning rate 0.001, 0.005
Attribute embedder momentum 0.9, 0.95
Image encoder learning rate 0.001, 0.005
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Figure 3: Additional CZSL results for SUN dataset
found, we train the model from scratch for the rest of the tasks. The hyperparameter range for CZSL experiments
are presented in Table 6 (we use the same range for all the experiments).
We train the model for 5 epochs on each task with SGD optimizer. We also found it beneficial to decrease
learning rate after each task by a factor of 0.9. This is equivalent to using step-wise learning rate schedule with
the number of epochs equal to the number of epochs per task. As being said, for CZSL experiments we use an
ImageNet-pretrained ResNet-18 model as our image encoder. In contrast with ZSL, we do not keep it fixed
during training. We present additional metrics for SUN and CUB dataset on figures 3 and 4 respectively.
F Additional experiments and ablations
In this section we present additional experiments and ablation studies for our approach (results are presented in
Table 7):
• Dynamic normalization. As one can see from formula (9), to achieve the desired variance it would
be enough to initialize V s.t. Var [Vij ] = 1/dz (equivalent to Xavier fan-out) and use a dynamic
normalization:
DN(h) = h/E
[‖h‖22] (83)
between V and Hϕ, i.e. Fθ = V ◦ DN ◦Hϕ. Expectation E
[‖h‖22] is computed over a batch on
each iteration. A downside of such an approach is that if the dimensionality is large, than a lot of
dimensions will get suppressed leading to bad signal propagation.
• Traditional initializations + BatchNorm. Though we place our method among initialization techniques,
and batch normalization serves a different purpose, it can still amend improper initialization. That’s
why we test how standard initialization schemes work when equipped with batchnorm.
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Figure 4: Additional CZSL results for CUB dataset
Table 7: GZSL Seen/Unseen Harmonic mean for additional ZSL experiments. “BN” stands for batch
normalization, “S” — for standardization layer (10).
SUN CUB AwA1 AwA2 aPY
Dynamic Normalization 35.0 (± 0.9) 48.0 (± 0.7) 62.93 (± 1.8) 60.0 (± 2.3) 15.7 (± 7.9)
Xavier + BN 40.1 (± 0.7) 49.3 (± 0.6) 50.7 (± 4.7) 67.3 (± 2.7) 20.2 (± 2.0)
Kaiming fan-in + BN 39.0 (± 0.3) 48.4 (± 1.8) 61.6 (± 2.7) 66.6 (± 1.5) 21.7 (± 2.1)
Kaiming fan-out + BN 40.1 (± 0.8) 48.9 (± 0.6) 55.3 (± 9.1) 65.9 (± 3.9) 21.2 (± 3.9)
Xavier + S 41.8 (± 0.6) 49.4 (± 0.2) 54.7 (± 6.3) 69.5 (± 1.4) 19.4 (± 1.0)
Kaiming fan-in + S 41.7 (± 0.4) 49.2 (± 1.1) 57.8 (± 11.0) 67.8 (± 1.6) 19.4 (± 0.5)
Kaiming fan-out + S 41.6 (± 0.3) 49.7 (± 0.6) 57.8 (± 13.3) 67.8 (± 1.1) 20.2 (± 0.7)
Ours 41.7 (± 0.6) 49.7 (± 0.7) 69.3 (± 0.9) 68.0 (± 1.2) 21.4 (± 2.3)
w/o S 35.4 (± 0.5) 47.7 (± 0.7) 61.7 (± 2.8) 54.6 (± 1.0) 18.2 (± 1.0)
• Traditional initializations + Standardization. These experiments ablate the necessity of using the
corrected variance (12).
• Proper initialization without standardization layer S. This experiment ablates the necessity of the
standardization (10).
G Why cannot we have independence, zero-mean and same-variance
assumptions for attributes in ZSL?
Usually, when deriving an initialization scheme, people assume that their random vectors have zero mean, the
same coordinate variance and the coordinates are independent from each other. In the paper, we stated that these
are unrealistic assumptions for class attributes in ZSL and in this section elaborate on it.
Attribute values for the common datasets need to be standardized to satisfy zero-mean and unit-variance (or any
other same-variance) assumption. But it is not a sensible thing to do, if your data does follow normal distribution
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(a) χ2-statistics of the normality test.
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Figure 5: Results of the normality test for class attributes for real-world datasets. Higher values
mean that the distribution is further away from a normal one. For a dataset of truly normal random
variables, these values are usually in the range [0, 5].. As one can see from 5a, real-world distribution
of attributes does not follow a normal one, thus requires more tackling and cannot be easily converted
to it.
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Figure 6: Distribution of mean absolute correlation values between different attribute dimensions.
This figure shows that attributes are not independent that’s why it would be unreasonable to use
such an assumption. If attributes would be independent from each other, that would mean that, for
example, that “having black stripes” is independent from “being orange”, which tigers would argue
not to be a natural assumption to make.
too well (an ablation in Appendix F demonstrates that when one uses standardized attributes, the performance
drops terribly). And in our case, it is very far from it.
To put it more rigorously, in this section we report two statistical results:
• Results of a normality test based on D’Agostino and Pearson’s tests, which comes with scipy python
stats library. We run it for each attribute dimension for each dataset and report the distribution of the
resulted χ2-statistics with the corresponding p-values on Figure 5.
• Compute the distribution of absolute values of correlation coefficients between attribute dimensions.
We note, however, that attributes distribution is uni-modal and, in theory, it is possible to transform it into a
normal one (by hacking it with log/inverse/sqrt/etc), but such an approach is far from being scalable.
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Figure 7: Histogram of standardized attribute values for SUN and AwA2. These figures demonstrate
that the distribution is typically long-tailed and skewed, so it is far from being normal.
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