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ATM Averaged Template Matching
AVC Advanced Video Coding
BAB Binary Alpha Block
bpp Bit par pixel
CABAC Context-based Adaptive Binary Arithmetic Coding
Codage arithmétique avec utilisation d’un contexte adaptatif
CAVLC Context-Adaptive Variable-Length Coding
CIF Common Intermediate Format
Résolution de séquence vidéo 352× 288 pixels
CM Compensation de Mouvement
dB Décibel
DCT Discrete Cosine Transform
DVB Digital Video Broadcasting
EDP Equation aux Dérivées Partielles
EM Estimation de Mouvement
FRExt Fidelity Range Extensions
GOF ou GOP Group Of Frames, Group Of Pictures
Fait référence à une séquence d’images traitée d’un seul bloc
H.26x H.261, H.262, H.263, H.26L sont des normes de compression vidéo numé-
rique définies par ITU. H.264 est issue d’un travail conjoint entre ITU et
ISO.
HEVC High Efficiency Video Coding
Norme de codage vidéo en cours d’élaboration succédant à H.264
INTER (P,B) Mode de codage par utilisation de la prédiction temporelle simple (P) ou
bidirectionnelle (B).
INTRA (I) Mode de codage par prédiction spatiale exclusivement.



















16 LISTE DES ACRONYMES
ISO International Standard Organization
ITU International Telecommunications Union
JPEG Joint Picture Expert Group
JPEG et JPEG2000 sont des normes de compression d’images fixes.
kb/s kilo-bits par secondes
MPEG Motion Picture Expert Group
MPM Most Probable Mode
MSE Mean Square Error
MVD Motion Vector Difference
NAL Network Abstaction Layer
PSNR Peak Signal to Noise Ratio
Mesure objective de qualité d’image et de vidéo
QCIF Quart de CIF
Résolution de séquence vidéo 176× 144 pixels
RD-opt Rate-Distortion Optimization
RD-opt fonction d’optimisation débit-distorsion
SA-DCT Shape-Adaptive DCT
SAD Sum of Absolute Differences
SMPM Second Most Probable Mode
SMPTE Society of Motion Picture and Television Engineers
SSD Sum of Squared Differences
STMP Set of Template Matching Predictors
Texel texture element
Motif élémentaire pour les textures déterministes
TM template matching
TV Total Variation
VOP Video Object Plane



















Les travaux de cette thèse s’inscrivent à la fois dans le contexte du traitement d’image et dans
celui du codage appliqué à la vidéo numérique.
Le traitement d’image numérique sert un très grand nombre d’applications concrètes dans
différents domaines. Nous pouvons par exemple citer la reconnaissance automatique d’écriture, de
visage ou de mouvement, l’imagerie médicale, la détection d’objets dans les images satellites, la
visio-conférence, le rendu 3D cinématographique, etc. En ce qui nous concerne, deux sous domaines
du traitement d’image sont particulièrement visés : l’analyse/synthèse d’images naturelles et la
restauration d’image.
L’analyse/synthèse de texture consiste à caractériser une texture source à partir d’une quan-
tité restreinte de données, grâce auxquelles le procédé de synthèse créé une texture visuellement
“similaire” à la texture source.
La restauration d’image est un procédé destiné à améliorer une image. Elle regroupe plusieurs
champs d’applications tels que la suppression de bruit et/ou de flou, la correction d’erreurs dûes à
un canal de transmission bruité, la suppression d’objets indésirables dans une scène, l’effacement
d’artefacts liés à la méthode de compression utilisée, etc.
De nombreuses recherches ont porté sur ces deux domaines et plus particulièrement au cours de ces
dernières années. L’amélioration des procédés, couplée à l’augmentation de la puissance de calcul
disponible, a contribué à l’émergence de ces outils de traitements automatisés. Nous proposons
d’étudier quelques-unes de ces méthodes de traitement d’image dans le but d’élaborer plusieurs
modèles de prédiction d’image naturelle qui, une fois intégrés dans un schéma de codage de vidéo,
permettent d’en améliorer le rendement en compression.
Le codage de séquence vidéo se justifie par l’économie des ressources de stockage et des canaux de
télécommunication qu’il entraîne. Nous nous intéressons notamment au cas du codage avec perte d’in-
formation, communément employé dans les applications de télécommunications. Les performances
se mesurent en terme de compromis débit/distorsion, c’est-à-dire que pour un volume d’information
donné nous cherchons à maximiser la qualité de la séquence décodée en mesurant sa qualité par
rapport à la vidéo d’origine. A l’heure actuelle, les algorithmes de codages vidéo existants montrent
leurs limites dans leur inefficacité à compresser certains types de contenu d’image, notamment en ce
qui concerne les textures complexes.
La démarche de notre étude consiste à nous inspirer de certaines méthodes issues du traitement
d’image pour les transposer au cadre formel du codage vidéo. Nous proposons en particulier deux
nouvelles méthodes prédictives directement exploitables au sein d’un codeur/décodeur vidéo. L’inté-




















actuels. C’est pourquoi ce document s’adresse en particulier à la communauté du codage vidéo ;
nous essayons ici d’apporter de nouveaux outils de codage vidéo en nous inspirant des domaines de
recherche connexes du traitement d’image.
Nous proposons de poursuivre l’introduction de ce rapport dans le chapitre suivant dédié à l’envi-
ronnement et aux enjeux actuels du codage vidéo, puis de présenter les contributions de ce projet
de thèse. La partie suivante est dédiée à la description technique des outils de codage vidéo. Cette
étude apporte les connaissances nécessaires à la compréhension des travaux de recherche détaillés
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1.1 Introduction
La vidéo numérique a su s’imposer au détriment de l’analogique grâce à une qualité et à un niveau
de service bien supérieur à tous les niveaux de la chaîne de traitement d’un flux vidéo : acquisition,
stockage, transmission et restitution. Historiquement, la vidéo numérique s’est surtout démocratisée
auprès du grand public grâce à l’arrivée simultanée des premières offres commerciales de télévision
numérique par satellite et par câble, et du DVD 1 vidéo lancé officiellement en 1995. Ce support
permet d’exploiter une image de meilleure qualité par rapport à ses homologues analogiques, tout
en ajoutant de nouvelles fonctionnalités telles que l’accès aléatoire, les bonus, les pistes audio et les
sous-titrages en plusieurs langues, etc. Le succès du DVD vidéo est en partie attribué au format de
codage vidéo utilisé qui a permis d’atteindre un facteur de compression suffisant pour promouvoir son
utilisation. Nous aurons l’occasion de revenir sur ce point dans ce chapitre. Le successeur reconnu du
DVD, le disque Blu-ray, dont les premières spécifications datent de 2002, permet de stocker toujours
plus de données et donc d’offrir une meilleure qualité visuelle. Il s’agit dans ce cas de vidéo haute-
définition (HD), et même récemment de vidéo stéréoscopique simulant une perception de relief sur
les appareils compatibles. En parallèle, le déploiement de la Télévision Numérique Terrestre (TNT)
en France et dans beaucoup de pays étrangers, qui permet la diffusion numérique de la télévision
via le réseau hertzien, a définitivement achevé l’ère de la vidéo analogique.
Une nouvelle étape a été franchie au cours de ces dernières années avec l’essor de la dématérialisation
des contenus audiovisuels au détriment des supports physiques, ce qui se traduit par la diffusion de



















22 Chapitre 1. Contexte général et motivations
ces contenus sur les réseaux de télécommunication, en particulier Internet. Les avantages de la
dématérialisation sont multiples. Elle permet, pour le consommateur, d’accéder instantanément à
un catalogue abondant et actuel de contenus, mis à jour de façon transparente. Pour l’éditeur, cette
procédure est plus flexible et économique, puisqu’elle ne nécessite pas de production physique des
supports ni de coût d’acheminement, ce qui est, de plus, un facteur environnemental non négligeable.
Face à cette nouvelle tendance, les opérateurs de télécommunication deviennent les garants du dé-
ploiement et de l’exploitation des services émergents liés à la dématérialisation des supports phy-
siques. C’est pourquoi ils sont au coeur des enjeux actuels et à venir.
La section suivante définit la problématique liée à l’augmentation du trafic des télécommunications
et illustre les changements de mode de consommation responsables de cette envolée. Ensuite, nous
nous intéresserons aux enjeux de cette transformation, pour les opérateurs de télécommunication,
et à la nécessité d’explorer de nouvelles techniques de codage. Suite à cela, nous énumérerons les
contributions réalisées dans le cadre de ce projet de thèse et présenterons l’organisation de ce docu-
ment.
1.2 Problématique
Cette partie analyse la problématique industrielle en évoquant la place croissante de la vidéo numé-
rique dans notre société. Elle a pour objectif d’introduire les enjeux de cette thèse. Nous essaierons
de décrypter les nouvelles tendances d’usage et de consommation vidéo, qui conditionneront les défis
de la prochaine décennie.
Nous assistons depuis ces dernières années à l’envolée du trafic Internet. Les prévisions pour ces
prochaines années confirment cette croissance avec un TCAC 2 du trafic de 36% jusqu’en 2014,
comme illustré sur la figure 1.1. Outre cette tendance, nous constatons que la proportion du volume
des données transmises dédiées à la vidéo augmente considérablement entre 2009 et 2014 par rapport
aux autres types de données transitant sur le réseau Internet. En cumulant tous les usages basés sur
la transmission de vidéo, à savoir la vidéo sur Internet, la télévision par Internet, les échanges P2P 3
de vidéo et les appels vidéo, la transmission de vidéo sur le réseau Internet dépassera 91% du trafic
grand public mondial d’ici 2014 (source : [11]).
Cette explosion de la diffusion de contenu vidéo s’explique par un changement des usages classiques
de consommation, rendu possible grâce au déploiement de nouvelles technologies. Ainsi, l’utilisateur
devient plus exigeant quant au choix et à l’accès du contenu. La demande des consommateurs
s’oriente vers les préceptes de “ce que je veux ”, “où je veux ”, “quand je veux ” et “comme je veux ”.
Le “ce que je veux ” montre un changement en profondeur dans la façon d’appréhender ce type de
média : le consommateur sort de sa condition passive de téléspectateur où son choix se limite à la
sélection du canaux de diffusion live. Nous passons alors de média de masse à des systèmes hyper-
spécialisés où chaque utilisateur choisit le contenu qu’il désire, sans aucune contrainte de temps.
Les éditeurs et diffuseurs de média audiovisuel doivent s’adapter à ces nouvelles exigences en diver-
sifiant les contenus et en facilitant leurs accès. Pour cela, les canaux de diffusion de la télévision
se multiplient : IPTV par ADSL ou fibre optique, télévision par satellite ou par le réseau hertzien
(TNT), et des services innovants qui émergent : VOD (Video On Demand), télévision de rattrapage,
timeshifting (ou contrôle du direct).




















Figure 1.1 – Prévisions du trafic Internet grand public mondial (source : [11]).
La prolifération des contenus s’explique aussi par le développement très rapide d’un usage ré-
cent associé aux nouvelles technologies, qui change du rapport traditionnel et figé de produc-
teur/consommateur : le Web 2.0, Web participatif ou encore Web social. Dans ce nouveau système,
les deux entités fusionnent ; nous constatons alors que le consommateur devient à son tour créateur
de contenu numérique. Dans le cas de la vidéo, nous citerons notamment le succès indéniable de
la plateforme communautaire YouTube d’hébergement de contenu vidéo. A titre de comparaison,
YouTube compte deux fois plus d’audience que le prime-time des trois plus gros diffuseurs de télé-
visions aux Etats-Unis réunis (ABC, CBS et NBC ) et a une portée internationale (données issues
de http ://www.youtube.com/t/fact_sheet).
Cette métamorphose du système a été rendue possible grâce à l’avènement des appareils de captation
audiovisuels toujours plus performants. En 2010, la possibilité de filmer avec son téléphone n’est plus
réservée aux modèles haut de gamme, et beaucoup d’appareils photos grand public sont capables
d’enregistrer une vidéo au format HD.
Le “où je veux ” et “quand je veux ” sont liés à la notion d’hyperconnectivité. L’utilisateur veut être
de plus en plus connecté. Pour cela, il exploite de plus en plus d’appareils électroniques différents,
souvent simultanément, pour accéder aux média numériques : téléviseur, téléphone portable, or-
dinateur, tablette... avec des technologies de réception propres. L’impact de l’hyperconnectivité se
fait ressentir à travers l’augmentation du trafic IP dans le monde, d’autant plus que beaucoup de
services émergents ont pour support la vidéo. Cette tendance a un fort impact sur la charge réseau
des opérateurs, avec par exemple l’appel par visioconférence ou les réseaux sociaux. Les fournisseurs
d’accès à l’Internet doivent s’adapter à cette tendance en densifiant leurs infrastructures réseaux et
en améliorant la qualité de service du trafic de données, notamment mobile. En effet, on estime que
66% du trafic de données mobiles mondial sera de la vidéo d’ici 2014, ce qui représente un taux de
croissance annuel composé (TCAC) de 131% entre 2009 et 2014 (source [11]), dû en partie à un effet
de “glissement” des dispositifs portables, notamment les ordinateurs, vers le réseau mobile.
Enfin, le “comme je veux ” fait référence au caractère multi-aspect d’un même contenu vidéo. Les
progrès technologiques et la baisse des coûts de production ont permis d’offrir la possibilité au grand


















24 Chapitre 1. Contexte général et motivations
d’images stéréoscopiques). Par exemple, la surface totale de tous les écrans numériques du monde sera
1, 7 fois supérieure en 2014 par rapport à fin 2009 (source [11]), augmentant la résolution moyenne
des écrans selon la même proportion. Pour exploiter ces nouveaux écrans, les diffuseurs de contenu
audiovisuel doivent être en mesure de proposer un flux vidéo adapté au dispositif de l’utilisateur. Ces
formats de vidéo avancée (HD et 3D) sont beaucoup plus gourmands en terme de bande-passante,
ce qui augmente considérablement le trafic des vidéos sur les réseaux de télécommunication.
Pour l’avenir, un grand nombre des acteurs concernés prédisent une accélération du phénomène de
dématérialisation qui s’étendra à d’autres types d’applications, notamment à l’univers vidéoludique
à travers le cloud gaming. Assurément, l’expansion de ce nouveau type de service va à terme accroître
le trafic de contenu vidéo sur les réseaux de télécommunications, déjà impactés par la généralisation
de la vidéo HD et stéréoscopique (“3D”).
1.3 Enjeux et retombées
Face à la montée en puissance d’Internet et des nouveaux usages nomades, les prochains défis de l’ère
numérique concerneront en particulier les opérateurs de télécommunication, quelque soit le support
permettant de véhiculer l’information (câble, fibre optique, onde radioélectrique). Les opérateurs de
télécommunication doivent répondre à ces nouveaux besoins en agissant sur deux facteurs : augmen-
ter la capacité du canal de transmission et réduire le volume de données transitant sur les réseaux
en assurant une qualité de service équivalente. Cette deuxième possibilité repose sur l’amélioration
des algorithmes de codage dans le but d’obtenir un facteur de compression plus important. La vidéo
numérique atteindra 91% du volume de données transitant sur l’Internet aux environs de 2014. Elle
représentera, parmi tous les types de contenu, l’axe de recherche principal qui permettra à terme de
décongestionner les réseaux. Pour cela, les progrès techniques réalisés en terme d’efficacité des ap-
pareils électroniques, permettent d’envisager des méthodes de codage vidéo toujours plus complexes
et performantes.
Pour un opérateur de télécommunication, à l’instar d’Orange, les retombées de tels projets de re-
cherche sont multiples. La réduction de bande passante obtenue grâce au perfectionnement des outils
d’encodage minimise l’investissement réalisé dans les infrastructures de réseaux pour en augmenter
les capacités. De ce point de vue, les retombées sont financières et, dans une moindre mesure, en-
vironnementales. De plus, la recherche dans ce domaine apporte une expertise et un patrimoine
intellectuel valorisé par des brevets.
C’est dans ce contexte que s’inscrivent les travaux de cette thèse.
1.4 Contributions
Les recherches effectuées dans le cadre de ce projet de thèse visent essentiellement à améliorer les
performances en compression des méthodes de codage vidéo conventionnelles, et en particulier celles
de la norme de codage H.264/AVC dont la dernière version date de 2005. Pour cela, nous nous
sommes inspirés de certains procédés issus du traitement d’image que nous avons incorporés au sein
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– Le premier est fondé sur les méthodes d’analyse et de synthèse de texture telles qu’elles sont
définies pour les images naturelles. Ce type d’outil est utilisé dans un contexte de codage vidéo
pour prédire une portion de texture en fonction de la connaissance a priori de cette dernière. Ceci
permet d’accroître le facteur de compression par rapport aux méthodes classiques de prédiction
spatiale, peu efficaces dans le cas des textures. D’autres travaux antérieurs ont été menés sur ce
sujet et regroupés sous la notion de template matching. Nous avons cherché à améliorer ces mé-
thodes en prenant en compte les spécificités du codage vidéo de type H.264/AVC, et en particulier
la fonction débit/distorsion basée sur une mesure objective des dégradations qui est au premier
abord peu compatible avec la notion de synthèse de texture.
– Le deuxième s’inspire des méthodes de régularisation d’image, et notamment celles basées sur
la minimisation de la variation totale. Ces méthodes ont été élaborées dans le but d’améliorer
la qualité d’une image en fonction de la connaissance a priori des dégradations qu’elle a subies.
Nous nous sommes basés sur ces réflexions pour proposer une nouvelle méthode de prédiction des
coefficients transformés obtenus à partir d’une image naturelle.
Ces travaux se sont appuyés sur des concepts propres au traitement d’image fixe, c’est pourquoi nos
recherches sont destinées avant tout à la modélisation spatiale des images dans le but d’aboutir à
des outils de prédiction efficaces. Cependant, nous nous sommes efforcés de faire le parallèle avec les
modèles d’estimation de mouvement utilisés dans le codage vidéo pour chacun des deux axes étudiés.
L’objectif est d’amener de nouvelles pistes de réflexion sur une extrapolation de nos recherches en
vu de les adapter aux aspects temporels du codage vidéo.
L’objectif principal des travaux porte sur les performances en compression des méthodes de codage
vidéo. Nous débattons également de la complexité calculatoire des nouveaux outils que nous propo-
sons pour qu’ils soient acceptables, c’est-à-dire que le ratio compression/complexité soit optimal.
1.5 Organisation du document
Le chapitre suivant est dédié à un état de l’art du codage vidéo numérique. Après l’introduction gé-
nérale des concepts de codage, le chapitre présente la description technique de la norme H.264/AVC
nécessaire à la compréhension des différentes implémentations réalisées dans le cadre de cette thèse
et exposées postérieurement. Ensuite, le rapport est scindé en deux parties, correspondant aux deux
axes de recherche investigués. La première correspond aux méthodes de synthèse de texture appli-
quées au codage vidéo, elle est composée de deux chapitres présentés comme tels :
– Le chapitre 3 définit la notion de texture d’une image et dresse un panorama non exhaustif des
méthodes reconnues dans le domaine de la synthèse de texture. Ensuite sont exposées les méthodes
de restauration d’image inspirées des algorithmes de synthèse de texture. Enfin, un état de l’art
porte sur l’adaptation de ces procédés aux contraintes du codage vidéo numérique.
– Le chapitre 4 présente notre contribution aux algorithmes de codage par template matching pré-
sentés dans le chapitre 3. Après la présentation détaillée de la méthode et de son implémentation
au sein d’un codeur de type H.264/AVC, les résultats expérimentaux montrent l’intérêt de notre
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La deuxième partie est basée sur l’utilisation de méthodes de restauration et d’outils de régulari-
sation d’image pour améliorer l’efficacité en compression des codeurs d’image fixe et de vidéo. En
particulier :
– Le chapitre 5 présente un état de l’art sur les méthodes de régularisation d’image basée sur
la minimisation de la variation totale. Notamment, différentes applications possibles grâce à ce
procédé sont illustrées tout en soulignant les changements apportés au modèle théorique. Nous
nous intéressons notamment aux nouvelles approches de codage présentées dans la littérature qui
s’inspirent de ce type de méthode de régularisation.
– Le chapitre 6 est dédié à la présentation des travaux de recherche sur l’élaboration d’un modèle
innovant de restauration de coefficients dégradés basé sur la minimisation de la variation totale.
Ce modèle est ensuite décliné afin d’être utilisé comme un outil de prédiction dans un codeur
d’image fixe (type JPEG) et de vidéo (type H.264/AVC). Les expérimentations sont présentées
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2.1 Introduction
Les problèmes liés au codage vidéo constituent un thème de recherche qui, bien qu’exploré depuis de
nombreuses années, demeure très actuel. La nécessité de recourir au codage vidéo s’explique par le
volume très élevé d’information essentiel au stockage et à la transmission de ce média. Pour illustrer
ces propos, prenons l’exemple d’une vidéo numérique haute définition, le standard de plus en plus
actuel, composée de 1080 lignes et 1920 colonnes de pixels. Pour une vidéo “brute” (sans codage),
à chaque pixel correspondent trois couleurs primaires, respectivement représentées sur 1 octet. Une
seule image “pèse” donc 1920 × 1080 × 3 octets, soit environ 48 Mb 1. A raison de 25 images par
seconde pour la télévision, nous atteignons le débit d’environ 1200 Mb/s, ce qui est inconcevable en
considérant les moyens de télécommunication actuels. A titre de comparaison, se priver de codage
vidéo reviendrait à stocker moins de 3 minutes sur un support Blu-ray de 25 Go 2, contre 2h30
grâce à l’utilisation du codage vidéo. Le débit est alors de 23 Mb/s, soit un ratio de plus de 50
fois inférieur. Pour atteindre ces performances, la compression est dite avec perte ou destructive,
c’est-à-dire que le signal décodé n’est pas exactement similaire à l’original, mais les distorsions sont
la plupart du temps invisibles à l’oeil nu. A titre de comparaison, les méthodes de compression sans


























Figure 2.1 – Fonction débit-distorsion appliquée au codage vidéo.
L’efficacité d’un schéma de codage se mesure à l’aide d’un critère débit vs. distorsion : pour un
volume de données faible nous souhaitons une qualité de reconstruction la plus élevée. La fonction
débit-distorsion (Fig. 2.1) est alors définie pour exprimer l’un en fonction de l’autre : elle représente
la distorsion minimale pour un débit donné et inversement. Le débit est mesurable par le nombre de
bits nécessaires pour encoder la séquence. En revanche, il convient d’évaluer la distorsion selon un
critère objectif, c’est-à-dire une comparaison pixel-à-pixel entre la séquence originale et décodée, ou
subjectif en considérant des modèles psychovisuels plus élaborés s’appuyant sur l’étude du système
visuel humain (voir [20] sur ce sujet). Ce dernier étant complexe et lourd à mettre en oeuvre, une
métrique simple, le PSNR 3, sera préférée pour quantifier la distorsion introduite dans la séquence
décodée. Le PSNR exprimé en dB est défini par :







où MAXI caractérise la valeur maximale d’un pixel de l’image I. Typiquement, un pixel étant
représenté sur 8 bits pour une image monochrome, nous avons MAXI = 28 − 1, soit 255. L’erreur








(Io(i, j)− Id(i, j))2 (2.2)
Grâce à la mesure de PSNR, nous disposons d’un outil simple et relativement efficace pour mesurer
et comparer l’efficacité des différents outils de compression sur lesquels nous allons travailler. Quant
aux modèles psychovisuels, basés sur l’étude du système visuel humain, la complexité de leurs mises
en oeuvre au regard de l’amélioration des performances qu’ils confèrent rend leurs utilisations peu
exploitées dans les schémas de codage actuels.



















































Figure 2.2 – Historique des principales normes de codage vidéo selon l’organisme de standardisation.
2.2 Les standards de codage vidéo numérique
2.2.1 Historique
La nécessité de définir des normes de compression vidéo s’est imposée lors de l’avènement des sup-
ports de stockage amovibles et l’accès aux télécommunications. Il était alors indispensable de décrire
des méthodes universelles de codage/décodage pour permettre aux utilisateurs de visualiser une
vidéo numérique indépendamment du matériel utilisé. Historiquement, deux grands organismes de
standardisation de codage vidéo cohabitent : l’ITU-T (International Telecommunication Union) et
le comité MPEG (Moving Picture Experts Group) créé en 1988 et dépendant de l’ISO/IEC (Inter-
national Organization for Standardization/International Electrotechnical Commission). En 2001, la
volonté de conjuguer leurs efforts donne naissance au groupe de travail JVT (Joint Video Team)
dédié à la création et au développement de spécifications de nouveaux procédés de codage vidéo.
L’historique des différentes familles de normes H.26x et MPEG-x établies par l’ITU-T, MPEG ou
JVT est illustré sur la figure 2.2.
La norme H.261 [2] a été conçue pour les applications de visiophonie destinées au réseau RNIS (Ré-
seau Numérique à Intégration de Services) à des débits multiples de 64 kbit/s et pour des résolutions
d’image QCIF et CIF. Cette norme a été définie en utilisant les principaux procédés de compression
encore largement employés à ce jour : estimation et compensation de mouvement, calcul et trans-
formation DCT du résidu de prédiction, quantification et codage entropique. Le standard H.263 [3]
visait à augmenter les performances en compression à très bas débit et a été successivement amélioré
dans H.263+ [6] et H.263++ [7] pour prendre en compte de nouveaux profils d’utilisation tout en
diminuant les débits d’encodage.
La norme MPEG-2 [4] a été notamment définie pour les applications liées à la télévision numérique
grand public. Bien que datant de 1995, cette norme est encore exploitée à grande échelle puisqu’elle
a été adoptée par le consortium DVB (Digital Video Broadcasting) pour les services de TV numé-
rique par voie hertzienne terrestre et satellite. Elle est également employée comme format de codage
du DVD. La norme MPEG-4 [1] définit un standard de compression générique prenant en charge
la manipulation d’objets variés dans une scène permettant notamment une représentation séman-
tique d’une séquence. Elle englobe de nombreux procédés de codage regroupés en différentes parties
dont chacune d’elle est dédiée à un type d’application particulier. Ainsi, une multitude d’applica-
tions multimédia peut être adressée, par exemple le téléchargement et le streaming via Internet, la
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Enfin, le rapprochement entre l’ITU-T et MPEG a abouti à la définition du standard H.264/AVC
(AVC pour Advanced Video Coding) [8], aussi connu sous le nom de MPEG-4 Part 10, dont les
premières spécifications furent publiées en 2003. La première extension, connue sous le nom de
H.264/AVC FRExt (Fidelity Range Extensions) [133] fut finalisée en 2004 et apporta de nouveaux
outils d’encodage plus performants. De façon générale, la norme H.264/AVC ne propose pas de
bouleversement profond des techniques de codage habituelles des précédentes normes, mais repose
sur une multitude d’améliorations des procédés existants, ce qui permet au final d’obtenir un facteur
de compression plus de deux fois supérieur à MPEG-2 et MPEG-4 (partie 2), avec un accroissement
de la complexité du décodeur de l’ordre de quatre fois celui de MPEG-2. Les performances en
compression couplées à l’effort produit par les industriels pour fournir des architectures matérielles
efficaces ont entraîné l’hégémonie de cette norme : elle a notamment été adoptée par DVB pour
succéder au MPEG-2 et par la Blu-ray Disc Association.
Tous les standards vidéo introduits jusqu’ici utilisent les mêmes principes de base, lesquels seront
exposés ultérieurement. La norme H.264/AVC FRExt, la plus récente et la plus performante à ce
jour, est en partie décrite dans la suite de ce rapport car elle constitue le support des travaux réalisés
dans le cadre de cette thèse.
Comme principaux concurrents d’H.264/AVC, nous pouvons citer VC-1 [10] standardisé par la
SMPTE (Society of Motion Picture and Television Engineers) en 2006 et porté par l’entreprise
Microsoft. La comparaison entre VC-1 et H.264/AVC a donné lieu à des débats soutenus au sein des
communautés de scientifiques et d’utilisateurs. La difficulté pour les départager montre que leurs
performances sont plus ou moins équivalentes.
Dans la communauté du logiciel libre, plusieurs standards ouverts ont vu le jour afin de proposer
des formats d’encodage vidéo libres de droit. Les plus connus sont Theora sous licence BSD et
Dirac soutenu par la BBC et qui a la particularité de reposer sur une transformation de type
ondelettes. Malgré ces tentatives, l’utilisation de ces standards reste marginale. En cause, leurs
faibles performances en compression qui les placent au niveau de MPEG-2.
Un nouveau venu dans le paysage des solutions de codage vidéo risque de provoquer un boulever-
sement en proposant une alternative crédible au H.264/AVC : il s’agit de Google et de son format
ouvert WebM principalement dédié à la transmission de médias audiovisuels sur le réseau Internet. La
partie vidéo du standard WebM est basée sur VP8 et a été publiée sous licence Creative Commons.
L’un des points forts de WebM est son système de licence d’exploitation attribuée gratuitement
contrairement à H.264/AVC fonctionnant selon un principe de royalties.
2.2.2 Les enjeux à venir
Nous l’avons vu en 1.2, les prochaines années vont connaître l’explosion de la consommation de vidéo
numérique via les réseaux de télécommunication. Face à ces nouveaux défis, les comités MPEG et
ITU-T proposent d’élaborer un nouveau standard de codage vidéo appelé HEVC (High Efficiency
Video Coding) pour succéder à H.264/AVC. Les objectifs de HEVC sont de réduire le débit de 50%
par rapport à H.264/AVC tout en conservant une qualité subjective identique. De plus, la complexité
calculatoire du décodeur ne doit pas dépasser plus de trois fois celle d’H.264/AVC, afin de rester en
deçà des progrès techniques réalisés concernant la puissance des ordinateurs sur cette période. Les
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2.3 La compression vidéo
Nous nous intéressons ici à un sous-ensemble de méthodes de codage vidéo qui regroupe les plus
efficaces et les plus communes. Cette étude sera la base du travail effectué dans les chapitres suivants.
2.3.1 Quelques notions de base
Plusieurs concepts fondamentaux sont partagés par une majorité des codeur-décodeurs (codecs).
Nous nous proposons de les présenter succinctement. Tout d’abord, les schémas de codage présentés
ici sont de type hybride : le décodeur est partie intégrante du codeur et effectue l’opération inverse
de décodage pendant le traitement, ce qui permet d’utiliser la partie du signal décodé pour prédire
la suite du signal. Les techniques décrites ci-dessous sont présentées dans l’ordre chronologique de
traitement du procédé d’encodage.
2.3.1.1 Sous-échantillonage des composantes chromatiques
Les données brutes des séquences vidéo numérique sont traditionnellement représentées dans l’espace
colorimétrique RGB 4, où chaque composante couleur, pour une image de la séquence vidéo, est
caractérisée par une matrice d’éléments représentant l’intensité de la couleur. Un pixel est alors défini
par l’association des trois couleurs primaires RGB à une position donnée. Le principal inconvénient de
cet espace colorimétrique est que chaque composante couleur est d’égale importance, c’est pour cette
raison que d’autres systèmes de représentation prenant en compte des aspects de perception visuelle
sont souvent préférés, en particulier le modèle YCbCr (ou YUV). La composante Y correspond à la
luma, caractérisant l’information de luminance de l’image, tandis que CbCr représentent les deux
composantes chromatiques. Les transformations réversibles pour passer de l’espace RGB à YCbCr,
définies dans [5], sont données par :
Y = 0.299R+ 0.587G+ 0.114B
Cb = 0.564(B − Y )
Cr = 0.713(R− Y )
(2.3)
R = Y + 1.402Cr
G = Y − 0.344Cb− 0.714Cr
B = Y + 1.772Cb
(2.4)
Le système visuel humain étant moins sensible aux variations de couleurs que de luminosité, ce
modèle permet de privilégier la composante Y par rapport aux chrominances. Pour cela, les compo-
santes chromatiques sont sous-échantillonnées pour permettre de réduire la quantité d’information
à coder. Le format 4 : 2 : 0 [118] est le plus populaire : la taille des chrominances est alors réduite
de moitié verticalement et horizontalement. Ce procédé est illustré sur la figure 2.3, nous pouvons
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   
Figure 2.3 – Illustration de la transposition d’une image dans l’espace colorimétrique YCbCr suivi
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2.3.1.2 Codage par prédiction
Une étape de décorrélation par prédiction est souvent introduite dans les schémas de codage vidéo.
Il s’agit en l’occurence de prédire le signal puis de coder l’erreur de prédiction. Plus le procédé de
prédiction sera efficace et plus le volume d’information de l’erreur de prédiction sera faible, améliorant
ainsi le facteur de compression. La modélisation par un champ de Markov des valeurs successives
d’une variable aléatoire x à un instant t nous donne :
X˜(t) = a1Xˆ(t− 1) + a2Xˆ(t− 2) + . . .+ anXˆ(t− n), (2.5)
où X˜(t) est la prédiction de X(t) et où Xˆ(t−i) est une donnée précédemment reconstruite (nous par-
lons dans ce cas de prédiction en boucle fermée). La prédiction s’opère par une combinaison linéaire
des valeurs précédentes fonction des coefficients ai. Ces derniers peuvent être fixés et déterminés a
priori. Il est également possible de les calculer puis de les coder pour chaque variable ou groupe de
variables ; nous cherchons alors à minimiser l’erreur de prédiction.
Pour le codage par prédiction des séquences vidéo, chaque image est d’abord partitionnée par blocs
de pixels de petites tailles. Les blocs sont alors prédits successivement selon un parcours de gauche
à droite et de haut en bas. Deux types de prédiction sont en concurrence :
La prédiction intra-image où un bloc est prédit par interpolation des pixels adjacents apparte-
nant aux blocs de l’image précédemment traités. Cette technique trouve son intérêt dans le
fait qu’une image naturelle présente beaucoup de zones homogènes, c’est-à-dire dont la valeur
des pixels varie peu.
La prédiction inter-image où un bloc est prédit par recopie d’un bloc d’une image précédem-
ment encodée. Cette technique est très efficace car la fréquence élevée des images (25Hz pour
la télévision) montre qu’il y a peu de différence entre deux images successives, notamment si
le mouvement des objets dans la scène est pris en compte. Les encodeurs sont dotés d’un esti-
mateur de mouvement et d’un compensateur de mouvement. Ce dernier est chargé de coder la
différence entre le mouvement estimé et le mouvement optimal selon le critère débit/distorsion.
Le résidu, ou erreur de prédiction, est calculé par une simple soustraction pixel à pixel entre le bloc
d’origine et le bloc prédit.
2.3.1.3 Transformation
Nous avons vu que l’étape de prédiction engendre un résidu qu’il faut coder. Dans le domaine spatial,
la pertinence de l’information est difficilement appréciable : tous les pixels ont la même importance
du point de vue perceptuel. C’est pour cela que d’autres espaces de représentation permettant
de décorréler le signal sont privilégiés. Sous cette perspective, la transformée en cosinus discrète
inversible (DCT pour Discrete Cosinus Transform) [117] présente un fort pouvoir de compactage
de l’énergie : cela s’explique par le fait que les coefficients transformés par DCT sont fortement
décorrélés entre eux. Le résultat d’une DCT à deux dimensions sur une matrice N × N produit
une matrice de taille identique dont chaque coefficient correspond à une fréquence du signal. Pour
une image naturelle, l’information est essentiellement portée par les coefficients correspondant aux
basses fréquences. Un autre avantage est qu’il existe des algorithmes très rapides [147] implémentant
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complexité calculatoire et de corrélation entre pixels voisins, la DCT s’opère sur des blocs de petites
tailles, souvent 4× 4 ou 8× 8 pixels.
La transformation du résidu, de type DCT, ne permet pas de comprimer le signal mais y prépare.
Elle a surtout l’avantage d’être en assez bonne adéquation avec le système visuel humain : notre
acuité visuelle est d’autant plus faible que la fréquence du signal est élevée. En d’autres termes, les
distorsions introduites sur les hautes fréquences sont moins perceptibles que lorsqu’elles concernent
les basses fréquences. De ce fait, l’information la moins pertinente peut être supprimée, ce qui permet
de réduire le débit de codage tout en conservant une qualité de reconstruction acceptable. Ce procédé
est appliqué au cours de l’étape de quantification.
Le détail des calculs de la DCT et DCT inverse est présenté ultérieurement dans ce manuscrit.
2.3.1.4 Quantification
En codage d’image numérique, la quantification est le procédé qui permet d’approximer un signal
à valeurs dans un ensemble discret de grande taille par des valeurs d’un ensemble discret d’assez
petite taille.
La quantification est un procédé avec perte puisqu’elle dégrade de façon irréversible le signal. Elle est
néanmoins nécessaire pour augmenter le ratio de compression. Pour cela, la quantification scalaire
utilisée dans les schémas de codage actuels consiste à attribuer un symbole extrait d’un dictionnaire
fini à un coefficient DCT. Plus précisément, le procédé de quantification scalaire est une application
Q de R dans un ensemble fini D, le dictionnaire, composé de N symboles scalaires :
Q = R→ D avec D = {x1, x2, . . . , xN} , (2.6)
où x = Q(x) représente la valeur quantifiée (ou de reconstruction) de x. On dit que x est une
approximation de x au sens où x est sélectionné pour être le plus proche de la valeur d’origine x :







où Q−i et Q
+
i sont appelés les bornes de l’intervalle de quantification associées à xi, ou encore les
niveaux de décision. Lorsque les intervalles de quantification sont identiques indépendamment de la
valeur de x, soit ∀i Q+i −Q−i = cste, il s’agit d’un procédé de quantification scalaire uniforme adapté
aux sources de distribution uniforme. Pour les même types de sources, les valeurs de reconstruction








La taille N du dictionnaire D peut varier : le débit diminue à mesure que le nombre de symboles
décroît, provoquant une dégradation plus importante de la qualité de l’image. Ainsi, l’étape de quan-
tification permet d’ajuster le critère débit/distorsion (voir la figure 2.1) en fonction de l’utilisation
désirée.
Nous avons vu que, dans un schéma de codage par prédiction, les coefficients résiduels DCT ont
un impact perceptuel différent selon la fréquence correspondante. La quantification scalaire permet
d’en tirer profit en adaptant le pas de quantification aux coefficients : plus la fréquence associée à
un coefficient DCT est importante et plus le pas de quantification utilisé sera important, donc la
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

Figure 2.4 – Parcours en zig-zag sur un bloc 4× 4 de coefficients DCT.
2.3.1.5 Réordonnancement
Nous avons vu que l’étape précédente aboutit à un ensemble de blocs résiduels transformés et
quantifiés qu’il faut maintenant coder en langage binaire. Les connaissances a priori que nous avons
sur la distribution des coefficients DCT vont permettre d’en optimiser le codage. En l’occurence,
nous savons que suite à la tranformée DCT et à la quantification, l’information du bloc est portée
sur un nombre restreint de coefficients, les autres étant nuls. Dans un premier temps, l’idée consiste
à réordonnancer le traitement des coefficients du bloc pour optimiser les plages de coefficients nuls
successifs. Les coefficients non nuls, correspondant généralement aux basse-fréquences, sont situés
dans le coin supérieur gauche du bloc. Le parcours en zig-zag, illustré sur la figure 2.4, permet
de traiter ces coefficients en priorité pour placer les coefficients nuls, correspondant aux hautes-
fréquences, en fin de traitement.
Ce réordonnancement est très bien exploité par les algorithmes de codage, par exemple en adoptant
une représentation par plage de zéros. Cette technique représente le bloc par un ensemble de paires
de nombres (excepté pour le premier coefficient du bloc) : le premier indique le nombre de coefficients
nuls qui précèdent ce coefficient non nul courant, le deuxième indique la valeur du coefficient non nul.
Un exemple est illustré sur le tableau 2.1. La première ligne indique le positionnement du coefficient
dans le bloc 4×4 selon le parcours zig-zag. La deuxième ligne représente la valeur du coefficient DCT
et la dernière ligne les symboles à coder pour représenter ce bloc. Le symbole EOB 5 indique que
tous les coefficients suivants sont nuls. Nous nous apercevons ici que ce mécanisme permet de réduire
le nombre de symboles à coder (12) en lieu et place des 16 coefficients qui composent le bloc. En
fait, nous parlons ici de pseudo-codage, dans le sens où la représentation du bloc, bien qu’optimisée,
n’est pas exprimée en langage binaire. Pour cela, nous faisons appel au codage entropique présenté
ci-dessous.
2.3.1.6 Codage entropique
Enfin, la dernière étape indissociable du processus d’encodage consiste à transformer les données
précédemment obtenues en un flux binaire destiné à être stocké ou transmis. Ce procédé de codage
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
34 23 7 0 0 5 2 0 0 0 2 0 0 0 0 0
34, (0, 23), (0, 7), (2, 5), (0, 2), (3, 2),EOB
Table 2.1 – Exemple de pseudo-codage par plage de zéros après représentation du bloc 4× 4 selon
le balayage en zig-zag.
sans pertes est basé sur l’utilisation de codes binaires dont la longueur dépend des propriétés statis-
tiques de la source (nous parlons alors de codage VLC 6). La probabilité d’apparition d’un symbole
de la source définit le code binaire qui lui est associé : un code binaire court sera attribué à un
symbole fréquent. Les méthodes de codage doivent respecter la contrainte de singularité des codes
binaires : ceux-ci doivent être uniques et ne pas préfixer un autre code.
Il existe plusieurs outils de codage entropique, leur objectif étant de se rapprocher de la limite théo-
rique de compression sans pertes, donnée par l’entropie de la source et définie par [127]. L’entropie
H d’une variable aléatoire X, à réalisation dans un dictionnaire {x1, . . . , xN} et suivant une loi de




−p(xi) log2 p(xi) (2.8)
Parmi les outils les plus courants pour le codage entropique sans perte, nous pouvons citer les
méthodes suivantes :
Codage de Huffman [74] basé sur une représentation en arbre binaire des symboles selon leurs
probabilités d’apparition. Cette méthode est optimale pour la compression à code de longueur
entière d’une source.
Codage Lempel-Ziv [168, 153] basé sur la construction d’un dictionnaire de mots, un mot cor-
respondant à un regroupement de symboles. Ce type de codage est efficace lorsque la source
présente des motifs répétitifs de symboles. Il sert notamment de base au format de fichier ZIP
et GZIP.
Codage arithmétique [119, 154] qui permet un codage théoriquement optimal. Les deux tech-
niques précédentes de codage représentent les symboles par des codes binaires à longueur
entière, ce qui est souvent sous-optimal. Par exemple, pour p(xi) > 0.5, le code le plus court
aura une longueur minimale de 1 bit. Le codage arithmétique améliore l’efficacité de codage
en convertissant un groupe de symboles en un nombre fractionnaire unique permettant en
pratique de coder un symbole sur moins d’un bit.
L’encodeur et le décodeur doivent utiliser la même table d’équivalence entre les symboles et leurs
codes binaires associés. Certains standards de codage se basent sur des tables d’équivalence prédéfi-
nies, souvent utiles lorsque la probabilité p(xi) de chaque symbole est connue et fixe. Par exemple,
la probabilité d’apparition d’une lettre de l’alphabet dans un document en français ne varie pas d’un
texte à l’autre. A l’inverse, lorsque la distribution de la source n’est pas connue, la table d’équivalence
optimale peut être calculée à l’encodeur puis transmise au décodeur. Dans ce cas, le procédé d’enco-
dage nécessite deux passes, la première étant dédiée au calcul des probabilités p(xi). L’inconvénient
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Table 2.2 – Illustration du codage exponentiel-Golomb.
d’encodage et de décodage s’opèrent instantanément. Enfin, une autre méthode de codage consiste
à modifier “à la volée” la table d’équivalence en fonction des symboles codés/décodés. Ce type de co-
dage, appelé codage dynamique, requiert l’utilisation d’algorithmes d’optimisation parfois complexes
s’exécutant de façon synchrone à l’encodeur et au décodeur. L’intérêt de cette approche est qu’elle
est générique, c’est-à-dire qu’il n’est pas nécessaire d’avoir une connaissance a priori des probabili-
tés d’apparition des symboles de la source, celle-ci s’affinant au cours du processus de codage. En
revanche, l’apprentissage des lois de probabilité requiert un échantillon suffisamment représentatif
de la source. La méthode peut s’avérer inefficace lorsque le nombre de symboles transmis est faible.
Pour illustrer ce procédé, un codage de Huffman dynamique est décrit dans [148].
Indépendamment de la méthode de codage, les outils présentés jusqu’ici reposent sur un dictionnaire
fini de symboles associés à des probabilités d’apparition. Dans certains cas il peut s’avérer intéressant
de disposer d’outils de codage non contraints par un ensemble fini de symboles. Ce concept repose
sur un code universel utilisé comme préfixe du code binaire. Le codage exponentiel-Golomb [140],
basé sur le code de Golomb [67], est utilisé notamment pour représenter les entiers positifs en code
binaire selon le schéma illustré en 2.2. La longueur du code dépend de l’entier : un code court est
attribué aux entiers petits. Les codes binaires à longueur variable respectent une construction logique
donnée par :
[M zéros] [1] [info] (2.9)
où [info] est représenté sur M bits.
Cette technique est utilisée lorsque le codage de Huffman ou arithmétique ne peut être utilisé ; mais
l’efficacité en compression est systématiquement moins élevée. Le codage exponentiel-Golomb trouve
son intérêt dans un contexte de codage vidéo prédictif où un résidu est statistiquement proche de
zéro. Toutefois, dans certains cas où le modèle de prédiction échoue, ce mécanisme permet de coder
une valeur quelconque dans un dictionnaire théoriquement de taille infinie.
Dans le cas du codage vidéo, les informations à coder sont de deux types :
La signalisation (ou entête) qui permet de “comprendre” l’organisation du flux binaire décodé :
le partitionnement de l’image utilisé, les méthodes de prédiction employées pour chaque bloc
ou groupe de blocs, les tables de quantification utilisées, etc. La signalisation est utile pour
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L’information résiduelle correspond au contenu propre à l’image, c’est-à-dire aux données res-
tantes lorsque toutes les méthodes de codage ont été successivement employées : prédiction,
transformation et quantification. L’information résiduelle caractérise les données utiles pour le
décodeur.
Nous avons vu précédemment comment exploiter la distribution statistique des coefficients résiduels,
notamment en adoptant le parcours en zig-zag et un codage par plage. Les informations de signali-
sation font également l’objet d’optimisations statistiques à plusieurs niveaux pour être représentées
par des codes binaires. Nous reviendrons sur ce point au cours de la description technique de la
norme H.264/AVC.
2.3.1.7 Filtrage
Le filtrage est un procédé de post-traitement, en général facultatif (excepté pour les normes de codage
vidéo les plus récentes), du fait de sa complexité calculatoire ; mais son efficacité est indéniable.
Les schémas de codage basé sur une transformée DCT partitionnent l’image en blocs de petites
tailles. Une quantification agressive engendre une forte réduction de débit au prix d’une dégradation
importante, qui se matérialise par des effets de blocs perceptuellement gênants. Le filtrage, connu
sous le nom de deblocking filter [88], peut remédier en partie à ce problème en lissant les pixels aux
frontières des blocs.
2.3.2 La norme H.264/AVC
2.3.2.1 Introduction
Dans la norme H.264/AVC, seule la partie décodage est normalisée, laissant le soin aux différents en-
codeurs de sélectionner les paramètres d’encodage. En effet, certains outils de codage, par exemple les
méthodes de prédiction, sont en compétition au niveau de l’encodeur. Il revient alors à l’encodeur de
choisir le plus approprié selon ses propres critères de choix. Pour ces raisons, les performances des en-
codeurs matériels ou logiciels ne sont pas identiques et dépendent des choix d’implémentation soumis
au compromis d’efficacité en compression/complexité calculatoire. Par exemple, certaines applica-
tions de type temps réel nécessitent un encodage à la volée. Pour cela des heuristiques sont utilisées
afin de sélectionner le mode d’encodage probablement le plus efficace et ainsi réduire la complexité
calculatoire. D’autres applications, par exemple destinées au stockage, ne sont pas contraintes par le
temps d’encodage. Dans ce cas, plusieurs passes d’encodage permettent d’optimiser les paramètres
d’encodage le plus finement pour une compression maximale.
Le standard définit des profils en fonction des utilisations souhaitées :
Baseline Profile pour les applications disposant de peu de ressources, largement répandu dans les
applications destinées aux mobiles ;
Main Profile pour les applications de diffusion et de stockage grand public ;
Extended Profile prévu spécifiquement pour la diffusion en streaming ;









































   

Figure 2.5 – Schéma de compression vidéo de la norme H.264/AVC. EM : Estimation de Mouve-
ment. CM : Compensation de Mouvement. T (−1) : Transformation (inverse). Q(−1) : Quantification
(inverse).
Le profil supérieur propose de nouveaux outils de codage plus performants regroupés sous l’extension
H.264/AVC FRExt 7 [133, 95, 9] finalisée en juillet 2004. Ce profil s’est rapidement imposé, notam-
ment pour les nouveaux besoins liés à la haute-définition. Il a par exemple été choisi pour l’encodage
des disques Blu-ray et pour la radiodiffusion en Europe. Le profil supérieur sera la référence utilisée
dans ce manuscrit, c’est pourquoi nous allons l’étudier spécifiquement.
La norme H.264/AVC relève d’une complexité telle que sa description technique complète n’aurait
pas sa place dans ce manuscrit. Nous nous focaliserons sur les éléments clés qui permettront de com-
prendre en détail les implémentations décrites dans les chapitres suivants. L’ouvrage de Richardson
[118] fait office de référence pour la description du codage H.264/AVC. Le schéma global de codage
de la norme H.264/AVC est présenté sur la figure 2.5.
La norme H.264/AVC est basée sur un partitionnement par macro-bloc de taille 16× 16 pixels pour
la composante luma et 8× 8 pour les composantes chromatiques (selon une représentation de type
4 : 2 : 0, voir 2.3.1.1). Chaque macro-bloc peut lui même être décomposé en blocs de tailles et de
formes différentes. Les macro-blocs sont étiquetés selon un type de codage qui va conditionner la
méthode de prédiction utilisée :
macro-bloc I pour les macro-blocs prédits par une méthode intra-image, typiquement une inter-
polation à partir des pixels des blocs adjacents préalablement encodés ;
macro-bloc P pour les macro-blocs prédits par une méthode inter-image à partir des images de
référence préalablement encodées, en utilisant une estimation puis compensation de mouve-
ment ;
macro-bloc B comme pour les macro-blocs P, à la différence près que les images de référence
peuvent être des images futures selon l’ordre temporel de la séquence (prédiction bi-prédictive).
Les travaux présentés dans ce manuscrit sont des méthodes de modélisation des images par ana-
lyse/synthèse de texture et par restauration dans un contexte de prédiction intra-image. Bien que nos
recherches puissent être étendues au codage inter-image, les contributions présentées s’appuient sur
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(a) mode 0 (vertical) (b) mode 1 (horizontal)

(c) mode 2 (DC)
(d) mode 3 (e) mode 4 (f) mode 5
(g) mode 6 (h) mode 7 (i) mode 8
Figure 2.6 – Neufs modes de prédiction intra-image pour les blocs luma 4 × 4 pixels. En gris les
pixels des blocs adjacents préalablement encodés.
le codage de macro-blocs I. C’est pourquoi nous allons présenter en détail les méthodes de prédiction
intra-image de la norme H.264/AVC FRExt.
2.3.2.2 Prédiction intra-image
La prédiction intra-image dans H.264/AVC FRExt fonctionne par interpolation des pixels voisins
reconstruits en fonction d’une direction prédéfinie. Le parcours des blocs s’opérant de gauche à droite
et de haut en bas (raster scan), les pixels voisins reconstruits appartiennent aux blocs préalablement
codés donc situés au dessus et à gauche du bloc courant. Quelques subtilités différencient les modes de
prédiction selon le partitionnement utilisé. Pour la composante luma, la norme décrit trois possibilités
de partitionnement pour un macro-bloc : seize blocs de taille 4 × 4, quatre blocs de taille 8 × 8 ou
un bloc de taille 16× 16 pixels.
Pour le partitionnement par blocs 4× 4 et 8× 8, neuf modes de prédiction intra-image co-existent :
huit selon une interpolation directionnelle des pixels voisins plus un mode DC où une valeur unique
est attribuée aux pixels du bloc courant correspondant à la moyenne de tous les pixels connus voisins.
Les neuf modes de prédiction intra-image pour les blocs 4 × 4 sont illustrés sur la figure 2.6. Par
extension, les modes de prédiction sont identiques pour les blocs luma 8× 8 pixels.
Pour le partitionnement par bloc 16× 16 pixels, seuls quatre modes de prédiction intra-image sont
utilisés par interpolation des pixels adjacents du macro-bloc situé à gauche et/ou supérieur (figure
2.7). De même, ces quatre modes sont utilisés pour la prédiction de chaque composante chromatique
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
(a) Mode 0 (vertical)

(b) Mode 1 (horizontal)

(c) Mode 2 (DC) (d) Mode 3 (diagonal)
Figure 2.7 – Quatre modes de prédiction intra-image pour les macro-blocs luma 16× 16 pixels. En
gris les pixels des blocs adjacents préalablement encodés.
Suite à cette étape, un résidu est obtenu en soustrayant le bloc d’origine avec le bloc prédit. Ce
résidu est alors transformé par une DCT puis quantifié.
2.3.2.3 Transformation et quantification
La norme H.264/AVC FRExt est basée sur une transformée DCT modifiée qui offre l’avantage
d’opérer sur des nombres entiers et de pouvoir être implémentée en n’utilisant que des opérations
simples : addition, soustraction et décalage de bits. La DCT est activée pour des blocs 4 × 4 ou
8 × 8, elle s’adapte de ce fait aux partitionnements 4 × 4 et 8 × 8 utilisés au cours du procédé de
prédiction intra-image (2.6). Pour la prédiction intra-image s’opérant au niveau macro-bloc (2.7),
celui-ci est sub-divisé en seize blocs luma 4× 4 et subit deux transformations successives. Dans un
premier temps, la DCT est utilisée sur chacun des blocs 4 × 4 ainsi formé. Ensuite, la transformée
de Hadamard 4 × 4 est appliquée sur le bloc constitué de tous les coefficients DC du macro-bloc
obtenus par la DCT. Le même mécanisme de transformation à deux étages est utilisé pour chaque
composante chroma.
La transformée DCT 4 × 4 et 8 × 8 est factorisée pour réduire le nombre d’opérations nécessaires
([93]). Une matrice αN de taille N ×N (avec N = 4 ou N = 8) est obtenue à partir d’une matrice
de pixels uN selon :
αN =
[




où AN et (AN )T sont le corps de la transformée DCT, tandis que E est une matrice de mise à
l’échelle. L’opérateur ⊗ correspond à une multiplication terme à terme entre deux matrices. Dans
H.264/AVC, les matrices A4 et A8 sont définies par :
A4 =

1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1
 A8 =

8 8 8 8 8 8 8 8
12 10 6 3 −3 −6 −10 −12
8 4 −4 −8 −8 −4 4 8
10 −3 −12 −6 6 12 3 −10
8 −8 −8 8 8 −8 −8 8
6 −12 3 10 −10 −3 12 −6
4 −8 8 −4 −4 8 −8 4






































Figure 2.8 – Diagramme de l’encodeur CABAC utilisé dans H.264/AVC FRExt.
L’intérêt de cette approche est d’obtenir des matrices A4 et A8 entières facilitant l’implémentation de
la DCT. La matrice E de mise à l’échelle est ensuite combinée à la matrice opérant la quantification
scalaire pour mutualiser les traitements.







où αij correspond à l’élément de la matrice α positionné en (i, j). Le paramètre Qstep correspond au
pas de quantification choisi parmi un total de 52 valeurs prédéfinies dans le standard H.264/AVC,
ce qui permettent d’ajuster le critère débit/distorsion. Ainsi, le paramètre Qstep prend également en
compte la matrice de mise à l’échelle E pour ne plus réaliser qu’une seule et même opération. Le
mécanisme permettant d’unir les procédés de transformation et de quantification est détaillé dans
[118].
2.3.2.4 Codage entropique
Le codage entropique est un procédé dit “sans-perte”, qui représente l’information sous forme binaire
et structurée afin d’être compréhensible par le décodeur. Dans H.264/AVC FRExt, le précédent
codeur entropique CAVLC 8 [26] est remplacé par le plus performant CABAC 9 [94]. Un gain en
compression entre 10 et 15% est constaté grâce à l’emploi de CABAC par rapport à son prédécesseur,
même si cela se traduit par une augmentation notable de la complexité et des ressources mémoires
nécessaires. Nous allons revenir plus en détail sur ce dernier, dont le schéma global est illustré sur
la figure 2.8.
Le procédé de binarisation, ou d’expression sous forme binaire, consiste à transformer chaque symbole
en chaînage de bin, où un bin correspond à un symbole binaire. Cette étape est indispensable pour
la suite puisque CABAC utilise un codeur arithmétique binaire, c’est-à-dire qu’il n’est capable de
coder que des ′0′ ou ′1′. Pour cela, différents types de table d’équivalence entre un symbole en entrée,
qui caractérise un élément de syntaxe, et un chaînage binaire, sont utilisés. En fonction de l’élément
de syntaxe, nous pouvons utiliser le code unaire, unaire tronqué, Exp-Golomb (vu en 2.3.1.6) ou à
longueur fixe [94]. L’utilisation de ces dictionnaires fixes rend le procédé rapide et efficace : il permet
d’approcher la distribution de la source par un code binaire adapté.
La modélisation de contexte permet d’estimer la distribution d’un bin en fonction des symboles
précédemment encodés, avec l’objectif de proposer une probabilité binaire la plus fiable possible
8. Context-Adaptive Variable-Length Coding (CAVLC)
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au codeur arithmétique. Chaque bin x à coder possède un ensemble de contextes associés C =
{0, . . . , C − 1}. Le contexte choisi pour coder un bin dépend d’un ensemble T composé des symboles
préalablement codés. La fonction de modélisation du contexte est alors donnée par F : T→ C. Ainsi,
la probabilité conditionnelle p (x|F (z)) associée à un symbole à coder x est fonction du contexte
obtenu suite à l’étude des symboles préalablement codés z ∈ T. Ensuite, un codeur arithmétique
binaire est utilisé pour encoder le bin x avec le modèle de probabilité p (x|F (z)). Suite à l’encodage
de x, le modèle de probabilité du contexte est mis à jour afin d’affiner la distribution statistique de
la source.
En pratique, la modélisation du contexte est souvent fonction des deux blocs voisins préalablement
codés. Par exemple, le contexte utilisé pour coder un vecteur de mouvement (MVD 10) dépend des
distances L1 des MVD des deux blocs voisins.
2.3.2.5 Conclusion
Nous avons vu quelques spécificités du standard H.264/AVC à chaque étape du codage : prédiction,
transformation du résidu, quantification et codage entropique. Plus précisément, nous nous sommes
intéressés au modèle de prédiction intra-image qui interpole les pixels adjacents d’un bloc selon une
direction ou selon un calcul de moyenne. La prédiction intra-image utilisée dans H.264/AVC est un
outil puissant car elle permet de décorréler en grande partie les pixels d’un bloc. Elle part simplement
du principe qu’un bloc ressemble à son voisinage direct. Cependant, nous nous apercevons que la
prédiction par lissage des pixels voisins n’est pas toujours optimale, certains types de contenus
complexes ne sont pas adaptés à cette technique. C’est d’autant plus vrai lorsque la prédiction
intra-image concerne des blocs de grande taille plus à même de représenter une structure d’image
complexe. C’est ce que nous proposons d’étudier dans la partie suivante dédiée à l’analyse/synthèse
de texture.
2.3.3 La norme MPEG-4 Visual
La norme MPEG-4 est plus ambitieuse que son prédécesseur MPEG-2 et intègre de nouvelles appli-
cations qui vont bien au-delà du codage vidéo. Nous nous intéresserons à un sous-ensemble d’outils
mis à disposition dans MPEG-4 Visual 11 en rapport à la notion d’objets vidéo. Nous parlons alors de
mode objet et sprite qui se différencie du mode “rectangulaire” qui correspond à une approche clas-
sique du procédé d’encodage selon un partitionnement de l’image en macro-blocs. Nous présentons
ici les concepts sous-jacents.
2.3.3.1 Mode objets
Dans ce mode, une séquence vidéo est caractérisée par une collection d’objets vidéo. La superposition
de ces objets vidéo permet de reconstruire la séquence d’origine, mais d’autres d’utilisations sont
rendues possibles, comme la visualisation d’un objet spécifique, la suppression d’un objet etc. La
forme des objets vidéos est quelconque et peut évoluer dans le temps. Dans un contexte de compres-
sion, l’idée sous-jacente est d’identifier et de segmenter les objets indépendants d’une séquence qui
ont une texture et un mouvement propre. Il faut bien noter ici que la norme MPEG-4 ne fournit pas
10. Motion Vector Difference (MVD)






























Figure 2.9 – Illustration de la SA-DCT. En bleu les pixels du bloc à coder, en rouge les coefficients
transformés obtenus.
d’outils de segmentation ; elle offre uniquement un ensemble d’outils pour représenter, manipuler et
coder de façon efficace les objets d’une séquence. Un état de l’art sur les méthodes de segmenta-
tion spatio-temporelle, appliquées dans un contexte de codage vidéo, est disponible dans l’article de
Salembier et Marques [123].
Pour caractériser un objet dans la scène, MPEG-4 définit la notion d’objets vidéo de plan, ou VOP 12.
Un VOP correspond au plus petit rectangle englobant l’objet et sa taille peut évoluer dans le temps.
Il est donc nécessaire, pour chaque VOP, de coder sa texture et sa forme.
Puisqu’il s’agit d’une segmentation basée pixel, la forme de l’objet segmenté doit être spécifiée pour
tous les macro-blocs frontaliers du VOP. Pour cela, la norme MPEG-4 code un masque binaire appelé
BAB 13. Cependant, plusieurs techniques d’estimation/compensation du BAB existent et se basent
sur la segmentation de l’objet dans une image de référence.
L’information de texture, ou de résidu de texture lorsqu’il y a eu estimation de mouvement, subit une
transformation DCT. Là encore, un traitement spécifique est appliqué aux blocs frontaliers de l’objet
du fait de leurs configurations particulières. La technique utilisée, dite SA-DCT 14[128], est basée
sur des transformations DCT mono-dimensionnelles appliquées verticalement puis horizontalement.
Dans un premier temps, le sous-ensemble des pixels du bloc à coder est décalé colonne par colonne
vers le haut avant de subir une transformation verticale. Ensuite, les mêmes opérations de décalage
puis de transformation des coefficients sont appliquées horizontalement, comme illustré sur la figure
2.9. L’opération inverse est effectuée au décodage pour reconstruire le sous-ensemble des pixels du
bloc. La SA-DCT offre l’avantage d’obtenir autant de coefficients transformés que de pixels dans le
bloc, permettant ainsi de réduire la quantité d’information à coder.
2.3.3.2 Mode sprite
Dans la norme MPEG-4, le terme sprite désigne la notion d’image panoramique ou mosaïque cor-
respondant au fond statique d’une séquence vidéo. Cette mosaïque est obtenue après analyse de
la séquence vidéo complète. Les mouvements de caméra sont ainsi pris en compte pendant le plan
séquence (comme le travelling). L’intérêt de cette approche est que le fond, la partie statique de
la séquence, n’évolue pas au cours du temps. Il est alors possible d’encoder qu’une seule et unique
fois l’image panoramique pour tout le plan séquence, ce qui supprime les redondances d’information
entre les images successives. Il ne reste plus qu’à coder la position de chaque image dans la mosaïque
pour reconstruire le fond de la séquence d’origine. Ensuite, les objets dynamiques de la scène sont
insérés pour reconstruire la vidéo d’origine. Le procédé est illustré sur la figure 2.10.
12. Video Object Plane
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2.3.3.3 Conclusion
Les deux modes objets et sprite de MPEG-4 Visual présentent une approche intéressante qui au-
rait pu être la base des travaux réalisés au cours de cette thèse. En effet, la représentation basée
contenu d’une séquence peut servir de support à un codage efficace par analyse/synthèse des objets.
Cependant, la segmentation spatio-temporelle est une opération complexe et souvent peu fiable qui
peut alimenter un sujet de thèse à part entière, et prend en considération des aspects temporels en
dehors de notre champ d’étude. Nous constatons d’ailleurs que les différents travaux basés sur cette
approche offrent des performances en compression intéressantes seulement pour un type restreint
de séquences vidéo. En général, il s’agit d’un déplacement simple de caméra dans le plan ou d’une
scène dont les objets sont facilement segmentables dans l’espace et dans le temps (sans variation
d’illumination par exemple), c’est rarement le cas pour des séquences vidéo dites “naturelles”. Il est
donc difficile d’aboutir à un outil générique fiable pour coder efficacement tout type de séquence. De
plus, le facteur de compression de MPEG-4 Visual est loin d’être optimal à cause de ses difficultés
d’implémentation par rapport à H.264/AVC FRExt présenté précédemment. C’est pour ces raisons
que les travaux de cette thèse se sont basés sur l’ajout de nouveaux outils dans H.264/AVC, avec
























































Codage vidéo par analyse/synthèse de texture :
un état de l’art
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3.1 Introduction
Cet état de l’art dresse un panorama non exhaustif des méthodes d’analyse et de synthèse utilisées
pour le codage des images fixes ou animées. Nous nous intéressons à la synthèse des régions de texture
mais aussi de structures (contours...). L’idée sous-jacente de telles méthodes est de remplacer une
partie naturelle de l’image (bloc, région, objet) par une partie synthétisée, ce qui peut s’avérer
intéressant si la représentation synthétique est “suffisante” (au sens de la qualité perçue) et moins
coûteuse (en termes de débit) que le codage utilisant une méthode classique. Dans ce chapitre, nous
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L’analyse d’images : il s’agit de décrire partiellement ou complètement une scène à partir de
l’image observée (objets présents, dimensions, position dans l’espace,...). Classiquement, ce
processus d’analyse se décompose en prétraitement et extraction des traits caractéristiques,
puis classification et reconnaissance de formes avant de décrire (et éventuellement interpréter)
l’image.
La synthèse d’images : le but de la synthèse est de reconstruire une image qui ressemble à l’image
simulée à partir d’une description de la scène, des objets qui la composent, etc. Cette scène
reconstruite peut être ressemblante à la réalité ou imaginaire.
La restauration ou amélioration des images : il s’agit de modifier une image de manière “in-
détectable”. Une région manquante ou détériorée est “remplie”, le plus souvent par des infor-
mations synthétisées grâce à l’étude de son voisinage. Ce procédé, appelé inpainting, est en
grande partie issu des recherches antérieures sur l’analyse/synthèse des images numériques.
Le codage avec compression : au regard des résultats très prometteurs obtenus par les algo-
rithmes de restauration, plusieurs recherches récentes ont intégré ces algorithmes dans le
schéma de compression des images. Le principe repose sur la suppression volontaire de certaines
parties de l’image choisies judicieusement, et qu’il sera ensuite possible de reconstruire grâce
au voisinage spatial et/ou aux informations supplémentaires codées qui décrivent la partie
manquante.
Le domaine qui nous intéresse est à la convergence de ces quatre champs applicatifs. L’utilisation de
méthodes de synthèse pour représenter des portions de l’image au lieu de les coder par des méthodes
classiques suppose d’avoir au préalable effectué une analyse pour savoir quelles parties de l’image
nécessitent d’être codées classiquement et lesquelles doivent être synthétisées. Par ailleurs le choix
de représenter une partie de cette image par synthèse (plutôt que codage) constitue bien une forme
de restauration. Les techniques utilisées appartiennent donc à tous ces domaines et en mixent les
techniques : modèles statistiques issus des méthodes de synthèse les plus classiques (image modélisée
par un champ de Markov), méthodes heuristiques plus légères (de type "copier-coller"), méthodes
de restauration basées sur des équations de diffusion ou de recouvrements d’échantillons (patchs)...
Ces méthodes ne donnent pas à elles seules de résultats de codage satisfaisants : elles sont la plupart
du temps couplées à des méthodes de codage classiques (codage hybride) avec lesquelles elles entrent
en coopération ou en compétition.
Dans ce chapitre, nous nous focaliserons sur les méthodes de synthèse et de restauration d’image
qui ont inspiré les algorithmes de compression d’image et de vidéo. La première partie est consacrée
à la définition généraliste de “texture”.
3.2 Qu’est ce qu’une texture ?
La notion de “texture” en imagerie est un concept abstrait qui peut faire référence à différentes
caractéristiques d’une image. Bien qu’il y ait beaucoup de phénomènes naturels décrits comme des
textures, il n’y a pas de définition universellement acceptée. Voici quelques définitions intéressantes
trouvées dans la littérature :
“The term texture generally refers to repetition of basic texture elements called texels. The
texel contains several pixels, whose placement could be periodic, quasi-periodic or random.
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or periodic. Texture may be coarse, fine, smooth, granulated, rippled, regular, irregular,
or linear.” par Jain dans [75]
“Textures are homogeneous patterns or spatial arrangements of pixels that regional in-
tensity or color alone does not sufficiently describe. As such, textures have statistical
properties, structural properties, or both. They may consist of the structured and/or ran-
dom placement of elements, but also may be without fundamental subunits.” par Smith
dans [130]
“Textures usually can be described informally as the output of some physical process whe-
rein local structure is repeated seemingly at random. Two texture patches are considered
to be the same if they appear to have been generated by the same process.” par De Bonet
dans [30]
L’approche que nous proposons consiste à décrire une image naturelle comme une composition
de contours et de textures : les contours déterminent la structure des objets alors que la texture
définit le remplissage des structures. Dans le domaine de la vision, une texture sous-entend un signal
“homogène” constitué d’éléments répétés souvent aléatoirement (couleur, position, orientation, etc.),
c’est-à-dire un signal susceptible d’être décrit statistiquement. L’interprétation d’une texture prend
également en compte une notion de distance et d’angle d’observation, ainsi que de degré d’attention
visuelle. De ce point de vue, tout ce qui compose l’univers peut être considéré comme une texture,
à partir du moment où les conditions de visualisation sont adéquates, d’un assemblage régulier
d’atomes jusqu’à l’observation d’une galaxie.
Les textures sont souvent cataloguées en deux catégories :
Les textures déterministes (ou périodique ou régulière ou rigides) sont caractérisées par une ré-
partition spatiale régulière d’un motif géométrique constant. La description du motif élémen-
taire, les dimensions du réseau et son orientation suffisent à décrire la texture. Cette définition
ne convient qu’à des textures parfaitement régulières que l’on ne rencontre que très rarement
dans la réalité des images naturelles.
Les textures stochastiques (ou aléatoires ou non-rigides), à l’inverse, sont caractérisées par des
motifs différents appartenant à une population dont seules les propriétés statistiques sont
définies et dont la répartition spatiale suit également une grille irrégulière. Il est alors difficile
d’isoler un motif de base.
Cependant, beaucoup de textures naturelles sont situées entre ces deux extrêmes. La figure 3.1
illustre quelques-unes de ces textures.
Par extension à la vidéo, une nouvelle nomenclature différencie les textures stationnaires dans le
temps (exemple : mur de brique) aux textures temporellement aléatoires, c’est-à-dire les textures
vouées à se transformer continuellement (surface de l’eau, flamme...).
De par leurs descriptions très hétéroclites, l’analyse et la classification automatique de texture est
un problème difficile. L’analyse de texture est en général regroupé en deux grandes familles : les
techniques dites statistiques et les techniques spectrales.
A propos des méthodes statistiques, les statistiques d’ordre premier ou deuxième sont couramment
utilisées pour classifier des textures basiques (sans structures). Nous pouvons également citer les
méthodes LBP 1 [107, 112] qui appliquent une étiquette à chaque pixel en fonction du masque binaire
obtenu après analyse du voisinage local. Ce type de méthode a l’avantage d’être peu complexe. Enfin,
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Figure 3.1 – Exemple de textures, triées selon la régularité de leurs structures (source : [87]).
les modèles de champs aléatoires [30] représentent chaque pixel comme une valeur engendrée par
une loi de distribution de probabilité selon sa position dans l’image et donnée par les autres pixels.
Le plus souvent, les méthodes spectrales [60, 21, 115] sont basées sur une transformée de type on-
delette. La décomposition spatio-fréquentielle offre un bon support pour caractériser les singularités
d’un signal.
3.3 La synthèse de texture
L’objectif de la synthèse de texture probabiliste peut être formulée comme suit : créer une nouvelle
image à partir d’un exemple de texture de telle sorte que la nouvelle image soit suffisamment dif-
férente de l’originale mais qu’elle semble produite par le même processus stochastique sous-jacent
([29]). Comme vu précédemment, il existe plusieurs types de texture (déterministes, aléatoires). De
ce fait, la littérature est composée de nombreuses méthodes de synthèse de texture, chacune étant
souvent adaptée à une catégorie spécifique de texture. Nous recensons deux types de méthodes de
synthèse : paramétriques et non paramétriques.
3.3.1 Les méthodes paramétriques
Les méthodes paramétriques utilisent des paramètres statistiques pour décrire une texture. Elles se
décomposent en deux phases : tout d’abord la texture en entrée est “analysée” pour en extraire des
paramètres statistiques, qui sont ensuite appliqués sur un bruit blanc pour “synthétiser” une texture
visuellement proche de l’original. Toute la question réside dans le choix de la représentation de la
texture d’entrée pour une analyse statistique efficace et le choix des paramètres statistiques utilisés
pour la caractériser au mieux.
Suivant la modalité des images à étudier, la signature la plus discriminante de la texture est à re-
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(matrices de co-occurrence, fonction d’autocorrélation, modèle de Markov...), soit dans des mé-
thodes qui exploitent les propriétés statistiques à partir d’un plan transformé dans lequel la texture
est réécrite (densité spectrale, méthode des extrema locaux, méthodes de transformation de Fourier,
décomposition pyramidale...). La décomposition pyramidale, basée sur une représentation hiérar-
chique de l’image, est particulièrement bien adaptée à ce contexte d’utilisation, puisqu’elle permet
de capturer différents traits caractéristiques d’une texture en fonction du niveau de décomposition.
Parmi les décompositions pyramidales les plus courantes, deux sont particulièrement privilégiées en
analyse/synthèse de texture :
la pyramide laplacienne [32] est construite par la différence entre deux niveaux d’une pyramide
gaussienne. Plus précisément, un niveau k de la pyramide laplacienne est le résultat d’une
soustraction d’un niveau k d’une pyramide gaussienne et de sa version estimée par expansion
du niveau supérieur k − 1. Le procédé est récursif sur la sous-bande basse-fréquence pour
obtenir un nombre de décompositions variable.
la pyramide “steerable” [61, 129] est une décomposition linéaire multi-échelles et multi-orienta-
tions par ondelettes du signal. Ce type d’ondelettes possède plusieurs propriétés supplémen-
taires par rapport aux ondelettes orthogonales traditionnelles, notamment en ce qui concerne
l’invariance en translation et en rotation, et de robustesse dû à sa redondance. Elle est utilisée
dans le contexte de la synthèse d’image car elle permet de saisir des traits caractéristiques
de texture concernant son orientation et possède de très bonnes propriétés de reconstruction,
contrairement aux filtres de Gabor ([114]).
Les paramètres statistiques de texture sont analysés à chaque niveau de la pyramide (coefficients
d’asymétrie, d’aplatissement, variance, autocorrélation, corrélation croisée, histogramme de couleurs
etc. des sous-bandes). La procédure de synthèse est récursive : le procédé est initié par une image
de bruit blanc Gaussien décomposée sur une pyramide. Puis une procédure “coarse to fine” impose
des statistiques sur les sous-bandes à chaque étage de la pyramide.
David Heeger et James Bergen furent parmi les premiers à présenter un procédé de synthèse basé
sur une décomposition pyramidale du signal [73]. Leur approche part du principe que les propriétés
d’une texture peuvent être mesurées statistiquement à partir des réponses à des filtres linéaires
adaptés. Pour cela, deux types de décomposition sont employées : la pyramide Laplacienne et la
pyramide “steerable”. Pour chaque sous-bande, un histogramme est généré en fonction de la valeur
de ses coefficients. La synthèse va ensuite consister à faire “correspondre” les histogrammes d’un
bruit blanc aux histogrammes de la texture d’entrée. La reconstruction du signal dans le domaine
spatial fournira une texture visuellement similaire mais différente de la texture d’origine. Bien que les
résultats ne soient pas satisfaisants pour tous les “types” de textures, et notamment pour les textures
composées de structure, ces travaux sont très couramment cités dans le domaine de la synthèse. Par
exemple, sur la Fig.3.2, nous observons l’efficacité de la méthode sur des textures aléatoires (ligne
du haut) contrairement aux textures composées de structures (deuxième ligne).
Les travaux de De Bonet [29] et Portilla et al. [115] ont étendu le concept en affinant le nombre
et la nature des paramètres statistiques utilisés, dans le but d’améliorer la prise en compte des
structures durant le processus d’analyse/synthèse. La Fig. 3.3 illustre les résultats obtenus par
l’algorithme de synthèse de texture proposé par De Bonet. Nous constatons que la méthode donne
de meilleurs résultats par rapport à la méthode de Heeger (voir Fig. 3.2) notamment pour les textures
déterministes. Bar-Joseph et al. [19] proposent un algorithme de mixage de textures, basé sur les



















54 Chapitre 3. Codage vidéo par analyse/synthèse de texture
Figure 3.2 – Illustration de la méthode paramétrique de synthèse de texture de Heeger et al. ([73]).
A gauche, les échantillons sources de texture. A droite, les textures générées.
3.3.2 Les méthodes non paramétriques
Les modèles présentés sont dits non paramétriques dans le sens où la fonction de probabilité des pixels
n’est pas explicitement construite : elle est approximée à partir d’un échantillon de texture source.
Les textures sont modélisées par un champ de Markov aléatoire, où un pixel est défini exclusivement
à partir de ses voisins immédiats (nous supposons que la distribution de probabilité d’un pixel est
donnée par la valeur de ses voisins et est indépendante du reste de l’image). Il existe deux grandes
familles d’algorithmes de synthèse de texture non paramétriques : les méthodes basées pixel et les
méthodes basées bloc.
3.3.2.1 Les méthodes basées pixel
Les méthodes basées pixel ont été initiées par Popat et Picard [113] puis Efros et Leung [57]. Le
principe de la méthode décrite dans [57] est le suivant : disposant d’un échantillon de texture, on
cherche à synthétiser une nouvelle image pixel par pixel via un processus itératif. En supposant un
modèle de Markov pour le pixel p à synthétiser, on cherche donc à établir sa distribution connaissant
les voisins déjà synthétisés de p, notée ω(p). La meilleure prédiction de p, notée pˆ, est définie par la
relation :
pˆ = argminω d(ω(p),ω), ω ⊂ Iech (3.1)
où Iech est l’échantillon source de texture, ω représente l’ensemble des voisins possibles de Iech
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Figure 3.3 – Illustration de la méthode paramétrique de synthèse de texture de De Bonet et al.






















Figure 3.4 – Synthèse d’un pixel selon le procédé décrit par Efros et Leung ([57]).
comparaison pixel à pixel de type SAD ou SSD). La valeur du pixel pˆ de l’échantillon source est
recopiée dans p. Le procédé est itératif jusqu’à ce que tous les pixels de l’image synthétisée soient
complétés. La Fig. 3.4 schématise le procédé de synthèse d’un pixel selon un voisinage causal ω
prédéfini (la forme en “L”, ou L-shape). L’unique paramètre de la méthode concerne la taille de la
fenêtre du voisinage ω, qui permet d’ajuster le caractère stochastique de la texture synthétisée. Plus
le nombre de voisins pris en compte est important et plus l’algorithme est à même de reproduire des
textures composées de texels de grandes tailles et/ou dispersés, jouant ainsi sur l’aspect rigide ou
non de la texture synthétisée. La Fig. 3.5 illustre le résultat obtenu en synthétisant une texture avec
plusieurs tailles ω différentes. En augmentant le nombre de pixels voisins pris en compte, la texture
générée “semble” plus régulière à cause de la répétition, l’alignement et l’espacement des texels. La
taille de ω influence directement la complexité de la méthode en terme de nombre de comparaisons
nécessaires pour synthétiser un pixel.
Le concept a été étendu par Wei et Levoy [152] en introduisant une approche de synthèse de texture
multi-résolution basée sur des pyramides gaussiennes. Le voisinage ω(pi) d’un pixel p à un niveau
i de la décomposition pyramidale est composé à la fois des pixels de voisinage causal au niveau i
(identique à [57]), mais également des pixels du voisinage complet au niveau supérieur i + 1 de la
pyramide. Le procédé itératif de synthèse est de type “coarse to fine”, c’est-à-dire que les niveaux
de la pyramide sont générés du plus haut au plus bas. L’approche proposée combine deux avantages
par rapport à la méthode de Efros et Leung [57]. Tout d’abord, la décomposition pyramidale de la
texture source “capture” les motifs élémentaires de texture à différents niveaux de résolution, ce qui
permet de réduire la taille du voisinage ω tout en garantissant la reproduction de l’aspect régulier
des textures déterministes (pour peu que le nombre de niveaux de décomposition de la pyramide
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Figure 3.5 – Exemples de synthèse de texture selon la méthode proposée par Efros et Leung ([57]).
De gauche à droite : échantillon source, image synthétisée avec un nombre de voisins respectivement
de 5, 11, 15 et 23 pixels.
à la synthèse d’un pixel, donc la complexité globale de la méthode.
L’algorithme de Wei et Levoy [152] a inspiré Ashikhmin qui propose dans [16] une contrainte sup-
plémentaire permettant de “recopier” des parties entières de l’image source. Au lieu d’effectuer une
recherche du meilleur voisinage de p dans l’image source complète, la méthode propose de réduire
la recherche aux seuls voisins ω(p) reliés à une position donnée dans l’image source. Par exemple,
considérons qu’un voisinage est composé de quatre pixels répartis en “L” autour du pixel p à syn-
thétiser. A chaque pixel de ω(p) déjà synthétisé correspond une position dans l’échantillon source.
La recherche du plus proche voisinage est restreinte à ces quatre positions dans l’image source, en
prenant en compte le décalage de position par rapport au pixel p. La particularité de cet algorithme
est qu’il est extrêmement rapide.
Ces méthodes simples s’appliquent à un grand nombre d’applications (synthèse, warping 3D, in-
painting, extension des bords, etc.) et elles donnent généralement de bons résultats visuels. Pour les
textures déterministes, la qualité des résultats est influencée par la taille de la fenêtre de recherche
qui doit être au minimum aussi grande qu’un motif de texture élémentaire. La complexité en terme
de calcul de cette approche basée pixel est telle qu’une utilisation pour une contrainte “temps réel” de
synthèse de texture n’est pas envisageable. Pour ces raisons, les méthodes basées bloc sont souvent
préférées.
3.3.2.2 Les méthodes basées blocs
Les méthodes paramétriques et les méthodes basées pixel ont montré leurs limites concernant la
synthèse de textures déterministes composées de motifs élémentaires irréguliers. La nouvelle approche
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Figure 3.6 – Qualité de la texture générée en fonction des contraintes appliquées pour une méthode
de synthèse par bloc ([56]).
textures par recopie de bloc (ou patch) de pixels, chaque bloc étant constitué d’un ou de plusieurs
motifs élémentaires. Pour garantir la continuité des structures de la texture, un bloc à synthétiser
dispose d’une zone de recouvrement avec ses blocs voisins. Pour déterminer le bloc de texture source
adéquat, une contrainte de minimisation est appliquée sur la zone de recouvrement entre les deux
blocs voisins. Cette contrainte est basée sur un critère de différence pixel à pixel, de type SAD ou SSD.
Sur la Fig. 3.6(b), nous constatons que la contrainte de minimisation sur la zone de recouvrement
ne fait pas totalement disparaître les effets de blocs, bien que ce soit moins flagrant qu’avec une
méthode de synthèse sans contrainte (Fig. 3.6(a)). Pour y remédier, une méthode complémentaire
consiste ensuite à trouver la meilleure frontière entre les deux blocs à l’intérieur du recouvrement
(qui déterminera pour une position donnée son appartenance à un bloc ou l’autre), dans le sens d’une
meilleure dissimulation possible des discontinuités. La Fig. 3.6(c) montre que cette technique rend
les transitions entre les blocs visuellement indétectables. Finalement, la méthode proposée dans [56]
donne de très bons résultats quel que soit le type de texture. L’unique paramètre à définir concerne
la taille des blocs utilisée pour la synthèse. Ce paramètre dépend de la taille et de l’espacement des
motifs élémentaires de la texture source. Liang et al. ont décrit une méthode similaire dans [85].
Dans [82], Kwatra et al. généralisent le problème de découpage de la zone de recouvrement à l’aide
d’un graphe dont les noeuds sont les pixels et les arcs la distance entre pixels voisins (différence
entre la “valeur” de deux pixels voisins). De ce fait, un algorithme générique de découpage de graphe
permet d’obtenir le meilleur découpage possible, celui qui minimise la distance entre pixels voisins.
Par extension, la méthode est utilisée pour synthétiser des vidéos de texture temporelle (c’est-à-dire
des textures qui évoluent dans le temps). Dans ce contexte, les blocs sont représentés par des cubes
(un même bloc qui évolue dans le temps). La synthèse d’un cube forme une zone de recouvrement
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3.3.3 Conclusion
En conclusion, nous avons vu que les méthodes de synthèse de texture peuvent être réparties en deux
catégories. Les méthodes paramétriques définissent un jeu de mesures statistiques qui permettent
d’analyser un échantillon de texture. La synthèse s’opère ensuite en imposant ces contraintes sta-
tistiques sur un bruit blanc. Ce type de méthode offre l’avantage de pouvoir restreindre les carac-
téristiques d’une texture à un nombre limité de paramètres, mais peine à synthétiser des textures
composées de motifs.
L’autre grande catégorie de méthodes est basée sur la corrélation qui unit un patch (un pixel ou
un bloc) à ses voisins. Pour synthétiser un patch, on recherche dans l’échantillon source le voisinage
causal le plus proche, puis une recopie est effectuée entre le patch associé de l’image source et le
patch à synthétiser.
Dans les deux types d’approches, la décomposition multi-échelle du signal d’entrée permet d’analyser
et de synthétiser une texture à différents niveaux de résolutions. De meilleurs résultats visuels sont
généralement constatés.
Le papier [87] décrit différentes méthodes de synthèse de texture et propose de comparer visuellement
les résultats de quelques unes d’entre elles.
3.4 La restauration par synthèse d’image
3.4.1 Etat de l’art
L’objectif d’une méthode de restauration est d’obtenir un algorithme automatique permettant de
“remplacer” certaines régions d’image définies par l’utilisateur, par exemple supprimer un défaut dans
l’image, supprimer un objet non désiré, etc. L’efficacité de l’algorithme est mesurée par sa capacité à
“remplir” la région ciblée d’une manière visuellement indétectable et naturelle. Cependant, le constat
dressé montre que les articles présents dans la littérature se focalisent sur un des deux aspects de
l’inpainting ou de la synthèse :
– La synthèse de texture permet de générer des images à l’infini visuellement identiques. Cepen-
dant, ces algorithmes montrent leurs limites lorsqu’ils sont appliqués sur des images naturelles,
composées de textures mixtes et non “pures”.
– L’inpainting permet de combler les trous d’images en propageant les structures (isophotes). L’in-
convénient est que ces algorithmes, inspirés des équations aux dérivées partielles, introduisent
du flou, notamment lorsqu’il s’agit de larges portions d’image à restaurer (les méthodes les plus
connues sont présentées dans [23, 22, 38, 143]).
La famille de méthodes auxquelles nous allons nous intéresser s’inspire directement de méthodes non
paramétriques de synthèse de texture et arrive à palier les problèmes évoqués ci-dessus. La partie
visible de l’image sert de base d’apprentissage pour en déduire la partie manquante. Le traitement
est itératif jusqu’à ce que l’image soit intégralement restaurée.
Bien qu’inspirée du domaine de la synthèse, cette famille de méthodes doit être capable de prendre en
compte des images naturelles bien plus complexes que des textures. Cette catégorie d’applications est
aussi appelée “synthèse contrainte”. L’un des premiers travaux portant sur ce domaine fut proposé par
Harrison dans [71]. Inspiré de l’algorithme de synthèse de texture basé pixel de Efros et Leung [57], il
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par la relation qui les unit à leurs voisins. Pour cela, une analyse de l’image disponible permet
d’extraire les redondances statistiques entre pixels voisins. Les redondances les plus présentes sont
favorisées lors du processus de restauration. Ce mode opératoire représente une rupture par rapport
aux algorithmes itératifs de synthèse classiques soumis à un ordre de traitement fixe (raster scan).
Le concept d’attribuer une priorité de restauration en fonction de critères intrinsèques à la géométrie
de l’image va être repris dans les méthodes suivantes. L’article [31] propose un modèle plus simple
où la priorité de chaque pixel est définie par le nombre de voisins directs connus. Cette contrainte
garantit un ordre de restauration de l’extérieur vers l’intérieur de la zone à remplir, assurant une
cohérence visuelle dans le processus de reconstruction.
Une méthode multi-résolution a été proposée dans l’article de Drori et al. [54]. Une image basse
résolution est d’abord complétée, puis sert d’approximation pour l’image au niveau de résolution
supérieur. Pour chaque niveau de résolution, deux opérations successives sont réalisées :
1. L’information connue, aux contours des zones à restaurer, est interpolée pour obtenir une
approximation des parties manquantes. La méthode employée est un procédé de filtrage itératif,
adapté au niveau de résolution, présenté dans [68], et qui donne un rendu lisse des régions
complétées.
2. Une méthode de synthèse basée patch est appliquée afin d’ajouter des détails aux régions man-
quantes préalablement lissées. Les patchs, de forme circulaire, sont composés de pixels connus
et de pixels à synthétiser. Le fait d’avoir préalablement approximé les pixels à synthétiser
permet d’affiner la recherche du meilleur patch source.
Un concept intéressant développé dans la méthode de [54] concerne la taille des patchs utilisés,
qui s’adapte en fonction du contenu local de l’image (plus récemment traité dans [165]). L’objectif
est d’obtenir une taille de patch inversement proportionnelle à la fréquence spatiale de la portion
d’image en question : les régions “plates” se voient donc attribuer des patchs de plus grande taille.
Pour mesurer l’activité locale de l’image, une méthode très simple consiste à calculer la différence
entre les valeurs extremums des pixels du patch.
Pour remédier à la complexité de l’algorithme présenté dans [54], Criminisi et al. ont proposé un
nouvel algorithme dans [50]. Les auteurs évoquent deux paradigmes qui posent les bases de leur mé-
thode. Tout d’abord, la diffusion des isophotes de l’extérieur vers l’intérieur de la zone à restaurer est
un élément essentiel garantissant un résultat visuellement cohérent. Contrairement aux algorithmes
qui “diffusent” les contours pixel à pixel, les auteurs se sont rendus compte que la synthèse de tex-
ture basée modèle par recopie de groupes de pixel était suffisante pour assurer la propagation des
structures. Ensuite, le concept important que les auteurs ont mis en évidence est que l’ordre de re-
construction des pixels dans un schéma de restauration d’image est critique. Alors que la littérature
est constituée d’algorithmes qui prennent peu en compte cet aspect (le plus souvent en recourant à
la méthode de “pelure d’oignon”, c’est-à-dire en procédant par couches successives de l’extérieur vers
l’intérieur de la zone à restaurer), l’article présente une méthode plus évoluée qui va privilégier la
reconstruction des pixels (a) dont on connaît le voisinage et (b) qui se situent sur un contour. Ainsi,
la diffusion des structures est assurée en premier, et l’information du voisinage garantit une synthèse
efficace. Le juste équilibre entre les critères (a) et (b) est la clé de cette approche. La description de
l’algorithme est présentée ci-dessous.
Pour reprendre les notations utilisées dans le domaine de l’inpainting, la région à restaurer est notée
Ω et son contour δΩ. La région restante, dite “source” et notée Φ, fournit les échantillons nécessaires
pour la synthèse. Enfin, nous notons Ψp le patch centré sur le pixel p. La taille de la fenêtre Ψp doit
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Figure 3.7 – Calcul de la priorité de restauration pour chaque pixel p, où np est le vecteur normal
au contour δΩ et ∇I⊥p représente l’isophote au point p.
majorité des cas, une taille de fenêtre 9× 9 est un bon compromis entre résultats et performances.
A chaque pixel p à restaurer est attribuée une priorité définie par :
P (p) = C(p)D(p) (3.2)
où C(p) est appelé le critère de confiance et D(p) le critère de données, qui permet de privilégier la
reconstruction des pixels le long des contours. Le critère de confiance C(p) privilégie les patchs Ψp
qui disposent de plus de pixels connus (notés q ∈ Ψp ∩Φ). En effet, chaque pixel connu utilisé pour
la synthèse est un critère discriminant supplémentaire. Leur nombre influence directement la qualité





où |Ψp| est l’aire de Ψp.





où α est un facteur de normalisation (par exemple α = 255 pour une image en niveaux de gris).
np est un vecteur unitaire orthogonal à δΩ au point p et ⊥ est l’opérateur d’orthogonalité. ∇I⊥p
représente un vecteur dont la direction et la valeur sont définies par l’orientation et l’intensité de
l’isophote au point p. La figure 3.7 illustre np et ∇I⊥p . Pour l’initialisation, la fonction C(p) est
définie par C(p) = 0, ∀p ∈ Ω et C(p) = 1, ∀p ∈ Φ. Le critère C(p) garantit un ordre de restauration
concentrique et le critère D(p) favorise la diffusion des isophotes orthogonaux à la frontière δΩ entre
la partie visible et la partie à restaurer. Pour chaque itération de l’algorithme, la première étape
consiste à identifier le pixel pˆ avec la priorité P (pˆ) la plus élevée.
L’algorithme se charge ensuite de compléter la partie manquante de Ψpˆ avec des données extraites
de Φ. Pour cela, nous recherchons dans la région source le patch candidat le plus similaire à Ψpˆ,
c’est-à-dire :
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Algorithme 3.1 Méthode d’inpainting proposée dans [50].
1. Identifier la frontière δΩt . Si δΩt = ∅, terminer l’algorithme.
2. Calculer les priorités P (p) ∀p ∈ δΩt .
3. Trouver la fenêtre Ψpˆ avec la priorité maximale.
4. Trouver le modèle source Ψqˆ ∈ Φ qui minimise d(Ψpˆ,Ψqˆ).
5. Copier les pixels de Ψqˆ vers Ψpˆ∀p ∈ Ψpˆ ∩ Ω.
6. Mettre à jour C(p)∀p ∈ Ψpˆ ∩ Ω.
Figure 3.8 – Comparatif de deux méthodes de suppression de larges régions dans une image. De
gauche à droite : image d’origine, masque désignant la portion à supprimer, résultat de la méthode
de Criminisi et al. ([50]), résultat de la méthode de Bertalmio et al. ([23]).
où la distance d(a, b) entre deux fenêtres a et b est la somme des différences au carré (SSD) entre
les pixels connus des patchs. Une fois la source Ψqˆ trouvée, les valeurs des pixels de Ψpˆ à compléter,
tel que p′|p′ ∈ Ψpˆ ∩ Ω, sont copiées à partir de leur position correspondante dans Ψqˆ.
Pour résumer, l’algorithme complet est explicité dans 3.1.
L’algorithme présenté par Criminisi et al. est intéressant sur plusieurs points. Les efforts se sont
focalisés en premier lieu sur l’ordre de restauration des pixels plus que sur la méthode de synthèse
en elle-même. Les résultats montrent en effet que leurs hypothèses sont bonnes : la méthode permet
à la fois de synthétiser les textures et de restaurer les contours. Au final, l’algorithme est capable de
restaurer de larges portions d’image naturelle composées de textures mixtes. Le principal reproche
que nous pouvons évoquer est l’impossibilité de restaurer correctement des lignes de contours incur-
vées, à cause de l’utilisation de la méthode de synthèse par patch, et à l’inverse de certains autres
procédés ([78, 39]). Des résultats de la méthode sont montrés sur la Fig. 3.8. Au final, l’image re-
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3.4.2 Contribution : adaptation des critères d’ordre dans une méthode de res-
tauration non paramétrique
Dans la méthode de restauration présentée par Criminisi et al. [50], et qui à ce jour présente l’une des
meilleurs solutions de restauration de larges régions dans une image, nous avons vu que la principale
innovation reposait sur l’ordre de restauration des patchs. Pour cela, deux critères sont proposés (voir
Eq.3.3 et Eq.3.4), l’un permettant de reconstruire la partie manquante de l’extérieur vers l’intérieur
(confidence term), l’autre permettant de propager les isophotes en priorité (data term). Nous avons
modifié ces deux critères afin d’améliorer cette méthode.
Dans la méthode [50], le gradient ∇Ip du patch courant, qui permet de mesurer l’intensité et l’orien-
tation du ou des isophote(s), est calculé comme la valeur maximale du gradient dans Ψp ∩ Φ. Dans
ce cas, nous constatons que ∇Ip ne différencie pas les textures aléatoires des structures de l’image,
particulièrement quand la texture est composée de contours fortement marqués. Pire, ∇Ip ne reflète






Pour un contour orienté, la valeur de %s sera importante, donc le patch Ψp aura une priorité plus
importante. A l’inverse, pour une texture marquée avec des contours dans toutes les directions, la
valeur de %s sera petite.
La deuxième amélioration de la méthode de Criminisi et al. concerne la configuration géométrique
des patchs, que nous avons choisie circulaire contrairement aux patchs carrés de l’article de référence.
Ce nouveau choix est motivé par deux observations :
– L’algorithme privilégie la reconstruction de fenêtres dont un maximum de voisins est connu (voir
l’Eq. 3.3). Or, comme il est illustré sur la figure 3.9, le format de type carré a tendance à favoriser
les patchs adjacents par rapport aux patchs déjà reconstruits. En effet, sur la sous-figure (2)
utilisant des patchs carrés, le terme de confiance C est maximum pour le point c. Cet effet est
minimisé par l’utilisation de patchs circulaires (sous-figure (2)). Au final, l’ordre de priorité va
être le même dans les deux cas, c’est-à-dire C(a) < C(c) < C(b) et C(a′) < C(c) < C(b), mais
leurs valeurs seront plus nuancées dans le cas des patchs circulaires. Ainsi, le critère de mesure
des contours aura plus de poids pour ordonner les patchs.
– Dans certains cas, l’utilisation de patchs carrés peut entraîner des effets de blocs visuellement
gênants. Ces effets de blocs sont atténués via l’utilisation de patchs circulaires plus adaptés aux
structures d’images naturelles.
La figure 3.10 illustre l’amélioration de la méthode de Criminisi et al. par notre contribution. La
taille des patchs Ψp est fixée à 9 × 9 pixels. D’autres illustrations sont présentées en annexe de ce
manuscrit.
3.4.3 Conclusion
Les algorithmes tels que celui développé dans [50] présentent un compromis efficacité/complexité
raisonnable. Il est intéressant de noter qu’à ce jour, ces recherches ont donné lieu à des produits
commerciaux permettant d’améliorer une image par suppression d’objets. Par exemple, la fonction-
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  
Figure 3.9 – Impact de la configuration géométrique des patchs sur le calcul de l’indice de confiance
de la méthode de Criminisi et al. ([50]).
marketing pendant la sortie de la version CS5 en avril 2010. D’autres références, telles que InPaint



























Figure 3.10 – Illustration de l’amélioration de la méthode de Criminisi et al. ([50]). (a) image
d’origine (352 × 288 pixels) (b) masque (en noir la partie à restaurer) (c) méthode de Criminisi et
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3.5 Codage vidéo par analyse/synthèse de contenu
Comme nous avons pu le constater dans les sections précédentes, il existe une multitude de procédés
de synthèse et de restauration d’image plus ou moins adaptés au type de contenu que nous souhaitons
traiter (texture aléatoire/rigide, image naturelle ou séquence d’images). Par la suite, ces méthodes
ont donné lieu à des recherches spécifiques portant sur le domaine de la compression d’image, et
par extension de vidéo. Le concept général repris par toutes ces recherches consiste à supprimer
volontairement certaines portions d’image à l’encodeur, économisant ainsi le coût de codage de
l’information texturelle. Ces portions sont restituées au décodeur grâce au recours à des méthodes
de synthèse et d’inpainting. Nous allons voir qu’il existe une multitude de façons d’intégrer ces
méthodes dans un schéma de compression d’image, selon le degré d’imbrication de la méthode de
restauration au sein de l’encodeur. Nous allons balayer les méthodes les plus couramment citées dans
la littérature, en prenant soin d’analyser leurs limites. Cette réflexion nous mènera à identifier un
axe de recherche prometteur, qui a donné lieu au travail de contribution proposé dans le chapitre
suivant.
Les approches que nous allons énumérer sont réparties en deux familles. La première propose des
méthodes de codage en rupture avec les schémas de codage existants. Elles reposent en général
sur une pré-analyse fine du contenu en entrée, qui se traduit par une segmentation spatiale de
l’image. Chaque région extraite est soit codée par une méthode classique, soit synthétisée. Ainsi,
selon la définition même de la synthèse de texture, l’efficacité de la méthode est mesurée uniquement
selon des critères purement visuels. La seconde famille propose une série de méthodes plus souples,
naturellement intégrées au sein des schémas de codage conventionnels.
3.5.1 Les schémas de codage basés contenu avec évaluation perceptuelle
Le postulat sous-jacent de ce type de solutions admet qu’une texture qui compose une image peut
être remplacée par une autre qui lui “ressemble”. Par exemple, l’herbe d’un terrain de foot ne doit
pas nécessairement être identique à l’originale pour que le téléspectateur l’interprète comme telle.
En fait, n’importe quelle texture d’herbe (plus claire ou plus foncée, présentant des motifs diffé-
rents...) suffira à duper le système visuel humain pour que la scène semble naturelle. Avec ce type
de formulation, nous retombons dans l’expression du problème de synthèse de texture. L’intérêt que
nous avons à l’utiliser dans un contexte de codage d’image réside dans le fait qu’une texture peut
être représentée par un nombre restreint d’information (comme nous l’avons vu précédemment), et
peut donc contribuer à réduire le coût de codage d’une image.
Ces méthodes ne donnent pas à elles seules de résultats de codage satisfaisants : elles sont la plupart
du temps couplées à des méthodes de codage classiques (codage hybride) avec lesquelles elles entrent
en coopération ou en compétition. Un schéma de codage vidéo basé objet, de type MPEG-4 Visual
(présenté et illustré dans la section 2.3.3), est particulièrement bien adapté à la représentation et
à la compression de ce type de codage hybride. Pour tirer bénéfice de ces méthodes, de nouvelles
techniques d’évaluation de la qualité sont par ailleurs nécessaires (voir [102]) car l’erreur quadratique
moyenne, utilisée classiquement en codage, n’est plus pertinente pour des contenus synthétisés ou
mixtes.
Nous pouvons faire le lien entre ces méthodes et les algorithmes de dissimulation d’erreur de trans-
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mais le type d’application est différent. Dans le cas qui nous intéresse, la finalité est d’améliorer les
performances en terme de compression des encodeurs actuels.
Les méthodes présentées ci-dessous reposent sur une analyse sémantique de la scène, en prenant
en compte les mouvements de caméra et/ou le déplacement des objets de la scène. Cette étape est
nécessaire car elle assure une cohérence temporelle des éléments synthétisés : une texture créée dans
une frame t doit être recopiée à l’identique dans toutes les frames suivantes au risque de créer un
effet de scintillement à la lecture de la séquence. Ceci implique une segmentation spatio-temporelle
assez lourde et non robuste, ce qui est à notre sens une des limites de ce type d’approche.
Dumitras et Haskell [55] ont proposé une méthode de compression vidéo par remplacement de tex-
ture. En amont de l’encodeur, une analyse permet d’identifier et d’extraire les textures de l’image.
La séquence résultante est codée de façon classique, et les paramètres statistiques des textures sup-
primées sont transmis. Au décodeur, les régions manquantes sont synthétisées par une approche
paramétrique et insérées dans la séquence. Bien que des gains significatifs soient obtenus pour cer-
taines configurations d’encodage et types de contenus (jusqu’à 55% par rapport à H.264/AVC), les
contraintes sur la taille des textures supprimées (au minimum 40% de la taille des images pour être
rentable, sur au moins 50 images), le peu de fiabilité de la méthode de segmentation spatio-temporelle
des textures et la nécessité d’avoir une séquence sans mouvement global font que la méthode n’est
pas viable pour un codeur vidéo générique. De plus, aucun contrôle sur la qualité visuelle de la
texture ne permet de garantir à tous les coups que la méthode de synthèse soit efficace.
Zhu et al. [166, 167] ont proposé un schéma de codage vidéo basé sur H.264/AVC et intégrant une
méthode de détection et de synthèse non-paramétrique de texture sur les frames de type “B”, selon
un partitionnement par bloc 8 × 8 pixels. Les frames “I” et “P” d’un GOP 2 sont utilisées en tant
qu’échantillon source pour la synthèse de texture. En exploitant les informations de compensation en
mouvement des blocs, chaque GOP subit une segmentation spatio-temporelle reprise de [91]. Ainsi,
une représentation temporelle adéquate permet de suivre une même portion d’image tout au long du
GOP, indépendamment des mouvements de caméra et d’objets dans la séquence. Chaque bloc est
classifié en tant que “structure” ou “texture” en utilisant un algorithme simple de détection de contour.
Les blocs de texture seront synthétisés, alors que les structures seront codées par H.264/AVC, au
même titre que les frames “I” et “P”. Cette étape de segmentation est la clé principale de ce type de
méthode car elle assure la stabilité spatiale et temporelle des textures synthétisées de la séquence.
En effet, le procédé de synthèse prend en compte les aspects aléatoires d’une texture, ce qui a pour
conséquence de ne pas pouvoir reproduire exactement une texture (au sens du PSNR) dans deux
frames différentes. Dans ce cas, cela se traduit par une gêne perceptuelle qui donne l’impression
qu’une texture “bouge” dans le temps. Ce point est un handicap par rapport aux même types de
méthodes cantonnées à la compression d’images fixes [89, 90, 151], beaucoup plus efficaces pour ce
type d’application. Basée sur une estimation visuelle de la qualité, la méthode proposée par Zhu et
al. peut atteindre 38.8% de gain de débit à qualité équivalente par rapport à H.264/AVC.
La segmentation spatio-temporelle basée bloc est reprise dans [101] (qui donne suite aux travaux des
mêmes auteurs dans [102, 103, 100, 104]). De la même façon que dans Zhu et al., les frames “I” et
“P” sont codées en respectant le standard H.264/AVC, selon le principe débit-distorsion basé sur une
mesure MSE. Seules les frame “B” sont traitées dans la boucle de codage par analyse-synthèse. Après
analyse d’un GOP de la séquence, la méthode propose deux types de synthèses pour les textures
respectivement rigides et non rigides dans le temps (e.g. l’eau, le feu, ...) ; la synthèse de texture
rigide est notée STr, et de façon complémentaire STnr).
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En ce qui concerne la synthèse de texture rigide STr, l’analyse du GOP a permis d’établir un
masque de segmentation pour chaque frame. Ensuite, un traitement reposant sur un procédé de
warping (ou déformation), basé sur un modèle de mouvement présenté dans [106], permet de faire
correspondre une région de texture d’une frame de référence à une région de texture d’une frame
à synthétiser. Les parties manquantes de texture, à cause d’effets de recouvrement-découvrement
d’objets, sont synthétisées en utilisant une méthode non-paramétrique basée pixel (du type 3.3.2.1).
Les informations transmises pour permettre de reconstruire l’image au décodeur sont, par type de
texture, le masque de segmentation correspondant, les paramètres de mouvement (quantifiées et
déquantifiées), et une référence pour indiquer la frame source.
Le module STnr est inspiré des travaux de Kwatra et al. [82] (voir 3.3.2.2) pour permettre de
synthétiser un volume 2D + t de texture. Dans ce contexte, les images disponibles à l’extrémité du
GOP définissent un état de départ et d’arrivée de la texture pour contraindre le procédé de synthèse,
ainsi qu’un ensemble d’échantillons sources de texture. Les informations nécessaires au décodeur
pour synthétiser chaque texture non rigide sont le masque de segmentation et ses paramètres de
mouvement pour assurer l’alignement temporel de la texture.
Pour estimer la qualité des textures synthétisées, Ndjiki et son équipe ont mis au point un outil de
contrôle de qualité visuelle VQA 3 basé sur un modèle psychovisuel inspiré de [109]. La méthode,
présentée comme à peine trois fois plus complexe qu’une mesure de PSNR, permet de mettre en
évidence les artefacts introduits par le procédé de synthèse. Grâce à cet outil, la qualité des deux
procédés de synthèse STr et STnr peut être mesurée. En cas d’échec de synthèse selon un critère
débit-distorsion, l’encodeur conventionnel H.264/AVC est employé pour transmettre la texture.
A notre sens, plusieurs difficultés montrent que ce type d’approche possède ses limites dans un
contexte de codage vidéo :
– difficulté à proposer une analyse sémantique de la scène robuste et efficace.
– difficulté à proposer une métrique de qualité prenant en compte des aspects psychovisuels.
– schémas de codage hybrides qui posent des problèmes d’intégrations avec H.264/AVC.
Sur ce dernier point, nous avons vu que le mécanisme interne du standard H.264/AVC est en grande
partie basé sur la prédiction (2.3.2) en prenant en compte les blocs voisins préalablement codés (que
ce soit en intra ou en inter). Or, en proposant une alternative au codage, ce mécanisme de prédiction
est rompu et affaiblit les performances en compression de la partie H.264/AVC. Enfin, l’assemblage
de régions codées par H.264/AVC et de textures synthétisées au sein d’une séquence peut engendrer
une gêne perceptuelle en formant un ensemble peu naturel. Par exemple, nous pouvons concevoir
qu’une texture très détaillée qui est synthétisée dans un contexte de codage à bas débit puisse
contraster avec la portion très dégradée de la séquence. Il s’agit ici de définir un juste équilibre du
compromis débit-distorsion entre les deux approches de codage, alors qu’aucune métrique de qualité
viable, pour mesurer une texture synthétisée, ne semble faire l’unanimité.
En conclusion, bien que les méthodes décrites ci-dessus soient élégantes dans leur approche et qu’elles
proposent un schéma de codage très innovant, il est difficile avec de tels mécanismes de proposer un
encodeur générique satisfaisant. Il y a, à notre sens, beaucoup de verrous techniques qui en limitent
les résultats : mesure de qualité subjective, segmentation spatio-temporelle robuste, etc. La section
suivante tente de remédier à ces contraintes avec une approche différente.
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(a) Portion de l’image d’origine
(x1000) 
(b) Coût débit-distorsion
Figure 3.11 – Illustration du coût débit-distorsion par macro-bloc de H.264/AVC en codage intra-
image.
3.5.2 Les schémas de codage basés sur une qualité objective
Dans cette section, nous allons évoquer un schéma de codage inspiré des algorithmes de synthèse
et de restauration d’image. La différence avec la section précédente peut être décrite par le niveau
d’imbrication plus élevé au sein du codeur-décodeur H.264/AVC. Alors que l’approche précédente
consistait à proposer une alternative au codage des textures, avec son mécanisme propre de segmen-
tation et de mesure de qualité, les méthodes décrites ici proposent un outil prédictif supplémentaire
aux prédictions intra et inter classiques. Ceci étant, la mesure de la qualité de la prédiction objective
(de type MSE), l’estimation du coup de codage et la fonction d’optimisation RD-opt sont repris
du standard vidéo H.264/AVC. L’intérêt d’utiliser ces mécanismes bien connus est de se détacher
des problèmes de mesure de qualité, basés sur des aspects subjectifs, et de la segmentation spatio-
temporelle complexe et peu robuste. Le but est d’apporter de nouvelles méthodes de prédiction qui
se prêtent bien à l’estimation de textures rigides composées de motifs répétés, là où H.264/AVC,
par son système de prédiction intra via une interpolation des pixels voisins, montre ses limites. Pour
illustrer ces propos, la figure 3.11 montre le coût débit-distorsion par macro-bloc d’un extrait de la sé-
quence City (en 720p) dans un contexte de codage uniquement intra-image. Le coût débit-distorsion
optimal est obtenu grâce à la fonction RD-opt [134], notée J , s’exprimant par :
min J , où J = D + λR, (3.7)
avec D représente la distorsion du macro-bloc, exprimée par une comparaison pixel à pixel de type
SAD, R le débit exprimé en bits et λ un paramètre de Lagrange. Sur la figure 3.11, nous constatons
que la texture rigide au premier plan, représentant l’immeuble en bas à gauche de l’image, possède
un coût débit-distorsion très élevé, d’un facteur deux à trois par rapport au reste de l’image. Cet
exemple illustre l’incapacité des méthodes de prédiction intra-image de H.264/AVC à modéliser les
textures rigides.
Les méthodes décrites dans cette section, appelées prédiction par template matching ou par modèle
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compétition avec les méthodes de prédiction H.264/AVC. Dans un premier temps, nous nous foca-
liserons sur les méthodes de prédiction intra par template matching, avant d’étendre le concept à la
prédiction temporelle.
3.5.2.1 Principe du template matching
La prédiction par template matching s’inspire des travaux sur la synthèse de texture non paramé-
trique basée patch, introduits dans la section 3.3.2.2, qui reposer sur le formalisme des champs de
Markov aléatoires. L’hypothèse donnée est qu’une portion de texture p (un ensemble de pixels) peut
être caractérisée par son voisinage T (p) appelé template. Dans l’échantillon de texture source dont
nous disposons, il existe un template T (qˆ), aussi appelé L-shape, tel que :
T (qˆ) = arg min
T (q)∈S
d(T (p), T (q)) (3.8)
où la distance d(T (a), T (b)) entre deux ensembles T (a) et T (b) est définie par une comparaison des
valeurs de pixel à la même position et S représente l’échantillon source de texture. La méthode de
recherche de T (qˆ) revient à chercher le template source le plus proche de T (p) dans l’échantillon de
texture. Parce que T (qˆ) caractérise qˆ et que T (p) et T (qˆ) sont proches, alors nous supposons que
qˆ ≈ p, et le procédé repose sur une simple recopie des pixels de qˆ vers p.
Sur ce principe, Tan et al. [137] (et simultanément [158]) ont élaboré un algorithme de prédiction
spatiale qu’ils ont intégré dans un codeur vidéo compatible H.264/AVC. Un nouveau mode de pré-
diction par template matching pour les blocs de luma de taille 4 × 4 et 8 × 8 pixels est ajouté à la
liste des neufs modes de prédiction intra de H.264/AVC (voir 2.3.2.2). Pour cela, chaque bloc 4× 4
et 8× 8 est partitionné en sous-blocs 2× 2 prédits à partir de leurs cinq pixels adjacents disponibles
(Fig. 3.12). L’image source S est tout ou partie de l’image en cours, partiellement codée/décodée
(voisinage causal selon le principe de parcours des blocs dans l’image, appelé raster scan mode).
Ainsi, le procédé de recherche du plus proche template T (qˆ) est réalisé de façon identique au codeur
et au décodeur afin d’obtenir le même prédicteur qˆ. La seule information à transmettre au décodeur
concerne la signalisation du mode de prédiction intra par template matching, ce qui se traduit par le
codage d’un flag de signalisation supplémentaire par bloc 4× 4 et 8× 8 lorsque la prédiction intra
est utilisée.
Concernant la complexité de calcul de la méthode de prédiction par template matching, la méthode à
l’encodeur est similaire à l’estimation de mouvement de H.264/AVC en terme de nombre d’opérations
(la recherche de blocs proches en inter ou de template proches en intra est finalement comparable). En
revanche, au décodeur, la même opération de recherche du plus proche template doit être effectuée.
L’augmentation de la complexité est donc dépendante du pourcentage d’utilisation du mode de
prédiction par template matching, qui lui même dépend de la séquence codée. En effet, la méthode
proposée est plus adaptée à prédire certains types de textures rigides, dont la présence varie d’une
séquence naturelle à l’autre (le pourcentage d’utilisation de la méthode varie entre 20 et 40%, ce
qui reste tout de même beaucoup plus élevé que les autres modes de prédiction intra-image). La
complexité en calcul est aussi dépendante de la taille de la fenêtre de recherche S.
Dans un contexte de codage vidéo H.264/AVC FRext (CABAC et DCT 8× 8 activés) où toutes les
frames sont de type “I”), les gains en débit à qualité équivalente peuvent atteindre 11% [137]. Une























Figure 3.12 – Principe de la méthode de prédiction par template matching ([137]).
Tan et al. [137] ont élaboré les bases du template matching tel qu’il est appliqué dans un contexte
de codage vidéo prédictif. Les sections suivantes exposent d’autres travaux qui apportent une amé-
lioration de leur modèle.
3.5.2.2 Template matching basé sur la priorité de reconstruction des blocs
Dans l’article [137], l’ordre de parcours des sous-blocs 2 × 2 au sein d’un bloc à prédire est figé et
respecte le mode de parcours classique (raster scan mode, de haut en bas et de gauche à droite). Guo
et al. [70] proposent une méthode qui adapte le parcours des sous-blocs 2×2 en analysant localement
la structure de l’image. Cette approche est directement inspirée de [50] (voir 3.4) qui stipule que
pour obtenir une reconstruction visuellement cohérente d’une portion d’image, les contours doivent
être restaurés en priorité. La disposition de ces contours est prédite à partir de l’intensité et de
l’orientation des contours adjacents à la zone à prédire.
Puisque l’ordre de parcours des sous-blocs est modifié, la taille (en terme de nombre de pixels)
et la disposition du template varient. Or, le template matching utilise le voisinage comme outil de
prédiction. La taille et la configuration du template influencent donc la recherche du prédicteur qˆ. Ce
constat soulève un inconvénient majeur de cette approche, car en réduisant la taille du template, la
recherche du meilleur prédicteur est moins pertinente. Les résultats obtenus montrent tout de même
un gain moyen de débit de 2% à qualité équivalente par rapport à la méthode de [137]. Les auteurs
révèlent également que le pourcentage d’utilisation du nouveau mode de prédiction par template
matching augmente d’environ 5% par rapport à la méthode précédente.
3.5.2.3 Template matching pondéré
Le template matching, tel qu’il a été défini à l’origine dans [137], consiste à sélectionner le candidat
T (qˆ) le plus proche du template T (p), c’est-à-dire celui qui minimise la SAD entre les deux tem-
plates. Les travaux de Tan et al. [138] ont apporté diverses améliorations par rapport à la méthode
précédente. Dans un premier temps, la largeur des templates (la forme en L constituant le voisinage
T (p) de p) a été augmentée, et ce en fonction de la taille du bloc à prédire (4×4 ou 8×8). La raison
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Figure 3.13 – Illustration de la méthode de prédiction par template matching pondéré, avec N = 3.
la taille du template est grande et plus la méthode est capable de “capturer” un motif de base de la
texture, et donc de prédire correctement le bloc. Cependant, les gains obtenus grâce à cette nouvelle
méthode sont faibles.
Le template pour un sous-bloc 2 × 2 est composé des cinq pixels adjacents connus du sous-bloc
(Fig.3.12). En s’inspirant des méthodes de prédiction intra-image par extrapolation des pixels adja-
cents selon une orientation donnée (Fig. 2.6), une nouvelle approche consiste à modifier la configu-
ration spatiale du template autour du sous-bloc afin d’exploiter les similitudes selon les directions
des structures de l’image. Ainsi, quatre formes de template ont été définies, la nouvelle méthode de
template matching sélectionne la forme qui obtient la SAD minimum (ce qui multiple également par
quatre la complexité en terme de calcul de la recherche du meilleur candidat). Avec cet outil, les
gains de débit observés sont de l’ordre de moins de 1%.
Enfin, Tan et al. ont constaté que d’autres candidats notés T (q̂2) . . . T (q̂N ), triés selon l’ordre crois-
sant de SAD par rapport à T (p), peuvent constituer des prédicteurs q̂2 . . . q̂N aussi bons en terme
de compromis débit-distorsion que qˆ (renommé q̂1 pour faciliter la notation). L’amélioration de la
méthode proposée consiste à former un prédicteur q¯ à partir de la moyenne des N plus proches
candidats q̂1 . . . q̂N au sens de leurs templates T (q̂1) . . . T (q̂N ), comme illustré sur la figure 3.13. Les
expérimentations ont démontré qu’avec N = 4, le gain de débit par rapport à la méthode de template
matching de référence augmentait en moyenne de 2% pour un ensemble de huit séquences.
3.5.2.4 Compensation en illumination
Une des limites du template matching réside dans sa difficulté à prédire une texture dont l’illumina-
tion n’est pas uniforme. En effet, la méthode employée part de l’hypothèse que les régions présentant
les même structures ont également la même illumination et le même contraste, ce qui n’est pas tou-
jours le cas pour les séquences naturelles. Pour solutionner ce problème, Zheng et al. [163] propose
d’intégrer une compensation en illumination à la méthode de [137] sur la base des travaux de [162].
Le procédé utilise un modèle de compensation linéaire avec des paramètres de scaling et d’offset pour
prendre en compte respectivement les variations de contraste et de luminosité. Ainsi, pour chaque
candidat T (q), ces deux paramètres sont calculés par une méthode de résolution des moindres carrés
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que l’illumination et le contraste ne varient pas localement entre un template T (q) et le bloc associé
q). Une simplification de cette approche consiste à ne pas considérer les variations de contraste, ju-
gées faibles pour des régions adjacentes. Les performances des deux méthodes sont quasi-similaires,
et conduisent à une réduction significative de la complexité. Cependant, sous certaines conditions,
la méthode proposée réduit les performances de codage (pour les régions très bruitées). La solution
consiste donc à signaler par macro-bloc si la compensation en illumination est utilisée ou non. Les
gains de débit obtenus par rapport à la méthode de prédiction par template matching standard
s’élèvent à 2%.
3.5.2.5 Template matching appliqué au codage inter-frame
D’autres travaux ont été réalisés dans le cadre de la prédiction inter-frame par template matching
[132, 135, 136]. Dans ce contexte, l’approche par template matching se substitue au codage des
vecteurs de mouvement. Dans ce cas, le mouvement est estimé à partir du voisinage causal disponible.
L’intérêt du template matching est que la méthode opère à la fois au codeur et au décodeur et qu’elle
ne nécessite aucun codage d’information supplémentaire. Le template matching peut également être
utilisé pour affiner le vecteur de mouvement ; la méthode est ainsi complémentaire par rapport à
l’approche classique.
3.5.2.6 Conclusion
Nous constatons que les travaux de Tan et al. en 2006 sur le codage vidéo par template matching
ont suscité un entrain de la communauté scientifique au vu du grand nombre de contributions
qui ont ensuite décliné leur modèle. Cette approche présente plusieurs intérêts. Tout d’abord, les
méthodes de template matching s’intègrent aisément dans le codeur basé H.264/AVC puisqu’elles
conservent un système d’estimation de qualité objective. De ce fait, elles sont compatibles avec les
mécanismes d’optimisation débit-distorsion classiques. Cette différence les démarque des approches
de codage vidéo par analyse-synthèse, décrites dans la partie 3.5.1, qui prennent en compte des
aspects psycho-visuels pour augmenter les performances de codage. Cependant, ce type d’approche
ne permet pas de définir un schéma de codage vidéo générique et robuste.
En lien avec la méthode de template matching, il existe une autre méthode de prédiction exploitant
les propriétés d’autosimilarité d’une image appelée prédiction par déplacement intra-image [162].
L’idée est d’étendre au codage intra le mécanisme de compensation de mouvement. Dans la portion
d’image codée-décodée, le bloc qui correspond le plus à la cible est utilisé en tant que prédicteur.
Pour reconstruire le bloc au décodeur, un vecteur de déplacement indiquant la position du bloc
source dans l’image est transmis. Ce procédé garantit que le prédicteur utilisé par recopie de bloc
est le meilleur disponible dans l’image codée. Par rapport à la prédiction par déplacement intra,
l’avantage du template matching dans un contexte de codage est que la méthode ne nécessite pas
d’information transmise supplémentaire puisque le procédé est répliqué au décodeur, ce qui en fait
une alternative intéressante par rapport à l’estimation-compensation de mouvement décrit par des
vecteurs. Cependant, la méthode de recherche du plus proche template dans l’image préalablement
codée/décodée alourdit considérablement la complexité de calcul au décodeur. L’article [18] propose
d’utiliser le déplacement intra et le template matching comme deux nouveaux modes de prédiction
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3.6 Conclusion
Dans ce chapitre, nous avons exploré plusieurs domaines liés au traitement d’image, en particulier la
synthèse de texture, la restauration d’image par synthèse et le codage d’image/vidéo. La synthèse de
texture, ainsi que les méthodes de restauration d’image qui en découlent, ont des critères de qualité
purement subjectifs. En effet, la capacité d’une méthode à synthétiser/restaurer une image ne peut
être mesurée qualitativement. Nous utilisons un a priori du rendu psycho-visuel de l’image créée
pour estimer l’efficacité de la méthode.
Ces méthodes de synthèse et de restauration, appliquées au contexte de codage vidéo, ont inspiré
deux schémas de compression foncièrement différents.
Le premier consiste à séparer les textures qui peuvent être synthétisées sans introduire de gêne
visuelle pour les autres éléments de la séquence (codés via une technique classique de codage vidéo).
L’intérêt est de pouvoir réduire considérablement l’information nécessaire à la reconstruction de ces
textures, soit en transmettant un échantillon de texture de taille restreinte, soit en transmettant
un ensemble de paramètres statistiques de texture. Cependant, le fait de ne pas pouvoir contrôler
avec exactitude la qualité de la synthèse fait que la méthode, très efficace sous certaines conditions,
peut produire des résultats désastreux. De plus, les outils de segmentation spatio-temporelle sont
très lourds avec en général des résultats sous-optimaux.
La deuxième approche consiste à utiliser un modèle de champ de Markov pour prédire une portion
d’image. En caractérisant chaque bloc par son voisinage causal, la méthode cherche à exploiter les
similarités au sein même de l’image. Cette approche permet de contrôler la qualité de la prédiction
selon des critères objectifs, ce qui est un avantage par rapport au procédé précédent. En effet, ce
mécanisme de prédiction peut être directement intégré dans un codeur vidéo de type H.264/AVC,
dont les outils d’optimisation débit-distorsion sont reconnus pour leur efficacité. Le chapitre suivant
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Ce chapitre est dédié à l’amélioration de la méthode de prédiction par template matching dans un
contexte de codage vidéo basé bloc type H.264/AVC. Il constitue une première contribution dans
le cadre de cette thèse. L’introduction de ce chapitre situe le procédé innovant dans le chaînage des
traitements successifs opérés dans un codeur vidéo hybride. Il rappelle ensuite le formalisme de la
méthode de template matching et décrit les limites des approches précédentes. Puis, nous présentons
notre méthode pour répondre aux besoins spécifiques du codage vidéo. Dans la troisième section,
avant de conclure, nous reviendrons sur les détails techniques de l’implémentation proposée suivie
d’une présentation et d’une discussion des résultats.
4.1 Introduction
4.1.1 Template matching et codage vidéo
De façon classique, la méthode de prédiction par template matching fournit un outil supplémentaire
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Figure 4.1 – Nouvelle méthode de prédiction par template matching dans un codeur vidéo type
H.264.
une image source S. Dans le cadre du codage vidéo intra-image, l’image source S constitue la portion
de l’image déjà codée/décodée située dans l’environnement proche du bloc à prédire. Ainsi, le même
procédé de prédiction du bloc peut être effectué de façon identique au codeur et au décodeur.
La méthode de prédiction par template matching est mise en compétition avec les autres modes
de prédiction intra-image proposés dans H.264/AVC. De ce fait, la fonction d’optimisation débit-
distorsion RD-opt 1 permet de sélectionner la méthode prédictive la plus efficace. L’imbrication de
la méthode de prédiction par template matching au sein d’un codeur vidéo H.264/AVC est illustrée
sur la figure 4.1, où le template matching est proposé comme une alternative à la prédiction intra.
Là où les autres méthodes de prédiction intra-image de H.264/AVC ne nécessitent que les pixels
adjacents du voisinage causal (voir 2.3.2.2) pour calculer le prédicteur par interpolation, la méthode
par template matching requiert la manipulation d’une image source S de taille non négligeable. Sur
la figure 4.1, nous constatons que l’intégration de la nouvelle méthode de prédiction n’interfère pas
avec les autres étapes du procédé de codage : transformation, quantification et codage entropique.
Dans la méthode de prédiction par TM, à chaque bloc cible p à prédire est associé un template noté
T (p), composé des pixels adjacents connus (identiques aux pixels utilisés pour les autres modes de
prédiction intra-image). Le plus proche template T (qˆ) de l’image source S fournit le bloc qˆ utilisé
comme prédicteur de p par recopie des pixels (illustration sur la figure 3.12). En pratique, la notion
de distance d entre deux templates T (a) et T (b) est exprimée par leurs différences pixel à pixel (ici
la SSD) :
d (T (a), T (b)) =
card(T )∑
i=1
(T (a, i)− T (b, i))2 (4.1)
où T (a, i) correspond à la valeur du ie`me pixel du template T (a), et card(T ) au nombre de pixels




















L’intérêt de la méthode de prédiction par TM est qu’elle permet de prédire efficacement des por-
tions d’image qui se répètent. En premier lieu, nous pouvons notamment penser aux textures rigides
composées de motifs très similaires présentant peu de variations de géométrie, de couleur et de varia-
tion d’illumination. Cependant, nous constatons que cette méthode est aussi couramment employée
pour prédire un contour rectiligne possédant une orientation qui ne concorde avec aucune direction
d’interpolation des modes de prédiction intra-image de H.264/AVC. Dans ce cas, la répétition d’un
échantillon du contour est plus efficace que l’interpolation de ce contour selon une orientation proche
de la sienne.
4.1.2 Motivation
La méthode par template matching est issue des algorithmes de restauration d’image et de synthèse
de texture qui découlent de l’hypothèse qu’un bloc d’image peut être caractérisé par le lien qui l’unit
à son voisinage. En recherchant les même redondances dans une donnée source, il est possible de
reconstruire une image de façon naturelle en recopiant localement des portions d’images extraites
de l’information connue.
Dans le domaine de la synthèse, ce modèle se suffit à lui même, car il consiste à créer une nouvelle
image en imitant le caractère aléatoire d’une texture source.
Dans le domaine de la restauration d’image, où l’objectif est de supprimer un objet et donc de
propager le fond de l’image sur la région à remplacer, la méthode donne une solution parmi plusieurs
plausibles. Cependant, il n’est pas possible avec ce genre de méthode de restaurer un fond composé
de plusieurs objets ordonnancés sur des plans différents. Dans ce cas, il est très difficile de savoir,
de façon automatique, quel objet en masque partiellement un autre. Ces problèmes complexes font
appel à une compréhension globale de la scène, qui n’est pas prise en compte avec ce mécanisme de
restauration puisqu’il procède localement. Nous atteignons ici une limite de cette approche et c’est
pourquoi la qualité de la reconstruction dépend notamment de la taille des régions et de la simplicité
structurelle du fond à restaurer.
Dans le domaine du codage vidéo, le template matching est un procédé de prédiction, c’est-à-dire
que nous avons une connaissance a priori du bloc cible à “restaurer”. Dans ce cas, le modèle proposé
peut fournir un bloc prédicteur dont le voisinage est le plus proche selon une métrique quelconque,
sans toutefois correspondre réellement au bloc cible. Il se peut même que le deuxième, le troisième ou
le n-ième prédicteur le plus proche soit meilleur que le premier au sens de la distorsion. Les travaux
de Tan et al. [138] sont partis de ce constat. Leur méthode propose de moyenner les n plus proches
candidats pour obtenir le prédicteur. Cependant, si les n premiers candidats sont très différents, le
fait de les pondérer peut engendrer un prédicteur très éloigné de l’image d’origine. Pour illustrer ce
cas, prenons l’exemple d’une image binaire (Fig. 4.2). La moyenne des pixels de deux candidats (en
bleu) forment sur la figure un prédicteur (en rouge) composé d’une couleur qui n’apparaît pas dans
l’image source, ce qui créer un résultat visuel non naturel. Intégré dans un codeur vidéo, nous nous
rendons ainsi compte de l’inefficacité de ce type d’approche dans certains cas.
La méthode que nous proposons part du constat que le n-ième prédicteur par template matching peut
être meilleur que le premier, de telle sorte qu’il peut être intéressant de transmettre une information
supplémentaire pour indiquer au décodeur quel candidat de la liste des n meilleurs est utilisé pour
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Figure 4.2 – Illustration d’un échec de la méthode de prédiction par template matching pondéré
(ATM). La cible (en rouge) est calculée en moyennant les deux meilleurs candidats (en bleu).
4.2 Schéma prédictif adapté par template matching
La méthode de template matching à candidats multiples (STMP pour “Set of Template Matching
Predictors”) que nous proposons se décompose en deux étapes :
Etape 1 : construction de la liste ordonnée des N meilleurs candidats (au sens du template) ;
Etape 2 : codage/décodage de l’indice du meilleur prédicteur (au sens du bloc cible).
La première étape est similaire à l’encodeur et au décodeur pour obtenir une liste LN rigoureusement
identique. Au contraire, la différenciation au niveau de la deuxième étape concerne la sélection côté
encodeur entre tous les candidats disponibles. Dans ce cas, il est nécessaire d’intégrer un traitement
supplémentaire qui permet de sélectionner le prédicteur optimal. Au décodeur, il suffit d’utiliser
l’indice transmis et la liste LN pour obtenir le prédicteur.
4.2.1 Etape 1 - construction de la liste des N meilleurs candidats
La source S est constituée de la portion de l’image précédemment codée/décodée. Dans cette source,
nous recherchons les N meilleurs candidats q̂1...q̂N dont les templates T (q̂1)...T (q̂N ) minimisent la
distance par rapport au template T (p) du bloc cible p (Eq. 3.8 et 4.1). Ces candidats sont stockés
dans une liste L triée par ordre croissant de la distance d du template candidat au template cible,
et telle que :
Li = argmin
T (q)∈S/Lh
d(T (p), T (q)), i, h ∈ [1, i[ (4.2)
où Li représente le ième candidat le plus proche de T (p) au sens de la fonction de distance d(·).
La liste L constitue l’ensemble de nos prédicteurs disponibles (illustration Fig. 4.3).
4.2.2 Etape 2 - codage/décodage de l’indice du meilleur prédicteur
Pour cette étape, nous reprenons les mécanismes utilisés dans H.264/AVC. Au cours de l’encodage,



























Figure 4.3 – Construction de la liste LN des N candidats les plus proches du template cible T (p)
(N = 4).
offre le meilleur compromis. Le coût de codage est mesuré en prenant en compte la signalisation
de l’indice i indiquant la position de prédicteur q̂i dans la liste LN et le coût de codage du résidu
(l’erreur de prédiction). L’indice i est signalé dans le flux pour que le décodeur, disposant de la
même liste LN , puisse effectuer l’opération de prédiction (Fig. 4.4).
4.2.3 Discussion
1. Le fait de trier les éléments de LN se justifie si l’on considère que l’indice du meilleur candidat
i est codé par un codeur entropique. En effet, nous supposons que la distribution de i n’est
pas équiprobable, mais qu’il dépend de la distance d (·, ·) par rapport au template. En d’autres
termes, plus un candidat est proche du template, plus il a de chance d’être le meilleur prédicteur.
2. Le paramètre N , la taille de la liste, a un rôle important ; il définit le nombre de prédicteurs et
le coût de codage de l’indice i. Plus N est grand et plus le coût de codage de i est élevé (coût de
codage d’un symbole parmi N), mais plus il y a de probabilité d’obtenir le meilleur prédicteur
q̂i possible de l’image source S. Il peut être statique sur l’ensemble du processus de codage,
ou dynamique pour s’adapter au contenu de l’image. Nous avons mesuré expérimentalement
la taille optimale N pour coder des séquences naturelles.
3. Le template matching, sous sa forme basique, procède par recopie de blocs. Nous pouvons
intégrer d’autres outils permettant de générer des prédicteurs à partir de l’image source, telles
que la recherche de candidats au demi et au quart de pixel, la compensation en illumination,
les opérations géométriques (rotation, homothétie, . . . ), la construction d’un prédicteur à

























Figure 4.4 – Choix du meilleur prédicteur q̂i de la liste des N meilleurs candidats (avec i = 2).
4.3 Expérimentations et résultats
Au cours du procédé de prédiction intra-image du standard H.264/AVC, l’image est décomposée en
blocs 4×4, 8×8 ou 16×16 pixels (voir 2.3.2). Les techniques de codage étant légèrement différentes,
il nous a semblé judicieux d’adapter le template matching en fonction de la taille des blocs traités.
Nous nous focaliserons sur les blocs de taille 4× 4 et 8× 8 pixels.
4.3.1 Détails techniques de l’implémentation
Il existe neuf modes de prédiction intra-image dans H.264/AVC (figure 2.6) ; le mode template
matching y est ajouté. Pour que le coût de codage du nouveau mode STMP n’influe pas sur les
performances du codeur, il convient de modifier la manière dont sont codés les modes de prédiction
intra-image. Ensuite, nous exposerons les détails techniques de l’algorithme du template matching
que nous avons expérimenté.
4.3.1.1 Signalisation d’un nouveau mode de prédiction intra-image
Dans H.264/AVC, une fonction nommée MPM 2 est utilisée pour estimer le mode de prédiction d’un
bloc à partir de ses blocs voisins. En effet, il est communément admis qu’il y a une corrélation des
modes de prédiction utilisés entre blocs voisins, basé sur l’hypothèse que les structures d’image se
répètent d’un bloc à l’autre. Soit un bloc C entouré d’un bloc A et d’un bloc B préalablement codés,
comme illustré sur la figure 4.5. Aux blocs A et B correspondent un mode de prédiction intra-image
noté respectivement a et b (a < 0 et b < 0 si A et B ne sont pas disponibles respectivement). La
fonction MPM est définie comme suit :
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mode DC si a < 0 ou b < 0
min(a, b) sinon
(4.3)
Un symbole binaire SMPM indique le résultat de l’équation :
SMPM =
{
vrai si c = MPM(a, b)
faux sinon
, (4.4)
avec c correspondant au mode de prédiction du bloc C. Le symbole binaire SMPM est transmis. Si
SMPM est vrai, alors le mode de prédiction c est obtenu directement par la fonction MPM . Dans le
cas contraire, il est nécessaire de coder le mode de prédiction c, correspondant à un symbole parmi
huit (ensemble constitué des neuf modes de prédiction disponibles à l’exception du mode obtenu par
MPM(a, b)), ce qui revient à coder trois symboles binaires.
Si nous rajoutons un nouveau mode de prédiction intra-image et que nous conservons le même
mécanisme, il restera un symbole parmi neuf à coder dans le cas où c ,= MPM(a, b), ce qui nécessite
quatre bits à transmettre et rend donc la méthode de codage sous optimale. Pour éviter ce cas de
figure, Guo et al. [70] proposent une solution qui consiste à coder à la suite de SMPM un symbole
binaire supplémentaire pour indiquer si le bloc C est prédit par template matching. S’il ne l’est pas,
il ne reste alors que huit possibilités ; nous revenons donc au cas de figure classique. Cette méthode
n’est pas optimale. En effet, avec ce mécanisme, la signalisation du mode TM est en moyenne moins
coûteuse à coder ; il est donc favorisé vis-à-vis des autres modes.
La solution que nous proposons consiste à utiliser une seconde fonction de type MPM appelée
SMPM 3. Le mode de prédiction par template matching est associé au numéro neuf. Les fonctions
MPM et SMPM sont donc déclinées ainsi :
MPM(a, b) =
{




 mode TM a < 0 et b < 0max(a, b) a ,= b
mode DC else
(4.6)
Comme le symbole SMPM , le symbole binaire SSPMP est vrai si c = SPMP (a, b). Si SSPMP est faux,
alors un symbole parmi les huit restant est codé. L’imbrication des méthodes MPM et SPMP est























Figure 4.6 – Schéma de codage proposé du mode de prédiction c parmi un ensemble de dix modes.
illustrée sur la figure 4.6. Ainsi, il y a une équité entre les modes de prédictions intra-image en terme
de coût de signalisation. La fonction SPMP est définie de telle sorte queMPM(a, b) ,= SPMP (a, b)
afin de pouvoir discriminer deux modes de prédiction intra-image en appelant successivementMPM
et SPMP . L’utilisation de max(a, b) dans la fonction SPMP garantit toutefois une concordance
avec les blocs voisins de C.
4.3.1.2 Implémentation du template matching à candidats multiples
Le bloc cible étant de taille 4× 4 ou 8× 8 pixels, nous avons défini les templates comme illustré sur
la figure 4.7. Pour les blocs 4 × 4, le template est constitué de dix pixels appartenant au voisinage
causal (s’ils sont disponibles), c’est-à-dire des pixels adjacents à une distance d’un pixel du bloc. Le
template pour les blocs 8× 8 est construit à partir des dix-huit pixels voisins. La littérature évoque
d’autres types de templates. Cependant, les meilleurs résultats ont été obtenus avec ceux illustrés
sur la Fig. 4.7.
La fenêtre de recherche dans l’image source S est de taille 32 × 32 et 64 × 64 pixels pour les blocs
respectivement de taille 4 × 4 et 8 × 8. La fenêtre de recherche est centrée sur le pixel en haut à
gauche du bloc cible.
Lorsque le mode STMP est sélectionné, l’indice i du meilleur prédicteur q̂i de la liste LN est
codé/décodé. Pour faciliter l’implémentation, la longueur N de la liste est prédéfinie pour toute
la séquence, N étant de préférence une puissance de deux. Ainsi, la binarisation de i donne un code
binaire de longueur fixe optimal. Nous allons voir dans la section suivante l’impact de la valeur de
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Figure 4.7 – Configuration des templates pour des blocs 4× 4 et 8× 8 pixels.
4.3.2 Résultats
Les résultats sont présentés en prenant en compte la métrique proposée par Bjontegaard [25], qui
exprime le gain moyen pour différents débits, soit sous la forme d’une réduction de débit, soit d’une
augmentation de PSNR (ici, les résultats sont exprimés en terme de gain de débit). La métrique de
Bjontegaard nécessite plusieurs débits différents par séquence. Nous utilisons les QP 22, 27, 32 et
37 correspondant à des contextes de codage réalistes (le QP définit le pas de quantification utilisé).
La référence est le codeur JSVM H.264/AVC FRext [125]. La DCT par bloc 8 × 8 est activée. Le
codeur entropique utilisé est CABAC. Toutes les images de la séquence sont codées en intra. Nous
avons utilisé des séquences de référence couramment employées dans la littérature pour réaliser ces
tests, et nous encodons les cinquante premières images de chaque séquence.
4.3.2.1 Incidence de la taille de la liste LN
Dans un premier temps, nous cherchons à estimer expérimentalement la taille N optimale de la
liste pour coder des séquences naturelles. L’histogramme 4.8 montre les gains de débit pour trois
tailles de liste 8, 16 et 32 qui offrent les meilleurs résultats dont nous disposons. Tout d’abord, nous
constatons que les résultats sont très différents d’une séquence à l’autre. Par exemple pour N = 32,
la méthode proposée engendre un gain de plus de 10% pour la séquence foreman, contrairement à
la séquence tempête qui plafonne à 1.27% de gain en débit à qualité équivalente. Cette observation
rejoint les remarques faites pour les autres méthodes de template matching, à savoir que la méthode de
prédiction proposée s’adapte mieux à certains types de contenu, en fonction des structures/textures
qui composent l’image.
Dans un deuxième temps, bien que les résultats soient très similaires en fonction de N , nous obtenons
pourtant une différence notable de coût de signalisation. En effet, nous passons de trois bits par bloc
pour N = 8 à cinq bits pour N = 32 (ce qui peut représenter plus de 12 kbits de différence pour
une image CIF). En moyenne, les résultats sont meilleurs pour N = 32. Nous allons utiliser cette



































N=8 9,89 1,49 2,69 0,96 3,76
N=16 10,25 1,66 2,86 1,16 3,98
N=32 10,22 1,75 2,97 1,27 4,05
foreman mobile paris tempete MOYENNE
Figure 4.8 – Influence de la taille N de la liste pour la méthode STMP sur des séquences CIF (réf :
H.264/AVC FRext)
4.3.2.2 Comparaison avec les méthodes antérieures de la littérature
Pour évaluer notre méthode, nous comparons nos résultats avec ceux des méthodes de l’état de l’art.
Pour cela, nous avons sélectionné la méthode de prédiction par template matching (TM ) de Tan
et al. et présentée dans 3.5.2.1. Nous prenons également comme référence la méthode de template
matching pondérée (ATM 4) avec N = 4, introduite dans 3.5.2.3, et qui donne à ce jour les meilleurs
résultats pour ce type d’approche. Les résultats sont illustrés Fig. 4.9. Nous constatons que notre
méthode est en moyenne meilleure pour les séquences CIF, alors qu’à l’inverse, la méthode ATM
surpasse de 0.3% la méthode STMP pour les séquences 720p. Quoiqu’il en soit, les résultats entre
les deux approches ATM et STMP sont très proches dans ce cas de figure, alors que la méthode
classique TM est moins performante (−1.45% en CIF et −1.19% en 720p en moyenne par rapport
à notre méthode). Au final, la méthode STMP présente une réelle amélioration par rapport à
H.264/AVC car elle réduit le débit de façon significative (de 3.19% globalement).
4.3.2.3 Introduction de la recherche au demi-pixel
Afin d’augmenter le nombre et la précision de candidats potentiels q̂i, nous introduisons la recherche
de template dans l’image source S interpolée au demi-pixel, à l’image de ce qui existe déjà pour le
procédé d’estimation de mouvement dans le contexte de prédiction inter-images. Nous procédons
à une interpolation deux à deux ligne/colonne des pixels de l’image source S, pour générer trois
images supplémentaires (issues d’une interpolation horizontale, verticale et des deux cumulées).
Dans un premier temps, nous souhaitons vérifier si la taille N est toujours optimale pour N = 32
lorsque nous introduisons la recherche au demi-pixel. La figure 4.10 illustre les résultats obtenus
en terme de gain de débit par rapport à H.264/AVC FRext. Nous constatons que non seulement
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Figure 4.9 – Comparatif de la méthode de prédiction TM [137], ATM [138] (N = 4) et STMP




































N=8 10,18 2,19 3,32 1,38 4,27
N=16 10,92 2,53 3,65 1,68 4,7
N=32 11,53 3,04 4,01 1,93 5,13
foreman mobile paris tempete MOYENNE
Figure 4.10 – Influence de la taille N de la liste pour la méthode STMP sur des séquences CIF
(réf : H.264/AVC FRext), avec recherche des meilleurs candidats au demi-pixel.
les meilleurs résultats sont obtenus avec N = 32, mais également que l’écart se creuse entre les
différentes tailles N par rapport à la Fig. 4.8. Au final, avec N = 32, la recherche au demi-pixel
réduit le débit de 1.08% par rapport à la méthode STMP sans le demi-pixel, et respectivement de
0.94% et 0.51% pour N = 16 et N = 8.
Dans la deuxième série de tests, nous comparons à nouveau la méthode STMP avec les autres
méthodes de la littérature. La recherche au demi-pixel est activée pour toutes les méthodes (TM,
ATM et STMP). Il est intéressant de noter plusieurs points :
– L’introduction de la recherche au demi-pixel de la méthode STMP est profitable puisqu’elle réduit
globalement le débit de 1.33% par rapport à la méthode sans recherche au demi-pixel.
– Le constat est identique pour la méthode TM classique ; la réduction de gain est de l’ordre 0.77%.
– Au contraire, la recherche au demi-pixel n’a en moyenne pas d’impact sur les résultats de la mé-
thode ATM. Nous attribuons cela au fait que la méthode ATM, qui procède à un moyennage
des prédicteurs, introduit un effet de “lissage” du bloc identique à la méthode d’interpolation que
nous utilisons. Le fait d’employer conjointement ces deux méthodes n’améliore pas la qualité de
prédiction.
Au final, ces derniers tests ont mis en lumière l’intérêt de la méthode STMP par rapport
à l’état de l’art. D’après nos tests, le gain en débit par rapport à H.264/AVC FRext
pour l’ensemble des séquences est évalué à 4.52% en moyenne, avec un maximum de
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Figure 4.11 – Comparatif de la méthode de prédiction TM, ATM (N = 4) et STMP (pour N = 32)
avec recherche au demi-pixel. Réf : H.264/AVC FRext.
4.3.3 Discussion
4.3.3.1 Utilisation du mode STMP
Nous allons maintenant analyser plus en détails les résultats obtenus grâce à la méthode STMP
pour N = 32. Le graphique 4.12 montre le taux d’utilisation du mode STMP par rapport aux autres
modes de prédiction intra-image pour les blocs 4×4 et 8×8 confondus. Tout d’abord, nous constatons
que le mode STMP est employé aussi fréquemment pour les quatre séquences testées, et ce malgré
des résultats en termes de performance très différents. Ensuite, l’utilisation du mode STMP varie de
façon similaire pour toutes les séquences en fonction du débit. En l’occurrence, le mode STMP est
moins utilisé dans des configurations de codage à bas-débit. Cela s’explique par le fait qu’à bas-débit,
l’image source S utilisée par la méthode STMP est fortement dégradée, la qualité de la prédiction
par template matching est donc moins bonne, ce qui favorise au final les autres modes de prédiction
intra-image. Au final, avec un taux d’utilisation d’environ 20% en moyenne toutes séquences et
débits confondus, le mode STMP est utilisé environ deux fois plus que n’importe quel autre des neuf
modes de prédiction intra-image de H.264/AVC, ce qui montre l’efficacité de la méthode.
4.3.3.2 Coût de codage de la signalisation et des résidus
Avec N = 32, il faut coder cinq symboles binaires par bloc 4 × 4 ou 8 × 8 lorsque le mode STMP
est choisi. Sur l’histogramme de la Fig. 4.13, nous différencions le coût de codage de la signalisation,
c’est-à-dire l’information nécessaire pour signaler le mode de prédiction et l’indice utilisé pour la
méthode STMP, avec le coût de codage du résidu du bloc (en moyenne pour quatre séquences CIF),
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Figure 4.12 – Taux d’utilisation du mode STMP (N = 32) en fonction du QP par rapport aux
autres modes de prédiction intra-image sur des séquences CIF.
coût de la signalisation est plus élevé, à cause de la nécessité de coder l’indice i du meilleur candidat.
En revanche, nous constatons que le coût de codage du résidu est beaucoup plus faible que pour les
modes de prédiction de H.264/AVC. Lorsque les deux sont cumulés, la méthode STMP s’avère en
moyenne plus rentable que les autres modes, aussi bien pour les blocs 4× 4 que 8× 8.
4.3.3.3 Probabilité d’apparition des indices i
La figure 4.14 montre la probabilité d’apparition des indices des meilleurs candidats. Les tests ont été
réalisés sur quatre séquences CIF. Cela permet de mettre en avant deux conclusions. Tout d’abord,
la distribution n’est pas équiprobable : les indices les plus faibles de la liste, qui correspondent donc
aux templates les plus proches (au sens de la SSD), sont en moyenne plus souvent sélectionnés (plus
de 10%). Cela confirme en partie l’hypothèse de départ qui a donné lieu à la prédiction par template
matching, à savoir qu’il y a bien une corrélation entre un template et le bloc associé qui peut être
utilisée pour améliorer le codage des images. Cependant, tous les indices sont utilisés par la méthode
STMP, même si les indices les plus élevés apparaissent dans une moindre mesure. Cette constatation
contrebalance la première conclusion : dans un codeur d’image basé sur des métriques de distorsion
objectives, nous ne pouvons affirmer avec certitude que le meilleur template donnera le meilleur
prédicteur. La taille N = 32 semble donc être un bon compromis entre coût de codage de l’indice et
qualité de la prédiction.
4.3.3.4 Evolution en fonction du débit
Enfin, la figure 4.15 illustre l’utilisation de la méthode de prédiction STMP pour une même image à
différents QP. A bas-débit (QP 37), il y a beaucoup plus de blocs 8×8 prédits par STMP, ceci afin de
mutualiser le coût de signalisation par macro-bloc, alors qu’à haut-débit (QP 22) le partitionnement
en blocs 4 × 4 prédits par la méthode STMP est beaucoup plus utilisé. La figure montre que la
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Figure 4.13 – Coût de codage moyen (en bits) de la signalisation et du résidu en fonction du mode
de prédiction et de la taille du bloc.
























Figure 4.14 – Probabilité d’apparition (%) en fonction de l’indice i de la liste LN (N = 32) et de
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(a) QP22 (b) QP27
(c) QP32 (d) QP37
Figure 4.15 – Illustration des blocs 4× 4 (rouge) et 8× 8 (vert) prédits par la méthode STMP sur



















(a) H.264/AVC FRExt. (b) H.264/AVC FRExt + STMP.
Figure 4.16 – Différence perceptuelle d’un extrait de la séquence foreman avec et sans la méthode
STMP.
Pour illustrer l’amélioration perceptuelle apportée, la figure 4.16 compare deux images encodées à
débit équivalent et extraites de la séquence foreman, avec et sans la méthode STMP activée. Nous
nous plaçons dans un contexte de codage à très bas-débit, de l’ordre de 450 kbits/s (en codage intra-
image exclusivement), pour volontairement accentuer les artefacts dûs à l’algorithme de compression.
Nous constatons au final que la méthode de prédiction STMP permet d’obtenir une image dont les
contours sont plus lisses et dont la qualité visuelle est améliorée.
4.4 Conclusion
L’approche que nous avons présentée consiste à proposer plusieurs prédicteurs par bloc 4 × 4 ou
8× 8, tous issus de la méthode de template matching. Pour rappel, cette méthode consiste à prédire
une région par analyse de son voisinage. En partant de l’hypothèse qu’une image est constituée
de motifs quasi-identiques, la similarité entre templates souligne une ressemblance entre leurs blocs
associés. Cependant, ce principe n’est pas toujours vérifié et il est parfois plus intéressant de prendre
en considération les N plus proches candidats plutôt qu’uniquement le premier. Notre méthode
transmet l’indice du meilleur prédicteur parmi ces N candidats. Même en prenant en compte ce
coût de codage supplémentaire, notre méthode est plus performante que l’état de l’art, avec une
réduction de débit de 4.52% en moyenne par rapport à H.264/AVC FRext pour un codage
intra-image.


















92 Chapitre 4. Nouvelle méthode de codage vidéo par template matching
ment intra-image ([162, 80] et [18] pour un comparatif des deux méthodes). Cette dernière consiste à
transmettre un vecteur de déplacement pour indiquer quel bloc de l’image source est utilisé en tant
que prédicteur. Bien que toutes ces méthodes prédisent un bloc à partir d’un autre bloc de l’image,
la méthode par template matching a l’avantage de ne nécessiter aucune information supplémentaire.
Ainsi, le même traitement de recherche du meilleur prédicteur est réalisé au codeur comme au déco-
deur. Cependant, il n’est pas garanti que le prédicteur choisi par la méthode de template matching
soit le meilleur possible de l’image source. A l’inverse, la méthode de déplacement intra-image va
permettre d’obtenir le meilleur prédicteur possible de l’image, mais au prix d’un coût de codage
du vecteur prohibitif. La méthode STMP est entre les deux : le fait de choisir judicieusement N
candidats augmente considérablement les probabilités d’avoir le meilleur prédicteur possible, tout
en ayant un coût de codage limité. Pour cela, la taille N de la liste est un paramètre primordial
que nous avons défini expérimentalement à 32. En réduisant N , alors la méthode se rapproche du
template matching. A l’inverse, l’augmentation importante du nombre de candidats tend à se rap-
procher de la méthode de déplacement intra-image (jusqu’au point où tous les candidats de l’image
source se retrouvent dans la liste LN ).
Au niveau de la complexité en terme de calcul, ce qui nécessite le plus d’opérations dans la méthode
de template matching est la recherche dans l’image source du meilleur candidat. Celle-ci consiste
à comparer un à un les pixels des templates par la méthode de SSD. Pour cela, tous les candidats
potentiels de l’image source sont parcourus un à un. Dans ce cas, la complexité au décodeur de la
méthode STMP est similaire à la prédiction par template matching.
Au codeur, il est nécessaire de tester tous les candidat de la liste LN selon un critère débit-distorsion
pour identifier le meilleur prédicteur de la liste, ce qui rend la méthode plus complexe. De même,
l’intégration de la recherche au demi-pixel quadruple le nombre de candidats possibles, d’où une
augmentation de la complexité d’un facteur similaire.
























































Méthodes de régularisation d’image basées sur
la variation totale : un état de l’art
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La restauration est l’un des plus anciens problèmes posé en traitement d’image, elle demeure néan-
moins très actuelle puisqu’elle a des répercussions dans de nombreux autres domaines. En effet,
beaucoup d’applications, notamment en analyse d’image, nécessitent une étape de pré-traitement de
l’image afin d’en améliorer la qualité. Une image se détériore pendant son acquisition, transmission
et enregistrement. Il existe de nombreux types de dégradations : nous pouvons par exemple citer
le flou engendrer par un mouvement pendant la prise de vue, le bruit venant de la transmission
du signal, la détérioration dûe à l’algorithme d’encodage de l’image, etc. Le procédé consistant à
supprimer ou diminuer les effets d’une telle détérioration s’appelle la restauration.
La méthodologie qui permet de répondre à ces problèmes de restauration repose sur une base mathé-
matique solide, celle des équations aux dérivées partielles (EDP). En particulier, dans ce chapitre,
cet outil est utilisé pour résoudre les problèmes mal posés exprimés sous forme variationnelle. Le for-
malisme mathématique des EDP définit un cadre unificateur qui permet d’adresser un grand nombre
de problèmes posés en traitement d’image. Ce chapitre expose dans un premier temps le problème
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chapitre n’a évidemment pas vocation à présenter toutes les variantes du modèle de régularisation
disponibles dans la littérature ni tous les algorithmes pour résoudre ces problèmes. Nous verrons
ensuite plusieurs exemples d’applications basées sur ce modèle théorique : débruitage, déconvolu-
tion, décomposition d’image en texture et structure, inpainting, reconstruction optimale d’une image
codée et codage d’image. Toutes ces déclinaisons vont nous permettre de nous familiariser avec cet
outil mathématique et serviront de base pour le chapitre de contribution suivant.
5.1 Problème théorique et méthodes numériques
5.1.1 Définition du problème
Le procédé de restauration de débruitage et défloutage, tel qu’il est défini dans un grand nombre
d’articles (voir par exemple [120]), consiste à retrouver une image u à partir d’une observation g
donnée par :
g = Hu+ b (5.1)
où b caractérise le bruit généralement considéré comme gaussien de moyenne nulle et de variance σ,
et H un opérateur linéaire de convolution. Pour retrouver u à partir de g, la première idée consiste à
inverser le problème par u = H−1g. Or, la matrice H peut-être mal conditionnée ou non inversible,
ce qui conduit à un grand nombre de solutions ; nous parlons alors de problème inverse mal posé. De
ce fait, la régularisation du problème cherche une approximation de u vérifiant certaines hypothèses
de régularité. La prochaine section est dédiée à la résolution de ce problème, d’abord par la méthode
de Tikhonov et ensuite par une méthode basée sur la norme de la variation totale (TV). En nous
appuyant sur cette dernière, nous déclinerons enfin plusieurs modèles de régularisation selon le type
d’application souhaité.
5.1.2 Régularisation d’un problème inverse mal posé
Le problème de la déconvolution en présence de bruit est mal posé au sens d’Hadamard. En d’autres
termes, cela signifie que la solution ne répond pas aux trois critères qui sont l’existence, l’unicité et
la stabilité de la solution (une faible perturbation des données conduisant à une faible perturbation
de la solution). Il est alors nécessaire de régulariser la solution par l’introduction de contraintes a
priori. Lorsque le noyau de convolution et les statistiques du bruit sont connus, calculer l’estimateur
du maximum de vraisemblance consiste à minimiser une énergie exprimant la contrainte de régula-
risation. Si le bruit additif b est supposé gaussien, la méthode du Maximum de Vraisemblance nous




J (u(x)) = ‖g(x)−Hu(x)‖22
}
(5.2)
avec x = (x1, x2) le vecteur des variables et où ‖·‖2 représente la norme L2, soit ‖g(x)−Hu(x)‖22 =´
Ω (g(x)−Hu(x))2 dΩ avec Ω ⊂ R2 le support de l’image. J est appelée fonctionnelle car elle prend
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Pour simplifier la notation, nous introduisons u comme étant u(x). Selon cette notation, la solution




5.1.2.1 Régularisation de Tikhonov
L’image est supposée a priori lisse, ce qui nous permet d’introduire un terme de régularisation qui







‖g −Hu‖22 + ‖∇u‖22
}
, λ > 0 (5.4)
où le premier terme, ‖g −Hu‖22, est appelé le terme d’attache aux données (ou terme de fidélité) et
le second, ‖∇u‖22, le terme de régularisation. Le paramètre λ est un coefficient de régularisation et
le champ de vecteurs ∇ exprime le gradient, soit :









Le gradient indique la direction et l’intensité de la plus grande variation du champ scalaire u.
Le paramètre lagrangien λ pondère l’importance accordée à la minimisation du terme de fidélité.
Quand λ est proche de zéro, le terme de régularisation devient prépondérant, ce qui peut donner
comme solution une image nulle (donc très régulière). Dans le cas inverse, la minimisation de la fonc-
tionnelle J revient à chercher une solution aux moindres carrés. En d’autres termes, nous cherchons
u tel que Hu soit proche de g et que u soit régulier.
La résolution de cette minimisation en considérant la norme L2 utilisée par Tikhonov [141] ne
fournit pas toujours un résultat acceptable, car la fonction quadratique a tendance à sur-régulariser
le problème en fournissant des images floues.
5.1.2.2 Régularisation basée sur la variation totale
La régularisation de Tikhonov étant trop “violente”, d’autres alternatives ont été explorées. L’idée est
de remplacer le terme de régularisation ‖∇u‖22 par une norme moins pénalisante pour les gradients
élevés. Rudin, Osher et Fatemi [121] ont proposé un modèle de régularisation basé sur la variation
totale (TV 1) qui permet d’effectuer une diffusion non linéaire. La TV mesure la somme des variations
d’un signal.
La variation totale est une norme L1 calculant la valeur absolue de la magnitude du gradient (dif-
férence du premier ordre). Il est montré dans [122] que la norme TV est plus approprié aux images
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l’image. Cela conduit à une minimisation de fonctionnelle dans un espace de Banach particulier,




f ∈ L1(Ω) | J(f) < +∞} (5.6)
Cet espace est d’une grande utilité dans le cadre du traitement des images car il autorise la pré-
sence de discontinuités, autrement dit de contours. Ainsi les images obtenues par cette minimisation




∣∣f ′(t)∣∣ dt (5.7)
Dans le cas 2-D, la notation ∇f (x, y) est privilégiée, où ∇f (x, y) = ∂∂x ∂f∂y .
La fonction f est à variation totale bornée si :
‖f‖TV < +∞
L’existence, l’unicité et la stabilité de la solution au problème de régularisation basée sur la norme
TV est débattue par Chambolle et Lions dans [35].
En reprenant l’équation 5.4 avec cette norme, la régularisation d’une image basée sur la variation






‖g −Hu‖22 + ‖u‖TV
}
, λ > 0 (5.8)
L’étude mathématique de 5.8 a été faite dans Combettes et Pesquet dans [49].
Les méthodes de Tikhonov et ROF (Rudin-Osher-Fatemi) sont comparées sur la figure 5.1 qui
illustre la régularisation d’une image bruitée (en référence à la section 5.2.1). Alors que le terme de
régularisation dans la méthode de Tikhonov estompe les contours, l’approche basée sur la variation
totale débruite l’image en gardant l’aspect net des contours.
5.1.2.3 Généralisation
Dans le but de généraliser le critère de régularisation, nous utiliserons la formulation Φ [27] qui










Pour Φ(|∇u(x)|) = |∇u(x)|, la fonction Φ(·) correspond à la variation totale. Une multitude de
fonctions différentes existent [111, 64, 46, 14, 65, 142].
Les équations d’Euler-Lagrange associées, pouvant être résolues par une descente de gradient, s’ex-
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(a) image bruitée (b) régularisation de Tikho-
nov
(c) régularisation de Rudin et
al.
Figure 5.1 – Régularisation d’une image bruitée (a) par la méthode de Tikhonov (b) [141] et de
Rudin et al. (c) [121].





avec les conditions aux limites dites de Neumann et où H∗ est l’adjoint de H (transposée de la
matrice conjuguée de H). L’opérateur div exprime la divergence tel que ([155]) :












(Eq. 5.10) correspond à la divergence du gradient normalisé, soit la courbure moyenne
des lignes de niveau de l’image u [39]. Le paragraphe 5.1.3.2 est dédié à l’expression de la courbure
dans un espace discret.
La réécriture de 5.10 permet d’en comprendre le sens géométrique :
λ [H∗(g −Hu)] + Φ′′ (|∇u|)uξξ + Φ
′ (|∇u|)
|∇u| uηη = 0 (5.12)
où uξξ et uηη représentent respectivement la dérivée seconde de u dans la direction du gradient
et la direction orthogonale au gradient. Ainsi, le processus de diffusion anisotrope opère dans deux
directions orthogonales pondérées différemment (Φ′′ (|∇u|) et Φ′(|∇u|)|∇u| ). Le cas particulier d’une régu-
larisation isotrope intervient lorsque les deux paramètres pondérants sont identiques, correspondant
à une fonction Φ quadratique (soit le modèle de régularisation de Tikhonov).
Le modèle a été étendu aux images multi-canaux. L’idée sous-jacente est de “mixer” les trois com-
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5.1.3 Méthodes numériques
5.1.3.1 Résolution par un algorithme de descente de gradient
L’équation d’Euler-Lagrange 5.10 n’a pas de solution simple, la principale difficulté venant de la
linéarisation du terme non-linéaire de divergence. Dans [121], Rudin et al. proposent une méthode
de résolution basée sur un algorithme de descente de gradient . Dans ce cadre, l’image est considérée
comme une fonction d’espace et de temps, pour laquelle nous recherchons l’état stationnaire donné
par l’équation d’évolution :
∂u
∂t = λ [H
∗(g −Hu)] + div(Φ′ (|∇u|) ∇u|∇u|)
= ∇J(u) (5.13)
Afin d’éviter la division par zéro, |∇u| est généralement remplacé par
√
|∇u|2 + (, avec ( petit
([149]). Dans l’implémentation numérique, la mise à jour de l’image à chaque itération est effectuée
par :





Ceci garantit à l’algorithme de converger vers une solution, et où γ est le paramètre du pas de
l’algorithme de descente de gradient, habituellement fonction du nombre d’itérations effectuées n.
Enfin, u(0) est initialisé par u(0) = g.
La méthode de Rudin et al. [121] peut converger très lentement à cause de ces contraintes de
stabilité. Plusieurs auteurs ont proposé une amélioration de la méthode. Dans [149], Vogel et Oman
ont proposé un algorithme basé sur un schéma d’itération de méthode de point fixe qui permet de
résoudre directement l’équation d’Euler-Lagrange. En prenant la norme TV, la méthode consiste à











La méthode est robuste mais converge de façon linéaire. D’autres approches basées sur la méthode de
Newton sont présentées par Chan et al. dans [37] et Chambolle dans [34]. Egalement, une méthode
rapide est présentée par Darbon et Sigelle [51] pour notamment reformuler le problème en termes
de champs de Markov binaire, et ainsi de le résoudre à l’aide de graph-cuts. Enfin, la méthode “split
Bregman” [66] est à ce jour l’une des plus efficace pour optimiser la régularisation basée sur la norme
L1.
5.1.3.2 Courbure d’un espace discret





dans la formulation du problème de régularisation basée sur
la variation totale nous amène à définir une approximation discrète de cette formule. Pour illustrer
la méthode de calcul, prenons un pixel au point O et ses huit voisins (Fig. 5.2). Les points n, e, s et
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Figure 5.2 – Calcul de la courbure dans un espace discret : un pixel au point O et ses huit voisins.
(source : [39])
D’après la définition de la divergence Eq. 5.11 :






Dans un espace discret, nous obtenons l’approximation suivante :
∇x · v ≈ ve − vw + vn − vs (5.17)
avec ve l’expression du gradient normalisé au point e.
Une des interprétations possibles est qu’au point O sera calculée la somme des variations des gra-
dients normalisés au voisinage de O selon l’axe des lignes et des colonnes. L’objectif est de minimiser
cette variation afin d’obtenir un rendu lisse.
5.2 Exemples d’applications
Nous allons illustrer le modèle de régularisation basé sur la minimisation de la variation totale vue
précédemment dans différents contextes d’utilisation. Selon les applications, le modèle est soumis à
des ensembles de contraintes dépendant de la nature de la restauration à réaliser. La déclinaison de
ces modèles est présentée dans les parties suivantes.
5.2.1 Débruitage
Le débruitage est un cas particulier de l’équation 5.9 où nous cherchons à obtenir une image u plus
régulière que g. Fatemi, Rudin et Osher ont été les premiers, en 1992, à concevoir un algorithme
efficace de mise en oeuvre de ce concept exposé [121]. Nous considérons ici le cas d’une image bruitée





























En considérant la semi-norme TV, la fonction d’évolution donnée en Eq. 5.13 se réécrit :





La figure 5.3 illustre les résultats obtenus sur une image dégradée avec un bruit gaussien additif
de variance σb = 20. Nous procédons à 100 itérations de l’algorithme de descente de gradient pour
obtenir une solution.
Cependant, certains détails fins sont supprimés au cours cette opération de débruitage du fait de
leurs oscillations rapides autour d’une moyenne locale. Ce constat est très marquant pour les textures
rigides fines, où le débruitage tend à remplacer la texture par une valeur constante. Pour remédier à
cela, Gilboa et al. [65] ont proposé une nouvelle contrainte au modèle ROF dont le but est d’adapter
localement le terme de fidélité en fonction de la variance locale de la partie oscillante du signal.
Les résultats décrits dans l’article montrent l’amélioration de la méthode pour certains exemples
d’image.
5.2.2 Déconvolution
Le flou qui apparaît sur certaines photographies peut par exemple être dû aux mouvements des
objets ou aux erreurs de calibration des appareils de capture. En règle générale, H est considéré
comme un opérateur linéaire de convolution avec un noyau symétrique positif k, la plupart du
temps gaussien, avec Hu = k * u. Mais dans la plupart des applications, il est rare de connaître
exactement le type et l’intensité du flou d’une observation g. La difficulté de l’approche réside donc
dans le manque de connaissance sur k ; le traitement de restauration est alors appelée déconvolution
aveugle. L’exercice consiste à retrouver u et k seulement à partir de l’image observée g. Afin d’y
parvenir, plusieurs approches ont été élaborées : filtrage inverse [81, 105], méthodes statistiques
[86, 79], et méthodes de régularisation [42, 131, 161]. Nous nous intéresserons particulièrement aux
méthodes de régularisation basées sur la variation totale. La méthode présentée dans [42] définit le


















où λ1 et λ2 sont des paramètres positifs qui définissent le degré de régularité respectif à u et k. Dans
ce cas, la fonctionnelle J dépend à la fois de u et k, ce qui nous conduit à résoudre un problème
de minimisation conjointe. La motivation qui a conduit les auteurs à utiliser la norme TV pour k
vient du fait que k peut, à l’instar de u, contenir des contours (les quatre types récurrents de noyau
k sont présentés dans [83]). Les équations d’Euler-Lagrange associées à 5.20 nous donnent :
∂J
∂k
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∂J
∂u





où hˆ et uˆ sont les L2-conjugués de k et u respectivement. Pour résoudre ces deux équations, un
algorithme de minimisation procède en alternance pour résoudre kn+1 et un+1 en assurant à J(un, kn)
de toujours décroître quand n croît. Plusieurs contraintes sont imposées à k pour respecter les
connaissances a priori, à savoir :
´
Ω k dΩ = 1, k(x) ≥ 0 et k(x) = k(−x) (centrosymétrie). Tandis
que l’image u est initialisée de façon classique par u0 = g, la fonction k est initialisée par la fonction
de dirac δ(x) (solution de k lorsqu’il n’y a pas de flou), avec δ * u = u. La méthode proposée dans
[42] converge rapidement tout en permettant de retrouver les bonnes caractéristiques de l’image,
cependant le fait de résoudre successivement deux systèmes d’équation pour u et k peut engendrer
une complexité calculatoire non négligeable.
La littérature propose plusieurs optimisations de l’algorithme de minimisation de u et k. Notamment,
une méthode très efficace basée sur les itérations de Bregman est présentée dans [72].
5.2.3 Décomposition d’une image en structure/texture
La minimisation d’une fonctionnelle basée sur la variation totale a également été utilisée pour extraire
différentes composantes d’une image. Le but est de décomposer une image dans différents espaces
fonctionnels afin de mieux discerner le fond structurel (aspect géométrique, aussi appelé image
“cartoon”) du remplissage des régions (aspect texturel). Il existe plusieurs modèles de décomposition
en structure/texture dans la littérature basés sur une mesure de l’activité locale. Le concept est de
séparer l’image f en deux composantes u et v telle que u représente la structure de l’image (contours
+ fond) et que v soit la partie oscillante de l’image (+ éventuellement le bruit).
Pour extraire la structure u dans l’espace BV et la texture/bruit v comme une fonction d’oscillation,






|∇u|+ λ ‖v‖G , v = f − u
}
(5.23)
où G désigne l’espace de Banach [98] composé de toutes les fonctions généralisées v(x) dans Rn
pouvant s’écrire sous la forme :
v = div (%g) , %g = [gi]i=1,...,n ∈ L∞ (Rn;Rn) (5.24)
Sa norme ‖v‖G est définie comme la borne inférieure de toutes les normes L∞ des fonctions |g(x)|
sur toutes les décompositions de f (5.24). En un sens, G peut être interprété comme l’espace dual de
BV . Cependant, il n’est pas possible d’écrire les équations d’Euler-Lagrange associées à 5.23, et ainsi
de pouvoir recourir aux équations à dérivées partielles pour résoudre ce problème. Plusieurs modèles
ont été proposés pour approximer Eq.5.23. C’est le cas du modèle de Vese-Osher [145] (étendu aux
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Dans [145], les auteurs ont montré que les résultats pour 1 ≤ p ≤ 10 sont très similaires. Pour
p = 1, la minimisation de J en fonction de u et %g = (g1, g2) donne les équations d’Euler-Lagrange
suivantes :



















∂2(u− f) + ∂212g1 + ∂222g2
] (5.26)
Le modèle de [145] est illustré sur la figure 5.4.
Un autre modèle, appelé TV − L1 [159, 36], remplace la norme L2 du terme d’attache aux données
f − u du modèle de Meyer (Eq. 5.23) par la norme L1. Pour une étude comparative entre le modèle
de Meyer et le modèle TV − L1, se référer à [160].
Bien que différent du problème de restauration d’image vu jusqu’ici, ce type de méthode ouvre la
voie à de nombreuses applications où l’intérêt est d’utiliser une approche adéquate et différente pour
chacune des deux composantes u et v. Par exemple, un algorithme de recouvrement d’une partie
manquante peut dans ce cas s’inspirer d’une méthode de synthèse de texture par patch pour la partie
oscillante v et d’une méthode par diffusion d’EDP pour propager les contours de u.
5.2.4 Inpainting
Plusieurs contributions sont présentées dans cette section. Nous porterons notre attention sur deux
catégories différentes d’applications. La première concerne la restauration de pixels manquants dans
une image. La deuxième se focalise sur la restauration de coefficients en ondelettes perdus lors d’une
transmission. Bien que l’approche soit dissemblable, la localisation de l’information manquante est
considérée connue dans les deux cas.
5.2.4.1 Domaine spatial
L’inpainting dans le domaine direct est l’opération qui consiste à restaurer des images dont certaines
parties ou groupes de pixels sont manquants. Le procédé d’inpainting est décrit par Bertalmio et al.
dans [23] comme suit :
“The modification of images in a way that is non-detectable for an observer who does
not know the original image is a practice as old as artistic creation itself. [. . .] This
practice is called retouching or inpainting. The objective of inpainting is to reconstitute
the missing portions of the work, in order to make it more legible and to restore its
unity.”
Les algorithmes d’inpainting sont employés dans diverses applications ; nous pouvons citer par
exemple la restauration numérique de peintures anciennes à des fins de conservation, la restaura-
tion de photographies ou films fortement dégradés (rayures, parties manquantes), la désoccultation
[96, 97] (capacité à retrouver des régions occultées d’une image par interpolation avec son voisinage),
le zoom numérique [69], le codage vidéo [40], l’amélioration d’image codées avec perte [142], la sup-
pression de texte ou de logo en surimpression d’une séquence [39, 144, 143], etc. Ces applications
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qui s’applique dans différents types d’utilisation. Dans cette section, nous traiterons le problème
particulier de désoccultation (ou local inpainting) par une approche variationnelle. Certaines autres
applications sont étudiées par la suite.
Pour reprendre le formalisme introduit dans 5.10, H est ici un opérateur de masquage qui supprime
certaines parties de l’image. Soit le domaine D ∈ Ω tel que :
(Hu)(x) =
{
0 si x ∈ D
u(x) si x /∈ D (5.27)
Nous appelons E le domaine correspondant à l’extension de D dans l’image Ω, avec E ⊂ Ω. Dans
[40], T.F. Chan et al. évoquent trois grands principes auxquels le modèle d’inpainting doit obéir :
1. Le modèle doit résoudre le problème localement. En effet, les modèles d’inpainting par mini-
misation d’une fonctionnelle ne reposent pas sur un apprentissage global de l’image, de ce fait
uD (la région à restaurer du domaine D) est complètement déterminée à partir du voisinage
de D dans g.
2. Le modèle doit être capable de restaurer les contours disjoints. Ce critère est important pour
la compréhension de la scène, que ce soit pour un observateur humain ou une méthode de
reconnaissance d’objet ou de segmentation d’image.
3. Le modèle doit être robuste au bruit : la vision humaine est douée pour extraire les caracté-
ristiques d’une image bruitée et étendre l’information au domaine D.










Ainsi, l’image doit être la plus ressemblante à l’observation aux abords de D grâce au terme de
fidélité. Le terme de régularisation opérant dans le domaine E∪D interpole l’image. L’équation 5.28
peut être simplifiée par J(u) =
´
E∪D Φ(|∇u(x)|)dΩ si l’image est considérée comme non bruitée.
L’équation de descente de gradient pour J est donnée par :
∂u
∂t





où λe est le multiplicateur de Lagrange définit par :
λe =
{
λ, x ∈ E
0, x ∈ D (5.30)
Ainsi, le modèle d’inpainting débruite l’image aux abords de la zone à restaurer (pour x ∈ E)
grâce au terme d’attache aux données (identique au modèle de débruitage présenté en 5.2.1). Ce
mécanisme rend la méthode plus robuste au bruit.
La figure 5.3 illustre quelques résultats d’inpainting en fonction du nombre de pixels supprimés.
Dans [24], Bertalmio et al. proposent une approche différente basée au préalable sur une décom-
position en structure/texture de l’image à restaurer selon le modèle de Vese-Osher [145] présenté
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formulée d’après [116], montre que le résultat d’une méthode d’inpainting dépend ostensiblement du
contenu de l’image à traiter. Dans une image partitionnée en blocs, le modèle de [116] va adapter la
méthode d’inpainting selon que le bloc soit qualifié de structure ou de texture. Partant de ce prin-
cipe, Bertalmio et al. [24] vont utiliser une méthode d’inpainting différente selon la composante de
structure ou de texture. Pour la composante de texture, la méthode utilise l’algorithme de synthèse
de texture de Efros et Leung [57] présenté en 3.3.2.1. Pour restaurer la partie manquante dans la
composante structure, Bertalmio et al. s’appuient sur leurs travaux antérieurs [23] basés sur la diffu-
sion d’isophotes. Au final, l’image est reconstruite par addition des deux composantes de structure
et texture.
Nous pouvons faire le parallèle avec la méthode d’inpainting proposée par Yamauchi dans [157],
où l’idée principale consiste à combiner les méthodes de synthèse de texture et d’inpainting sur
une représentation adéquate de l’image. Dans un premier temps, l’image est décomposée selon une
partie haute-fréquence et une partie basse-fréquence obtenues par la sélection d’un sous-ensemble des
coefficients DCT de l’image. La partie D manquante de la composante basse-fréquence est restaurée
à l’aide de l’algorithme de Oliveira et al. [108] qui a la particularité d’être très rapide puisqu’il repose
sur une diffusion isotropique réalisée grâce à un simple filtrage. Bien que ce procédé tend à lisser les
contours, l’utilisation de ce type de méthode sur une composante basse-fréquence d’une image a du
sens. Quant à la partie haute-fréquence de l’image, Yamauchi et al. proposent d’utiliser la méthode
de Wei et Levoy [152] (voir le chapitre 3).
Le modèle de régularisation présenté en 5.28 peut également être appliqué au problème de sur-
échantillonnage des images ; nous parlons dans ce cas de super-résolution ou zoom numérique. L’in-
terpolation est alors considérée comme un problème de restauration d’une image dont les pixels
connus sont équitablement répartis. Les méthodes sont notamment décrites par dans Tschumperlé
dans[143] et Guichard et al. dans[69].
5.2.4.2 Domaine ondelette
Un contexte d’utilisation très intéressant a été décrit par T.F. Chan et al. dans [41]. Bien que
l’approche soit fortement liée aux applications précédentes, elle diffère cependant par le fait que la
partie manquante ou endommagée est représentée dans le domaine ondelettes. Nous nous plaçons
notamment dans le cas d’utilisation où une partie des coefficients d’ondelettes sont perdus pendant
la transmission d’une image JPEG2000. De ce fait, la nature du problème d’inpainting s’en trouve
changée, car un coefficient ondelette supprimé peut entraîner l’altération de plusieurs pixels dans
le domaine spatial. La région à restaurer n’étant pas clairement définie dans le domaine spatial,
l’utilisation de modèle d’inpainting de T.F. Chan [38] vu en 5.2.4.1 ne peut pas s’appliquer ici. A
l’inverse, l’interpolation directe dans le domaine ondelette n’est pas non plus envisageable puisque les
coefficients ondelettes sont calculés pour décorréler le signal. De plus, contrairement aux problèmes de
débruitage (voir 5.2.1) pour lesquels les dégradations sont homogènes sur toute l’image, le problème
d’inpainting dans le domaine ondelette est souvent non-homogène, c’est-à-dire qu’une région de
l’image est plus touchée par les dégradations qu’une autre.
Il semble nécessaire, dans cet exercice d’inpainting des coefficients d’ondelettes, de contrôler la
régularité dans le domaine spatial pour conserver les caractéristiques géométriques importantes
de l’image. A cette fin, les auteurs de [41] se sont inspirés des méthodes de régularisation par
minimisation de la variation totale, mais cette fois-ci appliquées dans le domaine ondelette. Cette
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été explorée dans par les mêmes auteurs [44] dans un contexte de débruitage et de compression
d’image.
Le modèle présenté dans [41] consiste à restaurer les coefficients ondelettes βj,k, avec j ∈ Z et k ∈ Z2,







Nous retrouvons ici le terme de régularisation classique du modèle ROF sans le terme d’attache aux





où ψ est la base d’ondelettes utilisée pour transformer l’image. La contrainte appliquée dans le
domaine ondelette s’exprime par :
βj,k = αj,k, (j, k) /∈ I (5.33)
où α représente les coefficients ondelettes non dégradés de l’image d’origine u0. Cette contrainte
assure que seuls les coefficients dégradés de I vont être restaurés. L’équation d’Euler-Lagrange








ψj,kdx = 0 (5.34)
Cette équation fait le lien entre la courbure de l’image et le domaine ondelette. L’article [41] présente
un algorithme de descente de gradient classique pour résoudre le problème de minimisation de l’Eq.
5.31 à partir des équations d’Euler-Lagrange de l’Eq. 5.34.
5.2.5 Amélioration des images compressées avec perte
Les dégradations visuelles à bas-débit des standards de codage d’image sont bien connues, que ce soit
pour un codage basé DCT (type JPEG [150]) ou ondelettes (type JPEG2000 [139]). En particulier,
le codage par transformée DCT souffre d’un “effet de bloc” [76], dû au partitionnement de l’image,
et d’artefacts d’oscillations autour des contours “ringing artifact”, connu sous le nom de phénomène
de Gibbs et dû au procédé destructeur de quantification des coefficients transformés.
Pour gommer ces artefacts, une méthode simple consiste à considérer ces dégradations comme un
bruit additif à l’image d’origine. La technique générique de régularisation d’image vue en 5.2.1 peut
alors être employée pour améliorer l’image décodée (exemples dans [142]). Le résultat donnera une
image plus lisse avec des contours marqués grâce à la norme TV utilisée. Lorsque les artefacts sont
très marqués, la méthode peut cependant se révéler contre-productive.
Cependant, il existe une famille d’algorithmes par “reconstruction optimale” plus efficaces pour ré-
soudre ce type de problème. Dans ce cas, nous considérons que les dégradations dûes au codage de
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Algorithme 5.1 Méthode générique de reconstruction optimale d’images compressées avec perte
par minimisation contrainte de la variation totale.
1. Soit u(0) l’image décodée et n = 0 l’itération courante
2. Soit K le nombre maximum d’itérations et ( la différence minimale entre deux images succes-
sives
3. Tant que n < K et E(u(n), u(n−1)) > (, faire




, avec J(u) =
´
Ω |∇u| dΩ (voir équation 5.14)
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et n = n+ 1
8. Fin de la boucle, l’image décodée est donnée par u(n)
un coefficient ci,j à la position (i, j) d’un bloc de l’image subit une quantification inverse le plaçant à
une valeur fixe comprise dans son intervalle de quantification ci,j ∈ [Q−i,j , Q+i,j ]. En théorie, n’importe
quelle valeur de l’intervalle de quantification peut être la bonne, c’est-à-dire la valeur correspon-
dante au coefficient d’origine. Le problème est schématisé sur la figure 5.6 qui illustre une fonction
classique de quantification scalaire uniforme appliquée aux coefficients transformés. Les méthodes de
décodage par reconstruction optimale qui nous intéressent reposent sur l’idée que l’image décodée
doit minimiser la variation totale de l’image en faisant osciller les coefficients dans leurs intervalles
de quantification respectifs. En d’autres termes, le procédé de régularisation d’image par minimi-
sation de la variation totale est soumis à une contrainte supplémentaire appliquée aux coefficients
transformés.
L’algorithme général, inspiré de [12, 13, 164], est décrit dans 5.1, avec T (·) et T−1(·) les fonctions
de transformation et transformation inverse de l’image (ici la DCT) et E(·, ·) la fonction de distance
entre deux images. Nous pouvons remarquer que dans l’algorithme, le terme d’attache aux données de
la fonctionnelle J(u) disparaît. En réalité, ce terme est intrinsèque à la méthode puisqu’un contrôle
de fidélité est effectué sur les coefficients DCT afin de rester suffisamment proche de l’original,
c’est-à-dire dans le même intervalle de quantification.
Considérant l’application dans le cadre du codage JPEG, Alter et al. [12] proposent d’adapter le
calcul de la variation totale. Afin de réduire plus efficacement l’effet de bloc, la méthode propose de
pondérer la variation totale afin d’augmenter l’importance du terme de régularisation au voisinage
des frontières entre blocs de l’image. Ainsi, la fonctionnelle à minimiser s’exprime sous la forme :
Jα (u (x)) =
ˆ
Ω
α (x) |∇u (x)| dx (5.35)
où α (x) est une fonction de pondération positive définie sur Ω, et qui est plus importante aux bords
des blocs qu’en leurs milieux. L’existence et l’unicité de la solution à la minimisation de Jα (u), en
lieu et place de J(u), ont été adressés dans [47].
Des travaux équivalents de T.F. Chan ont été menés pour une reconstruction optimale dans le
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5.2.6 Codage d’image
Une application intéressante du modèle d’inpainting présenté dans 5.2.4 est d’utiliser cette technique
dans un contexte de codage d’image, présentée notamment par T.F. Chan dans [40]. Contrairement
aux standards du codage d’image avec perte, JPEG et JPEG2000, qui se basent sur une transforma-
tion linéaire de tous les pixels dans un espace plus adapté, l’idée de la méthode de codage présentée
ici repose sur un ensemble réduit de pixels codés. Cet ensemble de pixels, notés C, sert de référence
pour interpoler les pixels restants de l’image appartenant à l’ensemble D = Ω − C. L’interpolation
repose sur la méthode de régularisation par minimisation de la variation totale vue en 5.2.4.1.
L’ensemble D doit correspondre aux zones de l’image qui se prêtent bien au problème de régularisa-
tion de 5.2.4. De façon intuitive, la sélection de C s’opère sur les zones lisses de l’image. A l’inverse,
l’ensemble C “connu” correspond aux contours de l’image. Pour déterminer C, une simple méthode
de détection de contour de type Canny [33] est employée. Suite à cette opération, l’ensemble C des
pixels est dilaté pour constituer une information plus dense et exploitable aux abords des contours
de l’image. Cela se justifie par le fait que pour interpoler une zone délimitée par un contour, il est
nécessaire d’avoir plus d’information que le contour lui même.
La valeur et la position des pixels de C sont codés, et les pixels de D sont calculés au décodeur par
interpolation en utilisant la formule 5.28. En résumé, le mécanisme de régularisation est identique à
la méthode d’inpainting présentée dans 5.2.4. La différence se situe au niveau du contrôle des pixels
à restaurer dans ce contexte de codage : les pixels qui ne peuvent être restaurés par la méthode de
régularisation sont codés, les autres sont interpolés.
Cette méthode de compression, illustrée sur la figure 5.7, possède cependant quelques inconvénients
majeurs :
– La méthode d’interpolation utilisée donne un rendu extrêmement lisse des zones régularisées, ce
qui enlève le caractère naturel des textures de l’image.
– La méthode nécessite de coder à la fois la position et la valeur des pixels C, ce qui peut considéra-
blement affecter l’efficacité de codage. L’article [40] ne propose pas d’outils de codage spécifiques.
Un codage de type JBIG [110] pour transmettre le masque binaire de C semble cependant être
un outil adapté et suffisamment performant.
De plus, le type d’image influence l’efficacité de compression de l’algorithme. Cela s’explique faci-
lement par le fait que le nombre de pixels card (C) est lié à la fois à la quantité de contours d’une
image et au coût de codage de celle-ci. En d’autres termes, une image plus complexe nécessitera une
augmentation du débit pour avoir une qualité de reconstruction suffisante.
Il est intéressant de noter que la méthode de compression proposée ici aboutit à un schéma de co-
dage/décodage asymétrique en terme de complexité, en ce sens où le décodage est d’une complexité
nettement supérieure. L’encodage est une succession d’opérations simples : filtrage de Canny, dilata-
tion et codage des pixels. En revanche, le décodage repose sur une interpolation des pixels manquants
par une méthode de régularisation variationnelle. Or, nous avons vu que cette méthode est complexe,
notamment par le coup d’estimation de la variation totale.
Les articles de Galić et al.[62, 63] présentent une méthode similaire qui code certains pixels épars de
l’image et calcule les autres en opérant une diffusion anistropique. Pour coder efficacement les pixels
éparpillés dans l’image, la méthode est couplée à un algorithme de codage en B-tree triangulaire
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Aujol et al. [17] présentent une méthode de codage d’image différente. En premier lieu, l’image est
décomposée selon sa partie structurelle u et sa partie oscillante v (voir 5.2.3). La composante v
contenant les éléments oscillants de l’image est codée selon un algorithme classique de compression
par ondelettes biorthogonales particulièrement bien adapté à ce contexte d’utilisation [92]. En re-
vanche, la compression de la partie géométrique u est réalisée grâce à un algorithme mieux adapté
pour coder les structures d’une image, basé sur les travaux de Cohen et al. [48]. Cette approche, qui
adapte le modèle de compression en fonction de la composante traitée, donne de meilleurs résultats
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(a) origine (b) image bruitée (PSNR = 30, 11)
(c) λ0 (PSNR = 32, 42) (d) λ1 (PSNR = 33, 57)
(e) λ2 (PSNR = 33, 17) (f) λ3 (PSNR = 28, 29)
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(a) f
(b) u (c) v
Figure 5.4 – Illustration du modèle de décomposition d’image en structure/texture de Vese-Osher
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(a) 25% de pixels supprimés (b) Image restaurée (109 itérations)
(c) 50% de pixels supprimés (d) Image restaurée (167 itérations)
(e) 75% de pixels supprimés (f) Image restaurée (250 itérations)
Figure 5.5 – Illustration de la méthode d’inpainting en fonction du nombre de pixels disponibles
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Figure 5.6 – Fonction de quantification scalaire uniforme x = Q(x). Pour une reconstruction
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(a) 50% des pixels codés (b) PSNR = 37.51
(c) 25% des pixels codés (d) PSNR = 35.05
(e) 15% des pixels codés (f) PSNR = 33.78
Figure 5.7 – Illustration de la méthode de codage par interpolation des zones lisses. A gauche : les
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5.3 Conclusion
Dans ce chapitre, nous avons étudié un modèle de régularisation dédié à la restauration d’image,
formalisé comme un problème inverse mal-posé. Le cadre de l’étude s’est focalisé sur une méthode
de résolution variationnelle définie par la minimisation d’une fonctionnelle. Selon le type d’applica-
tion, cette fonctionnelle est composée de termes différents permettant d’appliquer des contraintes
de restauration en fonction des connaissances a priori des dégradations subies par l’image. Dans
beaucoup de cas, un terme d’attache aux données contraint l’image restaurée à être suffisamment
proche de l’image d’origine. Un terme de régularisation permet quant à lui “d’assouplir” l’image de
façon à la percevoir de façon plus conforme à la réalité. Comme nous l’avons vu, la norme TV est
particulièrement bien adaptée dans ce contexte de restauration d’image puisqu’elle permet de lisser
l’image tout en conservant les contours.
La minimisation d’une fonctionnelle conduit à la résolution des équations EDP d’Euler-Lagrange
associées. Nous avons vu qu’il est ainsi possible d’utiliser un algorithme de descente de gradient
pour converger numériquement vers une solution. Cependant, ces équations sont fortement non-
linéaires et difficiles à résoudre. Plusieurs travaux ont été réalisés pour accélérer la résolution de ce
type de problème, notamment dans les articles [149, 37, 72, 66].
Autour du modèle de régularisation étudié, la littérature est composée de plusieurs autres méthodes
de résolution variationnelles. Les travaux de Tschumperlé et al. [142] (puis [143, 144]) généralisent
plusieurs approches concernant la régularisation d’image basée sur la diffusion d’équation aniso-
tropique. Ils proposent ainsi un cadre qui unifie plusieurs méthodes de régularisation existantes,
en particulier l’approche par minimisation de fonctionnelles, évoquée dans ce chapitre, mais aussi
l’expression de la divergence et la formulation par laplacien orienté. Les applications proposées sont
nombreuses, dont l’amélioration d’une image compressée avec perte selon le standard JPEG. Les
dégradations observables par ce type d’encodage à des débits faibles sont fortement atténuées grâce
à la méthode proposée par Tschumperlé, voire indétectables.
Différentes utilisations du modèle de régularisation d’image ont été présentées et illustrées dans ce
chapitre. Plusieurs d’entre elles nous ont inspirés pour mener les travaux présentés dans le chapitre
suivant. En particulier, les méthodes de restauration des coefficients en ondelettes détériorés nous
ont montré qu’il était possible d’assimiler la régularisation d’image dans le domaine spatial avec un
contexte de restauration des coefficients dans un espace transformé. De ce fait, il nous est apparu en-
visageable d’agrémenter un schéma de codage classique basé sur une transformation linéaire par une
méthode de restauration des coefficients dans le but d’en améliorer les performances en compression ;
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Ce chapitre est consacré aux travaux de thèse réalisés dans le but de proposer un nouvel outil de
codage vidéo afin d’améliorer les performances en compression. La section suivante positionne ce
travail de recherche par rapport à l’état de l’art présenté dans le chapitre précédent. L’idée sous-
jacente est d’utiliser les méthodes de régularisation d’image afin de prédire une quantité de données
au lieu de la coder, ceci afin d’améliorer les performances en compression des algorithmes de codage
d’image et de vidéo. Puis nous étudierons le modèle de restauration proposé dans un cadre théorique.
La première application directe va consister à utiliser ce modèle pour restaurer des coefficients DCT
dégradés, par exemple à cause d’une perte de données pendant la transmission ou d’un procédé
de compression destructive. Ensuite, nous exposerons comment le modèle de restauration peut être
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débit. Enfin, l’objectif final de ce chapitre sera d’adapter ce mécanisme aux spécificités du schéma
de codage vidéo de type H.264/AVC.
6.1 Introduction
L’encodeur H.264/AVC est un standard vidéo très performant qui permet d’obtenir un ratio de
compression conséquent. Comme nous l’avons vu dans le premier chapitre, le standard repose sur
un partitionnement par blocs de l’image, à l’instar de JPEG. Pour rappel, chaque bloc est prédit
par interpolation des pixels voisins disponibles (prédiction intra-image) ou à partir d’images précé-
demment encodées (prédiction inter-image). Le résidu, c’est-à-dire l’erreur de prédiction, est ensuite
transformé, quantifié et codé pour obtenir un flux binaire. L’étape de transformation des blocs rési-
duels est basée sur une DCT, bien que ce soit une approximation pour en simplifier la complexité.
C’est pourquoi dans ce chapitre nous nous focaliserons uniquement sur le cas de la transformée
DCT, bien que des parallèles soient possibles avec d’autres types de transformation (notamment les
ondelettes).
6.1.1 Positionnement par rapport à l’état de l’art
Nous avons vu dans le chapitre précédent que des travaux avaient été menés dans l’optique de
proposer de nouveaux schémas de codage ou d’améliorer ceux existants, ceci afin d’accroître le
ratio de compression. La première application dans ce contexte est la reconstruction optimale d’une
image compressée avec pertes, dans le but d’augmenter la qualité de l’image décodée (voir 5.2.5), en
prenant en compte les dégradations réalisées sur l’image par le procédé d’encodage. La reconstruction
optimale s’opère dans un contexte de post-traitement effectué après le décodage et n’est pas partie
intégrante de l’algorithme de codage/décodage. De ce point de vue, il ne contribue pas à diminuer le
volume nécessaire de données transmises mais est utile pour “masquer” les artefacts visuels gênants
qui apparaissent sur les images fortement compressées.
Le deuxième type d’application présentée consiste à ne pas coder les pixels d’une image qui peuvent
être restaurés par une méthode de régularisation (voir 5.2.6). Ainsi, les pixels codés servent de support
à la restauration de l’information manquante. Dans ce cas, nous avons vu qu’il est intéressant de
ne coder que les portions d’images contenant les contours et leurs voisinages. Les inconvénients de
ce type d’approche sont multiples. Tout d’abord, il est nécessaire de connaître, pour chaque pixel
codé, sa position dans l’image, ce qui au final s’avère très coûteux en terme de débit. De plus, cette
méthode est difficilement conciliable avec les procédés classiques de transformation et quantification
très répandus dans un contexte de codage d’image.
Au contraire, nous étudions une nouvelle approche qui consiste, dans un premier temps, à intégrer un
procédé de régularisation d’image directement au sein d’un codeur image de type JPEG. Ensuite,
nous nous intéresserons au cas particulier du codage vidéo de type H.264/AVC. De ce fait, nous
bénéficions des mécanismes introduits dans ces normes et qui ont démontré leur efficacité en terme
de compression. Nos travaux se concentrent sur la prédiction de coefficients DCT associés aux pixels
d’une image. Cette étape de prédiction s’inspire des méthodes de restauration d’image vues précé-
demment : nous cherchons à estimer certains coefficients DCT de façon à ce qu’ils “corrigent” l’image
selon des critères basés sur la variation totale. Le fait de travailler dans le domaine transformé plutôt



















coefficient DCT dégradé affecte plusieurs pixels. Ainsi, les techniques d’interpolation géométrique
pour restaurer les pixels manquants d’une image ne peuvent s’appliquer directement dans ce cas.
D’un autre côté, l’interpolation des coefficients directement dans le domaine DCT est également
problématique puisque les coefficients sont justement calculés pour décorréler le signal. Pour ces
raisons, nos travaux fixent un modèle basé sur des changement successifs entre le domaine spatial,
lié aux problématiques de régularisation d’image, et le domaine DCT, où s’opère la prédiction des
coefficients.
6.1.2 Introduction au formalisme
En premier lieu, nous nous intéressons au formalisme de la DCT-2D appliquée sur des blocs carrés
de petites tailles, telle qu’elle est utilisée dans un contexte de codage d’image [118]. En effet, la
DCT est réversible et possède une propriété de regroupement de l’énergie qui s’adapte très bien aux
images naturelles, permettant ainsi de réduire le volume de données nécessaires tout en conservant
une qualité de reconstruction acceptable pour le système visuel humain.
La DCT s’applique sur une matrice carré uB de pixels de taille NB × NB, soit un sous-ensemble
d’une image en niveaux de gris u (définie sur Ω ) repéré par les coordonnées B, et engendre αB, une
matrice de coefficients DCT de dimension identique à uB. Soit A la matrice de la transformation











où AT représente la matrice transposée de A. La matrice A, de taille NB ×NB, est définie par :
Aij = Ci cos
(2j + 1) ipi
2NB
(6.3)
où Aij représente l’élément à la position (i, j) dans la matrice A avec 0 ≤ i, j < NB, et Ci est un







































































du pixel dans le bloc uB.
6.2 Modèle de restauration des coefficients DCT
Le modèle de restauration mis au point ici est basé sur une méthode de régularisation variationnelle
contrainte. La particularité de la méthode proposée réside dans le fait que la restauration s’applique
sur des coefficients DCT dégradés, alors que la contrainte de régularisation, basée sur la minimisation
de la variation totale, s’exprime dans le domaine spatial.
Soit βB%k la version dégradée des coefficients DCT αB%k. Dans cette section, nous considérons que
les coefficients dégradés correspondent à des coefficients manquants, soit βB%k = 0 ∀%k ∈ IDCT , avec
IDCT l’ensemble des coefficients manquants du bloc βB. D’autres types de dégradations peuvent
également être envisagés. Par exemple, nous verrons par la suite une application qui restaure des
coefficients DCT dégradés suite à une étape quantification, ce qui fait le rapprochement avec les
travaux de [12] et les méthodes de reconstruction optimale.
La variation totale de l’image dans le domaine direct à partir des coefficients βB%k est exprimée par :
∥∥uB%z (βB%k)∥∥TV = ˆ
Ω
∣∣∇%zuB%z (βB%k)∣∣ d%z (6.7)
L’intégrale porte sur l’ensemble Ω (le support de l’image dans R2) et où u est considérée nulle en
dehors du bloc B. Nous appliquons la contrainte suivante :
βB%k = αB%k pour tout %k /∈ IDCT (6.8)
Cette contrainte nous assure que seuls les coefficients perdus seront restaurés. L’Eq. 6.15 correspond


































































)∣∣∇%zuB%z (βB%k)∣∣ ·∇%kφB%z,%kd%z (6.12)






















Nous considérons que la transformée DCT est à support borné, c’est-à-dire que le noyau φB%z,%k est




























Le terme ∇ · [∇u/ |∇u|] (la divergence du gradient normalisé) exprime la courbure des lignes de
niveau de l’image (voir 5.1.3.2).










∥∥uB%z (βB%k)∥∥TV } (6.16)






L’Eq. 6.15 nous montre que converger vers une solution au problème de restauration revient à
minimiser la courbure, donc les variations du gradient, transformée dans le domaine DCT. Avec
cette nouvelle formulation, la contrainte βB%k = αB%k pour tout %k ∈ IDCT peut être respectée. Au
final, nous obtenons un modèle qui permet de régulariser l’image tout en conservant intact les


















122 Chapitre 6. Codage vidéo par prédiction dans le domaine transformé
Algorithme 6.1 Méthode générique de reconstruction optimale d’images compressées avec perte
par minimisation contrainte de la variation totale.
1. Soient α les coefficients dégradés de l’image u
2. αB%k = 0 ∀B%k ∈ IDCT , IDCT la position des coefficients perdus
3. Soit n = 0 l’itération courante et γn le pas de descente de gradient fonction de n
4. Soit βnew = α et βold = 0
5. Soit K le nombre maximum d’itérations et ( la différence minimale entre deux images succes-
sives




7. βold = βnew

















9. Calculer n = n+ 1
10. Fin de la boucle, l’image décodée est donnée par u = IDCT (βnew)
6.3 Amélioration d’image par restauration des coefficients DCT
Nous mettons à contribution le modèle exposé précédemment pour restaurer des images dont les
coefficients ont été endommagés. Pour cela, nous considérons deux types d’applications :
– La première simule une perte aléatoire de coefficients DCT calculés à partir d’une image. L’objectif
est de régulariser l’image en ne restaurant que les coefficients DCT perdus et dont la position est
supposée connue (l’ensemble IDCT ). Il s’agit de l’implémentation directe du modèle présenté en 6.2.
– La deuxième s’utilise dans un contexte de codage d’image avec perte. Il s’agit de régulariser l’image
en modifiant les coefficients DCT issus de la quantification inverse. La contrainte du modèle de
restauration est qu’un coefficient DCT doit être contenu dans son intervalle de quantification. Ce
cas d’utilisation rejoint les travaux de [12].
6.3.1 Restauration de coefficients DCT aléatoirement perdus
Nous testons ici la capacité du modèle à restaurer des coefficients DCT perdus selon un critère de
qualité objectif. Pour cet exercice, nous n’employons pas de procédé de quantification. L’algorithme
de restauration, basé sur une descente de gradient, est présenté en 6.1. Nous supposons que l’ensemble
IDCT des coefficients perdus est connu. La fonction curv calcule la courbure de l’image (voir 5.1.3.2).
Les fonctions DCT et IDCT calculent respectivement la transformée DCT et la transformée DCT
inverse pour un bloc ou un ensemble de blocs (voir 6.1.2).
Nous utilisons un partitionnement par blocs de 8 × 8 pixels avec une transformée DCT entière
donnée par 6.3. Le paramètre γn, le pas de descente de gradient, est constant et fixé à 1. Le nombre
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moins arbitraire. Cependant, ce n’est pas l’objectif de cet exercice où nous recherchons avant tout
une solution optimale pour mesurer l’efficacité maximale de la méthode. La figure 6.1 illustre les
résultats obtenus. Les gains de qualité objective (PSNR) sont représentés sur la figure 6.2. Il est
intéressant de noter que subjectivement et objectivement, les images obtenues après la perte de
coefficients DCT apparaissent fortement dégradées, même lorsque seulement 25% des coefficients
sont perdus. Les coefficients DC perdus sont initialisés pour que la moyenne des pixels du bloc soit
égale à 127, ce qui entraîne dans ce cas un effet de bloc. Les coefficients AC perdus produisent
quant à eux des altérations de l’image aux niveaux des contours. Pour 25% des coefficients DCT
perdus, la méthode de restauration donne les meilleurs résultats (+12.36 dB en PSNR). L’écart se
réduit quand le nombre de coefficients perdus augmente, jusqu’à +6, 79 dB pour 75% de coefficients
supprimés. En effet, le procédé de restauration se base sur l’information connue pour estimer le reste,
donc la qualité de la restauration dépend directement de l’information initiale disponible (tous les
coefficients n’appartenant pas à IDCT ).
6.3.2 Amélioration des images décodées
L’exemple d’utilisation présenté dans cette section a pour objectif de montrer que le modèle théorique
introduit en 6.2 peut être décliné selon le type d’application souhaité. Cette nouvelle application
se place dans le cadre des méthodes de reconstruction optimale présentées en 5.2.5, et notamment
de l’algorithme introduit en 5.1. Nous souhaitons régulariser l’image décodée pour supprimer les
artefacts liés à l’algorithme de compression et imputés à l’étape de quantification. Pour cela, nous
recourons au modèle de minimisation de la variation totale préalablement présenté (6.16). La mé-
thode d’amélioration de l’image est également contrainte par un terme d’attache aux données qui
contient les coefficients DCT à l’intérieur de leurs intervalles de quantification. Grâce à ce mécanisme,





de générer une image la plus lisse possible (au sens de la variation totale).
Les résultats de l’algorithme 5.1 sont présentés sur les figures 6.3 et 6.4. Les images améliorées
présentent une meilleure qualité objective que l’image décodée de façon relativement constante, avec
un gain moyen de +0.7dB en PSNR. Le nombre d’itérations nécessaires est particulièrement faible
en comparaison de la méthode de restauration de coefficients DCT perdus présentée en 6.3.1. En
effet, dans ce cas d’utilisation, la solution optimale est proche de l’originale à cause de la contrainte
de proximité des coefficients DCT améliorés (restreints à l’intervalle de quantification des coefficients
d’origine). Visuellement, les images améliorées montrent une atténuation des effets de blocs qui se
manifestent d’autant plus à bas-débit.
En conclusion, la méthode présente le double avantage de pouvoir améliorer la qualité d’une image
décodée sans recourir à une modification du standard de compression d’image. En effet, le post-



















124 Chapitre 6. Codage vidéo par prédiction dans le domaine transformé
(a) 25% de coefficients DCT perdus (b) Image restaurée (467 itérations)
(c) 50% de coefficients DCT perdus (d) Image restaurée (701 itérations)
(e) 75% de coefficients DCT perdus (f) Image restaurée (959 itérations)
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126 Chapitre 6. Codage vidéo par prédiction dans le domaine transformé
(a) PSNR=35, 95, entropie=1, 288 bpp (b) PSNR=36, 44 (3 itérations)
(c) PSNR=31, 79, entropie=0, 658 bpp (d) PSNR=32, 55 (5 itérations)
(e) PSNR=29, 81, entropie=0, 458 bpp (f) PSNR=30, 63 (8 itérations)
Figure 6.3 – Illustration de l’algorithme de reconstruction optimale des coefficients DCT. Colonne


































Figure 6.4 – PSNR en fonction de l’entropie (en bpp) des images décodées et améliorées selon la
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6.4 Codage d’image fixe par prédiction des coefficients DCT
Nous allons étudier comment adapter la méthode de restauration des coefficients DCT, vue en
6.3.1, afin d’améliorer les performances en compression d’un codeur d’image fixe de type JPEG.
Nous faisons l’hypothèse qu’une partie des coefficients DCT peut être restaurée au décodeur sans
dégrader l’image et donc sans nécessiter leur codage, assurant ainsi une compression plus efficace.
Nous présentons un modèle de prédiction DCT intra-bloc, basé sur l’idée qu’un ensemble “connu”
(appelé IO) des coefficients DCT d’un bloc est utilisé pour prédire l’ensemble complémentaire des
coefficients DCT inconnus du même bloc ( appelé IDCT ).
6.4.1 Schéma de codage
La méthode de restauration des coefficients DCT (section 6.3.1) est utilisée en tant que nouvelle
méthode de prédiction et est introduite dans le chaînage des étapes du schéma de codage JPEG.
Chaque bloc uB de l’image subit une DCT afin d’obtenir le bloc DCT αB correspondant. Les
coefficients DCT αB%k sont répartis en deux ensembles complémentaires IO et IDCT , les coefficients du
premier ensemble servant de support pour la prédiction des coefficients du deuxième. Les coefficients
de l’ensemble IDCT ne sont donc pas directement codés/décodés, ils sont dans un premier temps
prédits. Au codeur, l’erreur de prédiction est transmise comme indiqué sur la figure 6.5. Au décodeur,
le même procédé de prédiction est utilisé, puis le décodage de l’erreur de prédiction permet de
reconstruire les coefficients de l’ensemble IDCT (figure 6.6). Pour prédire efficacement les coefficients
DCT de IDCT via la méthode de restauration proposée dans 6.3.1, nous recourons aux blocs voisins
précédemment codés pour calculer la courbure locale de l’image, permettant ainsi de lisser le bloc
courant à partir des pixels adjacents. Ce schéma de codage présente l’intérêt d’aboutir à une image
décodée strictement identique par rapport au codeur JPEG standard. A PSNR équivalent, nous
cherchons à réduire le débit des images compressées.
La difficulté principale de cette approche est de définir l’ensemble IDCT de façon optimale. Idéale-
ment, IDCT doit correspondre aux coefficients DCT :
– qui peuvent être correctement prédits en utilisant l’algorithme de restauration vu en 6.3.1 ;












Figure 6.5 – Schéma d’un encodeur d’image fixe basé sur JPEG et intégrant une méthode de






























Figure 6.6 – Schéma d’un décodeur d’image fixe basé sur JPEG et intégrant une méthode de
prédiction intra-bloc des coefficients DCT.
Le premier point est propre à la notion de compression. Pour réduire le débit d’information, l’erreur
de prédiction codée doit être globalement plus faible que l’information d’origine non prédite. Il est
dans ce cas nécessaire d’utiliser une méthode de prédiction statistiquement efficace.
Le deuxième point est primordial si nous voulons réduire significativement la quantité d’information
à transmettre. Dans un contexte de codage, il n’est pas intéressant de prédire des coefficients DCT
d’origine nuls ; il est en effet plus avantageux de prédire efficacement les coefficients DCT de forte
amplitude afin d’améliorer le facteur de compression. Nous observons ici une contradiction entre ces
deux critères puisque la suppression d’un coefficient de forte amplitude va dégrader l’image, dimi-
nuant globalement la qualité de la prédiction : il s’agit d’un principe de compromis débit/distorsion.
Nous verrons dans les expérimentations suivantes la configuration qui donne les meilleurs résultats.
Deux solutions s’offrent à nous pour définir l’ensemble IDCT (et par complémentarité l’ensemble IO) :
– Soit l’ensemble IDCT est statique et prédéfini au codeur et au décodeur.
– Soit l’ensemble IDCT est calculé (au niveau image ou bloc) afin d’obtenir le compromis dé-
bit/distorsion optimal, et donc améliorer le facteur de compression de l’image. Dans ce cas, il
est en revanche indispensable de transmettre la configuration des coefficients DCT prédits, pour
que le décodeur puisse réaliser l’opération de prédiction sur les mêmes coefficients.
Au vu des premiers résultats expérimentaux, nous avons choisi de suivre la première piste. En
effet, la configuration optimale de IDCT et IO ne varie pas (ou très peu) d’un bloc à l’autre et
d’une image à l’autre. L’utilisation d’ensembles statiques permet ainsi d’économiser une information
supplémentaire à transmettre.
Enfin, notons sur 6.5 et 6.6 que si l’ensemble des coefficients prédits IDCT est vide, alors nous
exploitons un schéma de codage JPEG classique décomposé en trois étapes conventionnelles : trans-
formation, quantification et codage arithmétique.
6.4.2 Expérimentations et résultats par rapport à la norme JPEG
Nous nous sommes basés sur la librairie libjpeg (http ://www.ijg.org/), soutenue par le groupe
indépendant JPEG, pour effectuer ces expérimentations. Les tests ont été réalisés sur un ensemble
de huit images monochromes avec, pour chaque image, trois qualités différentes données par un
paramètre d’encodage compris entre 0 et 100, où 100 représente la meilleure qualité (et le débit le plus




































Coefficient DCT prédit cij 
Q75 Q50 Q25 
Figure 6.7 – Gain moyen en débit (réf : JPEG) en fonction d’un coefficient cij prédit et d’une
qualité de codage Q ∈ [25, 50, 75].
(i, j), où 0 ≤ i, j < 8. Le codeur arithmétique utilise un code de Huffman optimisé qui nécessite deux
passes d’encodage, ainsi que la transmission au décodeur des tables de Huffman correspondantes.
Ce choix d’implémentation apporte une solution au fait que, statistiquement, l’erreur de prédiction
est différente du coefficient DCT d’origine, et donc est inadaptée aux tables de Huffman prédéfinies
dans JPEG.
A travers ces expérimentations, nous cherchons à définir l’ensemble IDCT optimal, c’est-à-dire celui
qui donne les meilleurs taux de compression par rapport à JPEG. Dans un premier temps, un seul
coefficient à la position cij est prédit (où cij ∈ IDCT ) pour tous les blocs de l’image, à l’exception
du coefficient DC (qui a un mécanisme propre de prédiction dans le standard JPEG). La moyenne
des résultats pour l’ensemble des huit images est illustrée sur la figure 6.7. Seuls les 21 premiers
coefficients, dans la représentation zigzag (2.4) des blocs, sont représentés sur la figure (coefficients
correspondant aux plus basses fréquences du bloc). Pour les suivants, le gain est négligeable car, du
fait de la quantification, leur valeur d’origine est nulle. Nous constatons que le meilleur gain pour
les trois contextes de codage est obtenu pour IDCT = [c10], surtout pour les bas-débits (1, 68% de
gain). En effet, dans ce cas seuls les coefficients correspondant aux basses fréquences sont transmis,
les autres étant quantifiés à une valeur nulle. De ce fait, la prédiction de l’un de ces coefficients
entraîne un gain en débit plus important par rapport à la quantité d’information totale transmise.
Pour ces mêmes raisons, nous constatons que la tendance s’inverse lorsque la prédiction porte sur
les coefficients correspondant à des plus hautes fréquences.
Dans un deuxième temps, nous souhaitons savoir si la réduction du débit est plus importante avec
plusieurs coefficients DCT prédits. Pour cela, nous fixons IDCT = [c10, cij ], avec cij ,= c10. Les résul-
tats sont illustrés sur la figure 6.8. Les gains observés sont nettement améliorés par rapport à 6.7,
avec en moyenne un gain de 2, 51% pour IDCT = [c10, c01]. Ces chiffres correspondent approximati-
vement à la somme des gains obtenus avec IDCT = [c10] et IDCT = [c01]. Nous en concluons que la
prédiction de l’un de ces coefficients n’affecte pas la prédiction de l’autre. Là encore, les meilleurs
gains sont atteints dans un contexte de codage à bas-débit.
Par la suite, nous ne constatons pas de réduction de débit supplémentaire lorsque nous ajoutons

































Coefficient DCT prédit cij 
Q75 Q50 Q25 
Figure 6.8 – Gain moyen en débit (réf : JPEG) en fonction d’un coefficient cij prédit, avec IDCT =
[c10, cij ], et d’une qualité de codage Q ∈ [25, 50, 75].
Q75 Q50 Q25
image débit (bpp) ∆ (%) débit (bpp) ∆ (%) débit (bpp) ∆ (%)
barbara 1, 32 2, 24 0, 89 2, 88 0, 56 2, 88
boats 0, 95 2, 19 0, 63 2, 93 0, 39 3, 44
bridge 1, 87 1, 47 1, 21 1, 88 0, 74 2, 27
couple 1, 29 2, 02 0, 85 2, 3 0, 52 2, 62
crowd 1, 22 3, 27 0, 84 3, 88 0, 54 4, 14
dollar 2, 14 0, 59 1, 41 0, 63 0, 87 0, 73
girlface 0, 81 3, 82 0, 5 4, 77 0, 3 5, 24
kiel 1, 48 1, 01 0, 97 1, 27 0, 59 1, 44
Table 6.1 – Méthode de prédiction des coefficients DCT dans JPEG : résultats par image et par
débit (réf : JPEG). Le débit obtenu est exprimé en bits par pixel. Le gain par rapport à JPEG est
exprimé en pourcentage.
promis entre les coefficients transmis et les coefficients prédits est atteint pour cet ensemble IDCT .
Nous constatons donc que la méthode fonctionne de façon optimale lorsque ce sont les deux coeffi-
cients c10 et c01 de plus forte énergie et correspondant aux basses fréquences du bloc qui sont prédits,
quelque soit le débit souhaité. Sur l’ensemble des huit images testées, le moins bon résultat est en-
registré pour l’image “dollar” à Q = 75, avec 0, 59% de réduction de débit. A l’inverse, le maximum
est atteint avec l’image “girlface” pour Q = 25 avec 5, 24% de réduction de débit. Le tableau 6.1
résume les résultats pour l’ensemble des images. La méthode possède les meilleurs rendements pour
les images avec peu de textures et composées en grande partie de dégradés. Ce constat s’explique
par le fait que le modèle de prédiction part de l’hypothèse que l’image doit être restaurée de façon
à être la plus lisse possible.
La figure 6.9 illustre les différentes phases du décodage des images selon la méthode de prédiction
des coefficients DCT étudiée dans cette section. L’image “boats” est encodée avec les paramètres
Q = 50 et IDCT = [c10, c01] pour un débit de 0, 63 bpp. En particulier, la sous-figure 6.9a représente
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restitue l’image sans prendre en considération les coefficients DCT prédits appartenant à IDCT . La
seconde phase de décodage (6.9c) va consister à prédire les coefficients et [c10,c01] ∈ IDCT à partir
de 6.9b. Enfin, la dernière phase (6.9d) restitue l’image finalement décodée en prenant en compte
les coefficients prédits et l’erreur de prédiction transmise.
(a) Sous-partie de l’image d’origine “boats” (b) Phase 1 : décodage de IO (PSNR =
24, 5 dB)
(c) Phase 2 : prédiction de IDCT (PSNR =
28, 15 dB)
(d) Phase 3 : ajout de l’erreur de prédiction
pour IDCT (PSNR = 34, 68 dB )
Figure 6.9 – Illustration des phases de décodage de notre algorithme de compression basé sur la
méthode de prédiction des coefficients DCT.
Cependant, la réduction de débit reste modeste pour un codeur de type JPEG (autour de 2, 5%
en moyenne). Nous allons voir dans la section suivante comment adapter cette méthode dans un
contexte de codage vidéo, avec le double objectif de prendre en compte les spécificités propres au
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6.5 Codage vidéo par prédiction intra-bloc des coefficients DCT
L’aboutissement de ce chapitre de contribution amène à intégrer les éléments précédemment intro-
duits dans un nouveau schéma de codage vidéo de type H.264/AVC. Dans un premier temps, il est
nécessaire d’identifier les spécificités de H.264/AVC afin d’adapter le modèle théorique de restaura-
tion vu en 6.2. Ensuite, nous introduisons les différents choix de mise en oeuvre qui nous semblent
les plus judicieux dans ce contexte d’utilisation et qui se différencient par rapport à ce qui a été fait
dans 6.4. Ensuite, nous présenterons le schéma de codage vidéo qui en ressort. Enfin, le détail des
expérimentations et les résultats sont exposés.
6.5.1 Adaptation du modèle théorique aux contraintes de codage vidéo de type
H.264/AVC
Par rapport au schéma de codage d’image fixe de type JPEG présenté en 6.4, le schéma de codage
étudié dans cette section repose sur une étape de prédiction intra-image ou inter-image supplémen-
taire (voir 2.3.2). Il est à noter que nous différencions les concepts de prédiction propres à H.264/AVC
(prédiction intra-image ou inter-image des pixels) de notre méthode de prédiction des coefficients
DCT (que nous qualifions de prédiction intra-bloc). Par rapport au modèle de restauration présenté
dans 6.2, un bloc d’image uB est défini par la somme de deux composantes : un bloc prédicteur de
type intra ou inter image, p, et un résidu, r, transformé dans le domaine DCT (p et r sont restreints
au bloc B pour plus de lisibilité). Nous avons donc la relation suivante :












position du pixel dans les blocs uB et p, et φ%z,%k le noyau de la transformée DCT modifiée, adoptée
dans H.264/AVC ([118]).
L’expression de la variation totale de uB pour tous les blocs B de l’image est donnée par :
∥∥uB%z (p%z, r%k)∥∥TV = ˆ
Ω
∣∣∇%zuB%z (p%z, r%k)∣∣ d%z (6.20)
où Ω est défini dans R2.
Notre méthode de prédiction va s’appliquer sur les coefficients transformés du résidu r. Pour cela,
certains coefficients de r, ceux appartenant à l’ensemble IDCT , sont prédits au lieu d’être directement
transmis. L’erreur de notre prédiction intra-bloc est codée pour permettre la reconstruction du bloc
uB au décodage. Notre modèle consiste, de façon analogue à ce que nous avons vu précédemment
dans 6.4, à prédire IDCT en minimisant la variation totale de l’image. Afin d’arriver à ce but, nous
exprimons la dérivée partielle de la variation totale de uB%z en fonction du résidu r%k pour tous les
















































































A cause du partitionnement et du traitement par bloc, le noyau DCT φ%z,%k est nul en dehors du bloc









Au final, nous retrouvons l’équation de la dérivée partielle définie par l’expression de la courbure de












En revenant au problème d’origine, le modèle consiste à régulariser l’image par minimisation de la




TV (u%zB(p%z, r%k)) (6.27)






















































Figure 6.10 – Schéma de codage vidéo basé sur H.264/AVC avec l’étape supplémentaire de prédic-




Les conclusions sont identiques à celles de la section 6.4. Au final, l’ajout d’une étape de prédiction
intra/inter-image n’affecte pas notre modèle de prédiction intra-bloc. La mise en pratique d’un
algorithme de restauration, utilisé en tant qu’étape de prédiction dans un schéma de compression,
est donc analogue à 6.1, en prenant soin d’additionner les deux composantes p et r pour extraire la
courbure de l’image.
6.5.2 Schéma de codage vidéo proposé
Sur la base du modèle précédemment introduit, une nouvelle méthode de prédiction est intégrée dans
le schéma de codage H.264/AVC. Des quatre grandes étapes de codage classiques, à savoir prédiction
intra/inter image, transformation, quantification du résidu et codage entropique (voir figure 2.5),
nous ajoutons l’étape de prédiction intra-bloc des coefficients DCT comme illustré sur la figure 6.10.
La prédiction des coefficients DCT appartenant à IDCT est effectuée en utilisant deux types de
données en entrée : les coefficients cij ∈ IO (les coefficients DCT non prédits) et les blocs adjacents
précédemment encodés et reconstruits, ceci afin de calculer la courbure de l’image sur une portion
plus grande que le bloc lui-même. En sortie du module de prédiction intra-bloc, nous obtenons une
estimation du coefficient d’origine qui va nous permettre de calculer le résidu du côté de l’encodeur,
soit l’erreur de prédiction intra-bloc, par une simple opération de soustraction avec le coefficient
d’origine. L’association des deux ensembles de coefficients IO et IDCT est ensuite effectuée avant
l’étape de quantification. Au décodeur, le résidu déquantifié est ajouté à la prédiction intra-bloc
pour les coefficients de IDCT afin de reconstruire le bloc avec les coefficients d’origine. Nous pouvons
noter que si IDCT est vide, alors nous exploitons un schéma de codage vidéo classique respectant le
standard H.264/AVC.
Comme pour le codage d’image fixe vu en 6.4, l’objectif de cette étape supplémentaire de prédiction
DCT intra-bloc est de réduire la quantité d’information transmise en réduisant l’entropie du résidu
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L’un des avantages du schéma de codage présenté est qu’à ce stade, la transmission d’information
de signalisation supplémentaire n’est pas requise puisque l’étape de prédiction intra-bloc s’applique
sur tous les blocs sans exception.
6.5.3 Spécificités du codage vidéo et choix d’implémentation
Dans le standard H.264/AVC FRext, la transformation DCT est appliquée sur des blocs de taille 4×4
et 8× 8 pixels. Nous appliquons la méthode de prédiction intra-bloc pour ces deux tailles de blocs.
A noter également que la transformation de type DCT utilisée dans H.264/AVC (2.3.2.3) est une
approximation de la DCT telle qu’elle est définie dans 6.1.2, ceci afin de faciliter l’implémentation
par des entiers et des opérateurs simples de décalage de bits. La transformation étant réversible, nous
utiliserons le même type de transformée et transformée inverse modifiées dans l’implémentation de
notre méthode de prédiction intra-bloc des coefficients DCT.
Dans un schéma classique de codage vidéo (voir Fig. 2.5), l’étape de prédiction intra ou inter image
a l’avantage de réduire l’énergie du résidu par rapport à l’information initiale, tout en nécessitant un
coût de signalisation restreint. Dés lors, le gain de débit en intégrant notre méthode de prédiction
intra-bloc sera plus faible qu’en 6.4, d’autant plus que les précédentes expérimentations ont montré
que les gains de débit maximum étaient atteints lorsque les coefficients DCT de plus forte énergie
étaient prédits (les coefficient c01 et c10 du bloc). De ce constat, un nouveau mécanisme de prédiction
itératif des coefficients DCT est adopté dans le but d’optimiser les performances en compression.
L’idée consiste à prédire les coefficients appartenant à IDCT successivement au lieu d’une prédiction
simultanée. Lorsqu’un coefficient donné %k est prédit puis codé/décodé, il est alors ajouté à l’ensemble
IO pour être exploité ultérieurement, c’est-à-dire pour prédire les coefficients suivants de l’ensemble
IDCT du même bloc. Au fur et à mesure du processus, l’ensemble des coefficients de IO s’accroît,
rendant ainsi la prédiction des coefficients restants de IDCT plus efficace. Intuitivement, l’ordre
de prédiction des coefficients de IDCT est dicté par le parcours zigzag des blocs, c’est-à-dire que
les coefficients DCT correspondant aux plus basses fréquences du signal sont prédits en priorité.
L’algorithme résultant est présenté en 6.2. A l’étape 4e de l’algorithme, nous obtenons βn+1%c , la
prédiction du coefficient %c ∈ IDCT courant.
En ce qui concerne le choix de l’ensemble IDCT des coefficients à prédire, le même principe que pour
le codage d’image fixe évoqué dans 6.4.1 est utilisé. Il consiste à prédéfinir un masque au codeur
et au décodeur. Ce mécanisme permet avant tout de ne pas nécessiter de codage d’information
supplémentaire afin de spécifier IDCT .
Cependant, dans le contexte de codage intra-image, nous avons un a priori statistique sur la répar-
tition de l’énergie des coefficients DCT résiduels d’un bloc en fonction de son mode de prédiction
intra-image. Le lien qui unit le mode de prédiction intra-image et la répartition de l’énergie du résidu
a, entre autre, été étudié dans [156]. L’une des applications tirée de ces travaux consiste à adapter
l’ordre de parcours des coefficients DCT dans un bloc [59, 84, 77]. Initialement, dans H.264/AVC,
l’ordre de parcours utilisé est le parcours en zigzag [118] qui traite les coefficients DCT de la plus
basse fréquence à la plus haute. Cependant, l’ajout d’une méthode de prédiction intra-image peut
potentiellement changer l’ordre optimal de parcours des coefficients DCT. L’objectif des ordres de
parcours alternatifs est de concentrer les coefficients nuls à la fin du parcours, et ce afin que le codage
entropique puisse en tirer profit.
Dans notre méthode de prédiction intra-bloc, nous réutilisons ces concepts afin de prédire les coef-
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Algorithme 6.2 Méthode de prédiction intra-bloc utilisée dans un contexte de codage vidéo.
1. Soit p le prédicteur intra ou inter image du bloc courant uB
2. Soit r = DCT (uB − p) le résidu transformé de p, et r̂ le résidu r décodé pour tout coefficient
%k ∈ IO
3. Soit K le nombre maximum d’itérations
4. Tant que IDCT ,= ∅ , faire
(a) Soit β%k =
{
r̂%k si %k ∈ IO
0 sinon
(b) Soit %c ∈ IDCT l’indice du coefficient à prédire, avec %c correspondant au premier coefficient
DCT du bloc selon parcours zig-zag
(c) Soit n = 0 l’itération courante et γn le pas de descente de gradient pour la prédiction du
coefficient %β
(d) Tant que n < K, faire
i. Soit s = DCT (curv (p+ IDCT (βn)))
ii. βn+1%c = β
n
%c + γns%c
iii. Calculer n = n+ 1
(e) Fin de la boucle
(f) Coder/décoder le résidu de la prédiction intra-bloc r%c−βn+1%c du coefficient %c pour obtenir
̂r%c − βn+1%c , et reconstruire r̂%c = βn+1%c + ̂r%c − βn+1%c
(g) Mettre à jour IDCT et IO pour que IDCT = IDCT /%c, IO = IO ∪ %c



























Figure 6.11 – Position (en gris) des coefficients prédits de l’ensemble IDCT pour les blocs de taille







Figure 6.12 – Position (en gris) des coefficients prédits de l’ensemble IDCT pour les blocs de taille
8× 8. En rouge figure l’ordre de prédiction des coefficients.
image, car nous avons vu précédemment dans 6.4 cette approche garantissait systématiquement les
meilleurs résultats. Nous avons décliné IDCT en fonction des neufs modes de prédiction intra-image
de façon expérimentale, les coefficients prédits sont exposés en gris sur les figures 6.11 et 6.12 pour
les blocs de taille 4×4 et 8×8 coefficients respectivement. Le parcours itératif des coefficients prédits
est illustré par la flèche rouge, il reprend le parcours en zigzag classique appliqué sur l’ensemble des
coefficients de IDCT . Intuitivement, lorsque la prédiction intra-image d’un bloc B correspond à une
interpolation avec les pixels situés au dessus de B (prédiction verticale), l’énergie du bloc transformé
résiduel sera majoritaire sur les coefficients DCT correspondant aux oscillations horizontales.
6.5.4 Expérimentations et résultats
Nous avons implémenté l’algorithme 6.2 de prédiction intra-bloc des coefficients DCT dans la plate-
forme logicielle de référence JSVM 9.7 [125] compatible avec H.264/AVC (c’est-à-dire en désactivant
la partie destinée au codage vidéo scalable). Nous activons le codeur entropique CABAC, ainsi que
les transformées DCT pour les blocs 4 × 4 et 8 × 8 pixels. Dans ces expérimentations, toutes les
images sont codées en mode intra-image. La prédiction DCT intra-bloc est activée pour tous les
blocs de luminance de taille 4× 4 et 8× 8, en reprenant les masques donnés par les figures 6.11 et
6.12, qui sont définis en fonction du mode de prédiction intra-image utilisé. Pour l’algorithme de
descente de gradient utilisé pour prédire chaque coefficient DCT, le nombre d’itérations est fixé à


















6.5 Codage vidéo par prédiction intra-bloc des coefficients DCT 139















Table 6.2 – Pourcentage de gain de débit exprimé par la métrique de Bjontegaard et par rapport
à la référence H.264/AVC.
voire le recours à d’autres algorithmes plus adaptés, permettraient probablement de converger vers
une solution plus rapidement. Ceci étant, l’objectif est en priorité de démontrer que des gains en
débit peuvent être obtenus avec ce type de méthode.
La métrique de Bjontegaard [25] est utilisée pour mesurer les résultats en pourcentage de notre
nouvelle méthode de codage par rapport à H.264/AVC, en considérant quatre couples qualité/débit
différents définis, dans H.264/AVC par QP = 22, 27, 32, 37 (voir [118] pour la signification du
paramètre QP qui définit le pas de quantification). La qualité mesurée est objective est s’obtient
par une mesure de PSNR. Les gains en débit obtenus sont exprimés en pourcentage pour une qualité
équivalente.
L’un des avantages principaux de notre méthode de prédiction intra-bloc des coefficients DCT est
qu’elle ne requiert pas de transmission d’information additionnelle de signalisation, puisque la mé-
thode s’applique sur tous les blocs de l’image et que l’ensemble IDCT est prédéfini au codeur comme
au décodeur. Le résidu de prédiction intra-bloc d’un coefficient DCT est transmis en lieu et place
du coefficient DCT d’origine, après quantification et codage selon les mêmes paramètres.
Nous avons expérimenté notre méthode de codage sur des séquences vidéo de résolution CIF (352×
288 pixels) et 720p (1280 × 720 pixels). Les résultats sont présentés sur le tableau 6.2, où seules
les 49 premières images de la séquences sont encodées. Les gains observés sont similaires entre les
deux formats de séquence CIF et 720p, avec une moyenne d’un peu plus de 2% de gain de débit par
rapport à la référence H.264/AVC. Nous constatons cependant une légère disparité des résultats en
fonction des séquences, qui s’explique de la même façon que pour le codage d’image fixe vu en 6.4.
En effet, notre méthode de prédiction des coefficients DCT fonctionne sur l’hypothèse que l’image
doit être régularisée de façon à être la plus lisse. La méthode donne de meilleurs résultats lorsqu’elle
l’est effectivement (exemple de la séquence OldTownCross).
Sur la figure 6.13, nous illustrons en pourcentage le gain obtenu en fonction du débit pour les
séquences CIF. Il est intéressant de noter qu’aux extrémités basses de débit, les performances ont




































Foreman Mobile Paris Tempete
Figure 6.13 – Pourcentage de gain en compression obtenu en fonction du débit pour quatre sé-
quences CIF
des coefficients appartenant à l’ensemble IO, sur lequel s’appuie le procédé de prédiction intra-bloc,
sont nuls après quantification. Comme nous l’avons dans la partie 6.3.1, moins il y a d’information
disponible pour prédire IDCT , moins la restauration sera efficace.
Enfin, la figure 6.14 montre les gains obtenus par bloc sur la première image de la séquence Foreman
à différents débits. Nous remarquons alors deux choses. Premièrement, c’est à haut-débit qu’il y
a le plus de disparité entre les coûts de codage des blocs par rapport à la référence H.264/AVC.
Le pas de quantification étant plus faible dans ce cas, il y a d’autant plus de coefficients non nuls
à coder, donc de coefficients sur lesquels notre méthode de prédiction peut donner des résultats
intéressants. Deuxièmement, pour certains blocs, la méthode que nous avons élaborée engendre un
surplus d’information à coder, donc le résidu de prédiction intra-bloc a une plus forte amplitude que
le coefficient d’origine. Il semble cependant que certains blocs voisins, aux aspects très similaires,
donnent des résultats finalement très différents en terme de coût de codage. Nous en concluons qu’il
n’y a pas de région “type” d’image (contour, texture, ...) pour lesquels notre méthode possède un
meilleur rendement, si ce n’est pour les régions totalement plates où aucune différence de coût de
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(a) QP = 22 (haut-débit) (b) QP = 27
(c) QP = 32 (d) QP = 37 (bas-débit)
Figure 6.14 – Résultats obtenus sur la première image de la séquence Foreman. En vert : les
blocs où la prédiction intra-bloc réduit le nombre de symboles codés par rapport à H.264/AVC. En
bleu : lorsque le nombre de symboles codés augmente. Plus l’intensité chromatique est élevée, plus


















142 Chapitre 6. Codage vidéo par prédiction dans le domaine transformé
(a) QP = 22 (haut-débit) (b) QP = 27
(c) QP = 32 (d) QP = 37 (bas-débit)
Figure 6.15 – Résultats obtenus sur la première image de la séquenceMobile. En vert : les blocs où la
prédiction intra-bloc réduit le nombre de symboles codés par rapport à H.264/AVC. En bleu : lorsque





















Nous avons présenté un modèle de régularisation d’image, basé sur la variation totale, que nous
avons ensuite décliné pour obtenir un algorithme de restauration de coefficients DCT. Notre modèle
est sujet à deux contraintes : la minimisation de la variation totale d’un côté, qui produit une
image lisse mais dont les contours restent marqués, et la restauration des coefficients DCT dégradés
uniquement, ce qui permet de ne pas modifier l’information d’origine disponible. Nous avons ensuite
adapté l’algorithme de restauration pour l’intégrer dans un schéma de codage d’image fixe de type
JPEG. Ainsi une nouvelle étape de prédiction de certains coefficients DCT permet de réduire l’énergie
du résidu de prédiction par rapport aux coefficients d’origine, ce qui permet de réduire le coût de
codage d’environ 2, 5% par rapport à JPEG. Enfin, ce modèle de prédiction des coefficients DCT
a été intégré dans un codeur vidéo de type H.264/AVC en respectant les contraintes de ce type de
schéma, notamment l’étape de prédiction intra et inter image. L’implémentation s’est focalisée sur
les images de type I, c’est-à-dire codées uniquement selon un procédé de prédiction intra-image. Les
résultats obtenus ont montré un gain de débit de 2% en moyenne par rapport à H.264/AVC, avec
un maximum à 2, 52% pour l’image OldTownCross.
Cependant, notre méthode de prédiction intra-bloc est difficilement exploitable sous cette forme du
fait de sa complexité calculatoire. Pour illustrer ces propos, prenons le cas où un bloc de taille 4× 4
subit une prédiction intra-image avec le mode DC. De ce fait, et en référence à la figure 6.11, une
prédiction de type intra-bloc sera appliquée sur les seize coefficients du blocs tour à tour. Puisque
nous avons paramétré le nombre d’itérations de l’algorithme de descente de gradient à 100 durant
les expérimentations, et que pour chaque itération il est nécessaire d’effectuer une DCT et une DCT
inverse, nous avons en tout 1600 opérations de DCT et DCT inverses pour prédire un bloc 4 × 4
au codeur comme au décodeur, au lieu d’une seule dans le cas de H.264/AVC. Il existe cependant
plusieurs façons de réduire la complexité. Tout d’abord, en ne traitant qu’un seul coefficient DCT à
la fois, il n’est pas nécessaire d’effectuer une DCT et une DCT inverse complète à chaque itération
pour l’ensemble du bloc. De plus, nous utilisons un algorithme de descente de gradient générique
avec un nombre d’itérations fixé à 100 et un pas de descente de gradient fixe. En ajustant ces deux
paramètres et en ajoutant une contrainte de sortie de l’algorithme lorsqu’un état stable est atteint,
nous pourrions considérablement réduire le nombre d’itérations nécessaires et diminuer la complexité
de la méthode. Encore une fois, l’objectif était avant tout de montrer que ce type de méthode peut
donner des résultats intéressants, sachant que ces expérimentations ont été réalisés sans prendre en
considération l’aspect de la complexité calculatoire.
Le mécanisme de prédiction intra-bloc que nous avons élaboré peut s’étendre aux blocs prédits tem-
porellement (prédiction inter-image), avec toutefois quelques remarques. Premièrement, le résidu de
prédiction inter-image étant globalement plus faible que pour la prédiction intra-image (la prédic-
tion étant plus efficace), il y aura majoritairement plus de coefficients DCT nuls dans ce cas. De ce
fait, la prédiction intra-bloc aura un rendement naturellement plus faible. Deuxièmement, nous nous
sommes appuyés sur la répartition statistique de l’énergie d’un bloc transformé en fonction du mode
de prédiction intra-image pour optimiser l’ensemble IDCT , l’objectif étant de prédire les coefficients
ayant la plus forte amplitude. Or, la prédiction inter-image ne permet pas, à première vue, d’avoir
d’a priori sur la répartition de l’énergie dans le bloc, donc d’utiliser ce type de mécanisme pour
optimiser les performances.


















144 Chapitre 6. Codage vidéo par prédiction dans le domaine transformé
codage vidéo scalable (SVC 1, voir [126]). La scalabilité offre la possibilité de pouvoir représenter un
signal à différents niveaux d’information. Cette hiérarchisation repose sur une “couche” de base, qui
concentre l’information pertinente, et sur une multitude de couches de réhaussement qui agrémentent
l’information initiale. Sur les différents types de scalabilité, nous nous intéressons notamment à la
scalabilité en qualité. Dans ce cas, les coefficients transformés sont successivement affinés au fur et
à mesure des couches de réhaussement, ce qui a pour effet d’améliorer la qualité de l’image décodée.
L’idée que nous avançons consiste à prédire le raffinement des coefficients à partir de la couche
inférieure, selon la méthode que nous avons exposée. Ainsi, l’erreur de prédiction des couches de
qualité étant globalement plus faible que l’information d’origine, ce mécanisme pourrait permettre
de réduire les coûts de codage.
























































Les travaux de cette thèse s’inscrivent dans le cadre du codage vidéo. Dans ce domaine, nousavons vu qu’il était nécessaire de formaliser de nouveaux standards de codage, notamment pourfaire face à l’augmentation de la demande des opérateurs de télécommunication. Pour cela, la
nouvelle génération de standard de codage vidéo doit permettre d’augmenter significativement le
ratio de compression de l’ordre de 50% par rapport au standard actuel, tout en conservant une
complexité de codage et de décodage acceptable.
Le travail effectué s’est réparti sur deux axes de recherches distincts, s’articulant néanmoins autour
du même objectif commun défini par le sujet de la thèse, à savoir l’amélioration des performances
en compression dans un contexte de codage intra-image.
Le premier axe de recherche a trouvé sa source dans le domaine du traitement d’image et plus
précisément sur les méthodes de synthèse de texture. Ces méthodes sont utilisées pour reproduire
automatiquement et à l’infini une texture de façon à conserver ses caractéristiques perceptuelles
intrinsèques. Nous nous sommes basés sur cette approche pour concevoir un outil de prédiction
spatiale de texture que nous avons intégré dans un schéma de codage de type H.264/AVC. En
effet, dans les schémas de codage actuels, nous constatons une baisse significative d’efficacité en
compression lorsque les séquences vidéo sont constituées de textures rigides complexes. Le mécanisme
de prédiction intra-image des codeurs de type H.264/AVC n’est tout simplement pas adapté à ce
type de modélisation. Par le fait qu’il repose sur une interpolation des pixels adjacents du bloc,
la prédiction intra-image produit un effet de lissage non représentatif d’une texture rigide. Notre
algorithme permet de combler cette faiblesse en “recopiant” des échantillons de texture préalablement
codés en effectuant une analyse du voisinage.
Notre travail se distingue des autres méthodes de prédiction de texture dédiées au codage vidéo,
méthodes dites par template matching. En effet, il nous a semblé judicieux de prendre en considé-
ration les aspects d’estimation objective de la qualité, utilisés dans les schémas de codage vidéo,
incompatibles avec les méthodes de synthèse de texture “pures” basées sur des critères perceptuels.
Pour cela, nous utilisons un ensemble de prédicteurs de texture triés par vraisemblance au lieu de
ne privilégier qu’un seul représentant. Ce mécanisme nécessite néanmoins de coder une information
supplémentaire pour réaliser l’opération inverse de décodage. Les expérimentations ont permis de
prouver que notre approche offre une efficacité débit-distorsion supérieure par rapport à l’état de
l’art. De plus, les tests ont mis en évidence le fait que notre outil de prédiction s’étend en dehors du
cadre de la modélisation de textures complexes. Il se trouve en effet que notre algorithme peut se
montrer plus rentable pour prédire d’autres types de contenus ; notamment des isophotes rectilignes
dont l’orientation ne correspond pas à l’un des angles d’interpolation des méthodes de prédiction
intra-image classiques.
Différentes perspectives sont envisageables dans la continuité de ce travail. La première concerne le
regroupement de certains prédicteurs candidats issus du template matching. En effet, l’analyse de
ces candidats a montré une forte similitude entre eux. Cette conformité constatée entre les candidats
s’explique par la méthode de sélection par ressemblance du voisinage du template matching. Il nous
semble alors judicieux de regrouper les candidats proches pour deux raisons. Tout d’abord, cette
approche permettrait de réduire la taille du dictionnaire des indices destinés à identifier le prédicteur
utilisé, pour ainsi réduire son coût de codage. Ensuite, le nombre de candidats regroupés au sein
d’un même ensemble pourrait être un bon indicateur sur sa probabilité d’être choisi. Nous pouvons
simplement présumer qu’il y a une relation proportionnelle entre eux : plus le nombre de candidats
proches est important et plus la probabilité d’utiliser le prédicteur “moyen” de ces candidats est



















des travaux de cette thèse. La méthode consiste à utiliser une méthode de clustering hiérarchique
suivi d’un codage de Huffman pondéré par le nombre de candidats de chaque cluster. Le prédicteur
d’un cluster est obtenu en moyennant tous ses candidats. Les résultats ont montré un faible gain
en compression, cet algorithme de regroupement nécessiterait d’être perfectionné dans de futures
investigations pour en améliorer l’efficacité.
Ensuite, il serait intéressant d’étudier le comportement de notre outil dans un contexte de codage
inter-image. Dans ce cas, l’utilisation de notre méthode sort du cadre de la modélisation de texture
pour relever de l’estimation de mouvement entre deux images d’une séquence vidéo. Les procédés
d’estimation et de compensation de mouvement sont basés sur l’utilisation de vecteurs nécessitant
le codage conjoint de deux informations (pour l’abscisse et l’ordonnée). Dans certains cas, notre
approche pourrait se montrer productive puisqu’elle nécessite le codage d’un unique symbole appar-
tenant à un ensemble de taille ajustable selon les besoins. Il s’agirait alors d’estimer le mouvement
d’une région entre deux images par analyse de son voisinage connu.
Le deuxième axe de recherche est dédié à l’étude et à l’élaboration d’un nouveau procédé de
compression intégré dans un schéma de codage d’image/vidéo classique. Dans un premier temps,
nous avons élaboré un modèle théorique de régularisation d’image appliquée aux coefficients DCT
associés. Nous l’avons ensuite décliné en deux d’applications concrètes de traitement d’image : la
restauration de coefficients DCT perdus et l’amélioration d’une image décodée par reconstruction
optimale des coefficients DCT quantifiés. Suite à ces premières expérimentations, nous avons mis
au point un modèle de prédiction de coefficients DCT que nous avons intégré à un schéma de co-
dage d’image de type JPEG. Enfin nous nous sommes intéressés à la réutilisation de ce modèle de
prédiction dans un contexte de codage vidéo de type H.264/AVC, ce qui a constitué notre contri-
bution majeure pour cette partie. Aux quatre étapes conventionnelles de la chaîne de traitement
du procédé d’encodage, à savoir prédiction-transformation-quantification-codage, nous avons ajouté
une méthode de prédiction d’un sous-ensemble des coefficients DCT résiduels de codage H.264/AVC
à partir du sous-ensemble complémentaire, ce procédé se résume par l’appellation “prédiction DCT
intra-bloc”. Puisque le résidu de prédiction des coefficients DCT a, en moyenne, une énergie plus
faible que les coefficients d’origine, nous constatons au final que notre méthode apporte un gain
en compression non négligeable. De plus, notre nouvel outil de prédiction offre l’avantage de ne
pas nécessiter le codage d’information de signalisation supplémentaire. En effet, nous l’avons voulu
générique, c’est-à-dire qu’il s’applique indifféremment à tous les blocs.
Par cette démarche, nous avons choisi une approche différente de l’état de l’art portant sur les
méthodes de régularisation d’image. En ce qui concerne les schémas typiques de codage d’image,
la régularisation se caractérise soit par une méthode de post-traitement au décodage afin de lisser
les imperfections liées à l’algorithme d’encodage, soit par un schéma de codage sans transforma-
tion par interpolation des pixels. Dans notre cas, nous avons choisi un compromis entre les deux
approches : nous avons intégré un algorithme de régularisation d’image directement au sein d’une
boucle de codage/décodage comme un outil de prédiction, et ce pour deux raisons. Premièrement,
nous souhaitions conserver un schéma de codage très performant de type H.264/AVC basé sur une
transformation DCT. Ensuite, nous voulions proposer une étape de codage faisant partie intégrante
de la chaîne de traitement du processus d’encodage, avec comme objectif principal la réduction du
débit.
La méthode de prédiction des coefficients de la DCT que nous avons développée a démontré sa capa-
cité à améliorer la compression d’une image. Cependant, le procédé se révèle être d’une complexité



















au décodage, cela rend plus complexe le procédé aux deux extrémités du canal de transmission. A la
suite de ce travail, un axe de recherche à explorer concernerait la réduction du nombre d’opérations
nécessaires pour effectuer cette nouvelle étape de prédiction. Enfin, notre étude a porté sur le codage
purement intra-image. Il serait intéressant d’élaborer d’autres algorithmes basés sur notre travail et
adaptés au contexte de codage inter-image.
De manière plus globale, l’objectif de cette thèse était de concevoir et d’expérimenter de nouvelles
méthodes algorithmiques destinées à améliorer les performances du codeur vidéo H.264/AVC. De
ce point de vue, notre contribution essentielle a été de développer deux nouvelles techniques per-
formantes que nous avons ajoutées aux méthodes de codage existantes. Dans un avenir proche, le
comité de normalisation JVT, poussé par des contraintes industrielles fortes, définira un nouveau
standard de codage vidéo dont les spécifications sont essentiellement orientées vers l’augmentation
du ratio de compression. Ce nouveau schéma de codage, en cours d’élaboration, reprend les principes
fondamentaux qui ont fait le succès de H.264/AVC, entre autre la prédiction intra et inter-image
et une transformation de type DCT. Pour accroître le rendement dans ce nouveau standard, l’idée
majeure repose sur l’agrandissement de la taille des blocs de pixels (32×32 pixels, voire 64×64) pour
deux raisons : l’augmentation croissante de la résolution des séquences vidéo augmente la corrélation
entre les pixels, et la capacité de calcul des appareils actuels permet d’effectuer des traitements sur
des blocs plus grands. La prise en compte de ce nouveau facteur modifie la perspective de notre tra-
vail. Pour le premier volet de notre travail basé sur un nouveau modèle de prédiction de texture, le
traitement de blocs élargis va permettre de “capturer” des motifs de textures plus grands et plus com-
plexes, ce qui au final contribuera à optimiser l’efficacité de notre méthode. Concernant la deuxième
contribution de notre travail, à savoir la prédiction DCT intra-bloc, il serait intéressant d’étudier
l’impact des blocs de grandes tailles sur l’efficacité du modèle de prédiction. Nos expérimentations
ont montré que le sous-ensemble des coefficients du bloc à prédire dépend de la répartition de l’éner-
gie au sein du bloc, et donc du mode de prédiction basé pixel utilisé pour décorréler l’information.
Nous pouvons supposer qu’il en ira de même pour des blocs plus grands. En revanche, il serait
intéressant d’étudier si la proportion de coefficients DCT à prédire peut augmenter en fonction de
la taille du bloc, et dans quelle mesure. Dans ce cas, nous pourrions espérer accroître le gain en
compression de notre solution.
Enfin, nous conclurons sur le travail effectue pendant cette thèse dans un contexte de normalisa-
tion. L’enjeu principal était de proposer aux organismes qui définissent les standards de nouvelles
méthodes de codage vidéo plus performantes en terme de compression. Le travail que nous avons
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Méthode de Criminisi [50]. Taille des patchs : 11× 11 pixels, fenêtre de recherche : 300× 300 pixels.








































Image d’origine Masque (en rouge) de la région à restaurer.



















Image d’origine (recadrée). Masque (en rouge) de la région à restaurer.





















































Codage vidéo hybride basé contenu par analyse/synthèse de données 
RESUME : Les travaux de cette thèse sont destinés à la conception d'outils algorithmiques 
permettant d'accroître le facteur de compression des standards actuels de codage vidéo, tels 
que H.264/AVC. Pour cela, une étude préalable portant sur un ensemble de méthodes de 
restauration d'image a permis d'identifier et d'inspecter deux axes de recherche distincts. 
La première partie est fondée sur des méthodes d'analyse et de synthèse de texture. Ce type 
de procédé, aussi connu sous le nom de template matching, est couramment utilisé dans un 
contexte de codage vidéo pour prédire une portion de la texture de l'image suite à l'analyse de 
son voisinage. Nous avons cherché à améliorer le modèle de prédiction en prenant en compte 
les spécificités d'un codeur vidéo de type H.264/AVC. En particulier, la fonction débit/distorsion 
utilisée dans les schémas de codage vidéo normatifs se base sur une mesure objective de la 
qualité. Ce mécanisme est par nature incompatible avec le concept de synthèse de texture, 
dont l'efficacité est habituellement mesurée selon des critères purement perceptuels. Cette 
contradiction a motivé le travail de notre première contribution. 
La deuxième partie des travaux de cette thèse s'inspire des méthodes de régularisation d'image 
basée sur la minimisation de la variation totale. Des méthodes ont été élaborées originellement 
dans le but d'améliorer la qualité d'une image en fonction de la connaissance a priori des 
dégradations qu'elle a subies. Nous nous sommes basés sur ces travaux pour concevoir un 
modèle de prédiction des coefficients transformés obtenus à partir d'une image naturelle, qui a 
été intégré dans un schéma de codage vidéo conventionnel. 
Mots clés : codage vidéo, MPEG-4, H.264/AVC, prédiction intra-image, synthèse d'image, 
template matching, régularisation d'image, prédiction de coefficients transformés. 
 
Content based hybrid video coding with data analysis/synthesis 
ABSTRACT : This thesis is about the design of new algorithm tools that improve the 
compression ratio of current video coding standards, such as H.264/AVC. To reach this goal, a 
preliminary study on a set of image restoration methods identified two distinct lines of research. 
The first is based on methods of texture analysis and synthesis. This kind of method, also 
known as template matching, is commonly used in video coding contexts to predict a portion of 
an image texture from an analysis of its neighborhood. We tried to improve the prediction model 
by taking into account the specificities of video encoders such as H.264/AVC. In particular, the 
rate-distortion function used in video coding standards is commonly based on an objective 
measure. This mechanism is inherently incompatible with the concept of texture synthesis, 
whose effectiveness is usually measured perceptually. It was this contradiction that motivated 
this first line of research. 
The second is inspired by image regularization methods based on total variation minimization. 
These methods were originally developed in order to improve the quality of an image according 
to prior knowledge of its damage. Starting from this work, we designed a predictive model of 
transformed coefficients obtained from a natural image, which is integrated into a conventional 
video encoding scheme. 
Keywords : video coding, MPEG-4, H.264/AVC, intra-frame prediction, image synthesis, 
template matching, image regularization, transformed coefficient prediction. 
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