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Abstract
In their paper, ”Type III sigma-spectral triples and quantum statistical mechanical
systems”[3], M. Greenfield, M. Marcolli and K. Teh used the Bost-Connes system to
construct a type III sigma-spectral triple where the twisting automorphism is a gauge
automorphism. In this way they explored the link between quantum statistical mechan-
ical systems and type III sigma-spectral triples. This thesis is dedicated to presenting
their work pertaining to the Bost-Connes system, and to explore generalisations of their
procedure. The text explores the possibilities for constructing type III sigma-spectral
triples from lattice ordered semigroups and relating them to quantum statistical me-
chanical systems whose algebra of observables are semigroups crossed products.
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Chapter 1
Introduction
The operator algebraic theory of quantum statistical mechanical system has its origins in
understanding physical system consisting of an infinite amount of particles and quantum
field theory. In this scope the Kubo-Martin-Schwinger condition was devised in order to
classify the thermal equlibrium states of such systems. In the article [1] J.B Bost and
Alain Connes use quantum statistical mechanical to study a system related to number
theory. One of the motivations for creating this quantum statistical mechanical system
was that the Riemann zeta function was realized as the partition function of the system.
Spectral triples were originally defined by Alain Connes [2] as a part of the non-
commutative geometry project. Connes realized that one can reconstruct the entire
structure of a Riemannian spin manifold M using the data of the triple
(C∞(M), L2(M,S), /D)
where C∞(M) is the commutative ∗-algebra of smooth functions on the smooth manifold,
L2(M,S) is the square integrable sections of the spinor bundle and /D is the Dirac
operator acting on such sections. As a generalisation Connes defines a spectral triple by
the data
(A,H, D)
where A is an involutive algebra represented on the Hilbert space H and D is a self-
adjoint unbounded operator on H with compact support satifying commutation axioms.
More recently the concept of a type III sigma-spectral triple was explored by Connes
and Moscovici as a twisted version of the original definition. The motivation was to be
able to apply spectral triples to type III examples.
In the paper [3] ”Type III sigma-spectral triples and quantum statistical mechanical
systems” the authors M. Greenfield, M. Marcolli and K. Teh give a comparative analysis
between type III sigma-spectral triples and quantum statistical system. In particular
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they show how a spectral triple can be constructed from the Bost-Connes system.
This thesis will give a detailed treatment of the work in [3] pertaining to the Bost-
Connes system. When presenting the Bost-Connes system the thesis follows closely the
approach of Marcello Laca in [4], [5] and [6] where the Bost-Connes system is obtained
through a crossed product of a semigroup C∗-dynamical system. Thereafter the possi-
bility for finding type III sigma-spectral triples assosiated to lattice ordered semigroups
is explored. The link beetween quantum statistical mechanical systems and type III
sigma-spectral is studied through inducing quantum statistical mechanical systems from
the lattice ordered semigroups
Thesis overview
Chapter 2 gives essential backgroud and definitions to understand the material.
Chapter 3 starts with a presentation of semigroup C∗-dynamical systems and con-
tinues with the definition of the Bost-Connes system. Thereafter follows a presentation
of the work done in [3] through exploring the type III sigma-spectral triple induced from
the Bost-Connes system.
Chapter 4 starts with an account of how one can induce semigroup C∗-dynamical
system from lattice ordered groups. Thereafter quantum statistical mechanical systems
are induced having as algebra of observables the semigroup crossed product. Following
this a method of constructing spectral triples from the lattice semigroups is explored.
We finish by giving various possibilities for sign operators.
Chapter 2
Preliminaries
In this chapter we aim to give an introduction to the topics needed to understand the
thesis. This will in part coincide with the material needed to read the main article, which
is the source of inspiration for the thesis. The preliminaries which are in commom
2.1 Hilbert spaces, operators and C∗-algebras
C∗-algebras are sentral to the whole field of operator algebras. Therefore we shall give
a brief introduction, giving definitions and some important concepts. As we shall see,
C∗-algebras always arise as algebras consisting of operators on a Hilbert space. Thusly,
Hilbert spaces will be our vantage point.
Definition 2.1. A complex inner product space is a complex vector space H taken
together with a map
〈·, ·〉 : H→ C such that if α, β ∈ C and x, y ∈ H the following relations are satisfied:
i) 〈x, x〉 = 0⇔ x = 0,
ii) 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉
iii) 〈x, αy + βz〉 = α〈x, y〉+ β〈x, z〉
iv) 〈x, y〉 = 〈y, x〉
Using the inner product, one may induce a norm on H by
‖x‖ = 〈x, x〉 12 , for all x ∈ H.
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A complex inner product space H is called a Hilbert space if it is complete with respect
to the metric induced by this norm.
Example 2.1. The complex vectorspace Cn taken together with the inner product 〈, 〉
defined by
〈x, y〉 =
n∑
i=1
xiyi, for all x, y ∈ Cn
forms a finite dimensional Hilbert space.
Example 2.2. Given a measure space (X,A, µ) consiting of a set X, a sigma algebra
A and a measure µ, let F denote the complex vector space of square integrable complex
functions and N the subspace consisting of functions which are zero almost everywhere.
Then
L2(X,µ) := F/N
forms a complex vectorspace for which we may define an inner product 〈, 〉 given by
〈f˜ , g˜〉 =
∫
X
fgdµ,
for all f, g ∈ F , where ∼ denotes the equivalence class. This innerproduct turns L2(X,µ)
into a Hilbert space.
In the chapters that follow we will be especially interested in the case where the
measure space (X,A, µ) is discrete, meaning that the sigma algebra A is the power set
and µ is the counting measure. In this case we use the notation l2(X,µ) instead of
L2(X,µ).
In the discrete case we have a particularly handy basis for l2(X,µ). For each x ∈ X
let x : X → C be defined by
x(y) =
1 if y = x0 otherwise
The collection forms an orthonormal basis for l2(X,µ), meaning that
〈x, y〉 =
1 if y = x0 otherwise
and span{x : x ∈ X} is dense in l2(X).
Definition 2.2. Let H be a hilbert space. A linear map T : H→ H is said to be bounded
if the set
{‖T (x)‖ : x ∈ H, ‖x‖ ≤ 1}
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is bounded.
The collection of bounded operators on a Hilbert space H will be denoted by B(H),
and it may be shown to form an algebra over the complex field. A norm may be given
on B(H) by letting
‖T‖ = sup{‖T (x)‖ : x ∈ H, ‖x‖ ≤ 1},
for T ∈ B(H).
Given a bounded linear map T : H → H there is a unique bounded operator
T ∗ : H→ H called the adjoint of T , with the property that
〈Tx, y〉 = 〈x, T ∗y〉,
for x, y ∈ H.
Definition 2.3. An involutive algebra is an algebra A over C taken together with a map
∗ : A→ A, denoted by x→ x∗ for x ∈ A, such that if x, y ∈ A and α ∈ C the following
properties are satisfied:
i) (x∗)∗ = x
ii) (αx)∗ = αx∗
iii) (xy)∗ = y∗x∗
The map ∗ is refered to as an involution.
An involutive algebra A equiped with a submultiplicative norm ‖ · ‖ is called a
C∗-algebra if it is complete with respect to the metric induced by the norm and
‖x∗x‖ = ‖x‖2,
for all x ∈ A.
A map f : A→ D between C∗-algebras A and D, is said to be a ∗-homomorphism
if it is an algebra homomorphism and
f(a∗) = f(a)∗,
for all a ∈ A.
Example 2.3. If X is a locally compact Hausdorff space we denote by Co(X) the collec-
tion of continous functions vanishing at infinity, i.e the collection of continous functions
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f : X → C such that for each  > 0 the set {x ∈ X : |f(x)| ≥ } is compact.
We may imbue Co(X) with the supremum norm defined by
‖f‖ = sup{f(x) : x ∈ X},
for all f ∈ Co(X). If we in addition define complex conjugation as the involutiom
operation, then Co(X) becomes a C
∗-algebra.
Example 2.4. If H is a Hilbert space then B(H) with the adjoint as the involution
operation defines a C∗-algebra.
The last example of a class of C∗-algebras is of great importance due to the following
theorem.
Theorem 2.4 (Gelfand-Naimark). If A is a C∗-algebra, then there exists a Hilbert space
H such that A is isomorphic to some C∗-subalgebra of B(H). If A is separable then H
may be chosen to be separable.
Hence any C∗-algebra may be embedded in the C∗-algebra of bounded operators
on some Hilbert space.
Commutative C∗-algebras
If X is a locally compact Hausdorff space, then as we have previously remarked, C0(X)
is a commutative C∗-algebra. As it turns out the correspondence X 7→ C0(X), sending
locally compact Hausdorff spaces to commutative C∗-algebras, gives a bijection between
homeomorphism classes of locally compact Hausdorff spaces and isomorphism classes of
commutative C∗-algebras.
We demonstrate a simplified version of how the inverse to the correspondence
X 7→ C0(X) works by showing how you go from a unital commutative C∗-algebra to the
C∗-algebra of continous functions on a compact space.
Suppose that A is a unital commutative C∗-algebra. A character on A is a homo-
morphism
γ : A→ C
such that γ 6= 0. Let XA be the set of characters on A endowed with the weak-∗-topology.
By Alaoglu’s theorem, which states that the unit ball of the dual of a Banach space is
weak-∗ compact, XA is compact since it is closed in the weak-∗ topology and contained
in the unit ball.
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The Gelfand correspondence Γ : A→ C(XA) is defined by
ΓA(a)(γ) = γ(a),
for all a ∈ A.
It can be shown that ΓA is a ∗-isomorphism, so the correspondence A 7→ XA gives
the inverse correspondence.
2.2 Quantum Statistical Mechanical Systems
Quantum statistical dynamics has been studied through C*-dynamics since the the time
of Heisenberg. The main motivation is to study dynamics on an algebra of observables,
as used in quantum mechanics through the Heisenberg picture. Amongst the vital
ingredients are analytical elements and KMS-states. An in depth study of the topic may
be found in [7], [8] and [9].
Definition 2.5. A quantum statistical mechanical system consists of a pair (A, σ),
where A is a separable unital C∗-algebra, and σ is a homomorphism from R to the group
of automorphisms on A which is strongly continous, i.e.
σs+t = σsσt ,∀ s, t ∈ R
and for a ∈ A, the map fa : R→ A defined by
fa(s) = σs(a), ∀ s ∈ R,
is continous.
We shall deal exclusively with quantum statistical mechanical systems (A, σ) for
which there exists a representation pi of A on a Hilbert space H, together with a densely
defined and self-adjoint operator H on H such that the following is satisfied:
pi(σt(a)) = e
itHpi(a)e−itH ∀ t ∈ R and a ∈ A (2.1)
The operator H is referred to as a Hamiltonian for the quantum statistical mechanical
system.
Remark 2.6. Note that not all quantum statistical mechanical systems (A, σ) have a pair
(pi,H) consisting of a representation and a Hamiltonian satisfying (2.1).
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Analytic elements
Given a quantum statistical mechanical system (A, σ) an element a ∈ A is said to be
σ-analytic if the map fa : R→ A defined by fa(t) = σt(a), for all t ∈ R, may be extended
to an entire map on C, i.e given any functional τ on A, the map τ ◦ fa : R→ C may be
extended to an entire function on C. One may show that the ∗-subalgebra of A spanned
by analytic elements is dense in A.
2.2.1 KMS-States
Given a C∗-dynamical system (A, σ) we may for each β ∈ [0,∞] define a collection of
states on A, referred to as the KMSβ-states, using the action σ. The number β is called
the inverse temperature.
Definition 2.7. Given β ∈ [0,∞], then depending on the value of β, a state τ on A
is called a KMSβ-state at inverse temperature β for the quantum statistical mechanical
system (A, σt), if the following is satisfied:
(0 < β <∞)
For each pair of analytic elements a, b ∈ A we have τ(ab) = τ(bσiβ(a))
(β =∞)
For any a, b ∈ A with a analytic, the map z → τ(bσz(a)) is bounded on the upper half
plane.
(β = 0)
τ is a σ-invariant trace on A
2.3 Spectral triples
The concept of a spectral triple was introduced by Connes and was originally geometri-
cally motivated. Connes [2] has shown that the data of a Riemannian spin manifold M
can be completely reconstructed by the triple (C∞(M), L2(M,S), /D) where C∞(M) is
the ∗-algebra of smooth functions on M , L2(M,S) is the Hilbert space of square inte-
grable sections of the spinor bundle S on M , /D is the Dirac operator which acts on the
sections of the spinor bundle, and we have a representation of C∞(M) on L2(M,S) such
that elements of C∞(M) act as multiplication operators. Spectral triples are defined
in a way that generalises the construction (C∞(M), L2(M,S), /D). The material of this
section is gathered from [2] and [10].
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Definition 2.8. A spectral triple is as its name implies a triple (A,H, D) consisting of
an involutive *-algebra A, a representetation pi of A on a Hilbert space H and a densely
defined operator D such that the following is satisfied:
i) D is self-adjoint with compact support
and
ii) the commutators
[D,pi(a)] := Da− aD
are bounded, ∀ a ∈ A.
We call the spectral triple (A,H, D) even if there is a bounded linear map γ : H→ H
satisfying γ2 = I and γ∗ = γ such that:
[γ, pi(a)] = 0, ∀ a ∈ A and Dγ = −γD.
The operator D is referred to as a Dirac operator and γ is called a Z2 grading of H.
Definition 2.9.
The sign operator
Given a Dirac operator D which is densely defined on a Hilbert space H, we may make
a decomposition of the form
D = F |D|,
where |D| is a densely defined positive operator on H, and F : H → H is self-adjoint
operator such that
i) F 2 = I and
ii) [|D|, F ] = 0.
The operator F is called the sign operator.
Given a positive Dirac operator |D| on H we say that a self-adjoint operator F :
H→ H is a sign operator compatible with F if i) and ii) are satisfied.
Summability conditions for spectral triples
We may also define some summability conditions for the spectral triples
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Definition 2.10. A spectral triple (A,H, D) is said to be finitely summable if there
exists a β0 ≥ 0 such that |D|−β is of trace class for all β > β0, i.e
Tr(|D|−β) <∞, ∀ β ≥ β0.
In this case the least such β0 is called the metric dimension of the spectral triple.
We call a spectral triple θ-summable if for all t > 0 we have that the operator e−D2 is
of trace class, i.e that
Tr(e−D
2
) <∞ ∀t > 0.
Chapter 3
Spectral triples for the
Bost-Connes system
3.1 Semigroup C∗-dynamical systems
In this section we present general theory related to semigroup C∗-dynamical. The results
are mainly gathered from [4]. All the semigroups in the section are assumed to be
countable and discrete.
Given a C∗-algebra A we let End(A) denote the collection of endomorphisms of A
where an endomorphism of A is a ∗-homomorphism of A onto itself.
Definition 3.1. A semigroup C∗-dynamical system is a triple (A, S, α) consisting of a
separable unital C∗-algebra A, a semigroup S and a homomorphism α : S → End(A),
i.e.
α(st) = α(s)α(t), ∀ s, t ∈ S.
If S has an identity e, then α(e) is required to be the identity on A.
Such α is referred to as an action of S by endomorphisms of A. For convenience of
notation we will set α(x) = αx for each x ∈ S.
3.1.1 Covariant representations and semigroup crossed products
A covariant representation for a C∗-dynamical system (A, S, α) consists of a pair (pi, V )
where pi : A → B(H) is a ∗-homomorphism from the C∗-algebra A to the algebra of
11
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bounded operators on the hilbert space H and V : S → B(H) is a semigroup homomor-
phism into the set of isometries of H such that the endomorphisms given by α, may be
expressed in terms of these isometries through the relation
pi(αx(a)) = Vxpi(a)V
∗
x ,
for all a ∈ A and x ∈ S.
We will denote by C∗(pi, V ) the C∗-algebra generated by the images pi(A) and V (S)
and say that the pair (pi, V ) is universal if for any other covariant pair, (pi
′
, V
′
) there
exists a unique homomorphism
pi
′
o V
′
: C∗(pi, V )→ C∗(pi′ , V ′)
such that
pi
′
= (pi
′
o V
′
) ◦ pi, V ′ = (pi′ o V ′) ◦ V.
The homomorphism pi
′ o V ′ is said to intertwine the pair (pi, V ) with (pi′ , V ′).
It is shown in [5] that if there exists a covariant representation of (A, S, α), then
there also exists a universal covariant representation. If this is the case, a semigroup
crossed product of (A, S, α) is defined to be a triple (C∗(piu, V u), piu, V u), where (piu, V u)
constitutes a universal covariant pair and C∗(piu, V u) is the C∗-algebra generated by the
pair.
If (C∗(piu1 , V u1 ), piu1 , V u1 ) and (C∗(piu2 , V u2 ), piu2 , V u2 ) are two semigroup crossed prod-
ucts of (A, S, α) there exists a unique ∗-isomomorphism f : C∗(piu1 , V u1 ) → C∗(piu2 , V u2 )
such that
f ◦ piu1 = piu2 and f ◦ V u1 = V u2 . (3.1)
To see uniqueness, observe that any such f must be completely determined by (3.1)
on piu1 (A) and V
u
1 (S) and therefore since we require f to be a ∗-homomorphism, it must
be uniquely determined on C∗(piu1 , V u1 ).
For existence, we know by the universality of the pairs (piu1 , V
u
1 ) and (pi
u
2 , V
u
2 )
that there exists unique ∗-homomorphisms f : C∗(piu1 , V u1 ) → C∗(piu2 , V u2 ) and g :
C∗(piu2 , V u2 )→ C∗(piu1 , V u1 ) such that
f ◦ piu1 = piu2 , f ◦ V u1 = V u2 ,
g ◦ piu2 = piu1 and g ◦ V u2 = V u1 .
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But then gf : C∗(piu1 , V u1 )→ C∗(piu1 , V u1 ) satisfies
(gf) ◦ piu1 = g(f ◦ piu1 ) = g ◦ piu2 = piu1 ,
(gf) ◦ V u1 = g(f ◦ V u1 ) = g ◦ V u2 = V u1 .
By the universality of the pair (piu1 , V
u
1 ), we know that the only ∗-homomorphism
intertwining the pair (piu1 , V
u
1 ) with itself, is the identity id1 on C
∗(piu1 , V u1 ), which means
that gf = id1. Letting id2 be the identity on C
∗(piu2 , V u2 ) the same argument can be
used to show that fg = id2. Hence f is a ∗-isomorphism satisfying (3.1).
We often refer to the C∗-algebra of a semigroup crossed product (C∗(pi, V ), pi, V )
for (A, S, α) as the semigroup crossed product, and since it is unique up to canonical
∗-isomorphism we denote it, without reference to the universal pair (pi, V ), by Aoα S.
3.1.2 Lattice ordered semigroups
In the remainder of the text we shall restrict our attention to C∗-dynamical systems
(A, S, α) in which the semigroup belongs to the class of lattice ordered semigroups. Such
a restriction will amongst other desired properties allow us to induce from (A, S, α) a
quantum statistical mechanical system where the semigroup crossed product A oα S
is the algebra of observables. This section will serve as a brief introduction to lattice
ordered semigroups. Before we reach the definition, a number of concepts regarding
semigroups must be introduced, such as the Grothendieck group of an abelian semigroup,
the cancellative property and partially ordered groups.
The Grothendieck group G(S) assosiated to an abelian semigroup S is defined in
much the same way as the field of quotients Q is defined from the whole numbers Z,
namely by giving a group structure to a partition of S×S. Define an equivalence relation
on S × S by
(x, y) ∼ (z, w)⇐⇒ ∃ k ∈ S : x+ w + k = y + z + k,
where x, y, z, w ∈ S.
Denote by 〈x, y〉 the equivalence class of an element (x, y) ∈ S × S, and define a
binary operation on
S × S /∼
by letting
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〈x, y〉+ 〈z, w〉 = 〈x+ z, y + w〉,
for all x, y, z, w ∈ S.
To see that + is well defined suppose that (x1, y1) ∼ (x2, y2) and (z1, w1) ∼ (z2, w2)
for some xi, yi, zi, wi ∈ S with i = 1, 2, then there exists k1, k2 ∈ S such that
x1 + y2 + k1 = y1 + x2 + k1
and
z1 + w2 + k2 = w1 + z2 + k2.
But then
x1 + z1 + y2 + w2 + k1 + k2 = (x1 + y2 + k1) + (z1 + w2 + k2)
= (y1 + x2 + k1) + (w1 + z2 + k2) = y1 + w1 + x2 + z2 + k1 + k2
hence
(x1 + z1, y1 + w1) ∼ (x2 + z2, y2 + w2).
The binary operation + turns S × S/ ∼ into an abelian group referred to as the
Grothendieck group which we shall henceforth denote by G(S). If x ∈ S, then 〈x, x〉
acts as the identity on G(S) and as a consequence
〈x, y〉 = −〈y, x〉,
for all x, y ∈ S.
Given y ∈ S we may define an additive map γy : S → G(S) by γy(x) = 〈x+ y, y〉,
for all x ∈ S. The map γy is indenpendant of the choice of y ∈ S, since if z ∈ S then,
for all x ∈ S
(x+ y) + z = y + (x+ z)
so
(x+ y, y) ∼ (x+ z, z)
which implies that γy(x) = γz(x), for all x ∈ S. Hence we may drop the referrence to y
in the notation of the map γy and denote it instead by γS .
A semigroup S is said to have the cancellation property if for x, y, z ∈ S we have
x+ z = y + z ⇒ x = y.
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Here is a proposition that will help us identify Grothendieck groups, ensure em-
bedding properties and generate homomorphisms.
Proposition 3.2. Let S be an abelian semigroup then the following holds:
i) G(S) = {γS(x)− γS(y) : x, y ∈ S}.
ii) The map γS is injective iff S has the cancellation property.
iii) Suppose that G is an abelian group and f : S → G is an additive map, then there
exists a unique homomorphism g : G(S)→ G such that f = g ◦ γS.
iv) If S is a subsemigroup of an abelian group G, then G(S) is isomorphic to the
subgroup of G generated by S.
Proof. i) We know that {γS(x)−γS(y) : x, y ∈ S} ⊂ G(S). To show the reverse inclusion
suppose that 〈x, y〉 ∈ G(S) and fix z ∈ S so that γS(w) = 〈w+z, z〉, for all w ∈ S. Then
γS(x)− γS(y) = 〈x+ z, z〉 − 〈y + z, z〉 = 〈x+ z, z〉+ 〈z, y + z〉
= 〈x, y〉+ 〈2z, 2z〉 = 〈x, y〉,
which means that 〈x, y〉 ∈ {γS(x)− γS(y) : x, y ∈ S}. Hence we also have the inclusion
G(S) ⊂ {γS(x)− γS(y) : x, y ∈ S}.
ii) ”⇒ ” Suppose that x, y, z ∈ S satisfy x+ z = y + z, then
γS(x) = 〈x+ z, z〉 = 〈y + z, z〉 = γS(y)
which by the injectivity of γS implies that x = y. Hence S has the cancellation property.
”⇐ ” Suppose that x, y ∈ S with γS(x) = γS(y), then given any w ∈ S
γS(x) = 〈x+ w.w〉 = 〈y + w,w〉 = γS(y)
which implies that there exists k ∈ S such that
(x+ w) + w + k = w + (y + w) + k.
By the cancellation property this means that x = y, and thus we know that γS is
injective.
iii) Uniqueness. A homomorphism g : G(S)→ G such that
f = g ◦ γS is uniquely determined on the elements of G(S) given by γS(x), for all
x ∈ S. Since g is a homomorphism we can therefore deduce from i) that g is uniquely
determined on G(S) in its entirety.
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Existence. Suppose that γS(x)− γS(y) = γS(z)− γS(w), then letting k ∈ S be an
element such that γS(x) = 〈x+ k, k〉, for all x ∈ S, we see that
〈x+ k, k〉 − 〈y + k, k〉 = 〈z + k, k〉 − 〈w + k, k〉
m
〈x+ k, k〉+ 〈k, y + k〉 = 〈z + k, k〉+ 〈k,w + k〉
m
〈x+ 2k, y + 2k〉 = 〈z + 2k,w + 2k〉
m
〈x, y〉 = 〈z, w〉.
Thus there exists r ∈ S such that x+w+ r = y+z+ r which means that f(x+w+ r) =
f(y + z + w). Hence we see that
f(x)− f(y) = f(z)− f(w).
We therefore get a well-defined map g : G(S)→ G by the rule
g(γS(x)− γS(y)) = f(x)− f(y),
for all x, y ∈ S. To check that g is a homomorphism suppose that x, y, z, w ∈ S, then
g((γS(x)− γS(y)) + (γS(z)− γS(w))) = g(γS(x+ z)− γS(y + w))
= f(x+ z)− f(y + w) = (f(x)− f(y)) + (f(z)− f(w))
= g(γS(x)− γS(y)) + g(γS(z)− γS(w)).
Thus we have constructed a homomorphism g : G(S)→ G such that f = g ◦ γS .
iv) Since S is a subsemigroup of G we know that the inclusion i : S → G is additive.
By iii) there exists a unique homomorphism g : G(S)→ G such that g ◦ γS = i. Let G′
denote the subgroup of G generated by S. We wish to show that g is injective and that
im(g) = G
′
.
Starting with injectivity suppose that a ∈ G(S) such that g(a) = 0. Now choose
x, y ∈ S such that z = γS(x) − γS(y), then g(a) = g(γS(x) − γS(y)) = 0 so i(x) =
g(γS(x)) = g(γS(y)) = i(y). Injectivity of the inclusion i, therefore implies that x = y
from which we conclude that z = γS(x) − γS(y) = 0. Since the kernel is trivial g must
be injective.
Chapter 2. Spectral triples for the Bost-Connes system 17
Next we show that im(g) = G
′
. we have the equality S = i(S) = g ◦ γS(S) =
g(γS(S)) which implies that S ⊂ im(g). Since im(g) is a subgroup of G which contains
S we know that G
′ ⊂ im(g). Now suppose that z ∈ im(g), then there exists w ∈ G(S)
such that z = g(w). Using i) let x, y ∈ S be such that w = γS(x)− γS(y), then
z = g(w) = g(γS(x)− γS(y)) = g(γS(x))− g(γS(y)) = i(x)− i(y) = x− y ∈ G′ .
Hence im(g) ⊂ G′ , which means that im(g) = G′ . Thus g supplies us with an isomor-
phism from G(S) to G
′
through restriction of the range of g to G
′
.
A pair (G,≤) consisting of a group and an order relation ≤ on G is said to be a
partially ordered group if ≤ satisfies the following properties for x, y, z ∈ G:
i) x ≤ x (reflexivity)
ii) x ≤ y and y ≤ x⇒ x = y (antisymmetry)
iii) x ≤ y and y ≤ z ⇒ x ≤ z (transitivity)
iv) x ≤ y ⇒ zx ≤ zy (group invariance)
Given an abelian cancellative semigroup S with identity element e, proposistion
3.2 assures us that the semigroup has a natural embedding into its Grothendieck group
G(S), therefore we can take S to be a subsemigroup of G(S). Let
S−1 = {x−1 : x ∈ S} ⊂ G(S),
then if S ∩ S−1 = {e} we may define a partial order ≤S on G(S), turning it into a
partially ordered group, by
x ≤S y ⇔ x−1y ∈ S,
for all x, y ∈ S. we check that the axioms for a partially ordered group are satisfied.
Suppose that x, y, z ∈ S, then
i) x−1x = e ∈ S so x ≤S x.
ii) If x ≤S y and y ≤S x then x−1y ∈ S and y−1x = (x−1y)−1 ∈ S so x−1y = e which
means that x = y.
iii) If x ≤S y and y ≤S z then x−1y ∈ S and y−1z ∈ S so (x−1y)(y−1z) = x−1z ∈ S
which in turn means that x ≤S z.
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iv) Suppose that x ≤S y, then (zx)−1(zy) = x−1z−1zy = x−1y ∈ S, hence zx ≤S zy.
We call (G(S),≤S) the partially ordered group induced by S.
Suppose that (G,≤) is an abelian partially ordered group. We say that (G,≤) is
lattice ordered if each pair of elements x, y ∈ G has a least upper bound in G, i.e an
element z ∈ G such that x, y ≤ z and, for all w ∈ G satisfying x, y ≤ w, we have z ≤ w.
Such a least upper bound is unique since if z
′
is another least upper bound of x, y then
z ≤ z′ and z′ ≤ z so by antisymmetry z = z′ . This allows us to use the notation x ∨ y
to denote the unique least upper bound of x, y ∈ G. Note that
x(y ∨ z) = xy ∨ xz, for all x, y, z ∈ G. (3.2)
To see this suppose that x, y, z ∈ G, then
(xy)−1(x(y ∨ z)) = y−1(y ∨ z) ∈ S and (xz)−1(x(y ∨ z)) = z−1(y ∨ z) ∈ S,
so xy ≤ x(y ∨ z) and xz ≤ x(y ∨ z) which means that xy ∨ xz ≤ x(y ∨ z). On the other
hand if w ∈ G with xy ≤ w and xz ≤ w then y ≤ x−1w and z ≤ x−1w so y ∨ z ≤ x−1w
which implies that x(y∨z) ≤ w. Taking w = (xy∨xz) shows that x(y∨z) ≤ w = xy∨xz.
Hence by the antisymmetric property x(y ∨ z) = xy ∨ xz
An abelian cancellative semigroup is said to be lattice ordered if the partially
ordered group (G(S),≤S) induced by S is lattice ordered.
Lemma 3.3. An abelian cancellative semigroup is lattice ordered iff each pair of ele-
ments x, y ∈ S has a least upper bound.
Proof. ”⇒ ” This follows directly from the definition.
” ⇐ ” Suppose that x, y ∈ G(S). Using proposition 3.2 and suppressing the
embedding γS we see that there exists a, b, c, d ∈ S such that x = ab−1 and y = cd−1.
Let k be the least upper bound of the elements da and bc. Define an element z in G(S)
by z = kb−1d−1. We wish to show that z is the least upper bound of x, y in G(S). We
will use the following inequalities
ad ≤ k ⇒ a−1d−1k ∈ S and bc ≤ k ⇒ b−1c−1k ∈ S.
The calculations
x−1z = (ab−1)−1kb−1d−1 = a−1d−1k ∈ S
and
y−1z = (cd−1)−1kb−1d−1 = c−1b−1k ∈ S
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show that x, y ≤ z so z is an upper bound for x and y. To see that z is a least upper
bound suppose that x, y ≤ w for some w ∈ S, then
(da)−1(dbw) = a−1bw = x−1w ∈ S and (bc)−1bdw = c−1dw = y−1w ∈ S
which shows that ad, bc ≤ bdw. Since k is the least upper bound of the elements ad, bc
we conclude that k ≤ bdw. Lastly z−1w = (kb−1d−1)−1w = k−1bdw ∈ S so z ≤ w, and
thus z is a least upper bound for x, y.
Example 3.1. Consider the abelian semigroup of natural numbers under multiplication
N×. This semigroup is used throughout our study of the Bost-Connes system, therefore
it merits some inspection.
We start by demonstrating that N× has the cancellation property and proceed by
finding the corresponding Grothendieck group which N× is embedded in. Let Q∗+ denote
the abelian group of positive non-zero rationals, then N× is a subsemigroup of Q∗+, and
it follows that N× has the cancellation property. We know from proposition 3.2 that the
Grothendieck group of N× is the subgroup of Q∗+ generated by N× which clearly is Q∗+ in
its entirety. Hence
G(N×) = Q×+.
Next we show that N× is lattice ordered. Recall that given a pair of natural numbers
n,m ∈ N× we have the least common multiple [m,n] ∈ N×. Given l, s ∈ N× we use the
notation l | s to say that l divides l, or equivalently l ≤ s in the partial order on Q∗+.
With this notation [m,n] satisfies
m | [m,n] and n | [m,n],
and if q ∈ N× is such that
m,n | q
then [m,n] | q. Suppose that z ∈ Q∗+ is an upper bound of n and m, then zn ∈ N× so
z = n( zn) ∈ N×, which imlies that [m,n] | z. Hence [m,n] is the least upper bound of
m,n in Q∗+. Since each pair of elements in N× has a least upper bound in Q∗+ we know
by lemma 3.3 that N× is lattice ordered.
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3.1.3 Lattice semigroup C∗-dynamical systems
Definition 3.4. Given a semigroup C∗-dynamical system (A, S, α) such that S is lattice
ordered, we say that the action α respects the lattice structure if the following conditions
are satisfied:
i) αx(A) is an ideal in A, ∀ x ∈ S, and
ii) αx(1)αy(1) = αx∨y(1), ∀ x, y ∈ S.
We have the following proposition from [4][Prp.4] for such systems.
Proposition 3.5. Let (A, S, α) be a semigroup C∗-dynamical system such that, S, is
an abelian cancellative lattice semigroup and α respects the lattice order. Let (pi, µ)
denote the universal covariant representation generating AoαS. Then the representation
pi : A → A oα S is a unital embedding. This allows us to identify A with the image of
pi(A) in A oα S, and supress pi in the notation. Define a map by γx(a) = µ∗xaµx for
a ∈ A and x ∈ S, then γx is a left inverse for αx and the following relations hold:
i) µxa = αx(a)µx
ii) aµx = µxγx(a)
iii) µ∗xµy = µy′µ
∗
x′
iv) γx ◦ αy = αy′ ◦ γx′
where y
′
= x−1(x ∨ y) and x′ = y−1(x ∨ y). Furthermore, the monomials µxaµ∗y span a
unital dense *-subalgebra of Aoα S
Gauge automorphisms and scales
Recall that if G is a locally compact Hausdorff group, we may define the Pontryagin
dual group Ĝ as a topological group such that
Ĝ = {f : G→ T | f is a continous homomorphism}
endowed with the compact-open topology. Elements of Ĝ are referred to as characters
of G.
Note that when G is discrete, Ĝ consists of all homomorphisms into the unit circle
from G, and the topology on Ĝ is the pointwise topology, meaning that a net fλ in Ĝ
converges to a point g ∈ Ĝ iff fλ(x) converges to g(x) in T, for all x ∈ G.
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Let (A, S, α) be a lattice semigroup C∗-dynamical system with universal covariant
representation (i, µ). We shall show how a character on G(S) may be used to construct
an automorphism of the semigroup crossed product Aoα S.
Suppose that γ ∈ Ĝ, and consider the pair (i, γµ) where (γµ)x = γ(x)µx for x ∈ S.
We wish to show that (i, γµ) is also a universal covariant representation. Our first goal
is to show that (i, γµ) is a covariant representation.
(γµ)∗x(γµ)x = (γ(x)µx)
∗γ(x)µx = γ(x)γ(x)µ∗xµx = I,
(γµ)xy = γ(xy)µxy = γ(x)µ(x)γ(y)µ(y) = (γµ)x(γµ)y
and
(γµ)xi(a)(γµ)
∗
x = µxi(a)µ
∗
x = i(αx(a))
for all
a ∈ A and x, y ∈ S
Hence we see that (i, γµ) satisfies the axioms of a covariant pair. Next we use
the universal property of the pair (i, µ), to show that (i, γµ) also has the universal
property. To this end let (pi, η) denote a covariant pair. We must show the existence of
a homomorphism
F : C∗(i, γµ)→ C∗(pi, η)
such that
pi = F ◦ i and η = F ◦ γµ
The argument used to show that (i, γµ) is a covariant pair applies also to show that
(pi, γη) is a covariant pair. Due to the universality of the pair (i, µ) we know there exists
a homomorphism
pi o γη : C∗(i, µ)→ C∗(pi, γη)
such that
(pi o γη) ◦ i = pi and (pi o γη) ◦ µ = γη.
Clearly
C∗(i, γµ) = C∗(i, µ) and C∗(pi, η) = C∗(pi, γη)
Hence, letting F = pi o γη we obtain a map
F : C∗(i, γµ)→ C∗(pi, η)
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We wish to show that F satisfies the proper factorization properties. Suppose that x ∈ S
and a ∈ A, then
(F ◦ γµ)(x) = ((pi o γη) ◦ γµ)(x) = (pi o γη)(γ(x)µx) = γ(x)(pi o γη)(µx)
= γ(x)(γη)x = γ(x)γ(x)ηx = ηx.
and
(F ◦ i)(a) = ((pi o γη) ◦ i)(a) = pi(a).
Thus we see that
F ◦ γµ = η and F ◦ i = pi.
This shows that (i, γµ) is also a universal covariant pair.
Since both of the covariant pairs (i, µ) and (i, γµ) are universal and generate the
same C∗-algebra, namely Aoα S, we know from section 3.1.1 that there exists a unique
automorphism, which we denote by α̂γ , intertwining the pairs. Thus we have arrived at
a correspondance
Ĝ(S) 3 γ α̂−→ α̂γ ∈ Aut(Aoα S)
satisfying
α̂γ ◦ i = i and α̂γ ◦ µ = γµ,
for all γ ∈ Ĝ(S). We refer to α̂ as the gauge action of the lattice semigroup C∗-dynamical
system (A, S, α).
Given γ ∈ Ĝ(S) we wish to see how the automorphism α̂γ acts on the monomials
of Aoα S. Suppose that x, y ∈ S and a ∈ A, then
α̂γ(µxi(a)µ
∗
y) = α̂γ(µx)α̂γ(i(a))α̂γ(µ
∗
y) = α̂γ(µx)α̂γ(i(a))α̂γ(µy)
∗
= (γµ)xi(a)(γµ)
∗
y = γ(x)γ(y)µxi(a)µ
∗
y = γ(xy
−1)µxi(a)µ∗y,
so α̂γ simply multiplies monomials of Aoα S by a complex phase determined by γ and
the monomial.
Proposition 3.6. The gauge action α̂γ : Ĝ(S) → Aut(A oα S) is strongly continous,
meaning that if a ∈ Aoα S, then the correspondance
Ĝ(S) 3 γ −→ α̂γ(a) ∈ Aoα S
is continous.
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Proof. Suppose that a ∈ A oα S and a that {γλ}λ∈Λ is a net in Ĝ(S) converging to
γ ∈ Ĝ(S). We wish to show that α̂γλ(a) → α̂γ(a) as γλ → γ, since this will suffice to
show strong continuity.
Given  > 0, find xi, yi ∈ S and ai ∈ A for 1 ≤ i ≤ n such that the element
b =
∑n
i=1 µxii(ai)µyi satisfies the inequality
‖b− a‖ < 
3
.
We may choose λ0 ∈ Γ such that if λ ≥ λ0 then
|γλ(xiy−1i )− γ(xiy−1i )| <

3n‖ai‖ ,
for all 1 ≤ i ≤ n.
Suppose that λ ≥ λ0, then
‖α̂γλ(a)− α̂γ(a)‖ = ‖α̂γλ(a)− α̂γλ(b) + α̂γλ(b)− α̂γ(b) + α̂γ(b)− α̂γ(a)‖
≤ ‖α̂γλ(a)− α̂γλ(b)‖+ ‖α̂γλ(b)− α̂γ(b)‖+ ‖α̂γ(b)− α̂γ(a)‖
= ‖α̂γλ(b− a)‖+ ‖α̂γλ(b)− α̂γ(b)‖+ ‖α̂γ(b− a)‖
2‖a− b‖+ ‖α̂γλ(b)− α̂γ(b)‖ <
2
3
+ ‖α̂γλ(
n∑
i=1
µxii(ai)µyi)− α̂γ(
n∑
i=1
µxii(ai)µyi)‖
=
2
3
+ ‖
n∑
i=1
γλ(xiy
−1
i )µxii(ai)µ
∗
yi +
n∑
i=1
γ(xiy
−1
i )µxii(ai)µ
∗
yi‖
=
2
3
+ ‖
n∑
i=1
(γλ(xiy
−1
i )− γ(xiy−1i ))µxii(ai)µ∗yi‖
≤ 2
3
+
n∑
i=1
|γλ(xiy−1i )− γ(xiy−1i )|‖µxii(ai)µ∗yi‖
≤ 2
3
+
n∑
i=1
|γλ(xiy−1i )− γ(xiy−1i )|‖µxi‖‖i(ai)‖‖µ∗yi‖
≤ 2
3
+
n∑
i=1

3n‖ai‖‖ai‖ = .
Hence we see that α̂γλ(a)→ α̂γ(a) as γλ → γ.
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Now suppose that N : G(S)→ R∗+ is a multiplicative map. Then we get a continous
homomorphism
N̂ : R̂∗+ → Ĝ(S),
between the Pontryagin duals of the groups, defined by
N̂(µ) = µ ◦N for µ ∈ R̂∗+.
We make the identification R̂∗+ ' R through the isomorphism f : R→ R̂∗+ given by
f(t)(s) = sit for t ∈ R, s ∈ R̂∗+.
Using this identification we obtain a continous homomorphism
N̂ : R→ Ĝ(S).
Such a map may be composed with the gauge action α̂, in order to get a strongly
continous one-parameter group of automomorphisms, namely by defining
σN̂ : R→ Aut(Aoα S)
through the composition
σN̂t = α̂N̂(t),
for all t ∈ R. Then σN̂ is strongly continous since N̂ is continous and α̂ is strongly
continous.
Definition 3.7. Suppose that N : S → R∗+ is a function which respects the semigroup
structure. Then we refer to N as a scale. If in addition
x ∈ S and N(x) = 1 =⇒ x = 1,
then N is called a strict scale.
By 3.2 any scale N : S → R∗+ has a unique extention to a homomorphism N̂ :
G(S)→ R∗+.
The following proposition is quoted from [4][Prp.7].
Proposition 3.8. Suppose (A, S, α) is a semigroup dynamical system as in proposition
3.5 and let N : G(S)→ R∗+ be a group homomorpism. Then there exists a strongly con-
tinous one-parameter group {σNt : t ∈ R} of gauge automorphisms of Ao S determined
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by their values on the spanning monomials,
σNt (µxaµ
∗
y) = N(xy
−1)itµxaµ∗y.
The subgroup kerN⊥ = {γ ∈ Ĝ(S) : γ(x) = 1 if N(x) = 1} of Ĝ(S) is compact and the
averages with respect to its Haar measure over the orbits {αˆγ(B) : γ ∈ kerN⊥} give a
faithful conditional expectation ΦN such that
ΦN (µxaµ
∗
y) =
µxaµ∗y if N(x) = N(y)0 otherwise.
The range of ΦN is span{µxaµ∗y : a ∈ A, x, y ∈ S with N(x) = N(y)} and coincides with
the fixed point algebra of σN .
3.2 The Bost-Connes system
In order to present the Bost-Connes system, we start with the group C∗-algebra C∗(Q/Z),
where Q/Z is given the discrete topology. Since Q/Z is abelian, we have the equality,
C∗(Q/Z) = C∗r (Q/Z) = pi(L1(Q/Z)) with pi the left regular representation from L1(Q/Z)
into B(L2(Q/Z)). This allows us to define an embedding e : Q/Z→ C∗(Q/Z) given by
unitaries, e(r) for r ∈ Q, such that the image generates C∗(Q/Z), where we for simplic-
ity have written r in place of r + Z.
In example 3.1 we discussed the semigroup N×. We have the following result from
[6][Prp. 2.1] giving an action from N× on C∗(Q/Z).
Proposition 3.9. There is an action δ of N× by endomorphisms of C∗(Q/Z) such that
δn(e(r)) =
1
n
∑
ns=r
e(s), for all n ∈ N× and s, r ∈ Q/Z.
Given m,n ∈ N× the projections δn(1) = δn(e(0)) satisfy
δm(1)δn(1) = δ[m,n](1)
and the endomorphism γn : C
∗(Q/Z) → C∗(Q/Z) given by γn(e(r)) = (e(nr)) is a left
inverse for δn such that δn ◦ γn is multiplication by the projection δn(1).
Given m,n ∈ N× recall from example 3.1 that [m,n] is the least upper bound of
m and n in Q∗+. By proposition 3.9 the action δ satisfies condition i) of definition 3.4,
which gives criteria for actions respecting lattice order. In order to show that δ respects
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the lattice order of N× we must also prove that δn(C∗(Q/Z)) is an ideal of C∗(Q/Z), for
all n ∈ N×. To see this suppose that r, q ∈ Q/Z and n ∈ N×, then
e(q)δn(e(r)) = e(q)
∑
rs=n
e(s) =
∑
rs=n
e(s+ q) =
∑
ns′=r+qn
e(s
′
) = δn(e(r + qn)).
Since δn(C
∗(Q/Z)) is closed and C∗(Q/Z) is generated by the unitaries e(r) for r ∈ Q/Z,
we see that
C∗(Q/Z)δn(C∗(Q/Z)) ⊂ δn(C∗(Q/Z)).
Thus δn(C
∗(Q/Z)) is an ideal of C∗(Q/Z).
Hence we have a lattice semigroup C∗-dynamical system given by
(C∗(Q/Z),N×, δ)
which satisfies the hypothesis of proposition 3.5.
We recall from [5] the existence of a family of covariant representations for the
semigroup C∗-dynamical system (C∗(Q/Z),N×, δ) on the Hilbert space l2(N×), induced
by embeddings ofQ/Z into the roots of unity of C. This will serve a dual purpose. Firstly,
by [5][Prp. 2.1] the existence of a covariant representation of (C∗(Q/Z),N×, δ) verifies
the existence of a universal covariant representation of (C∗(Q/Z),N×, δ). Secondly, the
constructed covariant representations of (C∗(Q/Z),N×, δ) will allow us by 3.1.1 to induce
representations of the semigroup crossed product C∗(Q/Z)oN×.
We start by constructing a representation of C∗(Q/Z) on l2(N×). Suppose that
α : Q/Z→ C is an injective homomorpism giving roots of unity. Define a map
h : Q/Z→ B(l2(N×))
by
h(r)n = α(r)
nn
for all r ∈ Q/Z and n ∈ N×.
Let r, s ∈ Q/Z and n ∈ N×, then
h(r + s)n = α(r + s)
nn = α(n(r + s))n = α(nr + ns)n
= α(nr)α(ns)n = α(r)
nα(s)nn = hα(r)hα(s)n,
hence
hα(r + s) = h(r)h(s), for all r, s ∈ Q/Z,
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and therefore hα defines a homomorphism.
By the universal property of the group C∗-algebra C∗(Q/Z), there exists a unique
∗-homomorphism τα : C∗(Q/Z)→ B(l2(N×)) such that
τα(e(r)) = h(r),
for all r ∈ Q/Z. This will serve as our representation of C∗(Q/Z). The non-trivial result
[6][Prp.2.6] states that τα is faithful.
Next we define L : N× → B(l2(N×)) by its action on basis elements of l2(N×) as
Lnl = nl,
for all n, l ∈ N×.
To see that Ln is an isometry for all n ∈ N×, observe that if l, k, n ∈ N×,then
(Lnl, Lnk) = (nl, nk) =
1 if nl = nk0 otherwise =
1 if l = k0 otherwise = (l, k).
Thus Ln preserves the inner product and therefore is an isometry, for all n ∈ N×.
Furthermore, if n,m, l ∈ N× then
Lnml = nml = Lnml = Ln(Lml) = LnLml,
showing that
Lnm = LnLm,
for all n,m ∈ N×. Thus we see that L is a semigroup representation of N× by isometries
on l2(N×).
Finally we wish to show that the pair (τα, L) constitutes a covariant representation
for the semigroup C∗-dynamical system (C∗(Q/Z),N×, δ). Hence we must show that the
covariance relation is satisfied. Since the unitaries e(r) for r ∈ Q/Z generate C∗(Q/Z),
it suffices to show that
τα(δn(e(r))) = Lnτα(e(r))L
∗
n,
for all r ∈ Q/Z and n ∈ N×.
Suppose that r ∈ Q/Z and n, l ∈ N×, then
τα(δn(e(r)))l = τα(
1
n
n−1∑
i=0
e(
i
n
+
r
n
))l =
1
n
n−1∑
i=0
τα(e(
i
n
+
r
n
))l
=
1
n
n−1∑
i=0
α(
i
n
+
r
n
)ll =
1
n
n−1∑
i=0
α(
i
n
)lα(
r
n
)ll =
α( rn)
l
n
n−1∑
i=0
α(
i
n
)ll
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=
α(r)
l
n
n
n−1∑
i=0
α(
il
n
)l
(1)
=
α(r)
l
n l if n | l
0 otherwise
.
The equality (1) holds because if n divides l, then α( iln ) = 1 for i = 0, 1, ..., n − 1, and
if n does not divide l, then
∑n−1
i=0 α(
il
n ) is a sum consisting of n distinct n-th roots of
unity, which is zero.
Now we takle the right hand side of the covariance equation. Given n, l ∈ N× and
r ∈ Q/Z, then
Lnτα(e(r))L
∗
nl =
Lnτα(e(r)) ln if n | l0 otherwise
=
Lnα(r)
l
n  l
n
if n | l
0 otherwise
=
α(r)
l
n l if n | l
0 otherwise
.
Hence we have the equality
τα(δn(e(r)))l = Lnpiα(e(r))L
∗
nl,
for all n, l ∈ N× and r ∈ Q/Z, which proves that the covariance relation is satisfied,
showing that the pair (τα, L) is a covariant representation of (C
∗(Q/Z),N×, δ) on l2(N×).
The semigroup crossed product
We denote by (i, µ) the universal covariant representation for the semigroup C∗-dynamical
system (C∗(Q/Z),N×, δ). Proposition 3.5 allows us to use the universal covariant rep-
resentation to give a presentation in the form of generators satifying relations for the
semigroup crossed product C∗(Q/Z)oα N× of the semigroup dynamical system. In this
section we will give an account of this presentation.
The embedding i : C∗(Q/Z)→ C∗(Q/Z)oN× gives us an identification of C∗(Q/Z)
as a C∗-subalgebra of C∗(Q/Z)oN×. Under this identification C∗(Q/Z)oN× is gener-
ated by the elements of C∗(Q/Z) and the isometries µn for n ∈ N×.
For each n ∈ N× let γn : C∗(Q/Z)→ C∗(Q/Z) be the map defined by
γn(a) = µ
∗
naµn,
for all a ∈ C∗(Q/Z). Then for each n ∈ N× γn is a left inverse for δn.
Furthermore if n,m ∈ N× and a ∈ C∗(Q/Z) the following relations are satisfied:
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1. µna = δn(a)µn
2. aµn = µnγn(a)
3. µ∗nµm = µm′µ
∗
n′
4. γnδm = δm′γn′ ,
where n
′
= [m,n]m and m
′
= [m,n]n .
The monomials µnaµ
∗
m for n,m ∈ N× and a ∈ C∗(Q/Z) span a dense *-subalgebra
of C∗(Q/Z)oN×. In fact, since the unitaries e(r) for r ∈ Q/Z span a dense *-subalgebra
of C∗(Q/Z) it follows that the monomials µne(r)µ∗m for m,n ∈ N× and r ∈ Q/Z suffice
to span a dense *-subalgebra of C∗(Q/N)oN×.
Given an embedding α : Q/Z → T into the roots of unity, the covariant represen-
tation (τ, L) for (C∗(Q/Z),N×, δ) generates by 3.1.1 a representation
τα o L : C∗(Q/Z o N×)→ B(l2(N×))
satisfying
(τα o L) ◦ i = τα and (τα)o L ◦ µ = L.
Since τα is faithful we know by [6][Thm.3.7] that τα o L is also faithful. To simplify
notation we denote the representation τα o L by
piα := τα o L.
Since piα is faithful we can omit it from notation when there is no ambiguity with
respect to the embedding α. The isometries µn, for n ∈ N× are mapped to B(l2(N×))
independantly of the embedding α, so we relax the notation by setting piα(µn) = µn, for
all n ∈ N×.
The Bost-Connes System
Next we use the semigroup C∗-dynamical system (C∗(Q/Z),N×, δ) to create a quantum
statistical mechanical system called the Bost-Connes system for which the semigroup
crossed product C∗(Q/Z)oN× is the algebra of observables.
Let N : N× → R∗+ be the inclusion of the natural numbers into the positive reals.
N defines a strict scale of the semigroup N×, and therefore extends to a group homo-
morphism N˜ : Q∗+ → R∗+, which is also an inclusion. Since Q∗+ is the Groethendieck
group of the semigroup N×, proposition 3.8 ensures us that we may use N˜ to induce a
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strongly continous one-paramater group of automorphisms σ on the semigroup crossed
product C∗(Q/Z)oN×, given by its action on the spanning set of monomials µne(r)µ∗m
for n,m ∈ N× and r ∈ Q/Z by
σt(µne(r)µ
∗
m) = N˜(nm
−1)itµne(r)µ∗m = (
n
m
)itµne(r)µ
∗
m,
for all t ∈ R.
We wish to find a covariant representation of the pair (C∗(Q/Z)oN×, σ) consisting
of a representation pi of the C∗-algebra C∗(Q/Z) o N× on a Hilbert space H and a
Hamiltonian H on H, such that the pair (pi,H) satisfies the covariance relation for
(C∗(Q/Z)oN×, σ) as defined in (2.1).
Let α : Q/Z→ C be an embedding giving roots of unity. we use
piα : C
∗(Q/Z)oN× → B(l2(N×))
as our representation.
Next let H be the densely defined operator on l2(N×) such that
Dom(H) = {
∞∑
k=1
ckk :
∞∑
k=1
|ck|2 <∞,
∞∑
k=1
(log(k))2|ck|2 <∞}
and
Hl = log(l)l,
for all l ∈ N×.
Lemma 3.10. The densely defined operator H on l2(N×) is positive.
Proof. Since H is diagonal with respect to the basis {l : l ∈ N×} with real diagonal
elements, it must be symmetric. By proposition A.1 of the appendix, it suffices to show
that the operators H ± iI are surjective in order to show that H is self-adjoint.
Given y ∈ l2(N×), find a collection {ck}k∈N× such that
∑∞
k=1 |ck|2 < ∞ and y =∑∞
k=1 cki. We wish to find z± ∈ Dom(H) such that (H ± iI)z± = y. Define two
collections {d+k }k∈N× and {d−k }k∈N× of complex numbers defined by
d±k =
ck
log(k)± i ,
for all k ∈ N×. Then
∞∑
k=1
|d±k |2 =
∞∑
k=1
|ck|2
log(k)2 + 1
<
∞∑
k=1
|ck|2 <∞
Chapter 2. Spectral triples for the Bost-Connes system 31
and ∞∑
k=1
(log(k))2|d±k |2 =
∞∑
k=1
log(k)2
|ck|2
log(k)2 + 1
<
∞∑
k=1
|ck|2 <∞.
Thus by letting
z± =
∞∑
k=1
d±k k,
we see that z± ∈ Dom(H).
Now
(H ± iI)z± = (H ± iI)
∞∑
k=1
d±k k =
∞∑
k=1
(log(k)± i)d±k k
=
∞∑
k=1
(log(k)± i) ck
log(k)± ik =
∞∑
k=1
ckk = y.
This shows that the operators H ± iI are surjective, and hence that H is self-adjoint.
All the diagonal elements of H are positive, so H is positive.
Now that we have produced the pair (piα, H) we would like to show that it satisfies
covariance relation (2.1) for (C∗(Q/Z) o N×, σ). Since the monomials µne(r)µ∗m, for
n,m ∈ N× and r ∈ Q/Z generate C∗(Q/Z)oN×, it suffices to check that
piα(σt(µne(r)µ
∗
m)) = e
itHpiα(µne(r)µ
∗
m)e
−itH ,
for all n,m ∈ N×, r ∈ Q/Z and t ∈ R.
Given n,m, l ∈ N×, r ∈ Q/Z and t ∈ R we have
piα(σt(µne(r)µ
∗
m))l = (
n
m
)itpiα(µn)piα(e(r))piα(µm)
∗l
=
(
n
m)
itα(r)
l
m nl
m
if m | l
0 otherwise
On the other hand
eitHpiα(µne(r)µ
∗
m)e
−itHl = eitHpiα(µne(r)µ∗m)
∞∑
k=1
(−itH)k
k!
l
eitHpiα(µne(r)µ
∗
m)
∞∑
k=1
(−it)kHk
k!
l = e
itHpiα(µne(r)µ
∗
m)
∞∑
k=1
(−it)klog(l)k
k!
l
= eitHpiα(µne(r)µ
∗
m)e
−itlog(l)l = l−iteitHpiα(µne(r)µ∗m)l
=
l−itα(r)
ln
m eitHnl
m
if m | l
0 otherwise
=
l−itα(r)
ln
m
∑∞
k=1
(itH)k
k! nl
m
if m | l
0 otherwise
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l−itα(r)
ln
m
∑∞
k=1
(itlog(nl
m
))k
k! nl
m
if m | l
0 otherwise
=
l−itα(r)
ln
m eitlog(
nl
m
)nl
m
if m | l
0 otherwise
=
l−itα(r)
ln
m eitlog(
nl
m
)nl
m
if m | l
0 otherwise
=
l−itα(r)
ln
m (nlm )
itnl
m
if m | l
0 otherwise
=
α(r)
ln
m ( nm)
itnl
m
if m | l
0 otherwise
.
So we see that
piα(σt(a)) = e
itHpiα(a)e
−itH ,
for all t ∈ R and a ∈ C∗(Q/Z)oN×.
Hence the pair (piα, H) acts as a reprentation together with a Hamiltonian operator
satisfying (2.1) for the quantum statistical mechanical system (C∗(Q/Z)oN×, σ).
3.3 A type III σ-spectral triple for the Bost-Connes system
3.3.1 The construction
Having introduced the Bost-Connes system (C∗(Q/Z) o N×, σ), we now wish to con-
struct a family of type III σ-spectral triples from its specifications. Except for a simple
generalisation, involving the use of arbitrary multiplicative functions λ : N× → {−1, 1},
the construction is due to [3]. The agenda for this section will be to specify the following
data set:
i) An involutive algebra which we shall denote by AalgQ together with a representation,
pi, of the algebra, AalgQ into the bounded operators on a Hilbert space H.
ii) A Dirac operator, D, defined on a dense subspace of the the Hilbert space H and
decomposed as, D = F |D|, where F is a sign operator for a positive Dirac operator
|D|.
iii) An automorphism η, of the involutive algebra, which will serve to twist the com-
mutators, making them bounded.
This will be done in the order given above. Following this construction we shall show
that the data fits together in order to define a type III σ-spectral triple.
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The involutive algebra and its representation
In the remainder of the chapter we denote the algebra of observable of the Bost-Connes
system (C∗(Q/Z)oN×, σ) by AQ. We define the involutive algebra for the family of type
III σ-spectral triples as the ∗-subalgebra AalgQ ⊂ AQ = C∗(Q/Z)oαN× generated by the
isometries µn for n ∈ N× and finite combinations of the unitaries, e(r) with r ∈ Q/Z, i.e
elements of the form e(x) where x =
∑n
i=1 ciri with ci ∈ C and ri ∈ Q/Z for 1 ≤ i ≤ n.
As a consequence of proposition 2.2, which amongst other things reveals that the
linear span of the monomials µne(r)µ
∗
m with n,m ∈ N× and r ∈ Q/Z is dense in AQ, we
know that also AalgQ is dense in AQ.
Since AalgQ is a ∗-subalgebra of AQ we obtain a faithful representation simply by
restricting the representation piα, for the Bost-Connes system to A
alg
Q . Hence we choose
as Hilbert space H = l2(N×), and given any embedding α from Q/Z to the roots of unity
in C, we have a *-algebra representation obtained by restricting
piα : AQ → B(H)
to AalgQ . Since piα is faithful we may omit it from notation when there is no ambiguity
due to the embedding α.
Dirac operators
Next we turn to the definition of a family of Dirac operators. Let H be the densely
defined positive Hamiltonian we defined in 3.2, which dealt with the Bost-Connes system.
Now suppose that
λ : N× → {−1, 1}
is a multiplicative function giving values 1 and −1. Define an operator Fλ : H → H,
through its action on the standard basis elements {l : l ∈ N×} for H, by
Fλl = λ(l)l, for all l ∈ N×.
Since Fλ is diagonal with respect to the basis {l : l ∈ N×} with real diagonal elements
we see that Fλ is a self-adjoint bounded operator. Another important property of Fλ is
that it squares to the identity. To see this suppose that l ∈ N×, then
F 2λl = λ(l)
2l = l,
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hence F 2λ = I. The fact that F
∗
λ = Fλ and F
2
λ = I, shows that Fλ is a sign operator on
l2(N×).
Next we use λ to define the family of Dirac operators on a dense subspace of H as
Dλ = FλH
where the domain of D is equal to that of H, i.e
Dom(Dλ) = {
∞∑
n=1
cnn ∈ l2(N×) :
∞∑
n=1
|cn|2 <∞,
∞∑
n=1
|cn|2(log(n))2 <∞}.
The same proof showing that H is self-adjoint also applies to the operators Dλ.
In order for the Dλ’s to be bona fide Dirac operators, one need also show that they
have compact resolvent.
Lemma 3.11. If Dλ is defined as above, then (I +D
2
λ) has a bounded inverse which is
positive, and the square root of the inverse operator, (I +D2λ)
− 1
2 , is compact.
Proof. First we show that (I + D2λ) has a bounded inverse. If {ci}i∈N is a sequence of
numbers in C such that
∑
i∈N |ci|2 < ∞, then we also have
∑
i∈N(
1
1+log(i)2
)2|ci|2 < ∞.
Hence we may define an operator T : H→ H through its action on basis elements, by
Tn =
1
1 + log(n)2
n for n ∈ N.
If x ∈ H with ‖x‖ ≤ 1 then letting x =∑i∈N cii, we know that
‖x‖2 =
∑
i∈N
|ci|2 ≤ 1.
Now
T (x) = T (
∑
i∈N
cii) =
∑
i∈N
1
1 + log(i)2
cii
so
‖Tx‖2 =
∑
i∈N
(
1
1 + log(i)2
)2|ci|2 ≤
∑
i∈N
|ci|2 ≤ 1
and since ‖T1‖ = 1|1+log(1)2| = 1, we conclude that T is bounded and incidentally that
‖T‖ = 1. The fact that T is an inverse of (I + D2λ) can be seen through the following
calculations
T (D2λ + I)n = T ((FλH)
2n + n) = T (log(n)
2 + 1)n =
log(n)2 + 1
log(n)2 + 1
n = n,
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where n ∈ N×. This shows that T (D2λ + I) = I.
The equality
(D2λ + I)T = I
is shown similarly.
We also observe that T , being a diagonal operator with respect to the orthonormal
basis {n}n∈N× such that the diagonal elements are real, must be self-adjoint.
Now define an operator, R : H→ H, by
Rn =
1
(1 + log(n)2)
1
2
n, for n ∈ N×.
Similar to the case of T , one may show that R is bounded and self-adjoint and it is trivial
to check that R2 = T . Thus T is a positive operator. In the same way one may find a
self-adjoint bounded operator K, such that K2 = R, implying that R is also positive.
Hence by the uniqueness of the the positive square root of a positive operator, we see
that
(I +D2λ)
− 1
2 = T
1
2 = R
All that remains is to show that (Dλ + I)
− 1
2 is compact. To this end, given n ∈ N×,
consider the projection Pn onto the subspace span{e(i) : 1 ≤ i ≤ n}. Now define a
sequence of finite rank operators by
Rn = PnT for n ∈ N×.
We shall show that this sequence converges to R.
Given  > 0, let N ∈ N× be such that ( 1
1+log(N)2
)2 < , then if n ≥ N and
‖x‖ = ‖∑i∈N× cii‖ ≤ 1 the following inequalities hold
‖(Rn −R)x‖2 = ‖(Rn −R)
∑
i∈N×
cii‖2 = ‖
∑
i=n+1
1
1 + log(i)2
cii‖2
=
∑
i=n+1
(
1
1 + log(i)2
)2|ci|2 ≤ ( 1
1 + log(N)2
)2
∞∑
i=1
|ci|2 < 
Hence it is clear that ‖Rn −R‖ <  ∀ n ≥ N . This shows that
Rn → R as n→∞.
In particular we may conclude that (I +D2λ)
− 1
2 =R is compact.
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Given a multiplicative function λ : N× → {−1, 1} suppose that l ∈ N×, then
D2λl = (FλH)
2l = (λ(l))
2(log(l))2l = H
2l,
hence
H2 = D2λ.
For this reason the proof of lemma 3.11 works equally well to show that H is a Dirac
operator.
Since H and Fλ are both diagonal with respect to the basis {l : l ∈ N×} they must
commute, i.e [Fλ, H] = 0. Hence the sign operator Fλ is compatible with the positive
Dirac operator H.
Therefore Dλ is by construction the product of a positive Dirac operator H and
a sign operator Fλ compatible with H. From now on we denote the Hamiltonian by
H = |D| to emphazise that H is the positive part of Dλ. Using this notation we have
Dλ = Fλ|D|.
Remark 3.12. If F : H→ H is a sign operator which is compatible with |D|, then
i) [F, |D|] = 0,
ii) F ∗ = F and
iii) F 2 = 1.
Suppose that l ∈ N×, then by i)
|D|Fl = F |D|l = log(l)Fl
which means that Fl is a eigenvector of |D| corresponding to the eigenvalue log(l). Since
the eigenspace of |D| corresponding to log(l) is spanned by l, this means that Fl = βl
for some β ∈ C. By ii) and iii) β ∈ {−1, 1} and since this is true for an arbitrary
l ∈ N× this means that F must be diagonal with respect to the basis {l : l ∈ N×
with the diagonal elements taking values in {−1, 1}. Thus there must exist a function
f : N× → {1,−1} such that Fl = f(l)l, for all l ∈ N×. We shall see shortly why we
must choose f to be a multiplicative function.
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The twisting automorphism
Given a multiplicative function λ : N× → {−1, 1} consider the map ηλ : B(H) → B(H)
given by
ηλ(a) = FλaFλ for a ∈ B(H).
ηλ is an inner automorphism since Fλ is a self-adjoint, unitary operator on H. We wish to
use ηλ as the automorphism in the type III σ-spectral triple which is under construction.
To this end we need the following result, given with proof by lemma 4.3 in [3].
Lemma 3.13. Let α be an embedding of Q/Z into the roots of unity of C. Then
the automorphisms ηλ restrict to automorphisms of the C∗-algebra piα(AQ) and to ∗-
automorphisms of the ∗-algebra piα(AalgQ ). Furthermore ηλ leaves piα(C∗(Q/Z)) fixed
and (ηλ)2 = id, where id is the identity on B(l2(N×)).
Proof. First we show that ηλ
2
= id. Suppose that a ∈ B(H), then
(ηλ)2(a) = ηλ(ηλ(a)) = ηλ(FλaFλ) = (Fλ)
2a(Fλ)
2 = a.
Hence (ηλ)2 = id.
Next we show that ηλ leaves piα(C
∗(Q/Z)) fixed. Suppose that l ∈ No and r ∈ Q/Z
then
ηλ(piα(e(r)))l = Fλpiα(e(r))Fλl = λ(l)ζ
l
rλ(l)l = (λ(l))
2ζ lrl = ζ
l
rl = piα(e(r))l.
Hence we see that
ηλ(piα(e(r))) = piα(e(r)) for all r ∈ Q/Z.
Since C∗(Q/Z) is generated by the unitaires e(r), for r ∈ Q/Z, this means that ηλ leaves
piα(C
∗(Q/Z)) fixed.
Lastly we demonstrate that ηλ is invariant on piα(A
alg
Q ) and piα(AQ). Suppose that
n, l ∈ N× then
ηλ(piα(µn))l = Fλpiα(µn)Fλl = λ(l)Fλpiα(µn)l = λ(l)Fλnl = λ(l)λ(nl)nl
= λ(n)nl = (λ(n)piα(µn))l.
This shows that
ηλ(piα(µn)) = λ(n)piα(µn),
for all n ∈ N×. If n,m ∈ N× and r ∈ Q/Z then
ηλ(piα(µne(r)µ
∗
m)) = η
λ(piα(µn))η
λ(piα(e(r)))η
λ(piα(µ
∗
m))
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= ηλ(piα(µn))η
λ(piα(e(r)))η
λ(piα(µm))
∗ = (λ(n)piα(µn))piα(e(r))(λ(m)piα(µm))∗
λ(n)λ(m)piα(µne(r)µ
∗
m) = λ(nm)piα(µne(r)µ
∗
m).
Since
piα(A
alg
Q ) = span{piα(µne(r)µ∗m) : n,m ∈ N×, r ∈ Q/Z},
this shows that ηλ is invariant on piα(A
alg
Q ). Due to the fact that piα is a ∗-homomorphism,
we know that piα(AQ) is closed and that piα(A
alg
Q ) is dense in piα(AQ). Since η
λ is
continous it must therefore also be invariant on piα(AQ).
Now to show that ηλ restricts to automorphisms of piα(A
alg
Q ) and piα(AQ) we use
the property that ηλ
2
= id to deduce that
ηλ(piα(AQ)) = piα(AQ)
and
ηλ(piα(A
alg
Q )) = piα(A
alg
Q ).
Since any bijective ∗-homomorphism is a ∗-isomorphism, it now follows that the restric-
tion of ηλ to piα(AQ) and piα(A
alg
Q ) gives an automorphism.
Remark 3.14. If λ : N× → {1,−1} is multiplicative, then clearly it may be extended to
a homomorphism
λ˜ : Q∗+ → T.
Hence λ˜ ∈ Ĝ(N×), where G(N×) = Q∗+ is the Groethendieck group of N×. Furthermore,
letting αˆ denote the gauge action by automorphisms on the Bost-Connes system, it is
easily seen that
ηλ = αˆλ˜
The following is a mild generalisation of theorem 4.4 from [3].
Theorem 3.15. The data (AalgQ ,H, Dλ) constitutes a type III σ-spectral triple, with
respect to the twisting automorphism ηλ, which is θ-summable.
Proof. Most of this theorem has already been proven. What remains is to show the
θ-summability and boundedness of the twisted commutators, Da− σ(a)D for a ∈ AalgQ ,
where we suppress the representation, piα, in the notation.
We start with the θ-summability. Suppose that t ∈ R with t > 0, and that
λ : N× → {−1, 1}
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is a multiplicative function. Then the operator e−tD2λ is of trace class since
Tr(e−tD
2
λ) =
∞∑
n=1
(e−tD
2
λn, n) =
∞∑
n=1
((
∞∑
l
(−tD2λ)l
l!
)n, n)
=
∞∑
n=1
((
∞∑
l
(−t)lλ(l)2llog(n)2l
l!
n, n) =
∞∑
n=1
(
∞∑
l
(
−t(log(n))2
l!
)ln, n)
=
∞∑
n=1
(e−t(log(n))
2
n, n) =
∞∑
n=1
e−t(log(n))
2
.
To see that the last sum converges, we show that the integral∫ ∞
1
e−t(log(x))
2
dx
exists.
Perform the following substitution
u(x) = log(x) for x > 0
Then formally we get
du
dx
= 1/x ⇒ dx = xdu and eu(x) = x,
so∫ ∞
1
e−t(log(x))
2
dx =
∫ ∞
0
e−tu
2
eudu =
∫ ∞
0
e−(t
1
2 u)2+t−
1
2 (t
1
2 u)du = t−
1
2
∫ ∞
0
e−w
2+t−
1
2w
≤ t− 12
∫
R
e−w
2+t−
1
2w = t−
1
2
√
pie
1
4t
Thus θ-summability is established.
Now we deal with the boundedness of the twisted commutators. Let m, n ∈ N×
and r ∈ Q/Z, then for each l ∈ N×
(Dλµne(r)µ
∗
m − ηλ(µne(r)µ∗m)Dλ)l = (Dλµne(r)µ∗m − ηλ(µn)ηλ(e(r))ηλ(µ∗m)Dλ)λ
= (Dλµne(r)µ
∗
m − λ(n)λ(m)µne(r)µ∗mDλ)l
=
ζ
l/m
r (λ(
nl
m )log(
nl
m )− λ(n)λ(m))λ(l)log(l))l if m | l
0 otherwise
=
ζ
l/m
r (λ(
nl
m )(λ(m))
2log(nlm )− λ(n)λ(m))λ(l)log(l))l if m | l
0 otherwise
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=
ζ
l/m
r λ(nlm)(log(
nl
m )− log(l))l if m | l
0 otherwise
=
ζ
l/m
r λ(nlm)log(
n
m)l if m | l
0 otherwise
.
Hence we see that Dλµne(r)µ
∗
m − ηλ(µne(r)µ∗m)Dλ is bounded. Since any element
in AalgQ can be written as the linear combination of the monomials, µne(r)µ
∗
m with
n, m ∈ N× and r ∈ Q/Z, this concludes the proof.
Remark 3.16. It seems as though that σλ is the unique automorphism, such that
(AalgQ ,H, Dλ) defines a type III σ-spectral triple.
Remark 3.17. Notice that for λ = 1 we get an ordinary spectral triple, (AalgQ ,H, |D|),
where the sign operator is trivial.
Remark 3.18. In the article [3] a spesific multiplicative function λ : N× → {−1, 1}, the
Liouville function is used to define the sign operator. Define a function ω : N× → N×
by let ω(n) be the number of prime factor with multiplicity in n, for all n ∈ N×. The
the Liouville function λ is defined by
λ(n) = (−1)ω(n),
for all n ∈ N×.
3.3.2 Properties of the spectral triples
Lemma 3.19. Suppose that γ : l2(N×) → l2(N×) is a bounded operator such that
[γ, µn] = 0 and [γ, µ
∗
n] = 0 ∀n ∈ N×. Then γ is diagonal with respect to the basis
{n : n ∈ N×}, i.e ∃ a function f : N× → C such that γl = f(l)l for l ∈ N×.
Proof. For each l ∈ N× define a sequence {cli}i∈N× such that
∑∞
n=1 |cln|2 < ∞ and
γl =
∑∞
n=1 c
l
nn. Letting l, n ∈ N× and using the relation
[γ, µn] = γµn − µnγ = 0 ⇒ γµn = µnγ,
γµnl = γnl =
∞∑
k=1
cnlk k,
and
µnγl = µn
∞∑
k=1
clkk =
∞∑
k=1
clknk
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we obtain ∞∑
k=1
cnlk k =
∞∑
k=1
clknk
Now letting l = 1 this becomes
∞∑
k=1
cnkk =
∞∑
k=1
c1knk
This shows that cnk = 0 when n 6 | k, that is when n does not divide k.
Letting n, l ∈ N× with l > 1 we have another relation through the use of µ∗n, given
by
[γ, µ∗ln] = γµ
∗
nl − µ∗nlγ = 0 ⇒ γµ∗nl = µ∗nlγ,
γµ∗nln = 0
µ∗nlγn = µ
∗
nl
∞∑
k=1
cnkk =
∞∑
k=1
cnnlkk
and hence ∞∑
k=1
cnnlkk = 0
In particular we see that
cnnl = 0 for l > 1.
This show that γl = c
l
ll, which is what we wished to show.
Corollary 3.20. None of the type III σ-spectral triples (AalgQ ,H, Dλ) are even, i.e
there does not exist a Z/2Z grading γ, commuting with the elements in AalgQ and anti-
commuting with the Dirac operator, Dλ.
Proof. Let γ be a Z/2Z grading. Then γ commutes with the elements of AalgQ . Hence we
know from the above lemma, that γ is diagonal with respect to the basis {l : l ∈ N×}.
Given a multiplicative function λ : N× → {−1, 1}, the Dirac operator, Dλ, must therefore
commute with γ, since it is also diagonal with respect to the same basis. Thus we have
the relations
[D, γ] = 0 and Dγ = −γD.
Find a function, f : N× → C, such that γl = f(l)l for l ∈ N×. Then if l ≥ 2 we get
f(l)λ(l)log(l) = γDλl = Dγl = −γDl = −f(l)λ(l)log(l)
from which we may conclude that
f(l) = 0 for l ≥ 2.
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Now [γ, µ2] = so
γµ21 = f(2)2 = 0
and
µ2γ1 = f(1)2
Hence
f(1) = 0.
Thus γ=0.
Condider the densely defined operators D˜λ = Fλ|D˜|, where |D˜| = exp|D|, and is
defined on the dense subspace of l2(N×) given by
Dom(|D˜|) = {
∞∑
k=1
ckk :
∞∑
k
|ck|2 <∞,
∞∑
k=1
k2|ck|2 <∞}
Lemma 3.21. Given a multiplicative function λ : N× → {1,−1}, then D˜λ is a densely
defined and self-adjoint operator on l2(N×), with compact resolvent.
Proof. We begin by showing that D˜ is densely defined and self-adjoint. D˜λ is well-
defined on {∑∞k=1 ckk : ∑∞k |ck|2 < ∞, ∑∞k=1 k2|ck|2 < ∞}, which in turn is dense in
l2(N×), on the grounds that it contains span{k : k ∈ N×}.
Since D˜λ is diagonal with respect to the basis {l : l ∈ N×}, with real diagonal
elements, we may note that D˜λ is symmetric.
Using lemma A.1, we see that in order to show self-adjointness, it suffices to show
that the operators, D˜λ ± iI, are surjective. With this in mind, assume that y ∈ l2(N×)
and let {ck}k∈N× be a sequence in C such that
∑∞
k=1 |ck|2 < ∞ and y =
∑∞
k=1 ckk.
Now define sequences {d+k }k∈N× and {d−k }k∈N× by
d+k =
ck
λ(k)k + i
and d−k =
ck
λ(k)k − i ,
for k ∈ N×.
First we check that these sequences define elements in Dom(D˜λ). The calculations
∞∑
k=1
|d+k |2 =
∞∑
k=1
|d−k |2 =
∞∑
k=1
|ck|2
k2 + 1
<
∞∑
k=1
|ck|2 <∞
and ∞∑
k=1
k2|d+k |2 =
∞∑
k=1
k2|d−k |2 =
∞∑
k=1
k2|ck|2
k2 + 1
<
∞∑
k=1
|ck|2 <∞
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ensure this.
Next we observe that
(D˜λ ± iI)
∞∑
k=1
d±k k =
∞∑
k=1
d±k (D˜λ ± iI)l =
∞∑
k=1
ck(λ(k)k ± i)
λ(k)k ± i k =
∞∑
k=1
ckk = y.
Hence the operators (D˜λ ± iI) are surjective, which therefore means that D˜λ is
self-adjoint.
Next we show that D˜λ has compact resolvent. Define S : l
2(N×) → l2(N×) by its
action on basis elements as
Sl =
1
1 + l2
l for l ∈ N×.
Clearly this gives a well-defined, bounded operator on l2(N×), which serves as an inverse
for I+ D˜2λ. Thus (I+ D˜
2
λ)
−1 exists, is bounded and clearly positive since it is a diagonal
operator with positive diagonal elements. The positive square root of (I+D˜2λ)
−1 is given
by
(I + D˜2λ)
− 1
2 l =
1√
1 + l2
l for l ∈ N×.
Letting Pn be the projection onto span{l : 1 ≤ l ≤ n}, one may easily show
that Pn(I + D˜λ)
− 1
2 → (I + D˜λ)− 12 as n → ∞, in the norm topology. Hence one may
also conclude that (I + D˜λ)
− 1
2 is compact, since it may be approximated by finite rank
operators.
Proposition 3.22. Given β > 1 and a multiplicative function λ : N× → {1,−1}, define
a functional φβ,λ : A
alg
Q → C by
φβ,λ =
Tr(Fλae
−β|D|)
Tr(Fλe−β|D|)
, for all a ∈ AalgQ .
Then φβ,λ is a continous linear functional on A
alg
Q such that φβ,λ(I) = 1. Therefore
φβ,λ extends uniquely to a state φ˜β,λ on AQ.
Furthermore if a, b are analytic in AQ the following relation is satisfied:
φ˜β,λ(ab) = φ˜β(bσiβ(η
λ(a))).
In particular φ˜β,λ is a KMS-β state for the twisted quantum statistical mechanical system,
(AQ, σt ◦ ηλ).
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Proof. Suppose that λ : N× → {−1, 1} is multiplicative and β > 1. We begin by showing
continuity of φβ,λ. To do so, we need only show that the functional f : A
alg
Q → C defined
by
f(a) = Tr(Fλae
−β|D|), for all a ∈ AalgQ
is continous.
Suppose that a ∈ AalgQ . Then,
|f(a)| = |Tr(Fλae−β|D|)| = |
∞∑
l=1
(Fλae
−β|D|l, l)| = |
∞∑
l=1
l−β(Fλal, l)|
≤
∞∑
l=1
l−β|(Fλal, l)| ≤
∞∑
l=1
l−β‖Fλal‖‖l‖ ≤
∞∑
l=1
l−β‖Fλ‖‖a‖‖l‖2
= ‖a‖
∞∑
l=1
l−β.
This shows that f and therefore also φβ,λ is bounded. Next we observe that
φβ,λ(I) =
Tr(FλIe
−β|D|)
Tr(Fλe−β|D|)
= 1,
verifying that the unique extension of φβ,λ to AQ is a state.
Now suppose that a, b ∈ AalgQ . Then
φβ,λ(ab) = Tr(Fλabe
−β|D|) = Tr(FλaF 2λbe
−β|D|) = Tr(be−β|D|FλaFλ)
= Tr(Fλbe
−β|D|FλaFλeβ|D|e−β|D|) = Tr(Fλbσiβ(ηλ(a))e−β|D|)
= φβ,λ(bσiβ(η
λ(a))).
This in particular shows that φβ,λ is a KMS-β state for the quantum statistical mechan-
ical system (AQ, σt ◦ ηλ).
3.3.3 A reduced spectral triple
In this section we shall argue that the spectral triples constructed for the Bost-Connes
system (AalgQ , l
2(N×), D) carries elements in the involutive algebra AalgQ , which are redun-
dant with respect to the spectral triple structure. Motivated by this we shall construct
a reduced spectral triple, which may be induced entirely from the semigroup N×. As we
shall see, the original spectral triple for the Bost-Connes system may be regained using
this reduced spectral triple together with a single embedding α : Q/Z→ T giving roots
of unity in C.
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First evidence of a redundancy:
Considering the spectral triples (AalgQ ,H, Dλ) constructed above, we observe that
the automorphism ηλ of AalgQ used to twist the commutators, making them bounded, are
invariant on the elements of C[Q/Z], since for r ∈ Q/Z and l ∈ N×, we have
ηλ(e(r))l = Fλe(r)Fλl = λ(l)
2ζ lrl = ζ
l
rl = e(r)l.
Next let,
L : AalgQ → B(H)
denote the twisted commutator, defined by
L(a) = Dλa− ηλ(a)Dλ for a ∈ AalgQ ,
we see that
L(e(r)) = 0 for r ∈ Q/Z
since, for r ∈ Q/Z, e(r) is diagonal with respect to the basis l : l ∈ N×, as an operator
in B(H). Due to the fact that L is linear, this in turn implies that
L(x) = 0 for x ∈ C[Q/Z].
Given the fact that the twisted commutators as well as the twisting automorphisms
arising from the spectral triple (AalgQ , l
2(N×), Dλ) are trivial on C[Q/Z], this might sug-
gest that the C∗-subalgebra C∗(Q/Z) of AQ, is superflous with respect to the constructed
spectral triples.
Consider instead the C∗-subalgebra of B(l2(N×)) generated by the isometries, µn
for n ∈ N×, denoted by
C∗(N×),
and the *-subalgebra, given by
C∗(N×)alg = span{µnµm : n,m ∈ N×}
Given a multiplicative function λ : N× → {1,−1}, we see that since
ηλ(µn) = λ(n)µn for n ∈ N×,
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the automorphism, ηλ of B(l
2(N×)), restricts to a *-automorphism of C∗(N×)alg. It is
therefore easily observed that the triple
(C∗(N×)alg, l2(N×), Dλ)− ηλ,
defines a type III σ-spectral triple. As we shall see in chapter 3 this data can be
constructed in its entirety from the semigroup N×, which makes it more suitable for
generalisation.
Our initial spectral triple, (AalgQ , l
2(N×), Dλ), may easily be reconstructed from the
the data (C∗(N×)alg, l2(N×), Dλ)−ηλ if we have the addition structure of an embedding
α : Q/Z→ T giving roots of unity.
Simply take the embedding α, used for the representation piα of AQ in the spectral
triple (AalgQ , l
2(N×), Dλ). Next use the embedding α to generate the involutive subalge-
bra of B(l2(N×)) containing the ∗-subalgebra C∗(N×)alg and unitaries defined on basis
elements as
e(r)l = α(r)
ll,
for each r ∈ Q/Z. This is precisely the involutive algebra piα(AalgQ ).
Hence we see that the the information gained in using the spectral (AalgQ , l
2(N×), Dλ)
as opposed to (C∗(N×)alg, l2(N×), Dλ)−ηλ is the structure of a single embedding of Q/Z
into the roots of unity of C.
Chapter 4
Spectral triples from semigroups
4.1 Spectral triples from semi-groups
In this section we seek to generalise the construction mentioned in 2.3.3. Assume that
S is an abelian lattice semigroup which is cancellative and countable. We may use the
partial order on S to construct a C∗-subalgebra BS of l∞(S) as follows:
For each x ∈ S let 1x denote the function on S defined by
1x(y) =
1 if x ≤ y0 otherwise.
We let BS denote the commutative C
∗-subalgebra of l∞(S) generated by 1x for x ∈ S.
Since S is countable we know that l∞(S) is seperable, therefore B(S) is also seperable.
Furthermore B(S) is unital since 1e, where e is the identity element of S, is an identity
for BS .
Suppose that x, y, z ∈ S, then
(1x1y)(z) = 1x(z)1y(z)
(∗)
=
1 if x ∨ y ≤ z0 otherwise = 1x∨y(z).
The equality (∗) holds since if 1x(z)1y(z) = 0 then either x  z or y  z which implies
that x∨ y  z, and if 1x(z)1y(z) = 1 then x ≤ z and y ≤ z which means that x∨ y ≤ z.
Hence
1x1y = 1x∨y, (4.1)
47
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for all x, y ∈ S.
We shall use equality (4.1) to show that
BS = span{1x : x ∈ S}. (4.2)
The fact that BS is the C
∗-algebra generated by the elements 1x, for x ∈ S immediately
implies that
span{1x : x ∈ S} ⊂ BS .
Because of (4.1) the linear space span{1x : x ∈ S} is closed under multiplication, and
since each of the elements 1x for x ∈ S is self-adjoint, it must also be closed under the
adjoint. Thus span{1x : x ∈ S} is a ∗-algebra. Hence span{1x : x ∈ S} is a C∗-algebra
containing 1x, for all x ∈ S. Since BS is intersection of all C∗-algebras containing 1x for
x ∈ S, this implies that
BS ⊂ span{1x : x ∈ S},
which proves equality (4.2).
The collection {1x : x ∈ S} is linearly indenpendant and therefore forms a basis for
span{1x : x ∈ S}. Given x ∈ S, define a linear map
κx : span{1x : x ∈ S} → span{1x : x ∈ S}
through its action on this basis by
κx(1y) = 1xy,
for all y ∈ S. We shall show that κx is a bounded ∗-homomorphism of the normed
∗-algebra span{1x : x ∈ S} into itself. To show that κx is multiplicative suppose that
a, b ∈ span{1x : x ∈ S} and find {αi}ni=1, {βj}mj=1 ⊂ C and {yi}ni=1, {zj}mj=1 ⊂ S such
that
a =
n∑
i=1
αi1yi and b =
m∑
i=1
βj1zj ,
then
κx(ab) = κx((
n∑
i=1
αi1yi)(
m∑
i=1
βj1zj )) = κx(
n∑
i=1
m∑
j=1
αiβj1yi1zj )
= κx(
n∑
i=1
m∑
j=1
αiβj1yi∨zj ) =
n∑
i=1
m∑
j=1
αiβjκx(1yi∨zj )
=
n∑
i=1
m∑
j=1
αiβj1x(yi∨zj)
(∗∗)
=
n∑
i=1
m∑
j=1
αiβj1xyi∨xzj
Chapter 3. Spectral triples from semigroups 49
=
n∑
i=1
m∑
j=1
αiβj1xyi1xzj = (
n∑
i=1
αi1xyi)(
m∑
i=1
βj1xzj ) = κx(a)κx(b).
For equality (∗∗) we used (3.2). Hence κx is multiplicative. Next we show that κx
preserves the adjoint. Again, suppose a ∈ span{1x : x ∈ S} and expressed by a =∑n
i=1 αi1yi , then
κx(a
∗) = κx((
n∑
i=1
αi1yi)
∗) = κx(
n∑
i=1
αi1yi)
=
n∑
i=1
αi1xyi = (
n∑
i=1
αi1xyi)
∗ = κx(a)∗.
Thus we know that κx preserves the adjoint. Lastly we check that κx is bounded.
Suppose that a ∈ span{1x : x ∈ S} such that ‖a‖∞ ≤ 1 and write a =
∑n
i=1 αi1yi where
we assume that 1yi 6= 1yj whenever i 6= j. Notice that ‖a‖∞ = max{αi : 1 ≤ i ≤ n} and
that by the cancellation property of S we have 1xyi 6= 1xyj whenever i 6= j. Then the
calculation
‖κx(a)‖∞ = ‖κx(
n∑
i=1
αi1yi)‖∞‖
n∑
i=1
αi1xyi‖∞ = max{αi : 1 ≤ i ≤ n} = ‖a‖∞
shows that κx is bounded with ‖κx‖∞ = 1. Since span{1x : x ∈ S} is a dense ∗-
subalgebra of BS and κx is a bounded ∗-homomorphism on span{1x : x ∈ S}, we can
extend κx to a ∗-endomorphism on BS .
We have constructed a map
κ : S → End(BS)
with the property that
κy(1x) = 1xy, for all x, y ∈ S.
We will show that the triple
(BS , S, κ)
is a lattice semigroup C∗-dynamical system. We know that BS is seperable and unital.
Suppose that x, y, z ∈ S, then
κxy(1z) = 1xyz = κx(1yz) = κx(κy(1z)) = (κxκy)(1z)
and letting e denote the identity of S,
κe(1x) = 1ex = 1x
Hence κxy = κxκy, for all x, y ∈ S and κe = idBS . This shows us that (BS , S, κ) is a
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semigroup C∗-dynamical system. To see that κ respects the lattice structure suppose
that x, y ∈ S, then
κx(1e)κy(1e) = 1xe1ye = 1x1y = 1x∨y = κx∨y(1e).
Thus κ satisfies condition ii) of 3.4. Next we check that κx(BS) is an ideal of BS , for
all x ∈ S. Suppose that x, y, z ∈ S then
1yκx(1z) = 1y1xz = 1y∨xz = 1x(x−1y∨z) = κx(1x−1y∨z).
Since the elements 1z, for z ∈ S generate BS , this show that
aκx(b) ∈ BS ,
for all a, b ∈ BS . Since κx is a ∗-endomorphism we know that κx(BS) is closed. Thus
κx(BS) is an ideal of BS , for all x ∈ S, so condition i) of 3.4 is satisfied. Hence we have
proven that
(BS , S, κ)
is a lattice semigroup C∗-dynamical system.
This dynamical system has a covariat representation given by the pair (pi, V ), where
pi : BS → B(l2(S)) is the representation of BS on l2(S), sending the generators, 1x for
x ∈ S, to the corresponding multiplication operators on l2(S) given by
pi(1x)(f) = 1xf for all f ∈ l2(S), x ∈ S,
and V : S → B(l2(S)) is a map giving isometries on l2(S), which is multiplicative with
respect to the semigroup structure of S, defined on basis elements by
Vxy = xy
for all x, y ∈ S. Then
V ∗x y =
x−1y if y ∈ xS0 otherwise
and
pi(1x)y =
y if y ∈ xS0 otherwise,
for all x, y ∈ S.
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The following calculation shows that the covariance relation is satisfied by the pair
(pi, V ): Suppose that x, y, z ∈ S, then
pi(κx(1y))z = pi(1xy)z =
z if z ∈ xyS0 otherwise
and
Vxpi(1y)V
∗
x z =
Vxpi(1y)x−1z if z ∈ xS0 otherwise =
z if z ∈ xS ∧ x−1z ∈ yS0 otherwise .
Given x, y, z ∈ S, we have the equivalence
z ∈ xyS ⇐⇒ z ∈ xS ∧ x−1z ∈ yS,
so we may deduce that
pi(κx(1y)) = Vxpi(1y)V
∗
x for x, y ∈ S,
which proves that the covariance relation is satisfied.
The fact that the semigroup C∗-dynamical system (BS , S, κ) has a covariant rep-
resentation means that it also has a universal covariant representation, which we shall
denote by (i, µ), satisfying the properties of proposition 3.5.
By the universality of (i, µ), there is also a homomorphism
pi o V : BS oκ S → C∗(pi, V ) ⊂ B(l2(S)),
satisfying
pi o V ◦ i = pi and pi o V ◦ µ = V
According to [5][Cor.3.8] the representation pi o V is faithful.
In order to use the abelian lattice ordered semigroups to create spectral triples, we
need the additional structure of strict scales which were defined in 3.7. Consider a pair
(S,N)
consisting of an abelian lattice ordered semigroup, S, and a strict scale N : S → R∗+,
satisfying the condition that for each α ∈ [1,∞), the collection
{x ∈ S : N(x) ≤ α}, (4.3)
is finite.
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Similarly to the case of the Bost-Connes system, we let |D| : l2(S)→ l2(S) be the
densely defined operator, given by its action on basis elements as
|D|x = log(N(x))x (4.4)
on the subspace
Dom(|D|) = {
∑
x∈S
cxx :
∑
x∈S
|cx|2 <∞,
∑
x∈S
(log(N(x)))2|cx|2 <∞}.
This subspace is dense in l2(S), since it contains the subspace
span{x : x ∈ S},
which is a dense subspace.
We have the following proposition, generalising lemma 3.11.
Proposition 4.1. The operator |D| defines a Dirac operator on l2(S), i.e, |D| is densely
defined, self-adjoint and has compact resolvent, meaning that (I + |D|2) has a positive,
bounded inverse and (I + |D|2)− 12 is compact.
Proof. We have already noted that |D| is densely defined. To show self-adjointness we
again employ proposition A.1 from the appendix, and show that the operators |D| ± iI,
are surjective.
Given f ∈ l2(S), write f =∑x∈S dxx where ∑x∈S |dx|2 <∞. For x ∈ S set
cx,± =
dx
log(N(x))± i ,
then
|cx,±| = |dx|√
(log(N(x))2 + 1
,
therefore ∑
x∈S
|cx,±|2 =
∑
x∈S
|dx|2
(log(N(x)))2 + 1
≤
∑
x∈S
|dx|2 <∞
and ∑
x∈S
(log(N(x)))2|cx,±|2 =
∑
x∈S
(log(N(x)))2|dx|2
(log(N(x)))2 + 1
≤
∑
x∈S
|dx|2 <∞.
Hence, letting g± =
∑
x∈S cx,±x, we have defined two elements in Dom(|D|),
satisfying the relation,
(|D| ± iI)g± = (|D| ± iI)
∑
x∈S
cx,±x =
∑
x∈S
dx(log(N(x))± i)
log(N(x)) + i
x = f,
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from which we may conclude that the operators (|D| ± iI), are surjective which in turn
shows that |D| is self-adjoint.
Next we will show that (I + |D|2) has a bounded and positive inverse. Define an
operator
Q : span{x : x ∈ S} → l2(S)
by
Qx =
1
1 + (log(N(x)))2
x
for x ∈ S. It is clear that Q extends to a bounded operator on l2(S), and since
Q(I + |D|2)x = (I + |D|2)Qx = x
for x ∈ S, we see that Q is the bounded inverse of (I + |D|2) that we sought. The fact
that Q is diagonal with repsect to the basis, {x : x ∈ S}, and has positive, real diagonal
diagonal elements, implies that Q is positive. On the basis elements we have
(I + |D|2)− 12 x = Q− 12 x = 1√
1 + (log(N(x)))2
x.
Lastly we show that (I + |D|2)− 12 is compact. Because of assumption 4.3, we may
proceed similarly as in lemma 3.11. For each n ∈ N, define Pn : l2(S)→ l2(S), to be the
projection onto the finite subspace
Wn = span{x : x ∈ S,N(x) < n}.
We aim to show that
Pn(I + |D|2)− 12 → (I + |D|2)− 12 as n→∞,
demonstrating that we may approximate (I+ |D|2)− 12 by finite rank operators, and thus
proving compactness.
Given  > 0, let N ∈ N be such that N > e 1−1. Suppose that n ≥ N and
that f ∈ l2(S), with ‖f‖ ≤ 1. Write f = ∑x∈S cxx for a collection {cx}x∈S , with∑
x∈S |cx|2 ≤ 1, then
‖((1 + |D|2)− 12 − Pn(1 + |D|2)− 12 )f‖2 = ‖
∑
x∈S\Wn
cx√
1 + (log(N(x)))2
x‖
=
∑
x∈S\Wn
|cx|2
1 + (log(N(x)))2
≤ 1
1 + (log(N))2
∑
x∈S
|cx|2 ≤ 1
1 + (log(N))2
< .
Chapter 3. Spectral triples from semigroups 54
Thus we have that
‖(I + |D|2)− 12 − Pn(I + |D|2)− 12 ‖ < 
for all n ≥ N . This concludes the proof.
Using the scale N in the pair (S,N) proposition 3.8 tells us that we get an induced
strongly continous one-parameter group of automorphisms {σNt : t ∈ R} on the crossed
product BS o S, specified by its action on monomials by
σNt (µxµ
∗
y) = N(xy
−1)itµxµ∗y
for all x, y ∈ S and t ∈ R.
This allows us to attach to a pair (S,N) where S is a lattice semigroup and N
satisfies 4.3, the quantum statistical mechanical system (BS oκ S, σN ).
Next we will show that the pair (pio V, |D|), consisting of a faithful representation
of BS oκ S on l2(S) and a Dirac operator, satisfies the covariance relation 2.1, with |D|
as the Hamiltonian.
Suppose that x, y ∈ S and t ∈ R, then
(pi o V )(σNt (µx))y = N(x)itVxy = N(x)itxy,
and
eit|D|(pi o V )(µx)e−it|D|y = e−itlog(N(y))eit|D|Vxy
= N(y)−iteit|D|xy = N(y)−itN(xy)itxy
= N(x)itxy.
. This suffices to show that
(pi o V )(σNt (a)) = eit|D|(pi o V )(a)e−it|D|,
for t ∈ R and a ∈ BS oκ S.
The spectral triple
Now we have all the ingredients needed in order to construct a spectral triple from a
pair (S,N) consisting of a countable abelian lattice ordered semigroup S, together with
a scale N : S → R, satifying condition 4.3.
Define a ∗-algebra by
(BS oκ S)alg = span{µxµ∗y : x, y ∈ S},
Chapter 3. Spectral triples from semigroups 55
then we have the following theorem:
Theorem 4.2. The data ((BS oκ S)alg, l2(S), |D|) consisting of a *-algebra
(BS oκ S)alg taken together with the faithful representation, pi o V into B(l2(S)), and
the Dirac operator |D|, defines a spectral triple.
Proof. What remains in the proof of this theorem, is to show the boundedness of the
commutators
[|D|, (pi o V )(a)] = |D|(pi o V )(a)− (pi o V )(a)|D|
for a ∈ BSoκS. It suffices to do this for the monomials µxµ∗y for x, y ∈ S, since BSoκS
is the linear span of these.
Suppose x, y, z ∈ S, then
[|D|, (pi o V )(µxµ∗y)]z = (|D|(pi o V )(µxµ∗y)− (pi o V )(µxµ∗y)|D|)z
= (|D|VxV ∗y − VxV ∗y |D|)z = |D|VxV ∗y z − VxV ∗y |D|z
=
(log(N(xy−1z))− log(N(z))xy−1z if z ∈ yS0 otherwise
=
log(N(xy−1)xy−1z if z ∈ yS0 otherwise
= log(N(xy−1))VxV ∗y z.
Hence we see that
[|D|, (pi o V )(µxµ∗y)] = log(N(xy−1))(pi o V )(µxµ∗y)
From which boundedness follows.
Gradings
Now that we have established a spectral triple, associated to each pair (S,N) consisting
of a countable abelian lattice ordered semigroup S and a scale N of the semigroup, we
would like to know if there are interesting sign operators compatible with the spectral
triple, and which of these sign operators might yield gradings for the spectral triple.
Different possibilities for sign operators will be investigated in section 3.2. For now we
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shall give a proposition that serves to prohibit the possibility for gradings when a sign
operator, compatible with the Dirac operator |DS |, is diagonal with respect to the basis
{x : x ∈ S}. Here is a lemme that generalises 3.19.
Lemma 4.3. Suppose that S is a countable abelian lattice ordered semigroup, and that
T : l2(S) → l2(S) is a bounded operator such that [T, a] = 0 for a ∈ BalgS , then T is
diagonal with respect to the basis {x : x ∈ S} for l2(S).
Proof. Given x ∈ S, let {cxy}y∈S be a collection of complex numbers such that∑
y∈S
|cxy |2 <∞ and Tx =
∑
y∈S
cxyy.
Since [T, a] = 0 for a ∈ BS , we see that for each y ∈ S, Tµyµ∗y = µyµ∗yT .
In particular,
Tµxµxx =
∑
y∈S
cxyy,
and
µxµ
∗
xTx = µxµ
∗
x
∑
z∈S
cxzz =
∑
z∈S,x≤z
cxzz,
hence ∑
z∈S
cxzz =
∑
z∈S,x≤z
cxzz.
This means that cxz = 0 for z ∈ S with x  z.
Now suppose that z ∈ S with z > x, then z  x, so
Tµzµ
∗
zx = 0
and
µzµ
∗
zTx = µzµz
∑
y∈S
cxyy =
∑
y∈S,z≤y
cxyy,
hence ∑
y∈S,z≤y
cxyy = 0.
Therefore cxy = 0 for y ∈ S with y ≥ z. In particular cxz = 0. Thus
Tx = c
x
xx
for x ∈ S, showing the diagonality of T.
Next we generalise corollary 3.20. This Corollary will aid us in determining whether
or not a sign operator F for |DS |, compatible with (S,N) in the sense that ((BS oκS
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S)alg, l2(S), F |DS |) defines a spectral triple, ordinary or of type III, will admit a grading,
giving an even structure for spectral triple ((BS oκS S)alg, l2(S), D) resulting from the
Dirac operator D = F |DS |.
Corollary 4.4. Let S be an infinite countable abelian lattice ordered semigroup. If D
is a Dirac operator on l2(S) with span{x : x ∈ S} ⊂ Dom(D) such that
(BS oκS S, l2(S), D) constitutes a spectral triple, possibly of type III, and D is diagonal
with respect to the basis {x : x ∈ S}, then there does not exist a grading for
(BS oκS S, l2(S), D) giving an even structure.
Proof. Suppose that γ : l2(S) → l2(S) is a bounded operator such that [γ, a] = 0 for
a ∈ S and Dγ = −γD. The previous lemma tells us that γ must be diagonal with
respect to the basis {x : x ∈ S} for l2(S). This means that we may write
γx = cxx
where cx ∈ C, for each x ∈ S.
Due to the fact that D has compact resolvent, we know that D must be non-zero
lest I be compact, hence there must exist x ∈ S such that Dx = dxx where dx 6= 0.
The anticommutation gives us
cxdxx = Dγx = −γDx = −cxdx,
hence cx = 0. In particular this implies that γ
2 6= I. Thus there is no grading, giving
an even structure for the spectral triple.
Functor-like properties
Now that we have created a correspondence, taking pairs (S,N) consisting of countable
abelian lattice ordered semigroups and scales of these, to spectral triples, we would like
to investigate the possibility of transforming a morphism
(S,N)
φ−→ (P,M)
between two such pairs, to a suitable morphism between the correponding spectral triples
((BS oκS S)
alg, l2(S), |DS |) φ˜−→ ((BP oκP P )alg, l2(P ), |DP |).
By a morphism
(S,N)
φ−→ (P,M)
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between pairs (S,N) and (P,M), we shall mean a semigroup homomorphism φ : S → P ,
satisfying the following conditions:
N = M ◦ φ
and
φ(x ∨ y) = φ(x) ∨ φ(y),
for all x, y ∈ S.
First we shall show that a map satisfying these conditions may be used to construct
an equivariant map
(BS oκS S, σ
N )
φ˜−→ (BP oκP P, σM ),
between corresponding quantum statistical mechanical system, where equivariant means
that
φ˜(σNt (a)) = σ
M
t (φ˜(a))
for a ∈ BS oκS S and t ∈ R.
Denote by (i, µ) and (j, ν), the universal pairs of the semigroup-dynamical systems
(BS , S, κS) and (BP , P, κP ) respectively. Define a map U : S → B(l2(P )) by
Ux = νφ(x),
for all x ∈ S.
Suppose that x, y ∈ S, then by the relations of propostion 3.5 we obtain
UxU
∗
xUyU
∗
y = νφ(x)ν
∗
φ(x)νφ(y)ν
∗
φ(y)
= νφ(x)∨φ(y)ν∗φ(x)∨φ(y) = νφ(x∨y)ν
∗
φ(x∨y)
= Ux∨yU∗x∨y
Hence U satisfies the covariance relation for isometric representations of S as defined in
[5]. By proposition 2.3 of [5][p.423], there is a representation piU : BS → B(l2(P )) such
that piU (1x) = UxU
∗
x for x ∈ S and the pair (piU , U) is covariant for (BS , S, κS).
By the universality of the pair (i, µ), there is a homomorphism
piU o U : BS oκS S → B(l2(P ))
such that
(piU o U) ◦ i = pi and (piU o U) ◦ µ = U.
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Suppose that x, y ∈ S, then
(piU o U)(µxµ∗y) = (piU o U)(µx)(piU o U)(µy)∗ = νφ(x)ν∗φ(y) ∈ (BP oκP P )alg.
Hence it is apparent that
(piU o U)((BS oκS S)
alg) ⊂ (BP oκP P )alg,
and since piU o U is continous we also get the inclusion
(piU o U)((BS oκS S)) ⊂ (BP oκP P ).
Using the last inclusion we restrict the range of piU o U to BP oκP P so that
piU o U : BS oκS S → BP oκP P.
Finally we rid ourselves of the cumbersome notation of the map piU o U by setting
φ˜ := piU o U.
Now we wish to show that φ˜ is an equivariant map between the quantum statistical
mechanical systems (BS oκS S, σN ) and (BP oκP P, σM ). Suppose that x, y ∈ S and
t ∈ R, then
φ˜(σNt (µxµ
∗
y)) = φ˜(N(xy
−1)itµxµ∗y) = N(xy
−1)itφ˜(µxµ∗y)
(∗)
= ((M ◦ φ)(xy−1))itνφ(x)ν∗φ(y) = M(φ(x)φ(y)−1)itνφ(x)ν∗φ(y)
= σMt (νφ(x)ν
∗
φ(y)) = σ
M
t (φ˜(µxµ
∗
y))
where the equality (∗) comes from the fact that N = M ◦ φ. Since this is true for
arbitrary x, y ∈ S, we see that
φ˜(σNt (a)) = σ
M
t (φ˜(a)),
for all a ∈ BS oκS S. Hence φ˜ is an equivariant map.
Next restrict the range and domain of φ˜ such that
φ˜ : (BS oκS S)
alg → (BP oκP P )alg.
Chapter 3. Spectral triples from semigroups 60
This can be done since
φ˜((BS oκS S
alg) ⊂ (BP oκP P )alg.
We wish to prove that
[|D|P , φ˜(a)] = φ˜([|D|S , a]), for all a ∈ (BS oκS S)alg. (4.5)
Suppose that x, y ∈ S, then
[|D|P , φ˜(µxµ∗y)] = [|D|P , νφ(x)ν∗φ(y)] = log(M(φ(x)φ(y)−1))νφ(x)ν∗φ(y)
log(M(φ(xy−1)))φ˜(µxµ∗y) = log(N(xy
−1))φ˜(µxµ∗y)
φ˜(log(N(xy−1))µxµ∗y) = φ˜([|D|S , µxµ−1y ]).
Since this is true for arbitrary x, y ∈ S, we see that (4.5) is proven. The next proposition
show the functorial property.
Proposition 4.5. Suppose that (S,N)
φ−→ (P,M) ψ−→ (Q,K) is a sequence of pairs
consisting of lattice semigroups with scales and morphisms between them, and let id be
the identity morphism on (S,N). Then
i) ψ˜φ = φ˜ψ˜, and
ii) i˜d = idBSoκSS
Proof. i) Suppose that x, y ∈ S, then
φ˜ψ(µxµ
∗
y) = µ(φψ)(x)µ
∗
(φψ)(y) = µφ(ψ(x))µ
∗
φ(ψ(x)) = φ˜(µψ(x)µ
∗
ψ(y)) = φ˜ψ˜(µxµ
∗
y).
Since this holds for arbitrary x, y ∈ we see that φ˜ψ = φ˜ψ˜.
ii) Suppose that x, y ∈ S then
i˜d(µxµ
∗
y) = µid(x)µ
∗
id(y) = µxµ
∗
y.
Again, since this holds for all x, y ∈ S this shows that i˜d = idBSoκSS .
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4.2 Type III σ-spectral triples from semigroups
Sign operators from the dual group
In this section we will use particular elements of the dual to the Groethendieck group of
S, in order to construct sign operators compatible with the Dirac operator |DS |. These
sign operators will allow us to construct type III σ-spectral triples. To do so we must
also produce automorphisms, twisting the commutators. We will begin by constructing
the relevant sign operators.
Consider the semigroup C∗-dynamical system (BS , S, κ), with universal covariant
representation (i, µ). Recall from section 3.1.3 that we have an action of automorphisms
κˆS : Ĝ(S)→ Aut(BS oκS S),
on BS oκS S.
Suppose that γ ∈ Ĝ(S) with γ2 = 1 and define an operator Fγ : l2(S) → l2(S) by
its action on basis elements, as
Fγx = γ(x)x,
for all x ∈ S.
Then Fγ is a bounded operator satisfying F
2
γ = I, and because it is diagonal
with respect to the basis {x : x ∈ S} with real diagonal elements, it is self-adjoint.
Furthermore, since |DS |, which was defined 4.4, is diagonal with respect to the same
basis, we see that Fγ and |DS | must commute. Hence Fγ is a sign operator for the
positive Dirac operator |DS |. A very similar argument to the one used in the proof of
proposition 3.10, will show that the operator DS,γ := Fγ |DS | is self-adjoint, and since
D2S,γ = |DS |2, it also has compact resolvent, hence DS,γ is a Dirac operator. This sets
the stage for the following proposition:
Proposition 4.6. Given γ ∈ Ĝ(S) with γ2 = 1. The data ((BS oκS S)alg, l2(S), DSγ)
defines a type III σ-spectral triple with respect to the gauge automorphism, κˆSγ.
Proof. Since we know that DS,γ is a Dirac operator, what remains of the proof is to show
that the automorpism κˆSγ preserves (BS oκS S)alg, and that the twisted commutators
[DS,γ , (pi o V )(a)]κSγ = DS,γ(pi o V )(a)− (pi o V )(κˆS,γ(a))DS,γ ,
with a ∈ (BoκS S)alg, are bounded.
If x, y ∈ S, then
κˆSγ(µxµ
∗
y) = γ(xy
−1)µxµ∗y
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hence κˆSγ((BoκS S)alg) = (BoκS S)alg, so κˆSγ restricts properly.
It suffices to check boundedness of the twisted commutators for monomials. Sup-
pose that x, y, z ∈ S, then
[DS,γ , (pi o V )(µxµ∗y)]κSγ z = (DS,γ(pi o V )(µxµ
∗
y)− (pi o V )(κSγ(µxµ∗y))DS,γ)z
= (DS,γ(pioV )(µxµ∗y)−γ(xy−1)(pioV )(µxµ∗y)DS,γ)z = DS,γVxV ∗y z−γ(xy−1)VxV ∗y DS,γz
=
(γ(xy−1z)log(N(xy−1z))− γ(z)log(N(z))xy−1z if z ∈ yS0 otherwise
=
γ(xy−1z)(log(N(xy−1z))− log(N(z)))xy−1z if z ∈ yS0 otherwise
=
γ(xy−1z)log(N(xy−1))xy−1z if z ∈ yS0 otherwise
= log(N(xy−1))FγVxV ∗y z = log(N(xy
−1))Fγ(pi o V )(µxµ∗y)z.
This show that
[DS,γ , (pi o V )(µxµ∗y)]κSγ = log(N(xy
−1))Fγ(pi o V )(µxµy),
and therefore that the twisted commutator is bounded.
Remark 4.7. Given γ ∈ Ĝ(S) with γ2 = 1, notice that the Dirac operator
DS,γ = Fγ |DS |,
is still diagonal with respect to the basis {x : x ∈ S}.
This will prohibit any grading, giving an even structure, for the type III σ-spectral
triple
((BS oκS S)
alg, l2(S), DS,γ).
Automorphisms of semigroups
Here we will explore the possibility of using automorphisms of the semigroup S, in order
to generate type III σ-spectral triples.
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Consider a pair (S,N), where S is abelian, countable and lattice ordered and N is
a scale for S. Now suppose that
φ : (S,N)→ (S,N)
is an automorphism of (S,N) such that φ2 = idS .
Since φ is an automorphism, it has the property that
N(φ(x)) = N(x)
for x ∈ S.
To construct a type III σ-spectral triple from the automorphisms φ, we start by
defining a sign operator Fφ : l
2(S)→ l2(S) by its action on basis elements, as
Fφx = φ(x) with x ∈ S.
To show that Fφ is a sign operator, we need to check that the following relations are
satisfied:
i) F 2φ = I
ii) F ∗φ = Fφ
iii) [Fφ, |DS |] = 0
We check these properties in the order established above. Assume throughout, that
x, y ∈ S.
i)
F 2φx = φ(φ(x)) = x,
therefore F 2φ = I.
ii)
(Fφx, y) =
1 if φ(x) = y0 otherwise =
1 if φ(y) = x0 otherwise = (x, Fφy),
thus F ∗φ = Fφ.
iii)
[Fφ, |DS |]x = (Fφ|DS | − |DS |Fφ)x = Fφ|DS |x − |DS |Fφx
= log(N(x))Fφx − |DS |φ(x) = log(N(x))φ(x) − log(N(φ(x)))φ(x) = 0,
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hence [Fφ, |DS |] = 0.
Now set
DφS := Fφ|DS |.
This map will act as our Dirac operator. Since Fφ and |DS | are self-adjoint and com-
mute, it is clear that DφS must be self-adjoint, and the identity (D
φ
S)
2 = (Fφ|DS |)2 =
F 2φ |DS |2 = |DS |2, ensure that DφS has compact resolvent.
Next, we need to construct a ∗-automorphism of (BS oκS S)alg, that will serve
to twist the commutators arising from the spectral triple. Since φ : (S,N) → (S,N) is
an automorphism, the corresponding map
φ˜ : BS oκS S → BS oκS S,
constructed in section [], is a ∗-automorphism, acting on the isometries µx, µ∗x with
x ∈ S, by
φ˜(µx) = µφ(x) and φ˜(µ
∗
x) = µ
∗
φ(x).
It is clear that φ˜ restricts to a ∗-automorphism of (BS oκS S)alg.
With these maps at hand, we are now in a position to formulate the next proposi-
tion.
Proposition 4.8. The data (BSoκS S, l2(S), D
φ
S) constitutes a type III σ-spectral triple,
with respect to the ∗-automorphism φ˜ of (BS oκS S)alg.
Proof. Once again, it suffices to show that the twisted commutators
[DφS , (pi o V )(µxµy)]φ˜ = D
φ
S(pi o V )(µxµ
∗
y)− (pi o V )(φ˜(µxµ∗y))DφS
are bounded, for x, y ∈ S.
Suppose that z ∈ S, then
[DφS , (pi o V )(µxµy)]φ˜z = (D
φ
S(pi o V )(µxµ
∗
y)− (pi o V )(φ˜(µxµ∗y))DφS)z
= (DSVxV
∗
y − ((pi o V )(µφ(x)µ∗φ(y))DφS)z = (DφSVxV ∗y − Vφ(x)V ∗φ(y)DφS)z
= DφSVxV
∗
y z − log(N(z))Vφ(x)V ∗φ(y)φ(z)
=
log(N(xy−1z))φ(xy−1z) − log(N(z))φ(x)φ(y)−1φ(z) if y ≤ z0 otherwise
= log(N(xy−1))FφVφVφz = log(N(xy−1))Fφ(pi o V )(µxµ∗y)z.
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This shows that
[DφS , (pi o V )(µxµy)]φ˜ = log(N(xy
−1))Fφ(pi o V )(µxµ∗y),
and hence that the twisted commutators are bounded.
Remark 4.9. Notice that if the scale N for S is injective, then the only automorphism
φ : (S,N)→ (S,N), is the identity of S. Thus in order to get interesting sign operators
from automorphisms of the pair (S,N), N cannot be injective.
4.2.1 Concluding Remarks
We see that there is much interesting to be said about type III sigma-spectral triples
contructed from lattice ordered semigroup. It would be interesting to find out if the
same techniques would work on quasi-lattice ordered semigroup. In particular it would
be interesting to see if such a spectral triple construction from quasilattice ordered groups
would allow for gradings.
Appendix A
Unbounded operators
An operator on a hilbert space H is a linear map
T : D(T )→ H
where D(T ) is a dense subspace of H.
Proposition A.1. For a densely defined, symmetric operator S on a Hilbert space H
the following are equivalent:
(i) S is self-adjoint.
(ii) S ± iI are both surjective operators.
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