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Abstract 
 
Computationally efficient classification system architecture is proposed.  It utilizes fast tensor-
vector multiplication algorithm [1] to apply linear operators upon input signals. The approach is 
applicable to wide variety of recognition system architectures ranging from single stage matched 
filter bank classifiers to complex neural networks with multiple layers [2]. 
 
Introduction 
 
Any signal recognition method requires forming a current observation vector x

 from a 
continuous information flow, comparing its distances to vectors from a set of templates кr

, ( k
2 
 
=1,2,.. K), and finally attributing the vector x

 to the closest template vector (Fig. 1) [3-6]. 
 
Fig 1. Signal detection and classification in recognition systems. Left – continuous-in-time input 
signal, right - detected and recognized signal. Numbers on the figure correspond to the numbers 
of templates present in the input signal and detected and classified by a recognition system. 
The distance from the observed signal to the template к is: 
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Here m is an observation and template vector length. We assume that all observation and 
template vectors are normalized so that: 1
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is called the cross-correlation coefficient [4]. The greater the value of kc , the closer the vector x

 
is to the template кr

. A set of correlations kc , ( k =1,2,.. K), is called the correlation vector. 
According to (2), it can be represented by the product of the template matrix and the observation 
vector: 
  'xRc

                   (3) 
The dimensions of the matrix ][R  are Km  since its rows are template vectors of length K. 
Training the recognition system involves forming the set of template vectors kr

 corresponding to 
3 
 
the classes of objects to be recognized. The training process is independent of the recognition 
algorithm. 
The effectiveness of an object recognition system is determined by the resources required to 
compute the correlation vector c

 for each new observation vector 
nx

 obtained by shifting the 
preceding vector 
1nx

 by one position, such that 
      ,
...
...
1
2
2
1
1






























m
m
m
n
a
a
a
a
a
a
x

      ,
...
...
1
1
4
3
2





























m
m
m
n
a
a
a
a
a
a
x

      
...
...
2
1
5
4
3
1






























m
m
m
n
a
a
a
a
a
a
x

          (4)  
 
 
Direct method of calculation of correlations 
 
The direct method of calculation of correlations [7] according to formula (3) requires m-1 
addition and m multiplication operations to calculate one correlation coefficient kc . In the direct 
method for every new vector 
nx

  it is necessary to perform a complete calculation of the matrix 
by a vector product, so the number of additions and multiplications required to obtain each 
subsequent correlation vector nc

 is: 
mKMM  *                  (5) 
In some cases template matrices can be converted to the Tensor Train [8] format reducing the 
number of elementary operations in the matrix-vector multiplications by about 7 times [2]. 
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Correlation calculation using the Dourbal algorithm 
 
The Dourbal algorithm [1] is a method for the automatic synthesis of fast linear transformation 
algorithms for rapid matrix by vector or tensor by vector products. This algorithm allows for 
significant reductions in computational complexity and therefore decreases the computational 
resources required to obtain a correlation vector c

 in the direct method of correlation 
computation as well as in the Viterbi and other methods based on dynamic programming. The 
efficiency of the algorithms for correlation calculation automatically synthesized with the 
Dourbal method is defined by the number of significant figures after the decimal point in 
components of the template vectors forming the correlation matrix   mKR ,  elements. Figure 2 
shows the relationship between the number of elementary operations of multiplication and 
addition required to multiply the matrix   mKR ,  by the vector x

 and the size of the matrix   mKR ,  
for the standard method and for the Dourbal algorithm. The curves on figure 2 correspond to the 
number of significant figures in the representation of the matrix   mKR , . Here it must be 
mentioned that in recognition systems the number of significant figures is usually limited and 
usually doesn’t exceed three [9]. 
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Figure 2. Dependence of the number of elementary operations to multiply matrix   mKR ,  by  
vector x

 on mKP  . (A) - products, (B) – additions. 
 
A) B) 
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Calculation of correlations for a continuous signal 
 
Usually in signal recognition tasks the template or correlation matrix   mKR ,  is not changing. 
Meanwhile, every new observation vector x

 differs from a previous observation vector by one 
position (4) [10]. In those cases, for some types of template waveforms, the Viterbi algorithm or 
its modifications are utilized. They make it possible to decrease the dimension m of the matrix 
  mKR , . In the Viterbi algorithm, with the arrival of each new sample of the input signal, 
intermediate vectors are calculated. Later those vectors are used to obtain correlation vectors c

 
[9-10]. Accordingly, the Viterbi algorithm makes it possible to reduce the number of addition 
and multiplication operations required to calculate a correlation vector c

 to: 
PMM v  * ,                  (6) 
where 1v . In [11] it was shown that for a continuous input signal, the number of 
multiplication operations can't be decreased by a factor of more than 2, and the number of 
additions remains practically unchanged: 
 
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It is known that the Viterbi algorithm is applicable only for Markovian processes of the first 
order [9,10]. Meanwhile, the Dourbal algorithm is independent of the form of the statistical 
distribution function of a stochastic process. 
 
Calculation of correlations for a continuous signal using the Dourbal algorithm 
 
The Dourbal algorithm stores and uses the intermediate results of all elementary summation and 
multiplication operations. Therefore, for a continuous input signal, where each new observation 
vector is obtained by shifting the previous vector by one position (4), the numbers of elementary 
summation and multiplication operations required to calculate a subsequent correlation vector 
drop significantly. Fig. 3 shows the numbers of elementary multiplication and summation 
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operations required for calculation of one correlation vector for a continuous input signal as a 
function of the matrix   mKR ,  size mKP  .  
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Figure 3. Dependence of the number of elementary operations for correlation vector calculation 
obtained by multiplication of matrix   mKR ,  by a vector x

 as a function of the matrix size 
mKP   for a continuous input signal. (A) - products, (B) – additions. 
 
References 
 
[1]. Pavel Dourbal. Synthesis of fast multiplication algorithms for arbitrary tensors. 
arXiv:1602.07008 
[2].  Alexander Novikov, Dmitry Podoprikhin, Anton Osokin, Dmitry Vetrov. Tensorizing 
Neural Networks.  
arXiv:1509.06569 
[3]. Jain, Anil.K.; Duin, Robert.P.W.; Mao, Jianchang (2000). "Statistical pattern recognition: a 
review". IEEE Transactions on Pattern Analysis and Machine Intelligence 22 (1): 4–37. 
doi:10.1109/34.824819 
[4]. Fomin, Y. A. Object recognition: theory and applications. — 2-nd ed. — M.: FAZIS, 2012. 
— 429 pages. — ISBN 978-5-7036-0130-4. 
A) B) 
7 
 
[5]. Fomin Y. A., Tarlovskiy G. R. Statistical theory of object recognition. — M.: Radio and 
Communications, 1986. — 624 pages. 
[6]. Timothy J O'Shea, Johnathan Corgan. Convolutional Radio Modulation Recognition 
Networks. arXiv:1602.04105 
[7]. Hazewinkel, Michiel, ed. (2001), "Correlation (in statistics)", Encyclopedia of Mathematics, 
Springer, ISBN 978-1-55608-010-4. 
[8] I. V. Oseledets, “Tensor-Train decomposition,” SIAM J. Scientific Computing, vol. 33, no. 5, 
pp. 2295–2317, 2011. 
[9] Paul Dourbal. ARTM Telemetry Waveforms Demodulator Analysis. ITC/USA 2012 
Proceedings (Oct. 2012), 12-20-02. 
[10]. Paul Dourbal, Yuriy Bouglo, Val Fleyshman, Robert Mayer, Jerry Okoro, Boris Shikhalev. 
“High Data Rate ARTM Tier II Telemetry Waveform Receiver Analysis and Design”, ITC/USA 
2010 Proceedings (Oct. 2010), 10-04-06. 
 
 
