Abstract AFDX (Avionics Full Duplex Switched Ethernet) standardized as ARINC 664 is a major upgrade for avionics systems. The mandatory certification implies a worst-case delay analysis of all the flows transmitted on the AFDX network. Up to now, this analysis is done thanks to a tool based on a Network Calculus approach. The more recent Trajectory approach has been proposed for the computation of worst-case response time in distributed systems. It has been shown that the worst-case delay analysis of an AFDX network can be improved using an optimized Trajectory approach. This paper extends this optimized approach with the integration of static priority QoS policies. This extension makes possible to compute the bounds needed for deterministic avionics flows (high priority) when (lower priority) non avionics flows are added. Moreover, the paper provides an analysis of the pessimism of the obtained bounds.
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Introduction
Designing and manufacturing new civilian aircraft has lead to an increase of the number of embedded systems and functions. The AFDX (ARINC-664 2002 (ARINC-664 -2005 brings an answer by multiplexing a huge amount of communication flows over a full duplex switched Ethernet network. It has become the reference communication technology in the context of civilian avionics and provides a backbone network for the avionics platform.
Full duplex switched Ethernet eliminates the inherent indeterminism of vintage (CSMA-CD) Ethernet. Nevertheless, it shifts the indeterminism problem to the switch level where various flows can enter in competition for sharing output ports of a given switch.
Main AFDX specific assumptions deal with the static definition of avionics flows which are described as multicast links. All the flows are asynchronous, but have to respect a bandwidth envelope (burst and rate) at network ingress point. Each flow is statically mapped on the network of interconnected AFDX switches. These specific assumptions allow end-to-end delay analysis of each flow of a given avionics configuration mapped on a given network of interconnected AFDX switches.
For a given flow, the end-to-end communication delay of a packet is the sum of transmission delays on links and latencies in switches. As the links are full duplex there is no packet collision on links. The transmission delay only depends on the transmission rate and on the packet length. But, the latency in switches is highly variable because of the confluence of asynchronous flows, which compete on each switch output port (according to servicing policy). Therefore, it is necessary to analyze precisely the latency in every switch output port in order to determine upper bounds on end-to-end delay and jitter of each flow (Jasperneite et al. 2002; Bauer et al. 2009 Bauer et al. , 2010a Charara et al. 2006) .
Previous work has been devoted to the worst case analysis of end-to-end delays on an AFDX network.
For certification reasons, a first tool, based on the Network Calculus theory, has been proposed for the computation of an upper bound for the end-to-end delay of each flow (Grieu 2004; Itier 2007) . This approach models the traffic on the AFDX network as a set of sporadic flows with no QoS classes differentiation. The input flows and the output ports are respectively modeled with traffic envelopes and service curves. Since these envelopes and curves are pessimistic, the obtained upper bounds are pessimistic. The Network Calculus approach has been improved in the context of AFDX by adding a grouping technique (flows sharing a common link are serialized and cannot arrive at the same time on a switch) (Frances et al. 2006) .
The model-checking approach presented in Charara et al. (2006) computes the exact worst-case delay of each flow. Unfortunately, it cannot cope with real AFDX configurations, due to the combinatorial explosion problem for large configurations. Nevertheless, it is used in this paper as a reference for exact worst-case computation on an illustrative small configuration.
This paper deals with a third approach (Martin and Minet 2006a) which is based on the Trajectory concept. It identifies for a packet m the busy periods and the packets impacting its end-to-end delay on all the nodes visited by m. Thus, it allows a worstcase delay computation. This approach has been applied (Bauer et al. 2010a (Bauer et al. , 2010b to AFDX in the case of a FIFO output port policy. In this paper, we extend the previous FIFO approach to integrate a fixed priority policy in the Trajectory approach. The aim of this new approach is to provide the bounds needed for a deterministic avionics network with a static priority QoS policy. The idea is to introduce additional non avionics traffic (with lower priority) for improving the use of available QoS AFDX resources.
A first contribution of this paper is to present how existing results for worst case response time of flows scheduled with a combined Fixed Priority (FP) and First In, First Out (FIFO) algorithm (Martin and Minet 2006b ) can be applied to QoS AFDX worst case delay analysis.
A second contribution of this paper deals with the explanation of how the FP/FIFO Trajectory approach can be optimized by introducing the serialization of flows (similar to the grouping technique proposed in the Network Calculus context and integrated in the purely FIFO Trajectory approach) with fixed priorities.
A third contribution of this paper is to provide an analysis of the pessimism of the upper bounds obtained by the optimized Trajectory approach.
The paper is organized as follows. Section 2 shortly introduces the AFDX worst case delay analysis context. In Sect. 3, we explain how the trajectory approach can be employed to analyze end-to-end communication delays on a network with differentiated QoS traffic classes. Section 4 introduces the process used in order to analyze the pessimism of the approach. Section 5 illustrates the approach on a representative part of an AFDX network.
The AFDX network worst case delay analysis
The AFDX is a switched Ethernet network taking into account avionics constraints. An illustrative example is depicted in Fig. 1 . It is composed of five interconnected switches S1 to S5. Each switch has no input buffers on input ports and one FIFO buffer for each output port. The inputs and outputs of the network are called End Systems (e1 to e10 in Fig. 1 ). Each end system is connected to exactly one switch port and each switch port is connected to at most one end system. Links between switches are all full duplex.
The end-to-end avionics traffic characterization is made by the definition of Virtual Links. As standardized by ARINC-664, Virtual Link (VL) is a concept of virtual communication channel. Thus it is possible to statically define all the flows (VL) which enter the network (ARINC-664 2002 (ARINC-664 -2005 .
End systems exchange packets through VLs. Switching a packet from a transmitting to a receiving end system is based on VL. The Virtual Link defines a logical unidirectional connection from one source end system to one or more destination end systems. Coming back to the example in Fig. 1 , vx is a unicast VL with path {e3-S3-S4-e8}, while v6 is a multicast VL with paths {e1-S1-S2-e7} and {e1-S1-S4-e8}.
The routing is statically defined. Only one end system within the avionics network can be the source of one Virtual Link, (i.e. mono transmitter assumption). A VL definition also includes the Bandwidth Allocation Gap (BAG), the minimum and the maximum packet length (s min and s max ). BAG is the minimum delay between two consecutive packets of the associated VL (which actually defines a VL as a sporadic flow).
VL parameters (BAG, s max ) compliance is ensured by a shaping unit at end system level and a traffic policing unit at each switch entry port (specificity of AFDX switches, compared to standard Ethernet switches). The delay incurred by the switching fabric is upper bounded by a constant value defined in the standard, i.e. 16 µs.
All these constraints that the AFDX model adds to the vintage Ethernet enables a precise analysis of the network, especially the computation of an upper bound for the end-to-end delay of each flow and the dimensioning of output buffers so that no packet is lost. However, the resulting network is lightly loaded. The next step is to introduce additional load (lower priority non avionics flows). The challenge is to guarantee that existing avionics flows remain fully deterministic. Assuming that the deterministic constraint for additional traffic is less critical, a classical solution is to consider two classes of flows (avionics and non avionics). These classes of flows are served thanks to a fixed priority policy.
It has been shown in Bauer et al. (2010a) that an optimized Trajectory approach brings the tightest upper bounds on end-to-end delays when a purely FIFO AFDX network is considered. The application of the Trajectory approach to distributed systems with a fixed priority policy has been proposed in Martin and Minet (2006b) . In the next section, we show how this FP/FIFO Trajectory approach can be applied and optimized in the context of a QoS AFDX network integrating a fixed priority policy. The Trajectory approach (Martin 2004; Martin and Minet 2006a) has been developed to get deterministic upper bounds on end-to-end response time in distributed systems. This approach considers a set of sporadic flows with no assumption concerning the arrival time of packets. Main features of the Trajectory approach applied to QoS AFDX with FP/FIFO policy are summarized and illustrated in Sects. 3.1 and 3.2. The optimization of the Trajectory approach computation is presented in Sect. 3.3.
The main features of the Trajectory approach
The approach developed for the analysis of the QoS AFDX with FP/FIFO policy considers the results from Martin and Minet (2006b) . The general architecture of the distributed system considered in Martin and Minet (2006b) is depicted in Fig. 2 .
Such a system is composed of a set of interconnected processing nodes (seven in Fig. 2 ). Each flow crossing this system follows a static path which is an ordered sequence of nodes. In the example in Fig. 2 , there are two flows τ 1 and τ 2 . τ 1 follows the path P 1 = {4, 5, 6, 7}. Node 4 is the ingress node of τ 1 in the system. The Trajectory approach assumes, with regards to any flow τ i following path P i , that any flow τ j following path P j , with P j = P i and P j ∩ P i = ∅, never crosses τ i twice (only one common portion between P i and P j ). In the example in Fig. 2 , P 2 = {1, 5, 6, 3} and P 1 ∩ P 2 = {5, 6}.
Each flow τ i has a minimum inter-arrival time between two consecutive packets at ingress node, denoted T i , a maximum release jitter at the ingress node denoted J i , a fixed priority level denoted P i , an end-to-end deadline D i that is the maximum endto-end response time acceptable and a maximum processing time C h i on each node N h , with N h ∈ P i .
Flows are scheduled with a combined Fixed Priority (FP) and First In, First Out (FIFO) algorithm in every visited node (non preemptive policy). The flows are at first sorted according to their fixed priority level, and flows with same fixed priority are then treated in FIFO order. For each flow τ i , three sets are defined:
• hp i = {j ∈ [1, n], P j > P i }, the set of flows having a fixed priority strictly higher than this of flow τ i ; • sp i = {j ∈ [1, n], j = i, P j = P i }, the set of flows distinct of τ i having a fixed priority equal to this of flow τ i ; • lp i = {j ∈ [1, n], P j < P i }, the set of flows having a fixed priority strictly lower than this of flow τ i ,
The transmission time of any packet on any link between nodes has known lower and upper bounds L min and L max and there are neither collisions nor packet losses on links.
The end-to-end response time of a packet is the sum of the times spent in each crossed node and the transmission delays on links. The transmission delays on links are upper bounded by L max . The time spent by a packet m in a node N h depends on the static and dynamic higher priority packets in node N h and on the delay due to the non preemption of at most one lower priority packet. The higher priority packets can be grouped into two categories. The first one contains the packets with the same fixed priority than packet m that have arrived in N h before the arrival time of m in N h (all these packets have a higher dynamic priority than m, considering the FP/FIFO scheduling, and thus, will be processed before m). The other category includes the packets with a higher fixed priority than packet m that have arrived before m begins to be transmitted by N h . The problem is then to upper bound the overall time spent in the visited nodes.
The solution proposed by the Trajectory approach is based on the busy period concept. A busy period of level L, as defined in Martin and Minet (2006b) , is an interval [t, t ) such that t and t are both idle times of level L and there is no idle time of level L in (t, t ). An idle time t of level L is a time such as all packets with priority greater than or equal to L generated before t have been processed at time t.
The Trajectory approach considers a packet m from flow τ i generated at time t. It identifies the busy period and the packets impacting its end-to-end delay on all the nodes visited by m (starting from the last visited node backward to the ingress node). This decomposition enables the computation of the latest starting time of m on its last node. This starting time can be computed recursively and leads to the worst case end-to-end response time of the flow τ i . This computation will be illustrated in the context of QoS AFDX.
The elements of the system considered in the Trajectory approach are instantiated in the following way in the context of AFDX:
-each node of the system corresponds to an AFDX switch output port, including the output link, -each link of the system corresponds to the switching fabric, -each flow corresponds to a VL path.
The assumptions of the Trajectory approach are verified by the existing AFDX (FIFO policy) and its evolution considered in this paper for QoS AFDX (FP/FIFO service discipline at switch output port level):
-the switching fabric delay is upper bounded by a constant value (16 µs) and measurements on AFDX switches show that this delay does not vary significantly, thus
-there are neither collisions nor packet loss on AFDX networks, -the routing of the VLs is statically defined, -VL parameters match the definition of sporadic flows in the following manner:
Since all the AFDX ports work at the same rate R = 100 Mb/s, Let us consider the sample AFDX configuration depicted in Fig. 3 . The characteristics of the five VLs v1, . . . , v5 which are transmitted on this AFDX network are given in Table 1 . v1 has the highest priority (1) and the four other VLs have the lowest priority (2). Every link works at 100 Mb/s and the switching delay is 16 µs. The transmission time of a packet of 4000 bits on a link is 40 µs. The FP/FIFO case is different from the purely FIFO case. Indeed, in a node, a given packet m can be delayed by a higher priority packet which has arrived after m in the node, or by a lower priority packet which is being transmitted at the arrival time of m in the node. It has an impact on the worst-case delay of m. Paragraph 3.2.1 (resp. 3.2.2) shows how the Trajectory approach identifies the worst-case scenario for a lowest priority packet (resp. a higher priority packet). Paragraph 3.2.3 exhibits one source of pessimism of the Trajectory approach in the context of an AFDX network. This source of pessimism is similar for both the FP/FIFO and the purely FIFO cases. However, we will see in Sect. 3.3 that the limitation of this pessimism is more complex in the FP/FIFO case.
Identification of the worst-case for a packet with the lowest priority
Let us consider that VL v3 in Fig. 3 is under study. The worst-case delay for a packet 3 of v3 occurs with a scheduling of packets leading to the latest starting time of 3 in its last node S3. Figure 4 shows an arbitrary scheduling of the packets along the trajectory of v3. The packets are identified by their VL numbers (e.g. packet 3 is a packet from VL v3). The arrival time of a packet m in a node N h is denoted a N h m . Time origin is arbitrarily chosen as the arrival time of packet 3 in its source node e3. In each node, the packets are processed with respect to the FP/FIFO policy. Consequently, packet 3 is delayed by packet 4 in S2. In node S3, packet 5 is delayed by packet 1 and delays packet 4, which delays packet 3. on its trajectory, corresponding to the three nodes
Let f (N i ) be the first packet which is processed in the busy period bp N i during which packet 3 is processed. Considering the scheduling in Fig. 4 , we have
As flows do not necessarily follow the same trajectory in the network, it is possible that packet f (N i ) does not come from the same previous node N i−1 as packet 3. This case occurs in node S2, where packet 4 comes from node e4. It also occurs in node S3, where packet 1 comes from node S1. Therefore, ) is defined as the first packet which is processed in bp N i and comes from node N i−1 . Considering the scheduling in Fig. 4 , we have
The starting time of packet 3 in node S3 is obtained by adding parts of the three busy periods bp e3 , bp S2 , and bp S3 to the delays between the nodes, i.e. 2 × 16 µs. From Martin and Minet (2006b) , the part of the busy period bp N i which has to be added is the processing time of packets between f (N i ) and p(N i ) minus the time elapsed between the arrivals of f (N i ) and p(N i−1 ), i.e.
On the example in Fig. 4 , the parts which have to be considered are:
-the transmission of packet 3 in node e3, i.e. 40 µs, -the time elapsed between the arrival of packet 3 and the end of processing of packet 4 in node S2, i.e. 4 µs, The result of this postponing on the example in Fig. 4 is illustrated in Fig. 5 . The arrival time of packet 4 at node S2 is postponed to the arrival time of packet 3 at node S2. In node S3, packet 5 is postponed in order to arrive between packets 4 and 3, and packet 1 is postponed in order to arrive not earlier than a S3 3 , packet 3 arrival time on node S3 and before packet 3 departs from node S3.
Then, the worst case end-to-end delay of a packet is obtained by adding its latest starting time on its last visited node and its processing time in this last node. For packet 3 in Fig. 5 , this worst case end-to-end delay is 232 + 40 = 272 µs More precisely, this delay includes the transmission times of packet 3 on node e3, packet 4 on node S2 and packets 4, 1, 5 and 3 on node S3. On this example, it can be seen that packets 3 and 4 are counted twice. Actually, it has been shown (Martin and Minet 2006b ) that exactly one packet has to be counted twice in each node, except the slowest one. In the context of the AFDX, all the nodes work at the same speed. Thus, the slowest node can be arbitrarily chosen as the last one. In the example in Fig. 5 , packet 3 and 4 are respectively counted twice in nodes e3 and S2. Packet 3 is the longest one transmitted in nodes e3 and S2, while packet 4 is the longest one transmitted in node S2 and S3. 
Identification of the worst-case for a packet with a higher priority
The identification of a worst-case scenario for a packet with a higher priority is quite similar to what has been described in the previous section. The only difference concerns the non-preemption effect. Indeed, when a packet arrives in an output port, it has to wait until the end of the packet under transmission in this port, regardless of the priority of this packet. It means that even a packet with the highest possible priority can be delayed in an output port. The integration of this non-preemption effect in the Trajectory approach is now illustrated by studying the end-to-end delay of a packet from VL v1 on the AFDX configuration in Fig. 3 . A worst-case scenario for v1 is depicted in Fig. 6 . In switch S1, packet 1 has the highest priority. Thus it cannot be delayed by more than one lower priority packet. This packet has started transmission an arbitrarily small instant before a S1 1 and it cannot be interrupted, due to the nonpreemptive characteristic of AFDX. Here, this lower priority packet is packet 2 from VL v2. The same scenario happens in switch S3, where v1 is the highest priority flow, but is delayed by one packet of VL v5. Thus, the worst case end to end delay of v1 is:
Non optimality in the context of AFDX
Let us consider that a packet m is under study and a node N i belongs to the trajectory of m. The busy period of N i in which m is transmitted includes packets coming from the same previous node as m and packets joining m in N i . As it has been explained in Paragraph 3.2.2, the worst-case scenario is built by the Trajectory approach in the following way: the arrival time of every packet joining the trajectory of m in N i is postponed in order to maximize the waiting time of m in N i . It means that the start of the busy period in N i corresponds to the arrival time of the first packet coming from the same previous node as m. Consequently, a packet joining m in N i cannot arrive before the first packet coming from the same previous node as m. Hence: In the context of an AFDX network, for some VLs, it is not possible to find a scheduling which verifies this property for all the nodes of their trajectory.
Let us consider VL v5 of the example depicted in Fig. 3 . bp S3 is the busy period of level corresponding to the priority of packet 5. In order to maximize the delay of packet 5 in bp S3 , the arrival time of packets 3 and 4 in S3 have to be as large as possible, but not larger than the arrival time of packet 5 in node S3, because of the FIFO scheduling policy of flows with the same fixed priority: (1) Since the two packets come from the same link, they are already serialized:
Without loss of generality, let us consider that packet 3 arrives before packet 4. From (1), we have:
From (2) and (3), we have:
The resulting worst-case scheduling is depicted in Fig. 7 for every node N i on the trajectory of m. Such an optimization has been proposed in the context of a purely FIFO AFDX (Bauer et al. 2010a ). In the context of a FP/FIFO AFDX, the problem is slightly more complex, since packets with different fixed priorities have to be taken into account.
Paragraph 3.3.1 summarizes the basic computation of the FP/FIFO Trajectory approach. Then, Paragraph 3.3.2 establishes a sure lower bound of (a
for every node N i on the trajectory of m.
Basic computation
The computation of the worst-case end-to-end delay of a packet of a flow τ i has been formalized in Martin and Minet (2006b) . In the context of this paper, all the nodes work at the same rate and the jitter in each emitting node is null. Thus, the worst case end-to-end response time of any flow τ i is bounded by: 
Where
The meaning of the different terms which compose W last i i,t is the following. -Term (5) corresponds to the processing time of packets from flows, crossing the flow τ i , with a fixed priority level equal to this of τ i and transmitted in the same busy period as m. A i,j integrates, for flows τ i and τ j , the maximum difference on the delay between their source node and their first shared output port. -Term (6) is similar to the previous one, but concerns the packets from flows with a fixed priority level higher than this of τ i . B i,j integrates, for flows τ i and τ j , the maximum difference on the delay between their source node and their last shared output port. Indeed, higher priority packet can overtake m until its effective transmission in their last shared node (W
). The amount of packet that can delay the departure of packet m in its last node has thus to be computed iteratively.
-Term (7) is the processing time of the longest packet for each node of path P i , except the last one. It represents the packets which have to be counted twice, as explained in Paragraph 3.2.1. -Term (8) corresponds to the sum of switching delay. -Term (9) corresponds to the maximum delay due to the non preemption of packets with a fixed priority lower than this of τ i . In each node h, it is the transmission time of the biggest lower priority packet of a flow τ j crossing flow τ i in this node. It is denoted δ h i . -Term (10) sums for each node N h in P i the duration between the beginning of the busy period and the arrival of the first packet coming from the preceding node in P i , i.e. N h−1 . This term is null in the context of Martin and Minet (2006b) .
is the latest starting time and not the ending time of the packet from τ i on its last node.
The differences between the FIFO and the FP/FIFO computations are Terms (6) and (9), which take into account the packets with a higher or a lower fixed priority level. These terms are obviously null in the FIFO context. Solving
comes to find the maximum vertical deviation between the function
and the identity function
This computation is illustrated on VL v3 in Fig. 3 . As there is no flow with a fixed priority lower than this of v3, the term (9) is null. For this basic computation, Term The upper-bound on the end-to-end delay is reached for t = 0 and R S3 5 = 272 µs.
Optimization of the computation in the context of the AFDX
The optimization of this computation in the context of the AFDX concerns Term (10). Indeed, it has been shown in Paragraph 3.2.3 that, for some VLs, there exists no scheduling leading to
In the following, we establish a lower bound on Δ N h ∀N h ∈ P i and we prove its correctness. This result is an extension of the one proven in Bauer et al. (2010a) . Let us consider the part of a switch depicted in Fig. 8 . It includes k h + 1 input ports and one output port. Each input port IP h i receives a sequence of packets seq h i which are all transmitted on the output port OP h . This part of a switch corresponds to a node in the Trajectory approach. The FIFO context The value of Δ N h in this node in a FIFO context (one single priority level) is illustrated in Fig. 9 . A sure lower bound for Δ N h in this context has been given in Bauer et al. (2010a) .
The packet m of flow τ i under study is sent on the output link OP h in a busy period bp N h . The packets which compose bp N h in the worst case scenario are determined thanks to terms (5), (6) In order to maximize the delay of packet m in node N h , sequences of packets having a fixed priority equal to this of m are postponed so that the last packet of each sequence arrives at the same time θ as packet m. Indeed, these packets cannot delay packet m if they arrive after time θ . This construction is a generalization of the Trajectory approach presented in Martin and Minet (2006b) : instead of postponing individually each packet, we only postpone sequences of already serialized packets.
The latest starting time of m in its last node is maximized when
is minimized. It comes to determine the lower bound of each term Δ N h of the sum.
From (12) 
The FP/FIFO context In the context of an FP/FIFO policy, there are packets with lower and higher priorities than m. These two types of packets have to be considered in the computation of a sure lower bound for Δ N h .
Let us consider first the case of the lower priority packets. Their only impact is due to the non preemption effect. It means that one single lower priority packet can delay m, provided it is under transmission at the arrival instant of f (N h ). In order to maximize this effect, this lower priority packet has to be as long as possible and it has to start transmission immediately before the arrival of f (N h ). This worst-case is depicted in Fig. 10 , where this lower priority packet arrives from IP h 0 . The effect of this lower priority packet is to shorten Δ N h . Indeed, it is equivalent to say that no packet with the same priority as m arrives before the end of transmission of this longest lower priority packet. Therefore, the transmission time of this longest lower priority packet is subtracted from Δ N h .
Second, we consider packets with a higher fixed priority (τ j ∈ hp i ). These packets can delay packet m even if they arrive on node h after time θ . In order to find the smallest possible value of Δ N h , the sequence seq h 0 has to be as long as possible, while the sequences seq h x (1 ≤ x ≤ k h ) have to be as short as possible. This is achieved by placing all higher priority packets coming from IP h 0 in seq h 0 (i.e. before θ ) and all higher priority packets coming from IP h x (1 ≤ x ≤ k h ) after θ . This is depicted in Fig. 11 . Then, transmission times of higher priority packets coming from IP h 0 are subtracted from Δ N h and the other higher priority packets have no effect on Δ N h .
Results on the sample AFDX configuration
The end-to-end delay upper bounds for all the VLs of the configuration in Fig. 3 are presented in Table 2 . The BT row corresponds to the classical Trajectory approach for FP/FIFO scheduled flows. The OT row gives the enhanced results obtained by applying the grouping optimization. The exact worst case, that can be obtained on this small example with a model checking tool, is also presented in Table 2 for comparison purpose. The network calculus approach is not considered since it has not been applied to the AFDX for FP/FIFO scheduled flows. There are four VLs (v1, v2, v3 and v4) for which the basic Trajectory approach gives the exact worst case. However, for VL v5, the basic Trajectory approach introduces a 40 µs pessimism, which is eliminated by the optimization of the computation.
Evaluation of the pessimism of the obtained upper bounds
It has been shown in Bauer et al. (2010a) that, in the context of an AFDX with FIFO policy, the upper bounds computed by an optimized Trajectory approach are still pessimistic. This pessimism has been bounded and it appears that, on realistic AFDX Fig. 11 Impact of all higher packets on Δ N h configurations, the upper bounds computed by the Trajectory approach are on average at least two times less pessimistic than the upper bounds computed by the Network Calculus approach (Bauer et al. 2010a) . In this section, an extension of the process used for the evaluation of the pessimism in the context of an AFDX with FIFO policy is proposed. This extended process can cope with an AFDX with FP/FIFO policy. Thus, it integrates packets with a fixed priority level which is not the same as the one of the packet under study. The goal is to compare the pessimism of the Trajectory approach applied to an AFDX with FP/FIFO policy to the pessimism of both the Network Calculus and the Trajectory approaches applied to an AFDX with FIFO policy.
For a given path of a given VL, the pessimism of the upper bound computed by the Trajectory approach is the difference between the exact worst-case end-to-end delay of a frame transmitted on this path and the computed upper bound. For complex AFDX networks, the exact worst-case end-to-end delay is unknown. Then, the idea is to compute a sure upper bound of this difference. The principle has been introduced in Bauer et al. (2010b) for an AFDX with a FIFO policy. It is illustrated in Fig. 12 . A sure lower bound of the worst-case end-to-end delay is computed. It is obtained by generating a scenario which is as close as possible from the exact worst-case scenario. It is called the unfavorable scenario in Fig. 12 . Then, the difference between this sure lower bound and the sure upper bound computed by the Trajectory approach gives an upper bound on the pessimism of the Trajectory approach.
Principle of the generation of an unfavorable scenario
The key point of this process is the generation of the unfavorable scenario. A scenario is unfavorable for a given path of a given VL if the packet of this flow is delayed as much as possible in each output port that the packet crosses. The generation of this unfavorable scenario is done by associating offsets to all the VLs which cross the VL vi under study. The offsets are assigned so that the sequences of packets in each input link of each node are synchronized in the same way as in Fig. 11 . The generation proceeds in the following steps.
First, the packets contained in the sequence of each input link are determined. In order to do that, it is assumed that vi and all the VLs which cross vi emit exactly one packet. All the other VLs of the configuration emit no packet. This assumption is valid, since VLs are defined as sporadic flows. Under this assumption, the packets contained in the sequence of each input link are known. IP h 0 is defined as the input port of vi in the node h.
Second, the instants of reception of the packets joining vi (i.e. coming from an input link which is not IP h 0 ), are determined using the following criteria: -the packets with the same priority as vi are placed in separate queues, depending on their incoming port. The packets are ordered in the queues by decreasing transmission time (i.e. decreasing packet size), in order to avoid holes in further sequences of reception, as exemplified in Bauer et al. (2010a) , -higher priority packets are all placed in a unique queue and are sorted by decreasing size, -the longest lower priority packet is selected for each input link.
Based on this criteria, the instant of reception of the packets are decided as follows.
-First the packets with the same priority as vi are considered. All the queues including these packets are aligned with the sequence coming from IP h 0 in order to have the same arrival time for the last packet of each sequence. It corresponds to the process which has been described in Bauer et al. (2010a) for the FIFO case. By this way, all the packets with the same priority as vi delay m, since they arrive at the output port no later than m. Moreover, they arrive at the output port as late as possible, in order to maximize their effect on m. The arriving time of the last packet of each sequence is called θ .
-Second, the impact of the non preemption effect of each of the selected lower priority packets is considered. Each selected packet is placed in order to delay as much as possible the starting time of the first packet of the longest sequence. Only the lower priority packet which has the biggest impact on the delay of the packets with the same priority as vi is kept. The amount of packets with the same priority as m, plus the impact of one lower priority packet, leads to a possible transmission time θ 0 for packet m. -Third, the higher priority packets are considered. These packets can be served before m even if they arrive after θ . Moreover, since the higher priority packets are sorted by decreasing size, the whole burst can be served before m, if the first packet is served before m. The idea is then to place the first higher priority packet so that it is received no later than θ 0 . If the transmission time of this longest higher priority packet is less than (θ 0 − θ ), this can be achieved by positioning the beginning of the sequence of higher priority packets at θ . Otherwise, this sequence has to be shifted before θ . Consequently, the sequence of packets with the same priority as vi coming from the same input link as the longest highest priority packet is brought forward.
Finally, the packets are placed in the output buffer according to the FP/FIFO policy: the first available packet with the highest priority is served first. When two or more packets with the same priority become available at the same time, the packets coming from an input link other than IP h 0 are served first. Thus m is always the last served packet.
Example of the generation of an unfavorable scenario
The generation of the unfavorable scenarios is illustrated on the small example that has been presented in Fig. 3 . The flow v1 from e1 has a higher priority than all other flows. Thus, it is only impacted by the non preemption effect of packets of lower priority. This happens in nodes S 1 and S 3 (see Fig. 13 ). In node S 1 , packet 2 is placed just before the arrival time of packet 1, hence it is served first. Packet 2 does not follow packet 1 in the next node. Thus, packet 1 is alone in IP S 3 S 1 . The non preemption effect due to packet 3, 4 or 5 in node S 3 is the same. Any of them can be placed just before packet 1. Let us suppose that it is packet 4. Then, it is served before packet 1. The resulting end-to-end delay for packet 1 is three times its transmission time, plus two delays on links, plus the transmission time of packets 2 and 4 (minus , with > 0). This gives:
The flow v3 follows a trajectory that is quite similar to the trajectory of v1. The unfavorable scenario for v3 is depicted in Fig. 14 . Packets 3 and 4 have the same priority. Thus, they arrive in S 2 at the same time and packet 4 if served first. In the following node, the sequence in IP S 3 S2 is the same as the sequence on the output port of S 2 . Packet 5 has the same priority level, thus, it is placed at the arrival time of packet 3. Packets 4 and 5 create a sufficient amount of backlog at the arrival time of packet 3 (in fact, the transmission time of packet 5) and it is possible to place packet 1 just after the arrival of packet 3. It will still be served before packet 3 because of its higher priority level. The resulting end-to-end delay for packet 3 is three times its The generation of an unfavorable scenario for v2 is depicted in Fig. 15 . This case illustrates the fact that a higher priority packet can not always be placed after the considered packet. Here in node S 1 , packet 2 is alone in its queue. In order to be processed before packet 2, packet 1 has to arrive at least at the same time as packet 2. Again, packet 2 is alone in the last node. The resulting end-to-end delay for packet 2 is three times its transmission time, plus two delays on links, plus the transmission time of packet 1 in node S 1 . This gives:
The serialization of packets is of course taken into account by the process. This is illustrated with the scenario generated for v5 in Fig. 16 . In node S 3 , packet 5 meets one higher priority packet (1) coming from node S 1 and two packets (3 and 4) of same priority coming from node S 2 . Packets 3 and 4 are in a sequence of their own, thus they are serialized. This sequence is shifted so that the last packet (here packet 3) arrives at the arrival time of packet 5. Hence, packet 4 is served too early and cannot delay packet 5. There is though enough backlog in order to place packet 1 after the lower priority packets. The resulting end-to-end delay for packet 5 is two times its transmission time, plus one delay on the link between e 5 and S 3 , plus the transmission time of packets 3 and 5 in node S 3 . This gives: 2 × 40 + 16 + 2 × 40 = 176 µs All the delays computed on this sample configuration are summarized in Table 3 . We compare the delay of the unfavorable scenario with the upper bound obtained with the optimized Trajectory approach. On this example, the generated scenario matches with the worst case for each flow.
Case study: a representative part of an industrial AFDX network
In this case study, the optimized Trajectory approach is applied on a real AFDX configuration to which non avionics flows have been added. The goal is to evaluate to which extent the well-known properties of the FP/FIFO policy are kept by the obtained upper bounds of the end-to-end delays. Two levels of priority are used. The 
An AFDX network with additional lower priority flows
The results presented in this section are based on the AFDX architecture depicted in Fig. 17 . This configuration is a representative part of an industrial AFDX network. The part considered in this study includes 21 end systems, four switches and 91 VLs. Each avionics system is distributed on different end systems connected through VLs. The reference VL for this case study is the avionics one connecting end system ES 0 to end system ES DEST . It crosses switches SW 1 and SW 2 . This flow is denoted VL 0 . It has the following parameters: BAG = 32 ms and s max = 384 bytes. In this configuration, 18 end systems are added to the reference network. Each of them emits one non avionics (lower priority) flow. These VLs increase the load on the output ports of the AFDX switches. In Fig. 17 , thin arrows designate VLs which share only the output port of SW 1 with VL 0 , while bold arrows designate VLs which also share the output port of SW 2 with VL 0 . These additional VLs all have the same s max and BAG parameters. The values of these parameters correspond to a given load in the output ports of the switches.
All the worst case end-to-end delay results presented in this section have been computed with a dedicated tool developed in Python which implements the optimized Trajectory approach with both FIFO and FP/FIFO policies. The worst case end-toend delay of VL 0 is 2397 µs when there are no non avionics flows. This value is a reference for the evaluation of the impact of the additional load on the avionics traffic. The obtained upper bounds for the non avionics traffic are given for one non avionics VL. This VL is generated by ES Load 1-1 and shares both output ports of SW 1 and SW 2 with VL 0 . We take the output port of switch SW 1 as a reference for the load information. As all the additional VLs have identical parameters, the variation of load in switch SW 1 is representative of the global network load variation. The initial load in the output port of switch SW 1 without any additional load is about 13%.
Impact of a fixed priority strategy
As previously mentioned, adding lower priority traffic to the existing avionics traffic is a promising idea in order to better use available network resource. However, this efficiency improvement should in no case impact the determinism of avionics data flows. The determinism of those flows is closely related to their worst case end-to-end delays. Thus, the upper bounds of these end-to-end delays have been computed for the reference VL 0 for different additional loads traffic. The first results concern the evolution of response time with a FIFO algorithm. This gives a reference to measure the gain obtained thanks to a FP/FIFO scheduling strategy. The results for FIFO are depicted in Fig. 18 . Both end-to-end delay analysis are conducted with our tool which features the Trajectory approach optimization presented in Sect. 3.3.
Each flow generates a load depending on its BAG and s max parameters. A given load can correspond to many (BAG, s max ) combinations. If we do not consider the per-frame overhead, the same information can be sent with 80 bytes frames every 8 ms, with 160 bytes frames every 16 ms or with 320 bytes frames every 32 ms, and so on. . . In AFDX networks, the BAG values are harmonic periods between 1 ms and 128 ms. s max is limited by the standard Ethernet frame size. In Fig. 18 , curves represent iso-load evolutions. The reference line is the end-to-end response time with no additional load. Each point corresponds to a (BAG, s max ) couple. The BAG value is given on the horizontal axis and the s max value is displayed next to the point.
In the FIFO case, the end-to-end delay of VL 0 is mainly impacted by the s max of the additional flows even at low level loads: the impact of a 37% additional load with (BAG = 1 ms, s max = 384 B) parameters is lower than for a 1% load and (64 ms, 640 B) parameters. Generally, the impact goes lower with lower s max values. This is Fig. 18 Impact of an additional load on the end-to-end delay of VL 0 with a FIFO policy because in the worst case and for relatively low loads, an avionics packet will have to wait in an output port during the transmission of packets from other flows, which directly depends on their size. Moreover, using only minimal packet size generates a high amount of overhead.
The results confirm that FIFO cannot cope with such a traffic increase.
Bounding the impact on the existing avionics flows
Let us now consider that the flows are scheduled with a FP/FIFO policy. As previously mentioned, avionics flows are allocated the higher priority, while non avionics flows are allocated the lower priority. The results are depicted in Fig. 19 . This figure gives the same type of information on worst case end-to-end delays of VL 0 that Fig. 18 . Not surprisingly, the results for VL 0 with FP/FIFO are much better than with FIFO. Although there is still an impact on avionics worst case end-to-end response times with increasing packet size, the increase is much more limited. The delay increase with 1024B packets is up to 20% lower than in FIFO. An avionics VL is still delayed by lower priority level flows, but only due to the non preemption effect, which directly depends on the size of the lower priority packets.
The only packet of lower priority that can delay an avionics packet in a switch output port is a packet that is already being served. As the avionics load is constant, the end-to-end delay bound only depends on the s max parameter of the lower priority flows. Indeed, it can be observed that all the point with a similar s max value are aligned and correspond to a given worst case end-to-end delay for VL 0 . This means that the impact on avionics traffic can easily be contained, simply by limiting the s max parameter of the additional traffic, independently of the load. This requirement is Fig. 19 Impact of an additional load on the end-to-end delay of VL 0 with a FP/FIFO policy easy to specify and guarantees some scalability for future increase of the additional load.
Impact of BAG and s max on lower priority flows
For the lower priority flows, FP/FIFO and FIFO results are quite similar: as theses flows represent the major part of the traffic, the impact of the higher priority avionics flows is discernible only for very low loads. The results for the FP/FIFO case are presented in Fig. 20 .
The worst case end-to-end delays decrease with the s max value for two reasons:
-since frames are shorter, their transmission time is shorter, -the other additional flows send shorter packets that create less congestion in the output ports.
This decreasing is less significant for very small BAGs, because a lower priority packet can be delayed by more than one packet from another source.
Gain of the grouping optimization
In this paragraph, the gain brought by the optimization of the Trajectory approach is evaluated for both avionics and non avionics flows.
Gain for high priority VL 0
The gain brought by the grouping optimization for the avionics flow VL 0 is presented in Table 4 . The results are given for different additional lower priority traffic loads. The empty cells correspond to impossible combinations of BAG and s max values (because of the AFDX frame minimal and maximal size). The 0% row corresponds to the initial avionics configuration without additional traffic. In this case, the gain of the grouping optimization is 11.4%. With additional load, the gain of the optimization is still existing, but decreases when the load increases. Actually, we show in Fig. 21 that the evolution of the gain is directly linked to the s max parameter of the additional load. Indeed, in the Δ N h computation, the only impact of lower priority flows is the transmission time of one lower priority packet, due to the non preemption effect. The worst case end-to-end delay without the grouping optimization for VL 0 is 2704 µs. With the optimization, this bound falls to 2397 µs. This represents the initial 11.4% gain. With a 16% additional load of 1536 bytes packets and a 16 ms BAG, the bound without optimization raises up to 2950 µs. This raise corresponds to the 246 µs Fig. 21 Gain of the serialization optimization on VL 0 worst case end-to-end delay needed to transmit two 1536 bytes packets due to the non preemption effect. With the optimization, the bound raises up to 2766 µs. This 369 µs raise corresponds to the transmission time of three 1536 bytes packets (3 × 1536 × 8/100 = 368.64 µs). Two of them correspond to the non preemption effect, as previously. The third packet is removed from Δ N h in the worst case end-to-end delay computation of VL 0 in node SW-1. Indeed, this is the node where the grouping phenomenon occurs: VL 0 meets 30 already serialized avionics flows coming from switch SW-3. In the worst case, the transmission time of a packet of lower priority has to be subtracted from Δ N h . This is where the third occurrence of a 1536 bytes lower priority packet has to be counted.
Gain for lower priority VL Load1-1
In Table 5 , the gain of the optimization for each amount of additional traffic is summarized. The gain is higher for larger packet sizes (for each row, the packet size is proportional to the BAG). The delay introduced by the six lower priority serialized flows from switch SW-3 that cross the path of VL Load1-1 in switch SW-1 is reduced to only one with the grouping optimization. The five packet gain is thus higher for larger packet sizes. If we consider the configuration in the case of a 128 ms BAG and a 1280 bytes packet size (last row of the first column), the optimization gain is 631.76 µs. This corresponds to the transmission time of five 1280 bytes packets (5 × 1280 × 8/100 = 512 µs) and the transmission time of one higher priority packet of 1497 bytes (119.76 µs). This packet is from VL 567 . Because of the small BAG of this VL (2 ms), more than one packet from this flow can delay a packet from VL Load1-1 . In fact, the serialization optimization reduces this phenomenon which happens with high loads and low BAG values. This explains also the upturn in the two last rows of Table 5 for the smallest BAG value. A sure lower bound of the end-to-end delay has been computed for all the paths of the avionics configuration evaluated in this paper, considering the unfavorable scenarios. Based on these sure lower bounds, the pessimism of the Trajectory approach for this configuration with FP/FIFO is summarized in Fig. 22 . This is an average measurement of all the possible (BAG, s max ) combinations.
The maximum pessimism of the end-to-end delay bounds is always inferior to 28%. For about 4% of the flows, the pessimism is null. This means that for those flows, the optimized trajectory approach computes the worst case end-to-end delay. The average bound on the pessimism considering all the flows is 8.7% with static priority scheduling. The average bound on the pessimism has been computed consid-ering the results obtained in a FIFO context (same priority for all the flows) by both the optimized Trajectory approach and the Network Calculus one. The result is 6.2% for the Trajectory approach and 14% for the Network Calculus one. It means that, on the configuration considered in this case study, the Trajectory approach with FP/FIFO is slightly more pessimistic than the same approach with FIFO and significantly less pessimistic than the Network Calculus approach with FIFO.
Conclusion
In this paper, we first demonstrate that the Trajectory approach with FP/FIFO scheduling is able to guarantee worst case end-to-end delays for AFDX networks with static priority flows differentiation QoS mechanisms.
Then we show how this approach can be enhanced in the AFDX context by taking into account the serialization on links (grouping technique optimization). This improvement allows to compute tighter upper-bounds on end-to-end delays. It has been illustrated on a sample AFDX configuration.
Then, we analyze the impact of additional low priority traffic on a representative part of an industrial AFDX network. We showed that the impact of low priority flows can be upper bounded per switch by the transmission time of the biggest lower priority packet (non preemption effect). Moreover, as the load induced by avionics flows is low, we conclude that the impact of FP/FIFO policy on lower priority flows is limited.
The pessimism of the Trajectory approach in the context of FP/FIFO is limited. On the case study considered in this paper, the average upper bound of this pessimism is 8.7%. It means that the obtained upper bounds are quite close from the exact worst-case delays. Consequently, a further reduction of the upper bounds needs further assumptions.
One of these assumptions concerns a partial synchronization of the flows. Indeed, a subset of the VLs transmitted on an AFDX network are strictly periodic. When two or more of these periodic VLs are emitted by the same end system, they are scheduled and it is possible to determine minimum durations between frames of different VLs. The integration of these minimum durations in the worst-case analysis can be valuable, as it has been shown in Li et al. (2010) . Further studies are needed in this direction.
Another extension of the work presented in this paper concerns the integration of other scheduling policies, such as Weighted Fair Queueing (Parekh and Gallager 1993) . The idea is to dynamically share the remaining bandwidth between different non avionics flows.
