Abstract. Multidimensional, high-resolution ultrasonic imaging of rapidly moving tissue is primarily limited by sparse sampling in the lateral dimension. In order to achieve acceptable spatial resolution and velocity quantization, interpolation of laterally sampled data is necessary. We present a novel method for estimating lateral subsample speckle motion and compare it with traditional interpolation methods. This method, called grid slopes, requires no a priori knowledge and can be applied to data with as few as two samples in the lateral dimension. Computer simulations were performed to compare grid slopes with two conventional interpolation schemes, parabolic fit and cubic spline. Results of computer simulations show that parabolic fit and cubic spline performed poorly at translations greater than 0.5 samples, and translations less than 0.5 samples were subject to an estimation bias. Grid slopes accurately estimated translations between 0 and 1 samples without estimation bias at high signal-to-noise ratios. Given that the grid slopes interpolation technique performs well at high signal-to-noise ratios, one pertinent clinical application might be tissue motion tracking.
Introduction
Multidimensional velocity estimation techniques using ultrasound have been investigated due to their potential increased diagnostic value over one-dimensional Doppler techniques. Twodimensional techniques estimate the lateral, as well as axial, component of motion. Measuring the lateral component of motion has proven challenging because lateral sampling is typically much coarser than axial sampling. The axial sampling rate depends on the A/D conversion rate. The lateral sampling rate depends on the spacing between adjacent beam lines, and is generally an order of magnitude lower than the axial sampling rate. Several ultrasonic velocity estimation techniques that estimate the lateral component of motion include spatial quadrature (Anderson 1998) , transverse modulation (Jensen 1998) , phase-sensitive tracking for an elasticity microscope (Cohn et al 1998a, b) , weighted interpolation for elasticity imaging (Konofagou and Ophir 1998) , a method utilizing a triple beam lens transducer (Hein and O'Brien 1997) , spectral broadening (Newhouse et al 1987) , dual-angle Doppler (Fox 1978) and speckle tracking .
Two-dimensional speckle tracking methods estimate velocities by estimating the displacement of a speckle pattern in the axial and lateral directions. A 2D kernel region in a first image acquisition is compared with each possible location in a larger surrounding search region in a second image acquisition. The best match indicates the most likely distance that the speckle pattern has moved. Knowing this distance and the time elapsed between Applying speckle tracking to an ensemble of echo patterns results in the speckle tracking geometry as shown, in which the kernel region (the shaded region) is two lines wide and the search region is four lines wide. The resultant SAD tracking grid is thus only three samples wide. Because the width of the SAD tracking grid is only three coefficients, there are only three measurable lateral velocity components without interpolation.
image acquisitions, the velocity of a region of interest can be calculated. A pattern matching technique such as correlation (Hein and O'Brien 1993) or sum absolute difference (SAD) (Bohs and Trahey 1991) can be used to make this comparison. If the kernel region is size M × N (lateral x axial) and the search region is size P × Q, then applying a pattern matching algorithm to these 2D images will result in a tracking grid of size (P − M + 1) × (Q − N + 1). Figure 1 illustrates how the dimensions of the kernel and search regions used in speckle tracking methods determine the size of the tracking grid. In this example, a 2×2 kernel region is tracked within a 4 × 6 search region, producing a 3 × 5 tracking grid. Each coefficient on the tracking grid represents the likelihood that the kernel region has moved to a particular location in the search region. Throughout this paper, we call these grids 'SAD grids' since the SAD technique is used in our velocity estimation methods.
Data acquisition of images for 2D speckle tracking can be accomplished through lineby-line data acquisition or parallel receive processing (Shattuck et al 1984) . Parallel receive processing is often used in blood velocity estimation for two reasons. First, line-by-line data acquisition generates a 2D image in which adjacent radio frequency (RF) lines are obtained at different times. In the presence of flow gradients, scatterers in a given voxel move at different velocities. This causes adjacent RF lines in one 2D image to be decorrelated (Friemel et al 1997) ; the degree of decorrelation depends on the time elapsed between acquisition of adjacent lines and the magnitude of the flow velocity gradient. Decorrelation between adjacent RF lines compromises the performance of 2D pattern matching techniques. Obtaining 2D images with parallel receive processing allows multiple data lines to be acquired at the same time, thus reducing the effects of flow gradients on speckle tracking methods. Second, maximum detectable velocities are lower when line-by-line data acquisition is used to form 2D images needed for speckle tracking. With line-by-line data acquisition, multiple transmit pulses are needed to form each 2D image. With parallel receive processing, only two transmits are needed to acquire two 2D images, significantly increasing the maximum detectable velocity by minimizing the time between acquisitions.
If parallel receive processing is used, the number of lines received at one time defines the lateral velocity quantization of speckle tracking methods. For example, if 4:1 parallel receive processing is implemented then each 2D image is four lines wide, as shown in figure 1. If the kernel region is two lines wide, and the search region is four lines wide, speckle tracking will produce a SAD grid that is three coefficients wide, as shown. For a SAD grid three coefficients wide, only three lateral velocity components can be estimated. Increasing the number of parallel receive beams would improve lateral velocity quantization, but each parallel beam requires a separate variable delay-and-sum channel and significantly increases the cost and complexity of the ultrasound scanner's beamformer. In addition, increasing the overall spacing of the receive beams increases the required transmit beam width and degrades spatial resolution. Therefore, lateral interpolation is necessary to provide fine lateral velocity quantization while maintaining spatial resolution and minimizing system cost and complexity.
Numerous interpolation techniques have been developed to improve resolution of ultrasonic velocity estimation methods. Foster et al (1990) applied interpolation to the 1D axial cross-correlation function by fitting a parabola to the maximum point of the correlation function and the two surrounding points. They found that the velocity estimation bias incurred by this parabolic fit was directly related to the size of the resolution cell. De Jong et al (1990) used a correlation interpolation method for velocity estimation in which a cosine was fit to three points of the 1D axial cross-correlation function. Cespedes et al (1995) compared several 1D axial interpolation techniques, including parabolic fit, cosine fit and reconstructive methods. They found that for parabolic and cosine interpolation, significant bias errors occurred when the sampling frequency was less than six times the centre frequency, a much stricter limit than Nyquist. They showed that the performance of reconstructive algorithms such as low-pass filtering depended on selection of the sample point with maximum correlation in addition to at least one sample point surrounding each side of the maximum. Lai and Torp (1996) compared the performance of several 1D axial interpolation techniques at a signal-to-noise ratio of 30 dB including parabolic fit with linear interpolation of the data, parabolic fit applied to the complex envelope of the radio-frequency (RF) data, and matched filtering. They found no significant differences between parabolic fit with linear interpolation of the data and parabolic fit applied to the complex envelope of the RF data, but found that matched filtering generated velocity estimates with higher standard deviations and a larger velocity estimate bias at estimated velocities. Bonnefous (1988) described a 3D interpolation technique in which three spatially separate ultrasound beams were used to determine three-dimensional velocities. To estimate the elevational or lateral velocity component, the cross-correlation function was fit to three points (using one ultrasound beam plus two surrounding interpolated beams).
In our application, only three lateral SAD coefficients are available for interpolation, as shown in figure 1. For this reason, most of the aforementioned techniques for axial interpolation cannot be applied, since they require more than three samples to attain adequate performance. We therefore chose to evaluate parabolic interpolation, as well as the more common method for interpolation of three points, cubic spline. Although Bonnefous (1988) implied that interpolation in the lateral dimension could be accomplished by fitting a theoretical correlation curve to the data points, such a method would be computationally intensive and require a priori knowledge of the transducer geometry and beamforming characteristics for optimal performance.
In this paper, we describe a new method, called grid slopes, for measuring lateral subsample speckle pattern motion. While we have previously presented the grid slopes algorithm and experimental results using it (Geiman et al 1996) , this paper provides a thorough description of the algorithm's development. In addition, grid slopes is compared with two traditional interpolation methods, parabolic fit and cubic spline, using computer simulations. Performance of these three algorithms is evaluated at seven noise levels.
Methods

Grid slopes interpolation algorithm
The grid slopes interpolation algorithm can be implemented in any dimension, but for the sake of clarity only lateral interpolation will be described in this section. Grid slopes uses SAD grid coefficients from only two lateral positions to estimate translations to subsample resolution. Therefore, as few as two lateral samples can be interpolated with the grid slopes technique.
Each coefficient on the SAD grid represents the likelihood that one subregion in the search region (out of a total of m = {P − M + 1} × {Q − N + 1} subregions) is a possible match with the kernel region and is calculated with
where ε is the SAD coefficient, X 1 is the image acquisition that contains the kernel region, X 2 is the image acquisition that contains the search region, is the lateral width of the kernel, k is the axial length of the kernel, and α and β are the lateral and axial offsets (relative to the centre of the kernel) of the subregion within the search region. A search over all (α, β) produces a two-dimensional SAD tracking grid G(i, j ) containing SAD coefficients computed for all possible translations of the kernel. The best match ε min is the minimum of G(i, j ) and occurs at offset (α m , β m ). On the SAD grid, a perfect match is represented by a SAD coefficient of zero, meaning the kernel region is identical to a portion of the search region. The smaller the SAD coefficient, the better the 'match'. In general, the speckle pattern will move to a location somewhere between two possible matches within the search region. The goal of interpolation is to estimate where between two such matches the speckle pattern has moved, i.e. the subsample shift of the speckle pattern.
The grid slopes algorithm is different from most interpolation techniques in that it is a two-step process. In the first step, two coefficients are selected to determine the direction of translation. This first step targets the location between two selected coefficients on the SAD grid as the most likely location to which the speckle pattern has moved. For lateral interpolation, two laterally adjacent coefficients are selected. While only two coefficients are needed, the grid slopes method can be applied to tracking grids of any size. In the second step, the magnitude of subsample speckle motion is estimated. The magnitude of subsample speckle motion is estimated by computing the slope on the tracking grid. This slope is estimated using the two selected coefficients, and it is normalized by the amount of energy in the region of interest. In this way, subsample motion is calculated explicitly and is not restricted to the resolution of a conventional interpolation scheme.
The slope of the tracking grid is calculated using two basic assumptions. One, that if the speckle pattern has moved to a location exactly midway between two locations on the SAD grid, these SAD coefficients are nearly equal. Two, that a speckle pattern translation of exactly zero is approximated by the SAD coefficients from the zero-lag grid, as described below. How these two assumptions fit together to form the mathematical basis for the grid slopes algorithm is as follows. Speckle tracking without interpolation involves choosing the smallest coefficient on the SAD grid, called the best match and labelled ε min , as the most likely distance the speckle pattern has moved. For speckle tracking with lateral interpolation, the grid slopes interpolation technique uses two coefficients from the SAD grid: the best match ε min and the smallest SAD value adjacent to ε min in the lateral direction, labelled ε min 2 . In other words, ε min 2 is the smaller of the two SAD coefficients flanking ε min laterally on the SAD grid, as shown in figure 2(a). In figure 2 (a), a small axial translation (i.e. between −0.5 samples and 0.5 samples) is assumed, causing ε min to appear in the centre axial row. For a larger axial translation, ε min could be located in any axial row.
Note that when speckle tracking is performed between two images, the resultant SAD tracking grid is called the single-lag grid when the images are separated by only one 'time lag'. Speckle tracking performed on images separated by two time lags generates a double-lag grid, etc.
To estimate the amount of energy in the region of interest, the kernel region is also tracked within a larger surrounding region in the same image acquisition to produce the zero-lag grid. For example, using kernel and search regions both from image acquisition X 1 would produce a zero-lag grid. A value of zero will be located on the zero-lag grid at the kernel region's original position within the search region, which is typically the centre.
In the same way that ε min and ε min 2 are chosen from the resultant single-lag grid, ε min 0 and ε min 2 0 are chosen from the zero-lag grid. For lateral interpolation, ε min 0 and ε min 2 0 are located on the zero-lag grid at the same lateral positions as ε min and ε min 2 on the single-lag grid, respectively; the axial location of both ε min 0 and ε min 2 0 is always at the centre of the zero-lag grid. The selection of ε min 0 and ε min 2 0 is illustrated in figure 2(b) .
The slope (s) of a particular SAD grid is defined as
This quantity represents the (change in SAD coefficients)/(change in distance in samples); since the (change in distance in samples) equals 1, the denominator is not shown in (2).
The slope of a SAD grid is normalized by the amount of energy in the region of interest and the normalized slope (ŝ) is defined aŝ
where either ε min 0 or ε min 2 0 will be zero, depending on whether or not ε min appears in the lateral centre of the SAD grid. As previously mentioned, two assumptions about (3) dictate accurate calculation of all subsample shifts between zero and one. The first bound on (3) is if
then ε min = ε min 2 . If (4) is true, then it is assumed that the speckle pattern has moved exactly between the two possible matches designated by ε min and ε min 2 , meaning that the speckle pattern has shifted 0.5 samples. In this case,d = 0.5, whered is the estimate of the subsample shift of the speckle pattern. The second bound on (3) is that if
then ε min − ε min 2 = ε min 0 − ε min 2 0 . If (5) is true, then it is assumed that the speckle pattern has remained stationary between acquisitions, so the subsample shift of the speckle pattern is zero, i.e.d = 0. This information can be summarized as a collection of data points (ŝ i ,d i ), whereŝ i is the normalized slope of the ith SAD grid andd i is the corresponding subsample shift for this SAD grid:
Next, consider the linear equation
Taking (ŝ 1 ,d 1 ) and (ŝ 2 ,d 2 ) as x and y coordinates of (7) produces two linear equations, from which the parameters m and b are determined to be −0.5 and 0.5 respectively. The grid slopes algorithm for subsample interpolation then becomeŝ
For any normalized slopeŝ i derived from a particular SAD grid, the corresponding subsample shift of the speckle patternd i can be calculated using (8). Note that although (8) is derived using a linear equation, the grid slopes interpolation algorithm is not a linear interpolation technique, since the x and y variables in (8) do not represent sample points on the SAD or correlation function, as is the case for conventional linear interpolation.
Computer simulations
Computer simulations were performed to compare the grid slopes interpolation algorithm with two other interpolation algorithms, cubic spline and parabolic fit. Cubic spline interpolation was implemented with the Matlab routine interp (The MathWorks, Inc., Natick, MA) using ε min and its two laterally adjacent coefficients. Parabolic fit interpolation, as described in section 1, was implemented by fitting a parabola to the SAD grid using the same three coefficients as for cubic spline interpolation. These computer simulations estimated lateral displacement only (motion perpendicular to the transmit beam axis) to evaluate the three methods as lateral interpolation techniques.
To simulate ultrasonic echo data, the Field acoustical simulation program (Jensen and Svendsen 1997) was used to generate a point spread function (psf). The transmit frequency was 7.2 MHz, and the transmit pulse had a Gaussian envelope with a 60% bandwidth. The transmit array was 10 by 10 mm with 45 transmit elements. The transmit beam was focused at a distance of 3 cm. The receive array was 28 by 10 mm with 128 receive elements. The axial sampling rate was 36 MHz. To simulate ultrasonic scatterers in tissue, a 2D matrix of random numbers with uniform distribution (values ranging from 0 to 1) was generated and labelled T 0 0 . In accordance with the condition for well-developed speckle, there were approximately 40 scatterers per resolution cell, well above the minimum of 10 scatterers per resolution cell (Wagner et al 1988) .
To simulate motion, the target matrix T 
where j was the location of the target matrix in the ensemble and k was one ensemble representing a particular subsample translation {i.e. 0, 0.1, 0.2, . . . 1.0}. To reduce computation time, the Fourier transform and multiplication were used in place of convolution, according to
where F {x} is the Fourier transform of x and F −1 {x} is the inverse Fourier transform of x. Similarly, noise speckle patterns were generated using
where one noise matrix N k j was generated for each target matrix T k j as a 2D matrix of random numbers with uniform distribution, labelled noise matrices N 0 0 through N 10 10 . Target speckle patterns and noise speckle patterns were combined to form one composite speckle pattern using
where n i ranged from zero to one, corresponding to one of seven different noise-to-signal ratios (shown as 20 log(n i )): −∞ dB, −40 dB, −20 dB, −10 dB, −6 dB, −3 dB and 0 dB. This procedure generated 77 total ensembles, one for each of seven noise levels and one for each of 11 subsample shifts. By using ensembles of composite speckle patterns with different noise-to-signal ratios, the interpolation algorithms were evaluated under ideal as well as more challenging conditions. Speckle tracking was performed on the detected data in each of the 77 ensembles. Data were detected by applying the absolute value of the Hilbert transform (Bracewell 1986 ) to the RF data. Within each ensemble, there were 11 composite speckle patterns. At one location within the first of 11 speckle patterns, a small kernel region was chosen. This kernel region was tracked within a larger surrounding search region within the second speckle pattern, and one SAD grid was generated. Speckle tracking was repeated between speckle patterns two and three, at the same spatial location, and a second SAD grid was generated. The process was further repeated for speckle patterns three and four, and so on, throughout the entire ensemble, until 10 single-lag grids were generated for each ensemble. For each speckle pattern in the ensemble, a zero-lag grid was generated by applying speckle tracking to a kernel region (at the same spatial location as before) and a search region in the same speckle pattern. In this way, 10 zero-lag grids were generated for each ensemble. The 10 single-lag grids as well as the 10 zero-lag grids for each ensemble were averaged together, respectively, to reduce random noise. The best match on the averaged single-lag grid, ε min , determined the lateral and axial whole-sample displacement of the speckle pattern. To determine the lateral subsample displacement, one of the three previously mentioned interpolation techniques was implemented.
For all simulations, the kernel region was two samples in the lateral dimension, 10 samples in the axial dimension, and 462 µm laterally by 200 µm axially. The search region was four samples in the lateral dimension, 30 samples in the axial dimension, and 924 µm laterally by 600 µm axially. This generated a SAD grid with three coefficients in the lateral dimension and 20 coefficients in the axial dimension.
In order to estimate performance statistics, 100 independent regions were selected within the first speckle pattern of each ensemble. One hundred displacement estimates were thus calculated for each noise level and subsample shift, as well as each interpolation technique. The mean and standard deviation for each estimate were calculated and these estimates were used to compare the three interpolation techniques.
Results
Results from these simulations are shown in figures 3-5. The figures show plots of calculated translation magnitude versus actual translation magnitude for the three interpolation techniques at all noise levels. For each interpolation technique, performance at noise-to-signal ratios (NSRs) of −∞ dB and −40 dB was nearly identical. In all graphs the y-axis is the calculated translation magnitude in samples, and the x-axis is the actual translation magnitude in samples. Figures 3 and 4 show that performance of both cubic spline and parabolic fit interpolation techniques is poor at subsample translations of 0 to 0.5 samples, and completely inaccurate for translations of 0.5 to 1 samples. Figure 5 shows that performance of the grid slopes algorithm is accurate at all subsample translations for low noise levels. Figure 3 shows that cubic spline algorithm performed best for subsample translations from 0 to 0.5 samples at a noise-to-signal ratio (NSR) of −20 dB or better, although there was an estimation bias. However, for translations greater than 0.5 samples, the technique performed poorly even in the case where no noise was added. Figure 4 indicates that the parabolic fit algorithm performed similarly to cubic spline at low noise levels, and much worse at higher noise levels. As with cubic spline, parabolic fit did not accurately estimate translations greater than 0.5 samples at any noise level, and estimation of translations less than 0.5 samples was subject to bias errors. In contrast, the grid slopes algorithm accurately estimated translations from 0 to 1.0 samples at low noise levels. Figure 5 shows that grid slopes approached ideal performance for NSRs of −∞ dB and −40 dB. At an NSR of −20 dB, there was slight overestimation at small translations and slight underestimation at large translations. For NSRs of −20 dB to −6 dB, translation estimates showed an increasing bias that scaled with noise level, as indicated by the decreasing slope of the line for estimated versus actual translations plotted in figure 5. In this paper, we presented results from simulations in which 10 zero-lag and 10 single-lag grids were averaged to reduce the effects of noise. In other simulations in which fewer than 10 grids were averaged, performance was worse, i.e. estimates had higher standard deviations and were more subject to estimation biases. For this reason, we speculate that Chaturvedi et al (1997) were unable to use the grid slopes interpolation technique successfully because no grids were averaged together (multiple images through time were not generated, thus preventing the generation of multiple grids with which to average). We hypothesize that averaging multiple grids in situations where the noise level is high will improve performance. Of course, averaging more grids reduces temporal resolution, and the maximum amount of averaging possible will therefore be limited by the time course of the motion being estimated.
Discussion
Multilag processing might also provide better performance for small translations. Multilag processing involves speckle tracking between image acquisitions one and three (double-lag processing) or image acquisitions one and four (triple-lag processing), instead of between image acquisitions one and two (single-lag processing). By increasing the time elapsed between image acquisitions, multilag processing improves accuracy at slower velocities. For example, figure 5(a) illustrates that for an NSR of −20 dB, motion of 0.4 samples was estimated without velocity estimation bias, while motion of 0.2 samples was estimated with a slight bias. If an initial motion estimate is less than 0.5 samples, employing multilag processing might help ascertain the validity of a motion estimate as well as improve accuracy.
The commercial ultrasound scanner in our lab, a Siemens Elegra, allows 4:1 parallel receive processing for data acquisition. Using parallel receive processing for data acquisition improves the performance of speckle tracking methods in blood velocity estimation, as described in section 1. However, parallel receive processing affects the performance of the grid slopes interpolation technique since RF lines acquired with parallel receive processing have a slightly different transmit-receive pattern than RF lines acquired with line-by-line data acquisition. This slight decorrelation between adjacent RF lines degrades the performance of the grid slopes algorithm in practice (Bohs et al 1998) . For these simulations, parallel receive processing was not modelled so that the effects of noise could be clearly observed.
Given that grid slopes performs well at high signal-to-noise ratios, one potential clinical application of grid slopes is tissue motion tracking. In this context, subsample motion could be estimated with minimum need for bias compensation since tissue motion has an inherently higher signal-to-noise ratio than blood flow. Also, the grid slopes algorithm could be applied to strain imaging applications if the signal-to-noise ratio is high enough to preclude grid averaging.
We have described the grid slopes algorithm for use in improving lateral velocity quantization. However, we have also applied the grid slopes algorithm as an axial velocity interpolation technique and have found it performs well (Bohs et al 1998) . Similarly, grid slopes could be applied as an elevational velocity interpolation method, provided that adjacent RF lines in elevation are acquired with the same transducer such that RF lines are highly correlated.
Conclusions
We have described a new interpolation technique for measuring subsample speckle motion, called grid slopes. The grid slopes algorithm can be used in conjunction with speckle tracking methods to increase velocity quantization. The algorithm requires no a priori information and allows subsample speckle motion to be calculated explicitly. Grid slopes is implemented using data from only two locations on a tracking grid, and can be applied in any dimension. Computer simulations show that the grid slopes algorithm accurately estimates all subsample translations at low noise levels, unlike conventional interpolation techniques. The grid slopes algorithm shows promise for measuring tissue motion in a variety of clinical situations.
