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Introduction générale
Comprendre son environnement pour y survivre tout d’abord puis pour mieux y vivre ensuite
mais aussi tout simplement pour savoir : à partir de ses sens, l’Homme observe puis analyse.
La thématique de ce travail de thèse est axée sur l’étude des glaciers et sur le suivi temporel
du déplacement de surfaces. Dans le contexte actuel où la conscience d’une évolution climatique
s’éveille, les glaciers s’avèrent être de bons indicateurs de cette évolution [Rignot et al., 2002].
L’étude générale du déplacement des glaciers et de ses conséquences sur l’évolution du paysage,
sur la hauteur des mers etc... nécessite une variété de compétences et d’outils à l’interface de
plusieurs disciplines qui forment les sciences de la Terre. Les glaciers présentent également des
risques par leurs comportements parfois brutaux [Fischer et al., 2003] [Kääb et al., 2003].
La télédétection permet de spatialiser à distance une analyse basée sur des mesures de ter-
rain qui ne seraient que ponctuelles. Ces deux aspects procurent à la télédétection un intérêt
tout particulier dans le domaine de la géophysique. La spatialisation permet de s’aﬀranchir des
problèmes d’hétérogénéité potentielle du phénomène étudié et la distance réduit les contraintes
logistiques de mesure in situ et favorise la préservation du milieu étudié.
En télédétection satellitaire, deux modes d’acquisition sont disponibles :
– L’imagerie optique, qui est un mode d’acquisition passif à travers un système optique. Elle
nécessite une source de lumière.
– L’imagerie RADAR qui est un mode d’acquisition actif ne nécessitant pas de source de lu-
mière pour imager une scène. De part sa nature active, l’imagerie RADAR à Synthèse d’Ou-
verture (RSO) s’avère être un excellent outil d’observation des phénomènes géophysiques.
Elle reste opérationnelle quelle que soit la météo ou l’heure.
Ce travail n’utilise que le mode d’imagerie RADAR, il se situe en amont des interprétations
géophysiques et se limite au développement et à l’application de méthodes de mesure de dé-
placement de surface des glaciers. La problématique est née de la généralisation des images RSO
à Haute Résolution (HR) spatiale qui bouleversent les modélisations admises jusqu’à présent.
Cette HR apporte à ce mode d’imagerie une qualité de détails que seule l’imagerie optique était
jusqu’alors capable de reproduire.
En contre partie, la HR augmente la sensibilité des images aux variations du milieu ce qui
pose problème lors de la mise en oeuvre des méthodes classiques d’interférométrie diﬀérentielle.
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La capacité tout-temps des capteurs RSO aditionnée à ce haut niveau de résolution permet d’éla-
borer de nouvelles méthodes de suivi de déplacement. Ce travail de thèse développe une méthode
générale de suivi de texture dans les images RSO à Haute Résolution. La chaîne de traitement
proposée oﬀre une souplesse qui permet de s’adapter à un spectre applicatif large.
Cette thèse s’inscrit dans le cadre du projet de recherche EFIDIR 1 (Extraction et Fusion
d’Information pour la mesure des Déplacements en Imagerie Radar) qui regroupe six laboratoires
de recherche. Quatre d’entre eux sont spécialisés dans le traitement du signal (Télécom Paris
Tech, GIPSA-lab, LISTIC, IETR) et deux sont spécialistes des géosciences (LGIT et ENS). Ce
projet est consitué de trois sous-projets :
1. Analyse et modélisation des données RSO. Caractérisation de la rétrodiﬀusion du sol.
2. Estimation de déplacement à partir de données RSO.
3. Fusion d’information et interprétation géophysique de phénomènes.
Le point commun de ces trois axes est le développement d’aspects méthodologiques. L’applica-
tion à l’étude de phénomènes géophysiques fait également partie des objectifs de ce projet. Bien
qu’abordant des problématiques des trois sous-projets, cette thèse s’identiﬁe principalement au
sous-projet 2.
Ce manuscript synthétise cette étude selon le plan suivant :
– Le premier chapitre introduit brièvement l’imagerie RSO et la polarimétrie RADAR. Il
décrit le fouillis polarimétrique et déﬁnit la notion de texture, largement utilisée par la
suite. La question de l’homogénéité du fouillis dans un contexte de Haute Résolution spa-
tiale est discutée. Finalement les notions de statistiques des images RSO utilisées sont
présentées, avec notamment les statistiques de seconde espèce et quelques lois statistiques
du système de Pearson.
– Après une présentation des méthodes classiques de détection de mouvement, le deuxième
chapitre aborde la problématique du suivi de texture et introduit la méthodologie générale.
La notion de vraisemblance, au coeur de la méthode, est brièvement rappelée et les critères
de similarité sont déﬁnis et calculés en fonction de la modélisation adoptée pour les images.
Le bénéﬁce quant à l’utilisation des lois de Fisher, plus générales que les lois Gamma, est
étudié. Finalement un protocole de test est mis en place à partir de données simulées et
réelles pour tester et analyser le comportement de diﬀérents critères de similarité. Aﬁn de
mesurer quantitativement les résultats, diﬀérentes mesures de ﬁabilité sont proposées. Ce
deuxième chapitre conclut sur une discussion de l’apport de la polarimétrie pour la méthode.
– Le troisième chapitre développe la mise en oeuvre de la chaîne méthodologique proposée
dans le deuxième chapitre pour l’estimation de déplacement de la surface de deux glaciers en
particulier : un glacier tempéré, le glacier d’Argentière dans le massif du Mont Blanc et un
glacier froid, le glacier de l’Astrolabe en Antarctique. Une variété de conﬁgurations permet
1. www.eﬁdir.fr
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d’éprouver les diﬀérents critères de similarité. Des traitements avancés sont ensuite dévelop-
pés dans les dernières parties pour améliorer la robustesse de la méthode. La segmentation
hiérarchique ajoute un caractère adaptatif au processus de fenêtre glissante et un modèle
d’écoulement vient contraindre le critère de similarité. Un comparatif des résultats avec
des données in situ est observé aﬁn de confronter les résultats avec des grandeurs réelles.
Finalement la variété de données RSO disponible permet de proposer un étude préliminaire
sur la fusion des résultats issus d’acquisitions RADARSAT-2 et TerraSAR-X.
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Chapitre 1
Imagerie Radar à Synthèse
d’Ouverture et Statistiques associées
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1.1 Formation des images Radar à Synthèse d’Ouverture
Le RADAR est basé sur les principes de propagation d’ondes électromagnétiques. Une onde
est émise par l’antenne radar, se propage jusqu’à des objets passifs (cibles) où une partie du signal
est rétrodiﬀusée vers l’antenne.
La vitesse c de propagation des ondes électromagnétiques est considérée comme constante
dans le milieu de propagation et la durée du trajet aller-retour peut être traduite aisément en
distance à l’aide de la formule d = ct/2. Si une cible rétrodiﬀuse tout ou partie du signal émis, la
distance à laquelle se trouve cette cible est ainsi déterminée en mesurant le temps entre l’émission
et la réception de l’onde.
On distingue deux types de radar, les radars de surveillance et les radars imageurs (ﬁgure 1.1).
Dans les deux cas, on suppose l’antenne rectangulaire et parallèle au sol.
Figure 1.1 – Géométrie d’acquisition pour les deux types de radar : de surveillance et imageur
Dans le cas des radars de surveillance (antenne en rotation autour d’un axe vertical),
une impulsion est émise périodiquement, à diﬀérents angles (azimut). Chaque impulsion permet
d’acquérir une ligne de l’image (plus un pixel est proche du centre de l’image, plus la distance
est faible et plus la cible est proche). Dans cette thèse, ce type de radar n’est pas utilisé.
Dans le cas des radars imageurs (ﬁgure 1.2), l’antenne est aéroportée ou spatioportée et se
déplace dans la direction parallèle à son grand axe A avec le nadir 1 situé à sa verticale B. Pour
chaque position (azimut) E, le radar émet une impulsion dans le plan perpendiculaire à la direc-
tion de vol. Cette impulsion illumine une certaine largeur de terrain C pour former une ligne de
l’image. Comme pour le radar de surveillance, chaque pixel d’une ligne correspond à une distance.
L’antenne est considérée rectangulaire de dimension l × L où l est la taille du petit axe, L
1. Le nadir d’un point est situé au plus bas sur la verticale de ce dernier : opposé au zénith
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Figure 1.2 – Visée latérale des radars aéroportés ou spatioportés
L l
Y
X
Z
D
P(y,z)
Figure 1.3 – Champ émis par une antenne radar
celle du grand axe et l << L (ﬁgure 1.3). On considère que la surface rectangulaire de l’antenne
illumine uniformément. Le champ U observé en un point P
(
y
z
)
d’un plan situé à une distanceD
du radar et parallèle à ce dernier s’écrit, selon l’approximation de Fraunhofer D >> L
2+l2
2λ [Maître
and al., 2001] :
U(y, z) ≈ sinc
(
π
Ly
λD
)
sinc
(
π
lz
λD
)
(1.1)
où λ est longueur d’onde de l’onde émise.
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Donc contrairement à une source ponctuelle isotrope 2, l’espace d’illumination est réduit à
une zone appelée lobe d’antenne qui correspond à la zone illuminée par le premier lobe du sinus
cardinal 3. La largeur de la scène imagée en distance est appelée la fauchée.
1.2 Qualité d’image
1.2.1 Repliement
Tous les objets rencontrés par l’onde émise par le radar à un instant t se trouvent à la même
distance du satellite et correspondent donc à un unique pixel de l’image. Pour limiter la confu-
sion de cibles diﬀérentes situées à la même distance du satellite, ce dernier vise en biais et non
à la verticale. Ce problème est appelé repliement du fait du repliement de la scène sur elle même.
Figure 1.4 – Eﬀet de l’incidence sur le repliement
Dans le cas d’une visée verticale (cas de droite sur la ﬁgure 1.4) tous les points du sol con-
tribuent à un seul pixel alors qu’en visée oblique (cas de gauche sur la ﬁgure 1.4), ils sont tous
discernables. La résolution 4 au sol s’améliore avec l’angle d’incidence Θ = θ + α où θ est l’angle
de visée du satellite et α la pente locale du terrain (dans notre exemple α = 0˚). Cependant,
lorsque l’angle de visée θ est trop fort, des ombres apparaissent sur l’image (ﬁgure 1.5).
La lecture visuelle d’une image radar est peu intuitive car le relief qui est orienté vers l’an-
tenne est tassé donc de faible résolution pour les raisons évoquées ci-dessus, alors que les pentes
opposées sont mieux déﬁnies car réparties sur une plus grande dynamique spatiale.
2. une source ponctuelle isotrope illumine tout l’espace
3. Les lobes secondaires du sinus cardinal induisent des signaux parasites (rétrodiﬀusions des cibles proches
de la cible visée). Il existe une méthode pour limiter leur inﬂuence : les éléments rayonnants de l’antenne sont
pondérés pour centrer davantage la puissance émise sur le lobe principal. Cela écrase les lobes secondaires au prix
d’un élargissement du lobe principal.
4. La résolution est ici vue comme la distance minimum en deçà de laquelle deux points ne sont pas dissociés
sur l’image. Nous détaillons plus loin cette notion.
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Az
im
ut
1 ligne de l’image
Distance
B
A
Ombre
Figure 1.5 – Repliement et ombrage en cas de relief accidenté
Figure 1.6 – Distorsion géométriques des images radar par rapport aux images optiques
La ﬁgure 1.6 représente deux images du Mont Fuji. La symétrie du volcan souligne l’eﬀet
de tassement typique des images radar (à gauche) par rapport aux images optiques (à droite).
Sachant que la majorité des satellites visent à droite, sur cet exemple le satellite a parcouru la
scène de haut en bas.
Non seulement la résolution de la représentation du terrain diminue avec la pente mais au
delà d’un certain angle, il y a repliement et les sommets du relief paraîtront plus proches que leur
base. Sur la ﬁgure 1.5, le point B se situe à la limite du repliement et apparaîtra sur le même
pixel que A. La ﬁgure 1.7 sur laquelle est imagée la tour Eiﬀel, en est un bon exemple : l’ombre
et le repliement engendrés par la tour sont très visibles.
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Figure 1.7 – Exemple d’ombrage et de repliement sur la tour Eiﬀel
Idéalement, la direction de visée de l’antenne radar ne devrait jamais atteindre la pente de la
surface à imager. Malheureusement, il est impossible d’éviter ce problème notamment dans les
zones à fort relief.
1.2.2 Distorsions géométriques
Sur une image radar, une même distance au sol aura une résolution radar moindre en portée
proximale qu’en portée distale 5. Comme l’illustre la ﬁgure 1.8, deux cibles identiques A1 et B1
et situées à des distances diﬀérentes de l’axe du nadir n’ont pas la même résolution en distance
sur l’image radar. L’image A2 de la cible A1 est moins bien déﬁnie que l’image B2 de la cible B1.
Figure 1.8 – Résolution anisotrope
1.2.3 Résolutions
On distingue en imagerie radar deux résolutions qui, contrairement aux systèmes optiques,
sont physiquement très diﬀérentes : la résolution en distance et la résolution en azimut.
5. La portée proximale est la distance entre l’axe du nadir et le début de la fauchée. La portée distale est la
distance entre l’axe du nadir et la ﬁn de la fauchée
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– La résolution en distance est, pour des signaux impulsionnels simples, directement liée à
la durée d’impulsion du radar (résolution temporelle). Si la durée d’impulsion est suﬃsam-
ment courte, le radar recevra deux échos distincts, sinon les deux échos seront confondus.
D’autre part, la résolution en distance-temps ne dépend pas de l’angle d’incidence θ con-
trairement à la résolution en distance-sol :
δdist-sol =
cτc
2 sin(θ)
(1.2)
c étant la célérité de l’onde et τc la durée de l’impulsion radar.
Figure 1.9 – Résolution en distance
Par exemple, sur la ﬁgure 1.9, les points 3 et 4 sont discernables alors que les points 1 et 2
ne le sont pas.
Pour améliorer la résolution en distance, il faut réduire la durée d’impulsion or celle-ci est
limitée par des problèmes technologiques. Cependant, il existe une méthode qui consiste à
émettre, non plus une impulsion sinusoïdale, mais un sinus modulé en fréquence (« chirp
») centré sur la fréquence fc représenté par (ﬁgure 1.10) :
A(t) = A0 exp
(
2jπ(fct+
Kt2
2
)
)
|t| 6 τc
2
{
A0 : amplitude du chirp
K : taux de modulation ∈ [0, 1] (1.3)
En réception, après rétrodiﬀusion par une cible à une distance Dc, on reçoit le signal :
vr(t) = σ0A0 exp
(
2jπ(fc(t− tc) + K(t− tc)
2
2
)
)
|t− tc| 6 τc2 avec tc =
2Dc
c
(1.4)
Pour analyser le signal reçu, on réalise un ﬁltrage adapté du chirp. On montre [Maître and
al., 2001] que ce ﬁltrage transforme le chirp en une modulation d’amplitude par un sinus
cardinal :
gtc ≈ exp (2jπfc(t− tc))
sin(πKτc(t− tc))
πKτc(t− tc) t ∈ Vtc
{
Vtc : voisinage de tc
K : taux de modulation ∈ [0, 1]
(1.5)
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Figure 1.10 – Amélioration de la résolution en distance par des impulsions modulées en
fréquence.
Pour K = 0, l’onde n’est pas modulée en fréquence et le sinus cardinal devient un Dirac :
on retrouve le cas précédent et δr = cτc2 .
La résolution en distance est ainsi grandement améliorée puisque les échos sont plus courts
et présentent des pics étroits facilement discernables.
En pratique, les signaux sont ramenés en bande de base pour pouvoir être échantillonnés à
une fréquence raisonnable (typiquement égale à la largeur de bande).
Par convention, il a été choisi de déﬁnir la résolution δt comme la largeur du lobe principal
d’un chirp ou comme la largeur de la fenêtre triangulaire si le signal n’est pas modulé en
fréquence.
Dans le cas du chirp, la résolution est améliorée d’un facteur 1
Kτ2c
:
δdist-tps =
cτc
2
1
Kτ2c
(1.6)
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– La résolution en azimut est liée aux caractéristiques d’émission, de réception et de
propagation des ondes électromagnétiques, c’est à dire aux dimensions de l’antenne et à la
longueur d’onde émise.
Plus les cibles sont éloignées de l’antenne, plus le faisceau est large et moins bonne est la
résolution. Sur la ﬁgure 1.11, les points 1 et 2 sont discernables alors que les points 3 et 4
ne le sont pas.
Figure 1.11 – Résolution azimutale
D’autre part, la largeur du faisceau est inversement proportionnelle à la longueur L de
l’antenne (grand axe) : une longue antenne fournira un faisceau plus mince et donc une
meilleure résolution.
δaz ≈ λD
L
avec


D : distance radar-cible
L : longueur du grand axe de l’antenne
λ : longueur d’onde de l’onde émise
(1.7)
Pour des valeurs usuelles (Satellite RADARSAT-2 bande C : λ = 5, 6 cm, D = 800km,
L = 15m), la résolution est de l’ordre du kilomètre. Pour obtenir une résolution de l’ordre
du centimètre, la longueur de l’antenne devrait donc atteindre 5km ce qui est évidemment
impossible.
Cependant les satellites imageurs se déplacent selon une trajectoire rectiligne et un mouve-
ment uniforme. Dans le cas courant où les impulsions sont émises à une fréquence régulière
appelée Fréquence de Répétition des Impulsions (FRI), une cible est illuminée plusieurs
fois comme l’illustre la ﬁgure 1.12. Le caractère cohérent des ondes rétrodiﬀusées (échos
en phase) permet ainsi de simuler une antenne de très grande taille : c’est le principe de
synthèse d’ouverture. Il faut par contre connaître parfaitement la trajectoire du porteur
notamment dans le cas aéroporté où les variations de trajectoires peuvent être signiﬁcatives.
En exploitant le fait que l’on se trouve dans l’approximation de Fraunhofer, on peut retrou-
ver [Maître and al., 2001] les expressions du ﬁltrage adapté, c’est à dire que l’on a un signal
modulé linéairement en fréquence de paramètre kˆ = 2Dλ et de largeur de faisceau Yˆ =
Dλ
L .
La résolution azimutale après ﬁltrage adapté vaut :
δaz =
1
kˆYˆ
=
L
2
(1.8)
Cette nouvelle expression de la résolution a la particularité de ne dépendre que de la
longueur L de l’antenne et d’être proportionnelle à celle-ci. Toutefois on ne peut pas réduire
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Figure 1.12 – Illumination multiple d’une cible
la dimension de l’antenne de manière trop importante sans réduire la puissance d’émission
et donc de réception.
1.3 Polarimétrie RADAR
1.3.1 Généralités
La polarimétrie permet d’identiﬁer des objets ou surfaces à partir de leur propriétés diﬀu-
santes. En eﬀet toute cible 6 disperse l’énergie reçue du radar d’une manière qui lui est propre
et la polarimétrie oﬀre des outils eﬃcaces permettant de caractériser les mécanismes de diﬀusion
mis en jeux et d’en déduire la nature de la cible.
Aﬁn de comprendre ces mécanismes, il est nécessaire de s’intéresser aux ondes électromagnétiques
et plus particulièrement au champ électrique ~E, le champ magnétique ~B pouvant, pour les condi-
tions de mise en peuvre actuelles, entièrement en être déduit par les équations de Maxwell. Dans
le cas des radars spatioportés, l’onde peut être considérée comme plane 7. Dans le cas monochro-
matique, l’extrémité du vecteur ~E =
(
Eh
Ev
)
décrit une courbe régulière dans la direction de
propagation (Figure 1.13).
Le cycle de l’onde est la projection de cette courbe dans le plan perpendiculaire à la direction de
propagation. Dans le cas monochromatique, il s’agit d’une ellipse. La polarisation de l’onde peut
être déﬁnie par deux paramètres de cette ellipse : l’orientation Ψ et l’ellipticité χ.
On distingue ainsi diﬀérents types de polarisation :
– Horizontale : Ψ = 0◦
– Verticale : Ψ = ±90◦
– Circulaire : χ = ±45◦
6. Une cible est un élément ponctuel ou surfacique susceptible de rétrodiﬀuser une partie de l’énergie incidente.
7. la surface d’onde est une sphère de très grand rayon.
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sens 
de propagation
Ev
Eh
E
Y
X
Y
X
χ
ψ
Figure 1.13 – Composantes du champ ~E et ellipse de polarisation
– Linéaire : χ = 0◦
La polarisation peut également être représentée par le vecteur de Stokes :
F =


|Eh|2 + |Ev|2
|Eh|2 − |Ev|2
2ℜ(Eh · Ev∗)
2ℑ(Eh · Ev∗)




ℜ : partie réelle
ℑ : partie imaginaire
∗ : conjugué
(1.9)
Pour émettre des ondes de diverses polarisations, les diﬀérentes parties de l’antenne radar
doivent être alimentées diﬀéremment. Par exemple pour émettre une onde polarisée circulaire-
ment, les éléments H (horizontal) et V (vertical) de l’antenne doivent être alimentés simultané-
ment avec un déphasage de 90◦.
D’autre part, les ondes rétrodiﬀusées ayant généralement subi des modiﬁcations de polarisation,
les antennes doivent être capables de capter diﬀérentes polarisations.
Par exemple, un radar possédant les polarisations linéaires verticale et horizontale pourra avoir
quatre canaux :
HH : émission et réception en polarisation horizontale
VV : émission et réception en polarisation verticale
VH : émission verticale et réception horizontale
HV : émission horizontale et réception verticale
Un tel radar est dit totalement polarimétrique car il permet de mesurer toutes les propriétés
diﬀusantes de la cible.
La matrice de diﬀusion S est déﬁnie comme la matrice qui décrit comment la cible transforme
les composantes du champ électrique incident
−→
Ei et donc sa polarisation :
−→
Ed = S
−→
Ei =
[
Eh
d
Ev
d
]
=
[
Shh Shv
Svh Svv
] [
Eh
i
Ev
i
]
(1.10)
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Les éléments Sij de la matrice S sont des nombres complexes calculés à partir de l’ampli-
tude et de la phase mesurées sur les quatre canaux. Ils dépendent des caractéristiques du milieu
étudié : rugosité, humidité... Dans le cas des radars monostatiques 8, on a Svh = Shv et la matrice
de diﬀusion est dite réciproque.
1.3.2 Domaine de puissance
Dans le cas d’une cible étendue (non ponctuelle), le signal rétrodiﬀusé est la somme de réponses
élémentaires de plusieurs rétrodiﬀuseurs ponctuels répartis dans la cellule de résolution. Plusieurs
mécanismes de rétrodiﬀusion sont mis en jeu et la matrice de rétrodiﬀusion S n’est plus suﬃsante
pour caractériser complètement les cibles. On calcule alors les moments d’ordre 2 : la matrice de
covariance M et la matrice de cohérence T.
– La matrice de covariance M :
A partir de la matrice de diﬀusion et sous l’hypothèse de réciprocité, on déﬁnit un vecteur
de covariance :
k =

 Shh√2Shv
Svv

 (1.11)
Pour oﬀrir une représentation en puissance des propriétés diﬀusantes, le vecteur est multi-
plié par son transposé conjugué :
M = E
[
k · k∗T
]
= E

 |Shh|
2 √2ShhShv∗ ShhSvv∗√
2ShvShh∗ 2|Shv|2
√
2ShvSvv∗
SvvShh
∗ √2SvvShv∗ |Svv|2

 (1.12)
où ∗ est l’opérateur conjugué.
– La matrice de cohérence T :
Pour obtenir la matrice de cohérence, la matrice de diﬀusion S est vectorisée en utilisant
sa décomposition dans la base formée par les matrices spin de Pauli :
kp =
1√
2

Shh + SvvShh − Svv
2Shv

 avec l’hypothèse de réciprocité (1.13)
Elle s’écrit :
T = E
[
kp · kp∗T
]
(1.14)
La matrice de covariance et la matrice de cohérence étant linéairement liées, on utilise l’une
ou l’autre sans inﬂuence sur les résultats.
8. Une seule antenne pour l’émission et la réception
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1.4 Fouillis polarimétrique et texture
1.4.1 Fouillis homogène : le speckle
1.4.1.1 Naissance
L’onde électromagnétique (complexe) émise par le RADAR interagit au sein d’une même cel-
lule de résolution avec de nombreux rétrodiﬀuseurs élémentaires. Ces interactions se font sous
forme d’interférences cohérentes dont la résultante peut être constructive (le pixel sera plus clair)
ou destructive (le pixel sera plus sombre). Cette somme cohérente dépend de l’agencement spatial
des rétrodiﬀuseurs élémentaires qui est généralement aléatoire. Le signal complexe rétrodiﬀusé
sera donc la résultante aléatoire de toutes ces interférences constructives et destructive de l’onde
avec les rétrodiﬀuseurs (ﬁgure 1.15). Ce phénomène donne naissance à la caractéristique des im-
ages RADAR : le Speckle qui leur donne un aspect granuleux comme l’illustre la ﬁgure 1.14 où
l’on peut voir un exemple simple d’une partie d’un glacier imagé par un système optique 1.14(a)
et par un système RADAR 1.14(b).
(a) Image optique ©2010 Google map (b) Image RADAR TerraSAR-X
Figure 1.14 – (a) Image optique et (b) image RADAR de la zone de sérac du glacier d’Argentière
(Massif du Mont Blanc)
1.4.1.2 Modélisation
N∑
n=1
xn + iyn =
N∑
n=1
xn + i
N∑
n=1
yn = x+ iy (1.15)
L’hypothèse du Speckle dit complètement développé signiﬁe que la phase du vecteur rétrodif-
fusé résultant de la somme cohérente (1.15) est uniformément distribuée entre −π et +π.
Cette hypothèse est vraie si et seulement si les conditions suivantes sont vériﬁées :
– La distance RADAR-cible est beaucoup plus grande qu’un certain nombre de fois la longueur
d’onde.
– Les diﬀuseurs sont indépendants et répartis de façon homogène.
– Un grand nombre de rétrodiﬀuseurs élémentaires est présent dans chaque cellule de rétrod-
iﬀusion.
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y
x
Figure 1.15 – Somme cohérente de la réponse des rétrodiﬀuseurs au sein d’une même cellule de
résolution
La dernière condition concernant le grand nombre de rétrodiﬀuseurs permet d’appliquer le théorème
central limite sur les parties réelle et imaginaire de l’onde. Ainsi les composantes x et y du vecteur
résultant sont indépendantes et suivent une loi Gaussienne de moyenne nulle et de variance σ2/2 :
fx(x) =
1√
πσ
e−x
2/σ2 (1.16)
L’amplitude A =
√
x2 + y2 suit alors une loi de Rayleigh et l’intensité I = A2 = x2 + y2 suit
une loi Gamma [Ulaby et al., 1988].
Ce modèle est assez bien vériﬁé pour les images RSO issues des capteurs de résolution clas-
siques tels qu’ENVISAT ou ERS. En eﬀet, la résolution est suﬃsamment faible pour considérer
la majorité des zones comme homogène. Toutefois dans le contexte actuel des capteurs à Haute
Résolution tel que le satellite TerraSAR-X (TSX), l’hypothèse d’homogénéité peut être remise
en question.
La ﬁgure 1.16 montre un exemple d’amplitude d’une même zone extraite des capteurs ERS et
TSX ainsi que les histogrammes associés. L’intensité ne suit pas la même loi en fonction du cap-
teur utilisé. L’histogramme du capteur ERS témoigne d’une assymétrie moins marquée que l’his-
togramme du capteur TSX. Cette grande asymétrie du nouveau capteur interroge sur l’éventuelle
hétérogénéité du fouilli et donc sur la validité des modèles classiques jusqu’alors utilisés.
1.4.2 Fouillis hétérogène : estimation SIRV
Pour rappel, le théorème central limite est un théorème fondamental en probabilité qui peut
s’énoncer comme suit :
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Figure 1.16 – Comparaison des histogrammes d’une même zone imagée par deux capteurs dif-
férents : ERS et TerraSAR-X - Images en log.
Théorème 1. Soit Sn la somme de n variables aléatoires indépendantes, alors la fonction de
distribution de Sn est bien approximée par une loi normale.
On remarquera que les variables aléatoires sommées ne sont par nécessairement distribuées
identiquement.
Dans un contexte de Haute Résolution spatiale, le nombre de rétrodiﬀuseurs au sein d’une
même cellule de résolution diminue. En résolution classique (image de gauche de la ﬁgure 1.17),
le grand nombre d’interactions de l’onde électromagnétique avec les rétrodiﬀuseurs d’un milieu
naturel permet d’approximer le processus par une loi normale grâce au théorème central limite.
Dans ce cas le speckle est complètement développé et les variations de réﬂectivité sont contenues
à l’intérieur de la cellule de résolution. Dans le cas de la haute résolution, les milieux naturels
induisent des variations de réﬂectivité à l’échelle de la cellule de résolution (image de droite de
la ﬁgure 1.17).
En 1973, Kung Yao a appliqué les Vecteurs Aléatoires Sphériquement Invariant (SIRV) à
l’estimation et la détection en communication [Yao, 1973]. Un modèle de fouillis PolSAR basé
sur l’utilisation des SIRV a récemment été étudié [Vasile et al., 2010] [Pascal et al., 2004]. Le
vecteur de rétrodiﬀusion complexe polarimétrique k y est déﬁni comme le produit de la racine
d’une variable aléatoire scalaire τ avec un vecteur indépendant gaussien z :
k =
√
τ z, (1.17)
τ représente la texture c’est à dire un processus non homogène. Le vecteur z représente le
speckle et est complexe gaussien de moyenne nulle et de matrice de covariance M = E{zzH}. Il
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Figure 1.17 – Le nombre de rétrodiﬀuseurs diminue avec la résolution.
contient tout le processus homogène du vecteur k. H est l’opérateur transposé conjugué et E{·}
l’espérance mathématique.
Ce modèle dépasse la question d’homogénéité du fouillis en séparant les deux types de pro-
cessus du vecteur k quelle que soit la résolution. Ce formalisme ne bénéﬁcie d’aucun à priori
sur la distribution de τ et s’adapte donc à tous les cas de ﬁgure. Le cas le plus courant dans
la littérature étant de modéliser τ par des lois Gamma. Le terme de texture τ est ici considéré
comme un scalaire et donc identique sur tous les canaux polarimétriques. Cette approximation
est justiﬁée dans la section 2.4.4 du deuxième chapitre.
Les deux sections suivantes décrivent une méthode d’estimation de τ et de la matrice de co-
variance M de z.
1.4.2.1 Texture τ
Pour une matrice de covariance donnée M, l’estimée au sens du maximum de vraisemblance
du paramètre de texture τ est donné par :
τˆ =
kHM−1k
p
, (1.18)
où p est la dimension du vecteur de rétrodiﬀusion k (p = 3 dans le cas de réciprocité : SHV =
SV H).
1.4.2.2 Matrice de covariance : τ déterministe
L’estimateur au sens du maximum de vraisemblance de la matrice de covariance normalisée
dans le cas d’une texture déterministe est solution de l’équation récursive suivante [Conte et al.,
2002] [Gini and Greco, 2002] :
MˆFP = f(MˆFP ) =
p
N
N∑
i=1
kikHi
kHi Mˆ
−1
FPki
=
p
N
N∑
i=1
ziz
H
i
zHi Mˆ
−1
FPzi
. (1.19)
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Pascal et al. ont établi l’existence et l’unicité, à un facteur près, de la matrice de covariance
du Point Fixe normalisée [Mˆ ]FP ainsi que la convergence de l’algorithme récursif qui permet d’es-
timer τˆ et [Mˆ ]FP quelque soit l’initialisation de [Mˆ ]FP [Pascal et al., 2008a] [Pascal et al., 2008b].
1.4.2.3 Matrice de covariance : τ non déterministe
Dans le cas d’une texture non déterministe, l’estimateur (1.19) n’est qu’une version approchée
de l’estimateur de la matrice de covariance au sens du maximum de vraisemblance. L’estimateur
au sens du maximum de vraisemblance de la matrice de covariance normalisée dépend alors de
la distribution de τ . Son expression est :
MˆML =
1
N
N∑
i=1
hp+1
(
kHi Mˆ
−1
MLki
)
hp
(
kHi Mˆ
−1
MLki
) kikHi (1.20)
où l’expression de la fonction génératrice de densité hp (x) est donnée par [Fang et al., 1990] [Zozor
and Vignat, 2010] :
hp (x) =
+∞∫
0
1
τp
exp
(
−x
τ
)
fτ (τ) dτ (1.21)
Chitour et Pascal [Chitour and Pascal, 2008] ont montré l’unicité de la solution de (1.20) et
la convergence du procédé itératif quelques soient les conditions initiales dans le domaine d’ad-
missibilité.
L’algorithme récursif d’estimation consiste à calculer dans un premier temps un estimé de la
matrice de covariance Mˆ avec (1.19) ou (1.20) puis d’estimer la texture τˆ avec (1.18). Dans notre
cas, la trace de la matrice de covariance est normalisée par p.
Il est important d’insister sur le fait que dans la déﬁnition des SIRV, aucune hypothèse n’est
faite sur la densité de probabilité de la texture. Les SIRVs décrivent donc toute une classe de
processus stochastiques. Cette classe inclut les modèles conventionnels de clutter comme les lois
gaussiennes, K, G0 et KummerU qui correspondent respectivement à des textures distribuées selon
les lois Dirac, Gamma, Inverse Gamma et Fisher [Lee et al., 1994] [Freitas et al., 2005] [Bombrun
and Beaulieu, 2008a].
En pratique l’estimateur (1.20) est utilisé seulement dans les cas où la distribution de τ est
connue, c’est à dire lorsque l’expression analytique de hp peut être calculée. Dans les autres cas,
c’est l’estimateur approché (1.19) qui est utilisé.
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1.5 Statistiques
1.5.1 Statistiques de première espèce
1.5.1.1 Variable aléatoire et densité de probabilité
Considérons une variable aléatoire X à valeurs réelles qui admet une densité de probabil-
ité (d.d.p.) fX . On note fX(x)dx la probabilité que X appartienne à l’intervalle inﬁnitésimal
[x, x+ dx]. fX vériﬁe les deux propriétés fondamentales suivantes :

∀x ∈ R fX(x) ≥ 0∫ +∞
−∞
fX(x)dx = 1
(1.22)
La fonction de répartition d’une variable aléatoire X en x désigne la probabilité que X prenne une
valeur inférieure ou égale à x. Elle est notée FX(x) = fX(X ≤ x). Lorsqu’elles existent, FX et
fX sont liées par :
fX(x) =
d
dx
FX(x). (1.23)
Dans le cas des images RSO, X est une variable aléatoire continue représentant par exemple
une valeur scalaire déﬁnie sur R+ comme la texture, l’intensité ou l’amplitude de l’image ou
une variable aléatoire multivariée représentée par sa matrice de covariance dans le cas d’images
polarimétriques.
1.5.1.2 Moments
La notion de moment est primordiale en statistiques et permet une analyse comportementale
des variables aléatoires étudiées. Les moments généralisés de X sont déﬁnis pour toute application
réelle g par :
E[g(X)] =
∫ +∞
−∞
g(x)fX(x)dx. (1.24)
Intuitivement, les moments généralisés représentent la moyenne d’un comportement g de la
variable X pondérée par la probabilité fX .
Exemples :
– En prenant g(x) = x, le moment correspondant s’écrit E[X] =
∫+∞
−∞ x fX(x)dx et traduit
l’espérance de la variable X qui est le moment d’ordre 1. Les moments d’ordre r sont déﬁnis
par E[Xr].
– En prenant g(x) = eiνx, on déﬁnit la première fonction caractéristique de X comme la trans-
formée de Fourier de sa d.d.p. :
∀ν ∈ R ΦX : ν 7→
∫ +∞
−∞
eiνxfX(x)dx (1.25)
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Cette fonction caractéristique décrit complètement une variable aléatoire dans le sens où l’é-
galité de deux fonctions caractéristiques est équivalente à l’égalité des distributions. Soit X et Y
deux variables aléatoires réelles :
∀ν ∈ R ΦX(ν) = ΦY (ν) ⇔ ∀u ∈ R fX(u) = fY (u) (1.26)
Les moments d’ordre r de X, notés µX(r), peuvent être déduits de la fonction caractéristique
par :
µX(r) = (−i)r
drΦX(ν)
dνr
∣∣∣∣
ν=0
(1.27)
1.5.1.3 Cumulants
En travaillant avec le logarithme de la première fonction caractéristique, on déﬁnit la seconde
fonction caractéristique :
∀ν ∈ R ΨX : ν 7→ log(ΦX(ν)). (1.28)
Les cumulants peuvent être déﬁnis à partir de la dérivée de la seconde fonction caractéristique :
κX(r) = (−i)r
drΨX(ν)
dνr
∣∣∣∣
ν=0
(1.29)
De la même manière que les moments, les cumulants permettent de décrire la forme de la
distribution d’une variable aléatoire à travers des caractéristiques telles que l’asymétrie β1 ou le
facteur d’aplatissement (ou kurtosis) β2 :
β1 =
M23
M32
β2 =
M4
M22
(1.30)
où Mn est le moment centré d’ordre n qui s’écrit : Mn = E[(X −E[X])n]. La ﬁgure 1.18 illustre
ces deux paramètres sur des lois Gamma.
Les cumulants sont les coeﬃcients du développement en série de Taylor de la seconde fonction
caractéristique, leur inﬂuence sur la forme de la distribution diminue donc avec l’ordre. Ainsi la
distribution normale dont tous les cumulants d’ordre supérieur à deux sont nuls est entièrement
caractérisée par ses deux premiers cumulants.
1.5.2 Statistiques de seconde espèce
Les outils statistiques de première espèce sont bien connus et permettent une première analyse
des images RSO. Toutefois comme nous le verrons plus loin, ces images sont bien modélisées par
des lois à forte asymétrie et au comportement dit à "tête" ou "queue" lourde. Cela traduit la nature
logarithmique de ces images [Anﬁnsen, 2011]. Dans [Nicolas, 2006], Jean Marie Nicolas utilise la
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Figure 1.18 – Illustration de l’asymétrie β1 et de l’aplatissement β2 sur une distribution Gamma.
transformée de Mellin dans le cadre de l’étude des images RSO. Cette transformée permet de
redéﬁnir tout le formalisme classique des statistiques de première espèce sous une forme logarith-
mique appelée statistiques de seconde espèce. Cette statistique est très bien adaptée aux variables
aléatoires déﬁnies sur R+ solution du système de Pearson [Pearson, 1916] (voir Annexe A) et en
particulier aux images RSO.
1.5.2.1 Transformée et convolution de Mellin
Soit f une fonction déﬁnie sur R+, la transformée de Mellin F de f est déﬁnie par :
∀s ∈ C F : s 7→ M[f(x)](s) =
∫ ∞
0
xs−1f(x)dx (1.31)
Par analogie avec les statistiques de première espèce, la première fonction caractéristique de
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seconde espèce est déﬁnie comme la transformée de Mellin de sa d.d.p. :
φX(s) =M[fX(x)](s) =
∫ ∞
0
xs−1fX(x)dx (1.32)
∀(a, x) ∈ R2, ∀n ∈ N, la transformée de Mellin possède les propriétés fondamentales suivantes :
M[f(ax)](s) = a−sφ(s) (1.33)
M[xaf(x)](s) = φ(s+ a) (1.34)
M[f(xa)](s) = 1
a
φ
(
s
a
)
(1.35)
M
[
1
x
f(x)
]
(s) = φ(1− s) (1.36)
M[f ′(x)](s) = (−1)(s− 1)φ(s− 1) (1.37)
M[f(x)(log(x)n](s) = φ(n)(s) (1.38)
La convolution de Mellin de deux fonctions f et g est déﬁnie par :
(f ⋆ˆ g)(x) =
∫ ∞
0
f(y)g
(
x
y
)
dy
y
, y ∈ R (1.39)
Par analogie avec une célèbre propriété de la transformée de Fourier, la transformée de Mellin
d’une convolution de Mellin est le produit des transformées de Mellin :
M[(f ⋆ˆ g)(x)](s) =M[f(x)](s) · M[g(x)](s) (1.40)
Cette transformée permet une approche élégante et légère pour l’analyse des lois statistiques
déﬁnies sur R+. Elle est bien adaptée à l’imagerie cohérente et en particulier aux images RSO.
On pourra se reporter au rapport [Nicolas, 2006] pour une étude approfondie des propriétés et
des applications de cette transformée.
1.5.2.2 Log-Moments
Par analogie avec les statistiques de première espèce, on déﬁnit les moments de seconde espèce
encore appelés log-moments. Le log-moment d’ordre r, noté µ˜r, est déﬁni comme la dérivée rième
de la première fonction caractéristique de seconde espèce en s = 1 :
µ˜X(r) =
drφX(s)
dsr
∣∣∣∣
s=1
(1.41)
En particulier, grâce à la propriété (1.38) de la transformée de Mellin, on déﬁnit la log-
moyenne ˜¯µ à partir du log-moment d’ordre 1 par :
˜¯µ = eµ˜X(1) = exp
(∫ ∞
0
log(x)fX(x)dx
)
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1.5.2.3 Log-Cumulants
De la même manière, le log-cumulant d’ordre r est déﬁni par la dérivée rième de la seconde
fonction caractéristique ψX(s) = log(φX(s)) en s = 1 (où φX(s) est la première fonction carac-
téristique) :
κ˜X(r) =
drψX(s)
dsr
∣∣∣∣
s=1
(1.42)
Et en particulier les log-cumulants d’ordre 2 et 3 s’écrivent :
κ˜X(2) =
∫ ∞
0
(
log
x
˜¯µ
)2
fX(x)dx
κ˜X(3) =
∫ ∞
0
(
log
x
˜¯µ
)3
fX(x)dx
(1.43)
Nous verrons plus loin que les log-cumulants sont bien adaptés à la représentation des lois
issues du système de Pearson. D’autre part, les log-cumulants d’ordre supérieur à 1 sont indépen-
dants du paramètre d’échelle des lois et permettent une estimation des paramètres de forme des
lois avec une variance et un biais faibles.
1.5.3 Quelques lois statistiques utiles en imagerie RSO
Dans cette partie, nous nous intéressons à quelques lois statistiques très utiles pour modéliser
les données univariées en imagerie RSO comme l’intensité ou la texture. Pour chacune de lois, la
densité de probabilité, les moments et log-cumulants et la fonction de répartition sont décrits.
1.5.3.1 Lois Gamma
Déﬁnition :
Par abus de langage, la loi Gamma désigne ici la loi Gamma généralisée. La loi Gamma est
une loi à deux paramètres déﬁnie par [Stacy, 1962] :
fX(x) = G[m,L] = LΓ(L)m
(
Lx
m
)L−1
e−
Lx
m (1.44)
avec L > 0 et m > 0 respectivement les paramètres de forme et d’échelle.
Elle possède un comportement dit à tête lourde, c’est à dire que sa d.d.p. est concentrée
en dessous de sa moyenne de seconde espèce (Figure 1.19). Tout comme la loi normale pour les
variables aléatoires déﬁnies sur R, cette loi est de première importance pour les variables aléatoires
déﬁnies sur R+. Elle est souvent utilisée pour modéliser l’intensité des images RSO [Lee et al.,
1994].
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Figure 1.19 – Distributions Gamma G[m,L] pour diﬀérentes valeurs de paramètres L et m.
Moments et log-cumulants :
Les moments d’ordre r des lois Gamma s’écrivent :
µX(r) = m
rΓ(L+ r)
LrΓ(L) (1.45)
Comme Γ(L)L = Γ(L+ 1), le moment d’ordre 1 (i.e. la moyenne) est égal au paramètre m.
Les trois premiers log-cumulants de la loi Gamma s’écrivent :
κ˜X(1) = log(m) + Ψ(L)− log(L)
κ˜X(2) = Ψ(1,L)
κ˜X(3) = Ψ(2,L)
(1.46)
où Ψ(x) =
d
dx
ln Γ(x) est la fonction Digamma et Ψ(n, x) =
dn
dxn
Ψ(x) est la fonction Polygamma.
Fonction de répartition :
La fonction de répartition de la loi Gamma s’écrit :
FX(x) = fX(X < x) =
Γ(L)− Γ(L, Lxm )
Γ(L) (1.47)
où Γ(a, x) =
∫∞
x t
a−1e−tdt est la fonction Gamma incomplète.
1.5.3.2 Lois Gamma Inverse
Déﬁnition :
De même que pour la loi Gamma, la loi Gamma Inverse est assimilée à la loi Gamma Inverse
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généralisée. La loi Gamma Inverse est une loi à deux paramètres déﬁnie par :
fX(x) = GI[m,M] = 1Γ(M)Mm
(
Mm
x
)M+1
e−
Mm
x (1.48)
avec M > 0 et m > 0.
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Figure 1.20 – Distributions Gamma Inverse GI[m,M] pour diﬀérentes valeurs de paramètres
M avec m = 1.
Moments et log-cumulants :
Les moments d’ordre r <M des lois Gamma Inverses s’écrivent :
µX(r) = m
r Γ(M− r)
M−rΓ(M) (1.49)
Les trois premiers log-cumulants de la loi Gamma s’écrivent :
κ˜X(1) = log(m)−Ψ(M) + log(M)
κ˜X(2) = Ψ(1,M)
κ˜X(3) = −Ψ(2,L)
(1.50)
Elle possède un comportement dit "à queue lourde", c’est à dire que sa d.d.p. est concentrée
au delà de sa moyenne de seconde espèce (Figure 1.20) et seuls ses moments d’ordre inférieur à
M existent.
Fonction de répartition :
La fonction de répartition de la loi Gamma Inverse s’écrit :
FX(x) = fX(X < x) =
Γ(M,Mmx )
Γ(M) (1.51)
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où Γ(a, x) =
∫∞
x t
a−1e−tdt est la fonction Gamma incomplète.
1.5.3.3 Lois Beta
Déﬁnition :
La loi Beta est une loi à 3 paramètres déﬁnie par :
fX(x) = B[m,L,M] = LMm
Γ(M)
Γ(L)Γ(M−L)
( Lx
Mm
)L−1 (
1− LxMm
)M−L−1
(1.52)
avec M > L, m > 0 et x ∈
[
0, MmL
]
.
Le domaine de déﬁnition de la loi Beta est borné et sa borne supérieure dépend de la valeur
des paramètres de la loi comme illustré sur la ﬁgure 1.21(a). Le cas particulier où L = 1 etM = 2
est une forme dégénérée de la loi Beta et correspond à la loi uniforme sur [0, 2m].
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Figure 1.21 – Distribution de la loi Beta pour diﬀérentes valeurs de paramètres M et L avec
m = 1.
Moments et log-cumulants :
Les moments d’ordre r de la loi Beta sont donnés par :
µX(r) = m
rΓ(L+ r)
LrΓ(L)
MrΓ(M)
Γ(M+ r) , ∀r > −Min(L,M). (1.53)
Les log-cumulants d’ordre r de la loi Beta sont donnés par :
κ˜x(r) = Ψ(r − 1,L)−Ψ(r − 1,M), ∀r > 1. (1.54)
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Fonction de répartition :
La fonction de répartition de la loi Gamma Inverse s’écrit :
FX(x) = fX(X < x) =
( L
Mm
)L−1
IxMm
L
(L,L −M) . (1.55)
où Ix(a, b) est la fonction bêta incomplète régularisée.
1.5.3.4 Lois Beta Inverse
Déﬁnition : La loi Beta Inverse est une loi à trois paramètres déﬁnie par :
fX(x) = BI[m,L,M](x) = MLm
Γ(M)
Γ(L)Γ(M−L)
(Mx
Lm
)−M (Mx
Lm − 1
)M−L−1
(1.56)
avec M≥ L, m > 0 et x ≥ LmM .
Cette fois-ci la borne inférieure du domaine de déﬁnition dépend de la valeur des paramètres
de la loi comme illustré sur la ﬁgure 1.22(a).
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Figure 1.22 – Distribution de la loi Beta Inverse pour diﬀérentes valeurs de paramètresM et L
avec m = 1.
Moments et log-cumulants :
Les moments d’ordre r de la loi Beta sont donnés par :
µX(r) = m
rΓ(L − r)
L−rΓ(L)
M−rΓ(M)
Γ(M− r) , ∀r < L. (1.57)
Les log-cumulants d’ordre r de la loi Beta sont donnés par :
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κ˜x(r) = (−1)r (Ψ(r − 1,L)−Ψ(r − 1,M)) , ∀r > 1. (1.58)
1.5.3.5 Lois de Fisher
Déﬁnition :
La distribution de Fisher est une loi à trois paramètres déﬁnie par :
fX(x) = F [m,L,M] = Γ(L+M)Γ(L)Γ(M)
L
Mm
( Lx
Mm
)L−1
(
1 +
Lx
Mm
)L+M (1.59)
où m > 0 est un paramètre d’échelle, L > 0 et M > 0 sont deux paramètres de forme.
Moments et log-cumulants :
Les moments d’ordre r de la loi de Fisher s’écrivent :
µX(r) = m
rΓ(L+ r)
LrΓ(L)
Γ(M− r)
M−rΓ(M) ∀M > r. (1.60)
Pour la même raison que dans le cas des lois Gamma, le moment d’ordre 1 (i.e. la moyenne)
ne dépend pas du paramètre L.
À partir de l’expression des moments, on peut en déduire l’expression de l’asymétrie β1 et du
facteur d’aplatissement β2 :
β1 = 4
(M− 2)(M− 1 + 2L)2
L(L+M− 1)(M− 3)2 .
β2 = 3
(M− 2)(LM2 + 2M2 + 4LM+ L2M− 4M+ 2 + 5L2 − 5L)
L(L+M− 1)(M− 3)(M− 4) .
(1.61)
Les trois premiers log-cumulants de la loi de Fisher s’écrivent :
κ˜X(1) = log(m) + Ψ(L)− log(L)− (Ψ(M)− log(M)).
κ˜X(2) = Ψ(1,L) + Ψ(1,M).
κ˜X(3) = Ψ(2,L)−Ψ(2,M).
(1.62)
Fonction de répartition :
La fonction de répartition de la distribution de Fisher s’écrit (Annexe F) :
FX(x) = fX(X < x) =
1
B(L,M)
( L
Mm
)L xL
L 2F1
(
L, L+M; 1 + L;− LxMm
)
. (1.63)
où 2F1(· , · ; · ; ) est la fonction hypergéométrique de Gauss (Annexe D).
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La particularité de cette famille de lois tient à son comportement hybride à la fois “tête
lourde“ et “queue lourde“. Elle généralise ainsi les lois Gamma et Gamma Inverse. En eﬀet, une
loi de Fisher F (L,M,m) tend asymptotiquement vers une loi Gamma de paramètre L lorsque
M tend vers l’inﬁni. De la même manière, elle tend vers une loi Gamma Inverse de paramètre
M lorsque L tend vers l’inﬁni. Cette famille de lois est d’ailleurs déﬁnie comme le rapport de
deux Gamma ou encore comme la convolution de Mellin d’une loi Gamma et d’une loi Gamma
inverse [Nicolas, 2002] :
F [m,L,M] = G[m,L]⋆ˆGI[1,M]. (1.64)
La ﬁgure 1.23 montre quelques distributions de Fisher pour diﬀérentes valeurs des paramètres
et illustre le comportement asymptotique de ces lois vers les lois Gamma ou Gamma Inverse.
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Figure 1.23 – Comportement asymptotique des lois de Fisher.
La loi de Fisher a été régulièrement utilisée avec succès pour modéliser les données scalaires is-
sue des capteur RSO dans le cas de fouillis hétérogènes [Bombrun et al., 2009] [Tison et al., 2004].
Ces quelques lois présentées ici permettent de modéliser la texture τ dans la plupart des cas
et seront utilisées dans la suite de ce manuscrit. Pour un descriptif plus exhaustif des lois déﬁnies
sur R+, le rapport [Nicolas, 2006] fait référence.
1.5.3.6 Cas multivarié
À partir de ces lois univariées fτ (τ), le calcul des lois multivariées fT(T) de la matrice de
covariance T = τM correspondantes peut être fait grâce au théorème de Bayes :
fT(T) =
∫ +∞
0
fM(T|τM)fτ (τ)dτ. (1.65)
où M est la matrice de covariance du noyau gaussien.
La description de ces lois est détaillée en Annexe B et dans [Bombrun et al., ].
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1.5.4 Représentation des lois
Un espace judicieusement choisi peut permettre de localiser de manière bien répartie les
diﬀérentes familles de lois présentées précédemment. Il est intéressant de pouvoir représenter par
un point unique chacune de ces lois en fonction de leurs diﬀérents paramètres . Deux plans oﬀrent
une telle représentation : les plans β1−β2 et κ˜2− κ˜3. Ces plans sont couverts par cinq familles de
lois issues du système de Pearson : les lois Gamma (Pearson type III), Gamma Inverse (Pearson
type V), Fisher (Pearson type VI), Beta (Pearson type I) et Beta Inverse (Pearson type I inverse).
1.5.4.1 Plan β1 − β2
Le plan β1 − β2 est couramment utilisé pour localiser des lois statistiques. En particulier
chaque loi issue du système de Pearson est localisée de manière unique dans ce plan. Toutefois
seules les lois possédant au moins leurs quatre premiers moments ne sont représentables dans ce
diagramme ce qui limite son utilisation, certaines lois ne possédant pas systématiquement leurs
quatre premiers moments comme les lois Beta Inverse lorsque L ≤ 4.
En imagerie RSO l’importance des lois Gamma et Gamma Inverse est telle qu’elles font
références sur le plan. Le plan β1 − β2 de la ﬁgure 1.24(a) représente la division du plan par les
lois Gamma et Gamma Inverse.
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Figure 1.24 – Représentation des lois issues du système de Pearson.
On s’aperçoit que les lois Beta et Beta Inverse se disputent la même zone du plan et ne sont
donc pas discernables. Le point (β1, β2) = (0, 3) est un point particulier représentant une distri-
bution dégénérée de variance nulle lorsque le paramètre de forme des lois Gamma (resp. Gamma
Inverse) L → ∞ (resp. M→∞).
D’autre part, les lois de Fisher qui sont représentées par la surface du plan comprise entre les lois
Gamma et Gamma Inverse ainsi que les lois Gamma Inverse, ne possèdent leur moments d’ordre
4 si et seulement siM > 4 ce qui restreint notablement le domaine d’application de ce diagramme
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notamment dans le cadre d’images RSO Haute Résolution comme nous le verrons plus tard.
1.5.4.2 Plan κ˜2 − κ˜3
Dans le cadre des statistiques de seconde espèce, le plan κ˜2 − κ˜3 formé par les log-cumulants
d’ordre 2 et 3 oﬀre une représentation pertinente pour caractériser les lois déﬁnies sur R+. Ces
deux log-cumulants sont les analogies des notions d’asymétrie β1 et d’aplatissement β2 des statis-
tiques de première espèce. En outre, les lois à “queue lourde“ ont leurs log-cumulants d’ordre
3 positifs alors que les lois à ”tête lourde” ont leurs log-cumulants négatifs ce qui permet des
les discriminer plus eﬃcacement que dans le plan β1 − β2. Enﬁn aucune restriction sur la valeur
des paramètres de loi ne vient entraver leur représentation. Par convention, κ˜3 occupe l’axe des
abscisses et κ˜2 l’axe des ordonnées. Le plan κ˜2 − κ˜3 est représenté sur la ﬁgure 1.24(b) avec la
répartition des diﬀérentes familles de lois dont les lois Gamma et Gamma Inverse qui découpent
le plan en trois. Nous nous limitons ici à la représentation de lois de variables aléatoires monovar-
iées mais ce type de représentation peut être élargie au cas multivarié [Anﬁnsen and Eltoft, 2011].
1.6 Conclusion
Après une brève présentation des images RSO, ce premier chapitre a permis d’introduire la
notion de texture utilisée par la suite et plus généralement les outils statistiques nécessaires à
l’analyse de composantes scalaires issues des données RSO polarimétriques HR. Les statistiques
de secondes espèce permettent une réprésentation claire et précise des lois mises en jeu et oﬀrent
un formalisme de calcul élégant.
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2.1 Introduction
La mesure de déplacement est un problème largement abordé en traitement d’image, notam-
ment en compression de signaux vidéo [Koga et al., 1981] [Xu et al., 1999] [Secker and Taubman,
2001]. Dans un contexte géophysique, la mesure de déplacement est utilisée en télédétection pour
modéliser, caractériser et valider des modèles de déformation liés à la sismologie, à la volcanologie
ou à la glaciologie et dans l’évaluation des risques liés à ces phénomènes [Kääb et al., 2003]. La
télédétection oﬀre deux modes d’acquisition : optique et RADAR. L’imagerie optique bénéﬁcie
d’une maturité méthodologique importante et a été utilisée avec un certain succès pour l’estima-
tion de déplacements de la surface des glaciers [Berthier et al., 2005]. Elle souﬀre malheureusement
d’une trop grande dépendance aux conditions météorologiques pour pouvoir oﬀrir un suivi con-
tinu des phénomènes géophysiques étudiés. L’imagerie RSO fournit des outils de télédétection
indépendants des conditions météo et permettant d’obtenir des séries temporelles régulières à
toutes heures du jour et de la nuit.
Dans le cadre de la mesure de changement et de déplacement d’objet géophysiques, les cap-
teurs RSO ont d’abord été utilisés dans le cadre de l’interférométrie diﬀérentielle. Lorsqu’elle est
utilisable, l’interférométrie diﬀérentielle oﬀre une précision de mesure inégalée, de l’ordre du mil-
limètre [Massonnet and Rabaute, 1993]. Toutefois, à partir d’une seule passe, seule la projection
du vecteur vitesse selon la ligne de visée du satellite n’est mesurable. Plusieurs hypothèses perme-
ttent cependant de récupérer les trois composantes. Une hypothèse couramment proposée dans la
mesure de déplacement de la surface des glaciers suppose la direction du déplacement parallèle à
la surface et orientée selon la ligne de plus grande pente [Trouvé et al., 2007]. Une autre approche
plus contraignante est de combiner une passe ascendante et une passe descendante [Joughin et al.,
1998].
Bien que l’interférométrie diﬀérentielle ait été validée avec succès sur diﬀérents objets géophy-
siques comme les volcans [Lu et al., 1997] [Massonnet et al., 1995], les glissements de ter-
rain [Strozzi et al., 2005] [Fruneau et al., 1996], la subsidence [Strozzi et al., 2001] [Doin et al.,
2010] ou les glaciers [Mattar et al., 1998] [Rabus and Fatland, 2000] [Reeh et al., 2009] [Trouvé
et al., 2007] à partir des satellites ERS 1 et 2 qui peuvent atteindre un temps de revisite de
1 jour (mission tandem), elle souﬀre d’une très grande sensibilité à la variation temporelle des
conditions de surface qui inﬂuent sur la cohérence. Dans le cadre des nouveaux capteurs RSO à
Haute Résolution spatiale (RADARSAT-2, TerraSAR-X), ce temps de répétition augmente (11
jours dans le cas du satellite TerraSAR-X et 24 jours dans le cas RADARSAT-2) et la cohérence
n’est plus préservée ce qui rend cet outil exigeant et délicat à mettre en œuvre dans le cas d’étude
d’objets géophysiques instables tels que les glaciers tempérés.
La mesure de déplacement par suivi de texture permet de s’aﬀranchir des problèmes de dé-
corrélation temporelle et présente un intérêt grâce aux capteurs RSO HR. Le niveau de détail
oﬀre une texture mieux déﬁnie améliorant ainsi les performances de ce type d’approche. Il existe
diﬀérentes techniques de suivi :
– Le suivi de speckle consiste à corréler les blocs maître/esclave pour déterminer leur dé-
placement relatif suivant les directions azimutale et distale [Gray et al., 2001] [Short and
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(a) (b)
(c)
Figure 2.1 – Résultats D-InSAR sur un couple d’image TerraSAR-X du 2009-01-06 et du 2009-
01-17 : (a) amplitude, (b) cohérence et (c) phase.
Gray, 2004]. Cette méthode écope des mêmes limitations que l’interférométrie diﬀérentielle
i.e. elle nécessite une contraignante stationnarité de l’état de surface.
– Une technique appelée Isolated Point Scatterer (IPS) [Seraﬁno, 2006] consiste à localiser
précisément la réponse d’un IPS dans chacune des images par corrélation avec la réponse
impulsionnelle idéale du système RSO (un sinus cardinal). Cette méthode, très précise,
n’oﬀre qu’une alternative locale au problème d’estimation de déplacement global.
– La méthode couramment utilisée de suivi d’intensité basé sur la fonction d’inter-corrélation
normalisée (ZNCC) [Michel et al., 1999] [Strozzi et al., 2002] [Fallourd, 2012].
– La méthode de suivi de texture par Maximum de Vraisemblance qui analyse les
statistiques locales de l’image [Erten et al., 2009].
Ce travail s’attache à généraliser cette dernière méthode de suivi de texture par Maximum
de Vraisemblance aux cas des images RSO polarimétriques à Haute Résolution. La robustesse de
cette méthode dépend de la ﬁabilité du modèle de texture. Dans le cas polarimétrique, diﬀérentes
combinaisons scalaires de canaux sont privilégiés comme la texture τ issue de la décomposition
des SIRV (voir section 1.4.2) ou le span mais d’autres composantes sont exploitables dans le
cas non polarimétrique (intensité, amplitude...). L’utilisation de ces diﬀérentes composantes est
détaillée dans les sections 2.4.2 et 2.4.4.
La mesure de déplacement par suivi de texture utilise la technique des fenêtres glissantes.
Ce principe, illustré sur la ﬁgure 2.2, est commun à toutes les méthodes énoncées ci-dessus. Le
déroulement dans le cadre de la mesure de déplacement est détaillé dans le tableau 2.1.
Toute la pertinence de la méthode repose sur la déﬁnition d’un critère de similarité : com-
ment mesurer la ressemblance de deux zones de deux images ?
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Table 2.1 – Principe de suivi de texture.
1. Pour chaque couple d’images, les rôles d’images Maître et Esclave sont déﬁnis.
2. Pour chaque pixel (i, j) de l’image Maître, une zone centrée sur ce dernier est extraite sous
forme d’un vecteur de valeurs τX .
3. Sur l’image Esclave, une recherche par balayage est lancée dans le voisinage du pixel courant
(noté Zone de déplacement sur la ﬁgure 2.2) pour trouver la zone dont les valeurs τY sont
les plus ressemblantes à τX . La taille de cette Zone de déplacement est déﬁnie à l’ordre
d’une valeur maximale de déplacement.
4. Les coordonnées (VX , VY ) du pixel central dont les valeurs de la zone esclave maximisent
la similarité avec celles de la zone maitresse correspond aux composantes du déplacement.
Maître
τ X (i,j)
Zone de déplacement
τ y
Esclave
Vx
Vy
Max
Figure 2.2 – Principe général de suivi de texture.
La HR nécessite un modèle statistique adapté que les modèles SIRV de fouillis hétérogènes
supportent. Comme présenté dans le chapitre précédent, ils permettent d’extraire la texture τ
d’un jeu de données polarimétriques sans a priori sur les distributions. La pertinence du modèle
statistique de τ est étudiée aﬁn d’utiliser les familles de loi les plus appropriées.
Ce chapitre décrit dans un premier temps diﬀérents critères de similarité utilisables pour la méth-
ode de suivi de texture. La méthode est ensuite formalisée avec le calcul de la vraisemblance du
rapport d’images pour détailler ensuite la modélisation de τ . Le chapitre présente enﬁn un test
comparatif des diﬀérents critères proposés après avoir détaillé une simulation de fouillis utilisée
pour le test.
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2.2 Critères de similarité existants
2.2.1 Rappel sur la fonction de vraisemblance
Cette notion étant redondante dans la suite de ce travail, en voici un bref rappel.
Soit (τ1, τ2, ..., τn) un n-échantillon simple 1 d’une loi fΘ de vecteur de paramètres Θ. La
fonction de vraisemblance L est déﬁnie comme la fonction suivante :
L (τ1, τ2, · · · , τn; Θ) = fΘ (τ1, τ2, · · · , τn|Θ) = fΘ(τ1; Θ)×fΘ(τ2; Θ)×· · ·×fΘ(τn; Θ) =
n∏
i=1
fΘ(τi)
(2.1)
Cette fonction mesure, grâce au produit, à quel point l’ensemble des individus est proche de la
loi a priori fΘ. Pour un nombre n d’observations, plus L est élevée, plus grande est la probabilité
de les avoir toutes tirées de la même loi fΘ.
Ainsi pour modéliser au mieux un échantillon simple, une méthode classique consiste, à partir
d’une famille de lois a priori fΘ, à trouver le vecteur de paramètres Θˆ qui maximise la vraisem-
blance L. Cette méthode est appelée la méthode du Maximum de Vraisemblance :
Θˆ = argmax
Θ
L (τx1 , τx2 , · · · , τxN ; Θ) (2.2)
La section suivante dessine un panorama général des critères de similarité potentiellement
exploitable dans la méthode de suivi de texture (étape 3 de l’algorithme 2.1).
2.2.2 En imagerie optique
2.2.2.1 Inter-corrélation normalisée
En imagerie optique et de manière générale dès lors que les images sont corrompues par un
bruit additif, le choix de la ZNCC comme critère de similarité peut être pertinent pour mesurer
la ressemblance des deux zones. Ce critère se déﬁnit comme suit :
ρ =
cov(τX , τY )
στXστY
=
E(τXτY )− µτXµτY
στXστY
ρ ∈ [0, 1] (2.3)
où E(· ) est l’espérance mathématique, µτi et στi la moyenne et la variance de τi.
Un exemple de détection de mouvement sur deux images optiques est illustré sur la ﬁgure 2.3.
Il s’agit d’un couple d’images sur lequel la voiture a bougé. La voiture est un motif nettement
mobile, le champ de vitesse ressemble à un aplat de vecteur quasi égaux légèrement plus large que
la zone mobile. Ce champ homogène représente le dilaté de la forme par la fenêtre de corrélation
d’où un eﬀet de fenêtrage important.
1. Un échantillon est simple lorsque les observations qui le composent sont indépendantes et identiquement
distribuées.
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(a) Date 1 (b) Date 2 (c) Vitesse estimée
Figure 2.3 – Exemple de suivi de texture par ZNCC sur une image optique.
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Figure 2.4 – La ZNCC est davantage sensible au signaux ayant un fort coeﬃcient de variation.
Comme introduit dans le premier chapitre, les images RSO présentent un fort bruit de
chatoiement à caractère multiplicatif et la ZNCC est souvent inutilisable sur ce type d’image.
Dans [Tupin and Nicolas, 2002], F. Tupin améliore ce critère en tentant de prendre en compte le
bruit multiplicatif.
La ZNCC est recommandée pour mesurer la similarité de deux signaux lorsque ceux-ci ont un
fort coeﬃcient de variation. En revanche des signaux sans pic de puissance notable seront mal
discernables par la ZNCC. Un exemple de résultats d’inter-corrélation sur deux signaux de coef-
ﬁcient de variation plus ou moins important est illustré sur la ﬁgure 2.4.
Il est toutefois possible de suivre avec une bonne précision une cible ponctuelle brillante en
utilisant l’inter-corrélation de la réponse impulsionnelle idéale du système RSO (sinus cardinal)
avec la cible. Ce cas particulier est détaillé dans la section 2.2.3.1. Une partie des travaux de thèse
de R. Fallourd détaille le potentiel de la ZNCC pour la mesure de déplacement des glaciers [Fal-
lourd, 2012].
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2.2.2.2 Flux optique
La méthode du ﬂux optique est, comme son nom l’indique, utilisée en imagerie optique pour
déterminer le déplacement d’objets texturés aux contours bien déﬁnis [Chaudhury et al., 1994].
Cette méthode a été utilisée pour la mesure de déplacement des glaciers [Berthier et al., 2005]
mais les contraintes d’acquisition (météo, heure...) de ce mode d’imagerie limitent fortement sa
mise en œuvre opérationnelle.
Le ﬂux optique décrit une image comme une fonction d’intensité I(i, j, t) supposée continue dans
l’espace et stationnaire 2 dans le temps. Cette hypothèse de stationnarité temporelle de l’intensité
lumineuse est à la base de la méthode du ﬂux optique : pour un déplacement (δi, δj) dans un
intervalle de temps δt, on suppose I(i + δi, j + δj, t + δt) = I(i, j, t). Une telle supposition est
inappropriée dans le cas général mais est tout à fait raisonnable dans le cas de petits déplacements
et/ou pour de petits intervalles de temps δt.
Dans le cas des images RSO, le fort chatoiement rend cette hypothèse caduque et malgré la haute
résolution spatiale, le ﬂux optique trouve rapidement ses limites [Sun, 1996].
2.2.3 En imagerie RSO
2.2.3.1 Cas particulier d’une cible ponctuelle : méthode du sinus cardinal
F. Seraﬁno dans [Seraﬁno, 2006] a utilisé la corrélation de la réponse impulsionnelle idéale du
système radar avec des cibles ponctuelles isolées pour recaler des images. Cette technique peut
être utilisée pour suivre le déplacement de cibles ponctuelles isolées comme des coins réﬂecteurs
installés sur la surface des glaciers.
La réponse impulsionnelle idéale d’un système RSO est un double sinus cardinal qui est fonc-
tion de diﬀérents paramètres du système d’acquisition. Elle est donnée par l’équation (1.1). Un
exemple de réponse impulsionnelle idéale du satellite TerraSAR-X est illustré sur la ﬁgure 2.5
(fe = 1.099GHz, FRI = 3.454669kHz, δaz = 1.6m, δrg = 1.92m v = 7.065.103m/s)
Cette réponse impulsionnelle peut ainsi être utilisée pour suivre des objets ponctuels brillants
comme des coins réﬂecteurs. Pour chaque point brillant, une fenêtre centrée sur le point de l’im-
age de référence est extraite. Cette fenêtre est ensuite sur-échantillonnée avec un facteur 2 dans
le domaine spectral (bourrage de zéros) avant de calculer les coeﬃcients de la ZNCC avec l’image
de la réponse idéale. L’image des coeﬃcients obtenue présente un maximum dont les coordon-
nées sont celles du point brillant. Ces coordonnées sont extraites de l’image des coeﬃcients et un
sur-échantillonnage de cette image permet d’obtenir une précision subpixellique. Ces diﬀérentes
étapes sont illustrées sur la ﬁgure 2.6 pour une précision de 1/20 de pixel.
Une application sur la mesure de déplacement d’un coin réﬂecteur installé sur le glacier d’Ar-
gentière est présentée dans le chapitre 3.
2. à l’ordre deux.
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Figure 2.5 – Exemple de réponse impulsionnelle idéale du satellite TerraSAR-X.
Figure 2.6 – Étapes de l’inter-corrélation entre un point brillant et la réponse idéale.
2.2.3.2 Rapport de vraisemblance
Le rapport de vraisemblance est un test d’hypothèses. Soient H0 l’hypothèse nulle et H1 l’hy-
pothèse alternative, deux hypothèses sur les paramètres de la distribution d’un échantillon simple
τ = [τ1 · · · τN ] : {H0 : τ ∼ fτ (τ |Θ0)
H1 : τ ∼ fτ (τ |Θ1)
(2.4)
Le test du rapport de vraisemblance consiste à établir un critère qui va permettre de choisir
entre la moins improbable des deux hypothèses. La pertinence du test ne vaut que par l’impor-
tance du rejet de H0. Cette caractéristique oriente son choix. Ce type de test est caractérisé par
deux types d’erreur possibles :
– L’erreur de première espèce : décider que H1 est vraie alors que H0 est vraie.
– L’erreur de seconde espèce : décider que H0 est vraie alors que H1 est vraie.
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La probabilité de l’erreur de première espèce est généralement notée α et est appelée niveau
de signiﬁcation du test. La probabilité de l’erreur de seconde espèce est généralement notée 1−β.
La probabilité 1 − α de choisir l’hypothèse H0 lorsque celle-ci est juste est appelée le niveau de
conﬁance du test.
Pour revenir au cadre de la mesure de déplacement, τ = [τ1 · · · τN ] désigne le vecteur de pixels
de la fenêtre glissante dont les valeurs sont réelles et strictement positives. Θ0 est le vecteur de
paramètres de la loi de la fenêtre glissante et Θ1 celui de la fenêtre de référence.
Dans le cas d’hypothèses désignées par (2.4) on peut écrire un rapport de vraisemblance
comme le rapport des vraisemblances de chacune des deux hypothèses :
Λ =
L(τ1, · · · , τN |Θ1)
L(τ1, · · · , τN |Θ0 ≤ 1. (2.5)
Dans le cas de distributions a priori Gamma, Θi = [mi,Li] et ce rapport s’écrit :
− log(Λ) = N log
(
Γ(L1)
Γ(L2)
(
m1
L1
)L1 (m2
L2
)L2)
+
N∑
k=1
[
(L1 + L2) log τk +
(L1
m1
− L2
m2
)
τk
]
. (2.6)
Dans le cas de distributions a priori de Fisher, Θi = [mi,Li,Mi] et ce rapport s’écrit :
− log(Λ) =N
[
log
(
B(L1,M1)
B(L2,M2)
)
+ L2 log( L2M2m2)− L1 log(
L1
M1m1)
]
+
N∑
k=1
[
(L2 − L1) log τk + (L1 +M1) log
(
1 +
L1τk
M1m1
)
− (L2 +M2) log
(
1 +
L2τk
M2m2
)]
.
(2.7)
Ce critère croit avec la dissimilarité et la fonction − log permet d’obtenir un critère qui varie
dans [0, +∞].
Ce type de critère a été testé pour estimer le déplacement d’une zone du glacier d’Argentière
dans le massif du Mont Blanc.
La nature de la fonction de vraisemblance ne prend pas en compte l’agencement spatial
des pixels qui s’avère être important dans les cas où la surface analysée possède des propriétés
statistiques non stationnaires dans le temps (cas courant des surfaces enneigées). Le rapport de
vraisemblance n’oﬀre ainsi pas de résultat exploitable. En eﬀet comme illustré sur la ﬁgure 2.7 le
champ de vitesse obtenu présente un très fort eﬀet de fenêtrage ainsi qu’un eﬀet de convergence
des vecteurs sur des points "forts".
En outre, nous verrons qu’il est plus avantageux de travailler sur le rapport d’images et
notamment sur la vraisemblance de ce rapport. Le rapport de vraisemblance ne sera donc pas
étudié davantage.
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Figure 2.7 – Exemple de champ de vitesse obtenu par rapport de vraisemblance.
2.2.3.3 Divergence de Kullback-Leibler
Soit deux variables aléatoires τX et τY de distributions respectives fτX et fτY continues, la
divergence de Kullback-Leibler (KL) de fτY par rapport à fτX est déﬁnie par :
DKL(fτX‖fτY ) =
∫ ∞
−∞
fτX (τ) log
(
fτX (τ)
fτY (τ)
)
dτ. (2.8)
Cette mesure n’étant pas symétrique, on peut facilement déﬁnir une distance à partir de la
divergence de KL par :
dKL(fτX‖fτY ) = DKL(fτX‖fτY ) +DKL(fτX‖fτY ). (2.9)
La version discrétisée de la distance de KL s’écrit :
dKL(fτX‖fτY ) =
N∑
i=0
fτX (τi) log
(
fτX (τi)
fτY (τi)
)
+
N∑
i=0
fτY (τi) log
(
fτY (τi)
fτX (τi)
)
(2.10)
Dans le cas d’une texture distribuée selon une loi Gamma, la divergence de Kullback Leibler
s’écrit [Penny, 2001] :
DKL(fτX‖fτY ) = (LX −LY )Ψ(LX) +LY log
(
mY LX
mXLY
)
+
mXLY
mY
−LX + log
(
Γ(LY )
Γ(LX)
)
. (2.11)
Dans le cas d’une texture distribuée selon une loi de Fisher, l’expression analytique de l’in-
tégrale étant délicate à calculer, sa version discrétisée (2.10) est privilégiée. Dans le cas des lois
Gamma, l’expression analytique (2.11) est utilisée avec les estimations des paramètres de loi selon
la méthode décrite dans la partie 2.3.4.
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Figure 2.8 – Schéma général de la méthode de suivi de texture.
La distance de Kullback Leibler croit avec la dissimilarité des distributions et n’est pas bornée :
dKL(fτX‖fτY ) ∈ [0, +∞]. Elle vaut 0 lorsque fτY = fτX .
L’ébauche d’analyse eﬀectuée sur le comportement de cette distance ne permet pas de proposer
des résultats suﬃsants. Toutefois la pertinence de certains résultats prélimiaires place la distance
de Kullback Leibler dans les perspectives à court terme de ce travail de thèse.
2.3 Proposition de généralisation des méthodes de suivi de tex-
ture par Maximum de Vraisemblance
2.3.1 Algorithme et formalisme
2.3.1.1 Algorithme général
La méthode de suivi de texture par Maximum de Vraisemblance dans les images RSO intro-
duite dans [Erten et al., 2009] permet d’exploiter les statistiques locales de l’image. Elle a été
développée pour des données d’intensité issues de capteurs RSO de résolution classique (ERS).
Nous proposons ici une évolution de cette méthode par rapport aux contraintes des nouveaux
capteurs RSO HR pour aboutir à une chaîne complète de suivi de texture par Maximum de
Vraisemblance dans les images RSO polarimétriques HR.
La ﬁgure 2.8 représente la chaine complète de la méthode. Trois étapes clés sont à retenir :
1. La décomposition SIRV des données PolSAR.
2. La modélisation de la texture τ .
3. L’estimation de déplacement proprement dite.
À ces trois étapes s’ajoutent deux étapes de traitement avancé :
– Une étape de segmentation hiérarchique des données pour un suivi de texture adaptatif.
– L’utilisation d’une contrainte d’écoulement dans le cas de la mesure de déplacements pour
pondérer la zone de recherche.
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2.3.1.2 Formalisme de la méthode du Maximum de Vraisemblance
Soit kx = [kx1 , . . . ,kxN ] et k
i
y =
[
kiy1 , . . . ,k
i
yN
]
les vecteurs cibles polarimétriques de deux
zones respectivement extraites d’une image de référence et d’une image secondaire d’un couple de
données PolSAR. Chaque zone contientN pixels indépendants et identiquement distribués (i.i.d.).
Les textures de référence et secondaire τ x = [τx1 , . . . , τxN ] et τ
i
y =
[
τ iy1 , . . . , τ
i
yN
]
sont estimées
grâce à (1.18) et (1.19). Ces deux zones sont décalées d’un déplacement noté vi. Dans ce travail,
le déplacement se limite aux translations et vi possède donc deux composantes caractérisant
le déplacement en distance et azimut. La méthode de mesure de déplacement par Maximum
de Vraisemblance consiste à estimer le vecteur de déplacement vML en maximisant la Fonction
de Densité conditionnelle (CDF) suivante pour chaque déplacement possible vi selon le même
schéma que la ﬁgure 2.2 :
vML = Argmax
vi
fτX
(
τ x|τ iy,vi
)
. (2.12)
Les observations de τ x et τ iy étant indépendantes :
vML = Argmax
vi
n∏
k=1
fτX (τxk |τ iyk ,vi) (2.13)
Cette maximisation nécessite un a priori sur la distribution de τ .
2.3.2 Modélisation de τ : bénéﬁces de la loi de Fisher
Cette partie aborde la question du choix de la modélisation pour la texture. Les lois de Fisher
sont couramment utilisées pour modéliser les données RSO dans un contexte urbain [Tison et al.,
2004] [Bombrun and Beaulieu, 2008a] [Harant et al., 2010a]. Nous verrons qu’elles modélisent la
très grande majorité des données univariées RSO mais induisent parfois une grande complexité
de calcul.
2.3.2.1 Histogrammes et plan κ˜2 − κ˜3
À partir d’un extrait d’image TerraSAR-X du glacier d’Argentière, la ﬁgure 2.9 illustre les
changements de distribution entre l’intensité (issue ici du canal HH) et la texture τ extraite d’un
jeu de données TSX dual-pol par le processus SIRV présenté dans la partie 1.4.2. Les images
sont représentées en échelle logarithmique aﬁn de mieux distribuer l’histogramme en rehaussant
les pixels de faible valeur qui sont prépondérants sur ces lois à "tête lourdes". Notons que les
histogrammes de la ﬁgure 2.9 sont mesurés sur les images originales. Bien que très semblables,
ces deux images ne peuvent être modélisées de la même manière comme le suggèrent leurs his-
togrammes très diﬀérents.
La ﬁgure 2.10 illustre la modélisation par les lois de Fisher et Gamma d’un extrait du glacier
d’Argentière dans une zone assez homogène. Les paramètres des lois ont été estimés par la méth-
ode des log-cumulants (méthode décrite dans la partie 2.3.4.4). La loi de Fisher modélise mieux
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Figure 2.9 – Intensité du canal HH et texture τ de la chute de sérac du glacier d’Argentière
extraite à partir d’un jeu de données polarimétriques (HH, HV). TSX 2009-01-28
(a) Extrait du glacier d’Argentière (b) Histogramme empirique de la zone encadrée, loi
Gamma et loi Fisher estimées. mˆ = 0.172, Lˆ = 2.09
et Mˆ = 7.71.
Figure 2.10 – Modélisation d’une zone extraite de l’image de texture τ du glacier d’Argentière
par les lois Gamma et Fisher.
les données, tendance qui sera conﬁrmée par la suite.
Pour une visualisation claire de ces diﬀérentes distributions qui sont solutions du système
de Pearson, il est naturel d’utiliser le plan κ˜2 − κ˜3 présenté dans la partie 1.5.4. Les nuages de
points (κ˜3, κ˜2) de l’image d’intensité 2.9(a) sont tracés sur la ﬁgure 2.11 pour diﬀérentes tailles
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(a) N=7 (b) N=51 (c) N=99
Figure 2.11 – Plan κ˜2 − κ˜3 pour l’intensité. N : largeur de fenêtre en pixels
de fenêtres d’analyse. L’intensité adopte un comportement de type Gamma : plus la taille N
de fenêtre augmente plus le nuage converge vers une Gamma moyenne de l’image. Le nuage des
log-cumulants de l’image de texture 2.9(b) est davantage réparti dans la région des lois de Fisher
comme le souligne la ﬁgure 2.12. Enﬁn la ﬁgure 2.13 illustre un cas simulé idéal. Une image de
texture 500× 500 pixels a été générée 3 selon une loi de Fisher de paramètres L = 2, M = 1 et
m = 1. Le nuage converge vers le point théorique correspondant aux log-cumulants d’ordre 2 et
3 d’une telle loi de Fisher.
(a) N=7 (b) N=51 (c) N=99
Figure 2.12 – Plan κ˜2 − κ˜3 pour la texture τ . N : largeur de fenêtre en pixels
2.3.2.2 Classiﬁcation
Algorithme. Aﬁn de distinguer clairement les diﬀérentes modélisations possibles sur une im-
age, nous avons réalisé une classiﬁcation dans le plan κ˜2 − κ˜3. En considérant le comportement
asymptotique des lois Fisher, Beta et Beta Inverse par rapport aux lois Gamma et Gamma Inverse,
une telle classiﬁcation nécessite une hypothèse d’approximation des lois Fisher et Beta vers les
lois Gamma et une hypothèse d’approximation des lois Fisher et Beta Inverse vers les lois Gamma
Inverse. Sans cette hypothèse, l’espace des classes de modélisation par les lois Gamma et Gamma
inverse serait inﬁniment faibles. De manière empirique, nous avons considéré les approximations
3. La méthode de génération est détaillée dans le paragraphe 2.4.1.2.
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(a) N=7 (b) N=51 (c) N=99
Figure 2.13 – Plan κ˜2 − κ˜3 pour un tirage 500 × 500 pixels d’une loi de Fisher de paramètres
m = 1, L = 2 et M = 1. N : largeur de fenêtre en pixels
suivantes :
F [m, L, M > 10] ∼ G[m, L]
B[m, L, M > 10] ∼ G[m, L]
F [m, L > 10, M] ∼ GI[m, M]
BI[m, L > 10, M] ∼ GI[m, M]
(2.14)
Sous ces hypothèses, les diﬀérentes classes sont représentées sur la ﬁgure 2.14.
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Figure 2.14 – Répartition des classes dans le plan κ˜2 − κ˜3 avec une hypothèse de convergence
de loi vers une Gamma (resp. Gamma Inverse) pour M > 10 (resp. L > 10).
L’algorithme de classiﬁcation proposé se décompose ainsi :
1. Calcul de l’image des log-cumulants d’ordre 2 et 3 pour une taille de fenêtre d’analyse
choisie en fonction de le résolution de l’image.
2. Pour chaque point (i, j) de l’image des log-cumulants :
(a) Estimation du paramètre Lˆ de la loi Gamma asymptotique en minimisant la fonc-
tion suivante :
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Figure 2.15 – Erreur relative sur l’estimation des log-cumulants d’ordre 2 et 3 en fonction de la
taille de fenêtre d’analyse. Simulation Monte Carlo de 500 échantillons de Fisher de paramètres
m = 2, L = 1.1 et M = 1.7.
Lˆ = Argmin
L
(Ψ(2,L) + |κ˜3(i, j)|)2 (2.15)
(b) Calcul des log-cumulants d’ordre 2 limites décrivant les frontières des lois Gamma
et Gamma Inverse :
κ˜2min = Ψ(1, Lˆ)−Ψ(1, 10)
κ˜2max = Ψ(1, Lˆ) + Ψ(1, 10)
(2.16)
(c) Si κ˜2(i, j) < κ˜2min alors (i, j) appartient à la classe Beta ou à la classe Beta Inverse.
– Si κ˜3(i, j) < 0 alors on se trouve dans la partie gauche du plan et x ∼ B[m, L, M]
– Si κ˜3(i, j) > 0 alors on se trouve dans la partie droite du plan et x ∼ BI[m, L, M]
(d) Si κ˜2min < κ˜2(i, j) < κ˜2max alors (i, j) appartient à la classe Gamma ou à la classe
Gamma Inverse.
– Si κ˜3(i, j) < 0 alors on se trouve dans la partie gauche du plan et x ∼ G[m, L]
– Si κ˜3(i, j) > 0 alors on se trouve dans la partie droite du plan et x ∼ GI[m, M]
(e) Sinon (i, j) ∼ F [m, L, M]
Taille de fenêtre d’analyse. Outre l’hypothèse d’approximation des lois, la taille de fenêtre
est déterminante pour l’estimation des log-cumulants. L’erreur relative sur l’estimation en fonc-
tion de la taille de fenêtre d’analyse est représentée sur la ﬁgure 2.15. L’erreur est inférieure à 10%
à partir d’une fenêtre de largeur supérieure à 60 pixels. L’erreur d’estimation du log-cumulant
d’ordre 3 diminue plus lentement à cause de l’ordre élevé des fonctions polygamma intervenant
dans leur expression (ordre deux).
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Aﬁn d’évaluer plus précisément la taille de fenêtre optimale pour l’estimation des deux pre-
miers log-cumulants, une classiﬁcation sur une image simulée a été réalisée. Connaissant la carte
de classiﬁcation vraie, il est ainsi possible de calculer les taux de détection et de fausse alarme
en fonction de la taille de fenêtre d’analyse. Ces taux sont une adaptation des probabilités de
détection et de fausse alarme aux problèmes de segmentation/classiﬁcation [Bombrun, 2008] :
Pd =
1
N
N∑
i=1
|Xi ∩ Yi|
|Xi| (2.17)
Pfa =
1
N
N∑
i=1
|Xi ∩ Yi|
|Xi|
(2.18)
où X est la carte de vérité terrain, Y est la classiﬁcation. Xi (resp. Yi) est l’ensemble des pixels
de la carte X (resp. Y ) dont la classe est la même que le pixel i de la carte X (resp. Y ).
Une courbe du taux de détection en fonction du taux de fausse alarme peut être calculée par
le protocole suivant :
– Une carte simulée (Figure 2.16(a)) contient diﬀérentes zones distribuées selon diﬀérentes
familles de lois (Fisher, Gamma...).
– Des classiﬁcations sont lancées sur cette image avec diﬀérentes tailles de fenêtre d’analyse.
– Les taux de détection et de fausse alarme sont enﬁn calculés pour chaque taille de fenêtre.
À partir de classiﬁcations successives avec diﬀérentes tailles de fenêtres glissantes (ﬁgure 2.16(a)),
une courbe des taux de détection/fausse alarme a été tracée sur la ﬁgure 2.16(b). Cette courbe
présente un point d’inﬂexion caractéristique au delà duquel on observe une diminution des taux
de fausse alarme et de détection. Cette diminution est due à un eﬀet de bord aux frontières des
zones de distributions diﬀérentes. On remarque notamment sur la ﬁgure 2.16(a) que les fron-
tières sont classées Fisher sur une épaisseur égale à la largeur de fenêtre. En eﬀet lorsque la
fenêtre d’analyse chevauche deux zones, l’échantillon analysé est hétérogène et est donc davan-
tage modélisable par les lois de Fisher. De manière générale, tout processus d’analyse d’image
utilisant des fenêtres glissantes gagne en précision d’estimation lorsque la taille de fenêtre aug-
mente mais perd en résolution étant donné le lissage engendré et l’accentuation des eﬀets de bord.
La taille de fenêtre correspondant au point d’inﬂexion est donc à comparer avec la surface
de chacune des classes. En eﬀet une image où la surface occupée par chacune des classes serait
plus grande bénéﬁcierait d’un eﬀet de bord plus faible et la courbe ne changerait pas d’orienta-
tion si brutalement. Pour des capteurs Haute Résolution comme TerraSAR-X, retenons qu’une
fenêtre d’analyse de 64 × 64 pixels est favorable à une bonne estimation des log-cumulant sans
pénaliser le rapport Pd/Pfa alors que la présente analyse s’adapte bien à une résolution de type
RADARSAT-2 qui nécessite une taille de fenêtre d’analyse modérée (typiquement 32×32 pixels).
Remarque : la résolution spatiale du capteur est également relative à l’échelle de l’objet géo-
physique étudié comme cela sera souligné dans le paragraphe 3.4.3.
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Figure 2.16 – Classiﬁcation des distributions sur une image simulée à 3 classes. Loi de Fisher
de paramètres m = 2, L = 2.1 et M = 2.5.
La ﬁgure 2.18(a) montre un exemple réel de classiﬁcation de l’image de texture 2.9(b). La
répartition des classes en fonction de la taille de fenêtre d’analyse est détaillée sur la ﬁgure 2.17.
Il apparaît clairement que le comportement de l’image s’oriente vers les lois de Fisher dès que la
fenêtre d’analyse augmente. Cela traduit la croissance de l’hétérogénéité de l’échantillon avec la
taille de fenêtre d’analyse. Les classes convergent asymptotiquement vers les lois Gamma lorsque
la fenêtre diminue et vers la loi Fisher "moyenne" de l’image lorsque la fenêtre augmente. Cela
souligne la nécessité de compromis résolution/précision lors du choix de la taille de fenêtre. Sans
vérité terrain, aucune courbe Pd/Pfa ne peut être tracée mais il est fort probable qu’avec de
grandes tailles de fenêtres, un grand pourcentage de la classe Fisher soit synonyme d’un taux de
fausse alarme élevé.
Pour les 25% des pixels qui peuvent être modélisés par une loi Gamma, le choix des critères de
similarités basés sur les lois Gamma permet de simpliﬁer largement les calculs.
2.3.2.3 Conclusion sur la modélisation de τ
Dans cette partie, l’intérêt de la modélisation de τ par les lois de Fisher a été mis en évidence.
La pertinence de cette analyse dépend directement de la précision d’estimation des diﬀérents
paramètres tels que les paramères de la loi de Fisher ou ses log-cumulants. L’erreur relative d’es-
timation de ces derniers a été prise en compte lors de la classiﬁcation et la précision d’estimation
des paramètres de la loi de Fisher est étudiée dans le paragraphe 2.3.4.
Quel que soit le contexte, les lois de Fisher oﬀrent une modélisation plus ﬁable et générale que
les lois Gamma. Leur souplesse permet une adaptation à tous les types de fouillis.
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Figure 2.17 – Répartition des classes de distributions de l’image 2.9(b) en fonction de la largeur
de fenêtre d’analyse (en pixel).
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Figure 2.18 – Classiﬁcation des distributions sur l’image 2.9(b). Estimation des log-cumulant
sur une fenêtre 19× 19 pixels
2.3.3 Calcul des lois du rapport de deux textures α = τX
τY
En fonction de la corrélation entre les images et d’après [Erten et al., 2009], l’utilisation du
rapport d’images peut permettre de réduire l’inﬂuence du chatoiement caractéristique des images
RSO. Un formalisme est développé utilisant non plus chacune des deux images comme variable
aléatoire mais le rapport des deux images α = τxτy qui est donc une variable aléatoire déﬁnie sur
R
+∗.
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2.3.3.1 Rapport d’images
Soit X et Y deux variables aléatoires et Y = g(X) où g est une fonction strictement mono-
tone. Soient FX(x) et FY (y) respectivement les fonctions de répartition de classe C1 de X et Y ,
on a :
FY (g(x)) = FX(x)
En dérivant cette relation par rapport à x,
fY (g(x))
∣∣∣∣dg(x)dx
∣∣∣∣ = fX(x). (2.19)
En prenant X = τX et Y = g(X) = α =
τX
a avec a 6= 0, on a :
fα(α)
1
a
= fτX (τx).
Soit encore :
fα(α|a)1
a
= fτX (τx|a).
Dans l’équation (2.13), τ iy est supposée connue donc en prenant a = τ
i
y, on a ﬁnalement :
fα(α|τ iy)
1
τ iy
= fτX (τx|τ iy),
et l’expression (2.13) devient :
vML = Argmax
vi
N∏
k=1
fτX (τxk |τ iyk ,vi) = Argmax
vi
N∏
k=1
1
τ iyk
fα(αk|τ iyk ,vi) (2.20)
Dans toute la suite de ce travail, les méthodes statistiques proposées utilisent la variable aléa-
toire α comme variable d’étude. Cela nécessite avant tout de caractériser sa loi en fonction de
la distribution des images τX et τY qui composent le rapport. Étant donné l’importance et la
présence des lois Gamma et Fisher dans l’imagerie RSO univariée (intensité, texture...), la loi du
rapport α est détaillée pour ces deux familles de lois dans les cas où τX et τY sont non corrélées
et corrélées.
Soient τX et τY deux variables aléatoires i.i.d., la distribution du rapport α de ces deux
variables est donnée par [Papoulis, 2002, Eq. 6.60] :
fα(α) =
∞∫
0
fτX (ατy) fτY (τy)τydτy. (2.21)
Soient τX et τY deux variables aléatoires corrélées, la distribution du rapport α de ces deux
variables est donnée par [Papoulis, 2002, Eq. 6.60] :
fα(α) =
∞∫
0
fτX ,τY (ατy, τy)τydτy. (2.22)
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2.3.3.2 Textures τX et τY distribuées selon une loi Gamma
Dans cette section, la distibution du rapport de deux variables aléatoires distribuées selon des
lois Gamma est étudiée. Bien que non nommé explicitement, ce rapport a été calculé dans [Erten
et al., 2009] sous l’hypothèse d’un paramètre de forme L des lois Gamma identique dans les
deux images, hypothèse proposée initialement dans [Holm and Alouini, 2004]. En assimilant le
paramètre de forme L au nombre de vues équivalent qui est généralement identique pour une
même région sur deux images cette hypothèse est valable. Toutefois dans un cas plus général et
notamment dans notre cas d’étude sur des images mono-vue, il convient d’estimer le paramètre
de forme L qui varie d’une région à l’autre et qui est un bon paramètre discriminant lors de la
détection. Nous reprenons les expressions proposées dans [Erten et al., 2009], présentées ici dans
le cas général sans hypothèse.
Non corrélées. fτX (τ) = fτY (τ) = G[m,L](τ).
Pour un paramètre de texture distribué selon une loi Gamma de paramètres L et m, la
distribution du rapport de deux textures décorrélées se calcule à partir de l’intégrale (2.21). Le
paramètre m se simpliﬁe et son expression est donnée par [Coelho and Mexia, 2007] :
fα(α) =
Γ(2L)
Γ(L)2
αL−1
(α+ 1)2L
(2.23)
L’expression du vecteur de déplacement vML s’écrit :
vML = Argmax
vi
N∏
k=1
1
τyk
Γ(2L)
Γ(L)2
αL−1k
(αk + 1)2L
= Argmax
vi
Γ(2L)N
Γ(L)2N
N∏
k=1
τL−1xk τ
L
yi
k
(τxk + τyik)
2L .
(2.24)
Ainsi, en coordonnées logarithmiques, le vecteur de déplacement s’écrit :
vML = VRG(τX , τ iY ,L) = −N log (B(L,L))+
N∑
k=1
(L−1) log (τxk)+L log
(
τyi
k
)
−2L log
(
τxk + τyik)
)
,
(2.25)
où VRG est la Vraisemblance du Rapport d’images basé sur les lois Gamma, B(·, ·) est la fonction
Beta d’Euler (B(z, w) = Γ(z)Γ(w)/Γ(z + w),ℜe(z) ≥ 0,ℜe(w) ≥ 0).
Corrélées. Dans le cas de deux variables corrélées, la loi Gamma bivariée de paramètres L et ρ
est utilisée. Il existe diverses formes de la distribution Gamma bivariée [Kotz et al., 2000, p. 432],
celle introduite dans [Erten et al., 2009] est la version de Smith, Adelfang et Tubbs (1982)
sous l’hypothèse de paramètres de forme identiques entre les deux variables [Holm and Alouini,
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2004] [Kotz et al., 2000, p. 444] :
fτX ,τY (τx, τy) =
LL−1(τxτy)L−12
Γ(L)(1− ρ)ρL−12
exp
(
−L(τx + τy)
1− ρ
)
IL−1
(
2
√
ρ
1− ρL
√
τxτy
)
, (2.26)
où IL−1(· ) est la fonction de Bessel modiﬁée de première espèce et 0 ≤ ρ ≤ 1 est le coeﬃcient de
corrélation entre les deux variables.
Dans ce cas, la distribution du rapport de deux textures corrélées se calcule à partir de
l’intégrale (2.22) et s’écrit [Erten et al., 2009] :
fα(α) =
Γ(2L)
Γ(L)Γ(L)(1− ρ)
L α
L−1
(1 + α)2L 1
F0
(
L+ 1
2
;−; 4ρα
(α+ 1)2
)
, (2.27)
où 1F0(· ;−, · ) est la fonction hypergéométrique généralisée.
La fonction 1F0(a;−, x) est égale à (1− x)−a et l’expression de la Vraisemblance du Rapport
d’images s’écrit :
VRGB(τX , τ iY ,L) =
N∑
k=1
τxk − τyik − 2 log
(
1 + exp(τxk − τyik)
)
−
(
1 +
1
2L
)
log
(
1−
4ρk exp(τxk − τyik)
(1 + exp(τxk − τyik))2
)
.
(2.28)
où VRGB est la Vraisemblance du Rapport d’images basé sur les lois Gamma Bivariées.
2.3.3.3 Textures τX et τY distribuées selon une loi de Fisher
Dans cette section, les distributions sont calculées sans hypothèse sur leurs paramètres.
Non corrélées. fτX (τ) = fτY (τ) = F [m,L,M](τ).
Pour un paramètre de texture distribué selon une loi de Fisher, la distribution du rapport de
deux textures décorrélées se calcule à partir de l’intégrale (2.21) et a été établie en Annexe C.
Son expression est donnée par [Harant et al., 2010b] [Harant et al., 2011a] :
fα(α) =
B(2L, 2M)
[B(L,M)]2
1
αM+1 2
F1
(
L+M, 2M; 2 (L+M) ; α− 1
α
)
, (2.29)
où 2F1(·, ·; ·; ·) est la fonction hypergéométrique de Gauss. Le paramètre d’échelle m se simpliﬁe
dans l’expression du rapport. Le domaine de convergence de la fonction hypergéométrique 2F1
dépend largement de la valeur de ses paramètres. Diﬀérents cas sont détaillées en Annexe D.
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Il en découle (Annexe C) :
vML =Argmax
vi
N∏
k=1
B(2L, 2M)
[B(L,M)]2
1
τ iyk
(
τxk
τ iyk
)−1−M
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
)
.
(2.30)
En prenant le logarithme de (2.30), la Vraisemblance du Rapport d’images à maximiser pour
estimer le déplacement dans le cas d’une texture décorrélée entre les images est :
VRF(τX , τ iY ,L,M) =N log
(
B(2L, 2M)
[B(L,M)]2
)
− (M+ 1)
N∑
k=1
log τxk +M
N∑
k=1
log τ iyk
+
N∑
k=1
log
(
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
))
.
(2.31)
Remarque : de par la très grande dynamique des images RSO mono-vues, les frontières du
disque de convergence |z| = |1− 1α | = 1 de la fonction hypergéométrique peuvent être atteintes.
En eﬀet le caractère généralement à tête lourde des ces images peut induire une valeur de rap-
port α très élevé lorsque τX ≫ τY . Dans ce cas, l’argument z de la fonction 2F1 tend vers 1 et
la fonction diverge. Un moyennage permet de réduire cette dynamique mais dégrade la résolution.
Corrélées. fτX (τ) = F [m1,L1,M1](τ) et fτY (τ) = F [m2,L2,M2](τ).
Dans le cas d’une texture corrélée entre les images, la loi de Fisher bivariée est utilisée. Sa
distribution est une loi à six paramètres [El-Bassiouny and Jones, 2008] :
fτX ,τY (τx, τy) =
RL11 R
L2
2
B(L1,M1) B(L2, c) τ
L1−1
x τ
L2−1
y (1 +R1τx +R2τy)
−(L1+L2+M2)
× 2F1
(
L1 + L2 +M2, b; c; R1τx1 +R1τx +R2τy
)
,
(2.32)
avec b =M2 −M1, c = L1 +M2 et R1 = L1M1m1 et R2 =
L2
M2m2 .
De la même manière que dans le cas non corrélé, la distribution du rapport de deux variables
aléatoires distribuées selon une loi de Fisher a été développé en Annexe C dans le cas où elles
sont corrélées :
fα(α) =
RL11 R
L2
2 B(L1 + L2,M2)
B(L1,M1) B(L2,L1 +M2)
αL1−1
(R1α+R2)
L1+L2 2F1 (a, b; c; z) , (2.33)
avec a = L1 + L2 et z = 1
1 + R2R1
1
α
.
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En suivant la même procédure que celle décrite dans le paragraphe 2.3.3.3, la Vraisemblance
du Rapport d’images à maximiser pour estimer le déplacement dans le cas de texture corrélée est
donné par :
VRFB(τX , τ iY ,L,M) = K +
N∑
k=1
(L1 − 1) log τxk + L2 log τ iyk
− a log
(
R1τxk +R2τ
i
yk
)
+ log (2F1 (a, b; c; zk)) ,
(2.34)
avec K = N
(
logRL11 + logR
L2
2
)
+N log
(
B(L1 + L2,M2)
B(L1,M1) B(L2,L1 +M2)
)
.
Remarques :
– Toutes les expressions des vraisemblances du rapport précédemment établies font intervenir
un terme de la forme qτxk + rτ
i
yk
qui traduit la sensibilité des ces critères à l’agencement
spatial des pixels. Ce terme peut être vu comme un terme de corrélation qui ajoute au
critère une robustesse supplémentaire absente de la déﬁnition originale de la vraisemblance.
– La remarque concernant la divergence de la fonction 2F1 formulée dans le cas non corrélé
est aussi valable dans le cas corrélé.
– La complexité de la fonction hypergéométrique de Gauss nécessite la distinction de nom-
breux domaines de convergence en fonction de la valeur de ses 4 paramètres. Son comporte-
ment et une implémentation sont détaillés en annexe D.
2.3.4 Estimation des paramètres mˆ, Lˆ et Mˆ de la loi de Fisher
L’estimation des paramètres de la loi de Fisher intervient directement lors de l’évaluation des
critères VRF et VRFB. Sa précision est primordiale pour une détection ﬁne et une estimation de
déplacement ﬁable.
2.3.4.1 Fléau de la dimension
Les lois à 3 paramètres telles que les lois de Fisher possèdent un comportement hybride per-
mettant de modéliser une variété plus grande de données que les lois Gamma qui ne possèdent
que deux paramètres. Le revers de la médaille est l’augmentation de la dimension de l’espace des
paramètres. L’estimation des trois paramètres mˆ, Lˆ et Mˆ de la loi de Fisher nécessite davantage
de données par rapport à l’estimation des deux paramètres d’une loi Gamma. Ce phénomène
de croissance exponentielle de données nécessaires à toute inférence statistique dès lors que la
dimension augmente est appelée ﬂéau de la dimension.
Par exemple un échantillon de 100 observations réelles comprises entre 0 et 1 permet une étude
statistique plus ﬁable que ces mêmes 100 observations distribuées sur [0, 1]2 qui ne représentent
que quelques points isolés dans l’espace des possibles. La densité d’un nombre donné d’obser-
vations diminue de manière exponentielle avec l’augmentation de la dimension de l’espace des
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Figure 2.19 – Erreur relative sur l’estimation des paramètres m et L de la distribution Gamma
et m, L et M de la distribution de Fisher par la méthode des log-cumulants en fonction du
nombre N d’éléments de l’échantillon.
Une représentation de l’erreur relative d’estimation de paramètres de lois Gamma et Fisher
est tracée sur la ﬁgure 2.19 en fonction de la taille de l’échantillon. L’évolution de l’erreur met
clairement en évidence l’eﬀet de ce ﬂéau : l’estimation des 3 paramètres de la loi de Fisher nécessite
plus de 800 observations pour passer sous le seuil des 10% d’erreur alors que l’estimation des 2
paramètres de la loi Gamma n’en nécessite qu’une cinquantaine.
2.3.4.2 Méthode des moments
Une des méthodes les plus classiques pour estimer les paramètres de lois statistiques est la
méthode des moments. Elle permet d’estimer les paramètres d’une loi en posant comme équa-
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tions les égalités entre les moments théoriques et empiriques. Cette méthode oﬀre une estimation
explicite des paramètres de la loi de Fisher mais n’est valable que sur le domaine de déﬁnition des
trois premiers moments c’est à dire pourM > 3. Dans ce cas, les estimateurs s’écrivent [Nicolas,
2006] :
mˆ = µτ(1)
2(µτ(1)µτ(3) − µ2τ(2))
µ2τ(1)µτ(2) + 3µτ(1)µτ(3) − 4µ2τ(2)
Lˆ =
2µτ(1)(µτ(1)µτ(3) − µ2τ(2))
µτ(1)µ
2
τ(2) − 2µ2τ(1)µτ(3) + µτ(2)µτ(3)
Mˆ =
µ2τ(1)µτ(2) + 3µτ(1)µτ(3) − 4µ2τ(2)
µτ(1)µτ(3) + µ2τ(1)µτ(2) − 2µ2τ(2)
(2.35)
où µτ(k) est le moment d’ordre k de la loi de Fisher.
La condition M > 3 est trop contraignante pour adopter cette méthode dans le cas général.
2.3.4.3 Méthode du maximum de vraisemblance
À partir d’un échantillon simple de taille N d’une variable aléatoire X, l’estimée Θˆ au sens
du maximum de vraisemblance d’un paramètre θ de la densité de probabilité fX s’écrit :
Θˆ = Argmax
θ
∂
∂θ
N∑
i=1
log(fX(xi)) (2.36)
Les bonnes propriétés des estimateurs au sens du maximum de vraisemblance justiﬁent la popu-
larité de cette méthode pour estimer les paramètres d’une loi : ils sont asymptotiquement eﬃcaces
i.e. lorsque N →∞, E[Θˆ] = θ et Var[Θˆ] = 1In(θ) où In(θ) est l’information de Fisher.
En particulier pour la loi de Fisher, la fonction de vraisemblance L s’écrit :
L (τ1, · · · , τN |m,M,L) =N [− log (B(L,M)) + L log(L) +M log(Mm)]
+
N∑
k=1
(L − 1) log(τk)− (L+M) log (Mm+ Lτk) .
(2.37)
En dérivant L par rapport à chacun des trois paramètres :
∂L
∂m
=
N∑
k=1
τk −m
Mm+ Lτk
∂L
∂L = N [log(L)−Ψ(L) + Ψ(L+M)] +
N∑
k=1
log
(
τk
Mm+ Lτk
)
−M τk −mMm+ Lτk
∂L
∂M = N [log(M)−Ψ(M) + Ψ(L+M)] +
N∑
k=1
log
(
m
Mm+ Lτk
)
+ L τk −mMm+ Lτk
(2.38)
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Les estimées (mˆ, Lˆ,Mˆ) des paramètres de la loi de Fisher au sens du maximum de vraisem-
blance vériﬁent donc le système d’équations suivant :
N∑
k=1
τk−mˆ
Mˆmˆ+Lˆτk
= 0 (2.39)
N
[
log(Lˆ)−Ψ( ˆˆL) + Ψ(Lˆ+ Mˆ)
]
+
N∑
k=1
log
(
τk
Mˆmˆ+ Lˆτk
)
− Mˆ τk−mˆMˆmˆ+Lˆτk = 0 (2.40)
N
[
log(Mˆ)−Ψ(Mˆ) + Ψ(L+ Mˆ)
]
+
N∑
k=1
log
(
mˆ
Mˆmˆ+ Lˆτk
)
+ Lˆ τk−mˆMˆmˆ+Lˆτk = 0 (2.41)
Ce système est équivalent au système implicite suivant [Nicolas, 2006] :
mˆ =
∑N
k=1
τk
1+
Lˆτk
Mˆmˆ∑N
k=1
1
1+
Lˆτk
Mˆmˆ
(2.42)
1
N
N∑
k=1
log
(
1 +
Lˆτk
Mˆmˆ
)
= Ψ(Lˆ+ Mˆ)−Ψ(Mˆ) (2.43)
1
N
N∑
k=1
log τk = log mˆ + (Ψ(Lˆ)− log(Lˆ)) − (Ψ(Mˆ)− log(Mˆ)) (2.44)
Ce système d’équations est diﬃcile à résoudre et la méthode suivante sera privilégiée.
2.3.4.4 Méthode des log-cumulants
La déﬁnition des log-cumulants (ou cumulants de deuxième espèce) d’ordre r est donnée dans
le premier chapitre par (1.42) et en particulier les expressions théoriques des trois premiers log-
cumulants de la loi de Fisher par (1.62). À partir d’un échantillon simple de tailleN d’une variable
aléatoire τ , les estimateurs ˆ˜κx(1), ˆ˜κx(2), ˆ˜κx(3) des trois premiers log-cumulants s’écrivent [Nicolas,
2006] :
ˆ˜κτ(1) =
1
N
n∑
i=1
log τi
ˆ˜κτ(2) =
1
N
n∑
i=1
(
log τi − ˆ˜κτ(1)
)2
ˆ˜κτ(3) =
1
N
n∑
i=1
(
log τi − ˆ˜κτ(1)
)3
(2.45)
Théorème 2. Si une densité de probabilité a sa fonction caractéristique de deuxième espèce
déﬁnie sur un ouvert Ω =]sa, sb[, s = 1 ∈ Ω, alors elle possède tous ses log-moments et log-
cumulants.
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La distribution de Fisher est déﬁnie sur R+, d’après le théorème 2 elle possède tous ses log-
moments et log-cumulants. Les trois premiers suﬃsent pour estimer les trois paramètres de la loi
de Fisher.
À partir des log-cumulant d’ordre 2 et 3 (équation (1.62)), on peut estimer les paramètres L
et M grâce aux méthodes d’optimisation classiques telles que le gradient conjugué. Nous avons
ainsi cherché les paramètres L et M qui minimisent la fonction :
φ(L,M) = (κ˜2 − (ψ(1,L) + ψ(1,M)))2 + (κ˜3 − (ψ(2,L)− ψ(2,M)))2 . (2.46)
Le minimum de cette fonction quadratique est assurément global. Comme on peut le remar-
quer sur la ﬁgure 2.20, φ est beaucoup plus aplatie pour des grandes valeurs de paramètres ce
qui rend l’estimation d’autant moins précise que le paramètre à estimer est grand. À travers la
simulation de 1000 échantillons pour chaque valeur du paramètre, la ﬁgure 2.21 illustre la perte
de qualité lorsque la valeur théorique de ce dernier augmente. Deux distributions seront donc
plus rigoureusement discernables pour des valeurs de paramètres faibles. Toutefois l’inﬂuence du
paramètre étant inversement proportionnelle à sa valeur, l’augmentation de l’erreur d’estimation
est de moindre importance.
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Figure 2.20 – Exemples de fonctions φ(L,M). Équidistance = 0.1.
L’algorithme du gradient à pas optimal est bien adapté car il converge dans tous les cas (con-
trairement aux méthodes newtoniennes) et plus rapidement que l’algorithme de gradient à pas
constant. Pour le calcul du pas, la section dorée s’avère être ﬁable et simple [Vajda, 1989].
On notera le caractère logarithmique des log-cumulants de la loi de Fisher qui justiﬁe l’irrégu-
larité de la grille du plan formé par les log-cumulants d’ordre deux et trois (Figure 2.22). Cela
explique intuitivement la diminution de l’inﬂuence des paramètres pour de grandes valeurs.
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Figure 2.21 – Biais et variance d’estimation du paramètreM d’une loi de Fisher avec m = 2 et
L = 1.1 en fonction de la valeur de M. Échantillons de 5000 observations.
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Figure 2.22 – Grille (L, M) du plan κ˜2 − κ˜3.
2.4 Analyse des critères de similarité
Aﬁn d’évaluer les performances des critères introduits précédemment, un protocole de test a
été mis en place en trois étapes :
– Simulation de données RSO polarimétriques.
– Comparaison et analyse des diﬀérents critères sur des données simulées puis réelles.
– Déﬁnition d’une mesure de ﬁabilité des critères.
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2.4.1 Simulation d’une image RSO polarimétrique
Nous avons vu qu’en utilisant le formalisme des SIRV, un clutter RSO polarimétrique se dé-
compose en k =
√
τz. La simulation d’un tel clutter s’eﬀectue en deux étapes :
A. Tirage du noyau gaussien complexe multivarié z.
B. Tirage d’une texture τ selon une loi de Fisher de paramètres donnés.
2.4.1.1 Tirage du noyau gaussien
Le tirage du noyau gaussien z de moyenne µ et de matrice de covariance M se décompose
ainsi :
1. Tirage d’un échantillon gaussien x = (x1 · · ·xN )T .
2. Déﬁnition du vecteur moyenne µ.
3. Déﬁnition de la matrice de covariance du noyau M déﬁnie positive.
4. Décomposition de Cholesky R de la matrice de covariance M.
5. Calcul du noyau gaussien : z = µ+Rx.
2.4.1.2 Tirage d’une loi de Fisher
L’étape 2.4.1 de tirage d’une loi de Fisher peut s’eﬀectuer de diﬀérentes manières : par la
méthode de la transformée inverse, par approximation des lois Fisher par des lois Beta Prime ou
à partir de deux tirages de lois Gamma.
Méthode de la transformée inverse : Une méthode classique pour réaliser un tirage d’un
échantillon d’une loi continue est la simulation par la méthode de la transformée inverse. Elle
repose sur le théorème suivant :
Théorème 3. Soit X une variable aléatoire réelle de fonction de répartition FX(t) = P (X ≤ t).
Si FX(t) admet une fonction inverse F−1X (x) et soit U une variable aléatoire uniforme sur [0, 1]
alors F−1X (U) suit la même loi que X.
Pour obtenir un échantillon distribué selon une loi de Fisher, il suﬃt donc de tirer un échan-
tillon U uniformément distribué sur [0, 1] puis de calculer son antécédent X = F−1X (U) qui existe
car FX est bijective (comme toutes les fonctions de répartition des distributions continues sur
leur intervalle de déﬁnition). La fonction de répartition de la loi de Fisher (1.63) fait intervenir la
fonction hypergéométrique de Gauss et l’expression analytique de sa fonction inverse est délicate
à calculer. Sans l’expression analytique de F−1X , l’antécédent F
−1
X (u) est estimé par une méthode
d’optimisation 4.
Ce type de tirage, pour être précis, est alourdi par un nombre important d’itérations de l’étape
de recherche d’antécédent de la fonction de répartition.
4. Dans notre cas la méthode non-linéaire de Nelder-Mead [Nelder and Mead, 1965] a été utilisée.
60
2.4. ANALYSE DES CRITÈRES DE SIMILARITÉ
Approximation de la loi de Fisher par une loi Beta prime : La loi Beta Prime est une
loi à deux paramètres déﬁnie par :
BP(τ,L,M) = Γ(L+M)
Γ(L)Γ(M)τ
L−1(1 + τ)−(L+M) (2.47)
Cette famille de lois est proche des lois de Fisher dans le sens où elles peuvent adopter aussi
bien un comportement de loi à queue lourde qu’un comportement de loi à tête lourde. Les lois
de Fisher et Beta Prime sont liées par la relation suivante :
F [τ |m;L;M] = L
mMBP
[
τL
mM|L;M
]
(2.48)
L’estimation des paramètres de la loi Beta Prime au sens du maximum de vraisemblance étant
confrontée au même problème que ceux de la loi de Fisher, il est pratique de travailler avec la
loi Beta dont l’estimation des paramètres au sens du maximum de vraisemblance se résout bien
numériquement [Hahn and Shapiro, 1994].
Pour tirer un échantillon Y d’une loi Beta Prime, il suﬃt de tirer un échantillon X d’une loi Beta
puis de faire le changement de variable : Y =
X
1−X .
L’échantillon de Fisher s’obtient ensuite directement en multipliant l’échantillon Y par mML .
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Figure 2.23 – Tirage d’un échantillon de Fisher à partir d’un échantillon de loi Beta.
À partir de deux variables aléatoires suivant une loi Gamma Soit X1 ∼ G[m,L] et
X2 ∼ G[1,M] deux variables aléatoires suivant une loi Gamma, alors Y = X1X2 suit une loi de
Fisher de paramètres [m,L,M] [Coelho and Mexia, 2007].
Cette propriété permet de tirer un échantillon d’une loi de Fisher à partir de deux échantillons
de lois Gamma simples à générer.
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(a) Échantillon Gamma [m, L].
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(b) Échantillon Gamma [1, M].
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Figure 2.24 – Tirage d’un échantillon de Fisher à partir du rapport de deux échantillons de lois
Gamma.
Conclusion Une comparaison des diﬀérentes méthodes de tirage est présentée sur le tableau 2.2
à travers des tirages de Monte Carlo de 1000 échantillons par méthode puis par l’estimation des
paramètres de la loi de Fisher de chacun des échantillons (les méthodes d’estimation sont détail-
lées dans la partie 2.3.4). Les moyennes et variances d’estimation des paramètres sont présentées
pour chaque méthode avec les valeurs théoriques attendues. La méthode de la transformée in-
verse présente de moins bonnes performances à cause d’une précision moindre de la recherche de
minimum, cette précision peut être grandement améliorée en augmentant le nombre d’itérations
au détriment du temps de calcul. Les méthodes par tirages de lois Gamma et par tirage d’une
loi Beta sont équivalentes. Nous privilégions dans ce travail la méthode du rapport de deux lois
Gamma qui est simple et robuste. Elle sera utilisée dans la suite de ce travail dès que des échan-
tillons de lois de Fisher seront simulés.
Table 2.2 – Moyennes d’estimation des paramètres m, L et M de 1000 tirages d’échantillons
d’une loi de Fisher pour diﬀérentes méthodes.
mˆ Lˆ Mˆ
Théorique 2.000 2.100 2.100
Rapport de 2 Gamma 1.997± 0.053 2.114± 0.101 2.095± 0.100
Beta Prime 1.997± 0.053 2.113± 0.098 2.095± 0.097
Transformée Inverse 2.105± 0.056 1.825± 0.066 5.931± 0.748
2.4.2 Comparaison des diﬀérents critères de similarité
2.4.2.1 Protocole
Ce comparatif vise à analyser qualitativement le comportement des critères proposés que sont
les critères VRG, VRGB, VRF et VRFB. La ZNCC est également indiquée comme référence.
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Le protocole de test est basé sur le même principe que le schéma illustré sur la ﬁgure 2.2 dans
un seul cas (i, j). On dispose donc de deux images : une image témoin τX qui joue le rôle de
fenêtre glissante et une image τY trois fois plus large que τX et composée d’une zone centrale
τYc et d’une zone périphérique τYb comme illustré sur la ﬁgure 2.25.
Ces deux zones sont homogènes d’un point de vue statistique et τYc ∼ τX ∼ f1(τ,Θ1) et
τYb ∼ f2(τ,Θ2), τX ∈ RN et τY ∈ R3N . Les deux lois f1 et f2 appartiennent à la même
famille et sont diﬀérenciées par une faible variation de leur(s) paramètre(s) Θ1 et Θ2. La carte Λ
des valeurs du critère obtenue après balayage, appelée ici surface de détection, doit présenter au
centre un maximum bien marqué.
Z O N E  P É R I P H É R I Q U E
Z O N E
C E N T R A L E
T E M O I N
Figure 2.25 – Principe des tests en 2D. Une image secondaire est composée de deux zones : une
zone centrale et une zone périphérique échantillonnées à partir de deux distributions diﬀérentes.
Une image témoin est générée à partir d’une distribution identique à celle de la zone centrale.
2.4.2.2 Données simulées
Simulation. Dans un premier temps ces tests ont été eﬀectués sur des échantillons de lois de
Fisher simulés selon la méthode décrite dans le paragraphe 2.4.1. Ils sont formés par le rap-
port de deux échantillons de lois Gamma. Pour davantage de lisibilité, le test s’eﬀectue sur un
vecteur 1D de données et non sur une image 2D. La donnée τY est donc un vecteur de réalisa-
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tions indépendantes formé de zones de bord τYb1 et τYb2 distribuées identiquement et d’une zone
centrale τYc distribuée diﬀéremment : τY = [τYb1 τYc τYb2 ]
T . Les deux zones τYbi et τYc sont dis-
tribuées selon une loi de Fisher et seule une légère diﬀérence des paramètres de la loi les distingue.
Pour davantage de ﬁabilité dans l’interprétation des résultats, ce protocole est complété par
une simulation de Monte Carlo d’un ensemble de 100 échantillons de données τX et τY et les
résultats présentés sont la moyenne Λ¯ des 100 surfaces de détection obtenues : Λ¯ =
∑100
k=1Λk.
On peut distinguer 4 types de distribution caractéristiques en fonction des ordres de grandeur
des paramètres L et M de la loi de Fisher :
– M et L sont faibles : les distributions sont au centre du domaine des lois de Fisher.
– M→∞ : les distributions sont proches des lois Gamma.
– L → ∞ : les distributions sont proches des lois Gamma Inverse.
– L → ∞ et M→∞ : les distributions sont proches des lois Homothétiques 5.
Ces 4 types sont illustrés sur la ﬁgure 2.26.
Le potentiel de détection des critères est directement inﬂuencé par le contraste du pic de
maximum et non par la valeur absolue des critères. Pour homogénéiser les représentations et aﬁn
d’ignorer les variations de dynamique qu’il peut exister en fonction des populations analysées, les
critères ont été normalisés entre 0 et 1 sur la zone de déplacement.
Les paramètres de lois choisis pour simuler la zone de bord τYb sont pour chacun des 4 types :
– Mb = 1.1 et Lb = 1 dans le cas Fisher.
– Mb = 10.1 et Lb = 1.1 dans le cas Gamma.
– Mb = 1.1 et Lb = 10.1 dans le cas Gamma Inverse.
– Mb = 10.1 et Lb = 10.1 dans le cas des lois Homothétiques.
Analyse. Les résultats sont présentés sur la ﬁgure 2.27 pour chacun de ces 4 types où chacune
des sous-ﬁgures représente un type. Sur chacune des sous-ﬁgures, on distingue les résultats des
trois critères dans chacun des trois cas : les paramètres de loi de la zone centrale sont de plus en
plus éloignés de ceux de l’échantillon de bord à mesure que l’indice du cas croît. Les échantillons
simulés sont représentés en log sur la première ligne dans le cas 3 pour souligner visuellement
l’homogénéité de l’échantillon même dans ce cas. La zone centrale est mise en couleur.
Quel que soit le cas de ﬁgure, la ZNCC n’est pas adaptée à ce type de détection et n’oﬀre
aucune possibilité d’exploitation. En eﬀet les données simulées ont un coeﬃcient de variation
très faible : quelle que soit la composante utilisée (intensité ou texture), la ZNCC n’est sensible
à aucun changement de population. Elle accroche éventuellement une valeur extrême ponctuelle
d’un pixel comme l’illustre les quelques pics présents dans certains cas mais ces valeurs extrêmes
qui ne sont qu’une particularité de la simulation, représentent dans la réalité, des cas isolés de
5. La loi Homothétique est une loi à 1 paramètre dont la distribution de probabilité H(x) est déﬁnie par
H(x) = 1/x δM1/x(x), où δ
M
a = δ(ax− 1) est l’élément neutre de la convolution de Mellin.
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Figure 2.26 – À gauche : densités de probabilité des Lois de Fisher théoriques de la zone centrale
et du témoin des données simulées. À droite : localisation de ces densités dans le plan κ˜2 − κ˜3.
Le point (κ2, κ3) de la zone périphérique est entouré sur le plan κ˜2 − κ˜3.
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(a) Type Gamma.
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(b) Type Fisher.
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(c) Type Gamma Inverse.
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Figure 2.27 – Test de diﬀérents critères de similarité sur des données simulées. La zone centrale
est représentée en magenta sur la première ligne dans le cas le plus dissimilaire (Cas 3).
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points brillants rares dans les milieux naturels tels que les glaciers.
Concernant les critères VRF et VRG :
– Dans le Cas 1, la population étant homogène sur l’ensemble de l’échantillon, aucun critère
ne révèle de signal.
– Dans le Cas 2, malgré la faible variation de paramètres (voir Figure 2.26), les critères ont
des comportement similaires et détectent très bien le maximum sauf dans le cas d’une tex-
ture proche des lois Gamma où le critère VRG est en retrait par rapport au critère VRF.
Mis à part ce cas, la texture est mieux adaptée à ce type de détection car les résultats y
sont moins bruités.
– Dans le Cas 3, malgré la grande homogénéité visuelle de l’échantillon, les distributions sont
bien diﬀérenciées et les deux critères sont performants quelle que soit la composante. Seul
une intensité de type homothétique engendre des résultats bruités mais encore exploitables.
Pour un même cas, le bruit du critère est d’autant plus élevé que la population sous-jacente
tend vers un comportement homothétique. Les paramètres de loi d’une population de type ho-
mothétique étant grands, comme souligné sur la ﬁgure 2.20 leur estimation est peu précise et leur
inﬂuence moindre. Ce type de population dégrade donc les critères.
Concernant la composante, ces résultats soulignent l’intérêt d’utiliser la texture τ plutôt que
l’intensité pour ce type de détection. En extrayant τ , cela permet de limiter l’inﬂuence de la
composante gaussienne z qui caractérise le chatoiement.
Enﬁn, ces tests soulignent une remarquable similitude entre les critères VRF et VRG. Lors
de la simulation avec une population de type Gamma cette similitude est attendue et justiﬁée
car le critère VRF converge théoriquement vers le critère VRG (voir Annexe E).
Avec les populations de types Fisher ou Homothétique, cette similitude peut se justiﬁer en con-
sidérant le critère VRG comme une projection du critère VRF selon l’axe du paramètre M : la
projections de deux points du plan κ˜2 − κ˜3 sur l’axe des lois Gamma sont discernables sauf s’ils
ont le même paramètre L.
En revanche il est étonnant de constater cette similitude avec des populations de type Gamma
Inverse où la diﬀérence entre les populations du bord et du centre n’est induite que par la seule
variation du paramètreM. Cette homogénéité comportementale est justiﬁée par la nature même
de la population. Outre les paramètres de lois a priori, les critères dépendent directement de la
valeur des échantillons. Et si théoriquement le critère VRG ne dépend pas deM, les échantillons
issus de tirages de loi de Fisher en dépendent. D’après l’expression générale (1.60) des moments
d’ordre r, l’espérance d’une variable aléatoire de Fisher s’écrit :
µX = m
M
M− 1 . (2.49)
Cette dernière dépend des paramètres m et M de la loi de Fisher.
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Les expressions (2.25) et (2.31) des critères VRG et VRF faisant intervenir les sommes du
log des variables aléatoires τX et τY , les critères s’expriment donc en fonction du log-cumulant
d’ordre 1 de τX et τY .
En considérant des échantillons issus d’une loi de Fisher, le critère VRG se ré-écrit de la manière
suivante :
VRG(τX , τ iY ,L) =N
(
− log (B(L,L)) + (L − 1)ˆ˜κτX(1) + Lˆ˜κτ iY (1) − 2Lˆ˜κτX+τ iY (1)
)
=−N log (B(L,L))
+N(L − 1) (log(m) + Ψ(L)− log(L)−Ψ(M) + log(M))
+NL(log(mY i) + Ψ(LY i)− log(LY i)−Ψ(MY i) + log(MY i))
− 2NLˆ˜κτX+τ iY (1)
(2.50)
où ˆ˜κτX+τ iY (1) est le log-cumulant d’ordre 1 de la variable aléatoire τX + τ
i
Y .
En retirant les termes constants dans le processuss de fenêtre glissante :
VRG(τX , τ iY ) =NL(log(mY i) + Ψ(LY i)− log(LY i)−Ψ(MY i) + log(MY i))
− 2NLˆ˜κτX+τ iY (1)
(2.51)
De la même manière, en elevant les termes constants, le critère VRF s’exprime en fonction
des log-cumulants d’ordre 1 des lois de Fisher :
VRF(τX , τ iY ) =NM (log(mY i) + Ψ(LY i)− log(LY i)−Ψ(MY i) + log(MY i))
+
N∑
k=1
log
(
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
))
.
(2.52)
Malgré l’apparente spéciﬁcité du critère VRG, il est donc légitime que ce dernier soit sensible
à l’ensemble des populations du plan κ˜2 − κ˜3. L’inﬂuence des log-moments d’ordre 1 des lois de
Fisher est telle qu’elle semble eﬀacer la particularité du critère VRF.
2.4.2.3 Données réelles
Dans le cas de données réelles, nous avons travaillé sur des images RSO polarimétriques is-
sues du satellite RADARSAT-2. Ces images n’ont pas été moyennées et c’est donc sur les données
mono-vue à très grande dynamique que ces tests ont été lancés. La zone centrale et la sous-fenêtre
sont échantillonnés à partir d’une même zone géographique stable et immobile, à deux dates dif-
férentes. La zone périphérique est échantillonnée à partir d’une seconde zone géographique stable
et immobile. Un exemple d’image test utilisée est représentée sur la ﬁgure 2.28.
Une détection a été lancée sur la texture, le span et l’intensité de chacun des trois canaux
polarimétriques en utilisant les diﬀérents critères proposés. Le protocole de test est le même que
dans le cas des données simulées mais adapté à deux dimensions. Les résultats sont présentés sur
la ﬁgure 2.29 sous forme de surfaces de détection. La forme de la surface de détection idéale est une
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Figure 2.28 – Exemple d’image test formée de deux zones échantillonnées à partir de deux
régions géographiques distinctes. Données RADARSAT-2.
pyramide dont le sommet est au centre de l’image. Les résultats sont présentés en lignes en fonction
du critère et en colonnes en fonction de la composante. Les surfaces de détection présentées ont
été normalisées aﬁn de faciliter leur comparaison et éviter un biais de l’interprétation par des
variations de dynamique.
Comparatif des composantes. Tout comme l’ont souligné les tests sur données simulées, les
données réelles renforcent le carcatère inadapté de la ZNCC à ce type de détection. Quelle que
soit la composante utilisée, la corrélation ne révèle pas d’information. Elle est très sensible aux
valeurs moyennes et contrastes locaux de l’image et accroche facilement les pics de puissance. En
revanche, en cas de présence d’un motif clair et contrasté elle serait exploitable mais il a volon-
tairement été choisi pour ce test des régions uniformes et similaires bien que géographiquement
diﬀérentes.
Les trois dernières colonnes mettent en évidence la diﬀérence entre les canaux polarimétriques
non croisés (HH ou VV) et le canal polarimétrique croisé (HV). Ce dernier est en eﬀet inexploitable
quel que soit le critère utilisé. Cette particularité est liée à la nature du milieu étudié. Les images
étant extraites à partir de zones enneigées et glaciaires, il y a peu de changements de polarisation
dus à la réﬂexion à la surface du sol et l’énergie rétrodiﬀusée sur le canal HV est moindre. On
peut d’ailleurs s’en rendre compte sur la première ligne de la ﬁgure où la diﬀérence d’intensité
entre les canaux HH/VV et HV est notable.
Les résultats sur le canal croisé HV sont donc diﬃcilement exploitables et il n’est pas judicieux
de travailler avec ce type de données. Les deux autres canaux présentent des surfaces de détection
beaucoup plus utilisables. Malgré une forte similitude entre les critères VRF et VRG, le critère
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Figure 2.29 – Résultats normalisés des tests des diﬀérents critères de similarité réalisés sur des
extraits d’image RSO polarimétrique RADARSAT-2 du 11-04-2009 et 05-05-2009.
VRF améliore les résultats par une surface plus lisse et un maximum légèrement mieux localisé.
Le span oﬀre une combinaison des canaux polarimétriques permettant d’en exploiter la com-
plémentarité. Dans ce cas, tous les critères statistiques oﬀrent une sensibilité meilleure que dans
chacun des trois canaux pris indépendamment et particulièrement pour le critère VRG. L’amélio-
ration dans le cas du critère VRF est plus subtile car ce dernier oﬀre également de bons résultats
sur les composantes seules.
Enﬁn la texture extraite par les SIRV renforce encore la détection grâce une normalisation
plus accentuée des variations d’intensité au cours du temps. Cela se traduit par des surfaces de
détection mieux contrastées et moins bruitées que dans le cas du span.
Une analyse de ces résultats en fonction du type de composante met donc en évidence la
nécessité d’utiliser l’information polarimétrique disponible aﬁn d’améliorer la pertinence des ré-
sultats. Outre l’économie de calcul, le span représente un bon compromis entre l’utilisation des
canaux polarimétriques seuls et le calcul de la texture qui oﬀre les meilleurs résultats.
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En déﬁnitive, on retiendra que dans les cas de surfaces homogènes, comme il en est souvent
question avec les surfaces enneigées et glaciaires, les loi de Fisher oﬀrent une bonne polyva-
lence. Les Vraisemblances de Rapport d’images sont particulièrement bien adaptées à la grande
dynamique et au caractère logarithmique des images RSO. Il convient toutefois de garder un
recul suﬃsant par rapport à ce type de test qui ne se base que sur un échantillon particulier.
Pour davantage de ﬁabilité, il conviendrait d’adopter le même protocole que les tests sur données
simulées de la partie précédente. Mais on comprendra qu’un tel protocole basé sur une simulation
de Monte Carlo serait laborieuse à mettre en place avec des données réelles.
Dans la suite de ce travail, les diﬀérentes applications concrètes sur les glaciers seront basées
sur l’utilisation des critères VR avec des lois uni-variées de type Fisher ou Gamma.
2.4.3 Mesures de ﬁabilité
Contrairement à la ZNCC normalisée entre -1 et 1 qui peut facilement être seuillée, les critères
statistiques présentent une dynamique très variable d’une région à une autre empêchant tout
seuillage systématique, la probabilité de fausse alarme n’étant pas constante. Cette partie aborde
la question de la mesure de ﬁabilité des critères statistiques.
2.4.3.1 Critère de qualité Q
Pour qualiﬁer la netteté du pic de la surface de détection Λ, un critère de qualité a été proposé
dans [Erten et al., 2009] :
Q =
max
i
(Λi)−mean
i
(Λi)
mean
i
(Λi)−min
i
(Λi)
. (2.53)
où Λi est la valeur de la surface de détection au point i.
Cette déﬁnition est une manière simple et intuitive pour qualiﬁer un pic, toutefois sa valeur
ne permet par exemple pas de discriminer un critère bruité d’un critère possédant deux pics
marqués avec un maximum et un minimum marqués (ﬁgure 2.30(b)) : Q → ∞ dans les deux
cas. D’autre part, une surface possédant deux maximums marqués pourra avoir un facteur de
qualité plus élevé qu’une même surface ne possédant qu’un seul pic un peu moins marqué. Ce
facteur de qualité donne un premier aperçu de la qualité de la surface de détection mais trouve
ses limites dans la variété de surfaces de détection possibles comme illustré sur la ﬁgure 2.30. Basé
sur les statistiques de l’image, il ne prend pas en compte l’agencement spatial des pixels. Ainsi
deux surfaces de détection d’aspects complètement diﬀérents pourront avoir le même facteur de
qualité comme illustré sur l’exemple de la ﬁgure 2.31. La première surface a été simulée par une
loi normale et la seconde n’est qu’un réarrangement spatial aléatoire sans remise des pixels de la
première surface. Il est clair que les qualités de détection de ces surfaces ne sont pas comparables
alors que le facteur de qualité (2.53) est identique.
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Figure 2.30 – Ambiguïtés sur le facteur de qualité Q en fonction de diﬀérentes formes de surface
de détection possibles.
2.4.3.2 Proposition d’un critère de qualité géométrique
La problématique de mesure de qualité des surfaces s’apparente davantage à un problème de
traitement d’image géométrique et nous proposons dans cette partie un critère issu d’une telle
approche.
Aﬁn de déﬁnir un critère de qualité pertinent, il convient de s’interroger sur la déﬁnition d’une
surface de détection de qualité. La surface de détection idéale attendue doit présenter une forme
pyramidale dont les coordonnées du sommet concordent avec le déplacement réel. En pratique,
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Figure 2.31 – Deux exemples de surfaces de détection ayant le même facteur de qualité 2.53
Q = 4.81.
cette surface est bruitée et très inﬂuencée par le voisinage du pixel. Elle présente donc souvent
de nombreux pics. Pour caractériser cette multitude de surfaces possibles, un critère de qualité
basé sur la géométrie de la surface de détection plutôt que sur ses statistiques qui ne prennent
pas en compte la répartition spatiale des pixels semble judicieux. Le critère proposé utilise une
technique classique de segmentation en traitement d’image : la ligne de partage des eaux.
La méthode de la ligne de partage des eaux permet de segmenter une image à partir de la
répartition globale du niveau de gris. Pour résumer concrètement et brièvement le principe de
cette méthode, imaginons la surface de détection sous l’eau. En faisant baisser progressivement le
niveau d’eau, les crêtes de la surface de détection vont émerger dessinant ainsi un réseau d’arêtes
symbolisant la ligne de partage des eaux. Ce principe, illustré sur la ﬁgure 2.32 peut être mis en
œuvre par diﬀérents algorithmes. Nous avons utilisé celui implémenté dans Matlab qui est celui
de Meyer et Fernand [Meyer, 1994].
Vue de
dessus
Vue de
pro!l
Image segmentée
Figure 2.32 – Principe de la méthode de ligne de partage des eaux en 1D.
En prenant le négatif de la surface de détection, le nombre de segments (bassins versants)
représente dans notre cas le nombre de pics présents sur la surface de détection. L’avantage de
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cette méthode est de ne prendre en compte que les pics principaux de chaque bassin versant.
Ainsi un sommet composé de plusieurs pic secondaires pourra ne pas être pénalisant pour la
surface de détection. Plus le nombre de segments est élevé et moins la surface de détection est de
qualité : une surface de détection aboutissant à un segment unique est parfaite. Le nombre ﬁnal
de segments peut atteindre au maximum le nombre de pixel de la surface de détection.
Pour déﬁnir un critère variant de 0 à 1 on déﬁnie le critère de la manière suivante :
Qwater = 1− Card (Ω)
N
, (2.54)
où Ω est la partition ﬁnale et N le nombre de pixels de la surface de détection 6.
En utilisant ce critère sur l’exemple de la ﬁgure 2.31, les facteurs de qualité obtenus sont
respectivement 1 et 0.01 et les surfaces sont cette fois-ci diﬀérenciées.
En revanche le bruit du signal de bas niveau i.e. d’amplitude faible induit de nombreuses lignes
de partage des eaux faisant chuter le facteur de qualité proposé. Pour éviter de pénaliser les sur-
faces de détection ayant un pic marqué très diﬀérencié d’un fond bruité, il convient de seuiller au
préalable la surface de détection à −3dB, ce qui est équivalent à baisser le niveau d’eau à −3dB
dans l’algorithme de ligne de partage des eaux. La ﬁgure 2.33(a) illustre ce cas sur une surface
de détection de qualité mais que la déﬁnition (2.54) ne permet pas de qualiﬁer justement. Après
seuillage, le facteur augmente et est beaucoup plus représentatif de la notion de qualité attendue
pour ce genre de surface.
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Figure 2.33 – Surface de détection (a) initiale et (b) seuillée à −3dB et critère de qualité (2.54)
respectifs.
Dans la suite de ce travail et notamment dans le chapitre suivant, sans contre-indication, les
facteurs de qualités indiqués seront issus de ce critère géométrique Qwater.
6. N = (2Vmax + 1)2 où Vmax est le déplacement pixellique maximum a priori.
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2.4.3.3 Normalité du critère
Les critères de similarité sont des variables aléatoires (notées ici Λ). En réalisant un tirage
Monte Carlo de N paires d’échantillons (τX , τY ) de k observations d’une loi de Fisher, la ﬁg-
ure 2.34 illustre une analyse empirique du comportement du critère de similarité VRF et souligne
un comportement proche d’une loi Normale. Dans cet exemple, les coeﬃcients d’asymétrie et
d’aplatissement valent respectivement β1 = −0.026 et β2 = 2.932 ce qui est proche des coeﬃ-
cients théoriques d’une loi normale non normalisée (β1 = 0, β2 = 3).
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Figure 2.34 – Histogramme et loi normale associés au critère VRF calculé à partir d’un tirage
Monté Carlo de N = 1000 paires d’échantillons (τX , τY ) de k = 4096 observations d’une loi de
Fisher.
Le test de normalité statistique D’Agostino-Pearson’s K2 [d’Agostino, 1971] a été utilisé pour
décider si la modélisation du critère par une loi Normale est valable. Ce test, basé sur les coeﬃ-
cients d’asymétrie et d’aplatissement, est assez complexe à implémenter et est aujourd’hui présent
dans un grand nombre de librairies. Sa puissance par rapport à des tests classiques comme le
test de Jarque et Bera [Jarque and Bera, 1987] en font un test privilégié. Dans l’exemple de la
ﬁgure 2.34 les tests de Jarque et Bera et de D’Agostino donnent tous deux un résultat positif
avec un risque de 5%. Ces tests de normalité ont également été réalisés sur les autres critères et
donnent dans chacun des cas une réponse positive.
On retient donc :
fΛ(λ) =
1
σλ
√
2π
exp
(
−(λ− µλ)
2
2σλ2
)
. (2.55)
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2.4.3.4 Bootstrap
Cette partie développe une application du bootstrap aﬁn d’aﬃner l’estimation des surfaces
de détections.
Principe. À partir d’un échantillon x de n observations i.i.d., x = [x1 · · ·xN ], la philosophie
du bootstrap consiste à tirer B nouveaux échantillons de m observations, dits bootstrap et noté
x∗ = [x∗1 · · ·x∗m], qui, sans créer d’information, vont permettre d’aﬃner l’estimation d’une statis-
tique s de l’échantillon initial. Chaque échantillon bootstrap permet de calculer une observation
de la statistique recherchée.
L’ensemble des B observations de s est appelé distribution bootstrap.
Il a été établi dans [McCarthy and Snowden, 1985] que :
E[s(x∗)|x] = s(x). (2.56)
V [s(x∗)|x] =
(
1− 1
N
)
σ2s
m
. (2.57)
où s(x∗) = 1B
∑B
b=1 s(x
∗
b) et σ
2
s est la variance de s.
L’estimation de la statistique s(x∗) est donc non biaisée.
On distingue deux types d’échantillons bootstrap :
– Les échantillons bootstrap paramétriques : leur tirage s’eﬀectue à partir de la loi a priori
fx(x|Θ). Cela nécessite l’estimation du jeu de paramètres Θ. Dans ce cas, le tirage s’ap-
parente à une simulation Monte Carlo. Ce type de tirage est précis à condition d’adopter
le bon modèle de loi a priori.
– Les échantillons de bootstrap non paramétriques : sans loi a priori, la distribution em-
pirique de l’échantillon initial x est utilisée. Les observations de chaque échantillon boot-
strap x∗b sont tirées parmi l’échantillon initial x avec remise. En eﬀet, la fonction de répar-
tition empirique s’écrit Fˆn(x) = 1ncard(xi; xi ≤ x) ce qui signiﬁe que chaque observation
de l’échantillon initial x a une probabilité 1n . Ce type de tirage est décrit plus largement
dans [McCarthy and Snowden, 1985].
Application. L’adaptation de ces deux types d’échantillonnage au cadre de ce travail est illus-
trés sur la ﬁgure 2.35. Le bootstrap intervient au niveau du calcul du critère de similarité : pour
chaque déplacement i, i.e. pour chaque couple de fenêtres glissantes (τX , τYi), une distribution
bootstrap est tirée à partir de B échantillons bootstrap selon le schéma suivant :
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1. Pour b allant de 1 à B
(a) Tirage avec remise de n observations à partir des échantillons
maître/esclave initiaux τX , τY : échantillons bootstrap τ∗X et τ
∗
Yi
.
(b) Calcul de Λ∗ le critère de similarité bootstrap à partir de τ∗X et τ
∗
Yi
.
2. Calcul de l’espérance Λ¯∗ de Λ∗.
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(a) Échantillonnage paramétrique
τX1*
τX2*
τX
...
τXB*
τY
i
τY
i
1
*
τY
i
2
*
...
τY
i
B
*
Λi1*
Λi2*
ΛiB*
...
Λi*
(b) Échantillonnage non paramétrique
Figure 2.35 – Les deux types d’échantillonnage bootstrap.
Sous l’hypothèse de critères distribués selon une loi normale, il est mis en évidence dans le
tableau 2.3 que le type de tirage n’inﬂuence pas l’estimation des paramètres de la loi normale.
Les test suivants utilisent donc le tirage non paramétrique qui ne nécessite pas d’estimation de
paramètres.
Selon le même schéma que celui de la section 2.4.2.3, les résultats du test des critères de sim-
ilarité sur données réelles avec bootstrap sont présentées sur la ﬁgure 2.37. La présentation est
identique à savoir : en ligne sont distingués les diﬀérents critères testés et en colonne chacune des
composantes utilisées. Les surfaces de détection présentées sont donc les moyennes des surfaces
bootstrap calculées. La ﬁgure 2.36 illustre les échantillons bootstrap dans le cas des surfaces de
détection : chaque pile de pixels est un échantillon bootstrap.
Une première analyse générale de cette ﬁgure révèle une amélioration des résultats dans la
plupart des cas. Cette procédure permet de révéler l’information présente dans les données mais
en aucun cas d’en créer, le bootstrap améliore l’information potentiellement présente sur la sur-
face de détection. Le bootstrap n’a aucun eﬀet sur le critère ZNCC car ce dernier est sensible
à la répartition spatiale des pixels, répartition qui est boulversée lors du tirage bootstrap. La
distribution bootstrap du critère ZNCC est donc de moyenne nulle.
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Figure 2.36 – Échantillonnage bootstrap sur les surfaces de détection.
D’après la section précédente, la distribution bootstrap obtenue peut être assimilée à une loi
normale, il devient alors tout à fait possible d’établir un intervalle de conﬁance sur la valeur du
critère de similarité et ainsi d’améliorer la surface de détection obtenue.
L’inﬂuence du bootstrap sur des données réelles est développée dans le chapitre suivant dans le
cas du glacier d’Argentière.
2.4.3.5 Intervalle de conﬁance
Soit Λˆ une estimation du critère de similarité (calculée par exemple depuis des échantillons
bootstrap). Comme vu précédemment on a :
f
Λˆ
(λˆ) = N (µΛ, σΛ) (2.58)
où µΛ et σΛ sont respectivement l’espérance et l’écart type de Λˆ.
Soit Z = Λˆ−µΛσΛ la variable aléatoire centrée réduite associée à Λˆ. On a fZ(z) = N (0, 1).
L’intervalle de conﬁance à α% est déﬁni par la probabilité que Z soit compris entre les per-
centiles z(α/2) et z(1−α/2) comme illustré sur la ﬁgure 2.38.
Par exemple un intervalle à 5% correspond à l’intervalle fZ(z(0.025) ≤ z ≤ z(0.975)) = 0.95.
D’après les tables, les percentiles de la loi Normale centrée réduite correspondants sont z(0.975) =
−z(0.025) = 1.96.
Donc un risque de 5% correspond à fZ(−1.96 ≤ z ≤ 1.96) = 0.95 et −1.96 ≤ z ≤ 1.96 soit
−1.96σΛ + µΛ ≤ Λˆ ≤ 1.96σΛ + µΛ.
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Figure 2.37 – Résultats des tests des diﬀérents critères de similarité bootstrap réalisés sur les
mêmes extraits d’image que la ﬁgure 2.29.
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Figure 2.38 – Intervalle de conﬁance sur une loi Normale entre les percentiles z(α/2) et z(1−α/2).
Dans le cas de la distribution du critère de similarité, la détermination du seuil nécessite l’ex-
pression des paramètres de la loi normale i.e. la moyenne et l’écart type du critère. L’expression
analytique de telles estimations est diﬃcile et le tirage bootstrap oﬀre un moyen simple de générer
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un échantillon de ces lois pour calculer ces deux paramètres.
Reprenons le test sur données réelles de la partie 2.4.2.3 avec la texture. Nous avons réalisé les
deux types de bootstrap (ﬁgure 2.35) à partir de l’échantillon initial pour déterminer la moyenne
et l’écart type du critère des diﬀérents critères correspondant à la vitesse nulle i.e. la valeur
centrale de la surface de détection. Le tableau 2.3 illustre sur ces données quelques estimations
d’intervalles de conﬁance des critères VRG et VRF à partir des deux types d’échantillonnage
bootstrap. Les deux types de tirages aboutissent à des résultats très similaires et la méthode non
paramétrique sera privilégiée pour éviter des estimations superﬂues de paramètres de lois.
Table 2.3 – Moyennes et écart-type des échantillons bootstrap au centre de la surface de détection
(vitesse nulle).
τ∗param τ
∗
nonparam
µ σ Intervalle µ σ Intervalle
X-Corr -8.177e-05 0.05155 [−0.1011, 0.101] -0.001032 0.04995 [−0.09894, 0.09688]
VRG -726.5 9.681 [−745.4, −707.5] -726.7 9.461 [−745.2, −708.1]
VRF -6074 219.9 [−6505, −5643] -6032 216.6 [−6457, −5608]
La ﬁgure 2.39 présente les histogrammes des échantillons bootstrap de la valeur centrale des
surfaces de détection (i.e. à vitesse nulle) des images des tests précédents. Les intervalles de conﬁ-
ance ainsi que la valeur initiale sont également représentés et permettent de vériﬁer la pertinence
des surfaces des tests. Les valeurs originales des critères sont dans les intervalles de conﬁance mais
on peut remarquer que la variance de l’histogramme du critère VRF est plus faible et la valeur
originale du critère mieux centrée. Comme signalé, le bootstrap n’est pas adapté à la ZNCC dans
le sens où l’échantillon obtenu est centré autour de 0.
Il est alors possible d’améliorer la mesure de similarité de deux manières :
– En déﬁnissant un intervalle de conﬁance comme décrit ci-dessus puis en seuillant les valeurs
de la surface de détection initiale.
– En estimant une surface de détection bootstrap moyenne.
La première solution permet de valider ou non le maximum sélectionné sans modiﬁer la sur-
face de détection. La seconde solution oﬀre une amélioration notable de la surface de détection
dans certains cas mais peut être préjudiciable lorsque la surface est de bonne qualité. Ces deux
solutions sont détaillées dans le chapitre suivant sur quelques cas du glacier d’Argentière.
2.4.4 Apport de la polarimétrie.
La richesse d’un jeu de données polarimétrique oﬀre une variété de composantes possibles
pour le suivi de texture telles que celles utilisées dans les tests précédents :
– L’intensité de chacune des composantes polarimétriques : |SHH |2, |SHV |2 ou |SV V |2.
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Figure 2.39 – Histogrammes de 500 observations d’échantillons bootstrap du pixel central des
surfaces de détection et intervalles de conﬁance associés. En rouge : critère calculé à partir de
l’échantillon original.
– Une combinaison de canaux polarimétriques, le span :
√|SHH |2 + 2|SHV |2 + |SV V |2.
– La composante τ issue de la décomposition SIRV du jeu de données.
Comme il a été mis en évidence lors des tests de la section 2.4.2.3, l’usage de l’intensité d’un
seul canal de polarisation peut s’avérer délicat. Si un seul canal n’est disponible, les composantes
copolaires seront mieux adaptées au suivi de surfaces enneigées comme les glaciers.
Le span oﬀre une amélioration robuste simple à mettre en oeuvre si au moins deux canaux
polarimétriques sont disponibles. Il reste toutefois sensible à l’éventuelle non stationnarité tem-
porelle du milieu étudié et nécessite de normaliser ses variations. La neige et la glace qui cadrent
l’application de ce travail sont des milieux avec des réponses particulièrement instables sujettes
à de grandes variations temporelles. L’extraction de la texture τ par la décomposition SIRV ou
l’utilisation du span permettent d’atténuer davantage ces variations et rendent le suivi plus sta-
ble. Le test de la section précédente a souligné également la meilleure qualité des résultats sur la
texture quel que soit le critère utilisé.
La ﬁgure 2.40 illustre l’évolution temporelle de l’intensité sur chacune des composantes d’une
série temporelle d’images RADARSAT-2 acquises entre le 29-01-2009 et le 22-06-2009 sur le
glacier d’Argentière dans le massif du Mont Blanc. La courbe représente les diﬀérences moyennes
de puissance entre deux dates et calculées sur les images moyennées 10× 10 restreintes à la sur-
face du glacier. Les images sont aﬃchées avec la même dynamique de couleur. Cette période est
intéressante car elle couvre l’hiver et le printemps avec tous les changements de neige associés :
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de la neige froide au névé.
Aﬁn de comparer ces deux séries temporelles, les données sont étudiées en dynamique logarith-
mique. On remarque la meilleure stabilité des composantes issues de combinaisons polarimétriques
(la texture τ et le span) alors que les canaux polarimétriques pris indépendamment présentent
des variations plus prononcées avec de grands écarts types. La ﬁgure 2.41 illustre les mêmes dif-
férences entre tous les couples d’images possibles. Elle souligne la métamorphose importante du
manteau neigeux entre le mois d’avril et le moi de juin. Avant et après ces dates, le glacier est
stable et favorable à un suivi de texture robuste.
Ce bref comparatif renforce l’intérêt de l’utilisation de l’ensemble de l’information polarimétrique
qui a été déjà constaté lors des tests précédents. Dans la suite de ce travail, les applications fa-
voriseront donc l’utilisation de la texture τ extraite par les SIRV ou le span.
Remarque : outre une meilleure lisibilité, le passage en échelle logarithmique transforme l’im-
age déﬁnie sur R+ en variable aléatoire déﬁnie sur R dont la forme de la distribution se rapproche
d’une loi normale. La variance et la moyenne étudiée ici ont donc du sens. Les cumulants du log-
arithme d’une variable aléatoire sont équivalents aux log-cumulants de cette même variable.
2.5 Conclusion
Ce chapitre a introduit et généralisé une méthode de suivi de texture par maximum de vraisem-
blance sur les images RSO. L’intérêt de ce mode d’acquisition qui a été largement valorisé est
renforcé par la haute résolution spatiale oﬀerte par les capteurs actuels. Contrairement aux im-
ages optiques, le chatoiement, très présent dans les images RSO nécessite des outils statistiques
adaptés qui ont été présentés dans le premier chapitre. Les techniques de mesure de déplacement
habituellement utilisées en imagerie optique comme le ﬂux optique ou la ZNCC se sont avérées
délicats à utiliser sur ces images comme cela est illustré dans les paragraphes 2.2.2 et 2.4.2 à
travers les diﬀérents tests.
D’autre part, la HR rend problématique la mise en œuvre de mesures interférométriques dif-
férentielles mais permet le développement de méthodes de suivi de texture ﬁables.
La méthode de suivi de texture basée sur la vraisemblance du rapport d’images proposée
dans [Erten et al., 2009] a été ici généralisée au cas des images HR grace à l’utilisation des lois
de Fisher. Le bénéﬁce de l’utilisation de cette famille de lois a été souligné dans la section 2.3.2
où une classiﬁcation sur le type de modélisation des données RSO a été proposée. Il en ressort
que la grande majorité des données RSO sont avantageusement modélisées par les lois de Fisher.
À partir de ce constat, un critère VRF a été déﬁni comme la généralisation du critère VRG aux
lois de Fisher.
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Figure 2.40 – Évolution temporelle de la diﬀérence d’itensité entre deux dates consécutives d’une
série temporelle d’images RADARSAT-2 sur le glacier d’Argentière dans le massif du Mont Blanc
entre le 29-01-2009 et le 22-06-2009. Les valeurs sont calculées en log et uniquement sur la surface
du glacier.
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Figure 2.41 – Carte des moyenne et écart type de la diﬀérence du Span entre les dates du jeux
de données RADARSAT-2 sur le glacier d’Argentière 29-01-2009 et le 22-06-2009.
Une série de tests ont été mis en place aﬁn d’analyser le comportement des critères VRF et
VRG sur des données simulées et réelles. Une attention particulière a donc été portée sur la simu-
lation notamment dans le cas de tirages des lois de Fisher. La méthode usuelle de la transformée
inverse s’avère être délicate du fait de l’expression analytique de la fonction de répartition inverse
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des lois de Fisher diﬃcile à déﬁnir. Dans cette étude le tirage d’un échantillon de Fisher comme
le rapport de deux échantillons de lois Gamma a été privilégié.
Les critères VRG et VRF faisant intervenir les paramètres des lois, leur estimation est fon-
damentale pour la précision du suivi de texture. Les méthodes classiques telle que la méthode
des moments multiplient les contraintes sur les paramètres de lois limitant leur utilisation et la
méthode du maximum de vraisemblance aboutit à un système d’équations implicite. Finalement
la méthode des log-cumulants proposée dans [Nicolas, 2006] oﬀre la meilleure alternative à un
estimateur eﬃcace. Un nombre d’observation minimum est nécessaire et une fenêtre de 32 × 32
pixels est suﬃsante pour une erreur d’estimation inférieure à 10%. Cette taille de fenêtre doit
être adaptée en fonction de la résolution de l’image et la HR permet une taille de fenêtre plus
large augmentant ainsi la précision d’estimation sans perte de résolution dans les résultats.
Deux grandes familles de critères de similarité ont donc été testées : les critères basés sur les
lois Gamma et les critères basés sur les lois de Fisher. En complément, la ZNCC a été utilisée
comme référence.
Dans le cas des données réelles, un axe développe les résultats selon la composantes choisie et a
mis en valeur l’intérêt d’utiliser toute l’information polarimétrique disponible. Ces séries de tests
soulignent la polyvalence et la robustesse des critères déﬁnis comme la vraisemblance du rapport
et notamment celui basé sur les lois de Fisher. Bien que la modélisation des données par ces
dernières ait été validée sur la majeure partie des glaciers, il n’apparaît pas de diﬀérence notable
entre les critères VRF et VRG à cause de l’inﬂuence des log-moments d’ordre 1 des images.
Ces critères statistiques trouvent néanmoins leurs limites dans la non stationnarité des processus
stochastiques sous-jacents, comme les variations temporelles d’état de surface des glaciers dans le
temps. Enﬁn, les critères VRF et VRG permettent d’exploiter les composantes polarimétriques
copolaires (SHH ou SV V ) seules.
La ZNCC s’avère être satisfaisante dans le cas de zones bien texturée mais trouve rapidement ses
limites sur des zones moins dessinées comme l’ont souligné les diﬀérents tests.
Aﬁn de qualiﬁer les critères, deux mesures de ﬁabilité ont été déﬁnies. Une première basée
sur la distribution des critères qui s’avère être Normale et une seconde basée sur la géométrie du
critère. Pour la première, un tirage bootstrap a permis de déterminer la moyenne et la variance
de cette distribution et d’en dériver un intervalle de conﬁance paramétré par un taux d’erreur
acceptable. Nous verrons dans le chapitre suivant que le bootstrap peut également s’avérer utile
pour améliorer la qualité d’estimation des critères. Pour la seconde mesure de ﬁabilité, des tech-
niques de traitement d’image ont été mises en oeuvre pour qualiﬁer la surface et prendre en
compte la géométrie de la surface de détection.
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3.1 Introduction
L’époque pionnière dans la mesure de déplacement des glaciers remonte aux années 1820-1830
durant lesquelles deux découvertes importantes ont été faites : la première par Franz-Joseph Hugi
qui après avoir eﬀectué les premières mesures de déplacement du glacier de l’Aar en 1827, brise
l’idée reçue qu’un glacier est immobile en hiver. La deuxième découverte peut être attribuée à
François-Alphonse Forel et Arnold Guyot qui mettent en évidence une vitesse d’écoulement des
glaciers plus importante au centre que sur les bords. Au début des années 1840 James David
Forbes et Louis Agassiz réalisent les premières campagnes de mesures contemporaines respective-
ment sur le glacier de l’Aar et la Mer de glace.
(a) Expédition de F.-J. Hugi. (b) Joseph Vallot.
Figure 3.1 – La mesure de déplacement : de F.-J. Hugi à J. Vallot.
Les mesures systématiques commencent à être mises en place dès la ﬁn du XIXe siècle lorsque
Joseph Vallot mesure la vitesse d’écoulement et l’altitude de la surface de la langue terminale de
la Mer de Glace à l’aide d’une ligne de pierres peintes. Cette méthode, couramment employée à
l’époque ne permet pas de suivre l’évolution temporelle de la vitesse en un point ﬁxe à moins
de réinstaller un nouveau dispositif chaque année à l’endroit d’origine. Pour palier à cet incon-
vénient, Vallot déﬁnit une nouvelle méthode de mesure pertinente qui sera adoptée par les Eaux
et Forêts entre 1907 et 1960 pour aboutir à un jeu de données décrivant les changements de forme
et d’écoulement des glaciers sur près d’un demi-siècle.
Depuis la méthode de mesure terrain a peu évolué si ce n’est en précision grâce au GPS dif-
férentiel qui mesure la position de balises. D’autre part quelques mesures sous-glaciaires ont été
possibles grâce aux exploitations hydroélectriques qui ont permis de percer des galeries jusqu’à
l’interface rocher/glacier. Le glaciologue Luc Moreau 1 a placé une roue qui mesure le glissement
basal du glacier d’Argentière au niveau de la chute de sérac : les déplacements y sont de l’ordre
1. www.moreauluc.com
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du mètre par jour. Les plus grands déplacements semblent être mesurés sur certains glaciers du
Groenland comme le glacier d’Illulissat qui atteint des vitesses de l’ordre de 30m par jour ! Ces
glaciers émissaires subissent toute la pression de la calotte contrairement aux glaciers alpins qui
n’ont qu’un petit bassin d’accumulation. D’autre part leur langue terminale ﬂotte sur l’océan et
cette absence de frottement accentue encore leur vitesse d’écoulement.
Actuellement, les outils de télédétection oﬀrent une puissance de mesure nouvelle qui ouvre des
perspectives très intéressantes en géophysique. Ils permettent des mesures continues spatialement
et temporellement à grande échelle sur divers phénomènes sans la nécessité de se rendre sur un
terrain contraignant d’un point de vu logistique et parfois dangereux (volcans, glaciers). Toutefois
la mise en place et la validation des diﬀérentes méthodes nécessitera toujours des mesures in situ.
Les glaciers peuvent être assimilés à des rivières à haute viscosité et leur type de déplacement
dépend de trois facteurs : leur morphologie, la saison et leur nature.
D’un point de vue morphologique, le déplacement est la conséquence de quatre processus grav-
itaires : le glissement basal qui est régulier et global, les craquements de glace qui génèrent des
mouvements brutaux de grande amplitude, les déformations du lit du glacier qui sont réguliers
mais locaux et les déformations internes.
D’un point de vue temporel, les glaciers subissent des variations saisonnières qui inﬂuencent di-
rectement leur déplacement [Zwally et al., 2002].
Enﬁn, la dynamique est étroitement liée au régime thermique du glacier. On distingue trois
régimes en fonction de la température de la glace :
– Les glaciers tempérés : température proche du point de fusion sauf en surface.
– Les glaciers froids : température négative sur toute l’épaisseur.
– Les glaciers polythermiques : température mixte (généralement froid en surface et proche
du point de fusion en profondeur).
Ce travail se limite à l’étude des glaciers issus des deux premières catégories à savoir des
glaciers tempérés des Alpes françaises et des glaciers froids émissaires d’Antarctique.
Ce chapitre illustre la méthode décrite dans le chapitre précédent à travers l’application à la
mesure de déplacement de surface des glaciers. Le terme de mesure de déplacement est un abus
de langage qu’il conviendrait, étant donnée la nature statistique des critères utilisés, de nommer
estimation de déplacement. Les données disponibles ont orienté nos choix vers deux glaciers en
particulier :
– Le glacier d’Argentière : un glacier tempéré des Alpes françaises dans le massif du Mont
Blanc.
– Le glacier de l’Astrolabe : un glacier froid émissaire d’Antarctique.
Après avoir détaillé le mode opératoire des mesures et les diverses étapes préliminaires néces-
saires, les résultats sont présentés sur chacun des deux glaciers avec validation par des mesures
de terrain. La dernière partie de ce chapitre complète la méthodologie d’estimation de déplace-
ment par une série de traitements avancés tels que le suivi adaptatif, l’utilisation d’un modèle
d’écoulement et la fusion de capteurs.
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3.2 Les satellites
Dans le cadre du projet EFIDIR 2, deux séries temporelles d’images RSO mono, double et
quadri polarisation à haute résolution spatiale sont disponibles.
3.2.1 RADARSAT-2
Figure 3.2 – RADARSAT-2.
Le satellite RADARSAT-2 est un satellite RSO à visée
latérale en bande C (5.3GHz). Il a été lancé le 14 Décembre
2007 par l’agence spatiale canadienne 3 et marque l’histoire de
l’imagerie RSO satellitaire par sa haute résolution spatiale et
ses multiples modes polarimétriques. En eﬀet il est le premier
satellite à pouvoir oﬀrir des images avec une résolution inférieure
au mètre en mode Spotlight et permettant un mode pleinement
polarimétrique (quadri-polarisations). Nous avons pu bénéﬁcier
d’une campagne d’acquisition entre février 2009 et juin 2009 d’un
jeu de 7 images polarimétriques du massif du Mont Blanc. Cette
série temporelle est cadencée à 24 jours. Parmi les 17 modes pos-
sibles, le choix du mode ﬁne quad-pol est justiﬁé par le caractère
volumique du terrain étudié : le manteau neigeux et la glace. Il oﬀre une résolution de 4.7m×4.9m
(Azimut × Distance). Les caractéristiques principales des séries temporelles utilisées pour ce tra-
vail sont détaillées en annexe G.
3.2.2 TerraSAR-X
Figure 3.3 – TerraSAR-X.
Le satellite TerraSAR-X est un satellite RSO à visée latérale
en bande X (9.65GHz). Il a été lancé en Juin 2007 par l’agence
spatiale allemande 4 (DLR). Sa résolution spatiale de l’ordre du
mètre associée au mode polarimétrique dual-pol en font un outil
intéressant pour le suivi de texture. Sa fréquence de revisite de
11 jours permet un suivi régulier des glaciers. Dans le contexte
du programme scientiﬁque TSX MTH0232 [TSX, ] et du pro-
jet EFIDIR, 14 images TSX ont été acquises sur le massif du
Mont Blanc entre Octobre 2007 et Mars 2009. Parmi cette série
d’images, 8 ont été acquises en mode StripMap dual-pol (HH-
HV) avec une résolution de 2.5m×1.4m (Azimut × Distance).
Les caractéristiques principales de la série temporelle utilisée dans ce travail sont détaillées en
annexe G.
2. www.eﬁdir.fr
3. www.asc-csa.gc.ca
4. www.dlr.de
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3.3 Sites d’étude
3.3.1 Le massif du Mont Blanc
Le glacier d’Argentière est un glacier dit tempéré, c’est à dire que la température de la glace
proche de la surface (quelques mètres) atteint le point de fusion de la glace pendant les mois les
plus chauds de l’année. Il est situé sur le versant français du massif du Mont Blanc. Sa surface
est assez régulière et s’écoule depuis la zone d’accumulation aux environs de 3000m d’altitude
jusqu’à son point le plus bas situé à 1700m d’altitude. Aux environs de 2100m d’altitude, une
chute de sérac caractéristique sépare le glacier en deux parties rendant orpheline la partie avale et
uniquement alimentée par les chutes de séracs (Figure 3.4(b)). Le glacier représente une superﬁcie
de 19km2 et s’étire sur 10km de long.
(a) Localisation (b) Chute de sérac
Figure 3.4 – Glacier d’Argentière
3.3.1.1 Instrumentation
Le service d’observation de l’OSUG réalise des mesures de déplacement annuelles en diﬀérents
points de la surface du glacier par l’intermédiaire du Laboratoire de Glaciologie et Géophysique de
l’Environnement (LGGE) . Un réseau d’observation est en place sur toute sa surface et mesure les
variations de volume et d’épaisseur, les vitesses d’écoulement et les ﬂuctuations de longueur. La
ﬁgure 3.5 montre la localisation de relevés eﬀectués par le LGGE entre 1993 et 2005. Étant donnée
les diﬃcultés d’accès et les contraintes logistiques, ces mesures ne sont répétées qu’une fois par an.
En complément de ces relevés, le glacier d’Argentière a été instrumenté pour permettre l’util-
isation d’outils satellitaires. Ainsi dans le cadre du projet MEGATOR 5 un coin réﬂecteur a été
installé en 2006 au milieu du glacier avec un GPS permanent qui mesure sa dérive (Figure 3.7(a)).
Depuis l’été 2007, deux GPS permanents enregistrent les déplacements du glacier en deux zones
distinctes. L’évolution temporelle de la vitesse des balises GPS est représentée sur la Figure 3.6.
5. www.lis.inpg.fr/megator
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Figure 3.5 – Localisation des mesures GPS (3 zones) et des proﬁls de mesures du LGGE sur le
glacier d’Argentière (en rouge).
En Mai 2009 trois coins supplémentaires orientés vers les passes ascendantes et descendantes des
satellites RADARSAR-2 et TerraSAR-X ont été installés à l’occasion d’une passe synchrone entre
les deux satellites.
3.3.1.2 Données disponibles
Comme résumé dans le tableau G.3 en annexe et sur le graphique 3.8, la répartition temporelle
des données RADARSAT-2 et TerraSAR-X disponibles sur le glacier d’Argentière se recoupe et
peut permettre l’exploitation de leur complémentarité en résolution, polarimétrie et fréquence.
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Figure 3.6 – Évolution de la vitesse des balises GPS du glacier d’Argentière sur les zones
localisées sur la ﬁgure 3.5. Les trois courbes ne sont pas synchronisées en temps mais l’intervalle
temporel entre chaque point est identique et égal à un jour.
(a) Glacier d’Argentière - massif du
Mont Blanc
(b) Glacier de l’Astrolabe - Antarctique
Figure 3.7 – Coins réﬂecteurs installés sur les glaciers
La densité d’images TerraSAR-X dont le temps de revisite est de 11 jours, est concentrée sur
la période hivernale du 06-01-2009 au 24-03-2009 alors que les données RADARSAT-2 dont le
temps de revisite est de 24 jours, s’étalent davantage entre l’hiver et l’été du 29-01-2009 au 22-06-
2009. De part sa fréquence d’utilisation, le satellite RADARSAT-2 est sensible aux structures du
terrain enfouies sous la couche de neige alors que le satellite TerraSAR-X est davantage sensible à
la structure du manteau neigeux proche de la surface. Ces diﬀérentes profondeurs de pénétration
dépendent de nombreux paramètres et notamment de la teneur en eau liquide de la neige et de
la glace [Shi, 2004] [Shi, 2001].
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Figure 3.8 – Répartition temporelle des données RSO polarimétriques utilisées sur le site du
glacier d’Argentière (TSX et RADARSAT-2).
3.3.2 L’Antarctique
L’Antarctique et de manière générale les grandes calottes glaciaires représentent un très grand
potentiel environnemental. La calotte Antarctique représente un volume équivalent à 70m de
niveau des mers et l’estimation de son état d’équilibre représente un déﬁ scientiﬁque de pre-
mier ordre. Elle s’écoule dans l’océan par l’intermédiaire des glaciers côtiers qui jouent le rôle
de robinet. Ces glaciers ne représentent qu’une faible portion de la côte Antarctique et la com-
préhension de leur dynamique est essentielle pour mieux estimer l’état d’équilibre de la calotte et
aussi prévoir d’éventuelles purges des glaciers dues à leur forte accélération [Fischer et al., 2003].
Au cours de cette thèse et en collaboration avec le Laboratoire de Glaciologie et Géophysique de
l’Environnement, nous avons mené une étude préliminaire sur l’estimation de la vitesse d’écoule-
ment de surface du glacier de l’Astrolabe qui est un glacier côtier situé en Terre Adélie, sur la
cote Est de l’Antarctique (Figure 3.9).
3.3.2.1 Instrumentation
De par sa proximité avec la base scientiﬁque française Dumont d’Urville qui facilite les opéra-
tions logistiques, il a naturellement été choisi comme observatoire dans le cadre SOERE GLACIO-
CLIM 6. Le glacier de l’Astrolabe est équipé d’un ensemble de 11 récepteurs GPS dont la position
est enregistrée en continu. Leur position est représentée sur la ﬁgure 3.25. D’autre part un bilan
de masse est eﬀectué une fois pas an ainsi que des mesures d’épaisseur et une cartographie du
front par GPS.
En 2009, un coin réﬂecteur muni d’un GPS a été mis en place sur le glacier (Figure 3.7(b)) par-
allèlement à la programmation d’acquisitions RADARSAT-2.
3.3.2.2 Données disponibles
Le suivi du déplacement du glacier de l’Astrolabe par imagerie RSO est récente et intervient au
cours de cette thèse en Janvier 2010 lorsque deux acquisitions RADARSAT-2 sont programmées
les 02-01-2010 et 25-02-2010. Seule la composante VV a pu être commandée. Les caractéristiques
de ce couple de données sont résumées sur le tableau G.1 en annexe et l’intensité du 01-02-2010
6. www-lgge.ujf-grenoble.fr/ServiceObs
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(a) Localisation (b) Base scientiﬁque Dumont d’Urville
Figure 3.9 – Glacier de l’Astrolabe
est représentée sur la ﬁgure 3.25. Cette étude préliminaire en Antarctique doit donner lieu à
d’autres séries d’acquisitions plus complètes.
3.4 Pré-traitements
3.4.1 Recalage des images
Toute méthode de mesure de changement ou de déplacement nécessite une série d’images par-
faitement recalée par rapport à une image de référence choisie. Comme indiqué dans le chapitre 1,
une des particularités des images RSO est d’avoir une résolution anisotrope et qui varie en dis-
tance. La ﬁgure 3.10 souligne cet eﬀet à travers un exemple de valeurs de décalage en azimut
entre deux images RSO en fonction de la distance.
La méthode couramment utilisée en imagerie optique consiste à sélectionner des extraits d’une
image de référence et à chercher quelle zone de l’image à recaler maximise les coeﬃcients d’inter-
corrélation : les coordonnées du maximum sont les valeurs du recalage. Cette méthode standard
fonctionne très bien dans le cas optique où la cohérence entre deux images est forte. Mais dans
le cas d’images RSO, le fort chatoiement et donc la très faible cohérence n’oﬀre pas une pré-
cision suﬃsante. La méthode utilisée ici pour recaler globalement les images est celle proposée
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Figure 3.10 – Valeurs et régression linéaire des décalages en azimut en fonction de la distance
exprimée en pixel.
dans [Seraﬁno, 2006] qui a été introduite comme méthode d’estimation de déplacement local dans
la partie 2.2.3.1 du chapitre précédent. L’idée consiste à exploiter la réponse de forts rétrodif-
fuseurs (points brillants) ﬁxes et isolés : la position précise de ces rétrodiﬀuseurs est déterminée
dans chacune des deux images en calculant sur une fenêtre, leurs coeﬃcients d’inter-corrélation
avec la réponse impulsionnelle idéale centrée. Le recalage est la valeur de la diﬀérence de position
du point brillant dans les deux images. Le principe est illustré sur la ﬁgure 3.11.
Par précaution et aﬁn d’éviter toute interpolation de valeurs complexes qui pourrait modiﬁer
les statistiques de l’image, aucun recalage élastique et sub-pixellique n’a été fait sur les images
mais uniquement un recalage rigide et pixellique autour de la zone d’intérêt. La valeur ﬁnale du
recalage retenue est la moyenne des décalages autour de la zone étudiée et les valeurs subpix-
elliques sont soustraites a posteriori aux valeurs de déplacement mesurées.
3.4.2 Sélection de régions d’intérêt
On distingue généralement sur un glacier diﬀérentes zones caractéristiques :
– La zone d’accumulation correspond à la surface du glacier enneigée toute l’année. Cette
zone assure au glacier une alimentation continue en neige. Au plus chaud de la saison d’été,
sa limite basse est appelée zone d’équilibre et correspond à la limite entre la partie du
glacier dont le bilan de masse est négatif c’est à dire où le glacier perd du volume et la
partie du glacier dont le bilan de masse est positif c’est à dire où le glacier gagne du volume.
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Figure 3.11 – Schéma du recalage par calcul des coeﬃcients d’inter-corrélation de points brillants
isolés avec la réponse impulsionnelle idéale. Image tirée de [Seraﬁno, 2006]
– La zone de transport est la zone intermédiaire du glacier où ce dernier engendre une
forte érosion.
– La zone d’ablation est la zone où le glacier perd du volume. Elle peut être caractérisée
par une chute de séracs comme c’est le cas sur le glacier d’Argentière.
D’autre part, de nombreuses zones remarquables ponctuent les glaciers : des blocs ératiques ou
des zones crevassées caractéristiques sont autant de régions d’intérêt susceptibles de faciliter le
suivi de texture. La zone d’accumulation est la région la plus problématique par son manque de
texture et ses déformations très faibles. Diﬀérentes régions d’intérêt du glacier d’Argentière et de
l’Astrolabe sont illustrées sur la Figure 3.26.
Bien qu’une étude systématique sur l’ensemble des glaciers puisse être intéressante, cela cadre
davantage avec un sujet en glaciologie et nous avons préféré analyser en profondeur quelques
zones représentatives. Dans le cas du glacier d’Argentière, la zone comprise entre la chute de
séracs et la deuxième zone crevassée a été privilégiée pour sa variété de conﬁgurations (Proﬁl
4 sur la ﬁgure 3.5). En eﬀet cette région présente une zone de séracs très accidentée, une zone
crevassée régulièrement bien texturée, les rives immobiles et une région homogène peu texturée
entre la chute de séracs et la zone crevassée. D’autre part cette région est instrumentée avec un
GPS permanent.
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Imagée par le satellite RADARSAT-2, la surface d’analyse du glacier de l’Astrolabe en Antarc-
tique est beaucoup plus vaste. Les glaciologues étant surtout intéressés par les vitesses des zones
de transport et d’ablation du glacier, la zone d’accumulation a été écartée de cette étude. D’autre
part les méthodes présentées ici trouveraient sans doute rapidement leur limite sur les zones d’ac-
cumulation et plus généralement sur la calotte antarctique qui, outre une vitesse de déplacement
quasi nulle, présente une surface très homogène (Figure 3.25).
3.4.3 Extraction et modélisation de la texture
3.4.3.1 Extraction.
Le choix de la composante à utiliser est dicté par la variété polarimétrique des données.
Dans le cas de données mono-polarisation, comme les données disponibles sur l’Antarctique, la
question ne se pose pas et l’intensité du canal disponible sera utilisée par défaut. Pour des ap-
plications axées sur un milieu cryosphérique (neige, glace) il est important dans la mesure du
possible d’utiliser des images issues des canaux non croisés (HH ou VV).
Dans le cas d’un jeu de données polarimétrique, il convient d’en extraire une composante scalaire
(texture, span...). Comme il en a été discuté dans le chapitre précédent, la texture du jeu de don-
nées RSO polarimétrique est privilégiée. Pour cela la modélisation du vecteur de rétrodiﬀusion
par un SIRV introduite dans la section 1.4.2 est adoptée. L’estimation de la matrice de covariance
sera ici calculée par la méthode du point ﬁxe (1.19) qui s’avère être dans notre cas une bonne
approximation de la solution au sens du maximum de vraisemblance (1.20).
On peut résumer l’estimation de la texture par l’algorithme suivant :
1. Choix de la taille de fenêtre d’analyse (dans notre cas 3× 3 pixels).
2. Initialisation de la matrice covariance : MFP = Ip où Ip est la matrice
identité de dimension p le nombre de canaux polarimétriques.
3. Jusqu’à convergence faire :
(a) Estimation du paramètre de texture τˆ avec (1.18).
(b) Estimation de la matrice covariances du point ﬁxe avec ( 1.19).
3.4.3.2 Modélisation.
Comme souligné dans la partie 2.3.2 du deuxième chapitre, la composante τ du modèle SIRV
est bien modélisée par les lois de Fisher. L’hypothèse d’approximation par les lois Gamma pro-
posée dans la partie 2.3.2.2 est ici utilisée pour alléger et optimiser l’algorithme lorsqueM > 10.
Les résultats de classiﬁcation sur la modélisation calculées sur les images de texture du glacier
d’Argentière issues des jeux polarimétriques TerraSAR-X et RADARSAT-2 sont représentés sur la
ﬁgure 3.12. La taille de fenêtre d’analyse a été adaptée au capteur et à l’objet géophysique étudié.
En eﬀet, du point de vue de la résolution spatiale les couples TerraSAR-X/glacier d’Argentière
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et RADARSAT-2/glacier de l’Astrolabe sont proches dans le sens où le glacier de l’Astrolabe
a des proportions bien plus larges que celles du glacier d’Argentière. En revanche les images
RADARSAT-2 du glacier d’Argentière sont visuellement de résolution plus basse. Ainsi la fenêtre
glissante utilisée sur l’image de l’Astrolabe est 64× 64 et sur le glacier d’Argentière de 19× 19.
La répartition des diﬀérentes classes est illustrée dans le plan κ˜2 − κ˜3 pour chaque cas et est
donnée quantitativement dans le tableau 3.1.
Table 3.1 – Pourcentage des classes sur le glacier d’Argentière et de l’Astrolabe correspondant
aux classiﬁcations de la ﬁgure 3.12.
Figure Fisher Gamma Beta
Gamma
Inverse
Beta
Inverse
3.12(a) Argentière TSX 58.93 40.68 0.16 0.17 0.06
3.12(b) Argentière RS2 64.82 34.68 0.26 0.21 0.03
3.12(c) Astrolabe RS2 54.81 42.51 2.68 0.00 0.00
Ces classiﬁcations mettent en évidence le partage très équitable des modélisations par les lois
Gamma et Fisher sur l’ensemble du glacier sous l’hypothèse d’approximation proposée (M > 10).
L’apparente prédominance des lois de Fisher sur le glacier d’Argentière imagé par le satellite
RADARSAT-2 est biaisée par un eﬀet de bord qui prépondérant par rapport à l’étroite largeur
du glacier notamment dans la zone basse. Une fenêtre d’analyse plus petite, réduirait cet eﬀet
mais comme il a été montré dans la partie 2.3.2.2, la précision d’estimation des log-cumulants
serait alors mauvaise. Globalement les zones texturées se voient modélisées par les lois de Fisher
alors que les zones homogènes sont davantage proche des lois Gamma.
Sur la région de l’Astrolabe, seul le canal VV est disponible ce qui limite la mesure de déplace-
ment à l’intensité de ce canal. Comme illustré sur la ﬁgure 2.29 du chapitre précédent, le canal
VV est tout de même une alternative exploitable en utilisant les critères de similarité basés sur
la maximum de vraisemblance du rapport d’images (VR) (voir section 2.3.3). La ﬁgure 3.12(c)
met en évidence que l’utilisation des lois de Fisher se limite à la zone centrale du glacier qui est
la mieux texturée. Le reste du glacier représente la zone amont du bassin versant et est beau-
coup moins texturée. Elle peut s’apparenter à la calotte : mouvements très faibles et zone très
homogène. Les lois Gamma suﬃsent pour modéliser cette région.
3.4.4 Paramètres de l’algorithme
Après avoir extrait la texture de la série temporelle d’images, il convient de ﬁxer les paramètres
suivants de l’algorithme de suivi de texture décrit dans le tableau 2.1 :
– largeur maximale de la zone de déplacement.
– taille de fenêtre d’analyse.
– critère de similarité.
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(a) Glacier d’Argentière - τ - TerraSAR-X HH-HV 06/01/2009. Fenêtre d’analyse 64× 64 pixels.
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(b) Glacier d’Argentière - τ - RADARSAT-2 HH-HV 29/01/2009. Fenêtre d’analyse 19×19 pixels.
(c) Glacier de l’Astrolabe - |SV V |2 - RADARSAT-2 VV 01/02/2010. Fenêtre d’analyse
64× 64 pixels.
Figure 3.12 – Classiﬁcation de la modélisation dans le plan κ˜2 − κ˜3 appliquée sur les glaciers
(a), (b) d’Argentière et (c) de l’Astrolabe.
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3.4.4.1 Zone de déplacement
La largeur maximale de la zone de déplacement, notée en pixels, dépend naturellement de
la résolution de l’image et de l’amplitude de déplacement du glacier étudié. Aﬁn d’englober le
déplacement maximum possible, il convient de majorer cette zone de déplacement sans toutefois
exagérer au risque d’accrocher des motifs similaires issus d’autres zones comme nous le verrons
plus loin. Prenons l’exemple du glacier d’Argentière imagé par RADARSAT-2 à 24 jours avec
une résolution pixellique de 5m. Étant donné un déplacement n’excédant pas une quarantaine de
centimètres par jour (soit environ une dizaine de mètres pour 24 jours), une zone de déplacement
de ±5 pixels peut raisonnablement être choisie aﬁn de couvrir toutes les amplitudes de déplace-
ment possibles.
3.4.4.2 Taille de fenêtre d’analyse
La taille de fenêtre d’analyse est un compromis à trouver entre précision spatiale et stabilité
statistique. Il a été souligné dans la section 2.3.4.1 qu’une estimation des paramètres de la loi de
Fisher avec une erreur inférieure à 10% nécessitait au moins 800 observations ce qui équivaut à
une fenêtre d’analyse de 29 × 29 pixels. Étant donnée la haute résolution des images utilisées,
une taille de fenêtre de 64 × 64 pixels dans le cas TSX sur l’Argentière ou RS2 sur l’Astrolabe
et 32 × 32 pixels dans le cas RS2 sur Argentière semble oﬀrir un bon compromis précision d’es-
timation / résolution des résultats. La diﬀérence de taille de fenêtre d’analyse entre deux images
diﬀérentes issues d’un même satellite est justiﬁée par la nature diﬀérente de l’objet géophysique
analysé (voir paragraphe 3.4.3.2 concernant la classiﬁcation).
Les deux parties suivantes présentent les résultats d’estimation de déplacement appliquées au
glacier d’Argentière dans le massif du Mont Blanc et au glacier de l’Astrolabe en Antarctique.
Dans tous les cas, les couples d’images ont été préalablement recalés selon la procédure introduite
en 3.4.1. Seule la valeur pixellique a été utilisée aﬁn d’éviter toute interpolation susceptible de
modiﬁer les propriétés statistiques.
3.5 Résultats sur le glacier d’Argentière
3.5.1 Méthode locale : sinus cardinal sur le coin réﬂecteur
Cette méthode utilise le même principe que le recalage des images présenté en 3.4.1. La local-
isation précise du coin réﬂecteur installé sur le glacier d’Argentière est déterminée dans chaque
image par inter-corrélation normalisée de la région de l’image RSO autour du coin avec la réponse
impulsionnelle idéale : un sinus cardinal. L’expression de la ZNCC est donnée par (2.3).
La réponse impulsionnelle idéale dépend des caractéristiques du signal émis par le satellite.
Pour la simuler il faut tenir compte de ses caractéristiques aﬁn de générer un sinus cardinal cor-
rectement paramétré. On distingue ainsi la résolution du sinus cardinal, habituellement donnée
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par la largeur du lobe principal à -3.91dB et la résolution de l’image qui dépend du mode d’ac-
quisition du satellite et éventuellement des moyennages réalisés sur l’image (multi-vues).
La série temporelle utilisée pour illustrer cette méthode est issue du satellite TerraSAR-X
en mode Stripmap single-pol, soit une résolution pixellique de 1.5× 0.9m en azimut × distance.
D’autre part, comme indiqué dans la section 1.2.3, la résolution du sinus cardinal 2D est donnée,
selon l’axe azimutal par δaz ≈ 2.4m et par δrg ≈ 1.67m selon l’axe des distances où θ est l’angle
d’incidence courant, K la constante du chirp et τc la durée d’impulsion du chirp. L’expression de
la réponse impulsionnelle s’écrit :
I(i, j) = sinc
(
π
raz(i− i0)
δaz
)
sinc
(
π
rrg(j − j0)
δrg
)
. (3.1)
où raz et rrg sont les dimensions des pixels en azimut et distance.
L’image des coeﬃcients de la ZNCC autour du coin est illustré sur la ﬁgure 3.13(b). La po-
sition du maximum indique le décalage. La précision peut être améliorée en sur-échantillonnant
l’image des coeﬃcients (zero padding). Le déplacement est enﬁn calculé par la diﬀérence de po-
sition du coin dans les images.
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Figure 3.13 – Méthode locale : estimation de la position du coin réﬂecteur dans chaque image.
Cette fois encore, seul un recalage pixellique a été appliqué en amont de la mesure, la valeur
subpixellique pouvant être soustraite des résultats a posteriori. Les vecteurs vitesses estimés entre
chaque date sont représentés sur la ﬁgure 3.14. Il s’agit des valeurs pixelliques avant projection
au sol. Le paragraphe 3.8.5 présente les projections au sol de ces résultats et un comparatif avec
les données GPS.
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Figure 3.14 – Vecteurs vitesses du coin réﬂecteur du glacier d’Argentière estimés par corrélation
avec la réponse impulsionnelle idéale.
3.5.2 Méthodes globales
La zone basse du glacier d’Argentière a été choisie pour tester les méthodes de suivi de tex-
ture. Comme détaillé dans la section 3.4.2, cette zone est intéressante car elle comprend une zone
crevassée, une zone plate et homogène et une partie des rives du glacier. Malgré son étendue
réduite, elle est représentative des diﬀérentes conﬁgurations de terrain généralement présentes
sur les glaciers. D’autre part, cette région est instrumentée avec des GPS dont certaines séries
temporelles sont synchrones avec les acquisitions RSO. Les extraits sélectionnés pour tester les
méthodes peuvent être observés pour chacun des deux satellites sur les ﬁgures 3.15 et 3.20.
La méthode de suivi de texture a été testée à partir de la texture τ extraite par les SIRV et les
critères utilisés sont la ZNCC et la vraisemblance du rapport d’images basé sur les lois Gamma
et Fisher (resp. VRG et VRF).
Le couple d’images TSX sélectionné a été acquis les 28-01-2009 et 13-03-2009 et le couple RS2
les 29-01-2009 et 18-03-2009. Au delà de la relativement bonne synchronisation temporelle inter-
capteurs, le choix de ces dates a été orienté par la stabilité d’état de surface de la neige pendant
cette période. Plus tard, la transformation du manteau neigeux engendre une non stationarité
des propriétés statistiques pénalisante comme cela est souligné dans la partie 2.4.4.
L’objectif étant dans un premier temps une analyse qualitative des diﬀérences fondamentales
entre les critères et non une analyse quantitative du déplacement mesuré, seule la valeur pix-
ellique des vitesses est donnée. Une projection au sol et un comparatif avec les données GPS est
présenté dans le paragraphe 3.8.5.
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3.5.2.1 Données TerraSAR-X
Figure 3.15 – log(τ). Texture de référence estimée en utilisant les modèles SIRV - TSX Dual-pol,
28/01/2009. Localisation de la zone utilisée pour les résultats de la ﬁgure 3.16.
La ﬁgure 3.16 montre les résultats d’estimation de déplacement sur cette zone basse du glacier
d’Argentière.
La première ligne de la ﬁgure représente les résultats obtenus avec la ZNCC. La zone haute de
l’image qui correspond à la zone crevassée donc texturée, présente un eﬀet de fenêtrage où l’ori-
entation est opposée au sens d’écoulement du glacier avec un module trop élevé. La ﬁgure 3.18
détaille cet eﬀet dans la zone crevassée : alors que le champ de vitesse VRF est homogène et
dans la direction d’écoulement du glacier, le critère ZNCC subit, outre un eﬀet de fenêtrage, une
inﬂuence de l’orientation du motif des crevasses. La robustesse des critères statistiques permet de
s’aﬀranchir de telles ambiguïtés de forme. La zone intermédiaire est plus régulière avec néanmoins
une zone aberrante où l’orientation est perpendiculaire au ﬂux du glacier. Enﬁn la zone basse est
plus problématique car très homogène. Elle donne ici des résultats bruités. Ce comportement est
conﬁrmé par les cartes du critère de qualité Qwater (équation (2.54)) dont la valeur décroit dans
la zone homogène quel que soit le critère utilisé.
La deuxième ligne de l’image présente les résultats issus du critère VRG (2.25). L’amélioration
apportée par l’utilisation de critères statistiques de ce type est souligné par l’absence d’eﬀet de
fenêtrage et un champ de vitesse moins bruité dans la zone crevassée. Le champ estimé est co-
hérent avec la réalité aussi bien en module qu’en orientation : accélération dans la zone crevassée
et faible vitesse dans la zone plate en aval de cette dernière). Toutefois sur la zone moins texturée
et homogène à droite de l’image, ce critère présente des faiblesses similaires à la ZNCC : le champ
de vitesse estimé est bruité et diﬃcilement exploitable, faiblesse conﬁrmée par la chute du facteur
de qualité dans cette zone.
La dernière ligne de la ﬁgure présente les résultats obtenus avec le critère VRF (2.31). Sauf en
de rares exceptions, le champ de vitesse estimé est identique à celui estimé avec le critère VRG.
Comme évoqué précédemment et bien que n’ayant pas les mêmes valeurs, les critères VRG et
VRF adoptent le même comportement sensible au log-moment d’ordre 1 des populations.
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Figure 3.16 – Résultats d’estimation de déplacement sur la zone basse du glacier d’Argentière à
partir de la texture extraite d’images TSX dual-pol. Fenêtre d’analyse : 64× 64 pixels. Zone de
déplacement : ±10 pixels. Couple du 28/01/2009 et 13/03/2009.
La dernière colonne sur laquelle est représentée la valeur maximale du critère permet, dans le
cas de la corrélation, de conﬁrmer la meilleure détection sur la zone crevassée. Quant aux critères
VRG et VRF, cette valeur maximale n’est pas représentative de la qualité d’estimation car ces
critères ne sont pas normés. On peut néanmoins remarquer une valeur plus faible sur la zone
texturée traduisant sans doute la plus grande sensibilité de la fonction de vraisemblance dans
cette zone.
La ﬁgure 3.17 représente les résultats obtenus à partir d’un second couple d’images dont les
dates couvrent une période de relative instabilité du manteau neigeux. Sur la zone crevassée où
le contraste de texture est fort, la qualité du champ de vitesse estimé est similaire à celle du
couple précédent. En revanche, on notera une dégradation d’estimation sur la zone homogène en
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Figure 3.17 – Résultats d’estimation de déplacement sur la zone basse du glacier d’Argentière à
partir de la texture extraite d’images TSX dual-pol. Fenêtre d’analyse : 64× 64 pixels. Zone de
déplacement : ±10 pixels. Couple du 08/02/2009 et 24/03/2009
aval de la zone crevassée (partie haute à droite de l’image) quel que soit le critère analysé. La
similarité entre les critères VRG et VRF est encore observée bien que la classiﬁcation de cette
zone (ﬁgure 3.19) mette en évidence un comportement de type Fisher sur la majorité de la surface.
3.5.2.2 Données RADARSAT-2
La fenêtre d’analyse est cette fois-ci limitée à une taille de 32× 32 pixels aﬁn de ne pas trop
dégrader la résolution des résultats. L’estimation de déplacement sur cette zone (Figure 3.20) est
présentée sur la ﬁgure 3.21. Le couple d’images utilisé correspond à une période froide de bonne
stabilité du manteau neigeux.
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Figure 3.18 – Extrait de champs de vitesses estimé par ZNCC (bleu) et par VRF (vert).
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Figure 3.19 – Classiﬁcation de l’image de référence 3.15 et estimation des log-cumulants sur une
fenêtre 64× 64 pixels
L’analyse des résultats de la ZNCC est sensiblement la même qu’avec les données TSX à
savoir que le fort eﬀet de fenêtrage typique de ce critère est encore bien présent. Cet eﬀet induit
de fausses orientations. Les cartes de qualité témoignent également des performances moindre du
critère ZNCC par rapport aux deux autres.
Les critères VRG et VRF sont quant à eux équivalents sauf en de très rares points où les
diﬀérences sont dues aux erreurs de précision dans le calcul des fonctions : elles correspondent
aux zones où VRF→ −∞ sur la carte des valeurs maximum du critère VRF.
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Figure 3.20 – log(τ). Texture de référence estimée en utilisant les modèles SIRV - RS2 Quad-pol,
29/01/2009. Zone utilisée pour les résultats de la ﬁgure 3.21.
Discontinuité du champ de vitesse. En observant deux surfaces de détection voisines et ap-
partenant chacune à un champ homogène de vitesse, il apparaît que la discontinuité à leur frontière
est parfois due à une zone de déplacement mal dimensionnée. En eﬀet lors de la recherche, un
maximum qui se trouve à l’intérieur de la zone de déplacement pour une des deux surfaces se voit
être en dehors de la zone pour la seconde surface. Dans ce cas, cette zone de maximum est hors
champ et le vecteur vitesse va accrocher une seconde zone de maxima plus proche. Dans le cas
présenté sur la ﬁgure 3.22, la zone concernée est un point de la zone crevassée : les motifs sont
donc périodiquement similaires et il est très probable que les critères accrochent indiﬀéremment
une crevasse plutôt qu’une autre engendrant ainsi des discontinuités dans le champ de vitesse.
Une zone de déplacement trop étendue présente donc le risque d’accrocher des maxima in-
dépendants de la zone étudiée générant ainsi de la fausse alarme. Il est donc important de di-
mensionner cette zone de recherche de manière optimale en fonction de la résolution de l’image
et de l’amplitude des déplacements maximum a priori entre les deux images.
Dans le cas étudié, la largeur des pixels de l’image est de l’ordre de 5m et les images ont
été acquises à 24 jours d’intervalle. Avec un déplacement maximum sur l’ensemble du glacier a
priori de l’ordre du mètre par jour, la zone de déplacement doit donc être légèrement supérieure
à
24× 1
5
≈ ±5 pixels. Aﬁn d’éviter une estimation trop approximative de la largeur maximum de
la zone de déplacement, l’utilisation d’un modèle d’écoulement est proposé dans la partie 3.8.4
et permet d’éviter les fausses détections dues à une trop grande taille de fenêtre.
108
3.5. RÉSULTATS SUR LE GLACIER D’ARGENTIÈRE
0
1
V
a
le
u
r 
m
a
x
im
a
le
 d
u
 c
ri
tè
re
-1
8
0
0
3
5
0
0
-1
8
0
0
3
5
0
0
01
Inter-corrélation 
normalisée VRG VRF
0
7
p
x
C
h
a
m
p
 d
e
 d
é
p
la
ce
m
e
n
t 
e
n
 L
O
S
.
C
a
rt
e
 d
'o
ri
e
n
ta
ti
o
n
.
Fa
c
te
u
r 
d
e
 q
u
a
li
té
 Q
Figure 3.21 – Résultats d’estimation de déplacement sur le glacier d’Argentière (Figure 3.20) à
partir de la texture extraite d’images RS2 quad-pol acquises les 29/01/2009 et 18/03/2009. Zone
de déplacement : ±5 pixels. Fenêtre d’analyse : 32× 32 pixels.
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Figure 3.22 – Exemple de zone de déplacement trop large engendrant des ruptures de vitesse dans
le champ estimé. Représentation des surfaces de détection correspondantes. Un pic de maximum
éloigné et bien marqué pour les deux pixels de gauche échappe à la zone de déplacement pour les
deux pixels de droite.
Variation des tailles de fenêtre. L’inﬂuence des tailles de fenêtre d’analyse et de la largeur
de la zone de déplacement est ici étudiée. La ﬁgure 3.23 illustre l’inﬂuence de ces deux paramètres
sur une zone où un phénomène de pôle est parfois observable (à cet endroit, le champ de vitesse
converge selon un axe et diverge selon l’axe orthogonal par rapport à un pixel de vitesse nulle).
Cette ﬁgure souligne le fait qu’une largeur de fenêtre suﬃsamment large permet d’annuler
cette eﬀet (ici une largeur de 63 pixels est suﬃsante). Mais couplée avec une largeur de déplace-
ment trop grande (ici 41 pixels), cela engendre les mêmes discontinuités que celles remarquées
dans le paragraphe précédent.
Bien que la qualité d’estimation augmente avec la taille de fenêtre d’analyse, la résolution
des résultats s’en trouvent fortement altérée. Un compromis qualité d’estimation / résolution des
résultats est donc à ﬁxer. Dans ce cas de ﬁgure, une largeur de fenêtre d’analyse de 63 pixels
couplé à une largeur de zone de déplacement de 11 pixels semble satisfaisant.
3.6 Résultats sur le glacier de l’Astrolabe
Contrairement au glacier d’Argentière, les mesures de déplacement sur le glacier de l’Astrolabe
ont été eﬀectuées à partir d’un couple d’images RADARSAT-2 et d’un seul canal polarimétrique
VV. Seule l’intensité a donc pu être utilisée pour mesurer le déplacement de surface. Dans ce
cas, la modélisation par les lois de Fisher est inutile sur la majeure partie du bassin versant et le
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Figure 3.23 – Inﬂuence de la taille de fenêtre d’analyse et de la largeur de la zone de déplacement
sur une zone de pôle du champ de vitesse.
critère classique VRG basé sur les lois Gamma (2.25) suﬃt comme l’illustre la classiﬁcation de
la ﬁgure 3.12(c).
Les résultats de la mesure de déplacement sont illustrés sur la ﬁgure 3.24. Étant donnée l’éten-
due de la surface étudié, il est intéressant de remarquer diﬀérents comportements de l’algorithme
en fonction de la texture.
La zone peu texturée située en amont sur le glacier ainsi que l’océan présentent des résultats
très bruités à cause de l’homogénéité de la surface dans le premier cas, et de la trop forte variabil-
ité temporelle dans le cas de l’océan. Par contre sur le reste de l’image, la mesure est assez ﬁable
et typique du déplacement réel de l’Astrolabe : une accélération peut être observée depuis la par-
tie centrale du glacier à gauche dans l’image jusqu’à la langue terminale du glacier à droite dans
l’image. Quant à l’orientation estimée (ﬁgure 3.24(b)), on observe une convergence de la vitesse
vers la langue terminale du glacier. Ce ﬂux caractéristique et cette accélération est cohérente
avec le fait que le glacier possède une partie de sa langue terminale qui ﬂotte. Sans frottement,
cette dernière a tendance à tirer sur la partie continentale du glacier entrainant cette accélération.
Des zones aberrantes subsistent sur la partie avale du glacier où des ruptures d’orientation
et de modules sont observables selon des motifs assez linéaires dans le sens d’écoulement du
glacier. Les modules étant maximum dans ces zones, il est très probable d’être dans le cas de
discontinuités décrit dans le paragraphe 3.5.2.2.
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Figure 3.24 – Estimation de déplacement sur le glacier de l’Astrolabe en Antarctique -
RADARSAT-2 Single-pol, 01/02/2010 - 25/02/2010.
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3.7 Conclusion des résultats sur les glaciers
Dans les deux parties précédentes, les méthodes introduites dans le chapitre 2 ont été mises
en œuvre sur deux sites tests en utilisant des images issues de deux satellites diﬀérents. Il ressort
de ces résultats une diﬀérence assez notable entre l’utilisation des satellites RADARSAT-2 et
TerraSAR-X. En eﬀet, les estimations de déplacement obtenues dépendent fortement de la réso-
lution que ce soit avec l’utilisation de critère classique tel que la ZNCC qu’avec des critères plus
sophistiqués tels que ceux proposés ici avec l’utilisation des lois de Fisher ou Gamma.
La Haute Résolution permet l’utilisation de fenêtres d’analyse plus larges, ce qui oﬀre une
meilleure précision d’estimation des paramètres de lois et de manière générale, une meilleure
précision sur toute statistique mise en jeu et ce, sans perte de résolution des résultats. Ce point
est essentiel pour la précision des méthodes : plus le nombre d’observations est grand et plus la
statistique utilisée sera ﬁable. Il en découle une surface de détection de qualité et une estimation
de déplacement robuste. Le bootstrap permet en outre pour une même taille de fenêtre d’analyse,
d’améliorer la surface de détection. Mais cette approche est uniquement valable sur les critères
VR peu inﬂuencés par la modiﬁcation de la répartition spatiale des pixels.
À ce sujet, la ZNCC est contraignante et nécessite des fenêtres d’analyse larges pour être ﬁ-
able au détriment de la résolution des résultats alors que les critères de similarité VR permettent
l’utilisation de fenêtres d’analyse moins larges et donc une estimation mieux résolue. Le choix du
critère devra donc être orienté par l’application désirée et la résolution attendue. S’il s’agit d’une
estimation de déplacement globale sur l’ensemble d’un glacier où la précision est secondaire, la
ZNCC s’avére rapide et suﬃsamment ﬁable. En revanche, une analyse plus ﬁne sur des régions
particulières nécessite l’utilisation des critères statistiques tels que VRG ou VRF potentiellement
renforcés par un tirage bootstrap.
Enﬁn, bien qu’oﬀrant théoriquement une meilleure souplesse et modélisant mieux les données
RSO, les résultats ne soulignent pas d’avantage évident quant à son utilisation sous la forme du
critère VRF.
3.8 Méthode avancée
La méthode d’estimation de déplacement est ici complétée par diﬀérents traitements avancés :
– Le choix des zones de validité de la ZNCC.
– La segmentation hiérarchique qui joue un rôle de pré-traitement des données.
– Une contrainte d’écoulement qui, basée sur un modèle simple d’écoulement, renforce le
critère de similarité en réduisant la fausse alarme.
– La projection au sol des résultats pour obtenir des valeurs mesurables et établir un
comparatif avec des données terrain.
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Figure 3.25 – Image RADARSAT-2 de la région du Glacier de l’Astrolabe et positions des GPS
(points blancs) au 01-02-2010.
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Figure 3.26 – Variétés de régions d’intérêt.
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3.8.1 Validité de la ZNCC
Il a été montré dans le chapitre précédent qu’en gardant une résolution d’analyse ﬁne, i.e. une
fenêtre d’analyse de faible largeur, la ZNCC présente une instabilité notable dans les zones peu
texturées. Toutefois, elle oﬀre l’avantage de la simplicité et peut trouver quelques régions à fort
coeﬃcient de variation où elle sera suﬃsamment précise et robuste pour être utilisée.
Le critère de variation est déﬁnit par γ = σµ (où σ et µ sont respectivement l’écart-type et la
variance d’intensité sur la fenêtre glissante de l’image de référence). Les cartes de coeﬃcients de
variation des glaciers d’Argentière et de l’Astrolabe sont illustrés sur la ﬁgure 3.27 et leur faible
valeur sur la surface des glaciers souligne le caractère inadapté de la ZNCC sur ce type de milieu.
Pour sélectionner les zones potentiellement exploitables, un seuillage est nécessaire. Contraire-
ment à l’écart-type qui dépend de la radiométrie de la zone étudiée, le coeﬃcient de variation en
est indépendant ce qui permet de déﬁnir un seuil unique pour toute l’image. Un seuil de 0.7 est
ici suﬃsant pour sélectionner sévèrement les zones où la corrélation puisse être eﬃcace. Ce seuil
permet de limiter le risque de fausse alarme induit par le choix de la corrélation au détriment
des critères plus sophistiqués. D’autre part, pour éliminer les pics de puissance dus au bruit, il
est nécessaire de faire une ouverture (érosion puis dilatation) du masque issu du seuillage des
coeﬃcients de variation. Des exemples de cartes des coeﬃcients de variation sont illustrées sur
la ﬁgure 3.27. Seules les régions crevassées oﬀrent quelques zones exploitables. La carte seuillée
des coeﬃcients de variation permet donc dans un premier temps de sélectionner les zones où
l’approche par corrélation est valide.
3.8.2 Segmentation hiérarchique
3.8.2.1 Principe
Les méthodes statistiques de suivi de texture proposées se basent sur une hypothèse d’ho-
mogénéité statistique de la population des fenêtres glissantes rectangulaires. Dans le cadre ap-
plicatif de suivi du déplacement d’objets géophysiques tels que les glaciers, il est peu probable
qu’une telle homogénéité soit satisfaite. L’amélioration proposée consiste à segmenter préalable-
ment l’image de référence en zones homogènes d’un point de vue statistique [Harant et al., 2010c].
Chaque segment forme ainsi une fenêtre glissante comme illustrée sur la ﬁgure 3.28. La vitesse
est supposée constante sur chaque segment. Il existe diﬀérentes méthodes pour diviser l’image
en régions homogènes, la segmentation utilisée ici est la segmentation hiérarchique largement
développée par Lionel Bombrun dans [Bombrun, 2008].
La segmentation hiérarchique est un processus itératif qui consiste, à partir d’une segmen-
tation initiale de l’image, à fusionner à chaque itération les segments voisins les plus similaires
jusqu’à obtenir le nombre de segments désiré. Au sens du maximum de vraisemblance, la fusion
de segments peut être vue comme une diminution de la vraisemblance de la partition. En eﬀet,
une partition où chaque segment représente un pixel de l’image est exacte et sa vraisemblance est
maximale. À l’inverse, une partition ne contenant qu’un unique segment de la taille de l’image a
la plus faible vraisemblance. La similarité des pixels est donc liée à la chute de vraisemblance de
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Figure 3.27 – Exemples de cartes de coeﬃcients de variation.
la partition induite par leur fusion. En d’autres termes, les segments voisins qui se ressemblent
le plus sont ceux dont la fusion entraîne la plus faible diminution de vraisemblance.
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τX
τY
Figure 3.28 – Fenêtre glissante adaptative.
Pour revenir aux données particulières d’images satellites RSO, chaque segment est caractérisé
par les paramètres Θ de sa distribution. La vraisemblance d’obtenir la partition P avec les
paramètres ΘP connaissant l’ensemble des pixels x de l’image I s’écrit :
L(x|ΘP , P ) = p(x|ΘSi , P ) (3.2)
On suppose les pixels xi indépendants deux à deux :
L(X|ΘP , P ) =
∏
i∈I
p(xi|θSi)

P
(3.3)
On cherche donc la partition P et les paramètresΘP qui maximisent cette fonction de vraisem-
blance. Pour simpliﬁer les calculs, on préfère utiliser la log-vraisemblance :
LLF (P ) =
∑
i∈I
log(p(xi|θSi)) =
nb_seg∑
k=1
∑
i∈Sk
log(p(xi|θSk)) (3.4)
Ainsi à chaque itération, deux segments 4-connexes sont fusionnés. La chute de la log-
vraisemblance Dk induite est déﬁnie par [Beaulieu and Touzi, 2004] :
Dk = LLF (Pk+1)− LLF (Pk) (3.5)
En combinant les équations (3.4) et (3.5) on obtient une expression du critère Dk en fonction
de la vraisemblance des deux segments et de leur union :
Dk =MLL(Si) +MLL(Sj)−MLL(Si ∪ Sj) (3.6)
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où MLL(Sk) =
∑
i∈Sk
log(p(xi|θSk)) est la log-vraisemblance maximale du segment Sk
Les deux segments 4-connexes qui minimisent ce critère sont fusionnés. Tout le problème étant
de calculer les log-vraisemblances maximales. C’est à dire calculer la distribution du vecteur de
rétrodiﬀusion k en 1-vue (ou de la matrice de cohérence T en L-vues) dans le cas d’une texture
distribuée selon une loi de Fisher.
On montre que pour une texture distribuée selon une loi de Fisher, la matrice de cohérence
T = τM d’espérance V est distribuée selon une loi de KummerU [Bombrun and Beaulieu,
2008b] [Harant et al., 2010a]. L’expression de la log-vraisemblance maximale (sans les termes qui
s’annulent dans le calcul du critère (3.6)) s’écrit :
MLL(S) ≈−NS
(
L log |Vh|+ log
(
Γ(Lˆ+ Mˆ)
)
− log
(
Γ(Mˆ)
)
− log
(
Γ(Lˆ)
)
+ Lp log
(
Lˆ
Mˆmˆ
)
+ log
(
Γ(Lp+ Mˆ)
) )
+
∑
Tk∈S
log
(
U
(
Lp+ Mˆ ; 1 + Lp− Lˆ ; Tr(V−1h Tk)
Lˆ
Mˆmˆ
))
(3.7)
Lˆ, Mˆ et mˆ sont respectivement les estimées des paramètres L, M et m de la loi de Fisher,
NS le nombre de pixels du segment S, U(· ; · ; · ) est la fonction conﬂuente hypergéométrique de
seconde espèce de KummerU et Vh l’espérance de M.
3.8.2.2 Algorithme
L’algorithme de segmentation hiérarchique suit le schéma suivant :
1. Partition initiale
2. Pour chaque segment :
(a) Estimation du paramètre de texture τˆ et de la matrice de cohérence MˆFP de la zone
homogène associée (formules 1.18 et 1.19)
(b) Estimation des trois paramètres Lˆ, Mˆ et mˆ de la distribution de Fisher (voir sec-
tion 2.3.4)
(c) Calcul de la log-vraisemblance de KummerU à l’aide de l’équation (3.7)
(d) Calcul du critère Dk à l’aide de l’équation (3.6)
(e) Fusion des segments Si et Sj qui minimisent le critère Dk
3. Critère d’arrêt ? OUI : partition. ﬁnale NON : boucle à l’étape 2.
3.8.2.3 Résultats
Comme présentée dans la section 3.8.2, la segmentation hiérarchique permet de partitionner
les images en zones homogènes d’un point de vue statistique. La vitesse est considérée con-
stante sur chacun des segments. Nous avons donc préalablement segmenté le jeu de données
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polarimétrique en utilisant la segmentation hiérarchique basée sur la distribution de KummerU.
L’algorithme de segmentation hiérarchique est paramétré par une segmentation initiale de
vraisemblance maximale - donc de taille de segment minimale - et d’un nombre d’itération cor-
respondant à un nombre de segments ﬁnal.
Un exemple de segmentation hiérarchique de la zone basse du glacier d’Argentière sur des
images TerraSAR-X dual-pol du 06-01-2009 est donné sur la ﬁgure 3.29.
Figure 3.29 – Segmentation hiérarchique de la partie basse du glacier d’Argentière. Données
TSX Dual-pol, 06-01-2009.
Pour ce seul test, nous avons choisi une segmentation initiale en segments de 10 × 10 pixels
aﬁn d’avoir une estimation des paramètres de loi correcte et avons stoppé la segmentation de
manière empirique à une partition de 100 segments. Pour des traitements systématiques de séries
temporelles, ce choix arbitraire des paramètres serait fastidieux mais l’arrêt de la segmentation
peut être déterminé automatiquement grâce à un seuil lié au point de courbure maximum de la
courbe de chute de vraisemblance de la partition [Bombrun et al., 2010].
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Figure 3.30 – Estimation du déplacement sur une zone crevassée du glacier d’Argentière avec
(haut) et sans (bas) segmentation. Données TSX Dual-pol, 06-01-2009 / 08-02-2009. Fenêtre
glissante 64× 64.
La fenêtre glissante adaptative accélère le suivi de texture puisque seule une estimation de
vitesse est nécessaire pour chaque segment. Les résultats de la ﬁgure 3.30 sont cohérents avec la
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réalité dans le sens où la vitesse sur les rives est nulle, l’orientation des vitesses estimées concorde
avec le sens d’écoulement du glacier et une accélération peut être observée dans la zone accidentée
des crevasses. Malgré ce large échantillonnage de mesure, la précision est conservée comme en
témoigne la ﬁgure 3.30 où les résultats obtenus avec et sans segmentation sont très similaires voire
meilleurs dans certains cas. En eﬀet, la vitesse estimée sur les rives du glacier est plus homogène
dans le cas segmenté alors que l’analyse classique présente une zone de vitesse non nulle sur la
rive droite (bord gauche sur l’image). Quelques diﬀérences sont également remarquables sur la
carte d’orientation notamment sur les rives mais sur ces zones de vitesse nulle, l’orientation n’a
que peu de sens.
3.8.3 Utilisation de méthodes Bootstrap
Pour une même surface de détection, il peut y avoir ambiguïté entre deux pics de maximum.
Cette ambiguïté génère de l’instabilité. Le bootstrap, introduit dans la partie 2.4.3.4, est ici utilisé
pour tenter de corriger des erreurs d’estimation et d’étudier son inﬂuence sur ces aberrations.
Dans ce cas d’étude, la fenêtre d’analyse est carré de largeur ﬁxe et égale à 31 pixels et la
zone de déplacement est également constante de largeur 20 pixels. Étant donnée la similarité
des résultats obtenus par VRG ou VRF, le critère VRG a été ici utilisé pour un gain de temps
de calcul. La ﬁgure 3.31 présente les résultats d’estimation de déplacement à partir d’un couple
RADARSAT-2 sur deux zones présentant des anomalies. Elle souligne deux inﬂuences diﬀérentes
du bootstrap sur l’estimation.
La zone 1 présente un pôle de vitesse, c’est à dire que l’ensemble du champ de vitesse de la
zone décélère et converge en un point de vitesse nulle selon un axe et accélère depuis ce point
selon l’axe orthogonal. La zone 2 présente une discontinuité du champ de vitesse estimé.
Sur la zone 1, le bootstrap améliore la qualité des surfaces de détection. Il en ressort un champ
de vitesse plus continu aussi bien en module qu’en orientation mais le bootstrap ne résout pas le
problème du pôle de vitesse.
Sur la zone 2 en revanche, excepté dans le coin supérieur droit dont la discontinuité disparaît,
le bootstrap semble avoir un eﬀet généralement néfaste comme en témoigne les images de module
et d’orientation moins homogènes dans le cas bootstrapé. Ce dernier introduit une rupture brutale
de module au centre ainsi qu’un changement d’orientation incongru. Cette mauvaise inﬂuence est
conﬁrmée par une baisse du facteur de qualité dans le cas bootstrapé.
Pour aller dans le détail, les ﬁgures 3.32(a) et 3.32(b) montrent un exemple de surface de dé-
tection estimée sans et avec bootstrap ainsi que les vecteurs vitesses estimés, en bleu. Un second
vecteur vert correspond à un vecteur voisin estimé. Il est donné à titre indicatif de l’homogénéité
du champ de vitesse dans le voisinage.
Sur la zone 1, le bénéﬁce du bootstrap est ici mis en évidence par la modiﬁcation de la surface
de détection. Sans bootstrap la surface de détection, très large, induit une instabilité quant à la
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Figure 3.31 – Résultats du critère VRG sur les deux zones AVEC et SANS bootstrap. Zone de
déplacement de ±20 pixels. Fenêtre glissante carrée de largeur 31 pixels. Échantillon bootstrap
de 50 observations.
position du maximum. Il a dans ce cas un eﬀet de lissage sur la surface de détection réduisant
ainsi les pics dus au bruit et renforçant le pic signiﬁcatif de la mesure.
Quant à la zone 2, les ﬁgures 3.32(c) et 3.32(d) illustrent les conséquences de l’utilisation du
bootstrap sur des surfaces de détection bien piquées. En eﬀet, sans bootstrap les estimations
des deux pixels voisins sont identiques alors qu’en utilisant le bootstrap, un brusque changement
d’orientation se produit. L’eﬀet inverse du bootstrap par rapport à la zone 1 est du au lissage
qui atténue une information initialement bien déﬁnie entrainant une détection moins stable.
En déﬁnitive, le bootstrap est une solution pertinente pour améliorer l’estimation des sur-
faces de détection à condition que la surface initiale possède un pic peu marqué. Dans le cas
d’une estimation initiale de qualité, le bootstrap engendre un lissage d’information pénalisant. Le
facteur de qualité Qwater (2.54) est un bon indicateur sur la pertinence d’utilisation du bootstrap.
122
3.8. MÉTHODE AVANCÉE
5 10 15 20 25 30 35 40
5
10
15
20
25
30
35
40
(a) Zone 1 : SANS bootstrap
5 10 15 20 25 30 35 40
5
10
15
20
25
30
35
40
(b) Zone 1 : AVEC bootstrap
5 10 15 20 25 30 35 40
5
10
15
20
25
30
35
40
(c) Zone 2 : SANS bootstrap
5 10 15 20 25 30 35 40
5
10
15
20
25
30
35
40
(d) Zone 2 : AVEC bootstrap
Figure 3.32 – Exemple de surfaces de détection et représentation de deux vecteurs estimés sur
deux pixels voisins. Les surfaces de détection représentées correspondent au vecteur bleu.
3.8.4 Modèle d’écoulement
3.8.4.1 Formalisme
Dans le contexte de mesure de déplacement d’objets géophysiques, un modèle simple d’é-
coulement des glaciers est ici proposé pour contraindre le critère de similarité. Cette contrainte
d’écoulement est décrite sous un formalisme bayesien de la manière suivante :
fτ iy ,vi
(
τ iy,vi|τx
)
=
fτx
(
τx|τ iy,vi
)
fτ iy
(
τ iy|vi
)
fvi (vi)
fτx (τx)
(3.8)
où fvi (vi) est la distribution à priori de la vitesse.
En supposant indépendants le module ρi et l’orientation θi de la vitesse, on peut écrire :
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fvi (vi) = fρ (ρi) fθ (θi) .
Par soucis de simplicité, nous supposons, dans le voisinage considéré, que le module de la
vitesse d’écoulement est uniformément distribué entre un minimum que l’on considérera nul et
un maximum ρmax ﬁxé arbitrairement :
fρ (ρi) =
{
1
ρmax
si 0 ≤ ρi ≤ ρmax,
0 sinon
(3.9)
D’autre part la distribution de l’orientation de la vitesse est ici considérée comme gaussienne
circulaire entre −π et π. En eﬀet, l’écoulement du glacier suit une direction moyenne θ0 con-
sidérée comme étant la ligne de plus grande pente avec un écart type noté σ0i . La distribution
de von Mises étant l’analogue circulaire de la loi normale, elle est tout indiquée pour modéliser
l’orientation de la vitesse d’écoulement :
fθ (θi) =
1
2πI0
(
1
σ0i
) exp
(
1
σ0i
cos
(
θi − θ0i
))
(3.10)
où I0 est la fonction de Bessel modiﬁée d’ordre 0.
Quelques tracés de densités de probabilité de la loi de von Mises sont représentés sur la ﬁg-
ure 3.33. Le calcul de l’angle de plus grande pente θ0 est fait à partir d’un Modèle Numérique de
Terrain (MNT).
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Figure 3.33 – Distributions de von Mises.
3.8.4.2 Résultats
En complément de la segmentation hiérarchique qui est un pré-traitement du suivi de tex-
ture, la contrainte d’écoulement agit directement au cœur du critère de similarité en pondérant
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ce dernier en fonction de l’orientation du vecteur vitesse courant et de la direction de plus grande
pente courante. L’application préliminaire proposée ici utilise le modèle simple d’écoulement in-
troduit dans le paragraphe précédent.
La ﬁgure 3.34(b) illustre les premiers résultats sur le glacier d’Argentière. Dans ce cas l’écart
type σ0i de la distribution de von Mises est égal à 5π et la moyenne θ
0
i est donnée par l’orientation
locale calculée à partir du MNT. Il apparaît sur la carte d’orientation estimée une amélioration
évidente de l’estimation des vitesses par rapport à la carte sans contrainte. La carte du module est
également améliorée sur les rives immobiles du glacier où, malgré un oﬀset résiduel du à la qualité
pixellique du recalage, le champ est remarquablement constant. Cette contrainte d’écoulement
favorise en outre la diminution du taux de fausse alarme par la pondération par la probabilité a
priori de la direction de la vitesse.
Il est évident qu’un tel modèle d’écoulement reste très sommaire et nécessite d’être amélioré en
utilisant les modèles existants mais là n’est pas le sujet de ce travail. Cette contrainte d’écoulement
souligne surtout l’intérêt de combiner modèle théorique et modèle physique et ses conséquences
sur la robustesse de l’algorithme.
(a) (haut) image segmentée (milieu) Carte
d’orientation estimée et (bas) module de la
vitesse en LOS.
(b) (haut) Carte d’orientation réelle, (mi-
lieu) carte d’orientation estimée et (bas)
module de la vitesse en LOS
Figure 3.34 – Donnée TSX Dual-pol, 06-01-2009 / 02-08-2009. Méthode avancée d’estimation
de déplacement sur une zone crevassée du glacier d’Argentière en utilisant l’image de texture
segmentée. (a) SANS contrainte d’écoulement et (b) AVEC contrainte d’écoulement
3.8.5 Projection au sol et comparaisons
3.8.5.1 Principe
L’approximation de champ lointain étant valable pour les données satellitaires utilisées, l’onde
est assimilée à une onde plane et la relation des coordonnées radar avec les coordonnées sol s’écrit :
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dsol =
dradar
sin(θ + α)
(3.11)
où θ est l’angle d’incidence local de la visée radar et α la pente locale en distance.
L’angle θ peut être calculé à partir des ﬁchiers d’entête fournis avec les données RSO où se
trouvent généralement indiqués les deux angles d’incidence en portée proximale et distale. L’angle
α est calculé à partir d’un MNT projeté en géométrie RADAR (détail dans le paragraphe 3.8.6.2).
Les données GPS disponibles sur le glacier d’Argentière permettent d’établir un premier com-
paratif avec les résultats estimés. Les coordonnées GPS sont mesurées dans le système de coor-
données géographiques (Lat., Long., Alt.) qu’il convient de convertir en coordonnées géodésiques
(X, Y, Z) pour pouvoir calculer facilement les vitesses :
X =

 a√
1− e2 sin2(Lat)
+Alt

 cos(Lat) cos(Lon)
Y =

 a√
1− e2 sin2(Lat)
+Alt

 cos(Lat) sin(Lon)
Z =

 a√
1− e2 sin2(Lat)
(1− e2) +Alt

 sin(Lat)
(3.12)
où e = 0.081819190928906 et a = 6378137m sont respectivement l’excentricité et le demi-axe
principal de l’ellipsoïde de référence.
3.8.5.2 Résultats
Glacier d’Agentière. Les résultats pixelliques obtenus par la méthode locale du sinus cardi-
nal présentés dans la partie 3.5 sont ici projetés au sol et comparés avec les données du GPS
permanent installé à 5m du coin réﬂecteur.
La zone où est installée le coin est peu inclinée (mesurée sur une carte IGN 1/25000, la pente
fait moins de 3◦) et sur des déplacements aussi faibles, l’inclinaison de la pente (α dans l’équa-
tion (3.11)) est négligée lors de la projection au sol des résultats en ligne de visée. La prise en
compte de l’inclinaison nécessiterait un calcul de la pente à partir d’un MNT dont la résolution
ne permet pas une précision suﬃsante. Les valeurs du module métrique des vitesses projetées sur
un sol plat sont indiquées dans le tableau 3.2.
Ces résultats sont vériﬁables grâce au GPS installé à 5m du coin réﬂecteur et dont la position
est enregistrée en continu. Le coin se déplace en module de δ =
√
δX2+δY 2+δZ2
δt par jour. Toutefois
étant donnée l’approximation de sol plat admise lors de la projection des résultats, la composante
δZ n’est pas prise en compte. Les modules des vitesses estimées entre chaque date et les modules
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Table 3.2 – Modules des vitesses en cm/j du coin réﬂecteur estimées par corrélation avec la
réponse impulsionnelle idéale et projetées sur un sol plat.
δ (cm/j) 09/01/2008 29/09/2008 10/10/2008 21/10/2008
04/11/2007 11.1415 10.9031 10.4266 10.5656
09/01/2008 - 11.0731 10.4814 10.6524
29/09/2008 - - 11.5881 9.0330
10/10/2008 - - - 13.0510
des déplacements GPS sont représentés sur la ﬁgure 3.35.
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Figure 3.35 – Glacier d’Argentière : comparaison avec les mesures GPS des modules de vitesse
du coin réﬂecteur estimés par inter-corrélation normalisée avec la réponse impulsionnelle idéale.
De la même manière que la méthode du sinus cardinal, un comparatif des estimations de
déplacement sur la zone du coin ainsi que sur la zone basse du glacier a été établi à partir des
données RADARSAT-2 et est présenté sur la ﬁgure 3.36. Ces comparaisons sont données à titre
indicatif et soulignent seulement la cohérence des estimations avec les mesures in-situ. Toutefois,
les vitesses GPS indiquées ici ne sont que la diﬀérence de positions des balises entre deux dates.
Pour davantage de précision, des mesures diﬀérentielles avec un GPS ﬁxe aurait été préférables
aﬁn de soustraire aux relevés les eﬀets atmosphériques et autres imprécisions.
Un comparatif avec les données terrain a été davantage développé dans [Fallourd et al., 2009]
et [Vasile et al., ] où nous avons utilisé à la fois les méthodes d’estimation locales et globales.
Glacier de l’Astrolabe. Un même type de comparatif a été établi sur le glacier de l’Astro-
labe grâce à plusieurs GPS permanents installés sur le glacier lors de compagnes de terrain.
Les conditions climatiques délicates de cette région sollicitent fortement le matériel et il n’est
malheureusement pas toujours possible de récupérer les données. Nous disposons toutefois de
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Figure 3.36 – Glacier d’Argentière : comparaison des valeurs de déplacement journaliers de la
surface estimés grâce aux diﬀérents critères.
quelques valeurs de vitesses annuelles enregistrées en 12 points sur le glacier de l’Astrolabe. La
localisation de ces 12 points est illustrée sur l’image 3.25.
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Figure 3.37 – Glacier de l’Astrolabe : comparaison des valeurs de déplacement de surface jour-
naliers correspondants aux points GPS de la ﬁgure 3.25. Critère VRG.
Après avoir projeté au sol les mesures de déplacement correspondants aux 12 points, une
comparaison peut être faite entre les mesures satellitaires et les mesures GPS. Une telle compara-
ison est présentée sur la ﬁgure 3.37. Toutefois elle ne peut être validée sans prendre en compte
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les variations temporelles et surfaciques de la vitesse du glacier dues en partie au relief basal
accidenté et encore mal cartographié. D’autre part des eﬀets brutaux de purge peuvent avoir lieu
entre deux acquisitions satellitaires modiﬁant brutalement l’écoulement du glacier. De tels eﬀets
sont lissés sur les mesures GPS annuelles. Enﬁn, les mesures GPS et satellitaires n’étant pas syn-
chronisées en temps, la localisation des points dans l’image RSO est approximative. L’objectif de
ce comparatif se limite donc à la mise en évidence de la cohérence des ordres de grandeur entre les
vitesses mesurées et les vitesses estimées pour l’ensemble des points (exceptés les points 3, 7 et 11).
3.8.6 Fusion de capteurs
3.8.6.1 Introduction
Les améliorations proposées dans la partie précédente notamment la segmentation hiérar-
chique ou l’ajout d’un modèle d’écoulement ont permis de rendre fonctionnelle la chaîne méthodologique
proposée. Dans cette partie nous abordons la problématique de fusion de données inter-capteurs
qui, grâce à la quantité et à la variété toujours plus grande des données disponibles, s’avère
être prometteur. Nous nous limitons ici au contexte de l’estimation de déplacement. En eﬀet
les diﬀérentes séries temporelles RADARSAT-2 et TerraSAR-X mélangent diﬀérents modes po-
larimétriques et diﬀérentes résolutions. La répartition temporelle de ce jeux de données, illustrée
sur la ﬁgure 3.8, souligne que certains intervalles sont couverts par les deux satellites. Les données
acquises lors de ces périodes de recoupement sont ici utilisées pour élargir les méthodes de suivi
de texture au cas multi-capteurs.
La manière de fusionner les estimations mono-capteur est ici introduite sans modiﬁcation
des images initiales c’est à dire sans recalage élastique dans le même souci de préservation des
propriétés statistiques. Un MNT est utilisé comme référentiel commun aux deux capteurs. Ce
référentiel joue le rôle d’intermédiaire pour faire correspondre les coordonnées d’un capteur vers
un autre. Le processus classique de recherche par fenêtres glissantes ainsi que le vecteur vitesse
estimé sont issus de ce référentiel plutôt que des images RSO ce qui dispense d’une projection au
sol des résultats. En adoptant ce formalisme, il suﬃt de trouver pour chaque position des fenêtres
glissantes, leur antécédent sur chacun des capteurs.
L’essentiel de la méthode de fusion proposée consiste à combiner chacun des critères de simi-
larité des estimations mono-capteur. En élargissant le formalisme décrit par l’équation (2.12) du
deuxième chapitre et en supposant chacune des estimations indépendantes, on peut écrire :
vML = Argmax
i
S∏
k=1
fτX
(
τxk |τyk i,vi
)
. (3.13)
où S est le nombre de capteurs utilisés. Cette première étude se limite à S = 2 avec les satellites
RADARSAT-2 et TerraSAR-X.
Remarque : l’introduction d’un référentiel commun dispense du recalage des images issues
d’une série temporelle d’un même satellite.
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3.8.6.2 Projection du MNT en géométrie RADAR
La fusion de capteurs dans le cadre d’estimation de déplacement utilise une table de corre-
spondance décrivant pour chaque pixel du MNT, la liste des antécédents RSO de chaque image.
t0
t1
t2
t3
t4
r
θ
t
Figure 3.38 – Schéma de la projection en géométrie radar du MNT. Pour chaque point du MNT,
le calcul de la distance r au point de le l’orbite t permet de calculer la position (azimut, distance)
dans l’image RSO. La qualité de l’interpolation de l’orbite dépend de la précision des vecteurs
d’état.
Chaque image RSO est fourni avec un ﬁchier d’entête qui contient un grand nombre d’infor-
mations dont les vecteurs d’état de l’orbite du satellite et les paramètres de synthèse de l’image.
Pour la projection du MNT, ce ﬁchier fournit les temps ti, positions (xi, yi, zi) et vitesses
(vxi , vyi , vzi) de quelques points de l’orbite (azimut). Ces points, appelés vecteurs d’état (State
Vector), sont d’une grande précision mais d’un nombre limité. Une interpolation est donc néces-
saire pour avoir un échantillonnage correspondant à la fréquence d’acquisition du satellite (Pulse
Repetition Frequency), fréquence qui est également indiquée dans ce ﬁchier. La première étape
consiste donc en l’interpolation de la trajectoire du satellite à partir de ces quelques points. Un
schéma de la projection est illustrée sur la ﬁgure 3.38. Généralement, une dizaine de vecteurs
d’état est fournie et l’ensemble de l’image ne représente qu’un ensemble d’azimuts compris entre
deux vecteurs d’états consécutifs. Cela signiﬁe que le nombre relativement faible de points four-
nis est largement suﬃsant pour obtenir une interpolation juste de la trajectoire du satellite sur
l’intervalle concernant l’image. Comme en témoigne la ﬁgure 3.39, l’étroitesse de cet intervalle
comparativement à la distance couverte par la dizaine de vecteurs d’états fournie souligne que
leur nombre est largement suﬃsant pour une interpolation précise. La trajectoire orbitale du
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satellite est ainsi très bien reconstituée et chaque tir est géoréférencé et daté précisément.
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Figure 3.39 – Vecteurs d’état et orbite interpolée à l’aide de splines (23164 points) correspondant
à l’acquisition de l’image TSX du 06/01/2009. Projection sur le plan (X,Y).
L’étape d’interpolation de trajectoire est suivie par le calcul des antécédents de chaque pixel
du MNT. Le problème peut être abordé de deux points de vue diﬀérents :
– Une projection directe où pour chaque point de l’orbite du satellite (azimut) :
1. L’ensemble des pixels du MNT dont l’orthogonalité trajectoire/ligne de visée du satel-
lite est tolérable (seuil) sont sélectionnés.
2. Calcul des distances r du point de l’orbite aux points du MNT sélectionnés.
3. Conversion des azimut/distance en pixel de l’image grâce aux informations tem-
porelles d’acquisition de l’image.
Dans ce cas il y aura au moins un antécédent du MNT sur chaque ligne (azimut) de l’image
RSO mais tous les points du MNT n’auront pas forcément de correspondant dans l’image
RSO. La ﬁgure 3.40(a) illustre ce cas direct.
– Une projection inverse où pour chaque point du MNT :
1. Recherche du point géométrique (X,Y,Z) de l’orbite du satellite dont le vecteur vitesse
est le plus orthogonal à l’axe de visée du point.
2. Calcul de la distance r du point de l’orbite au point du MNT.
3. Conversion des azimut/distance en pixel de l’image grâce aux informations tem-
porelles d’acquisition de l’image.
Ce cas présente l’avantage de ne pas nécessiter de seuil de tolérance mais étant donnée la
diﬀérence de résolution entre le MNT et les images RSO, certains points de l’orbite (i.e.
lignes de l’image) peuvent être ignorés. La ﬁgure 3.40(b) illustre ce cas inverse.
L’échantillonnage en distance peut également induire l’ignorance de certains pixels sur une
même ligne de l’image RSO. Il est donc souhaitable que les résolutions RSO/MNT soient les plus
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(a) Projection directe. Certains pixels du MNT n’ont
pas d’antécédent RSO.
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Figure 3.40 – Deux types de projection du MNT en géométrie radar.
proches possibles pour avoir une surface de points similaire entre les fenêtres du MNT et leurs
équivalentes RSO.
De part la géométrie RSO, ce sens de projection engendre parfois une agglomération de pixels
du MNT dans un seul pixel de l’image RSO. Ce phénomène est cependant très rare grâce à la
résolution du MNT généralement moindre par rapport à celle des images RSO : la grille de pixels
contigus d’une fenêtre sur le MNT correspond à une grille généralement aérée sur l’image RSO
et à plus forte raison sur des surfaces plates comme les glaciers. Le MNT utilisé est précis à 20
mètres ce qui est quatre fois inférieur à la plus faible résolution des images RSO ici disponibles
(5m). Mais dans les quelques rares cas où ce genre d’agglomération se produit, cela engendre une
perte de précision dans la mesure des critères de similarité dans le sens où certaines observations
sont redondantes au sein d’un même échantillon. En revanche cette projection oﬀre l’avantage
d’obtenir une estimation du vecteur vitesse en géométrie sol et donc facilement et directement
interprétable.
Finalement, la position pixellique en distance/azimut de chaque point du MNT est connue.
Cette grille de correspondance géométrie sol → géométrie radar est couramment appelée une
lookup table (LUT).
Remarques :
– La notion d’orthogonalité mise en jeu dans les étapes de calcul d’antécédent est corrigée
par l’éventuel dépointage de l’antenne si l’information est disponible.
– La recherche d’antécédent est une projection en géométrie radar du MNT. Le processus
inverse, c’est à dire la projection de chacune des images RSO en géométrie sol, aurait
également pu être proposée mais ce sens de projection RADAR → sol présente d’une part
l’inconvénient de déformer les images - donc les statistiques - et d’autre part une absence
de bijection : un pixel d’une image RSO possède potentiellement plusieurs antécédents sol.
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3.8.6.3 Formalise multi-capteurs
Ayant obtenu les LUT géométrie sol→ géométrie radar pour chacun des deux satellites, cette
partie décrit un formalisme multi-capteurs adapté à la méthode de mesure de déplacement. Cette
fois-ci, le pixel glissant se déplace non plus sur l’image RADAR mais dans la base commune aux
deux satellites c’est à dire sur le MNT en géométrie sol, la correspondance se faisant grâce aux
deux LUTs (MNT → RS2 et MNT → TSX). Ce principe est schématisé sur la ﬁgure 3.41. À
chaque pixel glissant du MNT correspond donc un pixel glissant sur chacun des capteurs autour
desquels est extrait une fenêtre de taille adaptée à la résolution du capteur.
Les critères de similarité proposés étant déﬁnis comme des vraisemblances, le critère de simi-
larité total correspond simplement à la sommation des critères calculés sur chacun des capteurs :
LALL(vi) =
S∑
k=1
1
Nk
Lk(vi), (3.14)
où Nk est le nombre de pixels de la fenêtre glissante du ke`me capteur.
v i
X
Yi
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Figure 3.41 – Suivi de texture par le Maximum de Vraisemblance avec fusion de capteurs
L’algorithme de suivi de texture avec fusion de capteurs peut être ﬁnalement décrit par le
pseudo-algorithme 1.
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Algorithme 1 : Pseudo-code du suivi de texture avec fusion de capteur pour un pixel X
du MNT.
pour chaque capteur k faire
Lire LUTk(X) dans la géométrie du k capteur.
Extraire τxk autour de LUTk(X).
ﬁn
pour chaque pixel Yi du MNT faire
pour chaque capteur k faire
Lire LUTk(Yi) dans la géométrie du k capteur.
Extraire τ iyk autour de LUTk(Yi).
Calcul de Lk(vi).
ﬁn
Calcul de LALL(vi).
ﬁn
vML(X) = Argmax
i
LALL(vi).
3.8.6.4 Résultats
Cette étude préliminaire ne permet pour l’instant pas d’oﬀrir des résultats complets sur l’es-
timation d’un champ de vitesse complet mais nous présentons ici quelques résultats sur la qualité
des surfaces de détection observées avec la fusion de capteur sur des images HR TerraSAR-X
(2009-01-28 et 2009-02-19) et RADARSAT-2 (2009-01-29 et 2009-02-22).
Aﬁn d’analyser la qualité des surfaces de détection, un moyennage de ces dernières issues du
suivi de texture a été réalisé pour chaque vitesse vi. La ﬁgure 3.42 représente des surfaces de dé-
tection moyennes sur diﬀérents cas. Chacune des ligne présente les surfaces issues respectivement
d’une estimation sur le capteur RS2 seul, sur le capteur TSX seul, de l’estimation fusionnée des
deux capteurs et de la ZNCC sur le capteur TSX donnée ici comme référence.
En ligne, on distingue quatre cas :
– Ligne 1 : moyennage selon les vecteurs vitesse nulle vi = (0, 0). Le cas particulier de la
vitesse nulle n’est pas anodin car il correspond généralement à des zones stables dans le
temps comme les rives du glacier. En eﬀet, cette situation est conﬁrmée par la robustesse
de tous les critères fusionnés ou non.
– Ligne 2 : les deux cas mono-capteurs oﬀrent une surface de détection de moindre qualité
alors que le cas fusionné présente un fort coeﬃcient de qualité.
– Lignes 3 et 4 : le cas fusionné présente le même comportement que le meilleur des deux cas.
La fusion de capteur permet donc d’atteindre au moins les performances de la meilleure des
estimations et plus généralement d’en améliorer le résultat [Harant et al., 2011b]. Les satellites
RADARSAT-2 et TerraSAR-X présentant des comportements diﬀérents en fonction des zones
étudiées, la fusion de leur résultats permet ainsi de renforcer la robustesse de l’estimation de
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Figure 3.42 – Surfaces de détection calculées à partir des capteurs RS2, TSX, des deux capteurs
fusionnés et avec le critère ZNCC sur TSX, respectivement de gauche à droite.
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déplacement.
La ﬁgure 3.43 présente ﬁnalement les cartes de facteur de qualité sur l’ensemble du glacier
d’Argentière pour chacune des quatre colonnes. En analysant ces cartes, l’amélioration apportée
par la fusion de capteurs est évidente notamment dans la zone basse du glacier (partie haute,
à gauche de l’image). En revanche un eﬀet de bord sur les rives du glacier semble se répercuter
sur la carte fusionnée. Cet eﬀet de bord est du au comportement mixte de ces zones : une partie
est mobile (le glacier) alors que l’autre est immobile (les rives). Enﬁn, la ZNCC est généralement
de faible qualité sauf quelques zones en bordure qui correspondent aux zones à fort relief (faces
Nord raides des sommets des Courtes et des Droites) présentant une forte rétrodiﬀusion voire un
repliement.
3.9 Conclusion sur les méthodes avancées
Les résultats présentés dans les parties 3.5 et 3.6 soulignent les limites de l’application littérale
des méthodes théoriques introduites dans le chapitre précédent. Le caractère physique de l’ap-
plication à l’estimation de déplacement de la surface des glaciers nécessite quelques traitements
avancés qui ont été développés dans la partie précédente. En eﬀet la problématique géophysique
abordée présente des contraintes qui dépassent le simple suivi statistique d’une surface. La nature
du terrain étudié est profondément non stationnaire dans le temps ce qui engendre une grande
variabilité des propriétés statistiques au cours du temps. Cette non stationnarité réduit l’eﬃcacité
des méthodes qui font implicitement l’hypothèse de la stabilité statistique. Le choix des dates du
couple d’images n’est donc pas anodin et il est important de respecter une période de relative
stabilité météorologique pour une robustesse maximum.
Pour palier cette faiblesse, la segmentation hiérarchique des données en amont a été utilisée
pour tenter d’optimiser la forme des fenêtres d’analyse aﬁn de les rendre le plus homogène possi-
ble en distribution. Les résultats encouragent son utilisation car, outre un suivi de texture rendu
adaptatif par ce pré-traitement, le gain de temps est considérable. Il faut néanmoins souligner
que dans cette étude un segment est supposé garder la même forme sur toute la série temporelle
ce qui s’avère être une hypothèse peu probable mais satisfaisante dans un premier temps. Un
approfondissement de cet aspect nécessitera la prise en compte de l’évolution de la segmentation
au cours du temps.
En complémentarité ou indépendamment de la segmentation, l’ajout d’un modèle d’écoule-
ment a été proposé et implémenté sur le critère de similarité. Le formalisme adopté greﬀe ce
modèle directement au cœur la détection et non comme une pondération a posteriori. Les résul-
tats contraints s’en trouvent grandement améliorés. Le modèle d’écoulement utilisé ici est simple
et peut tout à fait être amélioré.
La projection au sol calculée a permis de donner un ordre d’idée des déplacements mesurés
et d’établir un bref comparatif avec les données GPS disponibles. Ces données étant soumises
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(a) RS2 (b) TSX
(c) Fusion RS2 et TSX (d) X-corr sur TSX
Figure 3.43 – Facteurs de qualité Q sur tout le glacier d’Argentière.
à caution dans le sens où l’entretien des balises sur les glaciers est problématique et engendre
parfois des pertes ou imprécisions. Les comparatifs conﬁrment cependant la cohérence des ordres
de grandeurs des estimations. Un comparatif plus approfondi a été développé dans les travaux
de thèse de R. Fallourd [Fallourd, 2012].
La dernière partie des méthodes avancées traite de la fusion de capteurs. Cette partie a intro-
duit un formalisme de suivi de texture exploitant diﬀérents capteurs. Cette étude préliminaire fait
l’hypothèse de la synchronisation temporelle des acquisitions entre capteurs. Les estimations sur
chaque capteur étant indépendantes, il est facile de les combiner en sommant les vraisemblances.
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Les premiers résultats présentés révèlent les améliorations notables de la qualité de détection
dans les cas fusionnés. Une généralisation de la fusion de capteur en enlevant la contrainte de
synchronisation fait partie des perspectives à court terme de cette étude. L’utilisation des ﬁltres
de Kalman semble être à ce sujet prometteuse.
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Cette thèse a été initiée dans le cadre du projet EFIDIR 7 sur une thématique glaciologique
marquée. Malgré une réorientation progressive vers des aspects plus théoriques, la problématique
sous-jacente commune reste le développement d’outils de suivi de texture sur des images RSO
multivariées à Haute Résolution spatiale appliqués à l’estimation de déplacement de la surface
des glaciers.
À l’heure de clore cette étude, la décantation des idées proposées et mises en œuvre a permis
d’éclaircir progressivement leur personnalité.
Après un premier chapitre qui présente les notions nécessaires à la compréhension des
chapitres suivants, avec notamment les statistiques de seconde espèce, le second chapitre a
développé et analysé la méthodologie globale de suivi de texture. La déﬁnition d’un critère
de similarité pertinent y a été largement abordé pour s’adapter à la particularité des données
disponibles Haute Résolution. Les critères de similarité retenus s’appuient directement sur les
statistiques de l’image et plus particulièrement sur les statistiques du rapport des images. Un
panorama de diﬀérents critères proposés y a été établi et met en évidence la pertinence de la
vraisemblance du rapport d’image en imagerie cohérente. La ZNCC semble dans ce contexte mal
adaptée à ces traitements qui nécessitent des techniques très diﬀérentes de l’imagerie optique.
À travers la mise en place d’un protocole de test sur données simulées et réelles, l’analyse des
diﬀérents critères ainsi que l’introduction des lois de Fisher comme modélisation des données ont
été éprouvées. Malgré la ﬁabilité des lois Gamma, les lois de Fisher ajoutent une souplesse non
négligeable. Enﬁn, la déﬁnition de mesures de ﬁabilité adaptées à la nature statistique des critères
a permis de valider ces performances.
On retiendra de ce deuxième chapitre les travaux suivants :
– Modélisation des données : mise en valeur du bénéﬁce des lois de Fisher.
– Déﬁnition d’un critère de similarité déﬁni comme la vraisemblance du rapport de deux
variables aléatoires modélisées par des lois de Fisher.
– Mise en place d’un protocole de test et de simulation de données RSO multivariées pour
l’évaluation comparative des diﬀérents critères sélectionnés : avantage des critères basés sur
7. www.eﬁdir.fr
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les statistiques, ZNCC inadaptée.
– Déﬁnition de mesures de ﬁabilité des critères.
– Étude des diﬀérentes composantes possibles.
Le troisième chapitre renoue avec la thématique initiale de ce travail à savoir la mesure de
déplacement des glaciers.
Dans ce contexte, deux sites d’étude ont été utilisés : le glacier d’Argentière dans le massif
du Mont Blanc et le glacier de l’Astrolabe en Antarctique. Concernant les critères de similarité
mis en œuvre, ont été utilisés les vraisemblances du rapport d’image basés sur les lois Gamma et
Fisher et la ZNCC comme référence.
La paramétrisation de l’algorithme s’est avérée primordiale et nécessite une connaissance a
priori de la dynamique des amplitudes de déplacement du glacier.
Malgré l’avantage théorique de l’utilisation des lois de Fisher dans les critères, les diﬀérents ré-
sultats obtenus ne mettent pas en évidence d’améliorations nettes par rapport aux lois Gamma.
La mise en place d’une classiﬁcation sur la modélisation a permis de constater que la surface
des glaciers est partagée entre les lois Gamma et les lois de Fisher : les zones texturées comme
les zones crevassées sont du domaine des lois de Fisher alors que les zones homogènes telles que
les zones d’accumulation sont bien modélisées par les lois Gamma. Enﬁn, la ZNCC fait toujours
apparaître un fort eﬀet de fenêtrage source d’aberrations et d’imprécisions. Il faut également
noter que la stabilité des conditions de surface est nécessaire à une bonne stationnarité des pro-
priétés statistiques. Sans cette stationnarité, les propriétés statistiques sous-jacentes ne peuvent
pas être suivies dégradant les résultats d’estimation. Les composantes issues d’une combinaison
des canaux polarimétriques présentent à ce sujet une meilleure stabilité temporelle.
La dernière partie de ce chapitre complète la méthode par des traitements avancés améliorant
les résultats :
– La segmentation hiérarchique permet un suivi de texture adaptatif et accélère le traite-
ment.
– L’ajout d’une contrainte d’écoulement renforce la détection de mouvement par un a
priori basé sur un modèle d’écoulement simple.
La combinaison de ces deux traitements renforce la précision de la méthode.
Le bootstrap présenté dans le deuxième chapitre comme mesure de ﬁabilité a également été
utilisé ici au cœur de l’estimation aﬁn de supprimer l’ambigüité de détection de certains cas.
La disponibilité de quelques mesures GPS a permis après projection au sol de constater la
cohérence des résultats avec la réalité mais il est prématuré de vouloir en conclure une valeur
quantitative précise du déplacement de surface sans une validation plus étoﬀée des résultats.
Le dernier paragraphe du troisième chapitre présente enﬁn une étude préliminaire de fusion
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de capteurs sous hypothèse de synchronisation temporelle des acquisitions aﬁn d’exploiter con-
jointement les données issues de diﬀérents capteurs. Cette partie a mis en avant la facilité de
fusion des critères de similarité basés sur la vraisemblance du rapport d’images et les améliora-
tions engendrées à partir de deux acquisitions synchrones RADARSAT-2 et TerraSAR-X.
Le travail réalisé dans ce chapitre peut être résumé ainsi :
– Test et validation des critères proposés dans le deuxième chapitre sur une large variété
de conﬁgurations.
– Amélioration générale et précise des méthodes grâce à des traitements avancés.
– Validation qualitative et quantitative des résultats.
– Proposition d’un suivi de texture multi-capteurs.
Perspectives
L’ensemble de cette étude nécessite d’approfondir et développer certains aspects selon deux
points de vue.
D’un point de vue méthodologique :
– Exploiter pleinement l’information polarimétrique par la généralisation de ce type de suivi
à l’utilisation de la matrice de covariance. Cela nécessite le calcul de la distribution du
rapport de deux matrices et la modélisation de ces matrices (Wishart, KummerU).
– L’utilisation du bootstrap pour optimiser la statistique étudiée s’est avérée prometteuse et
encourage à son utilisation systématique lors de la détection.
– La segmentation hiérarchique a été mise en œuvre sous un formalisme simple : seule une
segmentation de l’image de référence a été calculée puis utilisée. La meilleure solution,
lourde, s’apparente au calcul des segmentations de l’ensemble de la série temporelle pour
mettre en évidence l’évolution des zone homogène d’un point de vue statistique.
– La distance de Kullback Leibler basée sur les lois de Fisher ont donné des premiers résultats
prometteurs sur les protocoles de test présentés dans le deuxième chapitre. Leur utilisation
dans le cadre du suivi de texture devrait être proposée.
– La réciprocité des critères VR n’étant pas assurée, ils ne peuvent être utilisés comme des
distances. Une telle distance peut être dérivée de la même manière dont la distance de
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Kullback Leibler est construite :
dVR(τX , τY ) = VR(τX , τY ) + VR(τY , τX).
D’un point de vue applicatif, l’estimation de déplacement de la surface des glaciers peut être
approfondi suivant diﬀérents axes :
– Un protocole rigoureux de comparaison des résultats projetés au sol grâce à un Modèle
Numérique de Terrain précis couplé avec des données terrain doit permettre de valider
rigoureusement les résultats. D’autre part contrairement à la ZNCC, il est délicat d’inter-
poler simplement une surface de détection pour obtenir une précision subpixellique. Une
réﬂexion peut être menée sur la manière d’améliorer la résolution de ces surfaces.
– Une étude systématique de l’ensemble des glaciers avec un suivi temporel de leur évolution
semble être à la portée de cette méthode lorsqu’une optimisation algorithmique aura été
eﬀectuée.
– La grande homogénéité de ce milieu se retrouve sur les propriétés statistiques et une grande
sensibilité des critères permet d’aﬃner l’estimation de déplacement. À ce sujet, l’optimi-
sation de l’estimation des paramètres de loi et de la précision des calculs de fonction peut
s’avérer important. Une étude sur leur inﬂuence peut être intéressante.
– Lors de la fusion de capteurs, l’hypothèse de synchronisation des données est une hypothèse
forte qu’il convient de libérer. L’utilisation des ﬁltres de Kalman sont une piste promet-
teuse pour interpoler rigoureusement les résultats des diﬀérents capteurs et les synchroniser.
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Annexe A
Système de Pearson
Le système de Pearson est une famille de loi de probabilité qui permet de modeliser des ob-
servations non symétriques à l’aide des troisième et quatrième cumulants que sont les facteurs
d’asymétrie β1 et d’aplatissement β2.
Les lois de ce système vériﬁent de l’équation diﬀérentielle suivante [Pearson, 1895] :
dp(x)
dx
1
p(x)
+
a+ x
b2(x)2 + b1(x) + b0
= 0. (1) (A.1)
Avec
b0 =
4β2 − 3β1
10β2 − 12β1 − 18µ(2),
a = b1 =
√
µ(2)
√
β1
β2 + 3
10β2 − 12β1 − 18 ,
b2 =
2β2 − 3β1 − 6
10β2 − 12β1 − 18 .
Ces lois sont classées en 7 types (I à VII) en fonction du signe du discriminant du dénominateur
∆ = b21 − 4b2b0. Ces types sont résumés dans le tableau A.1 et une étude de leurs propriétés est
détaillée dans [Nicolas, 2006].
L’intérêt de ces lois à l’imagerie RDO a été souligné dans [Delignon, 1993]. Les lois de Fisher et
Gamma largement utilisées dans ce travail sont des lois de ce système.
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ANNEXE A. SYSTÈME DE PEARSON
Degré du
polynôme
Nombre de
racines
Nature des racines
Type de
lois
Nom des lois
0 - - Loi gaussienne
1 1 R III Loi Gamma
2 1 R double V Loi Gamma Inverse
2 2 R même signe VI Lois de Fisher
R signe opposé I et II
2 2 C b1 6= 0 ou a 6= 0 IV
2 2 C b1 = a = 0 VII
Table A.1 – Les diﬀérents types de lois du système de Pearson en fonction de la nature et du
nombre de racines du polynôme du dénominateur de l’équation diﬀérentielle A.1.
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Annexe B
Modélisation du vecteur de
rétrodiﬀusion k
Soit un fouillis RSO polarimétrique représenté par son vecteur complexe de rétrodiﬀusion k et
décomposé selon le modèle produit : k =
√
τz où la loi du vecteur z représente le noyau gaussien
du modèle. La loi de k est directement liée à la distribution de τ et le paragraphe suivant aborde
diﬀérentes modélisations du fouillis RSO polarimétrique k en fonction de la modélisation de τ .
Loi de Wishart
Dans le cas où la texture τ est distribuée selon une loi homothétique, le vecteur k est distribué
selon une loi de Wishart déﬁnie par :
fk(k) =
LLp |T|L−p exp (−Ltr(M−1T))
K(L, p)|M|L (B.1)
Avec :
– L : nombre de vues.
– p : dimension des données (3 si réciprocité, 4 sinon).
– tr : trace de la matrice.
– T = 1L
∑L
i=1Ti : moyenne sur 1 pixel des L valeurs de la matrice de cohérence de k.
– M = E(T).
– K(L, p) = π
p(p−1)
2 Γ(L) . . .Γ(L− p+ 1) : facteur de normalisation.
Loi K
Dans le cas où la texture τ est distribuée selon une loi Gamma de paramètres m etL, le
vecteur k est distribué selon une loi K déﬁnie par :
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fk(k) = K[m,L,M] = 1Γ(L)Γ(M)
2LM
m
(LMk
m
)L+M
2
−1
KM−L

2
√
LMk
m

 (B.2)
où Kα est la fonction de Bessel modiﬁée de seconde espèce.
Loi de KummerU
Dans le cas où la texture τ est distribuée selon une loi de Fisher de paramètres m, L et M,
le vecteur k est distribué selon une loi de KummmerU déﬁnie par :
fk(k|M,L,M,m) = 1
πp|M|
Γ(L+M)
Γ(L)Γ(M)
( L
Mm
)p
Γ(p+M) U
(
p+M; 1 + p− L; LMmk
HM−1k
)
(B.3)
où U(·, ·, ·) est la fonction conﬂuente hypergéométrique de seconde espèce KummerU.
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Annexe C
Distribution du rapport α de deux
variables aléatoires
Cas de variables aléatoires d’une loi de Fisher décorrélées
Cette annexe détaille l’expression analytique du rapport de α de deux variables aléatoires
indépendantes distribuées selon une loi de Fisher. La distribution de α est obtenue en utilisant
la loi de Fisher (1.59) dans l’equation (2.21)) ce qui s’écrit :
fα(α) =
∞∫
0
Γ(L+M)
Γ(L)Γ(M)
L
Mm
( Lατ
Mm
)L−1
(
1 +
Lατ
Mm
)L+M Γ(L+M)Γ(L)Γ(M) LMm
( Lτ
Mm
)L−1
(
1 +
Lτ
Mm
)L+Mdτ
=
[
Γ(L+M)
Γ(L)Γ(M)
L
Mm
( Lα
Mm
)L−1]2
αL−1 × I(α,m,L,M) (C.1)
avec :
I(α,m,L,M) =
∞∫
0
τL−1(
1 +
Lατ
Mm
)L+M τ
L−1(
1 +
Lτ
Mm
)L+M τdτ. (C.2)
Puis, en posant u =
L
Mmτ dans (C.2), on obtient :
I(α,m,L,M) =
(Mm
L
)2L ∞∫
0
u2L−1
(1 + αu)L+M (1 + u)L+M
du
=
(Mm
L
)2L
× J(α,L,M). (C.3)
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Et :
J(α,L,M) =
∞∫
0
u2L−1 (1 + αu)−(L+M) (1 + u)−(L+M) du
= α−(L+M)
∞∫
0
u2L−1
(
1
α
+ u
)−(L+M)
(1 + u)−(L+M) du. (C.4)
L’intérgale (C.4) J(α,L,M) peut être exprimée en fonction de la fonction hypergéométrique
de Gauss grâce à la relation suivante tirée de l’équation (15.3.1) dans [Wol, ] avec le changement
de variable u = 1t − 1 :
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
+∞∫
0
u−b+c−1 (u+ 1)a−c (u− z + 1)−a du (C.5)
avec ℜe(c) > ℜe(b) > 0 et | arg(1− z)| < π.
Par identiﬁcation entre les équation (C.4) et (C.5), on pose a = L +M, b = 2M, c =
2a = 2 (L+M), z = 1 − 1
α
=
α− 1
α
. (C.4) peut être ainsi réecrite en utilisant la fonction
hypergéométrique de Gauss :
J(α,L,M) = α−(L+M)Γ(b)Γ(c− b)
Γ(c) 2
F1(a, b; c; z)
=
1
α(L+M)
Γ(2M)Γ(2L)
Γ(2L+ 2M) 2F1
(
L+M, 2M; 2 (L+M) ; α− 1
α
)
. (C.6)
En combinant (C.1), (C.3) et (C.6), l’expression analytique de la distribution de α s’écrit :
fα(α) =
[
Γ(L+M)
Γ(L)Γ(M)
L
Mm
( Lα
Mm
)L−1]2
αL−1
(Mm
L
)2L 1
α(L+M)
Γ(2M)Γ(2L)
Γ(2L+ 2M)
× 2F1
(
L+M, 2M; 2 (L+M) ; α− 1
α
)
=
[
Γ(L+M)
Γ(L)Γ(M)
]2 Γ(2M)Γ(2L)
Γ(2L+ 2M)
1
αM+1 2
F1
(
L+M, 2M; 2 (L+M) ; α− 1
α
)
.(C.7)
En réecrivant (C.7) avec la fonction Beta d’Euler, on en déduit (2.29).
Cas de variables aléatoires d’une loi de Fisher corrélées
Si τx et τy sont deux variables aléatoires corrélées, la distribution de α peut se calculer à
partir de l’intégrale suivante [Papoulis, 2002, Eq. 6.60] :
fα(α) =
∞∫
0
τy fτxτy (ατy, τy) dτy. (C.8)
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Dans le cas de variables aléatoires corrélées, la loi de Fisher bivariée (2.32) est alors utilisée
pour calculer la distribution de α. L’intégrale (C.8) s’écrit alors :
fα(α) =
( L1
M1m1
)L1 ( L2
M2m2
)L2
B(L1,M1) B(L2,L1 +M2)
×
∞∫
0
τy (ατy)
L1−1 τL2−1y
(
1 +
L1
M1m1ατy +
L2
M2m2 τy
)−(L1+L2+M2)
× 2F1

L1 + L2 +M2,M2 −M1;L1 +M2;
L1
M1m1ατy
1 +
L1
M1m1ατy +
L2
M2m2 τy

dτy
=
( L1
M1m1
)L1 ( L2
M2m2
)L2
B(L1,M1) B(L2,L1 +M2) × I. (C.9)
Avec I l’intégrale déﬁnie par :
I = αL1−1
∞∫
0
τL1+L2−1y
(
1 +
L1
M1m1ατy +
L2
M2m2 τy
)−(L1+L2+M2)
× 2F1

L1 + L2 +M2,M2 −M1;L1 +M2;
L1
M1m1ατy
1 +
( L1
M1m1α+
L2
M2m2
)
τy

dτy
(C.10)
En remplaçant dans (C.10) la fonction hypergéométrique de Gauss par sa décomposition en
série (C.11) avec les symboles de Pochammer ((a)n = Γ(a+ n)/Γ(a)) :
2F1(α, β; γ; t) =
∞∑
n=0
Γ(n+ α)
Γ(α)
Γ(n+ β)
Γ(β)
Γ(γ)
Γ(n+ γ)
tn
n!
=
∞∑
n=0
(α)n (β)n
(γ)n
tn
n!
(C.11)
on montre que :
I = αL1−1
∞∫
0
τL1+L2−1y(
1 +
( L1
M1m1α+
L2
M2m2
)
τy
)(L1+L2+M2)
×
∞∑
k=0
[
Γ(L1 + L2 +M2 + k)
Γ(L1 + L2 +M2)
Γ(M2 −M1 + k)
Γ(M2 −M1)
Γ(L1 +M2)
Γ(L1 +M2 + k)
1
k!
×


L1
M1m1ατy
1 +
( L1
M1m1α+
L2
M2m2
)
τy


k

dτy.
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En sortant la somme de l’intégrale, on en déduit :
I = αL1−1
∞∑
k=0
Γ(L1 + L2 +M2 + k)
Γ(L1 + L2 +M2)
Γ(M2 −M1 + k)
Γ(M2 −M1)
Γ(L1 +M2)
Γ(L1 +M2 + k)
1
k!
J(k) (C.12)
Avec :
J(k) =
∞∫
0
τL1+L2−1y(
1 +
( L1
M1m1α+
L2
M2m2
)
τy
)(L1+L2+M2)


L1
M1m1ατy
1 +
( L1
M1m1α+
L2
M2m2
)
τy


k
dτy
=
( L1α
M1m1
)k ∞∫
0
τL1+L2+k−1y(
1 +
( L1
M1m1α+
L2
M2m2
)
τy
)L1+L2+k+M2 dτy
=
( L1α
M1m1
)k
K(k). (C.13)
L’intégrale K(k) peut être identiﬁée à l’intérale de la loi de Fisher de paramètres
(m, L, M) =
( L
M
( L1
M1m1α+
L2
M2m2
)
, L1 + L2 + k, M2
)
, soit :
K(k) =
∞∫
0
τL−1y(
1 + LτyMm
)L+Mdτy
=
Γ(L)Γ(M)
Γ(L+M)
(Mm
L
)L
=
Γ(L1 + L2 + k)Γ(M2)
Γ(L1 + L2 + k +M2)
1( L1
M1m1α+
L2
M2m2
)L1+L2+k . (C.14)
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En combinant (C.12), (C.13) et (C.14), on peut montrer que :
I = αL1−1
∞∑
k=0
(L1 + L2 +M2)k (M2 −M1)k (L1 + L2)k
(L1 +M2)k (L1 + L2 +M2)k
Γ(L1 + L2)Γ(M2)
Γ(L1 + L2 +M2)
×


( L1α
M1m1
)k
( L1
M1m1α+
L2
M2m2
)


k
1( L1
M1m1α+
L2
M2m2
)L1+L2 1k!
=
αL1−1Γ(L1 + L2)Γ(M2)
Γ(L1 + L2 +M2)
( L1
M1m1α+
L2
M2m2
)L1+L2
×
∞∑
k=0
(M2 −M1)k (L1 + L2)k
(L1 +M2)k


( L1α
M1m1
)
( L1
M1m1α+
L2
M2m2
)


k
1
k!
=
αL1−1 B(L1 + L2,M2)( L1
M1m1α+
L2
M2m2
)L1+L2
× 2F1

L1 + L2,M2 −M1;L1 +M2;
( L1α
M1m1
)
( L1
M1m1α+
L2
M2m2
)

 . (C.15)
On en déduit l’expression (2.33) de la distribution du rapport de deux variables aléatoires
corrélées d’une loi de Fisher.
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Annexe D
Fonction hypergéométrique de Gauss
Déﬁnition
La fonction hypergéométrique de Gauss est une fonction à 4 variables qui s’écrit [Abramowitz
and Stegun, 1964, Chap. 15] :
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
|z| < 1
∨
|z| = 1
∧
ℜ(c− a− b) > 0 (D.1)
où (x)n = x(x+ 1)(x+ 2) · · · (x+ n− 1) = Γ(x+n)Γ(x) est le symbole de Pochhammer.
Domaines de Convergence
Le disque de convergence de cette fonction est le cercle unité |z| = 1 c’est à dire qu’en dehors
de ce cercle, la fonction hypergéométrique déﬁnie par D.1, ne peut converger.
Cette fonction possède de très nombreux cas particuliers en fonction des trois premiers paramètres
a, b et c ce qui en fait une fonction contraignante à utiliser.
Dans notre cas, les variable τX et τY représente la valeur d’un pixel qui ne peut être strictement
nulle. Ces deux variables aléatoires sont donc déﬁnies sur R∗+ et
τX
τY
est non nul : z appartient
donc strictement à ]−∞, 1[.
Sur le disque |z| = 1
Sur le disque |z| = 1 la convergence de la somme (D.1) est caractérisée par trois cas :
• ℜ(c− a− b) ≤ −1 : divergence
• ℜ(c− a− b) > 0 : convergence
• ℜ(c− a− b) ∈ ]− 1; 0] : convergence conditionnelle si et seulement si z 6= 1 .
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Dans l’expression (2.31) du critère de similarité VRF, les paramètres de la fonction 2F1 sont
les suivants :
a = L+M
b = 2M
c = 2(L+M)
z = 1− τX
τY
Donc pour z ∈]−1, 1[ la condition de convergence en fonction des valeurs de c−a−b = L−M
se répartit ainsi :
• L ≤M− 1 : divergence
• L >M : convergence
• L −M ∈ ]− 1; 0] : convergence conditionnelle si et seulement si z 6= 1 .
La ﬁgure D.1 résume ces diﬀérents cas dans le plan κ˜2 − κ˜3 et la ﬁgure D.2 illustre le com-
portement de la fonction 2F1 au voisinage de z = 1 pour M→ L−.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
1.2
κ3
κ
2
Divergence
sur |z|≤1 
Convergence
sur |z|≤1
Convergence
sur |z|<1
L=
M
-1
L
=
M
Figure D.1 – Zones de convergence dans le disque de convergence |z| = 1 de la fonction
hypergéométrique de Gauss en fonction des valeurs des paramètres de forme L etM de la loi de
Fisher.
Dans les cas de divergence i.e. lorsque L ≤ M− 1, la relation suivante permet d’inverser le
signe de c− a− b et de retrouver la convergence [Abramowitz and Stegun, 1964, Eq. 15.3.3] :
2F1(a, b; c; z) = (1− z)c−a−b 2F1(c− a, c− b; c; z). (D.2)
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Figure D.2 – Limite de convergence lorsque M→ L− dans le voisinage de z = 1.
Hors du disque |z| = 1
Dans les cas où |z| > 1, la fonction hypergéométrique de Gauss ne converge pas. Pour résoudre
ce problème, les formules de transformations linéaires de la 2F1 introduites dans [Abramowitz
and Stegun, 1964, Eq. 15.3.3-15.3.8] sont utilisées pour exprimer la fonction hypergéométrique
comme une combinaison linéaire de fonctions géométriques de Gauss dont le dernier argument
est un changement de variable de z :
2F1(a, b; c; z) = (1− z)−a 2F1(a, c− b; c; z
z − 1) (D.3)
= (1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b) 2
F1(c− a, c− b; c− a− b+ 1; 1− z)
+
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2F1(a, b; a+ b− c+ 1; 1− z) (D.4)
= (1− z)−aΓ(c)Γ(b− a)
Γ(b)Γ(c− a) 2F1(a, c− b, a− b+ 1,
1
1− z )
+(1− z)−bΓ(c)Γ(a− b)
Γ(a)Γ(c− b) 2F1(b, c− a, b− a+ 1,
1
1− z ) (D.5)
Les relations (D.4) et (D.5) sont valables pour |arg(1 − z)| < π ce qui est toujours le cas ici
(z ∈ R∗+).
Dans le cas d’images RSO, quelques soient les valeurs de α z < 1 . En fonction de la valeur de
z, une des trois transformation énoncées ci-dessus est utilisée. L’utilisation des transformation en
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fonction de la valeur de z est résumée dans le tableau D.1. Ces transformations sont bénéﬁques
pour tout z hors du disque de convergence mais également pour tout z sur le disque de conver-
gence car elles permettent de réduire l’intervale de la tronsformée de z à [0, 12 ]. Plus étroit que
le disque de convergence |z| = 1, cet intervale oﬀre l’intérêt de nécessiter un nombre d’itérations
moindre pour le calcul précis de la fonction 2F1 [Pearson, 2009].
Table D.1 – Changement de variable sur z pour rester dans le disque de convergence.
Intervale
initial
Intervale
ﬁnal
Transformation a b c Eq.
[
0, 12
] [
0, 12
]
z L+M 2M 2L+ 2M (D.1)
[−1, 0[
]
0, 12
]
z
z−1 L+M 2L 2L+ 2M (D.3)]
1
2 , 1
] [
0, 12
[
1− z L+ML+M
2M
2L
M−L+1
L−M+1 (D.4)
]−∞, −1[
]
0, 12
[
1
1−z
L+M
2M
2L
L+M
L−M+1
M−L+1 (D.5)
Pour résumer dans le cas du critère (2.31), en utilisant les transformations linéaires de la
fonction 2F1, la convergence de cette dernière ne dépend plus de la valeur de z. Toutefois il reste
des conditions sur les paramètres de la loi de Fisher qui sont résumées dans le tableau D.2. Étant
donné l’intervale de travail après changement de variable qui est réduit à
[
0, 12
]
, on ne distingue
plus que deux cas :
• ℜ(c− a− b) ≤ −1 : divergence
• ℜ(c− a− b) > −1 : convergence
Table D.2 – Conditions de convergence en fonction de la valeur initiale de z.
Intervale
Transformation ℜ(c− a− b) Convergence ssi.
initial ℜ(c− a− b) > −1[
0, 12
]
z L −M L >M− 1
[−1, 0[ zz−1 M−L M > L − 1]
1
2 , 1
]
1− z −2L − 2M+ 1 L < 1−M−2L − 2M+ 1 L < 1−M
]−∞, −1[ 11−z
−2L − 2M+ 1 L < 1−M
−2L − 2M+ 1 L < 1−M
La fonction hypergéométrique de Gauss intervient également dans le critère (2.34), avec
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z =
1
1 + R2R1
1
α
. On a (R1, R2, α) ∈ R∗+3 donc z ∈ [0, 1[ et est sur le disque de convergence ouvert.
Sur ce disque, on a ℜ(c− a− b) =M1−L2 donc la frontière de convergence absolue est la droite
M1 = L2 du plan κ˜2−κ˜3. La zone de divergence absolue est quant à elle déﬁnie pourM1 ≤ L2−1.
Implémentation
La fonction Hypergéométrique de Gauss est implémentée dans MATLAB sous le nom de
hypergeom.m mais malgré une bonne précision elle s’avère être très lente. La GNU Scientiﬁc
Library 1 oﬀre une implémentation rapide et précise de la fonction Hypergémoétrique de Gauss.
Elle utilise la relation D.2 pour toujours respecter les régions de convergence par contre elle n’est
défnie uniquement pour |z| < 1 ce qui nécessite d’appliquer les transformations linéaires (D.3)-
(D.5) énoncées précédemment.
L’implémentation de ces transformations pose problème avec MATALB notamment lors de
l’utilisation des fonctions Gamma dont la valeur de l’argument est limité à 172. Au delà de cette
valeur, la fonction renvoie l’inﬁni. Or il arrive régulièrement que les paramètres des fonctions
Gamma utilisées dépassent cette valeur auquel cas la fonction résultante renvoie une valeur in-
ﬁnie, nulle ou indéﬁnie.
La fonction Hypergéométrique de Gauss est tracée sur la ﬁgure D.3 pour z ∈ [−10, 1[ pour
diﬀérentes valeurs des paramètres du critère (2.31).
L’implémentation MATLAB est décrite ci-après.
Contents
– CAS 1 : z<=-99
– CAS 2 : z>-99 & z<0
– CAS 3 : z>=0 & z<.99
– CAS 4 : z>=.99 & z<1
function Hyp = Hypergeom_secured_pourFisher(a,b,c,z)
% Calcul sécurisé et rapide de la fonction Hypergéométrique de Gauss.
% Dans le contexte d’image RSO z<1.
%
% La GSL est rapide mais limitée aux disque de convergence |z|<1, il
% convient d’effectuer quelques transformations pour pouvoir l’utiliser
% dans tous les cas de figure. Il s’agit ici de la fonction Hypergeo_2F1_vec.
%
% 4 cas possibles en fonction de la valeur de z :
1. www.gnu.org/s/gsl/
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% - z<=-99
% - z>-99 & z<0
% - z>=0 & z<.99;
% - z>=.99 & z<1;
%
% Dans chacun des cas, on distingue les cas où le troisième argument de la
% fonction est négatif.
%
% Des précautions particulières sont également prises pour le calcul des
% fonctions Gamma lorsque leur argument est grand et/ou négatif.
%
% Olivier Harant 12/2011
%
Convergence ssi z<1
Hyp = zeros(size(z));
ind1 =find(z<=-99);
ind2=find(z>-99 & z<0);
ind3=find(z>=0 & z<.99);
ind4=find(z>=.99);
z1 = z(ind1);
z2 = z(ind2);
z3 = z(ind3);
z4 = z(ind4);
CAS 1 : z<=-99
Relation (15.3.8) dans [Abra-64]
% !!! UTILE ssi -1<M-L<1 !!!! soit abs(b-a)<1
% sinon la transformation (15.1.2) fait annuler la somme Terme 1 + Terme 2.
w=1./(1-z1);
if ~isempty(w)
%%%%%%%%%%%%%%%%%%%%%%%%%%% Terme 1
if b-a>0
Gamma1a = exp(gammaln(c) + gammaln(b-a) - gammaln(b)...
- gammaln(c-a));
else
if gamma(b-a)>0;
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Gamma1a = exp(gammaln(c) - gammaln(b) - gammaln(c-a)...
+ log(gamma(b-a)));
else
Gamma1a = exp(gammaln(c) - gammaln(b) - gammaln(c-a))...
* gammaMy(b-a);% x>0, ln(-x) = ln(x)+i*pi
end
end;
% if isinf(Gamma1a) || isnan(Gamma1a);...
% fprintf(’Gamma1a is %s !’,Gamma1a);end;
O = ones(size(w));
H1a = (a*log(w)+log(Hypergeo_2F1_vec(O*a, O*c-b, O*a-b+1,w)*Gamma1a));
indNull = find(isinf(H1a));
if ~isempty(indNull)
if abs(b-a)<1 && ~isempty(w) && (a-b+1<0) ...
&& ~(c-b<0 && c-b>a-b+1+.1)
% Pour les cas où la GSL renvoie H1a==0,
% Relation (15.1.2) dans [Abra 64] :
wn = w(indNull);
m=b-a-1;
% après simplification des rapports de gamma :
if a-b>0
Gamma1an = (exp(gammaln(a-b) + gammaln(c)...
-(gammaln(b)+gammaln(c-a))));
else
if gamma(a-b)>0;
Gamma1an = exp(log(gamma(a-b)) + gammaln(c)...
-(gammaln(b)+gammaln(c-a)));
else
Gamma1an = gammaMy(a-b) *exp(gammaln(c)...
-(gammaln(b)+gammaln(c-a)));
end
end;
% if isinf(Gamma1an) || isnan(Gamma1an);...
% fprintf(’Gamma1an is %s !’,Gamma1an);end;
O = ones(size(wn));
H1a(indNull) = (b*log(wn)+log(-Gamma1an...
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.*pochh(a,m+1)*pochh(c-b,m+1)...
.*Hypergeo_2F1_vec(O*a+m+1, O*c-b+m+1, O*m+2,wn)));
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%% Terme 2
if a-b>0
Gamma1b = (exp(gammaln(c) - gammaln(a) + gammaln(a-b) ...
- gammaln(c-b)));
else
if gamma(a-b)>0
Gamma1b = (exp(gammaln(c) - gammaln(a) +log(gamma(a-b))...
- log(gamma(c-b))));
else
Gamma1b = exp(gammaln(c) - gammaln(a) - log(gamma(c-b)))...
* gammaMy(a-b);
end
end;
% if isinf(Gamma1b) || isnan(Gamma1b);...
% fprintf(’Gamma1b is %s !’,Gamma1b);end;
O = ones(size(w));
H1b = b*log(w) + log(Gamma1b*Hypergeo_2F1_vec(O*b, O*c-a, O*b-a+1,w));
indNull = find(isinf(H1b));
if ~isempty(indNull) && ~isempty(w) && (b-a+1<0)...
&& ~(c-a<0 && c-a>b-a+1+.1)
% Pour les cas où la GSL renvoie H1b==0,
% Relation (15.1.2) dans [Abra 64] :
wn = w(indNull);
m=a-b-1;
% après simplification des rapports de gamma :
if b-a>0
Gamma1bn = (exp( gammaln(b-a) + gammaln(c)...
-(gammaln(a) + gammaln(c-b))));
else
if gamma(b-a)>0;
Gamma1bn = exp( log(gamma(b-a)) + gammaln(c)...
-(gammaln(a) + gammaln(c-b)));
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else
Gamma1bn = gammaMy(b-a) *exp( gammaln(c)...
-(gammaln(a) + gammaln(c-b)));
end
end;
% if isinf(Gamma1bn) || isnan(Gamma1bn);...
% fprintf(’Gamma1bn is %s !’,Gamma1bn);end;
O = ones(size(wn));
H1b(indNull) = (a*log(wn)+log(- Gamma1bn...
.*pochh(b,m+1)*pochh(c-a,m+1)...
.*Hypergeo_2F1_vec(O*b+m+1, O*c-a+m+1, O*m+2,wn)));
end
% Relation (15.3.8) dans [Abra 64]
A = exp(H1b-H1a);
H1 = H1a+log(1+A);% directement en log;
Hyp(ind1)=H1;
end
CAS 2 : z>-99 & z<0
Relation (15.3.4) dans [Abra 64]
w=z2./(z2-1);
if ~isempty(w)
O = ones(size(w));
H2 = a*log(1-w)+log(Hypergeo_2F1_vec(O*a, O*c-b, O*c,w));
Hyp(ind2)=H2;
end
CAS 3 : z>=0 & z<.99
w=z3;
if ~isempty(w)
O = ones(size(w));
H3 = log(Hypergeo_2F1_vec(O*a,O*b,O*c,w));
Hyp(ind3)=H3;
end
CAS 4 : z>=.99 & z<1
Relation (15.3.6) dans [Abra 64]
D.171
ANNEXE D. FONCTION HYPERGÉOMÉTRIQUE DE GAUSS
w=1-z4;
if ~isempty(w)
if b+a-c<0
Gamma4a = (exp( gammaln(c-b-a) +gammaln(c) -...
(gammaln(c-b)+gammaln(c-a))));
if gamma(b+a-c)>0
Gamma4b = exp(log(gamma(b+a-c))+gammaln(c) -...
(gammaln(a) +gammaln(b)));
else
Gamma4b = gammaMy(b+a-c)*exp(gammaln(c) -...
(gammaln(a) +gammaln(b)));
end
else
if gamma(c-a-b)>0
Gamma4a = exp(log(gamma(c-a-b))+gammaln(c) -...
(gammaln(c-b)+gammaln(c-a)));
else
Gamma4a = gammaMy(c-a-b)*exp(gammaln(c) -...
(gammaln(c-b)+gammaln(c-a)));
end
Gamma4b = (exp(gammaln(b+a-c) +gammaln(c) -...
(gammaln(a) +gammaln(b))));
end
O = ones(size(w));
H4a = Gamma4a.*Hypergeo_2F1_vec(a*O,b*O,b-a+1*O,w);
indNull = find(H4a==0);
if ~isempty(indNull) && ~isempty(w) && b-a+1<0
% Pour les cas où la GSL renvoie H4a==0,
% Relation (15.1.2) dans [Abra 64] :
wn = w(indNull);
m=-(b-a+1);
O = ones(size(wn));
Gamma4an = (exp(log(gamma(b-a+1))-gammaln(m+1)));
% if isinf(Gamma4an) || isnan(Gamma4an);...
% fprintf(’Gamma4an is %s !’,Gamma4an);end;
H4a(indNull) = Gamma4a.*Gamma4an.*wn.^(m+1)...
.*pochh(a,m+1)*pochh(b,m+1)...
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.*Hypergeo_2F1_vec(O*a+m+1, O*b+m+1, O*m+2,wn);
end
O = ones(size(w));
H4b = Gamma4b*w.^(c-a-b).*Hypergeo_2F1_vec(c-a*O,c-b*O,a-b+1*O,w);
indNull = find(H4b==0);
if ~isempty(w) && a-b+1<0 && ~(c-a<0 && c-a>a-b+1+.1)...
&& ~(c-b<0 && c-b>a-b+1+.1)
% Pour les cas où la GSL renvoie H4b==0,
% Relation (15.1.2) dans [Abra 64] :
wn = w(indNull);
m=-(a-b+1);
if gamma(a-b+1)>0
Gamma4bn = exp(log(gamma(a-b+1))-gammaln(m+1));
else
Gamma4bn = gammaMy(a-b+1)*exp(-gammaln(m+1));
end
% if isinf(Gamma4bn) || isnan(Gamma4bn);...
% fprintf(’Gamma4bn is %s !’,Gamma4bn);end;
% Les puissances de w se simplifient :
O = ones(size(wn));
H4b(indNull) = Gamma4b.*Gamma4bn...
.*pochh(c-a,m+1)*pochh(c-b,m+1)...
.*Hypergeo_2F1_vec(O*c-a+m+1, O*c-b+m+1, O*m+2,wn);
end
H4 = log(H4a+H4b);
Hyp(ind4)=H4;
end
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Figure D.3 – Fonction hypergéométrique de Gauss 2F1(a, b; c; z) du critère (2.31) avec a =
L+M, b = 2M, c = 2(L+M) et z ∈ [−10, 1[.
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Annexe E
Comportement du critère VRF
Cette annexe décrit de manière la plus exhaustive possible et sous diﬀérents points de vue
le comportement du critère déﬁni comme la vraisemblance du rapport d’images basé sur les lois
de Fisher (critère VRF (2.31)). Ce dernier est fonction des valeurs de texture τX , τY et des
paramètres m, L et M de la loi de Fisher modélisant τX .
Pour rappel, son expression s’écrit :
VRF(τX , τ iY ,L,M) =N log
(
B(2L, 2M)
[B(L,M)]2
)
− (M+ 1)
N∑
k=1
log τxk +M
N∑
k=1
log τ iyk
+
N∑
k=1
log
(
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
))
.
Comportement général
Comme remarqué dans la section 2.4.2.2, cette expression peut être ré-écrite en fonction des
log-moments d’ordre 1 :
VRF(τX , τ iY ,L,M) =N log
(
B(2L, 2M)
[B(L,M)]2
)
− (M+ 1)N ˆ˜µτX(1) +MN ˆ˜µτY i (1)
+
N∑
k=1
log
(
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
))
.
où ˆ˜µτX(1) et ˆ˜µτY i (1) sont respectivement les estimés au sens du maximum de vraisemblance des
log-moments d’ordre 1 des variables aléatoires τX et τ iY .
Bien que des décompositions en série soient possibles autour de points particuliers tels que
τX = τ iY , la simpliﬁcation de la fonction hypergéométrique de Gauss est délicate et ne correspond
ici à aucune forme connue simpliﬁable.
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Comme décrit dans le premier chapitre, le log-moment d’ordre 1 de la variable aléatoire X
distribuée selon une loi de Fisher de paramètres [m, L, M] s’écrivent :
ˆ˜µX(1) = log(m) + Ψ(L)− log(L)− (Ψ(M)− log(M)).
La ﬁgure E.1(a) illustre la variété de comportements du critère VRF en fonction des valeurs de
τX et τY dans les quatre principaux domaines des lois de Fisher (Fisher, approximation Gamma,
approximation Gamma Inverse et approximation Homothétique). Des populations issues de lois
symétriques dans le plan κ˜2− κ˜3 par rapport à l’axe L =M ne sont pas discernées par le critère
VRF comme en témoigne ici les deux cas VRF(τX , τY , 1.1, 10.1) et VRF(τX , τY , 10.1, 1.1).
D’autre part, lorsque les deux paramètres tendent vers l’inﬁni, VRF(τX , τY , L, M) = VRG(τY , τX , L, M)
et le comportement du critère VRF tend vers une distance.
En observant la ﬁgure E.2, on remarque que le critère VRF est quasi invariant le long des axes
des domaines de loi Gamma et Gamma Inverse. Par exemple, lorsque L → 0, VRF = cte(M).
On en déduit quelque soit les valeurs de τX et τY , ce criètre oﬀre sa plus grande sensibilité pour
des lois situées au centre du plan κ˜2 − κ˜3 i.e. L =M.
Comportement asymptotique
Lorsque M→∞, la fonction Hypergéométrique de Gauss s’écrit :
lim
M→∞ 2
F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
)
=
(
τxk
τ iyk
)2L
.
Le critère VRF s’exprime donc :
lim
M→∞
VRF(τX , τ iY ,L,M) =N log
(
B(2L, 2M)
[B(L,M)]2
)
− (M+ 1)N ˆ˜µτX(1) +MN ˆ˜µτY i (1)
+
N∑
k=1
log
(
2F1
(
L+M, 2M; 2 (L+M) ; 1− τ
i
yk
τxk
))
.
Comme attendu, le critère VRF converge vers le critère VRG lorsque M→∞ (Figure E.3). La
convergence est d’autant plus rapide que L est faible.
D’autre part, il est intéressant de noter la symétrie du critère VRF dans le plan κ˜2 − κ˜3. En
eﬀet le critère VRF est symétrique par rapport à l’axe L =M comme en témoigne la ﬁgure E.4.
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Figure E.1 – Comportements du critère VRF en fonction des valeurs de τX et τY pour quatre
cas de valeurs des paramètres L et M.
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Figure E.4 – Symétrie du critère VRF sur l’axe Gamma - Gamma Inverse.
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Annexe F
Fonction de répartition de la loi de
Fisher
La fonction de répartition de la loi de Fisher s’écrit :
FX(x) = fX(X < x) =
∫ x
0
F [t|m,L,M] dt
=
∫ x
0
L
MmBP
[
tL
Mm |L;M
]
dt
En posant u = tLMm et du =
L
Mmdt,
FX(x) =
∫ Lx
Mm
0
Mm
L
L
MmBP [u|L;M] du
En utilisant la fonction de répartitin de la loi Beta Prime en LxMm , la fonction de répartition de
la loi de Fisher s’écrit :
FX(x) =
1
B(L,M)
( L
Mm
)L xL
L 2F1
(
L; L+M; 1 + L;− LxMm
)
. (F.1)
Diﬀérentes représentations de cette fonction sont illustrées sur la ﬁgure F.1.
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Figure F.1 – Fonction de répartition de la loi de Fisher.
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Annexe G
Séries temporelles d’images RSO HR
utilisées
Les images des séries temporelles RADARSAT-2 acquises sur le massif du Mont Blanc sont
toutes quad-polarisation. Sur le glacier de l’Astrolabe en Antarctique en revanche, seul le canal
VV n’a été acquis (voir tableau G.1).
Table G.1 – Satellite RADARSAT-2 : spéciﬁcations
Date Polarisation Résolution Pixellique Angle d’incidence
Azimut δa Distance δslantr (proche-lointain)
Argentière
2009.01.29 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
2009.02.22 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
2009.03.18 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
2009.04.11 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
2009.05.05 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
2009.06.22 HH & HV &VV 4.95m 4.73m 31.33◦ - 33.02◦
Astrolabe
2010.01.02 VV 5.24m 4.73m 35.60◦ - 3.86◦
2010.02.25 VV 5.24m 4.73m 35.60◦ - 3.86◦
Deux modes d’acquisition des données TerraSAR-X sur le massif du Mont Blanc sont disponibles
un mode strip map double-polarisation HH et VV et un mode spotlight mono-polarisation HH
(voir tableau G.2).
L’ensemble des données polarimétriques disponibles sur le glacier d’Argentière est résumé
dans le tableau G.3.
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Table G.2 – Satellite TerraSAR-X : spéciﬁcations.
Date Polarisation Résolution Pixellique Angle d’incidence
Azimut δa Distance δslantr (proche-lointain)
Argentière
2007.10.24 HH & VV 2.5 m 1.4 m 37.08◦ - 38.42◦
2007.11.04 HH 1.5 m 0.9 m 35.96◦ - 38.54◦
2008.01.09 HH 1.5 m 0.9 m 35.96◦ - 38.54◦
2008.09.29 HH 1.5 m 0.9 m 35.96◦ - 38.54◦
2008.10.10 HH 1.5 m 0.9 m 35.96◦ - 38.54◦
2008.10.21 HH 1.5 m 0.9 m 35.96◦ - 38.54◦
2009.01.06 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.01.17 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.01.28 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.02.08 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.02.19 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.03.02 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.03.13 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.03.24 HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
Table G.3 – Caractéristiques principales des données RSO polarimétriques utilisées (TSX et
RADARSAT-2) sur le glacier d’Argentière.
Date Satellite Polarisation Résolution Pixellique Angle d’incidence
Azimut δa Distance δslantr (proche-lointain)
2009.01.06 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.01.29 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.01.17 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.01.28 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.02.08 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.02.19 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.02.22 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.03.02 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.03.13 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.03.18 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.03.24 TSX HH & HV 2.5 m 1.4 m 37.08◦ - 38.42◦
2009.04.11 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.05.05 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.05.29 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
2009.06.22 RS2 HH & HV & VV 4.7m 4.9m 31.33◦ - 33.01◦
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Autres estimations de déplacement
Sur le glacier de Taconnaz
Le glacier de Taconnaz est situé dans le massif du Mont Blanc sur le versant français. Il a
la particularité d’apartenir à la famille des glaciers froids c’est à dire que sa température est
négative sur toute l’épaisseur. Ce glacier est régulièrement surveillé car il présente une chute de
séracs dominant directement la vallée de Chamonix [Le Meur and Vincent, 2006].
L’estimation de déplacement de la surface de ce glacier est présentée sur la ﬁgure H.1. Étant
donnée le caractère chaotique de ce glacier, la qualité de la texture rend l’estimation particulière-
ment ﬁable [Harant et al., 2011c].
Sur l’ensemble du glacier d’Argentière
Aﬁn d’élargir les résultats présenté dans le chapitre 3, voici les résultats bruts d’estimation
de déplacement de la surface du glacier d’Argentière à partir d’images RADARSAT-2 avec deux
tailles de fenêtre d’analyse. Pour une étude quantitative plus complète de ces déplacements de
surface, les travaux de thèse de Renaud Fallourd présentent un aspect applicatif approfondi avec
notamment un comparatif poussé de ces estimations avec des mesures terrain et un élargissement
méthodologique vers une estimation 3D des champs de vitesse.
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Figure H.1 – Estimation de déplacement de la surface du glacier de Taconnaz. Fenêtre d’analyse
64× 64 pixels.
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Figure H.2 – Résultats d’estimation de déplacement sur le glacier d’Argentière (Figure 3.20) à
partir de la texture extraite d’images RS2 quad-pol acquises les 29/01/2009 et 18/03/2009. Zone
de déplacement : ±5 pixels. Fenêtre d’analyse : 32× 32 pixels.
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Figure H.3 – Résultats d’estimation de déplacement sur le glacier d’Argentière (Figure 3.20) à
partir de la texture extraite d’images RS2 quad-pol acquises les 29/01/2009 et 18/03/2009. Zone
de déplacement : ±5 pixels. Fenêtre d’analyse : 64× pixels.
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Résumé
Ce travail de thèse propose une méthode générale d’estimation de déplacement de la surface
des glaciers à partir d’images RSO polarimétriques à Haute Résolution spatiale. Les caractéris-
tiques nouvelles de ces images oﬀrent un niveau de détail propice au développement de nou-
velles méthodes de suivi de texture complémentaires aux méthodes classiques d’interférométrie
RADAR diﬃciles à mettre en œuvre dans ce contexte. La méthode proposée est basée sur la
vraisemblance du rapport d’images RSO multivariées. L’utilisation du rapport d’images RSO
et des lois statistiques correspondantes oﬀrent une souplesse adaptée aux caractéristiques des
images RSO notamment au caractère multiplicatif du chatoiement. La texture extraite du jeu
polarimétrique oﬀre une bonne robustesse aux variations surfaciques de la neige. La question du
modèle statistique sous-jacent des images HR est abordé et l’utilisation des lois de Fisher est
justiﬁé. Des protocoles de test permettent de souligner la sensibilité de ce type de méthode. Le
schéma méthodologique est complété par un ensemble de traitements avancés tels que la seg-
mentation hiérarchique et l’utilisation d’un modèle d’écoulement. Deux sites d’études dans les
Alpes françaises et en Antarctique ont permis d’éprouver cette méthode sur l’estimation de dé-
placement des glaciers d’Argentière et de l’Astrolabe. Une étude préliminaire sur la généralisation
multi-capteurs de cette chaîne de traitement est ﬁnalement introduite.
Mots-clefs : images RSO, SIRV, modélisation, vraisemblance, lois de Fisher, haute résolution,
polarimétrie, estimation de déplacement, RADARSAT-2, glaciers.
Abstract
This work introduces a general method for glaciers surface displacement estimation using High
Resolution PolSAR images. With high resolution details, the texture tracking methods become
useful and complementary to the classical diﬀerential interferometry methods which are diﬃcult
to implement in this context. The proposed method is based on the multivariate SAR images
ratio likelihood. The use of the ratio and corresponding statistic distributions is well adapted to
the multiplicative noise of such images. The extracted texture component from HR PolSAR data
according to SIRV model is less sensitive to the variations of the snow surface than the classical
intensity. The statistical modeling of such component is discussed and the beneﬁt of Fisher mod-
eling is highlighted. Some tests have been performed to analyze the behavior of various similarity
criteria. The methodology is ﬁnally completed with advanced processing like hierarchical seg-
mentation and the use of a ﬂow model. Two test sites in French Alps with the Argentière glacier
and in Antarctica with the Astrolabe glacier have been used to validate the proposed method. A
preliminary study on sensor merging for displacement estimation is ﬁnally introduced.
Key-words : SAR images, SIRV, modeling, likelihood, Fisher distribution, high resolution,
polarimetry, displacement estimation, RADARSAT-2, glaciers.
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