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There is a more urgent call for educational methods of machine learning in medical education, and therefore, 
new approaches of teaching and researching machine learning in medicine are needed. This paper presents 
a case using machine learning through text analysis. Topic modeling of news articles with the keyword 
‘asbestos’ were examined. Two hypotheses were tested using this method, and the process of machine 
learning of texts is illustrated through this example. Using an automated text analysis method, all the news 
articles published from January 1, 1990 to November 15, 2016 in South Korea which included ‘asbestos’ 
in the title and the body were collected by web scraping. Differences in topics were analyzed by structured 
topic modelling (STM) and compared by press companies and periods. More articles were found in liberal 
media outlets. Differences were found in the number and types of topics in the articles according to the 
partisanship and period. STM showed that the conservative press views asbestos as a personal problem, 
while the progressive press views asbestos as a social problem. A divergence in the perspective for emphasizing 
the issues of asbestos between the conservative press and progressive press was also found. Social perspective 
influences the main topics of news stories. Thus, the patients’ uneasiness and pain are not presented by 
both sources of media. In addition, topics differ between news media sources based on partisanship, and 
therefore cause divergence in readers’ framing. The method of text analysis and its strengths and weaknesses 
are explained, and an application for the teaching and researching of machine learning in medical education 
using the methodology of text analysis is considered. An educational method of machine learning in medical 
education is urgent for future generations.
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서  론
전문직의 변화에 관한 요청이 점차 거세지고 있다. 그 요청은 
최근 미국 대선이 보여주었고 전 세계적 현상으로 나타나고 있는 
반이성주의(anti-rationalism)의 물결과 더불어 한층 진보한 정보과
학이 이제 전문직의 자리를 넘보며 그 해체 가능성을 제시하는 데에
서 기원하는 것으로 보인다[1,2]. 의료인은 변화의 압력을 강하게 
받는 전문직 중 하나이다[3]. 인공지능이 의료 전문직을 대체할 수 
있는가를 논의하는 사이, 한국에서는 2017년 상반기 6개의 병원이 
왓슨 포 온콜로지(Watson for Oncology)를 도입했다. 변화에 대처
하기 위해서 요구되는 것 중 하나는 최근의 정보기술의 변화를 이해
하고 이를 활용하는 것이다[4]. 따라서 빅 데이터(big data)를 분석하
고 활용할 수 있는 기계학습(machine learning) 자료분석(data 
analytics)방법을 의과대학에서 가르치고 연구현장에서 활용하는 방
법에 관한 모색이 활발하게 진행되고 있다[5,6]. 하지만 현장에서 
이를 가르치기 위해서 해결해야 할 문제들이 있다.
빅 데이터 교육과 연구를 위해서는 학생들에게 기계학습방법을 
가르쳐야 한다. 기계학습이란 자료에서 컴퓨터가 학습하는 방법에 
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초점을 맞춘 통계학과 컴퓨터과학의 통섭적 학문이다[7]. 이것은 
대규모 자료에서 통계적 모형을 구축하는 것에서 출발하며 통계적 
기법과 대규모 자료의 취급 양쪽을 다룰 수 있어야 한다. 통계학은 
이미 의학 통계학에서 다루고 있으며, 기계학습에서 사용하는 통계
적 기법을 이 연장 선상에서 가르치는 것도 가능하다. 하지만 대규모 
자료를 수집하고 정리하는 방법을 가르치기는 쉽지 않다. 기존의 
통계학 교육에서처럼 같은 자료를 학생들에게 나눠주고 이를 처리하
는 방법은 수업 진행상 수월하지만, 학생들의 학업의욕을 고취하기
가 어렵다는 난점이 존재한다. 따라서 학생 각각이 자료를 직접 
수집하고 처리하는 방법을 가르쳐야 할 필요성이 있다.
이때 활용 가능한 자원으로 첫째, 공공기관이 제공하고 있는 공공
데이터가 있다[8]. 둘째, 신문기사나 인터넷 블로그(internet blog), 
소셜미디어(social media)의 텍스트(text) 자료가 있다. 후자는 이미 
사회학에서 여러 방식으로 분석이 시도되고 있으며, 국내에서도 관
련 방법론을 활용한 연구가 활발히 이뤄지고 있다[9,10]. 이런 텍스
트 자료의 분석을 교육에 활용하는 것은 여러 장점이 있다. 첫째, 
웹 크롤링(web crawling), 즉 인터넷에서 텍스트를 수집하는 방법론
을 교육하여 학생들에게 기본적인 컴퓨터 프로그래밍(computer 
programming), 자료수집 및 정리방법을 가르칠 수 있다. 둘째, 학생
들이 직접 관심주제를 선택하고, 현실의 자료를 직접 분석할 수 
있어 학생들에게 학습동기를 부여하고 의욕을 고취할 수 있다. 셋째, 
과거 분석이 어려웠던 비구조화 자료(unstructured data)인 텍스트 
분석방법의 교육을 통해 학생들이 자료분석에 관해 가지는 관점을 
넓힐 수 있다.
텍스트 분석방법에는 여러 가지가 있으며, 텍스트를 통해 상품이
나 영화 등의 평가점수를 예측하는 모형을 구축하는 감정분석
(sentiment analysis), 텍스트에 태그(tag)를 붙여 텍스트의 다면성을 
분석하고, 이것이 대상의 평가와는 어떻게 연결되는지 확인하는 양
상분석(aspect analysis), 미분류 텍스트를 분류하고, 분류된 결과의 
주제를 탐색하는 토픽 모델링(topic modeling) 등이 대표적이다
[11]. 본 논문에서는 ‘석면’ 키워드로 검색한 신문기사를 수집하여 
수집한 기사를 대상으로 하여 고급 토픽 모델링(advanced topic 
modeling) 분석을 진행한 결과를 텍스트 분석의 사례로 제시하고자 
하였다. 이 사례를 통하여 텍스트 수집과 분석과정을 살피고, 더불어
서 의과대학에서 기계학습방법을 교육할 방법을 고찰하는 것이 논문
의 목적이다.
먼저 기계학습 적용의 근거를 개괄하기 위해 대상과 방법 설정의 
이유를 설명하고 그 이론적 바탕을 살펴볼 것이다. 연구자는 과거 
석면공장이 있었던 지역에 거주하던 시민 중 석면으로 인한 질병인 
석면폐증에 걸린 환자 몇 명을 면담하였다. 면담과정에서 환자들이 
자신의 불편과 고통이 바깥에 잘 전달되지 않는다고 불만을 토로하
고 있음을 알게 되었다. 국내에서 석면을 다룬 서적은 한 권이 발간된 
바 있으며, 논문은 주로 중피종이나 폐증 등 관련 질환과 증상을 
다룬 의학 계열의 논문, 석면의 물리적, 화학적, 환경적 특성과 그 
처리법을 다룬 공학 계열 논문, 그리고 분쟁을 다룬 사회, 법학 계열 
논문이 주를 이룬다[12-15]. 학술논문은 전문적인 독자를 대상으로 
하므로 환자가 불만을 표한 것은 일반 독자를 대상으로 하며 사회적 
현실을 다루고 있는 뉴스매체이며, 따라서 환자는 뉴스기사가 자신
의 견해를 대변하지 않는다고 인식하고 있다고 가정하였다[16].
이 가정을 검증하기 위해서 지금까지 발간된 모든 신문자료 중에
서 석면을 다룬 기사를 찾아 그 중에서 환자들의 불편과 고통을 
다룬 기사가 있는지를 확인하는 방법을 상정할 수 있다. 기존에는 
석면을 다룬 기사를 모두 찾는다는 것이 불가능했고, 다 찾는다고 
해도 기사 전체를 확인하여 주제를 파악하는 것은 오랜 시간과 많은 
노동력이 필요했기에 해당 방법의 접근 가능성이 낮았다. 그러나 
컴퓨터를 통해 인터넷에서 기사를 자동으로 수집하고, 이것을 텍스
트 분석하는 방법은 비교적 간단하게 위에서 제기된 질문을 검증할 
수 있는 방법론을 제시한다[17,18].
따라서 처음에는 인터넷에서 관련된 신문기사 전체를 수집하고
자 하였으나, 인터넷에서 기사를 검색할 수 있는 것은 1990년 이후의 
기사뿐이다. 따라서 검색대상을 1990년 이후의 기사로 한정하였다. 
또한 단순하게 신문기사 전체를 모아 그 주제를 파악하는 것을 넘어 
신문사의 정파성과 시기에 따라 신문기사의 주제에 차이가 발생하는
지를 확인해보고자 했다. 신문이 세상을 보는 하나의 창이라면 그 
창은 세상을 보는 특정한 틀을 제시하고 있으며, 그 틀에 따라서 
같은 사실이 다르게 해석될 수 있다는 것, 그리고 그 틀은 정파성, 
즉 정치적 입장에 따라 크게 결정된다는 프레이밍 이론(framing 
theory)에 따르면, 석면이라는 현실을 신문이 제시하는 특정한 방식
이 존재할 것이며, 그것은 신문의 정파성에 따라 차이가 날 것이라는 
가설을 세울 수 있기 때문이다[19-21]. 따라서 정파성이 크게 드러
나며 시민들이 주로 구독하는 네 개의 신문에서 기사를 수집하기로 
하였다[22].
정리하자면, 본 논문은 석면 관련한 신문기사를 대상으로 한 텍스
트 분석방법을 통해 의학교육에서 텍스트 분석 및 기계학습방법을 
교육하기 위한 사례를 제시하고자 했다. 사례에서 검증하고자 하는 
가설은 두 가지이다. 첫째, 석면 키워드의 신문기사에는 환자의 불편
과 고통 주제가 잘 다뤄지지 않는다. 둘째, 신문의 정파성에 따라 
석면 키워드의 신문기사 주제는 차이가 날 것이며, 이것은 석면 
관련 현실을 다르게 조망하고 있을 것이다.
연구대상 및 방법
1. 데이터 수집 및 처리
1) 데이터 수집
1990년 1월 1일부터 2016년 11월 15일까지 제목 및 내용에 
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Figure 1. Formula of perplexity and rate of perplexity change.
석면이 포함된 신문기사로 보수적인 성향으로 분류되는 조선일보
와 중앙일보, 진보적인 성향으로 분류되는 한겨레와 경향신문의 
기사를 추출하여 연구대상으로 삼았다. 조선일보와 중앙일보의 
경우 외부 사이트에서 검색을 지원하지 않아 각 신문사 홈페이지에
서 웹 크롤링 기법을 통하여 수집하였다. 한겨레와 경향신문의 
기사는 한국언론진흥재단의 뉴스 빅데이터 분석서비스 페이지
(http://www.bigkinds.or.kr)에서 마찬가지로 웹 크롤링 기법을 통
해 수집하였다. 웹 크롤링 기법이란 인터넷 페이지(web page)를 
수집하여 그 중에서 관심 있는 내용을 추출하는 것을 말하며, 본 
논문에서는 Python의 Scrapy 패키지를 통해 자동으로 ‘석면’을 포함
하고 있는 신문기사를 수집하여 신문사, 제목, 보도 일자, 본문을 
추출하였다[23,24]. 이 방식을 통해 수집한 기사의 총수는 2,019개
였다. 이 중에서 검색되었으나 실제로 석면과 관련된 내용이 아닌 
기사 50개, 기간에서 벗어나거나 검색어를 통해서는 수집되었으나 
실제로 본문을 담고 있지 않은 기사 319개를 제외하였다. 결과적으
로 분석에 사용한 신문기사의 총수는 1,650개였다.
2) 데이터 전처리
텍스트 분석은 단어의 출현빈도에 따른 통계적 모형을 구축한다. 
한글은 어미에 결합하는 조사가 다양하며 동사의 활용형이 불규칙적
이다. 따라서 텍스트를 그대로 활용하지 않고, Python KoNLPy 패키
지(http://konlpy.org/ko/latest/)의 Twitter 품사 태거(speech 
tagger)를 활용하여 명사를 추출하였다[25]. 또한 의미가 명확하지 
않은 단어는 불용어(stop word)로 처리하여 분석에서 제외하였다. 
불용어로 처리한 단어는 ‘석면,’ ‘기자’ 등 모든 기사에 등장하는 
단어, ‘년,’ ‘월,’ ‘일’ 등 주제를 파악하는 데 도움이 되지 않는다고 
판단되는 단어, 의밋값이 명확히 드러나지 않는 ‘이,’ ‘등,’ ‘것,’ ‘및’ 
등의 단어이다. 
2. 데이터 분석
1) Latent dirichlet allocation 모델을 통한 주제 추출
본 연구에서 활용한 토픽 모델링 알고리즘(topic modeling 
algorithm)이란 여러 텍스트에서 반복적으로 나타나는 단어에 기초
하여 여러 문서에서 공통으로 나타나는 잠재적인 패턴(latent 
pattern)을 추정하는 것을 가리킨다[26]. 비슷한 주제를 가지고 있는 
텍스트는 비슷한 단어를 활용하여 기술하고 있을 것으로 생각할 
수 있다. 예컨대 폐렴, 질병, 항생제, 외과적 술식 등의 표현이 자주 
나타나는 텍스트는 의료 텍스트로, 축구, 골키퍼, 관중, 심판 등의 
표현이 자주 나타나는 텍스트는 스포츠 텍스트라고 볼 수 있다. 
그리고 예컨대, 심장내과 논문에는 myocardial infarction (MI)이 
많이 등장하지만, 신경외과 논문에는 잘 등장하지 않을 것이라고 
예상할 수 있으며, MI가 많이 등장하는 논문의 주제가 MI와 연결되
어 있을 것이라고 가정하는 것은 타당할 수 있다. 이렇게 텍스트의 
집합에서 자주 출현하는 단어를 그 집합의 특성을 반영하고 있는 
중심단어라고 본다면, 그런 단어를 모아 텍스트 집합의 주제를 구성
하는 것이 가능하리라는 가정에서 출발한 것이 토픽 모델링이다.
그 중 최근 가장 많이 활용되고 있는 latent dirichlet allocation 
(LDA)은 각 문서는 여러 개의 토픽을 가지고 있다고 가정하는 것에
서 출발한다. 이때 각 토픽은 여러 문서에서 반복적으로 나타나는 
단어의 집합이므로 일관성을 지닌다. 단, 단어의 묶음인 토픽이 가지
는 일관성과는 별개로 선정된 단어를 어떻게 해석할 것인지는 최종
적으로 연구자에게 달려 있다[27]. 본 연구에서는 의료인문학과 산
업의학을 전공한 세 연구자가 최종적으로 선정된 토픽 단어집합을 
해석하고 이를 비교하여 최종적으로 토픽의 제목을 결정하였다.
LDA는 텍스트에서 나타나는 토픽의 수가 선험적으로 주어진 
것으로 가정한다. 즉, 예를 들면 현재 텍스트의 주제가 10개라고 
주어지면, 알고리즘은 열 개의 주제를 탐색하여 결과를 제출한다. 
기계학습 일반에서는 모형의 조건(parameter)을 결정할 때, 예측모
형을 통한 예측값과 실제값의 차이를 나타내는 손실함수(loss 
function)로 평균제곱오차(mean squared error) 등의 값을 활용하
여 최적 조건을 결정한다. 하지만 텍스트 자료에서는 평균제곱오차
를 사용할 수 없어 문장 길이에 따른 복잡성 비교를 위해 계산된 
엔트로피 값을 단어 개수로 나눈 단어당 비트(bit per words)를 통해 
구한 혼란도(perplexity)를 활용한다. 최근 이 값을 통해 적절한 토픽 
수를 결정할 수 있다는 연구가 제시되고 있으며, 본 연구에서도 
Zhao 등[28]의 연구를 따라 혼란도 변화율(rate of perplexity 
change)을 지표로 사용하였다.
혼란도는 정보이론(information theory)에서 통계적 모형이 자료
를 잘 설명하는지의 정도를 평가하는 데에 흔히 사용되는 수치로 
낮을수록 더 좋다(Figure 1). 이 값에 기반을 두어 토픽의 개수 결정을 
위해서는 혼란도 변화율을 구간마다 계산하여 혼란도 변화율이 최초
로 최소화되는 값을 토픽의 수로 삼았다. 그 결과 일간지 기사에 
있어 토픽 개수에 따른 혼란도 변화율을 구하여 토픽 수를 6개로 
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Variable Press company No. of articles
Conservative (N=552) Chosunilbo 183
Chungang Daily 369
Progressive (N=1,098) Hankyoreh 663
The Kyunghyang Shinmun 435
Table 1. Distribution of news articles containing ‘asbestos’ in the title or
the body by press companies
Figure 3. Flow chart of the text analysis method applied in this study.
Figure 2. Rate of perplexity change for topic numbers in gathered news articles.
결정하고 모형을 구축하였다(Figure 2). 이때 변화율 곡선의 진행 
방향에 명확한 차이가 나타나는 지점, 즉 최소 변화율을 나타내는 
구간을 선택하였다.
2) 구조화 토픽 모델링을 통한 정파성 및 시계열에 따른 토픽분석
LDA 자체는 문서의 군집을 위하여 개발되었으며, 점차 대규모 
문서를 분석하기 위한 유용한 도구로 자리 잡고 있다[29]. 그러나 
토픽 모델링은 단순히 전체 문서의 토픽을 나열할 뿐이므로 결과에
서 도출할 수 있는 내용은 많지 않다. 따라서 토픽 모델링에 공변량
(covariate)을 결합하여 분석하고자 하는 시도가 있었다[30-32]. 
국내에서도 이를 통해 신문자료의 오피니언 마이닝을 시도한 연구가 
있었다[9]. 하지만 선행연구는 토픽비율에 대한 시계열적 분석일 
뿐 토픽구성과 변화에 공변량이 어떻게 영향을 미치는지는 보여주지 
못한다는 한계가 있었다. 최근 발표된 구조화 토픽 모델링
(structured topic modeling, STM)은 여기에서 한 발짝 더 나아가 
공변량을 직접 모델링에 결합하여 텍스트의 공변량이 토픽비율과 
내용에 영향을 미치는 정도를 분석하는 방법론이다[33]. 여기에서 
공변량이란 본 연구에서의 신문사나 보도일자와 같이 텍스트 자료 
각 항의 매개, 수치 변수를 가리킨다. 예컨대 신문사에 따른 토픽비율
의 차이를 확인하여 신문사가 해당 사건을 바라보는 관점의 차이를 
확인할 수 있다.
앞서 혼란도 변화율을 통해 결정한 토픽 수 6개를 사용하여 매체
와 보도일자를 공변량으로 활용하여 전체 기사를 대상으로 R 환경에
서 STM 패키지(http://cran.r-project.org/web/packages/stm/ 
index.html)를 통해 분석을 실시하였다[34]. 환자의 불편과 관련한 
토픽이 나타나는지, 그리고 각 매체의 토픽구성의 차이를 통해 프레
이밍의 차이를 확인할 수 있는지의 가설을 확인하기 위해 세 단계로 
분석하였다. 우선, 매체별 기사의 빈도수 차이를 확인하였다. 다음, 
매체와 시계열에 따라 토픽의 변화를 관찰하였다. 매체의 프레이밍
에 따라 토픽의 구성은 어떻게 변하는지, 그리고 시간에 따라 어떤 
차이를 보이는지 확인하였다. 이어서 이를 통해 진보매체와 보수매
체에 발표된 석면 관련 기사의 토픽구성을 비교하였다. 논문에서의 
분석과정을 요약하여 Figure 3에 제시하였다.
결  과
1. 제목 및 내용에 석면이 포함되어 있는 기사의 신문사별 분포
진보적인 매체로 분류된 주요 언론은 보수적인 매체에 비해 더 
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Figure 4. Topic proportion change by year. (A) Topic 2: topic proportion of topic 2 by year (asbestos detection in buildings and construction sites). (B) Topic 
4: topic proportion of topic 4 by year (carcinogen).
빈번하게 석면을 다루고 있었다(Table 1). 또한 정파성에 따라 기사 
수에 큰 차이가 있었다. 조선일보는 관련 기사 183건으로 석면 문제
를 가장 적게 다루고 있었지만 한겨레는 관련 기사 663건으로 석면 
문제를 가장 많이 다루고 있었다.
2. 자동화된 텍스트 분석을 위한 기사의 토픽 수 선정
6개의 토픽에 대해 토픽 브라우저(topic browser)를 통해 각각을 
조사, 개별 토픽을 결정하고 토픽에 제목을 부여하였다[26]. 토픽 
브라우저란 해당 토픽의 중심단어와 가장 관련성이 높은 텍스트를 
제시하여 토픽의 제목 설정을 용이하게 하는 제시법을 가리킨다. 
이를 통해 확인한 전체 기사의 토픽은 다음과 같다(Appendix 1).
각 토픽의 전체 문서에서의 비율을 표시하였다. 다음, 예시로 
토픽 1, 2와 최대 연관성을 보이는 문서를 도표로 표시하였다
(Appendix 2). 건물, 현장 석면 검출 토픽의 비율이 상대적으로 
높고, 나머지 토픽의 비율은 유사하였다. 사고 토픽의 경우 1994년 
발생한 삼풍백화점 사고 등에서 사고환경을 묘사할 때 ‘석면’과 ‘석
면 가루’가 언급되어 이를 다룬 다수의 기사가 포함되어 있었다.
3. 구조화 토픽 모델링 분석을 통한 언론사별, 기간별 기사 비교
다음, STM기법을 통해 언론사의 정파성 및 시기가 토픽의 비율에 
미치는 영향을 분석하였다.
1) 정파성이 토픽 비율에 미치는 영향
정파성이 토픽 비율에 미치는 영향을 보면, 진보매체는 토픽 1(환
경 문제), 토픽 2(건물, 환경 석면 검출), 토픽 3(석면 피해자)을 
더 많이 다루고 있었다. 반면 보수매체는 토픽 4(발암물질), 토픽 
5(생활제품 석면 검출), 토픽 6(사고)을 더 많이 다루고 있었다. 토픽 
1은 전반적인 환경 문제를 다루고 있으며, 토픽 4는 석면을 포함한 
발암물질 모두를 주제로 했다. 토픽 6은 사고를 주제로 삼고 있었는
데, 이것은 사고현장 등에서 석면이 유출되는 때도 있기 때문이다. 
이 토픽들은 직접 석면과 관련되어 있지 않는다는 점에서 진보매체
에서 석면을 더 많이 다루고 있다고 볼 수 있다(Appendix 3).
이 중에서 석면과 직접 관련된 토픽, 즉 건물, 현장 석면 검출, 
석면 피해자, 생활제품 석면 검출 토픽을 좀 더 집중적으로 살펴보았
다(Appendix 4). 토픽 2(건물, 현장 석면 검출)의 경우 진보언론에서 
더 많이 다뤄지고 있으며 건물, 철거, 슬레이트, 공사 등의 주제어가 
대두되고 있지만, 보수언론은 많이 다루고 있지 않으며 주로 교육, 
마을 등이 핵심어로 나타났다(Appendix 4A). 이에 기반을 둘 때 
진보언론은 공사현장의 문제를, 보수언론은 지역 교육시설의 문제
에 초점을 맞추고 있다. 또한 토픽 3(석면 피해자)의 경우 보수언론과 
진보언론의 어휘에서 두드러진 차이를 보였다(Appendix 4B). 보수
언론은 주민, 광산 등 환경 문제를, 진보언론은 암, 폐암, 피해자 
등 질병 문제를 중점적으로 다루고 있었다. 다음 토픽 5(생활제품 
석면 검출)를 살펴보면, 보수언론은 주로 화장품에서 석면 성분이 
검출된 것을 문제 삼고 있지만, 진보언론은 약품에서 석면 성분이 
검출된 것을 문제로 제시하고 있었다(Appendix 4C). 
위에서 확인할 수 있는 것은 다음과 같다. 첫째, 진보언론이 석면
을 더 비중 있게 다루고 있었다. 둘째, 보수언론은 실생활과 관련된 
토픽을 주로 내세웠지만, 진보언론은 공사현장, 질병 등 좀 더 사회와 
관련된 토픽들을 주로 다루고 있었다. 셋째, 보수언론과 진보언론이 
석면 문제를 부각하는 관점에 차이가 있음을 확인할 수 있다.
2) 시기 및 정파성이 토픽 비율에 미치는 영향
이어서 시기에 따른 토픽비율의 변화를 살펴보았다(Figure 4). 
토픽 1, 3, 5는 시기에 따라 유의미한 변화가 관찰되지 않았다. 반면, 
토픽 2(건물, 현장 석면 검출)는 1990년도에 거의 나타나지 않다가 
2015년에 가까워질수록 그 빈도가 증가하여 2015년에는 30%를 
넘어서고 있었다(Figure 4A). 반면, 토픽 4(발암물질)와 토픽 6(사
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Figure 5. Topic proportion change by year and partisanship. (A) Topic 2: topic proportion of topic 2 with interaction of time and politics (asbestos detection
in buildings and construction sites). (B) Topic 4: topic proportion of topic 4 with interaction of time and politics (carcinogen).
고)의 경우 1990년도에는 그 비율이 높다가 시간이 지나면서 그 
비율이 점차 감소하여 2015년에는 거의 비중이 사라졌다(Figure 
4B). 즉 1990년대 석면은 주로 발암물질의 하나로 사고현장에서 
노출되는 것으로 인식되고 있었으나 최근 들어서면서 점차 건축물과 
공사현장에서의 석면 검출이 중요한 문제로 대두되고 있음을 알 
수 있었다. 반면 석면 피해자나 생활환경에서의 석면 문제에 대한 
문제 인식은 시간에 따라 크게 변화가 없다는 점도 확인할 수 있었다. 
정파성과 시기가 동시에 토픽비율에 미치는 영향을 분석한 결과, 
토픽 1, 3, 5, 6에서는 경향성에 큰 차이가 없었다(Figure 5). 반면, 
토픽 2(건물, 현장 석면 검출)의 경우 위의 시계열분석에서 본 것처럼 
1990년대에는 모든 언론이 별로 다루고 있지 않다가 점차 증가하였
다(Figure 5A). 이때 진보언론이 이 토픽을 더 많이 다루고 있었다. 
또한 토픽 4(발암물질)의 경우 1990년대에 진보언론이 대대적으로 
다루었지만, 2015년에 가까워지면서 진보언론은 이 주제를 거의 
다루지 않고 있었다(Figure 5B). 반면, 보수언론은 적은 양이나마 
해당 토픽을 계속하여 다루고 있음이 관찰되었다. 위의 시계열분석
에서 확인한 것처럼 전체에서 이 토픽이 차지하는 비율은 감소한 
것으로 나타나는데, 그것은 보수언론의 기사량이 기본적으로 적기 
때문이다.
고  찰
본 논문에서 활용한 텍스트 분석방법은 표본자료를 통한 원자료
의 수치 추정이나 회귀모형 구축을 통한 변수의 설명력을 확인하는 
방식이 아닌 모집단 또는 그에 가까운 큰 규모의 자료를 수집하여 
자료를 가장 잘 설명할 수 있는 모형을 제시하는 것을 목표로 한다. 
물론 자료수집이 어렵고 측정기준 설정의 문제가 있는 의학자료 
전반을 대상으로 기계학습방법을 일반화하는 것은 어려우며, 오히
려 기존의 통계학적 방법이 더 타당한 결과를 제시할 수 있는 영역이 
많다는 주장이 제기되고 있다[35]. 하지만 빅 데이터를 통한 접근이 
의학에 가져올 이점에는 여러 가지가 있으며, Murdoch과 Detsky 
[36]는 빅 데이터가 새로운 지식의 생산, 지식의 보급, 시스템 생물학
과 병원자료의 통합을 바탕으로 한 정밀의학의 활용, 환자 측면에서
의 정보 확대가 의료전달을 혁신할 것이라고 보았다.
먼저 연구사례를 통해 두 가지 가설을 검증할 수 있는지를 검토해
보자. 첫 번째 가설인 환자의 불편, 고통에 관한 주제가 나타나는가에 
있어 토픽 3이 석면 피해자를 다루고 있으나 세부적으로 볼 때 질병
과 소송, 환경을 중심으로 구성되어 환자의 고통이나 불편에 관한 
주제는 잘 드러나고 있지 않음을 확인할 수 있었다(Appendix 4). 
다음, 정파성에 따라 토픽의 차이가 나타나는가에 관해서는 결과 
3에서 확인한 것처럼 명확한 차이를 관찰할 수 있었으며, 이것은 
정파성에 따라 같은 현실이 다르게 제시된다는 프레이밍 이론의 
주장을 시각화하여 보여주는 하나의 사례가 된다. 결과 2와 3에서 
확인할 수 있는 것처럼 정파성에 따라 신문은 석면이라는 같은 현실
을 서로 다른 모습으로 형상화하고 있다는 점이 나타난다.
두 번째 가설을 구체적으로 살펴보자면 우선, 언론의 기사 수 
차이에서 보수적인 언론은 석면을 덜 언급하는 방향으로, 진보적인 
언론은 석면을 많이 언급하는 방향으로 석면 문제에 접근하고 있었
다. Kim과 Cheong [22]의 국정원 민간 사찰 의혹과 민간인 사찰 
주장에 대한 언론보도 연구에 따르면, 매체는 정파성에 따라 의도적
으로 사건을 배제한다. 다시 말하면 정파성에 따라 신문매체가 특정 
주제를 다루는 빈도가 달라진다는 것이며 같은 결과가 석면 기사에
서도 관찰됨을 확인할 수 있었다.
다음, Lakoff [19,20,37]는 인지이론과 신경과학에 기반을 두어 
사건을 제시하는 틀, 즉 ‘프레이밍’에 따라 사람들이 다르게 반응하
며, 그것은 도덕적 기반에 호소한다고 주장하였다. 한국에서는 보편
복지와 선별복지에 호소하는 ‘무상급식’과 ‘선별급식’의 프레이밍
이 논란이 된 적이 있다. Lem [38]은 보수, 진보신문의 무상급식 
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논쟁 프레이밍을 분석하였으며, 담론유형에 기초하여 보수와 진보
언론의 대항 담론 6가지를 파악하였다. 여기서 담론이란 믿음과 
견해의 언어적 재현일 뿐만 아니라 권력의 반영이자 그 구현이다
[39]. 그러나 Lem [38]의 연구는 담론유형을 미리 선정하고 선정된 
담론을 대표할 수 있는 기사제목이나 표현, 은유를 찾아보는 방식으
로 접근하였으며 이것이 적절한 분석방법이라고 보기에는 의문의 
여지가 있다. 담론유형의 선정 이유, 그리고 선정된 담론이 과연 
신문기사에 얼마만큼이나 드러날 것인지에 관한 분석이 제시되지 
않았기 때문이다.
본 논문의 사례는 진보언론이 사회적 담론을, 보수언론이 실생활
과 관련한 담론을 제시하고 있음을 관찰하였으며, 자료를 검토하기 
전 미리 선정한 담론유형이나 프레이밍에 맞춰 기사를 재단하는 
것이 아니라 자료 내에서 담론을 찾아내며, 그것이 진보와 보수의 
견해 차이에 따라 어떤 식으로 차이를 나타내는지 시각화하여 제시
하였다는 데에서 그 가치가 있다. 또한 기존 연구에서 제시한 견해가 
석면 기사에서도 같이 나타나는 것도 확인할 수 있었다. Feinberg와 
Willer [40]는 환경에 관한 태도가 정파성에 따라 차이를 보이며 
진보는 보수보다 피해와 돌봄(harm and care)의 도덕적 축에 영향을 
더 많이 받는다고 보고하였다. 본 사례에서도 진보언론에서 현장과 
질병의 담론이 더 두드러지게 나타나고 있음을 확인하였다. 반면 
보수언론은 개인적 측면에 더 가까운 교육, 환경, 화장품 등을 담론의 
축으로 삼아 석면을 제시하고 있었다.
이 연구방법론으로 검색 가능한 모든 신문기사를 모아 분석할 
수 있다는 것은 결과의 타당성을 보강하기는 하나 신뢰도를 검증할 
필요가 있다. 즉 사례의 연구결과의 보강을 위해서는 두 분류로 
수집한 기사를 독자에게 제시하는 방식에 따라서 그들이 석면에 
관해 가지는 의견이 어떻게 변화하는지 확인할 필요가 있다. 프레이
밍이 환경에 관한 의견이 미치는 영향을 검토한 기존 심리학적 연구
에서 활용한 평가방법을 도입하여 추가적인 연구를 진행하는 것이 
필요할 것으로 보인다[40,41].
이렇게 텍스트 분석, 특히 토픽 모델링은 관심 주제의 텍스트를 
대량으로 수집한 경우 이를 효과적이고 빠르게 분석하는 방법을 
제시하여 기존 연구방법에서 분석하기 어렵다고 느껴졌던 문제를 
탐구해볼 수 있는 길을 제시한다. 이것은 특히 의료와 관련된 사회적 
문제나 수치로는 표현하기 어려웠던 의료적 현실을 연구하고 이를 
시각화하여 제시할 수 있는 방법론을 제시한다는 점에서 강점을 
지닌다. 또한 텍스트 관련 연구를 수행하면서 기존의 질적 연구가 
지니는 난점, 즉 의료 관련 연구를 진행하기 위한 재원의 한계, 기획 
및 수행에 필요한 기술, 시간, 노력의 양, 능숙한 연구자의 부족과 
같은 문제 제기에 대한 대안을 제시할 수 있을 것으로 보인다[42,43].
처음 질문으로 돌아가서 이 방법을 의학교육현장의 기계학습교
육에 활용할 수 있는지를 살펴보자. 서두에서 제시한 것과 같이 
의학교육에서 기계학습을 가르쳐야 할 필요성은 시급하나, 학습에 
필요한 자료와 기계학습모형을 찾기 어려우며, 학생들이 흥미를 느
끼고 자신의 연구를 수행할 수 있는 연구방법을 제시하기 어렵다는 
난점이 존재한다. 본 논문에서 제시한 연구사례를 의과대학에서의 
데이터 과학교육에 응용하여 상기의 문제를 해결할 수 있을 것으로 
보인다. 텍스트 분석은 학생들에게 기계학습이 전통적인 통계학과
는 다른 비정형 자료나 대규모 자료를 다룰 수 있음을 보여준다. 
또한 본 논문의 사례에서 제시한 방법론은 학생들이 사회 의학적 
가설을 설정하고, 데이터 분석을 통해 연구를 시도할 가능성을 제시
한다. 더불어 학생들이 자신의 문제를 설정하고, 직접 자료를 구축하
며, 직접 모형을 만들어볼 수 있으므로 학생들의 참여도와 이해도가 
높아질 것으로 기대해볼 수 있다. 또한 단순한 통계 패키지 활용법 
교육뿐만 아니라 어느 정도의 프로그래밍 기법에 관한 이해가 필요
하므로 학생들에게 최근 요구되고 있는 코딩 및 알고리즘(coding 
and algorithm) 교육을 위한 접근법으로 활용할 수 있다는 장점을 
지닌다.
이 논의가 가지는 함의는 의학교육에서 학생들이 의료적 문제를 
바라보는 방식에 관한 심도 있는 논의를 촉진할 수 있다는 것이다. 
앞서 언급한 것처럼 본 연구의 사례에서 활용한 토픽 모델링은 그동
안 데이터 과학에서 다루기 어려웠던 비구조화된 자료의 하나인 
텍스트를 처리하는 방법을 제시한다. 이 방법론은 의학교육의 실제
에서 적용 가능성을 지닌다. 의학교육현장에서 최근 글쓰기와 성찰
기록이 강조되면서 학생들의 서술자료를 분석할 방법이 요청되고 
있다. 진료현장에선 의료진이 기록한 전자의무기록(electronic 
medical record) 등의 전자문서를 분류, 분석, 처리하는 방법에 관한 
연구가 필요하다. 또한 환자와 의료진 각각이 인터넷 공간에 남긴 
진료현장과 질병의 현장에서 일어난 일, 겪은 일에 관한 기록을 
분석하여 의료경험을 확인할 수 있다. 신문과 방송매체는 의학을 
둘러싼 여러 사건을 전달하며, 여기에서 생성되는 수많은 문서는 
의학과 의료를 이해하며, 환자와 의사를 둘러싼 질환과 사회를 해석
하는 데에 있어서 필수적인 자료가 된다.
그러나 지금까지는 이런 텍스트 자료를 분석하기 위한 적절한 
도구가 없었기 때문에 이를 다루는 데에 어려움이 있었다. 질적 
연구를 통해서 분석할 수 있지만, 숙련된 연구자만이 수행할 수 
있다는 접근성의 이슈는 의학과 질적 연구 모두에 관한 심도 있는 
지식을 갖춘 연구자가 드물다는 문제를 제기하고 있다. 또한 현 
의학교육환경에서 질적 연구와 같이 수행에 많은 시간이 드는 연구
방법을 학생들에게 가르치는 것은 현실적으로 한계가 있다는 문제도 
존재한다[44]. 본 연구사례에서 활용한 연구방법론은 시간과 처리방
법의 문제로 그동안 접근하기 어려웠던 문서를 빠르고 간략하게 
정리하며, 그 결과를 다른 수치와 결합하여 분석의 자료로써 제시한
다. 이 방법론을 통해 텍스트 자료를 더 폭넓게 이해하여 의료적 
문제의 사회적, 문화적 차원을 검토할 수 있는 토대를 제시할 수 
있다.
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데이터 과학의 물결이 사회 각 영역과 전문직의 변화를 요구하는 
현실에서 의학교육은 데이터 분석방법론을 가르쳐야 하고, 의료 전
문직은 의료현장에서 활용할 수 있는 데이터 분석기법에 관한 연구
를 수행해야 한다[45]. 의료인이 빅 데이터와 보건정보학(health 
informatics)에 관한 지식을 갖추는 것은 단지 의료인의 생존뿐만 
아니라 환자와 보호자, 더 나아가 사회 모두를 위한 일이 될 것이다
[46]. 기계학습을 통한 예후 예측의 향상, 일부 의료작업의 대체, 
진단 정확성의 개선이 의료를 크게 변화시킬 것이라는 예측이 제시
되고 있다. 물론 진단의 모호함, 의료자료 처리의 한계, 기계학습을 
통해 구축한 모형의 검증 필요성은 이 변화의 속도를 늦출 것이다. 
의료에 직접적인 영향을 미칠 때까지 아직 시간이 남아있는 지금, 
미래의 주역이 될 의과대학 학생들에게 기계학습 관련 교육을 위한 
적절한 방법론을 논의해야 한다.
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Appendix 1. Vocabulary associated with all topics of articles in selected newspapers (topic number=6)
Appendix 2. Differences in topic proportions and examples of topics
A B
(A) ?????????. (B) ???????????(???1, 2). topic 1 (environmental problem) and topic 2 (asbestos detection in building and construction site).
Appendix 3. Differences in topical coverage by rating, based on the media partisanship 
Lines indicate 95% confidence intervals.
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Appendix 4. Graphical display of topical perspectives, based on the partisanship
A B
C
(A) ???2(??, ????????). (B) ???3(??????). (C) ???5(??????????). Topic 2, topic 3, and topic 5 are presented.
