Abstract-Assembling suitable groups of fighting units to combat incoming enemy groups is a tactical necessity in realtime strategy (RTS) games. Furthermore it heavily influences future strategic decisions like unit building. Here, we demonstrate how to efficiently (offline) solve the problem of finding matches for the current enemy group(s) based on self-organizing maps (SOMs), powered by a simple evolutionary algorithm. The concept is implemented and thoroughly experimentally investigated in the RTS game Glest. We show that the offline learning is reliable and can be sped up considerably by employing a very simple substitute objective function instead of game simulations, making it a nearly universal, simple, and transparent technique.
I. INTRODUCTION To be fair, and thus interesting, strategy games have to be thoroughly balanced. The easiest way to achieve this is by providing every player with identical options. The available unit types are especially interesting for the strategy. Usually, the quality of a strategy heavily depends on the strategy of the current opponent. With the change of the opponent's strategy, the optimal strategy will change. In such a situation of intransitive superiority (see fig. 1 ), a global optimum is not present due to the fact that there is no partial ordering of the strategies. So, there is no point in trying to globally optimize a strategy. Instead, a good game AI shall adapt to the strategy of the (human) opponent, leading to better performance and to a more believable AI at the same time, as this is what human players also do. One important part of the strategy is unit group matching. It has two direct tactical uses, and a strategic one.
• Tactical attack: If an enemy base or unit group shall be attacked by the AI, and some information about the defenders is available, it is favorable to bring enemy units that perform well against them (e.g. A beats B in the scenario of fig. 1 ).
• Tactical defense: In case the AI is attacked, possibly by multiple enemy groups, it makes sense to send the available units against the enemy units they can beat first, before they are annihilated by units they cannot tackle.
• Strategic build: On a strategic layer, the unit build process-and thus also the exploration of the tech tree, including buildings-shall take into account information about the favored unit types of the adversary. Whereas for the latter use, data must be gathered and accumulated on a longer time scale, the tactical decisions have to be taken ad hoc, or with a very small time lag. In most RTS games, the 'fog of war' hides attacking enemy units until they are already very near to own units or buildings, so that an AI may not use valuable seconds thinking over possible answers. One way to circumvent the need for fast decisions would be to cheat, so that the AI gets the information earlier. But, as we show here, this is usually not necessary, as appropriate solutions to the anti-group selection problem can be learned offline and then employed by a simple lookup procedure. Furthermore, the learning process itself is quite fast as our technique does not even need game simulations but performs well with a properly chosen very simple substitute objective function. In the following, we concentrate on the tactical defense scenario. However, the two others may be treated analogously.
We address the anti-group selection problem by incorporating a self-organizing map as a filter into the AI. The major advantage of this approach is transparency: Resulting maps-as e.g. opposed to standard artificial neural networks (ANNs)-allow for a meaningful visualization, the maps can be understood by humans. They are not black boxes what may facilitate the application of this technique also by non-CI experts.
In this work, we use Glest, an open source RTS, for investigating and demonstrating the suitability of our approach. Glest has been used as a test bench for several CI methods before [1] . The game provides a configurable intransitive superiority relation of the different unit types by employing a damage multiplier table. It is used to compute the actual damage inflicted by an attack of a specific unit type onto another by modifying it according to the armor type the defending unit is equipped with. The default multipliers for the damage are given in table I.
The following sections first introduce Glest and its strategic options in §II, SOMs and their use in our context in §III, a substitute objective function to be used instead of simulations of the game in §IV and related research in §V. The experiments are described in §VI and conclusions are drawn in §VII. 
II. GLEST
Glest is an open source RTS game published by Figueroa et al. [2] . While this work is based on version 2.0.1, Glest version 3 has been released with an improved gameplay and balancing. Therefore some of the observations shown here might not be relevant to the new version.
The game is settled in a fantasy medieval world. The players can choose to control either a magic or a tech faction. Both factions feature several unit types, buildings and enhancements. While the game also has other aspects like resource harvesting and building, this work only deals with battle situations, and only with combat units of the tech faction. Basic unit types are archers and swordmen, both armored with leather. Armored swordmen are slower than the two mentioned, but possess a plate armor. Horsemen are equally well armored and much faster. The technician, a weak unit, is prerequisite for all following units. The catapult is slow, but deals a high damage. The battle-machine is very versatile, being the only unit that has a short-and a long-range weapon. At last, there are two flying units: The airship, a kind of bomber, and the ornithopter. All units that are constructed by technicians feature a wooden armor. Archers and battle-machines are the only ground units that can attack flying units. The units take up different resources and usually become available in the mentioned order during the game. This complex setting provides the base for a variety of strategies.
III. SELF-ORGANIZING MAPS FOR UNIT SELECTION
The Self-Organizing Map (SOM) was conceived by Kohonen [3] in 1982. A SOM maps a high-dimensional data space to a low-dimensional, usually 2-dimensional map space combining the goals of visualization and dimension reduction of complex data sets. SOMs are topology-preserving maps, i.e. while mapping the data from the input space to the map space they consider the underlying structure of the data and attempt to obtain the topological relationships. Nearby elements of the input space are also close to each other in the projected map space. Consequently a SOM creates a map of regions of similarity by grouping similar data.
The SOM consists of a set of nodes, which are arranged in a discrete lattice defining the topology of the map. Different topologies exist such as rectangular or hexagonal arrangements of nodes. In our case we defined a toroid-shaped lattice by connecting opposite edges of the map. Each node i of the lattice is associated with a randomly initialized reference or weight vector Wi = (Wil,Wi2, . .. ,Win)T ERn. The dimension n of the weight vectors correspond to the dimension of the input vector. The input vector x = (fll f2, ... , fn)T specifies the distribution of unit types over an opponent's army. Likewise, the weight vectors Wi represent a mix of the defending player's unit types.
Basically the learning algorithm conforms to the original algorithm devised by Kohonen [3] . In each iteration t an input vector x is randomly drawn from the data set using a desired probability distribution over the input space. While traversing the SOM's nodes the distance between the input vector x and each node's weight vector Wi is calculated. The applied distance measure can be an arbitrary function that takes two objects as input and returns a scalar value like the Euclidean distance. The node with the shortest distance to the input vector, thus the node that matches the input vector best is called the best-matching unit (BMU). The BMU's weight vector is manipulated to approximate the input vector even further. Nodes within a defined radius r around the BMU are being adapted as well. The influence f. of the adaption is defined by a Gaussian curve having its center at the BMU and making it fall off with increasing distance to the BMU. The neighborhood size shrinks with increasing iterations. The learning process will finally terminate after a certain number of iterations is reached.
Operation of the SOM just works by looking up the BMU in the same way as during training, but without the step of manipulating the nodes. The found BMU (and its neighborhood) deliver information that may then be processed further.
IV. SUBSTITUTE OBJECTIVE FUNCTION Usually, SOMs are used in conjunction with a (weighted) Euclidean distance. A specialty of our work is the development of a non-standard distance measure for this purpose. It is designed to relate to suitability instead of similarity. Consider for example the following situation: During the game, the AI gathers the information that the opponent is about to attack with a certain group of units E. A part of the problem to find the optimal defending group is the question: How successful would be a certain group U that is facing the attackers? Of course, this could be answered by a simulation of the upcoming battle in the game. Such a function is implemented by starting the battle between the two groups in the game. The simulation ends when one party is defeated or after 5,000 game cycles elapsed. While PE and Pu denote the fractions of surviving units from the attacking and defending groups, the outcome is measured as (PE -pu) -+ min! at the end of the game. The optimum of this function is -1.0, which means that all attacking units have been eliminated, while all defending units survived. There likely is not enough time to run a simulation during the game. So, to keep the computational costs low, we developed a substitute objective function f(E, U) based on our knowledge of the properties of the game's units. The function returns a score of a group U against a hostile group E. In our example situation, E is the attacking group and U is the AI's defending group. In our setup, U is retrieved from the AI's memory, the SOM. 
Obviously, the function does neither take costs like time and resources, nor features like speed, hitpoints and attackstrength into account. Finding an optimal group under these additional constraints would be a highly multi-criteria problem that is not covered by our approach. So, the objective function only considers aspects that characterize the relative strength of units. Preliminary experiments showed that else only the most expensive units would benefit.
As described in section III, it is necessary to adapt defending groups to the attacking ones in the learning process. While this is a trivial task with Euclidean distance, we need to optimize the substitute objective function. Here, a (1 + 1)-EA carries out the optimization of the defender's mix of units. An introduction to evolutionary algorithms (EA) is given by Beyer and Schwefel in [4] . Incorporating an EA into a SOM has already been proposed by Kohonen [3] , [5] .
The influence £ of adaptation is controlled by the number of objective function evaluations. Every time the BMU is found during the training, the EA is being run for l £ . 10 J function evaluations. £ is 1.0 for the BMU and falls off with increasing distance. Mutation is carried out on the real number representation of the groups, by shifting a certain amount between two randomly drawn unit types. The amount that is being shifted is determined by a normal distributed random variable with mean 0.0 and variance 0.05. The mutation-strength can be seen as analogy to the learning rate often used with a Euclidean distance.
V. RELATED RESEARCH Some attempts have been made to produce RTS players that are capable of adaptive behavior. Louis et a1. [6] , [7] combined EAs with memories to produce strategies online in the game. While only trained offline in this paper, our SOM could serve this purpose, too. In their setup the EA performs the exploration of new plans, while the memory delivers previously successful plans to speed up the search. Like in the SOM, solutions are retrieved from the memory with a distance measure. Louis et al. only implemented a distance measure based on the Hamming distance of the solution's genotypes. Detecting the opponent's grouping behavior is a subproblem of opponent modeling, which has been addressed by Spronck et al. [8] as well as knowledge acquisition in RTS games in general [9] . We divide the experimental investigation of the suggested technique into three different experiments. An initial proofof-principle test shall demonstrate its general viability. Using an artificial setting that clearly deviates from standard Gle st, it is easy to test if the desired output (in terms of a recommended unit group) is indeed attained. To support our assumption that SOM training by means of a simple substitute objective function instead of simulations is reasonable, we then investigate the correlation between these two data sources. In a third experiment, we apply our technique to the anti-grouping problem in standard Glest, also investigating the proper parametrization and the parameter robustness of the SOM training process.
The reports on the received results adhere to the suggestion by Preuss [10] . They are thus subdivided into seven parts, namely research question, preexperimental planning, task, setup, results/visualization, observations and discussion. This division is inspired from experimentation in the natural sciences and was first suggested (for EA) for experimenting in the framework of sequential parameter optimization of Bartz-Beielstein [11] . It demands the author to think about the tackled questions and the employed means before the experiment is carried out and to report the results in a structured, easily accessible way. Experiment 1: Proof-of-principle; does the SOM generate the 'right' results in a simplified scenario? Preexperimental planning: According to the intransitive superiority principle, we designed a simplified scenario (balanced factions) with only three unit types employing the damage multipliers given in tab. II. In-game experimentation confirmed that this leads to the desired behavior. For each of the three unit types, there is one favored counterpart performing best. Task: By applying a full factorial design over the SOM parameters, a good SOM configuration shall be determined, accompanied by a parameter effect estimation. A parameter is only considered as important if the result set for one level significantly (p < 0.05) differs from the set for the other level in a Wilcoxon rank sum test (also U-test), likewise for the two-parameter interactions. For a well configured SOM, we require an average BMU fraction of at least 90%, compared to the optimal answer (homogeneous test cases with only one unit type). Setup: We perform a full factorial design over extreme parameter values for the number of nodes on each axis
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of the SOM (dimension), the number of learning steps (iterations), the allowed unit number (unit), the number of learning patterns (always 3 in the homogeneous case), and the attacker group type, according to tab. III. Note that high unit numbers primarily increase the accuracy of the SOM, as it only uses fractions internally. For each configuration, the SOM is repeatedly trained 10 times and the resulting substitute objective function value is averaged over all (3) fig. 2 and only the significant interactions in fig. 3 . The BMU detection frequencies are given in tab. IV. Observations: It is no surprise that increasing the SOM size and the numbers of iterations and units leads to better performance. However, the number of patterns seems to play no role at all (or 100 is already sufficient), and strangely enough, training with only homogeneous patterns is better than with mixed patterns. The interactions behave as ex- pected, all combinations of the important factors also produce strong interactions. Overall, the effects are not very strong (about 6% maximum difference between best and worst). The BMU detection frequencies are all relatively high, even for the small SOMs with less training iterations. However, here the variance is quite large, being much smaller for large SOMs with more training iterations. Discussion: The balanced scenario is easy to learn, and even the small SOMs cope with it acceptably (note that a SOM size of 2 x 2 is minimal as we have 3 unit types). We can only speculate why the performance with homogeneous test patterns is better than with mixed ones. A possible reason could be the reduced level of randomness: Homogeneous patterns may provide clear and stable guidelines, whether mixed patterns vary a lot. Deterministic training data seems to support learning here. Concerning the BMU detection frequencies, the weaker results for small SOMs presumably stem from conflicts between neighboring nodes. The small SOMs often learn only two of the three optima. Additionally, large SOMsinitialized randomly-also have a head start because it is much more likely that already near optimal defense unit vectors can be found in 256 trials than in 4.
Overall, both results show that the SOM is reliable and easy to handle: It can be successfully trained with (few) homogeneous patterns, and even if the important parameters (size, iterations, and units) are set badly, performance decreases only gradually.
Experiment 2: Does the substitute objective function properly represent simulation results on the real game?
PreexperimentaI planning: Different variants of the objective function as presented in §IV had been tried, and of the ones that intuitively gave the impression of performing well, we chose the simplest one. Task: We apply Kendall's rank correlation test to paired samples of simulation and substitute function results (Ho is that both data sources are indistinguishable) and expect a pvalue of at most 5%. The computed correlation value should be positive and in the order of 0.5. Setup: We do not test with completely random attacking groups, as this situation would almost never occur in a concrete game (at least not while playing against humans). Instead, we generate only homogeneous or 2-type mixed attacking groups of size 10 each. The defending group is drawn randomly from all unit types, also containing 10 units (allowing randomness here makes sense as the composition of the defending group is the search space of the SOM). Much larger group sizes are infeasible for simulation as simulation time grows super linearly in unit numbers. We restrict our tests to tech level 3 (9 types; see expo 3) which provides the largest search space for the SOM. When succeeding here, we assume that tech levelland 2 can also be modeled by the substitute objective function. ResultslVisualization: Table V provides correlation estimates and the associated p-values of the tests, fig. 4 gives a visualization. (damage values are partly random). We may interpret that as a quality indicator of the substitute objective function. Despite the noise in simulation data, the correlation is approximately on the required level. Applying other rank correlation metrics (e.g. Spearman) even leads to slightly higher values. The test values clearly state that the null hypothesis (no correlation) should be rejected. We deduce that the substitute objective function is sufficient for SOM training, and that due to its deterministic nature, it may be even better to use this function than to learn via simulations. Another interesting revealed fact is that there are very many good answers to a specific attacker group. Obviously, it pays off to send different troops into a combat than used by the aggressor.
Experiment 3: Do the SOMs perform well in a more complicated real game setting?
Preexperimental planning: Our first experiments with the full unit set resulted in SOMs clearly favoring air units. Thus, we partitioned the units from standard Glest into three levels. Tech-Level 1 is similar to our balanced faction from experiment 1 plus the armored swordman (but with the original damage multipliers). It consists of archer, armored swordman, horseman and swordman. Tech-Level 2 adds battle machine, catapult and the technician to Level 1 whereas the air units airship and ornithopter are added in Level 3. This is consistent with the game flow, as these are the 3 sequential phases usually experienced in Glest. All level 1 units can be built in the barracks, whereas the air units require air bases which cannot be established by the builders but only by technicians. So we do not only get three levels of difficulty as test cases for the SOM, but also 3 different types of SOMs which may each assist a Glest AI in the sequential game phases and be switched as new units become available. Task: Again, we strive for finding the significant main and interaction effects of the SOM configuration as in exp 1.
We aim for obtaining information about the robustness of the parameter settings in expo 1. For being robust, we demand that the parameter recommendations from expo 1 are suitable for expo 3 also, or vice versa, so that at least one robust parameter setting exists. Additionally, we measure the SOMs performance by comparing its suggested defense group against the precalculated, optimal solutions obtained from total enumeration. The SOM, if properly configured, should reach at least 90% of the optimal score on average. Setup: In order to obtain reference values for comparing the SOM performances on the substitute objective function, we enumerated the search space for each tech-level to obtain optimal defending groups for homogeneous as well as for 2-type-mixed attacking groups of size ten. For these more complicated game situations, we have no means to otherwise obtain the optimal answer of the SOMs as by optimization. For expo 1, the scenario had been constructed in a way that the optimal answer was obvious. As the worst substitute objective function values-O stands for a draw-are around 100 (see fig. 4 , smaller is better), we compute the relative quality of a SOM answer after formula 3. We perform 31 repeats for each SOM configuration to get an impression of the underlying distributions.
The overall setup for the SOMs is the same full factorial design as in expo 1. ResultsIVisualization: Figures 5 to 8 document the measured main effects for tech levels 1 to 3 and the 2-factor interaction effects tech level 2. For tech levels 1 and 3, only one weak interaction was detected. Table VI shows the average relative answer qualities of 2 different SOMs for tech level 3, before and after training. The SOMs are tested on all 9 homogeneous and all 36 2-unit equally shared mixed attacker groups. This is also visualized in more detail in fig. 9 Observations: In tech levell, the pattern structure effect is remarkably strong, which is interesting as the level is not much different to the balanced scenario, where the effect is of minor importance. The other effects are slightly weaker than for the balanced case. In level 2, the SOM size and iterations effects take over again, and the overall effect sizes increase to a difference of about 10% between best and worst. Level 2 is the only scenario with several significant interactions, lead by two interactions of the iterations parameter. The iterationspattern structure effect means that low iterations/mixed plus high iterations!homogeneous is much worse than the two other combinations. This is probably due to the fact that large iteration numbers are not that important for homogeneous patterns than they are for mixed ones. But the overall interaction effect strengths are much lower than the main effect strengths, as in tech levelland 3. For tech level 3, the SOM size and iterations effects are already very dominant and their absolute values are very high, leading to a 20% relative difference between best and worst configurations.
The well trained large SOMs approximate the optimum nearly perfectly, whereas the smaller SOMs barely reach 80% of the optimal substitute objective function value. Interestingly, the random (untrained) SOMs also reach relatively high qualities, although they stay well below the trained SOMs. Training-in our context equivalent to applying an optimization-undoubtedly has an effect. Discussion: Regarding to the sought good and robust parametrization of the learning process, we can state that the parameter effects are nearly never contradictory, only their strength varies. For the more demanding scenarios with more unit types, a larger SOM clearly is an advantage, accompanied by a larger number of training iterations. Applying only homogeneous training patterns is an advantage for the simpler scenarios, whereas it loses its importance for the more complex ones. Summarizing, one may always set the SOM size, iteration and unit numbers to high values, and train only with the homogeneous patterns. The low effect of the training patterns for tech level 3 could be interpreted as difficulty to produce meaningful mixtures with many unit types, too many of the randomly created patterns may be unreasonable and can thus not support the learning process. The comparison of the relative quality reached by different SOMs over the whole spectrum of 45 test cases for tech level 3 indicate that the large, trained SOM is clearly superior to its small and untrained counterparts, and shows little variance, making it very reliable. In some cases, the optimal defending group has not been attained. Here the EA based optimization may not be strong enough and may be developed further. However, the big picture is that the given answer is quite close to the optimal one.
To clarify what the SOM actually learns in terms of suggested defense unit groups, we additionally plot the highest rated unit type for each SOM node in three subsequent learning states for a well configured SOM on tech level 3 in fig. 10 . Only few unit types remain after 1,000 iterations, and most nodes favor air units (ornithopters and airships). The domination of these air units for tech level 3 could have several reasons. Firstly, it may of course be intentional as the more advanced units shall be stronger. Adding to this, we completely neglect cost and speed and many other unit attributes in our substitute objective function, which may compensate for unbalanced attack strengths in the game. Secondly, the majority of unit types has only short-range attack skills, which reflects in the training patterns. Air units have the advantage that they cannot be attacked by short-range units. So, ensuring that skills and features are uniformly distributed in the training patterns might help. Another alternative would be to record group constellations from playing humans and to use this data as training input. Thirdly, incorporating cross validation into the training process could be helpful, too.
VII. CONCLUSIONS SOMs support a structured, content-addressable storage of information. They can be trained offline during the production of a game and remain static while playing. Training a SOM is a matter of few minutes even for the largest investigated configurations, and this time can probably even be reduced when training only with homogenous patterns, as our experiments indicate. These homogenous patterns are canonical, so that there is no specific information or experience to gather before starting the learning process. The suggested parametrization is robust and works well on all tested settings.
Even if different conditions (different unit types due to upgrades or new buildings) can occur within a played game, matching SOMs for them can be pre-produced, so that game AI just has to switch between them. This may be an important advantage for game producers who have to make sure that the game AI is stable and behaves as intended. SOMs also do not impose restrictions on how to use their information. So they could be combined with rule-based systems which still prevail in commercial games.
As shown in this work, it is simple and effective to enhance defending group selection (anti-grouping) in the game AI by means of SOMs. However, there are more possible uses, e.g. the tactical attack and strategic build decisions which may be supported by a similar approach, as outlined in the introduction. Furthermore, SOMs are easy to visualize, as shown in fig. 10 , making them a handy supportive tool for game development issues like e.g. unit balancing, a road that shall be explored by us in the near future.
