Many measures of peakedness, heavy-tailedness and kurtosis have been proposed in the literature, mainly because kurtosis, as originally defined, is a complex combination of the other two concepts. Insight into all three concepts can be gained by studying Ruppert's ratios of interquantile ranges. They are not only monotone in Horn's measure of peakedness when applied to the central portion of the population, but also monotone in the practical tail-index of Morgenthaler and Tukey, when applied to the tails. Distribution-free confidence intervals are found for Ruppert's ratios, and sample sizes required to obtain such intervals for a pre-specified relative width and level are provided. In addition, the empirical power of distribution-free tests for peakedness and bimodality are found for symmetric beta families and mixtures of t distributions. An R script that computes the confidence intervals is provided in online supplementary material.
INTRODUCTION

Background and summary
The meaning of kurtosis has long puzzled statisticians, ever since the standardized fourth moment definition was introduced by Pearson (1905) to help describe departures from normality. A century elapsed before its asymptotic distribution was derived by Pewsey (2005) , although its sister sample skewness result was obtained much earlier in Gupta (1967) . In the meantime, numerous other measures of kurtosis have been proposed and dissected, but again with almost no accompanying inferential methods.
There are three themes pervading research into kurtosis measures.
Firstly, kurtosis as originally conceived is a location, scale and signinvariant measure of shape that somehow measures both peakedness and tail-weight. Contributions by many authors to this theme are thoroughly described by Balanda & Macgillivray (1988) . Secondly, an increase in a kurtosis measure should quantify movement of mass from the tails to the center of the distribution, with substantive contributions from van Zwet (1964) , Oja (1981) and Balanda & Macgillivray (1988 , 1990 . The third theme is that quantile-based measures are preferable to moment-based measures: they are always defined and are robust in that they have bounded influence functions and positive breakdown points. Contributions of this type include Groeneveld & Meeden (1984) , Ruppert (1987) , Moors (1988) , Groeneveld (1998) and Kotz & Seier (2009) . Also of interest are the maximum-bias curves for interquantile ranges studied by Croux & Haesbroeck (2001) , the robust kurtosis measures of Seier & Bonett (2003) , and the L-moment kurtosis mea-sures of Withers & Nadarajah (2011) .
Recently Jones et al. (2011) studied ratios of linear combinations of interquantile ranges, and showed that they possessed the surprising property of invariance to skewness-inducing transformations. The simplest measures of this type, ratios of two interquantile ranges, were introduced by Ruppert (1987) , who compared their influence functions and order-preserving properties with other measures of kurtosis. Despite their simplicity, they provide a basis for studying the peakedness and tail-weight properties of distributions, separately or jointly.
As explained further in Section 2, these simple ratios measure peakedness when applied to the center of a distribution, and they measure tail-weight when applied to the remaining (tails) portion.
This idea is already exploited by Schmid & Trede (2003) , who found tests for normality based on these ratios of ranges. In Section 2.1 we extend the peakedness measure of Horn (1983) so that it can detect bimodality, and show that the Ruppert (1987) kurtosis, when applied to the central portion of the distribution, continues to be approximately monotone in it. We further show in Section 2.2 that, when applied to the tails portion, the Ruppert kurtosis is monotone in the index of tail-weight of Morgenthaler & Tukey (2000) .
In Section 3 we briefly describe inference for the ratio of interquantile ranges when the underlying location-family is known; it is based on a variance stabilizing transformation (VST) which requires three constants, each depending on the family through the sparsity index of Tukey (1965) . By estimating these constants (nuisance parameters), which requires density estimates at four quantiles, one obtains distribution-free confidence intervals for the ratio of interquantile ranges. These intervals are evaluated by simulation studies for coverage and widths in Section 4. The coverage for 90% or 95% confidence intervals is accurate provided that the sample size is at least 400. The empirical power of the Ruppert measures for detecting peakedness and/or bimodality is also found for the symmetric Beta models and mixtures of t distributions. A summary and further research problems are outlined in Section 5.
Preliminary definitions and concepts
For any strictly increasing distribution function F and 0 < t < 1 let x t = G(t) ≡ F −1 (t) denote the tth quantile. For 0 < t < 0.5 denote the tth interquantile range of F by R t = R t (F ) = x 1−t − x t . Then for 0 < p < r < 1/2 Ruppert (1987) defined a measure of kurtosis by κ p,r = R p /R r . (Our notation differs from his: our κ p,r is his R r,p .) These measures are clearly sign, location and scale invariant.
Our choice of (p, r) is guided by a desire to have a quantile measure which agrees at the normal model with the classical moment-based definition of kurtosis α 4 (F ) = µ 4 /µ 2 2 , where
, is the kth moment about the mean E F [X], k = 2, 3, . . . . The normal model F = Φ has α 4 (Φ) = 3. In the case of symmetric F , κ p,r = x p /x r , so to have κ p,r = 3 for the normal distribution, we need to have p = p(r) = Φ(3Φ −1 (r)). Some examples are given in Table 1 . Further, we want to be able to carry out tests and find confidence intervals for κ p,r , and to provide some protection against outliers by choice of (p, r).
The models in Table 1 are labeled with standard notation in Johnson et al. Table 1 : Examples of the kurtosis coefficient κ p,r = R p /R r , for various models and four choices of (p(r), r), with r = 0.3, 0.333, 0.35, 0.4 and p(r) = Φ(3Φ −1 (r)). Also shown is the classical kurtosis α 4 (F ).
F α 4 (F ) r = 0.3 r = 1/3 r = 0.35 r = 0.4 (1994, 1995) , but two cases require clarification: the Pareto distribution with shape parameter a = 2 has distribution function given by F (x) = 1 − 1/x 2 for x ≥ 1. The class of 'skewed-t' distributions introduced by Rosco et al. (2011) are denoted t ǫ,ν where ǫ is a real skewness parameter and ν > 0 is the degrees of freedom. If X ∼ t ν , then Y = sinh(sinh −1 (X) + ǫ) ∼ t ǫ,ν . Clearly t 0,ν = t ν and t ǫ,+∞ is the skewed normal model, while t ǫ,1 is the skewed Cauchy model. A nice property of these distributions is that ratios of linear combinations of interquantile ranges are not dependent on the skewness parameter ǫ, see Jones et al. (2011) . However, as shown in Section 4, κ p,r (t ǫ,1 ) is much more difficult to estimate for ǫ = 2 than ǫ = 0.
The second column of Table 1 Table 1 is roughly consistent with that of α 4 (F ), as well as agreeing exactly at F = Φ. Further, it is easy to remember that because p(1/3) ≈ 0.1, one is comparing the range of the middle 4/5 of the population with the range of the middle 1/3.
Throughout this section fix 0 < p < q < r < 0.5. The 'central' portion of the distribution of F is that lying between x q and x 1−q while the 'tail' portion is that lying outside these quantiles. We will show that applying the kurtosis measure of Ruppert (1987) to the center of the distribution leads to a peakedness measure, while applying it to the tails portion leads to a tail-weight measure. To this end, define the (central) quantile peakedness by π q,r = R q /R r , for q < r < 0.5. Define the quantile tail-weight by τ p,q = R p /R q , for 0 < p < q. Trivially, the product is the 'kurtosis' measure κ p,r = τ p,q π q,r = R p /R r for the distribution F . All three measures satisfy the kurtosis convexity criterion of van Zwet (1964) and that of Lawrence (1975) , see (Ruppert, 1987, Theorem 2). And each has the simplest form of a skewness invariant kurtosis measures (Jones et al., 2011, Sec. 2 .1). Schmid & Trede (2003) carried out tests for peakedness, tail-weight and leptokurtosis based on sample versions of π q,r , τ p,q and κ p,r , respectively, for the case of p = 1/40, q = 1/8 and r = 1/4 (our notation). We prefer larger values because their choice of r = 1/4 means that the central half of the data are ignored in assessing peakedness.
Further, their choice of p = 1/40 means that the breakdown point of the procedure is only 1/40. In any case, their emphasis is on testing while ours is on confidence intervals so the results to follow can be seen as complementary to theirs.
Peakedness Measures
A justification for calling π q,r = R q /R r quantile peakedness for symmetric unimodal distributions is already given by Ruppert (1987) . He showed that for r less than, but near 0.5, π q,r is approximately monotone increasing in the peakedness measure of Horn (1983) . However, Horn only considered symmetric densities f that were unimodal. Next we extend his measure of central peakedness to one that distinguishes bimodality and show that π q,r is still approximately monotone increasing in this extended version.
A simple extension of Horn's measure of peakedness Horn (1983) considered densities such as that depicted in the upper left plot of Figure 1 . Consider the rectangle with base [x q , x 1−q ] and height f (x 0.5 ) which has area A q = f (x 0.5 )R q ; then Horn's measure (our notation) is based on the ratio (1 − 2q)/A q , which for symmetric unimodal f is the proportion of the area of the rectangle which lies under the density. Clearly this ratio, which lies between 0 and 1, will be smaller with more peakedness. To make it increasing in peakedness, Horn (1983) defined η q = 1 − (1 − 2q)/A q , which still varies from 0 to 1, but now with larger values indicating more peakedness.
At the other extreme, the bottom left plot in Figure 1 indicates that symmetric U-shaped distributions with minimum at the median will have the ratio (1 − 2q)/A q > 1. These observations motivate a measure of (central) peakedness defined by
(1) shows η q and its approximationη q,r for a 50:50 mixture of two t 1/2 distributions that are distance δ apart. The bimodality is detected in that η q < 0 for δ > 1.5. The approximation of η q byη q,r improves as r moves closer to 0.5. The bottom right plot shows η q and its approximation as functions of ν for the skew-t ǫ,ν distributions; it does not depend on ǫ.
Also shown are values of (α 4 − 3)/α 4 for ǫ = 0, 0.25, and 1, respectively in thin solid, dashed and dotted lines.
50:50 mixture of two Student-t 1/2 models, one of which is shifted by δ > 0, and the skew-t ǫ,ν families for 0 < ν < 10 and selected values of ǫ. Also shown is a contour plot of η q for the Beta(α, β) family, α > 0, β > 0. These plots confirm that η q can detect bimodality as well as peakedness.
The measure π q,r is monotone increasing in η q .
An approximation to η q can be obtained as in Ruppert (1987) : for small ǫ > 0 one has the finite difference approximation f (x 0.5 ) ≈ 2ǫ/{x 0.5+ǫ − x 0.5−ǫ }. Thus for 0 < q < r < 0.5 and r near 0.5, say
where
is approximately monotone increasing in the peakedness measure η q , justifying the name 'measure of peakedness'. Substitution of c q,rπq,r for A q /(1 − 2q) in (1) yields an approximation for η q,r that is hereafter denotedη q,r . Examples are shown as thick dashed lines in Figure 2 .
Tail-weight Measures
To justify calling τ p,q a tail-weight measure, recall that F has a right tail with (asymptotic) index
where u(x) is a slowly varying function. Noting that density estimation for wide-tailed distributions is difficult, Morgenthaler & Tukey (2000) introduce what they call a 'practical tail index', which, in our notation, for 0 < p < q < 0.5 is the ratio α R (p, q) = ln(q/p)/ ln(x 1−p /x 1−q ).
They explain why this gives a good indication of the size of α R , espe-cially when computed for a range of pairs (p, q).
This expression shows how the left and right hand practical tail indices affect τ p,q . For example as α R (p, q) grows large, indicating a short right tail, the first term in the numerator of (3) approaches x 1−q , the first term in the denominator. But if α R (p, q) decreases, the same first term of the numerator becomes larger than the first term below it.
Similar remarks can be made for the left tail, but the main point is the τ p,q increases as either of the practical tail indices decrease, as one would expect of a measure of tail-weight. Tukey (2000) give examples, including the Student-t ν distribution which has tail index α = ν, and their H h distributions for which α = 1/h. For such distributions moments of larger order than α do not exist.
Examples of Peakedness and Tail-weight
A distribution-free choice for partitioning the distribution is x 0.125 , x 0.25 and x 0.375 , so that comparisons are made between the ranges of the central quarter, half and three-quarters of the population. Table 2 tabulates values of π q,r , τ p,q and κ p,r for this partition; that is, for p = 1/8, q = 1/4 and r = 3/8. The symmetric models are listed in terms of increasing values of κ p,r and similarly for the asymmetric models.
Note that peakedness π q,r contributes more than tail-weight τ p,q for all models except Models 10, 20 and 21. Models 10, the Cauchy, and the skewed Cauchy t 2,1 have identical values and peakedness and tailweight contribute equally to kurtosis for each of them, as guaranteed by the results in Jones et al. (2011) . Only Model 21, the very skewed t 2,1/2 family, has a larger tail-weight than peakedness.
Perhaps it is worth noting that the peakedness of t ν and χ 2 ν models increases with decreasing ν, as one would expect from comparison of graphs of their densities. The only drawback of these definitions in terms of the ranges of the middle quarter, half and three-quarters of the population is that the kurtosis for the normal model does not agree with the classical measure; here the uniform model has kurtosis equal to 3. Also, for the normal model there is not much difference between the peakedness and tail-weight, and traditionalists might expect that tail-weight should contribute much less than peakedness, because the normal model has relatively short tails.
A Gaussian-centric choice could define the central portion of the distribution as that lying within one standard deviation of the mean; that is, q = Φ −1 (−1) = 0.1586553. Then, taking r = 1/3 and p = Φ(3Φ −1 (r)) = 0.098 ≈ 0.1 for reasons given in Section 1 gives somewhat different results, also listed in Table 2 . Now the kurtosis for the normal is 3 by definition, and the contribution of its peakedness factor is almost twice that of tail-weight. In fact the contribution of peakedness to tail-weight has increased for all distributions. Nevertheless, the orderings of kurtosis within symmetric and asymmetric groups remains unchanged from the 'model-free' choice of p, q and r. Table 2 : Columns 2-4 give the quantile peakedness π q,r , the quantile tail-weight τ p,q and their product, the kurtosis κ p,r , for various models F when p = 1/8, q = 1/4 and r = 3/8.
Columns 5-7 contain the corresponding values when r = 1/3, p = Φ(3Φ −1 (r)) ≈ 0.1, The material in this section focusses on the kurtosis coefficient κ p,r , but equally applies to peakedness π q,r or tail-weight τ p,q . Let
denote the [nr]th order statistic of a sample of size n from F , and define the sample version of
We estimate κ p,r = R p /R r byκ p,r =R p /R r .
Variance Stabilization ofκ p,r
The methodology for finding a variance stabilizing transformation (VST) of a ratio of statistics, each of which is a finite linear combination of order statistics, has already been established for other ratios of linear combinations of quantiles in Staudte (2013a Staudte ( ,b, 2014 , so here we only restate the required results. One first shows that
where q(t) = a 0 + a 1 t + a 2 t 2 is a quadratic with constants:
Note that a 0 , a 1 and a 2 are free of location, scale and sample size.
The quadratic q(t) > 0 for all t because a 0 > 0 and its discriminant a 2 1 − 4a 0 a 2 < 0; the latter inequality follows from |a 1 /{2 √ a 0 a 2 }| = |Corr[R p ,R r ]| < 1. Hereafter let D 2 = 4a 0 a 2 − a 2 1 . In the remainder of this subsection, drop the subscripts p, r on κ p,r . A variance stabilizing transformation (VST) ofκ is
where c is an arbitrary real number. In carrying out inference for κ, it is useful to center h n (κ) at an arbitrary null hypothesis value κ 0 ≥ 1 by 
We can write T n,κ 0 (κ) = √ n K κ 0 (κ). A level-α test rejects the null
To make this statistic distribution-free, the nuisance parameters a 0 , a 1 and a 2 must be estimated. They depend on the unknown F through the sparsity index g p = g(p) = 1/f (x p ) of Tukey (1965) , at each of the quantiles x p < x r < x 1−r < x 1−p . This requires density estimates at the selected quantiles, and the resulting constants are denotedâ 0 ,â 1 andâ 2 . When these estimated constants are substituted into q, D, and T n,κ 0 (κ) = √ n K κ 0 (κ), the results are denotedq,D and T DF,n,κ 0 (κ). The method of sparsity density estimation described in (Staudte, 2014, Sec. 4 .1) is also utilized here; but the constants (7) are different in this kurtosis setting.
Constants required by the VST
For fixed 0 < r ≤ s < 1 and sample size n increasing without bound, E[X ([nr] ] . = x r and nCov[X ([nr] , X ([ns] ] . = r(1 − s)g r g s , where ' . =' means that lower order terms are ignored; see, eg. (David, 1981, p.80) or (DasGupta, 2006, p.93) .
It follows that for 0 < p < r < 1/2 the constants (4) required by the VST are:
When F is symmetric, R r = 2x 1−r and g r = g 1−r , so these formulae reduce to a 0 (p, r) = 2p g 2 p /R 2 r , a 1 (p, r) = 4p g p g r (2r − 1)/R 2 r and a 2 (r) = 2r g 2 r /R 2 r . Table 3 lists values of κ 1/3 = κ p(1/3),1/3 , where p(r) = Φ(3Φ −1 (r)), and the VST constants a 0 , a 1 and a 2 .
Two-sided Confidence Intervals for κ
A nominal 100(1 − α)% distribution-free confidence interval for κ is derived exactly as for the skewness coefficient in (Staudte, 2014, Sec. 3.3) and displayed in Equation 9 of that paper; its analogue here is,
In this expressionâ 0 ,â 1 andâ 2 as well asq ′ andD are all estimated using distribution-free methods. The empirical coverage of nominal 90% and 95% distribution-free confidence intervals for κ based on (8) are found for various n in Section 4. Also of interest are the widths of these intervals, defined by W = U DF − L DF . Table 3 : For r = 1/3 and p = Φ(3Φ −1 (r)) = 0.1 are listed the kurtosis coefficient κ 1/3 = R p /R r , the VST constants (4), the asymptotic width w asym = 2 q(κ 1/3 ) appearing in (9) and the asymptotic relative widths rw asym = w asym /κ 1/3 . They can be expressed, see (Staudte, 2014, App. 2),
where w asym (κ) = 2 q(κ) and q(t) = a 0 +a 1 t+a 2 t 2 . Thus for large n the half-width of the confidence intervals (8) is approximately z 1−α/2 times the standard error ofκ, which is Var[κ] ≈ q(κ)/n .
Sinceκ is consistent for κ it is of interest to evaluate 2 q(κ) for various F . It turns out that the interval widths are almost linearly increasing with κ, so we also introduce the relative width rW = W/κ.
It follows from (9) that to obtain a large sample 100(1−α)% confidence interval for κ of desired relative width rW 0 = W 0 /κ one requires
where rw asym (F ) = 2 q(κ(F )) /κ(F ). By referring to Table 3 , one sees that for the choices r = 1/3, q = 1/10, excluding the skew-t distributions, rw asym (F ) ≤ 4.652. To ensure rW 0 = 0.2 with 95% confidence, one requires n ≥ n 0 = (4.652 × 1.96 × 5) 2 = 2079.
SIMULATION RESULTS
Empirical Coverage and Widths
We find distribution-free confidence intervals for κ = κ p(r),r , where r = 1/3 and p(r) = Φ(3Φ −1 (r)) ≈ 0.1, for reasons given in Section 1. In our simulation studies we used the software package R Team (2008) , and estimated the sparsity index using the method described in (Staudte, 2014, Sec.4) . Table 4 : Estimates of coverage probabilities and widths of nominal 90% and 95% confidence intervals for κ r = κ p(r),r when r = 1/3 and p(r) = Φ(3Φ −1 (r)) = 0.09815, all based on 40,000 replications of samples from selected symmetric models. The average interval relative widths are not shown but can be recovered from rW = rw z 1−α/2 / √ n , see (9). Table 5 : Estimates of coverage probabilities and widths of nominal 90% and 95% distribution-free confidence intervals for κ r = κ p(r),r when r = 1/3 and p(r) = Φ(3Φ −1 (r)) ≈ 0.1, for selected asymmetric models. Notation as in Table 4 . In Table 4 are shown the results of 40,000 simulations from 5 symmetric models with sample sizes ranging from 100 to 4000. For each replicateκ 1/3 and the VST constants a 0 , a 1 and a 2 of (4) were also estimated, and a confidence interval found using (8) with these estimated constants. The average value of these estimatesκ 1/3 is shown in Column 3 of Table 4 . Note the positive bias for smaller n. Despite this bias, the empirical coverage probabilities of κ 1/3 = 2.411
90% 95%
in Column 4 are only slightly conservative for n ≥ 100. To obtain the estimates of rw asym shown in Column 5, we found the average of 9) . Note that these estimates are also converging to their limiting value, shown in the last row for each model, and obtained from Table 3. Similar results are found for 95% confidence intervals, listed in the right hand columns of Table 4 .
For simulated data generated from the normal and Student-t 5 models with sample sizes 100 the coverage probabilities are conservative, but for 400 or more the coverages and widths are reflecting our expectations. For heavier tailed distributions such as the Student-t 2 and Cauchy distributions, the methods can fail to work at all for the smaller sample sizes. This is because outliers in the samples can undermine the estimates of the sparsity index, occasionally leading to negative values of D 2 = 4â 0â2 −â 2 1 . R software functions for finding the VST constants and the resulting distribution-free confidence intervals are available online, see Section 6.
In Table 5 the results of similar studies for five asymmetric models are presented. Again,κ 1/3 is biased upwards, but converges to its target κ 1/3 . Now the sample sizes n ≥ 400 appear necessary to obtain 90 or 95% confidence intervals, as the case may be. For n = 100 and Model 19, no empirical average widths are tabled for the reasons just given in the last paragraph. For Model 19, which has the same kurtosis as Model 10, at least 40 times as many observations are required to obtain accurate coverage. Thus estimating κ 1/3 can be costly for very skewed distributions.
Power ofπ q,r for Detecting Bimodality
In this section we illustrate the power ofπ q,r to detect bimodality, as well as peakedness. In Section 2.1 it was shown that the extended Horn's peakedness measure defined in (1) is monotone in π q,r via (2). 
FURTHER RESEARCH
We extended the peakedness measure of Horn (1983) to arbitrary densities and showed that the ratio of interquantile ranges of Ruppert (1987) is approximately monotone in it when applied to the central portion of the distribution; that is, for π q,r , where q = Φ −1 (−1) ≈ 0.16 or q = 0.25, say, and q < r < 0.5. When applied to the non-central portion, Ruppert's ratio τ p,q for 0 < p < q is also monotone in the practical tail index of Morgenthaler & Tukey (2000) . We endorse the idea that peakedness and tail-weight are best estimated separately, because as the simple factorization κ p,r = π q,r τ p,q shows, kurtosis is fundamentally a product of peakedness and tail-weight.
Distribution-free confidence intervals are derived for κ p,r , and hence available for π q,r and τ p,q separately. In our simulation studies we concentrated on estimation of κ 1/10,1/3 , and shown that it is possible to obtain accurate 90% and 95% distribution-free confidence intervals for data simulated from a large variety of distributions, provided that the sample sizes were at least 400. This procedure is resistant to almost 10% outliers on either side of the sample. A formula for choosing the sample size required to obtain intervals of a given desired relative width over a large class of models is included. Schmid & Trede (2003) found finite-sample and asymptotic tests for normality based onπ 1/8,1/4 ,τ 1/40,1/8 andκ 1/40,1/4 , using the asymptotic bivariate normality of the sample interquantile ranges. The VSTtransformed pair (K 1 , K 2 ) = (K π 0 (π q,r ), K τ 0 (τ p,q )), where K is of the form (6), is also asymptotically bivariate normal, with a covariance structure dependent on the sparsity indices at six quantiles. Thus it should be possible to find 100(1 − α)% distribution-free confidence ellipses for the transformed pair (K π 0 (π q,r ), K τ 0 (τ p,q )), and, by backtransformation, non-elliptical confidence regions for (π q,r , τ p,q ).
These methods can be used to find confidence intervals for the octile based kurtosis measure of Moors (1988) and the quintile based kurtosis of Jones et al. (2011) , and it would be of interest to see whether or not they perform better than those presented here. A closely related problem is the estimation of tail-indices, and these methods can be easily adapted to find confidence intervals for the robust measures of tail weights proposed by Brys et al. (2006) . Extensions of these inferential methods to the multivariate setting are also of interest, see Wang & Serfling (2005) .
SUPPLEMENTARY MATERIAL
Given a vector of data x, selected values 0 < p < r < 0.5, and α, this script will enable the user to find a 100(1 − α)% distribution-free confidence interval for Ruppert's measure of kurtosis κ p,r , and hence also for the peakedness measure π q,r or the tail-weight measure τ p,q .
findDFcikurt: R script
