ABSTRACT Spatial information is considered as the key information in many computer vision tasks including visual tracking. We attempt to use spatial information to get essential knowledge of the tracking targets in videos. Adapting to the geometry variations of the objects, the deformable convolutional networks (Deformable ConvNets) show the successful exploitation of the potential of spatial information. Through investigating the work of Deformable ConvNets, we propose the offset-adjustable deformable convolutional network for tracking. Provided with the offset adjustability technique, our network is able to have a good grasp of spatial information for the tracking objects. An appropriate target localization method is crucial to efficient tracking. One novel region proposal network with Siamese structure is designed to propose the candidate target regions and plays a vital role in promoting the effectiveness and efficiency of our model. We test our method on widely-applied OTB2015 and VOT2017 benchmark datasets. The experimental results show our method realizes state-of-the-art effects and achieves great improvement in comparison to other trackers.
I. INTRODUCTION
Visual tracking refers to locating the target that is assigned in the initial frame in the continuous video. According to the needs in practice, the target is likely to turn into the background in the same video. One of the main aims of object detection is to distinguish multiple objects, which is unnecessary in tracking. The task of tracking is to identify the specified target from the background so it's a binary classification problem.
Deep learning shows great success using deep networks to extract deep features in object detection. The ResNet [1] and DenseNet [2] adopt the large group of layers like 101 layers to extract useful underlying information. It's a trend for convolutional neural network(CNN) to extract the higher level features with more layers. Recently the deep learning methods boom in the field of visual tracking. When it comes to visual tracking, It's hard for the network with a large scale of layers to provide the leverage. Fewer layers are preferred for the The associate editor coordinating the review of this manuscript and approving it for publication was You Yang.
realization of the balance of speed and accuracy considering that the binary classification is easier to be handled than object detection. MDNet [3] , SiamFC [4] and SANet [5] adopt the shallow network with not more than 10 layers but they attain good performances on the public dataset.
Although breakthroughs have been achieved with deep learning methods in tracking, there are many problems emerging in applications. The state-of-the-art methods show failures under difficult conditions like fast motion, scale variation, occlusion and so on. The interferences of objects similar to the target in the background make MDNet tracker drift in most cases. The SiamFC tracker is prone to lose the precise location of the object in out-of-plane rotation. Great changes to the object and the background cause the detrimental effect on the stabilization to the tracking system and the network is not capable of learning the complicated and variable information in a short period. The network has the advantage in generating the features for regular generic objects but the targets learned by the network change gradually in the video. The semantic information remains stable in the video although the variable geometry of objects exists in the process of tracking. The network is capable of extracting semantics information with deep network structure while computing costs of this network structure affect the real-time performance of the system accordingly. To attain the idealized performance, we investigate the Deformable ConvNets [6] , [7] and encourage it to extract features in terms of space feature.
The deformable convolutional layer is designed to solve the problem that the traditional CNN has a limited ability to model irregular transformations covering many aspects such as in-plane rotations, shape and scale. The original convolutional layer takes samples in fixed locations of the input feature map. The monotonous structure of the CNN module results in the limitation posing the problems. In the same convolutional layers the sizes of the receptive fields are the same, which is unnecessary for non-rigid objects because the information is encoded with an improper scope. It's suitable for objects of different scales and shapes to match different locations. The deformable convolution technique enables the layer to sample the feature map in alterable locations by 2D offsets added to the grid sampling locations. It's desirable to adjust the receptive field size with appropriate locations adaptively. Although the deformable convolutional network shows impressive power, the problems are noticeable when we apply it to tracking. Multiple transformations of the objects exist in the dynamic video for tracking. If the time interval is large, the appearance of objects might shift significantly and the obstacle is likely to block many parts of the object. The deformable convolutional network is incapable of adapting to this by just learning the ground truth in the first frame. Faced with these problems, we propose the offset-adjustable deformable convolution structure. When we implement the algorithm in the code, the same convolution operators are used and the location offsets are manipulated on the input feature map.
Learning from the popular region proposal model in object detection, we conceive the idea of applying the region proposal network to tracking. From the individual definitions of tracking and detection, they have similar demands of accurate locations for objects. The Siamese structure is involved with useful template information to contribute to the tracking process. The dynamic factors of tracking are taken into consideration and the relevant modifications of the template are operated. Our region proposal network, benefiting from the historical information as well as the Siamese structure, acts as a key role in the location of the objects.
The proposed method uses an end-to-end structure which generates the bounding box as the output. We train it offline to update the parameters of the network and implement only forward propagation during online tracking. We use state-of-theart trackers in recent years to compare with our methods in experiments. The ablation study is performed to validate our offset-adjustable deformable convolutional network. We have the following contributions:
(1)Taking full advantage of essential spatial information, we improve the Deformable ConvNets with offset adjustability for robust tracking.
(2)We propose an end-to-end model where a new region proposal network is used with Siamese structure and dynamic template information.
(3)The model is able to make full use of spatial information and historical information to track various objects in multiple adverse conditions.
The following paper is organized as 4 sections: related work, proposed method, experiments and conclusions. With considerable progress in the related community, many innovative and practical algorithms are proposed in recent decades. More details are given in the section related work to show the technology evolution blueprint. In the proposed method section, we talk about the problems we aim to analyze and solve in visual tracking. The proposed highlight techniques -offset-adjustable deformable convolutional network and region proposed model are comprehensively described with implementation details included. After presenting the theoretical explanations, we perform the experiments on public accessible datasets and appropriate metrics to validate our method. The conclusions we draw from the proposed method and experiments are introduced in the last section.
II. RELATED WORK
Since we propose the method to improve the visual tracking performances by applying the deformable convolution techniques to the tracking network, three topics related to our work are described with brief views in the section as below:
The visual tracking methods are considered to be classified into generative methods and discriminative methods. The generative methods [8] - [10] track the objects by locating the region that is the most similar to the objects. The models with this method tend to minimize the reconstruction loss for the appearance. As we describe the visual tracking can be regarded as binary classification, so the discriminative approaches focus on distinguishing the object from the contrasting background. Most deep learning methods are the latter models and they become the mainstream for the excellent performance. Many traditional tracking methods are combined with deep learning and the measures have satisfying outcomes. Deep learning models succeed in being applied to object recognition, scene labeling and visual tracking. SO-DLT [11] pre-trains a CNN offline at the beginning then tracks objects online by transferring rich features to address the training issue caused by the deficiency of training data. Faced with the same issue, MDNet learns from the RCNN [12] to generate positive samples and hard negative sample to train the network. Siamese architecture, adopted by both SiamFC and [13] , is a new version of CNN and has an advantage in directly comparing the images. When researchers turn to Recurrent Neural Network (RNN) to extract the temporal feature for tracking, the performance VOLUME 7, 2019 demonstrates the potential of the model. [14] introduces an RNN that controls an attention mechanism as the main part to extract the time domain information. In the SANet, the RNN model is combined with CNN to predict the movement tendency of the target. ECO [15] is the tracker employing the correlation filters and deep learning methods, whose combination gets a significant advancement in both accuracy and efficiency. ACT [16] is the first algorithm that attempts to employ the 'Actor-Critic' framework to use continuous actions in the method of reinforcement learning for visual tracking. There are the challenge competitions with datasets of visual tracking in the world, which can be used to evaluate the algorithm.
B. CNN
As one of the most widely-used neural networks, CNN shows the superior performance in many fields such as semantics segmentation, object detection and visual tracking. Convolution and pooling operators adopted by CNN are meaningful and classical with more techniques introduced in the network. Due to the deficiency of the video memory, AlexNet [17] puts group convolutions to use and the training parameters are scaled down. ShuttleNet [18] adopts the channel shuttle to improve group convolution. Inception network [19] is designed to encourage the feature concatenation and avoid loss of information. The ResNet proposes the residual network with shortcut connections and surmounts the difficulty that the gradient confusion arises with the very deep network. Imitating the ResNet, DenseNet connects every layer to each other in a feed-forward way to encourage the feature reuse. Similarly, DenseNet is capable of tackling the issue of vanishing gradient. Deformable ConvNets change the traditional convolution operator due to the limit to learn the geometry variability of objects. In the Deformable ConvNets v2 the modeling power is enhanced by integrating deformable convolution within the network comprehensively. The scope and capability of deformation modeling are improved by the modulation mechanism with feature mimicking. The structure of Deformable ConvNets attracts our attention and prompts us for the idea.
C. DEFORMATION MODELING
Deformable Part Models (DPM) [20] learns the shape deformation of object sections to optimize the classification scores. The idea is similar to Deformable ROI pooling [6] . Without spatial relations between different sections considered, DPM is too simple to have a good capability of spatial deformation. For deep learning methods, Spatial Transform Networks (STN) [21] is the first to analyze the spatial deformation in the images. In the model, the feature map is warped by a specific geometry transformation like affine transformation while it's hard to learn the related parameters. STN is restricted when tackling with the classification problems of small scale images. In the inverse STN method [22] the feature warping is replaced by efficient propagation of transformation parameters. Realizing the drawback of the fixed shape of the convolution kernel, Active Convolution [23] changes the sampling positions via offsets added to the convolution operator and learns the offsets via end-to-end backpropagation. Though it is effective on image classification tasks, the network is less adaptive on other tasks due to the static offsets. Based on the repeatability of adjacent pixels in the image, Atrous convolution [24] augments the receptive fields by adding the hole size to the convolution kernel. The sparse sampling method has the same computational complexity and works on the tasks involving scale variation such as semantic segmentation. In spatial pyramid pooling [25] the specified pooling regions of three scales are used to generate the output of uniform length to improve the scale invariance. ROI pooling [26] is used to normalize the feature maps of different sizes and has been one of the predominant approaches in the field of computer vision.
III. PROPOSED METHOD A. PROBLEM SETTINGS
Deformable ConvNets are designed for spatial information processing and have presented successful solutions to similar problems, for instance, object detection. The internal structure of the network is composed by the deformable convolution and the deformable ROI pooling. The function of deformable convolution is to determine how to shift every convolution operator to different locations in the layer. The Deformable RoI Pooling generates the related region appropriate for pooling operator. The below is the Fig.1 to illustrate the corresponding operations in original deformable convolution. Faced with the limitation of the existing CNN models Deformable ConvNets adopt an improved convolution structure, in which every convolution operator is implemented in a designated location with the learnable offset. It aims at adapting to the fluid geometry features of the objects. By light-weight modules, the network is trained to learn the feature with relatively small scales of parameters and computations. The related counterparts in the original network can be replaced by Deformable ConvNets. Using the FIGURE 2. The framework of our network. Instead of applying the deformable convolutional layers to the network directly, the deformable convolution operator is improved to detect various targets in dynamic videos. This guarantees the information of the shape, scale and rotation of objects are learnable. We are inclined to find the pattern of variability of the moving objects in light of the spatial features.
bilinear interpolation we are able to train the Deformable ConvNets in an end-to-end way with the back-propagation protocol. The two-stage networks are adopted to integrate the Deformable ConvNets and the state-of-the-art network architecture. The Deformable ConvNets generate the feature maps and are adhere to specific task principles such as image segmentation. The strong feature representation power is demonstrated by the successful experimental results. The goal of the Deformable ConvNets is to learn and attain the spatial information of the objects in the scene. According to the characteristics of the Deformable ConvNets, modeling the specific class-aware object is the prominent strength of Deformable ConvNets. Deformable ConvNets are testified to be trained on large scales of datasets and attain excellent position-sensitive features for the objects. However, it's difficult to apply the Deformable ConvNets to visual tracking. Though Deformable ConvNets show great competency in extracting spatial information, there are different domains and requirements for visual tracking. Based on the application demand it's possible that the references in the background are assigned as tracking objects under some circumstances. For tracking the datasets are presented on a smaller scale and composed of different domains. Visual tracking can be considered as one-shot local detection. The target is assigned in the first frame and it's hard for Deformable ConvNets to learn from the template features. The use of spatial information such as Deformable ConvNets in visual tracing is restricted because of obvious weakness. To tackle the issue, we carry out the investigations of deformable convolution and exploit the potentials of the spatial information for visual tracking.
B. OFFSET-ADJUSTABLE DEFORMABLE CONVOLUTIONAL NETWORK
Based on the compelling advantages of Deformable ConvNets, we propose the offset-adjustable deformable convolutional network. We endow similar advantages to our network and boost its compatibility for tracking. The insight we distill from the Deformable ConvNets architecture is to ensure the flow of information between each layer of the network. As for online tracking the antecedent event information is the most precise and useful. The ground-truth in the first frame is reserved for use in the purpose of verification. Siamese architecture is able to process two flows of information. By virtue of the deformable convolution operators and the connection layout, we take full advantage of the antecedent event after long time tracking. The offsetadjustable deformable convolutional network is proposed because there are little changes in tracking objects between the adjacent frames. Inspired by this point we set the offsets of Deformable ConvNets in the definite scope. The overt advantages of the method are that the tracker keeps stable and the network is apt to be trained to converge. The structure of our network is shown in Fig. 2 .
There are K sampling locations in the convolution kernel. In the Deformable ConvNets, W k and P k are denoted as the weight and specified offset for the K th location. In general, K = 9 and P k ∈ {(−1, −1), (−1, 0) , . . . , (1, 1)} defines a traditional 3 × 3 convolution kernel. If Y (P) is defined as the output feature maps at a location P from the input feature maps X (P), we can get
Respectively the original deformable convolution operator can be formulated as below:
In the formula the offset P k are added to the network. P k is set to keep the convolution kernel in the dimension of the whole image in the original deformable convolutional layers. In this method, it's the key factor that defines the VOLUME 7, 2019 range of the convolution operator and the requirement is to prevent convolution kernel operating across the boundary of the images.
FIGURE 3.
Representative images selected from the Car2 sequence of OTB2015. As can be seen from the three similar segment sequences, many images show little difference compared to others. When we go through at least 20 frames generally, scale variation, illumination variation, background clutter and so on can be found.
With the continuous renewal of the photography technology, the frame rate and the clarity of the video become increasingly higher. The accurate image details can be determined by the continuous frames in short intervals. Because of the similarity of the images in the continuous video shown in Fig. 3 we come up with the idea that the offset can be adjusted to lie in the relatively small extent in the tracking process. In our method the P k is limited to range from −5 to 5 to imitate the moving targets. Since there are different locations and dynamic appearance changes of the targets due to the movement, we apply the modulation scalar function to determine the amplitude of the input feature map in the different locations of the convolution operator.
If we denote the modulation scalar function ϕ( M k ) as
M k has the range [0,1], thus the ϕ ( M k ) ranges from 0 to 1. The formulas of offset-adjustable deformable convolutional layers can be generated as
The logarithmic function is used to determine the derivative value. It's worth noticing that the higher the variable M k is, the higher the value of ϕ( M k ) derivative will be. If a great amplitude of the input feature map in one location starts decreasing, the logarithmic function can reduce the rate of decreasing in comparison to a linear function. It's inspired by the point that historic information has a great impact on visual tracking. This can be verified by the following experiments.
In the offset-adjustable deformable convolutional layers, both P k and M k are obtained by applying the separate convolution layer applying over the same feature maps. This convolutional layer has the same spatial resolution and stride as the current convolutional layer. We need to generate 3k channels output where the offsets P k in a kernel can be obtained by 2k channels and the remaining 1k channels are employed to generate the M k .
We adopt a Siamese architecture to generate the feature maps of the ground-truth in the first frame and the present frame. In the offset-adjustable deformable convolutional layers, no padding operator is added, so the location of the object in the feature map is able to be projected into the original image with the decreasing resolutions. If L t is denoted as the translation function, the formulation of L can be expressed as:
Our offset-adjustable deformable convolution operator is able to preserve the translation invariance for image processing. Let H, k denote the changes in image resolution and convolution stride. It can be formulated as:
The offset-adjustable deformable convolutional layers are shared by these 2 branches in order to guarantee that they are encoded in the same transformation. Two feature maps are generated for subsequent procedures.
C. REGION PROPOSAL MODEL
The primary architecture consists of region proposal network. For the beginning of tracking one input is the ground-truth image of the first frame, which is selected manually. The other input is the image in the present frame, in which the target might be different from the first frame. The ground-truth image in the first frame can be considered as the template in our complete experimental procedures. The image in the present frame is processed by the offset-adjustable deformable convolutional layers.
Due to the accumulation of the object location deviation in the tracking process, the template is the most exact location for us. We use the leverage of the template in our region proposal network to generate candidate regions of the target. In case of the object scale and dimension variability, we use the three different scales of the templates to promote the accuracy of the proposal. Furthermore, the length-width ratio of the template change as the ratio of the object changes in the video. The dynamic adjustments help improve the reasonability of the proposal.
In the region proposal network, the feature maps of the template are the convolution kernels to apply convolution operator to another feature map. These operations calculate out the scores of different sections in the feature maps with the present frame, which can be projected into positions of original images. The sections with relatively high scores are picked out as candidate sections to process further. In this way we get the K anchor boxes of our images. Each anchor box contains 4 indicators for the target position so 4K channels of position information are attained.
ROI Pooling is designed for the task of object detection. It allows for the reuse of feature maps and normalizes the anchor boxes of different sizes to the uniform scale. It splits the input into the fixed number of patches, whose amount is the same as the required output. The max pooling operator is employed to every patch to generate the output in the predefined size.
In our paper we use the ROI pooling to normalize the K anchor boxes to sections of the same size. The fully-connection layer is capable of outputting the 2K channels for classification. When training the network with the anchors, we learn from Faster R-CNN [26] and apply the same loss function used in it. Cross-entropy loss is used for classification loss and we employ the smooth L1 loss for bounding box regression. The loss function formula can be written as below: Loss = L cls + µL reg (7) where µ is the weight parameter to balance the contributions of two parts. For bounding box regression, The center point, the height and the width of the anchor boxes are denoted as x, y, h, w and those of the bounding boxes are denoted as x b , y b , h b , w b . The normalized distance can be expressed as:
The mentioned regression loss can be formulated as:
where the formula of smooth L1 loss is:
We implement our algorithm with Python and Tensorflow and execute our experiments on desktop of Ubuntu 16.04. Our software platform is Pycharm 2017 + CUDA 9.0 + CUDNN v7.0.5. The CPU is I7-6700k, 32GB RAM and GPU is Titan X with 12GB. In the offline training phase, the initial learning rate we set is 1e-5, the momentum is 0.9 and the weight decay parameter is 0.0005. We select ADAM as our optimization method. In the offset-adjustable deformable convolutional network, the kernel weights are initialized to zero. The values of P k and M k are initialized to 0 and 0.5. The learning rates of the P k and M k are set as 1e-6. The range of P k is still limited. Because it demands a large scale of the training data to train the network for trajectory prediction, we provide our network with the ImageNet Large Scale Visual Recognition Challenge 2015 (ILSVRC2015) [27] . The ISLVRC2015 is one part of Imagenet challenge that evaluates algorithms for object detection and image classification at large scale. The images are taken from the entire video so they can be utilized by visual tracking. With numerous images in videos indexing for retrieval and annotation, we can use the annotated data as our training data. The detection images and the templates are extracted in the same video. The detection image is resized to 255×255 for subsequent processing. As described, the template is resized to 127×127, 63×63 and 31×31 in the first frame. During the learning phase, the three sizes are changed to be the same length-width ratio as the output in the last frame.
The method to generate the positive and negative training samples is crucial in our proposed network. The intersection over union(IOU) principle adopted in most computer vision tasks is used in our method. If the IOU is greater than the threshold T h , the anchor boxes are considered as positive samples. The IOU of negative ones are smaller thanT l . In our experiment T h and T l is set as 0.7 and 0.5 respectively. We train our network end-to-end with Stochastic Gradient Descent (SGD). Due to the similarity between adjacent frames fewer anchor boxes in the visual tracking task than those in the object detection task are picked out.
In the phase of online tracking, we use the network with the weights attained by training. To increase the speed of tracking, we fine-tune the network with the ground-truth and image in the first frame. Then the network starts doing feed-forward without back propagation of the parameters. The network is designed to yield the anchor box with the highest scores in the following frames, which is the predicted object location.
IV. EXPERIMENTS A. THE ABLATION EXPERIMENT
To verify the effectiveness of the offset-adjustable deformable convolution component in our method, we conduct the ablation study. The offset-adjustable deformable convolution operator is used in the former part of our network. We adjust the offset-adjustable deformable convolutional layers to the deformable convolutional layers to reflect the performance. We also have tested the separate network without the deformable structure, in which there are just convolutional layers from VGG-Net [28] . We select part data of the ILSVRC2015 to perform the experiment. The widely applied tracker evaluation method one pass evaluation(OPE) [29] is applied in our experiment. In the method we use success rate and precision rate to measure the overall performance of the tested algorithm. It starts with the ground-truth object state in the first frame and evaluates tracking results in the following video. Precision rate calculates the percentage of frames whose distance from predicted positions to groundtruth positions is less than the location error threshold. With the threshold set from 0 to 50, we get the precision plots of OPE. Success rate calculates the percentage of frames whose overlapping rate of the estimated target box and the groundtruth is more than overlap threshold, which is set from 0 to 1 to get the curves. OPE curves are significant metrics for accuracy and robustness of the trackers. The results are shown in Fig. 4. FIGURE 4 . The experimental results of success plots and precision plots fo different convolution operator we use. The comparison is conducted for offset-adjustable deformable convolutional layers, deformable convolutional layers and common convolutional layers. This is to confirm the effectiveness of our method.
Using of OPE evaluation figures, can easily get an intuitive display of the results directly and get the desired information compared with the abstract data and chart. The tracker tends to get worse if we replace the convolutional networks with the deformable ConvNets to tracking directly and plainly. With the offset-adjustable deformable convolutional network, we attain greatly better performance perceived by the upper curve in both precision plots and success plots. The striking difference in the Fig.4 illustrates that the deformable convolution is inappropriate to the needs of visual tracking. Nevertheless, deformable convolution might have potentials in being modulated to be compatible with visual tracking according to both characteristics.
B. EXPERIMENTS ON OTB2015
The public visual tracking benchmark dataset OTB2015 [29] is employed to perform the experiments. All video sequences in OTB2015 are employed to evaluate the performance of our algorithm. We compare our tracker with not only ECO, SANet, ADNet [30] , but also Siamese structure based trackers including SiamFC, SiamFC-Tri, SiamRPN, DaSiamRPN. The use of Siamese structure is encouraged in visual tracking recently and these Siamese trackers are successful examples of high practicability. Our method differs from them in the function that our Siamese structure is used only in the region proposal network to predict positions. SiamRPN, for example, uses the Siamese structure as the main part of the network to generate the region proposals and probabilities of objects or non-objects. The excessive emphasis is laid on the Siamese structure and the comprehensive utilization of information is deficient compared with us. Although these trackers designed in recent years are state-of-the-art trackers, ours shows dominant advantages on the whole in Fig.5 . Illustrated by the figure, only ECO and SANet attain the similar curves approaching at our level. SANet is the method mixing the RNN and CNN together to extract useful features for visual tracking. ECO uses the correlation filter to extract features from the information flow obtained by the convolutional layers. They are further analysis and combination methods proceeding from the CNN. This is similar to ours and it shows CNN has room for development and exploitation. The Siamese trackers are in disadvantaged positions overall compared to other trackers. Regarding the Siamese structure as the principal part of the model, these trackers still need a certain level of improvement. With the existing hardware environment, the speed of our tracker is more than 12 frames per second in most of the videos.
Besides the overall performance, the videos of the OTB2015 dataset are tagged with 9 attributes, which are considered as different challenges in visual tracking. They are difficulties of visual tracking in practice and wait to be dealt with. We select 6 attributes among them to verify the tracking robustness of our tracker when it is faced with the disadvantageous conditions. We enlarge the testing database with selected tracking videos from ILSVRC2015 to strengthen the credibility of the tracking performances. Apart from the aforementioned trackers, MCCT [34] , FDSST [35] and ROLO [36] are adopted to raise the diversity of the comparison methods. The results are shown in Fig.6 . The performances of our tracker in scale variation and deformation strongly validate the adaptability to geometry change for our approach. The good network robustness to exclude the interference and detect the object is reflected in precision plots of OPE on the occlusion, background clutter and out of view attributes. The motion blur changes the sharpness and the clarity dramatically so our approach shows the disadvantage compared with ECO.
C. EXPERIMENTS ON VOT2017
The VOT competition is the tracking challenge held every year in the world. 60 video sequences composing VOT2017 [37] are adopted to validate our tracker. One of the protocols in the VOT challenge is that a tracker is reinitialized as long as the tracker misses the tracking trajectory. The evaluation module uses three evaluation metrics, expected average overlap(EAO), accuracy and robustness, to reflect the performance of the trackers. The accuracy is computed by the total bounding box overlap ratio. The robustness represents the number of tracking failures. The EAO is proposed later but becomes the most important metric among them. Table 1 shows the interesting results when we test all the trackers on VOT2017 dataset. Ours shows the great improvement in EAO and reaches the average to excellent level in accuracy and robustness. Taking into account of the ability of our deformable convolution operator to simulate the object appearance pattern, we are able to make the corresponding EAO reach the best level among these trackers.
To illustrate the performance, the EAO curve and EAO graph are employed to show the comparison results. The EAO curve shows us the average of overlaps in every frame with different time of the video sequences. Due to the drift of the tracker, the overlaps tend to be lower even zero after failures with the longer length of sequences. On one hand, the better the tracker is and the higher the curve is. On the other hand, the downward trend curve shows the historic information is more important than the subsequent events in the tracking process. The curve inclination is contingent upon the robustness of the trackers. The EAO scores of the trackers recorded in the EAO graph are calculated by the average values of the EAO curve with short sequence lengths. If the tracker gets closer to the right boundary of the EAO graph, it achieves the better performance. The EAO curve and EAO graph are shown in Fig.7 and Fig.8 . In both figures, our tracker attains relatively better results than others. The outstanding performance on VOT demonstrates the tracking stability of our system and validates the broadly applied capability on various visual tracking datasets.
In Fig.9 we select some tracking examples to show the performances of the trackers intuitively and intelligibly. The experimental results of high qualities and high standards have validated the effectiveness of our tracker and the value of our research. Our experimental results contain some tracking failures that could happen to any tracker. As we can see in Fig.10 , it's extremely difficult to detect the targets because of the various factors. The motion blur in the above image brings about the complexity with the fast motion, scale variation and out-of-plane rotation. In the below image the background clutter and occlusion hamper the recognition of the tracker. From the view of the motion, the offset-adjustable deformable convolutional network focuses on learning the inherent geometric properties of the target, which may incur the neglect of the dramatic changes like motion blur in the process. The Siamese region proposal network with the ground-truth in the first frame as one input is apt to be short of sufficient discriminating power if background clutter severely affects the environmental complexity.
V. CONCLUSION
Enlightened by the Deformable ConvNets we propose a novel tracking algorithm. The offset-adjustable deformable convolutional network is employed to learn and understand the gradual appearance changes of the targets in the videos. Making full use of the features based on spatial information, the network gets well with the geometry variability of objects in motion. The techniques used in the region proposal network contribute to the combination of historical information and spatial information, which enhances the excellent accuracy and efficiency of the network. The quantitative results show our method is effective and competitive over state-ofthe-art trackers and we attain the balance in reliability and precision. The success of putting the region proposal network with Siamese structure into practice is one of our obvious contributions. Furthermore, our work indicates there are underlying theoretical positions of the Deformable ConvNets specified for some tasks with the requirements of adapting to the geometric changes of the objects. In future work we would plan to involve the temporal information into our network to grasp the importance of changing pattern for the tracking object. We hope our joint efforts promote more insights from these viewpoints to related future works on visual tracking and beyond.
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