The extended Gini is a family of measures of variability which is mainly used in the areas of finance and income distribution. Each index in the family is defined by specifying one parameter. The higher the parameter, the more weight is attached to the lower portion of the cumulative distribution. In this paper we list and investigate the properties of the equivalents of the correlation coefficient that are associated with the extended Gini family. In addition, we show that the extended Gini of a linear combination of random variables can be decomposed, in a way which includes the terms that are equivalent to the terms involved in the decomposition of the variance, plus additional terms that reflect additional properties of the random variables. The implication of these properties is that any decomposition that is performed with the coefficient of variation can be replicated by an infinite number of indices that are based on the Extended Gini coefficient.
Introduction
The extended Gini is a family of measures of variability which is mainly used in the areas of finance and income distribution. (See the surveys by Lien and Tse (2001) on hedging theory, Wodon and Yitzhaki (2001) on its application to the area of income distribution. Gregory-Allen and Shalit (1999) and Shalit and Yitzhaki (2002) use it in the stock market). One member of this family is Gini's mean difference (hereafter GMD) hence its name. Each index in the family is defined by specifying one parameter. The higher the parameter, the more weight is attached to the lower portion of the cumulative distribution. Recent developments of the use of this family include the development of regression coefficients based on the family for the multiple regression case (see Schechtman and Yitzhaki (2001) ) and numerous other papers in the surveys mentioned above, for the simple regression. Those regression coeffiSupported by GIF grant no. 656/2000 cients call for the use of the equivalent of the correlation coefficient.
The aim of this paper is to list and investigate the properties of the equivalents of the correlation coefficient that are associated with the extended Gini family. In particular, we show that those correlation coefficients can be used to decompose the extended Gini of the sum of random variables in a way, which resembles the decomposition of the variance of the sum of random variables. Under certain conditions, the decomposition is identical to the decomposition of the variance. Otherwise, there will be an additional term that is added to the decomposition, a term that will enable us to quantify which individual random variable causes that extra term to appear. The implication of having this family of correlations is that any model that is based on the decomposition of the variance (i.e., OLS regression, meanvariance in portfolio theory) can be replicated with some modifications by an infinite number of models.
The structure of the paper is as follows: in the second section of the paper, the extended Gini and the family of correlations are presented, in two alternative ways. Section 3 is devoted to the properties of the family of Gini correlations. In Section 4, the decomposition of the extended Gini is proposed and Section 5 concludes the paper.
The Extended Gini and the Family of Gini Correlations.
Let X and Y be two random variables with continuous distribution functions F X and G Y , respectively, and a joint distribution function H(X, Y ). The family of correlations is based on the extended Gini (EG) measure of variation and co-variation, and on one parameter, ν. There are two alternative definitions of the EG that are convenient to use in different contexts. In the continuous case, both definitions are identical. However, they may differ in the discontinuous case. To avoid the adjustments needed for the discontinuous case, it is assumed that all variables are continuous. The first definition (Lerman and Yitzhaki (1985) ) is:
The second, which holds only when ν is an integer, is
(See, for example, Kleiber and Kotz (2002) ). The parameter ν, which is determined by the investigator, has the following properties: If ν −→ 1 then the variability index represents the attitude of someone who does not care about variability, i.e., the index tends to zero independently of the variability of the distribution. On the other extreme, ν −→ ∞ represents variability as viewed by a max-min investigator (i.e. someone who cares only about the lowest portion of the distribution). The case where ν = 2 represents the Gini mean-difference, which is a symmetric index with respect to the cumulative distribution (i.e., F (X) and 1 − F (X) are assigned the same weight).
One of the properties of the EG family is that the members are always non-negative, and for ν > 1, a mean-preserving spread will always increase their value. It is worth noting that due to the asymmetric nature of the indices, EG(X, ν) = EG(−X, ν), a property that will play an important role in the properties of the EG correlation coefficients. The two EG are equal for ν = 2; that is:
Equation (1) is the most convenient one for defining the equivalent of the covariance, namely
and the equivalent of the correlation. The family of correlations ζ(X, Y, ν) is defined as:
and similarly,
.
That is, similar to the Gini correlation Yitzhaki 1987, 1999) , each member of the EG family has two correlation coefficients associated with it. Note that the measure of correlation is not symmetric in X and Y . The choice between ζ(X, Y, ν) and ζ(Y, X, ν) depends on which variable is ranked and which is given in its variate values. A unified way to express correlation coefficients is based on the difference H(X, Y ) − F (X)G(Y ). Using this difference, one can write Pearson's ρ, Spearman's s and the Gini correlation γ as follows:
See Hoeffding (1948) , Schweizer and Wolff (1981) and for details. This presentation hints that the properties of Gini correlation are a mixture of the properties of Pearson and Spearman correlations. Claim 1: The family of extended Gini correlation coefficients can be expressed as follows:
(4) The proof of the claim can be obtained from the authors.
The special case, with ν = 2, was suggested by Schechtman and Yitzhaki (1987) and its properties were studied there, as well as in . Some of the properties apply to the general case, while others fail to hold. In what follows we shall study the properties of the family of correlation coefficients. Proofs which are similar to the special case will not be repeated.
The Properties of the Family of
Extended Gini Correlations. The proofs of properties 2, 3, 4 and 5 are similar to the ones for the special case ν = 2 and can be found in Schechtman and Yitzhaki (1987) . Proof of property 1: The proof is based on two claims: C1 Given the marginal distribution functions of X and Y , and assuming that the densities exist and are positive everywhere, cov(X, Y ) is maximal when Y is an increasing function of X, and minimal when Y is a decreasing function of X. C2 Y is an increasing function of X if and only if G Y (Y ) is an increasing function of X, and then
We need to show that
is also U (0, 1), and
Therefore,
Note that X and
, and that means that the maximum is achieved at cov(X, −[1 − F X (X)] ν−1 ), which completes the proof.
Proof of property 6: Under exchangeability, H(X, Y ) = H(Y, X).
The proof is similar to the proof in Schechtman and Yitzhaki (1987) for the GMD, except that every F should be replaced by −(1 − F ) ν−1 , and E(F ) = 0.5 should be replaced by
It is interesting to note that for the special case ν = 2, if Y is a monotone decreasing function of X, then ζ(X, Y, ν) = −1 (the lower bound for the special case), but this does not hold for the general case, as the following example shows:
For ν = 2, the condition holds. For ν = 3, the condition translates into whether or not
which is generally not true. For example, choose 
and is obtained when Y = −X. Two special cases are worth mentioning: the case where X comes from a symmetric distribution, and the case with ν = 2. In these two cases, the lower bound is −1, same as the classical correlation coefficient. However, in general the lower bound depends on the cumulative distribution -the more concave it is, the lower it can get. An intuitive explanation of this result will be given following the decomposition of the EG of a sum of random variables (end of Section 4). The lower bound can be expressed, for the case where ν is an integer, as
We illustrate this lower bound for X exponentially distributed, with scale parameter equal to unity. Kleiber and Kotz (2002) show that EG(X, ν
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k . Therefore, the lower bound for ν = 3 is 1−11/6 1−1/3 = −5/4. The lower bound for ν = 4 is −13/9, smaller than for ν = 3 since the cumulative distribution is more concave. 
The Decomposition of the Extended Gini
, for i, j = 0, 1, 2 is the difference between the Gini correlations.
(b) Provided that D ij = 0 for i, j = 0, 1, 2, the following decomposition holds:
where
is the extended Gini correlation between Y 1 and Y 2 , and between Y 2 and Y 1 . The structure of equation (7) is identical to the decomposition of the variance, with G 2 i substituting for the variance and ζ substituting for the Pearson's correlation. Note that by a proper choice of α and β , equations (6) and (7) can be applied both to absolute measures like the GMD and to relative measures such as the Gini coefficient. Proof of (a): Using the properties of the covariance we can write:
, where D i0 is the difference between the two Gini correlations. Using the identity, we get:
(8) Rearranging the terms, we see that
Using the properties of covariance, we now get that
Writing ζ(Y 0 , Y 2 , ν) in a similar manner, and applying it to (9), we get:
Note that one can substitute D i0 by the difference in correlations and get: 
Clearly, (b) is a special case of (a). However, because of its similarity to the variance decomposition, the practical importance of case (b) is much higher than that of the general case, since it implies that ANY variance-based model can be replicated, using the Gini as a substitute for the variance as a measure of dispersion.
It is worthwhile to mention that (7) is easier to work with than (6). The question is, however, how restrictive the assumption D ij = 0 really is. Schechtman and Yitzhaki (1987) showed that a sufficient condition for D ij = 0 is that the variables are exchangeable up to a linear transformation. Note also that under bivariate normality, D ij = 0.
While equation (7) enables one to imitate variance based models, equation (6) opens new possibilities that as far as we know do not exist yet. It is worth stressing that each violation of the condition D ij = 0 is reflected in a specific term in the decomposition equation (6). Therefore, one can identify the random variables whose distributions are not "well behaved" and attach to the violation a quantitative value (see Yitzhaki and Wodon (2000) ).
We conclude this section by using the decomposition to give an intuitive explanation to why the lower bound of the EG correlation may differ from −1. Let us start by decomposing the identity
+EG(X, ν)EG(−X, ν)ζ(−X, X, ν).
Would the EG of X and −X be equal, and since the lower bound of the correlation is obtained between X and −X, then the lower bound of the correlation coefficient would be −1. To see this, note that if EG(−X, ν) = EG(X, ν), then the decomposition would become:
so that the sum of the correlation coefficients is equal to −2, and if they are equal, then the lower bound is −1. However, since the EG is asymmetric with respect to the cumulative distribution, EG(−X, ν) may be unequal to EG(X, ν) and therefore, it is impossible to have both a lower bound of −1 and decomposability of the index.
Concluding Remarks
This paper investigates and develops the properties of the extended Gini correlation coefficient. This family enables one to stress differently different sections of the distributions of the X's. The extended Gini, and the equivalents of the covariance and correlations offer a method that on one hand enables one to decompose the EG of a sum of random variables in a way which imitates the decomposition of the variance, while on the other hand it also enables one to find out and to quantify the impact of deviation from "well-behaved" distributions on the decomposition. The method offers some properties that have not been offered before, and it will take time to grasp all the implications of such a method. It can be used whenever one is not comfortable with a variance based analysis of the data, or whenever economic considerations lead one to stress portions of the distributions of the independent variables as is common in Finance or Income distribution. In some sense the method offers an alternative treatment of extreme irrelevant observations. Instead of dropping them from the sample the method enables the investigator to reduce the weight attached to those observations in a systematic way. The drawback of the new method is that it is more complicated than the decomposition of the variance because it abandons the symmetry imposed by the Pearson's correlation coefficient on the random variables.
