Gravity determines the dynamical evaluation of many astrophysical systems. Each of these systems can be described as N gravitationally interacting particles. Solutions of the resulting N-body problem by direct simulation entails the calculation of O(N-2) forces at each time step. To increase the number of particles that can be simulated, approximate algorithms have been developed and implemented in so-called tree codes. In these algorithms the particles are stored into a spatial hierarchy that forms a tree data structure. For a fixed level of accuracy the complexity of this algorithm is O(Nlog(N)). In this paper, a 'manager-worker' model for a parallel implementation of hierarchical N-body algorithm is introduced. We describe a load-balanced, efficient algorithm for solving the Astrophysics simulation of N-body problem using treebased data structures and massively parallel computing architectures. This algorithm, based on the Barnes-Hut method, first assembles a tree data structure that represents the distribution of bodies, or particles, at all length-scales. An adaptive load balancing technique is used to assign bodies to processors as well as to insure that processors are assigned equal amounts of work. A number of performance measurements were carried out in order to reveal the behavior of the N-body application with respect to a partitioning technique and load imbalance overhead. We also show that, with using the introduced manager-worker model and the cost zones domain decomposition technique, the algorithm is load balanced and that the majority of the time of the algorithm is spent in performing on-processor functions and not in inter-processor: communications. We have conducted our study on several high-performance MIMD
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