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Introduction
De nos jours, les systèmes industriels deviennent de plus en plus complexes. Dans ce
contexte, la sécurité des installations, la maintenance des systèmes et des méthodes de diag-
nostic permettant de déterminer les modes de défauts d’un système quand il est en panne
présentent un enjeu très important. Les outils de maintenance doivent permettre de surveiller
le système, de lancer des alarmes quand les dysfonctionnements apparaissent, de proposer des
diagnostics fiables afin de minimiser le temps de localisation et de préparation des défauts.
Un problème de diagnostic pour un système concret dépend de la pertinence de l’infor-
mation recueillie sur le système. Généralement, la conception d’un problème de diagnostic
comporte trois étapes principales : la modélisation du système, la détection et la localisation
des défauts. Les informations peuvent être exploitées de façon implicite ou explicite dans ces
trois étapes.
Une partie de l’expertise peut être explicitée sous forme de modèle du système. Pour les
systèmes complexes, la difficulté de la tâche de modélisation se rapporte au niveau de dé-
tail qu’on veut analyser. La modélisation détaillée et complète pour un système est parfois
coûteuse et prend beaucoup de temps. Surtout, il n’est pas réaliste pour un problème de diag-
nostic dit juste à temps, par exemple du travail des agences de maintenances industrielles. De
cette limite, la construction au fur et à mesure du modèle du système aux différents niveaux
d’abstraction durant le processus de diagnostic est une problématique de recherche pour notre
travail.
Il peut exister certains autres types d’expertise qui ne sont pas explicités sous forme du
modèle formel qui pourtant peuvent être exploités pour affiner les résultats de diagnostic. La
question proposée est : comment exploiter l’expertise implicite durant le processus d’analyse
diagnostique ?
Le travail que nous présentons dans ce mémoire propose d’apporter des contributions en
distinguant trois problèmes de diagnostic itératif :
– le diagnostic itératif basé sur un modèle structuro-fonctionnel
– le diagnostic itératif basé sur un modèle comportemental avec propagation de valeurs
– le diagnostic itératif basé sur la connaissance experte implicite durant la phase d’analyse
diagnostique
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Les deux premiers problèmes sont liés à la complexité de la tâche de modélisation. Au
lieu de construire un modèle complet et détaillé du modèle avant d’initier l’analyse diagnos-
tique, l’analyse diagnostique est considérée comme un processus où le système est décom-
posé et son modèle est construit au fur et à mesure. Selon les symptômes observés, certaines
parties du modèle seront affinées. Pour atteindre cet objectif, une approche de modélisation
structuro-fonctionnelle qui ne demande pas beaucoup de connaissance explicite est proposée
pour résoudre le premier problème. Elle permet à l’expert de construire le modèle de façon
simple et d’expliciter certaines connaissances sur le système. En comparaison avec le premier
problème, la complexité de la modélisation considérée dans le deuxième problème ne repose
pas seulement sur la structure du système (le nombre d’éléments impliqués dans le système)
mais aussi sur le comportement du système. Le modèle comportemental est donc intégré dans
ce deuxième problème pour décrire le comportement du système.
Le troisième problème exprime le cas où l’expertise non-formulée est exploitée dans la
phase de diagnostic pour affiner les résultats de diagnostic. Dans ce problème, le modèle du
système est établi au début. Le modèle hiérarchique du système n’est pas considéré dans ce
cas.
Ce mémoire est organisé en 6 chapitres dont les thèmes sont donnés ci-après :
Le premier chapitre présente de manière générale le contexte du problème et introduit les
trois problèmes à résoudre dans les chapitres suivants. Une étude de bibliographie est réalisée
afin de positionner les travaux de ce manuscrit. Ce positionnement repose sur le choix de
l’approche de diagnostic, sur le choix de l’approche de modélisation hiérarchique et sur la
façon dont nous exploitons l’interaction homme-automate dans l’analyse diagnostique.
Le deuxième chapitre est consacré à la présentation des éléments de formulation et aux
notions fondamentales que nous voulons étudier. Tout d’abord, les éléments de formulation de
base pour l’approche hybride de diagnostic DX-FDI sont rappelés. En parallèle, les nouveaux
éléments de formulation sont présentés en visant la construction d’un modèle d’abstraction.
Ensuite, un modèle hiérarchique est défini via les éléments de base du système : variable,
modèle élémentaire et item (fonction ou ressource). Cette partie donne une vue globale sur la
modélisation que nous allons utiliser dans les problèmes de diagnostics itératifs.
Le troisième chapitre présente un processus de diagnostic avec interactions homme-
automate qui est basé sur le modèle structuro-fonctionnel FIS. Ceci permet de résoudre les
difficultés qui se rapportent à la complexité de la structure du système (le nombre impor-
tant d’éléments impliqués dans le système). Ce problème concerne le travail des services de
maintenance. Pour aider l’expert et pour faire face à la variété des systèmes, une démarche
de diagnostic qui ne requiert pas de formulation détaillée et complète du système au préa-
lable a été proposée. Le problème de diagnostic est présenté comme un processus interactif
homme-automate, où le modèle du système est découvert et explicité au fur et à mesure de
l’avancement du processus. Un outil d’aide au diagnostic a été conçu et permet de calculer des
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diagnostics à partir du modèle structuro-fonctionnel décrit aux différents niveaux de détail et
de guider l’expert dans son analyse et ses observations.
Dans le quatrième chapitre, un processus de diagnostic est présenté avec interactions
homme-automate en phase de modélisation. Cette modélisation comporte la modélisation
structuro-fonctionnelle et la modélisation comportementale du système. En comparaison avec
le problème présenté dans le troisième chapitre, la complexité du modèle exprimée dans ce
problème repose non seulement sur la structure du système (l’ensemble important des élé-
ments impliqués dans le système) mais aussi sur le comportement des items. La modélisation
structuro-fonctionnelle est donc réalisée en parallèle avec la modélisation comportementale
pour décrire un système au fur et à mesure aux différents niveaux d’abstraction dans un pro-
cessus de diagnostic. A partir du modèle hiérarchique et des observations, une approche est
proposée pour collecter automatiquement des symptômes. Cette approche doit collecter les
symptômes qui existent pour calculer des diagnostics et éviter des symptômes fallacieux cau-
sés par certaines relations d’abstraction entre les items. Une fois que les symptômes sont col-
lectés, les diagnostics peuvent être calculés par les approches proposées dans le chapitre 3.
Le cinquième chapitre présente un processus de diagnostic avec interaction homme-
automate dans la phase de diagnostic pour exploiter l’expertise implicite. Le cas d’étude pré-
senté est le problème de détection de défaut sur un réseau de pluviomètres distribués sur un
bassin versant. Les tests résultent de corrélations entre les flux de données issus des capteurs.
Tous les diagnostics possibles sont calculés à partir des tests négatifs. Avec une connaissance
tacite complémentaire, un expert peut affiner le résultat de diagnostic à partir d’un ensemble
important de propositions de l’automate. La logique floue a été utilisée en complément de la
logique nette (négatif, positif) pour offrir plus de souplesse aux experts.
3
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Chapitre 1
Contexte général
1.1 Introduction
Dans la littérature scientifique, la plupart des travaux publiés cherchent à automatiser les
procédures de diagnostics en supposant que le modèle du système est complètement connu
lorsque l’analyse diagnostique est initialisée. En réalité, cette supposition n’est pas toujours
vraie, ce problème avait été discuté dans (Ploix et Chazot [2006],Giap et al. [2009]) et a été
rappelé dans le contexte général de ce mémoire. Il peut être résumé en deux points principaux :
– le modèle du système est décrit avec différents niveaux de détail. Il est trop difficile de
modéliser complètement le système avant l’analyse diagnostique. Donc, le diagnostic
devient un processus où le système est décrit partiellement et certaines parties seront
affinées au fur et à mesure.
– En plus du modèle formalisé, il existe d’autres types d’expertises non-formalisées qui
sont implicites dans la connaissance de l’expert qui se construit au fur et à mesure de la
procédure de diagnostic.
A partir d’une vue générale de l’objectif à atteindre, une étude de l’état de l’art a été réali-
sée pour permettre de positionner notre problématique dans la littérature existante d’une part
et de choisir l’approche qui convient mieux au contexte considéré d’autre part. Ce position-
nement repose sur les trois questions suivantes : Quelle approche de diagnostic sera choisie ?
Quelle approche de modélisation permettra de répondre à nos besoins ? Comment l’interaction
homme-automate permet d’exploiter les connaissances implicites de l’expert dans l’analyse
diagnostique ?
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1.2 Méthodes de diagnostic
1.2.1 Méthode de diagnostic à base d’arbre de décision
L’arbre de décision (Quinlan [1986], Price [1999]) est un outil qui permet de créer des
scénarios pour diagnostiquer un système. Chaque scénario est décrit sous forme arborescente
comportant des noeuds et des branches descendantes de chaque noeud. Chaque noeud est éti-
queté par une question ou une décision. Un arbre de décision commence par un noeud initial
nommé "racine" et il se termine par des noeuds terminaux nommés "feuilles". La racine et
les noeuds intermédiaires guident l’opérateur à effectuer des tests ou des mesures sur le sys-
tème. Les feuilles donnent des diagnostics finaux. Selon la réponse à la question, une branche
descendante de l’arbre est atteinte. Nous prenons ici l’exemple de l’arbre de décision pour
diagnostiquer une voiture qui ne peut pas être démarrée (Price [1999])(figure 1.1).
FIG. 1.1 – Diagnostic à base de l’arbre de décision
Certains travaux ont perfectionné ce principe de diagnostic. Ils permettent par exemple
d’analyser des systèmes très complexes ou de faire une analyse croisée de plusieurs arbres
pour résoudre un même problème.
L’avantage de l’arbre de décision est qu’il donne un outil simple et facile à appréhender
pour décrire des procédures de résolution de problème. Il peut être utilisé pour les systèmes de
diverses natures. Potentiellement, il permet de diagnostiquer des défauts multiples en garan-
tissant les diagnostics obtenus mais avec condition que toutes les situations soient présentées.
L’inconvénient de cette approche est qu’elle dépend totalement de l’expertise et de la di-
versité des situations d’observation. Pour des symptômes initiaux différents, les arbres peuvent
6
Chapitre 1. Contexte général
être différents.
1.2.2 Analyse diagnostique à base de reconnaissance de cas
Le raisonnement à base de cas ou CBR (case-based reasoning) est une méthode qui utilise
des solutions antérieures à des cas particuliers de problème pour résoudre le cas similaire
(Kolodner [1993], Watson [1997], Price [1999]). Dans ce but, les effets observés des défauts
qui se sont produits par le passé et les solutions correspondantes sont enregistrés dans une base
de connaissances. Puis, lorsque des faits anormaux se produisent il s’agit de rechercher des cas
similaires dans la base de connaissances pour trouver des diagnostics possibles. Si le problème
a des aspects nouveaux, alors la solution du nouveau problème sera adaptée, évaluée et ajoutée
à la base de données. Le déroulement de cette approche est présenté sur la figure (1.2).
FIG. 1.2 – Diagnostic à base de reconnaissance de cas particulier
L’avantage de cette approche est qu’elle est particulièrement adaptée aux domaines d’ap-
plication où les problèmes ne peuvent être facilement décomposés. Les solutions sont réutili-
sables. Quand un nouveau problème apparaît, il est probable qu’il puisse être résolu en utilisant
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une solution ancienne d’un cas ancien similaire. En revanche, si les problèmes sont différents,
alors il y a peu à gagner en essayant de réutiliser les solutions du passé.
L’inconvénient de cette approche est qu’elle dépend beaucoup de l’expérience de l’expert.
L’historique, plus que la connaissance approfondie sur le modèle du système, est la source
principale de connaissances. Afin de diagnostiquer efficacement, il est nécessaire d’avoir étu-
dié de nombreux exemples historiques sur le système. Cette exigence paraît irréaliste dans le
contexte de problème de diagnostic juste à temps.
1.2.3 Méthode de diagnostic à base de modèle
Le diagnostic à base de modèles, dite aussi analyse diagnostique formelle, s’appuie sur
une description formelle du système à diagnostiquer afin de prédire le comportement du sys-
tème. Nous allons utiliser un modèle pour définir les comportements du système en écrivant les
modes de comportements de chaque ressource et les interactions entre eux au niveau du sys-
tème. Nous appelons observation, un ensemble de données, issues en général de capteurs. Ces
observations sont reliées à des variables du modèle. Un conflit est détecté lorsque des variables
calculées par le modèle, à partir d’une observation, different de celles observées sur le système.
Autrement dit, un conflit apparaît lorsqu’une observation et le modèle sont inconsistants.
FIG. 1.3 – Diagnostic à base de reconnaissance de cas particulier
Approche FDI (Fault Detection and Isolation)
Dans la communauté FDI (Patton et al. [1989]; Gertler [1993]; Adjallah [1993]; Cassar
et al. [1995]; Frank [1996]; Isermann [2004]), un problème de diagnostic se divise en deux
parties : la partie détection et la partie localisation des défauts. Chaque composant du système
est décrit par un ensemble de contraintes, qui exprime son comportement par l’intermédiaire
des variables.
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Au niveau du système, un ensemble des relations de redondance analytique (RRA), que
nous appelons les tests de détection (ou simplement test), est établi permettant de générer
les symptômes du système. En fait, une RRA est une relation qui ne contient que des va-
riables observables dont les valeurs peuvent être calculées à partir de l’observation (Staros-
wiecki et Comtet-varga [2001]; Dustegor et al. [2004]; Ploix et al. [2005a]). Les variables
non-mesurables sont éliminées. L’ensemble des composants qui appartiennent à une RRAi est
noté sup(RRAi).
Le résultat de l’évaluation d’un RRA est appelé résidus (Frisk [2000]; Staroswiecki et
Comtet-varga [2001]; Dustegor et al. [2004]; Nyberg et Frisk [2006]). En fonctionnement
normal, les observations (OBS) satisfont les RRAs. Lors de la présence de défauts, il apparaît
un conflit entre les comportements attendus et les comportements observés. En ce cas, le résidu
est non nul, il explique un conflit. La signification de ce résidu est qu’il existe au moins un
composant fautif parmi les composants intervenant dans la RRA.
Dans la deuxième étape de l’approche FDI, étape de localisation, il nous faut éta-
blir une table de signature des défauts (Frank [1996]). Etant donné un ensemble R =
{RRA1,RRA2, . . . ,RRAn} de n RRAs et un ensemble F = {F1,F2, . . . ,Fn} de m défauts, la
signature du défaut Fj est donnée par le vecteur colonne FS j = (s1 j,s2 j, . . . ,sn j)T tel que :
si j =
{
1 si les composants implique´s dans Fj sont implique´ dans RRAi
0 sinon
(1.2.1)
Une table de signature des défauts est formée par l’ensemble des vecteurs colonnes des
défauts et chaque ligne correspond à un RRA. La signature d’une observation, notée par Sobs,
est présentée aussi sous forme d’un vecteur colonne, fournie par la formule :
Sobs =

0 si RRA1 satis f ait par observation ou 1 si non
. . .
. . .
0 si RRAn satis f ait par observation ou 1 sinon
 (1.2.2)
Dans l’approche de FDI, le défaut est localisé par comparaison entre les vecteurs colonnes
associés aux symptômes abservés Sobs (ceci est appelé aussi signature effective) et les vecteurs
colonnes de signature FS j dans la table de signatures. Un ensemble des défauts F vérifiera :
∀Fj ∈F ,FS j = Sobs (1.2.3)
Cette approche donne un outil pour traiter les modèles quantitatifs. Ces modèles sont dé-
crits par des équations mathématiques, souvent par des équations différentielles. Pourtant, ceci
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est parfois un inconvénient de cette approche : elle exige des modèles mathématiques pré-
cis et complets. Ceci n’est pas facile à obtenir. Un autre inconvénient de cette approche est
la garantie des diagnostics. Cela est dû à l’hypothèse d’exonération qui considère que si un
résidu est quasiment nul alors il n’y a aucun défaut dans le sous-système testé, les compo-
sants impliqués dans ce sous-système sont exonérés. Cette hypothèse concerne l’hypothèse
de non-compensation des défauts et de manifestation permanente des symptômes. Ces hypo-
thèses peuvent conduire à de faux diagnostics car un test ne permet pas toujours de constater
une anormalie en tout point de fonctionnement du sous-système testé. De plus, la comparaison
entre les vecteurs colonnes d’observation et les vecteurs colonnes de signature dans la table de
signature ne permet pas de détecter facilement les défauts multiples.
Approche DX
L’approche DX est une méthode de diagnostic à base de modèle. Il est aussi appelé diag-
nostic à partir des principes premiers. Cette méthode a été formulée au début des années
quatre-vingts dans la communauté intelligence artificielle. Depuis son apparition, les travaux
marquants sont (Reiter [1987]; De Kleer et Williams [1987]; Greiner et al. [1989]; De Kleer
et Williams [1992]). L’idée principale est de comparer le fonctionnement réel du système par
l’intermédiaire des observations avec le fonctionnement prédit grâce à un modèle de bon com-
portement. Les diagnostics sont alors calculés logiquement.
Dans cette approche, un problème de diagnostic est décrit par un triplet (SD, COMPS,
OBS) (Reiter [1987]; De Kleer et Williams [1987]) avec SD (system description) un ensemble
de formules logiques de premier ordre, COMPS (system components) un ensemble de compo-
sants du système (ensemble fini de constantes), OBS (observation) un ensemble d’observations
du système décrit par un ensemble de formules de premier ordre. L’ensemble SD inclut un
prédicat unitaire noté AB(. . .) qui signifie anormal (ou abnormal en anglais). Si c est un com-
posant qui appartient à l’ensemble des composants COMPS, AB(c) signifie que le composant
c se comporte anormalement. SD∪{¬AB(c)| c ∈COMPS} représente donc la description du
comportement normal du système. Le système observé (SD, COMPS, OBS) est détecté anor-
mal si et seulement si SD∪¬AB(c)| c ∈COMPS∪ OBS est inconsistant. Puis un ensemble
de conflits est généré ; il exprime l’inconsistance entre le modèle de comportement normal
d’un ensemble de composants et les observations. L’étape de localisation repose sur l’analyse
croisée des défauts des composants impliqués dans le support des conflits. Donc, un diagnos-
tic doit expliquer tous les conflits. Les algorithmes pour calculer les diagnostics à partir des
conflits sont présentés dans (De Kleer et Williams [1987]; Reiter [1987]). Des extensions sont
proposées dans (De Kleer et Williams [1992]; Struss et Dressler [1989]; Desindes [2006]) pour
intégrer le modèle de disfonctionnement (des défauts spécifiques). Cela permet d’exprimer les
causes plus précises des conflits.
Comme le raisonnement diagnostique par l’approche DX, que l’on appelle aussi diagnostic
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logique, ne repose pas sur l’hypothèse d’exonération, il apporte une garantie sur les résultats :
si les modèles de comportement sont justes et si un dysfonctionnement se manifeste, alors
nécessairement l’état réel du système fait partie de la liste des diagnostics calculés. Pour-
tant, le raisonnement diagnostique logique à partir des conflits peut conduire aux diagnostics
physiquement impossibles. Ce problème est abordé et traité dans (Struss et Dressler [1989];
Desindes [2006]).
Approche bridge entre FDI et DX
Les premières études comparatives entre l’approche DX et FDI sont présentées dans (Cor-
dier et al. [2000]). Puis, certaines contributions sont présentées qui consistent à rapprocher
FDI et DX afin d’exploiter des avantages de chaque approche (Cordier et al. [2000]; Ploix
et al. [2003]; Nyberg et Krysander [2003]; Cordier et al. [2004]).
L’approche DX qui s’appuie sur un raisonnement diagnostique logique et n’exige aucune
hypothèse d’exonération permettra d’obtenir une garantie des résultats. Elle permet aussi de
traiter les défauts simples et multiples. L’approche DX cherche directement des conflits à partir
du modèle et des observations. L’étape de recherche des RRAs est implicite dans DX. Les
RRAs donnés par l’approche DX peuvent être considérés comme des conflits potentiels (un
RRA peut être satisfait ou non par les observations). La cohérence globale entre signatures
de FDI permet d’adapter FDI aux environnements bruités. Généralement, l’approche bridge
consiste à rapprocher FDI et DX afin d’exploiter les avantages de FDI sur l’aspect détection et
des avantages de DX sur l’aspect localisation.
1.2.4 Positionnement de l’approche de diagnostic
Après une étude de différentes approches de diagnostic, l’approche à base de modèles, et
plus précisément, l’approche bridge entre FDI et DX, a été préférée dans ce manuscrit. Une
telle approche permet d’exploiter les avantages des approches FDI et DX. Généralement, cette
approche ne dépend guère du type de modèle étudié. Elle s’adapte bien aux modèles qualitatifs
ainsi qu’aux modèles quantitatifs. De plus, elle offre également des avantages sur l’évolutivité
du système car elle est peu dépendante de l’expérience de l’expert. La mise à jour du modèle
est faite facilement par l’ajout ou la suppression des modèles élémentaires. Ce point fort est
exploité dans le contexte de plug and play présenté dans (Allahham et al. [2010])
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1.3 Prise en compte de plusieurs niveaux d’abstraction dans
l’analyse diagnostique
Pour modéliser un système, plusieurs types de formulation sont présentés dans la commu-
nauté de l’analyse diagnostique à base de modèle. Dans (Chittaro et Kumar [1998]; Chittaro
et Ranon [2004]), quatre types de connaissances sont distingués :
– la connaissance structurelle est la connaissance sur la topologie du système. Elle décrit
les composants constituant le système et les liens entre eux.
– la connaissance comportementale exprime les comportements potentiels des compo-
sants. Elle décrit comment les composants se comportent à l’aide des lois fondamentales
(physique, chimique, . . .).
– la connaissance fonctionnelle exprime le rôle des composants d’un système.
– la connaissance téléologique exprime l’objectif d’un système, d’un sous-système ou un
composant. Ce type de raisonnement concerne les connaissances à haut niveau qui dé-
cide la conception et l’installation d’un système.
Dans la littérature scientifique, l’abstraction est présentée comme un outil qui permet de
réduire le coût des calculs du diagnostic à base de modèle (Genesereth [1984]; Davis [1984];
Mozetic [1992]; Struss [1992]; Nayak [1994]; Autio [1995]; Autio et Reiter [1998]; Chittaro
et Ranon [2004]). Le diagnostic commence souvent par le niveau d’abstraction le plus élevé
du système, puis les solutions sont affinées hiérarchiquement. L’avantage est que, aux niveaux
abstraits, le modèle du système est décrit de façon plus simple, et des solutions peuvent être
calculées avec moins d’efforts. Ces solutions sont ensuite utilisées au plus bas niveau pour re-
chercher des solutions plus détaillées. Certains auteurs montrent que l’approche de diagnostic
basé sur le modèle d’abstraction permet aussi d’éviter des diagnostics physiquement impos-
sibles (Struss [1992]; Chittaro et Ranon [2004]). Ce problème n’est pas encore traité dans
(Reiter [1987]; De Kleer et Williams [1987]).
Dans la littérature, l’abstraction du modèle est construite en s’appuyant sur les quatre types
de connaissances citées ci-dessus. Pourtant, ces types de connaissances ne sont pas toujours
distingués clairement par les auteurs. Plus souvent, on trouve d’un côté certains travaux qui se
concentrent sur la connaissance structurelle et comportementale, et d’un autre côté, des travaux
sur la connaissance fonctionnelle et téléologique. Dans la suite, nous souhaitons présenter
certains travaux qui existent en distinguant ces deux catégories.
1.3.1 Construction du modèle hiérarchique en s’appuyant sur la
connaissance structurelle et comportementale
Dans cette catégorie, les travaux proposés sont de deux types : l’abstraction structurelle
et l’abstraction comportementale. Au point de vue topologique, l’abstraction structurelle ex-
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prime une décomposition hiérarchique sur la structure du système. Par exemple, une voiture
peut être décomposée structurellement en sous-systèmes : système électrique, système d’allu-
mage, système d’injection, etc. Le système électrique peut être décomposé encore en batterie,
fil électrique, bougie d’allumage, démarreur, et ainsi de suite. En parallèle à la décomposi-
tion structurelle, le modèle comportemental décrit le comportement du système et des sous-
systèmes. L’abstraction comportementale consiste à décrire un système à différents niveaux de
détail du comportement. Par exemple, un modèle qualitatif peut être décrit plus précisément
par le modèle quantitatif. Nous allons regarder dans cette partie certains modèles existant dans
la littérature sur l’abstraction structurelle et l’abstraction comportementale.
Modèle hiérarchique pour l’analyse diagnostique de Mozetic (Mozetic [1992])
Dans (Mozetic [1992]), Mozetic donne une théorie générale sur la description hiérarchique
des systèmes qui comporte trois principes de raffinement/abstraction. Un algorithme de diag-
nostic est proposé pour ces modèles.
La représentation d’un système est donnée par un modèle m qui associe chaque mode x
d’un système, ses observations correspondantes (entrées/sorties) y. Il est noté par :
m : x→ y (1.3.1)
Les opérateurs de raffinement / abstraction permettent de partir d’un modèle m représentant
le système et d’obtenir un modèle plus abstrait m′ représentant le même système mais moins
détaillé. Afin de relier les deux représentations, on a besoin d’une fonction h (inversible ou
non-inversible) qui exprime le lien d’abstraction entre m et m′. En détail, h(x,x′) fait le lien
entre x et x′, et h(y,y′) fait le lien entre y et y′. Le modèle hiérarchique avec deux niveaux
adjacents est présenté sur la figure 1.4.
FIG. 1.4 – Représentation hiérarchique d’un modèle
Ensuite, trois principes d’abstraction/raffinement sont introduits. Ils expliquent comment
un modèle hiérarchique est construit. Ce sont :
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1. Introduction / Suppression d’une variable : Certaines variables peuvent être agrégées
et disparaître au niveau supérieur ou de nouvelles variables sont introduites au niveau
inférieur pour décrire plus en détail le modèle d’un système.
2. Raffinement / Abstraction d’une valeur : un ensemble de valeurs d’une variable peut
être abstrait en une seule valeur. Par exemple, un intervalle de valeurs quantitatives est
abstrait à une valeur qualificative.
3. Elaboration / Simplification (expansion / agrégation de la structure du modèle) : En
terme de système, un modèle au niveau abstrait m1(x1,y1) peut être défini par les re-
lations plus simples (relation entre les modes et les variables) que le modèle détaillé
m2(x2,y2). Quand le système est constitué d’un ensemble de composants c1,c2, . . . ,cn,
la composition du système peut être définie par :
m(x, y)← c1(x1,y1), . . . ,cn(xn,yn) (1.3.2)
où c1, . . . ,cn définissent des relations (appelée mapping par Mozetic) entre les modes de
chaque composant et leurs observations (entrée/sortie). L’agrégation de certains compo-
sants (par exemple c1, . . . ,cn) peut conduire à une représentation plus simple :
m(x,y)← c1(xc,yc),ck+1(xk+1,yk+1), . . . ,cn(xn,yn) (1.3.3)
Pour assurer la cohérence du raisonnement, il doit être garanti que les diagnostics qui sont
impossibles à un niveau abstrait sont aussi impossibles à un niveau plus détaillé. Ceci est
appelé la condition de consistance, qui doit être satisfaite entre les différents niveaux (voir
détails dans (Mozetic [1992])).
Pour conclure, Mozetic a donné dans son travail la formulation d’un modèle hiérarchique
avec trois principes pour le raffinement et l’abstraction du modèle. Ces principes donnent une
vue générale sur le raffinement et l’abstraction et ils ne distinguent pas en détail les deux
aspects structurel et comportemental. Nous pouvons dire que les deux premiers principes,
et une partie du troisième principe visent à l’abstraction comportementale. L’agrégation des
composants évoquée dans le troisième principe vise à l’abstraction structurelle du système.
Modèle hiérarchique proposé par Chittaro (Chittaro et Ranon [2004])
Dans (Chittaro et Ranon [2004]), Chittaro a proposé une formalisation de l’abstraction
structurelle pour l’analyse diagnostique. Elle est appelée MIS (Model Increasing Structu-
ral). Supposons que la procédure d’abstraction commence par un problème de diagnostic
D0 = (SD0,COMPS0,OBS0), et que nous voulions le caractériser structurellement par un
problème de diagnostic plus abstrait D1 = (SD1,COMPS1,OBS1). Une fonction d’interpréta-
tion (interpretation mapping) pour l’abstraction structurelle est définie par piA : Models(D0)→
Interpretations(L1) qui permet de décrire D1 dans le langage L1. D1 est le résultat de l’agréga-
tion d’un ensemble des composants AGGR⊆COMPS en un seul super-composant. COMPS1
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contient les nouveaux composants qui représentent l’agrégation de certains composants de
COMPS0, et les composantes de COMPS0 qui ne sont pas impliqués dans les agrégations.
En terme de comportement des composants, le comportement d’un super-composant dé-
pend du comportement de ses sous-composants. Le super-composant se comporte d’une cer-
taine manière, ses sous-composants doivent être dans un certain comportement correspondant.
Il est exprimé par la combinaison des modes de comportement des sous-composants. Chaque
combinaison est une conjonction logique des modes, par exemple m1(c1)∧ ·· · ∧mk(ck) avec
mi, un mode de comportement de ci. Chaque conjonction de modes de ce type est appelée
aussi un candidat partiel de {c1, . . . ,ck}. L’ensemble de candidats partiels dépend de l’en-
semble des composants impliqués dans AGGR et de l’ensemble de modes de comportement de
chaque composant ci ∈ AGGR. Il est noté par
CANDS(SD0,AGGR)
Nous allons créer des ensembles de candidats partiels BM1, . . . ,BMn tel que BMi ⊆
CANDS(SD0,AGGR),
⋃
i=1...n BMi = CANDS(SD0,AGGR). Chaque ensemble de candidats
partiels correspond à un mode de comportement spécifique du super composant.
Considérons l’exemple de deux tuyaux p1 et p2. Supposons que chaque tuyau comporte
deux modes de comportement {ok, f uite} . L’ensemble des candidats partiels possibles de
l’agréation AGGR = {p1, p2} sont
{ok(p1)∧ok(p2),ok(p1)∧ f uite(p2), f uite(p1)∧ok(p2), f uite(p1)∧ f uite(p2)}.
Nous pouvons regrouper ces candidats partiels en deux ensembles BM1 et BM2 de la ma-
nière suivante :
BM1 = {{ok(p1)∧ok(p2)}}
BM2 = {{ok(p1)∧ f uite(p2)},{ f uite(p1)∧ok(p2)},{ f uite(p1)∧ f uite(p2)}}
Dans cet exemple, le super composant peut avoir deux modes de comportement : le premier
mode représente le fait que les deux sous-composants sont en mode de fonctionnement normal,
le deuxième mode représente le fait qu’il y a une fuite au niveau des sous-composants.
Du point de vue structurel, la notion de port est introduite dans (Chittaro et Ranon [2004]).
Structurellement, la connexion entre les composants dans le système est réalisée par les ports.
Un port correspond à une variable dans la description comportementale est lié à une observa-
tion possible. En comparaison avec D0, certains ports seront retirés au niveau d’abstraction D1.
OBS1 est un sous-ensemble de OBS0, OBS1 représente les ports qui ne sont pas retirés dans
une abstraction de D0 à D1.
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Chittaro a proposé dans son travail une formalisation de l’abstraction structurelle
MIS. Une hiérarchie de MIS est un ensemble ordonné de m problèmes de diagnostic
{SDi,OBSi,COMPSi} avec i = 0, . . . ,n− 1. {SD0,OBS0,COMPS0} est le moins abstrait et
{SDn−1,OBSn−1,COMPSn−1} est le plus abstrait. En comparaison avec (Mozetic [1992];
Struss [1992]; Autio [1995]; Autio et Reiter [1998]), une extension au modèle avec multi-
modes de comportement est introduit. La description aux différents niveaux de comportement
n’est pas clairement abordée dans (Chittaro et Ranon [2004]). Les contraintes sont introduites
pour décrire les modes des composants à chaque niveau d’abstraction mais à la condition que
ceci ne change pas le domaine de valeurs des variables.
1.3.2 Construction du modèle hiérarchique en s’appuyant sur la
connaissance fonctionnelle et téléologique
Pour certains auteurs, la notion de fonction est fortement liée à la notion de téléologie : une
fonction d’un système est identifiée par une tâche ou un objectif que le système doit accomplir
(De Kleer [1984]; Steels [1989]; Downing [1990]; Franke [1991]; Keuneke [1991]; Sticklen et
Bond [1991]; IEEE [1998]; Flaus [2008]). Certains autres auteurs distinguent plus précisément
la fonction de la téléologie en considérant le modèle fonctionnel comme une relation intermé-
diaire entre le modèle comportemental d’un système et le modèle téléologique. Pourtant, dans
ces approches, la présentation et l’utilisation de la connaissance fonctionnelle et téléologique
est discutée de façon générale. Une formalisation plus concrète a été récemment présentée
dans (Chittaro et Ranon [2004]). Nous allons voir ensuite dans cette partie la formulation de
la connaissance fonctionnelle et téléologique selon ces deux points de vue.
Pour le premier point de vue, une fonction du système est définie comme une relation entre
le comportement du système (ou sous-système) et l’objectif à obtenir conçu par le concepteur.
Pourtant, ces approches sont souvent limitées par un langage spécifique qui dépend du type
de système étudié. Certaines de ces approches sont appelées approches fonctionnelles à base
de flux ou FBF (flow-based functional approche). Il s’agit de la présentation fonctionnelle des
flux de matière (la chaleur, les électrons, les liquides, etc.) qui coulent à travers la structure
du système. Dans l’approche FBF, les fonctions sont présentées par un ensemble de primitives
(ou primitive fonctionnelle). Chaque primitive fonctionnelle représente une action effectuée
sur le flux qui coule à travers la structure du système. Par exemple, du système hydrologique,
quatre primitives fonctionnelles peuvent être définies : générer le flux, conduire le flux, stocker
le flux, et empêcher le flux. Puis, certaines règles sont conçues afin de réaliser une abstraction
automatique sur le modèle fonctionnel : abstraction de deux primitives fonctionnelle en série,
abstraction de deux primitives fonctionnelles en parallèle, conversion étoiles-mailles, etc. Par
exemple, l’abstraction de deux primitives en série conduire le flux et empêcher le flux emmè-
nera à une autre primitive fonctionnelle empêcher le flux.
En résumé, la formalisation des primitives fonctionnelles permet de faire le lien entre le
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comportement des composants du système à son objectif. En s’appuyant sur ces règles, l’abs-
traction peut être réalisée automatiquement. Un inconvénient de la notion de cette formulation
est qu’elle dépend largement de la nature de système étudié.
Pour le deuxième point de vue, la notion de fonction et la notion de téléologie ne sont
pas distinguées. Une fonction est définie comme un processus présentatif du rôle d’un sys-
tème ou d’un ensemble de ressources. Les ressources sont peut-être des ressources maté-
rielles, humaines, informationnelles, etc. La notion de fonction proposée exprime le lien entre
les fonctions et les ressources assistant à la réalisation de la fonction. Elle est adaptée à une
grande variété de systèmes et pour certains objectifs d’utilisation comme l’analyse fonction-
nelle, l’analyse des risques, l’analyse diagnostique, etc. Deux modèles peuvent être cités de
la littérature : IDEF0 (Intergration Definition For Function Modeling) (IEEE [1998]) et FIS
(Fonction-Interaction-Structure) Flaus [2008]).
IDEF0 est souvent exploitée pour la modélisation des processus de production et de service
(Zakarian et Kusiak [2001]; Kim et Jang [2002]). Cette technique convient pour la modélisa-
tion des activités et du flux des informations entre les activités. Pour modéliser un système,
elle s’appuie sur trois types de diagrammes : graphique, texte et le glossaire. Les schémas gra-
phiques définissent les fonctions et les relations fonctionnelles via les boîtes et des flèches. Le
texte et le glossaire fournissent des informations supplémentaires aux schémas graphiques. Un
schéma graphique d’une fonction peut être représenté sur la figure (1.5).
FIG. 1.5 – Diagramme d’une fonction dans IDEF0
Sur ce diagramme, la boîte rectangulaire indique la fonction, étiquetée par un nom. Les
flèches qui viennent de gauche sont des entrées. Les entrées sont transformées ou consommées
par la fonction. Les flèches qui partent vers la droite sont des sorties. Ce sont des données ou
des produits fournis par la fonction. Les flèches qui viennent du haut sont des contrôles. Ils
précisent les conditions nécessaires pour que la fonction puisse produire des sorties correc-
tement. Les flèches qui viennent du bas sont des mécanismes. Elles identifient des moyens
utilisés pour l’exécution de la fonction. Les flèches qui pointent vers le bas sont appelées des
appels. La boîte appelée va fournir des détails à la boîte qui appelle. Le modèle IDEF0 permet
de décrire un système de façon hiérarchique avec des diagrammes aux différents niveau de
détail (figure 1.6).
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FIG. 1.6 – Diagramme d’une fonction
Un inconvénient de IDEF0 est qu’il ne permet pas de prendre en compte le temps ni de
représenter les relations logiques (relations ET / OU). Pour cette raison, il ne donne pas une
vue générale sur le déroulement ou la séquence des fonctions. Une amélioration a été proposée
dans les versions IDEF1, IDEF2.
Dans (Flaus [2008])), FIS (Fonction-Interaction-Structure) est présenté comme un outil de
modélisation efficace pour l’analyse des risques et un moyen pour intégrer des outils de l’ana-
lyse diagnostique (Giap et al. [2010c]). La notion de fonction présentée dans FIS est similaire
à celle proposée IDEF0. Cependant, les liens entre les aspects structurels et fonctionnels sont
explicités. Les entrées des fonctions sont constituées des ressources utilisées et les sorties des
ressources produites ou modifiées. Par conséquent, la représentation de l’ensemble d’un sys-
tème est un graphe biparti Fonctions/Ressources (figure 1.7).
FIG. 1.7 – Relations Fonctions/Ressources dans FIS
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Plusieurs fonctions peuvent être regroupées au sein d’un système de façon à rendre l’ana-
lyse modulaire.
Des fonctions et/ou ressources peuvent être partagées entre les systèmes et la séquence
d’exécution des fonctions est spécifiée par un diagramme séquentiel indépendant du graphe
Fonction/Ressources (figure 1.8). Enfin la partie dysfonctionnelle du modèle permet de repré-
senter les relations ET et OU entre les fonctions. L’ensemble de l’approche est mise en oeuvre
dans le cadre du logiciel XRisk.
FIG. 1.8 – Présentation UML du modèle FIS
1.3.3 Positionnement de la méthode de modélisation
Pour construire le modèle hiérarchique, nous pouvons distinguer dans la littérature deux
approches : les approches de bas en haut (Bottom-Up) et les approches de haut en bas (Top-
Down approachs). Les approches de bas en haut consistent à construire le modèle hiérarchique
du système à partir du niveau détaillé des composants (ou des ressources) pour conduire à
un niveau plus abstrait. Le but principal de l’exploitation d’un tel modèle hiérarchique est
souvent de réduire le coût et le temps de calcul dans l’analyse diagnostique. Les approches
de haut en bas consistent à décomposer et à décrire les systèmes de façon hiérarchique de
haut en bas. La décomposition commence souvent par les fonctions, la structure globale du
système et conduit à un niveau plus détaillé. La décomposition hiérarchique d’un système
permet d’analyser (analyse fonctionnelle, analyse des risques, etc.) en évitant la complexité du
système. Dans le contexte du diagnostic, les approches de haut en bas pour décrire un système
19
Chapitre 1. Contexte général
à diagnostiquer paraissent plus convenables car elles n’exigent pas le modèle complet, détaillé
du système comme préalable.
Comme le système est construit au fur et à mesure dans la procédure de diagnostic, nous
souhaitons reformuler et présenter dans notre travail une approche de modélisation dite orien-
tée objet. Dans ce but, le phénomène d’abstraction sera défini en s’appuyant sur les éléments
de base qui constituent le système. Comme l’abstraction sur les variables, l’abstraction sur les
items (un item est soit une fonction soit une ressource), etc. Par ces définitions, les abstractions
structurelle et comportementale sont implicitement intégrées. Cette reformulation permettra de
faire le pont entre l’approche bridge de diagnostic (FDI/DX) basée sur les contraintes que nous
avons évoquées précédemment et les méthodes basées sur l’abstraction. De plus, elle donnera
une vue générale sur un langage de description qui permet à l’expert de construire un modèle
hiérarchique au fur et à mesure en exprimant ses connaissances sur le système.
1.4 Interaction dans l’analyse diagnostique
1.4.1 Interaction home-automate dans l’analyse diagnostique
L’interaction homme-automate est présentée dans l’analyse diagnostique comme une façon
d’exploiter au fur et à mesure la connaissance de l’expert dans le processus de diagnostic. Nous
allons revoir certains travaux existant.
Les travaux de (Ploix et Chazot [2006]) présentent une approche de diagnostic itératif qui
permet de réaliser une modélisation structurelle au fur et à mesure dans le processus de diag-
nostic. La décomposition du système dépend des résultats des tests à chaque itération. Cette
approche permet d’exploiter au maximum l’expertise implicite et d’éviter les formalisations
inutiles, il s’agit de la partie de la modélisation qui n’est pas exploitée dans l’analyse diag-
nostique. En détail, le niveau structurel est exploité dans (Ploix et Chazot [2006]) parce qu’il
est plus facile pour un expert de modéliser un système. Il décrit directement les composants
impliqués dans le système et les connexions entre eux. Un processus de description itérative
peut être mis en évidence, il commence par une description au niveau des macro-composants
et selon les résultats du diagnostic, les parties où les défauts sont localisés sont décrites en
détail. Pour expliciter au fur et à mesure l’expertise, on suppose que implicitement, un expert
soit capable de :
– effectuer des tests de détection pour améliorer la localisation des défauts lorsque les
diagnostics sont proposés par l’automate à une itération.
– formaliser la structure des parties du système qui sont testés. Il s’agit des composants et
les connexions entre eux via des variables.
A un moment donné, Il est difficile pour un expert de résumer tous les résultats des tests
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de détection et de les analyser de manière systématique afin d’en déduire toutes les fautes
possibles. Un outil d’aide au diagnostic qui s’appelle SMARTlab a été présenté dans (Ploix
et Chazot [2006]). SMARTlab permet de calculer tous les diagnostics minimaux à partir des
symptômes et lister les diagnostics en un ordre de priorités. Dans SMARTlab, les tests négatifs
sont utilisés pour calculer les diagnostics selon l’algorithme de Reiter (Reiter [1987]), qui
formalise un raisonnement de diagnostic logique et permet de prendre en compte des défauts
multiples. L’ordre des diagnostics est classé par la mesure contextuelle et la probabilité des
modes. Ceci est présenté dans (Touaf et Ploix [2004a]) et est rappelé dans l’annexe A. Un
exemple sur l’exploitation de SMARTlab est présenté dans (Ploix et Chazot [2006]).
Dans (Kleer et Williams [1987]; De Kleer et Williams [1992]), l’interaction homme-
automate est présentée au niveau des mesures. Pour superviser un système industriel, certains
capteurs peuvent être disponibles pour détecter les défauts. Pour localiser plus précisément, il
faut avoir des mesures supplémentaires. Le problème proposé par de Kleer est de localiser un
défaut avec un nombre de mesures minimal. La méthode proposée s’appuie sur la probabilité
des défauts et la théorie de l’Entropie pour proposer les prochaines mesures au testeur.
Dans (Chittaro et Ranon [2004]), la procédure de diagnostic est quasiment automatique à
partir du modèle du système et des observations. La suggestion des mesures n’est pas abordée
dans son travail. L’interaction entre l’expert et l’automate a lieu au niveau du modèle téléolo-
gique afin de déterminer la partie active ou inactive du système. Ceci permet de déterminer le
contour du système à tester.
1.4.2 Positionnement de l’objectif d’interaction homme-automate dans
l’analyse diagnostique
Nous voyons que la plupart des travaux existant dans le domaine diagnostique sont présen-
tés toujours avec l’hypothèse que le modèle du système est décrit complètement au préalable.
Une autre piste de recherche qui est quasi nouvelle est présentée dans (Ploix et Chazot [2006]).
Dans ce travail nous souhaitons suivre cette piste afin de résoudre des difficultés liées à la com-
plexité des modèles. Nous considérons l’interaction homme-automate comme la seule façon
permettant d’exploiter l’expertise qui ne peut pas être exprimée sous forme de modèle formel.
Nous allons discuter ensuite les types d’interaction homme-automate dans l’analyse diagnos-
tique en faisant le lien avec le modèle et l’approche de diagnostic que nous avons discuté
précédemment. Au contraire de certaines approches présentées dans la littérature où les étapes
de génération de symptômes et de diagnostic sont confondues, dans les problèmes que nous
présentons, les trois étapes : modélisation du système, génération des symptômes et analyse
diagnostique seront bien distinguées. Ensuite, nous étudierons l’interaction homme-automate
suivant trois directions étudiées dans les chapitres 3,4 et5. (figure 1.9).
Dans le premier problème de diagnostic itératif basé sur le modèle structuro-fonctionnel
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FIG. 1.9 – Trois types d’interaction homme-automate dans les problèmes de diagnostic itérac-
tifs
FIS, l’interaction homme-automate se manifeste durant la tâche de modélisation et de détec-
tion. L’opérateur décompose et teste le système selon différents niveaux d’abstraction, et puis
il formalise les symptômes. Les diagnostics seront calculés à partir des symptômes obtenus.
Cette approche est proposée pour les problèmes de diagnostic où le modèle de comportement
du système peut être implicite. La réalisation des tests et la formulation des symptômes re-
posent sur la connaissance implicite de l’expert. Un problème de diagnostic hors-ligne d’une
voiture a été présenté dans (Giap et al. [2010b]).
Dans le deuxième problème de diagnostic itératif basé sur le modèle comportemental,
l’interaction homme-automate se manifeste durant la tâche de modélisation. Ce problème
concerne plus particulièrement les systèmes complexes, où le modèle du système est décrit
partiellement et certaines parties seront affinées au fur et à mesure. En effet, l’analyse diagnos-
tique pour un modèle complet détaillé n’est souvent pas réaliste parce qu’elle est trop longue
et trop couteuse à établir. De plus, il n’est pas nécessaire d’aborder des modèles qui ne sont
pas utilisés dans l’analyse diagnostique. Nous pouvons constater que les symptômes sont for-
mulés par l’expert dans le premier problème tandis qu’on a besoin de l’automate dans la tâche
de détection de symptômes dans ce deuxième problème. Pour cette raison, en plus des ou-
tils du premier problème, les nouveaux outils seront conçus dans ce deuxième problème pour
détecter automatiquement des symptômes à partir d’un modèle décrit à différents niveaux de
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comportement.
Dans le dernier problème de diagnostic itératif basé sur la connaissance experte implicite,
l’interaction homme-automate se manifeste durant la tâche de diagnostic. Dans ce problème, le
modèle du système est construit au début mais il n’est pas complet. A l’aide des observations
fournies, un ensemble de diagnostics peut être calculé mais cet ensemble est parfois trop im-
portant pour être appréhendé par un expert. Par exemple dans un problème de diagnostic pour
un réseau de pluviomètres, qui est présenté dans le projet Hydrodiag, 16 diagnostics différents
sont trouvés avec 5 ou 6 défauts simultanément. L’intervention de l’opérateur dans l’étape de
diagnostic est alors nécessaire. Les connaissances implicites (non-formalisé) de l’expert seront
exploitées dans l’analyse des données collectées pour isoler des défauts.
Les deux premiers problèmes consistent à résoudre les difficultés liées à la complexité (la
structure et le comportement). Le dernier consiste à résoudre les difficultés liées à l’exploita-
tion des types de connaissance non-formulée par l’expert.
1.5 Conclusions
Dans cette partie, nous avons réalisé une étude de bibliographie en positionnant les problé-
matiques abordées dans ce mémoire. Ce positionnement repose sur le choix de l’approche de
diagnostic, sur le choix de l’approche de modélisation hiérarchique, et sur la façon dont nous
exploitons l’interaction homme-automate dans l’analyse diagnostique afin d’obtenir notre ob-
jectif. On peut résumer en trois points suivants :
– Pour une approche générale de diagnostic, l’approche bridge entre FDI et DX est choisie
dans ce manuscrit. Ceci permet d’exploiter les avantages des approches FDI et DX, de
résoudre le problème de diagnostic à base de contraintes, et de prendre en compte des
défauts multiples.
– Pour la description du système, nous souhaitons une approche de modélisation qui per-
mette de construire un modèle hiérarchique de haut en bas. Cette approche est dite orien-
tée objet car elle s’appuie sur la définition de l’abstraction des éléments constituant le
système (variable, contrainte, item, etc.). Ceci constitue une base pour concevoir un ou-
til qui permette à l’expert de construire un modèle hiérarchique au fur et à mesure en
exprimant ses connaissances sur le système.
– Pour l’aspect d’interaction homme-automate dans l’analyse diagnostique, nous souhai-
tons l’exploiter pour résoudre les difficultés liées à la complexité du modèle et à l’ex-
ploitation de la connaissance non formulée par l’expert.
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Eléments de formulation
2.1 Eléments de modélisation pour un problème de diagnos-
tic
Nous allons rappeler dans cette partie les éléments de modélisation existants dans la problé-
matique de diagnostic à base de modèle de consistance (approche hybrique FDI et DX). Nous
développerons ces éléments de façon à pouvoir les exploiter plus tard dans les problèmes de
diagnostic interactif étudiés dans ce mémoire.
2.1.1 Variables
Dans un système, la réalité physique est constituée de phénomènes observables, modélisés
par des grandeurs physiques V comme par exemple : l’intensité du courant électrique, la tem-
pérature de l’eau, etc. Chaque grandeur physique peut être caractérisée par des variables qui
s’associent à des domaines de valeurs différents. Pour décrire au fur et à mesure un système
à différents niveaux de détail, nous devons utiliser plusieurs variables qui caractérisent une
même grandeur physique. Pour la définition, nous avons :
Définition 2.1.1. (variable) : Chaque grandeur physique V peut être caractérisée par une ou
plusieurs variables v définies par des domaines de valeurs différents dom(v). Nous pouvons
aussi noter une variable avec son domaine de valeur correspondant par v∠dom.
Le domaine de valeur dom(v) peut être continu, discret, ou sous forme d’intervalles.(Figure
2.1)
Si V est une grandeur physique représentée par v∠dom, on peut noter V = ϕ(v∠dom) avec
ϕ une fonction qui retourne la grandeur physique correspondant à la variable v.
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Exemple 1. u∠R = Ri∠R , ou plus simplement u1 = Ri1, avec u1 = u∠R et i1 = i∠R.
FIG. 2.1 – Les types de variable d’une grandeur physique
Pour faire le lien avec la notion de port proposée dans (Chittaro et Ranon [2004]) pour les
composants, nous allons distinguer ici les deux notions variable interne et variable externe.
– Une variable interne est une variable qui est interne au modèle d’un composant, c’est-
à-dire qu’elle n’est partagée avec aucun autre composant.
– Une variable externe est une variable qui est qualifiée d’externe au modèle d’un compo-
sant parce qu’elle est partagée par plusieurs composants. Ces variables représentent des
échanges entre des composants ou entre un composant et l’environnement extérieur.
Les variables externes sont présentées comme des ports d’entrée/sortie (Chittaro et Ranon
[2004]) et elles sont "vues" de l’extérieur.
Nous avons rappelé et distingué ici grandeur physique et variable. Les différentes variables
d’une même grandeur physique peuvent être distinguées par leurs domaines de valeur. Cette
distinction permet de formuler un modèle d’abstraction qui se rapporte aux variables.
2.1.2 Contrainte
Une contrainte est une relation entre des variables exprimées par des relations qualita-
tives ou quantitatives ou encore sous forme de tuples (Desindes [2006]). Les comportements
d’un item sont décrits par des contraintes de comportement qui peuvent être associées à des
contraintes de validité. Les contraintes de validité indiquent les conditions pour lesquelles des
contraintes de comportement ont du sens.
Définition 2.1.2. (Contrainte de comportement) Une contrainte k est une relation entre
des variables {v1, ...vn} qui caractérise un sous-ensemble 4 de dom(v1)× ...× dom(vn).
Une contrainte est satisfaite par un jeu de valeurs (ϑ1 ∈ dom(v1), ...,ϑn ∈ dom(vn)) si
(ϑ1, ...,ϑn) ∈4. On dira que (ϑ1, ...,ϑn) est consistant avec la contrainte.
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Le comportement d’un composant physique est décrit par une ou plusieurs contraintes
basées sur les variables {v1, ...vn}.
Selon la nature des contraintes, deux types de contraintes sont distingués (Yassine [2008]) :
Définition 2.1.3. Une contrainte terminale kobs est une contrainte qui associe une variable
avec une valeur.
Par exemple x1 = x˜1 est une contrainte terminale avec x˜1, une valeur de variable x1 : x˜1 ∈
dom(x1). Les contraintes terminales représentent les observations (capteur/actionneur) sur un
système.
Définition 2.1.4. Une contrainte de procédé kpro modélise le comportement d’un système. Ces
contraintes établissent des relations entre plusieurs variables.
Par exemple x1+ x2 = x3 est une contrainte de procédé avec {x1,x2,x3} des variables.
Exemple 2. Pour illustrer la notion de la contrainte de validité évoquée précédemment, nous
prenons l’exemple du modèle de deux bacs dessiné sur la figure (2.2). Le modèle comporte-
mental du système est donné par :
FIG. 2.2 – Système de deux bacs en cascade
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(
ok(bac1),S
dh1
dt
−qe1 + kh1 = 0,0≤ h1 < 50cm
)
(ok(bac1),qs1 − kh1 = 0)(
ok(bac2),S
dh2
dt
−qe2 − kh1+ kh2 = 0,0≤ h2 < 50cm
)
(ok(bac2),qs2 − kh2 = 0)
(ok(capteur1),obs(t,h1)−h1 = 0)
(ok(capteur2),obs(t,h2)−h2 = 0)
(ok(vanne1),obs(t,qe1)−qe1 = 0)
(ok(vanne2),obs(t,qe2)−qe2 = 0)
(2.1.1)
Pour que la première et la troisième équation dans l’ensemble des équations (2.1.1) soient
significatives, la hauteur d’eau dans le bac doit être inférieure à 50 cm. Deux contraintes de
validité sont donc ajoutées au modèle du système : 0 cm≤ h1 ≤ 50 cm, 0 cm≤ h2 ≤ 50 cm.
Nous n’abordons pas les contraintes de validité dans les chapitres (3) et (4). Seul le chapitre
5 les examine.
Une contrainte est un élément de base dans la description du comportement du système.
Elle est considérée comme un élément de référence pour détecter les défauts apparaissant dans
un système physique.
2.1.3 Modes de comportements
Dans un problème de diagnostic à base de modèle, les modes de comportement sont in-
troduits pour décrire le comportement d’un système. Le comportement d’un système (ou d’un
composant) est spécifié via des contraintes de comportement qui caractérisent des ensembles
de valeurs inclus dans les espaces des variables concernées. Ces ensembles seront nommés les
zones (Figure 2.3). Parmi les zones dans l’espace des variables caractérisant un comportement,
seules certaines parties sont physiquement possibles.
Le complément de la zone des possibles dans l’espace des valeurs des variables est appelé
la zone impossible ZI, exprimé par le fait qu’il est physiquement impossible d’atteindre cette
zone.
Un mode de comportement d’un composant désigne une famille significative de compor-
tements. Le comportement d’un composant est défini à l’aide d’un ensemble de contraintes
dans l’espace des valeurs des variables (Figure 2.3). Dans une zone possible, un composant
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peut avoir un mode de fonctionnement/comportement correct et plusieurs modes de fonction-
nements incorrects différents. Ils peuvent être classés en trois catégories :
FIG. 2.3 – Les zones dans l’espace des variables
– Mode de fonctionnement/comportement normal, noté par ok (mode normal), caractérisé
par le fait que les variables restent dans la zone de comportement normal ZN.
– Mode de défaut (ou de défaillance) spécifique, noté par fm (fault mode), caractérisé par
le fait que les variables sont dans une zone de comportement anormal caractéristique
d’un défaut ou d’une défaillance.
– Mode de défaut (ou de défaillance) complémentaire ou inconnu, noté par cfm (comple-
mentary fault mode), caractérisé par le fait que les variables sont hors zone spécifiée
ZN et tombe dans la zone des possibles ZP mais sans pour autant appartenir à une zone
ZF. Les modes cfm sont donc des modes anormaux auxquels ne correspondent aucune
contrainte.
Par conséquent, l’ensemble des modes de comportement d’un composant C est écrit par :
Modes(Ii) = {ok, [ f m1, . . . , f mn, ] cfm } (2.1.2)
Pour faciliter la formulation de l’abstraction plus tard, nous considérons dans ce travail
qu’un mode de comportement d’un composant est décrit par une contrainte de comportement
et par une ou plusieurs contraintes de validité. Supposons que k soit une contrainte de com-
portement (ou l’ensemble des contraintes de comportement K) décrivant le mode mode(Ii).
En faisant le lien avec l’espace des variables, nous donnons ici des notions qui seront utilisées
plus tard dans notre formulation.
– var(k) indique l’ensemble de variables apparaissant dans la contrainte k. Par exemple,
on peut avoir var(k) =
{
v1∠R, . . . ,vn∠{0,1}
}
.
Pour distinguer l’ensemble de variables de l’ensemble des grandeurs physiques appa-
raissant dans la contrainte k, on note VAR(k), l’ensemble de grandeurs physiques.
– valvar(k) indique un jeu de valeurs ϑ1 ∈ dom(v1), ...,ϑn ∈ dom(vn) associées à var(k).
Par exemple, valvar(k) = {v1 = 4, . . . ,vn = 1}
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– dom(var(k)) est l’espace des valeurs possibles pour les variables de var(k). Il corres-
pond à la zone possible ZP présentée dans la figure 2.3. On a valvar(k) ∈ dom(var(k)).
– k
ε
= k
ε
(var(k)) est le sous-espace de dom(var(k)) tel que k est satisfait. Il correspond
à la zone de comportement normal ZN dans l’espace des valeurs des variables. On a
kε ⊆ dom(var(k)).
Alors, dans l’espace des valeurs des variables (figure 2.3), si k est une contrainte décrivant
mode(Ii), on peut écrire :
mode(Ii)↔∀valvar(k), valvar(k) ∈ kε (2.1.3)
Dans l’espace des variables (figure 2.3), l’intersection entre les zones ZN et ZFi, et parfois
entre les zones ZFi, montre qu’un jeu de valeurs valvar(k) peut être consistant avec plusieurs
modes d’un même composant.
Item non-modélisé : Un Item Ii est dit non-modélisé si aucune contrainte n’est disponible
pour la description comportementale de cet Item. Un item non-modélisé a par défaut deux
modes {ok, cfm }. Le mode ok d’un Item non-modélisé ne s’associe à aucune contrainte.
Dans certains travaux (De Kleer et Williams [1987]; Struss et Dressler [1989]; De Kleer
et Williams [1992]; Chittaro et Ranon [2004]), les modes de comportement des composants
sont définis via des contraintes. Cependant, ces auteurs n’ont pas abordé la relation entre les
modes via l’espace des variables. En analysant les zones dans l’espace des valeurs des va-
riables nous avons montré qu’un tuple de valeurs peut être consistant avec la description de
plusieurs modes d’un même item. De plus, il peut exister dans la zone possible la partie qui
est hors de ZN et associée à aucun mode spécifique. Ceci est la zone des défauts complémen-
taires non-spécifiée qui correspondent au mode cfm . Quand le modèle est construit au fur et
à mesure, l’ensemble des modes de comportement d’un composant peut être défini partiel-
lement. Un mode cfm peut être ajouté automatiquement pour représenter la zone des défauts
complémentaires non-spécifiés.
2.1.4 Modèle élémentaire
Les éléments de base qui sont ajoutés dans le processus de diagnostic sont les contraintes.
Le mode de comportement d’un item Ii est décrit par une ou plusieurs contraintes. Dans l’ana-
lyse diagnostique à base de modèle de consistance, la conception des tests de détection s’ap-
puie sur les contraintes tandis que la formulation des résultats de test (test faut/test vrai) s’ap-
puie sur des modes de comportement. Pour faire le lien entre ces deux aspects, nous avons
introduit la notion de modèle élémentaire. Chaque modèle élémentaire est associé à une et une
seule contrainte de comportement. Le modèle élémentaire est défini par
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〈mode(Ii),k, [K′])〉 (2.1.4)
avec
– mode(Ii) est un mode de comportement/fonctionnement d’un item Ii qui est décrit par
une ou plusieurs contraintes.
– k est une contrainte de comportement décrivant mode(Ii).
– K′ est un ensemble de contraintes de validité pour k.
Un modèle élémentaire correspond à un seul mode mais comme plusieurs modèles élé-
mentaires peuvent se rapporter à un même mode, un mode peut être décrit par plusieurs
contraintes de comportement. Ceci est exprimé par la proposition (2.1.3).
Nous allons analyser en détail la notion de modèle élémentaire en prenant en compte les
contraintes de validité. Nous pouvons distinguer deux types de contraintes par :
– Les contraintes de comportement k(obs,V ) = 0 qui sont satisfaites pour des observa-
tions obs avec V = var(k).
– Une contrainte de validité k′(obs,V ′) ¦ 0 qui est satisfaite pour des observations obs
avec V ′ = var(k′). L’opérateur ¦ représente les opérateurs de comparaison comme ≤,
≥, =, . . . .
Dans (Touaf et Ploix [2004b]), les contraintes de comportement et de validité sont mo-
délisées par le tableau 2.1.
k(obs, V ) = 0
∧
i k
′
i(obs, V
′
i ) ¦ 0 mode(I)
faux faux vrai
faux vrai faux
vrai faux vrai
vrai vrai vrai
TAB. 2.1 – Vérité des modes selon les contraintes
Nous pouvons formuler à partir du tableau 2.1 :
mode(I)↔∀obs ∈ OBS,(k(obs,V ) = 0)∨¬(
∧
i
k′i(obs,V
′
i )¦0) (2.1.5)
En réalité, il est trop difficile de tester tous les obs ∈ OBS, (2.1.5) devient pratiquement
mode(I)→∃obs ∈ Obs,(k(obs,V ) = 0)∨¬(
∧
i
k′i(obs,V
′
i )¦0) (2.1.6)
avec Obs⊂ OBS
L’expression (2.1.6) montre qu’il est difficile de déterminer le mode actuel d’un item Ii. En
revanche, si toutes les contraintes de validité k′i ∈K′ sont satisfaites et s’il existe une contrainte
ki ∈ K qui n’est pas satisfaite par les observations, le mode correspondant peut être exclu. Il
est exprimé par
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(∃obs ∈ Obs\ (ki(obs,Vi) 6= 0)∧ (
∧
i
k′(obs′,V ′i )¦0))→¬mode(Ii) (2.1.7)
Il nous faut remarquer que 2.1.7 n’est pas un test car il contient des variables Vi et V ′i dont
les valeurs sont inconnues. Les contraintes doivent être combinées entre elles pour éliminer les
variables qui sont par nature inconnues.
Connexion entre les modèles élémentaires
Dans le problème de diagnostic avec interactions durant la phase de modélisation, le mo-
dèle du système est construit au fur et à mesure par l’opérateur. Les nouveaux modèles élémen-
taires ajoutés et les modèles existants sont connectés entre eux via des variables. Les variables
peuvent être définies par des domaines de valeurs différents. Pour faire le lien entre les modèles
élémentaires par des variables, on introduit la notion de connexion entre deux variables.
Supposons que Ii soit un item et que ki soit une contrainte décrivant Ii. ki fait intervenir
des variables var(ki). Pour tout vi ∈ var(ki), dom(vi) est l’ensemble de valeurs de vi. Une
connexion partielle est définie par :
Définition 2.1.5. (Connexion partielle) Soient deux contraintes k1 et k2 avec v1 = v∠dom1 ∈
var(k1), v2 = v∠dom2 ∈ var(k2), pcon(v1 → v2, f ) est la connexion partielle associée à la gran-
deur physique v entre la variable v1 et la variable v2 par la fonction non-inversible f si v1 et
v2 se rapportent à la même grandeur physique et si pour chaque valeur de v1, il existe une
valeur de v2 telle que f (v1) = v2.
Une connexion complète est définie par :
Définition 2.1.6. (Connexion complète) Soient deux contraintes k1 et k2 avec v1 = v∠dom1 ∈
var(k1), v2 = v∠dom2 ∈ var(k2), f con(v1 ↔ v2, f ) est la connexion complète associée à la
grandeur physique v entre la variable v1 et la variable v2 par la fonction f si v1 et v2 se
rapportent à la même grandeur physique et si pour chaque valeur de v1, il existe une valeur
de v2 tel que f (v1) = v2 et f−1(v2) = v1.
Pour simplifier, la connexion complète f con(v1 ↔ v2, f ) est réécrite f con(v1 ↔ v2) car f
est identique dans toutes les connexions complètes.
Représentation graphique de la connexion entre les modèles élémentaires via des va-
riables :
– le cercle représente une grandeur physique.
– la flèche unidirectionnelle associée à la connexion représente une connexion partielle
entre deux variables réalisée via une fonction f (Figure 2.4).
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– la flèche bidirectionnelle associée à la connexion représente une connexion complète
entre deux variables réalisée via une fonction f (Figure 2.5).
– le lien représente le lien entre une variable et sa grandeur physique.
FIG. 2.4 – Connexion partielle
FIG. 2.5 – Connexion complète
Traitement des connexions entre les modèles élémentaires
Une fonction de connexion est considérée comme une contrainte représentant la relation
entre deux variables d’une même grandeur physique. Pourtant, elle n’est associée à aucun
mode de comportement. Une fonction de connexion est traitée comme une contrainte de com-
portement dans certaines tâches, par exemple la tâche de génération des SSTs (Dustegor et al.
[2004]; Ploix et al. [2008]) ou la propagation des valeurs au sein des contraintes (annexe
C),ect. Dans ces tâches, la notion de variable déductible / non-déductible (Ploix et al. [2008])
apparaissant dans une contrainte de comportement peut être considérée. Selon la définition
2.1.5, parmi deux variables d’une connexion partielle f , l’une est déductible et l’autre est non-
déductible en considérant f .
Dans cette partie, nous avons introduit la notion de modèle élémentaire pour faire le lien
entre la génération des tests de détection qui s’appuie sur les contraintes de comportement et la
formulation des résultats de test qui s’appuie sur les modes. Un modèle élémentaire est consi-
déré aussi comme un élément de base dans la construction du modèle d’abstraction d’un sys-
tème parce que les niveaux d’abstraction entre des contraires doivent être liés avec les modes
décrits par ces contraintes. Pour ajouter au fur et à mesure des modèles élémentaires dans la
construction du système, les connexions doivent être définies. Nous avons distingué deux types
de connexions : partielle et complète parce que les connexions peuvent être réalisées via des
variables différents décrites sur différents domaines d’une même grandeur physique.
2.1.5 Formulation des symptômes
Un test de détection, aussi nommé Relation Redondante Analytique (RRA) dans la commu-
nauté FDI, est une relation mathématique entre des observations qui ne contient plus aucune
variable. Un test consiste à tester les éléments impliqués dans un sous-système. Une fois que
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les tests de détection sont donnés, la détection des défauts consiste à vérifier à chaque moment
si ces RRAs sont consistants (les observations sont conformes à RRA) ou pas. Si un test est
inconsistant (les observations sont non-conformes à RRA), un défaut est détecté, il s’agit un
conflit entre les observations et le modèle de référence. Un test Ti peut être consistant (les
observations sont conformes au modèle de référence) ou inconsistant (les observations sont
non-conformes au modèle de référence). Les symboles ⊥(. . .),>(. . .), qui indiquent respecti-
vement la consistance ou l’inconsistance d’une contrainte dans (Apt [2003]), sont utilisés ici
pour décrire les symptômes correspondant à un test. Notons un symptôme par :
– ⊥(Ti) si Ti est consistant (les observations sont conformes au modèle de référence im-
plicite à Ti).
– >(Ti) si Ti est inconsistant (les observations sont non-conformes au modèle de référence
implicite à Ti).
Dans la communauté DX, les tests consistants ne sont pas exploités dans le raisonnement
diagnostique parce que le comportement dans le mode ok s’apparente très souvent à des modes
de défauts qui sont partiellement non-bornés : la zone ZN intersecte généralement de nom-
breuses zones ZFi. Ainsi, si un test Ti est consistant, il est impossible de conclure que tous les
items impliqués dans le SST correspondant sont en mode de fonctionnement normal. Sinon,
un test Ti est dit complètement testé (fully checked test). Nous allons détailler maintenant la
formulation logique des symptômes en introduisant la notion d’explication d’un test.
Définition 2.1.7. (Explication d’un test inconsistant) Explication Ei d’un symptôme >(Ti) est
une clause (une disjonction logique de littéraux) dont chaque élément est un mode tel que pour
toutes les observations si>(Ti) est vérifié alors Ei est vérifié. Il est écrit par ∀obs/>(Ti)→ Ei,
avec Ei = Expl(>(Ti)).
Exemple 3. Supposons que Ti soit un test de détection qui corresponde à un SST . Ti permet
de tester les modes de fonctionnement normaux de l’ensemble {I1, I2, . . . , In} impliqué. Sup-
posons que Ti soit inconsistant, l’explication de >(Ti) est donnée par ¬ok(I1)∨¬ok(I2)∨·· ·∨
¬ok(In). On peut écrire
∀obs/>(Ti)→¬ok(I1)∨¬ok(I2)∨·· ·∨¬ok(In) (2.1.8)
avec
Ei = Expl(>(Ti)) = ¬ok(I1)∨¬ok(I2)∨·· ·∨¬ok(In) (2.1.9)
Cet exemple peut être étendu à des modes de défaut spécifique. Par exemple :
∀obs/>(Ti)→¬mode(I1)∨¬mode(I2)∨·· ·∨¬mode(In) (2.1.10)
Pour les tests consistants, nous allons distinguer les deux types : test consistant normal
(appelé simplement test consistant) et test consistant complètement testé. Dans l’analyse diag-
nostique, nous ne nous intéressons qu’aux explications des tests qui sont complètement testés.
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Un test consistant normal ne sera pas utilisé dans le raisonnement diagnostique mais sa signa-
ture sera exploitée pour classer les diagnostics. Ceci peut être consulté dans l’annexe A.
Définition 2.1.8. (Explication d’un test consistant complètement testé) L’explication Ei d’un
test consistant complètement testé⊥(Ti) est un monôme (une conjonction logique de littéraux)
dont chaque élément est un mode tel que pour toutes les observations si ⊥(Ti) est vérifié alors
Ei est vérifié. Il est exprimé par ∀obs/⊥(Ti)→ Ei, notons Ei = Expl(⊥(Ti)).
Exemple 4. Revenons à l’exemple (3). Supposons que Ti soit un test consistant et que Ti soit
complètement testé. L’explication de⊥(Ti) est donné par Expl(⊥(Ti)) = ok(I1)∧ok(I2)∧·· ·∧
ok(In). On peut écrire
∀obs/⊥(Ti)→ ok(I1)∧ok(I2)∧·· ·∧ok(In). (2.1.11)
avec
Ei = Expl(⊥(Ti)) = ok(I1)∧ok(I2)∧·· ·∧ok(In) (2.1.12)
Dans cette partie, nous avons rappelé les éléments de formulation pour la phase de détec-
tion d’un problème de diagnostic : relation redondante analytique (RRA) ou test de détection,
symptôme (un test consistant ou inconsistant) et l’explication d’un symptôme. Pour exploiter
au mieux les résultats de tests, nous avons introduit la notion de test consistant complètement
testé. En fait, l’hypothèse d’exonération venant de l’approche FDI (si un test est consistant
alors il n’y a aucun défaut dans le sous-système testé, les composants impliqués dans ce sous-
système sont exonérés) n’est pas toujours convenable dans l’approche bridge FDI et DX. En
revanche, si tous les tests consistants sont ignorés dans l’analyse diagnostique, ce fait peut
conduire à des diagnostics physiquement impossibles. Ce problème est abordé dans (Struss et
Dressler [1989]; Desindes [2006]). Le fait d’un test consistant est complètement testé ou non
est déterminé par l’expert à l’aide de sa connaissance implicite sur le système.
2.1.6 Conclusion
Dans cette partie, nous avons rappelé et souligné les éléments principaux d’un problème
de diagnostic à base de modèle de consistance. Certaines notions ont été développées en visant
à l’objectif de la formulation d’un modèle d’abstraction dans la suite.
2.2 Formulation de l’abstraction
Dans cette partie, nous souhaitons reformuler les modèles d’abstraction qui existent dans
la littérature (abstraction structurelle, comportementale, etc.). Cette reformulation s’appuie
sur une vision orientée objet afin de pouvoir concevoir un langage qui permette à l’expert
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de décrire le système au fur et à mesure à différents niveaux d’abstraction. En se basant sur
les éléments de base présentés précédemment, nous introduisons ensuite les notions suivantes :
abstraction sur les variables, abstraction sur les modèles élémentaires, abstraction sur les items.
2.2.1 Abstraction sur les variables
La description au niveau comportemental se rapporte à des variables impliquées dans des
contraintes de comportement. En effet, la précision de la description d’un phénomène phy-
sique, qui est caractérisé par la variable v, dépend du domaine de valeur dom(v). Par exemple
on note v∠dom1 la variable v décrite dans le domaine de valeurs dom1. De la même manière,
on peut trouver une autre variable v∠dom2 telle que v∠dom2 est plus abstrait ou plus précise que
v∠dom1. Cela correspond à la notion d’abstraction sur les variables.
Définition 2.2.1. (v∠dom2 abstraction de v∠dom1). Soient v∠dom1 et v∠dom2 deux variables as-
sociées à une même grandeur physique v, v∠dom2 est l’abstraction de v∠dom1 s’il existe une
fonction non-inversible f telle que ∀ϑ1 ∈ dom1, ∃ϑ2 ∈ dom2 tel que ϑ2 = f (ϑ1).
Si f est une fonction inversible alors dom1 ≡ dom2. Dans ce cas, il n’y a pas d’abstraction
sur les variables : les variables sont identiques.
Exemple 5. On prend l’exemple d’un circuit électrique contenant une lampe. Le com-
portement de la lampe peut s’expliquer par les deux grandeurs physiques I , L . I re-
présente l’intensité circulant dans l’ampoule, L représente la quantité de la lumière en
fonction de I . On suppose que la variable I1 = I∠dom1 avec dom1 = {[−30mA,−1mA]∪
[+1mA,+30mA], [−1mA,+1mA]} est l’intensité nécessaire pour alimenter l’ampoule. Ce do-
maine de valeurs définit respectivement les intervalles d’intensité suffisante et insuffisante pour
alimenter la lampe. Considérons une variable I2 avec dom(I2) = {0,1}. Deux valeurs {0,1}
correspondant respectivement à l’absence ou insuffisance de courant et à la présence du cou-
rant électrique dans le circuit. Il existe une relation non-inversible f qui associe à chaque valeur
de I1 une valeur de I2.
I2 = f (I1) =
{
1 si 1mA≤ |I1| ≤ 30mA
0 si |I1|< 1mA
}
Dans cet exemple, la grandeur physique I est caractérisée par deux partitions sous forme
d’intervalles. I2 est une abstraction de I1.
L’abstraction sur les variables se rapporte aux définitions de connexion partielle et de
connexion complète (définitions 2.4 et 2.5, page 33)
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2.2.2 Abstraction sur les items
Les éléments principaux impliqués dans le modèle d’abstraction structurel présenté dans
(Chittaro et Ranon [2004]) sont les composants. Pour la modélisation structuro-fonctionnelle
FIS (présentée dans la section 1.3.2), le phénomène d’abstraction est étendu pour les fonctions
et les ressources. Dans FIS, les ressources sont appelées de façon générique item. Dans (Chit-
taro et Ranon [2004]), le modèle d’abstraction est construit de bas en haut. Pour modéliser
le système, Chittaro commence par le niveau détaillé des composants et construit le modèle
d’abstraction niveau par niveau. Chaque niveau correspond à un nouveau problème de diag-
nostic plus ou moins abstrait. Dans notre problème, nous construisons le modèle au fur et à
mesure de haut en bas. La décomposition peut être partielle. Cela veut dire que seuls certains
items peuvent être décomposés à un moment donné. Le modèle d’un problème de diagnostic
est un ensemble d’items décrits à différents niveaux d’abstraction. Concernant la décomposi-
tion partielle ou complète de l’expert, nous introduisons ici les notions d’abstraction partielle
et d’abstraction complète des items. Ces définitions sont données en s’appuyant sur les modes
des items. Pour cet objectif, nous introduisons tout d’abord la notion de m-proposion (propo-
sition de mode).
Définition 2.2.2. (m-proposition) Une proposition logique où les symboles sont des modes des
items, qui peut être exprimée par une forme normale conjonctive ou par une forme normale
disjonctive, est appelée une m-proposition. Si P(mode1, . . . ,moden) est une m-proposition,
le support deP est défini par Modes(P) = {mode1, . . . ,moden}.
Exemple 6. (mode1 → mode2) ∧ mode3 avec ¬mode1 = mode4 ∨ mode5 est une m-
proposition, parce qu’elle peut être réécrite : (mode4∨mode5∨mode2)∧mode3.
Le concept d’abstraction partielle peut être introduit.
Définition 2.2.3. (abstraction partielle) Soient I un item et I = {I1, . . . , In} un ensemble
d’items. I est une abstraction partielle de I si ∀mi ∈ Modes(I) et il existe une m-proposition
Pi vrai satisfaisant mi →Pi avec Modes(Pi) = {mode(I1), . . . ,mode(In)}.
Si I est une abstraction partielle de I = {I1, . . . , In}, I est appelé item-parent de
chaque item Ii. A l’inverse, chaque item Ii est appelé item-enfant de I. Normalement, si
un item-parent se comporte normalement (mode ok), on en déduit que ses items-enfants
sont aussi en mode normal. Cette propriété est représentée par une implication logique
ok(I) → ok(I1)∧ ok(I2)∧ ·· · ∧ ok(In). Dans un contexte de coopération homme-automate,
l’abstraction partielle représente la connaissance partielle de l’expert lors d’une décomposition
du système. Si la décomposition est complète (tous les sous-items sont connus), nous avons
une abstraction complète :
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Définition 2.2.4. (abstraction complète) Soient I un item et I = {I1, . . . , In} un ensemble
d’items. I est une abstraction complète de I si ∀mi ∈ Modes(I) et il existe une m-proposition
Pi vrai satisfaisant mi ↔Pi avec Modes(Pi) = {mode(I1), . . . ,mode(In)}.
Notion d’item virtuel
Une abstraction partielle I = {I1, . . . , In} de I peut toujours être transformée en une abs-
traction complète en introduisant un item virtuel qui représente la partie complémentaire de
I qui n’est pas incluse dans I, notée par VI pour item virtuelle, avec VI = I \ I. VI est un
item non-explicité. Bien qu’un tel item ne soit pas explicité, on peut concevoir, au minimum,
deux modes ok et cfm . Notons que le mode ok d’un item non-explicité n’est associé à aucune
contrainte.
Pour le modèle de fonctionnement normal où seulement deux modes (ok , cfm ) sont dis-
ponibles pour chaque item, si un item virtuel V I est ajouté dans l’ensemble non-complet de
sous-items {I1, . . . , In} d’une super-item I, nous avons :
ok(I)↔ ok(I1)∧·· ·∧ok(In) · · ·∧ok(V I) (2.2.1)
Exemple 7. Par exemple, voiture peut être décomposé partiellement en Système d’Allumage
(SA) et en Système de Démarrage (SD) (abstraction partielle). Les modes {ok,cfm} sont ajoutés
automatiquement pour les items : Modes(SA) = {ok ,cfm }, Modes(SD) = {ok ,cfm }. Un
item virtuel VI = voiture\{SA, SD}, qui représente la partie complémentaire de SA et SD dans
voiture, peut être ajouté avec Modes(VI ) = {ok ,cfm }. Une abstraction complète est obtenue.
Elle est décrite par la proposition 2.2.2.
ok(SA)∧ok(SD)∧ok(V I)→ ok(voiture)
c f m(SA)∨ c f m(SD)∨ c f m(V I)→ c f m(voiture) (2.2.2)
Des modes de défaut spécifiques peuvent aussi être introduits par l’expert. Par exemple les
modes créés peuvent être Modes(voiture) = {ok , no− start,cfm }, Modes(SA) = {ok , no−
spark,cfm }, Modes(SD) = {ok , no− crankcfm }. Les relations causales sont définies par
l’expert : no− spark(SA)→ no− start(voiture), no− crank(SD)→ no− start(voiture). La
description partielle du système est maintenant :
ok(voiture)→ ok(SA)∧ok(SD) (2.2.3)
no− spark(SA)→ no− start(voiture) (2.2.4)
no− crank(SD)→ no− start(voiture) (2.2.5)
Notons que l’abstraction de {SA,SD} de voiture est une abstraction partielle. La proposi-
tion 2.2.3 est donc déduite.
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Les propositions logiques sont complétées par les modes :
ok(SA)∧ok(SD)∧ok(V I)→ ok(voiture) (2.2.6)
no− spark(SA)∧ok(SD)∧ok(V I)→ no− start(voiture) (2.2.7)
ok(SA)∧no− crank(SD)∧ok(V I)→ no− start(voiture) (2.2.8)
c f m(SA)∨ c f m(SD)∨ c f m(V I)→ c f m(voiture) (2.2.9)
Les implications logiques sont alors rassemblées pour obtenir des équivalences logiques.
Par exemple, à partir de 2.2.3 et 2.2.5, une équivalence logique est obtenue :
ok(voiture)↔ ok(SA)∧ok(SD)∧ok(V I) (2.2.10)
Supposons que l’information donnée par l’expert sur le mode no−start(voiture) soit com-
plète et qu’il n’y ait pas d’autres cas qui conduisent au mode no−start(voiture). Comme il n’y
a que deux propositions (2.2.7) et (2.2.8) qui représentent l’implication d’une conjonction des
modes enfant à un mode parent mode no-start(voiture), une équivalence logique est obtenue :
no− start(voiture)↔ ((no− spark(SA)∧ok(SD))∨
(no− crank(SD)∧ok(SA)))∧ok(V I) (2.2.11)
En ignorant les modes ok dans la proposition 2.2.11, nous avons :
no− start(voiture)↔ (no− spark(SA)∨no− crank(SD)) (2.2.12)
De 2.2.9, nous déduisons :
c f m(voiture)↔ c f m(SA)∨ c f m(SD)∨ c f m(V I) (2.2.13)
Représentation graphique de l’abstraction sur les items
Graphiquement, l’abstraction entre les items est représentée par un graphe, dont
– chaque noeud est un item.
– chaque arc représente un lien entre un item enfant et un item parent. Pour distinguer ce
type de lien d’autres, l’extrémité côté item parent est un rond. Pour distinguer, le lien
parent-enfant dans une abstraction partielle, on utilise un arc en pointillé (figure 2.6),
alors que dans une abstraction complète, on utilise un arc normal (figure 2.7).
Exemple 8. Prenons l’exemple de voiture de l’exemple 7. la voiture est décomposée partiel-
lement en sous-items : système de démarrage (SD) et système d’allumage (SA). L’abstraction
partielle et l’abstraction complète sont représentées respectivement sur les figures (2.8) et (2.9).
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FIG. 2.6 – Abstraction partielle sur les items
FIG. 2.7 – Abstraction complète sur les items
2.2.3 Abstraction sur les modèles élémentaires
Un problème qui peut apparaître quand les modèles élémentaires sont ajoutés au fur et à
mesure est l’existence de relations d’abstraction entre les modèles élémentaires. Comme les
modèles élémentaires décrivent le modèle comportemental des items, l’abstraction entre les
modèles élémentaires se rapporte à la notion d’abstraction sur les items. Dans cette partie, nous
donnons une formalisation de l’abstraction sur les modèles élémentaires afin de l’exploiter plus
tard dans l’analyse diagnostique.
Définition 2.2.5. (Abstraction sur les modèles élémentaires).
SoientK un ensemble de modèles élémentaires qui comporte des contraintes (contraintes
de comportement et de validité)K décrivant le mode mode(Ii) etK ′ un ensemble de modèles
élémentaires qui comporte des contraintes (contraintes de comportement et de validité) K′
décrivant les modes {mode1(I′1), . . . ,moden(I′n)}.Kε etK′ε sont respectivement des zones dans
les espaces des valeurs des variables où K etK′ sont satisfaits.K est une abstraction deK ′
si et seulement si :
mode1(I′1)∧·· ·∧moden(I′n)→ mode(Ii) (2.2.14)
∃ une pro jection Π/Π(K′ε)=Kε (2.2.15)
La proposition 2.2.14 montre que l’abstraction sur les modèles élémentaires se rapporte à
l’abstraction sur les items donnée par la définition 2.2.4, page 38. L’abstraction sur les modèles
élémentaires existe implicitement dans l’abstraction entre les items.
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FIG. 2.8 – Abstraction partielle
FIG. 2.9 – Abstraction complète
La proposition 2.2.15 peut être exprimée dans l’espace des variables (par exemple l’espace
des variables présentée sur la figure 2.10). Nous voyons que dans l’abstraction sur les modèles
élémentaires, les cas suivants peuvent apparaître :
– Au niveau le plus détaillé, de nouvelles grandeurs physiques peuvent apparaître. Elles
permettent de décrire plus en détail le comportement des items. Ceci est exprimé par
VAR(K)⊆VAR(K′) avec VAR(K) et VAR(K′) respectivement l’ensemble des grandeurs
physiques impliquées dans K et K′.
– L’abstraction entre les variables impliquées dans var(K) et var(K′).
valvar(K,K′) est un jeu de valeurs des variables impliquées dans var(K,K′), chaque jeu
de valeurs valvar(K,K′) correspond à une observation obs sur l’ensemble des grandeurs
physiques VAR(K,K′) (voir page 25).
En faisant le lien entre la définition 2.2.5 et les définitions 2.2.3, 2.2.4 sur l’abstraction
des items, nous voyons que ces notions peuvent être expliquées via des modèles élémentaires
(propositions 2.2.14, 2.2.15) une fois que les modèles comportementaux sont ajoutés pour les
items. Autrement dit, le phénomène d’abstraction sur les modèles élémentaires existe implici-
tement dans le phénomène d’abstraction sur les items. Ce fait est exprimé par la proposition
2.2.14.
Propriété 1. Soient K =
⋂
i=1...n(mode(I),ki,K′i ) et K ′ =
⋂
j=1...n′(mode(I′),k j,K′j), deux
ensembles de modèles élémentaires décrivant respectivement le comportement de I et de I′. Si
I est un sous-item de I′ dans une relation d’abstraction sur les items,K appartient nécessaire-
ment à l’ensemble des sous-modèles élémentaires deK ′.
Dans certains cas particuliers, nous pouvons avoir une abstraction entre les modèles élé-
mentaires associés à un même item. Au cours des interactions du processus de diagnostic,
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FIG. 2.10 – Espace des variables
l’opérateur peut affiner un modèle existant d’un item par un autre modèle plus détaillé. De
nouvelles variables peuvent apparaître à ce niveau.
Exemple 9. Revenons à l’exemple du bac (exemple 2). Supposons qu’au début, le modèle
qualitatif du système soit donné par :
(ok(bac), k1) (2.2.16)
avec k1 donné sous forme d’une table :
Modes qi1 qo1
ok présent présent
ok absent absent
TAB. 2.2 – Table de comportement de k1
avec qi1 et qo1 sont respectivement les débits à l’entrée et à la sortie du bac, dom(qi1) =
dom(qo1) = {pre´sent, absent}.
Supposons qu’à un moment donné du processus de diagnostic, le modèle comportemental
du bac soit enrichi par les modèles continus suivant :
qi1∠{pre´sent,absent}→ qi1∠R
qo1∠{pre´sent,absent}→ qo1∠R
(k2 : S
dh1
dt
= qi1 −qo1, ok(bac))
(k3 : qo1 = kh1, ok(bac))
(2.2.17)
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Nous voyons que, selon la définition 2.2.5, (ok(bac), k1) est l’abstraction sur les modèles
élémentaires (ok(bac), k2), (ok(bac), k3) . Au niveau du sous-modèle, une nouvelle variable
h1 apparaît qui permet de tester plus en détail le système. Cet exemple montre le cas où l’abs-
traction sur les modèles élémentaires se produit au niveau d’un même item.
Représentation graphique de l’abstraction sur les modèles élémentaires
Graphiquement, l’abstraction entre les modèles élémentaires est représentée par un graphe
(figure 2.11), dont
– chaque noeud est un modèle élémentaire.
– chaque arc représente un lien entre un sous-modèle élémentaire et un super-modèle élé-
mentaire. Comme l’abstraction sur les items, l’extrémité du côté du super-modèle élé-
mentaire est un rond.
En comparaison avec la notion d’abstraction sur les items, nous ne distinguons pas l’abs-
traction partielle et complète au niveau des modèles élémentaires.
La figure 2.11 illustre d’un graphe représentant l’abstraction sur les modèles élémentaires.
{(ok(I1),k1)} est le modèle abstrait de {(ok(I2),k2), (ok(I3),k3), (ok(I4),k4)}.
FIG. 2.11 – Abstraction partielle sur les modèles élémentaires
La compensation des défauts au niveau des modèles élémentaires
Supposons que (mode(Ii), ki) est l’abstraction sur les modèles élémentaires de K =
{(mode(I1), k1), ...,(mode(In), kn)}. Au niveau des contraintes, la compensation des défauts
est représentée par le fait qu’il existe une observation telle que deux ou plus de deux contraintes
impliquées dans K sont insatisfaites tandis que ki est satisfait.
Exemple 10. On prend l’exemple de deux inverseurs C1 et C2 connectés en série :
Supposons que (ok(C1),k1) et (ok(C2),k2) soient respectivement deux modèles élémen-
taires qui décrivent les items C1 et C2 avec k1 = {x2 = ¬x1}, k2 = {x3 = ¬x2}, dom(x1) =
{0,1}, dom(x2) = {0,1}, dom(x3) = {0,1}. Supposons que (ok(C),k) est l’abstraction de
{(ok(C1),k1),(ok(C2),k2)}. On constate que si les deux inverseurs C1 et C2 sont en défaut
en même temps tel que la valeur de sortie est égale à la valeur d’entrée, k1 et k2 ne sont pas
satisfaits alors que k l’est. Les défauts de C1 et C2 sont compensés en terme de contraintes.
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FIG. 2.12 – Deux inverseurs connectés en séries
2.2.4 Conclusion
Dans cette partie, nous avons reformulé le modèle d’abstraction d’un système. En compa-
raison avec les travaux existant dans la littérature, cette formulation s’appuie sur un point de
vue orienté-objet. Le modèle hiérarchique est défini via les éléments de base du système : va-
riable, modèle élémentaire et item (fonction ou ressource). Comme le modèle du système est
construit au fur et à mesure à différents niveaux de détail, cette formulation vise à la concep-
tion d’un outil d’aide au diagnostic qui permette à l’expert de décrire le système au fur et à
mesure et d’expliciter ses connaissances sur le système.
2.3 Modélisation structuro-fonctionnelle
Pour décrire un système à différents niveaux de détails, la modélisation fonctionnelle paraît
être un outil intéressant. Le fonctionnement d’un système s’exprime parfois plus facilement
par des fonctions que par des ressources. Mais le niveau fonctionnel doit être relié au niveau
structuro-comportemental. Des ressources peuvent être associées à chaque fonction au moyen
de différentes relations. Une modélisation structuro-fonctionnelle est rappelée dans ce cha-
pitre.
2.3.1 Méthode FIS
La méthode proposée est le fruit d’une démarche de formalisation, appelée FIS, qui a com-
mencé il y a plusieurs années (Flaus et Grandamas [2002]; Flaus [2003]; Froquet et Flaus
[2003]; Flaus [2008]) et qui vise à être la plus complète possible tout en évitant l’écueil d’une
trop grande lourdeur la rendant inapplicable. Les applications successives à des cas réels, tech-
niques et organisationnels (Flaus [2010]), et l’intégration de cette méthode de modélisation à
une démarche plus large incluant le diagnostic (Desinde et al. [2006]) et même la simulation
(Thevenon et Flaus [2000]) a permis d’aboutir à une méthodologie pertinente. Elle a donné
lieu au développement d’un outil logiciel (XRisk).
Nous résumons ici le principe de la méthode FIS, présenté en détail dans (Flaus [2008]).
L’élément de base de la représentation est le processus ou système, composé de fonctions, de
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ressources physiques, et de ports d’entrées/sorties et de supports permettant des interactions
entre les systèmes (figure 2.13). Définissons ces différents termes.
Définition 2.3.1. (norme ISO 9001) : Un processus ou système est un ensemble organisé d’ac-
tivités qui utilise des ressources (personnel, équipement, matériels et machines, matière pre-
mière et informations) pour transformer des éléments entrants en éléments de sortie dont le
résultat final attendu est un produit.
Définition 2.3.2. (ressource)
Les ressources sont constituées d’éléments matériels (machines et matières), humains et
organisationnels permettant de mener les activités du processus. On notera que les méthodes
(procédures, modes opératoires, programmes, etc.) font partie des ressources. Les ressources
peuvent être caractérisées par un ensemble de variables, et leur comportement peut être décrit
par un modèle de comportement, qui est utile pour le diagnostic.
Définition 2.3.3. (fonction)
Les fonctions du système sont définies comme le rôle d’un ensemble de ressources exprimé
en terme de finalité. C’est une sorte de dématérialisation d’un ensemble d’entités indiquant
un rôle, une action : ce qu’il peut faire. Elle représente une spécification du comportement
du système. Une fonction peut être active ou non-active à un instant donné. Son comporte-
ment est caractérisé par un ensemble de variables, et éventuellement un modèle de compor-
tement. Chaque fonction consomme ou utilise des ressources : ce sont ses ressources d’entrée
(l’ensemble de celles-ci est noté Rin( f )). Inversement une fonction agit sur ou produit des
ressources : ce sont ses ressources de sortie (ensemble noté Rout( f )).
Définition 2.3.4. (entrant)
Les entrants sont des éléments utilisés par le processus. Dans l’approche FIS, les entrants
sont analysés en identifiant les ressources des autres systèmes requises par les fonctions du
processus et qui sont fournies par les autres processus.
Définition 2.3.5. (sortant)
Les sortants sont les éléments générés par le processus. Ils se traduisent par des flux de
ressources produites ou des actions sur des ressources présentes dans d’autres systèmes.
Définition 2.3.6. (supports des ressources)
Les supports des ressources sont une classe spécifique d’entrants requis pour faire en sorte
que les ressources soient en état de bon fonctionnement. Les processus supports sont les pro-
cessus générant comme sortants ces services supports.
Les ressources et fonctions, appelées de façon générique items, peuvent, à l’intérieur d’un
même système être décomposées en sous items, et ainsi de suite. En ce qui concerne les fonc-
tions, on peut définir des relations parent-enfant entre les fonctions du système, faisant émerger
des fonctions nouvelles de haut niveau à partir d’un ensemble de fonctions élémentaires.
45
Chapitre 2. Eléments de formulation
FIG. 2.13 – Modèle d’un système
En ce qui concerne les ressources, on peut aussi définir des relations parent-enfant permet-
tant une abstraction matérielle du système (figure 2.14). Par exemple, les machines pourront
être les enfants de la ressource atelier, les opérateurs enfants de la ressource personnel, etc.
On fait apparaître ainsi les hiérarchies réelles du système en parallèle avec la décomposition
fonctionnelle.
Un système peut alors être vu comme une "boîte", qui contient les ressources et les fonc-
tions (2.13). Il ne possède pas d’attributs en propre et marque les limites des fonctions et res-
sources. Un système est décrit par l’ensemble des variables, des fonctions et des ressources.
Ses modes de défaillance sont ceux des fonctions et des ressources. Il a pour but de définir un
ensemble d’éléments qui interagissent et qui seront analysés ensemble. Par ailleurs, il joue un
rôle vis-à-vis de la visibilité externe des éléments fonctionnels et matériels :
– dans les relations inter-systèmes, seuls les éléments connectés en interne aux en-
trants/sortants sont "vus" de l’extérieur.
– dans la décomposition hiérarchique système/sous système, seuls sont vus du parent les
ressources de plus haut niveau et les fonctions définies comme visibles. Cela permet
d’avoir une vue systémique du système
Pour les fonctions et les ressources, on définit une liste de modes de défaillance ou dé-
fauts, qui sont des étiquettes identifiant des modes de fonctionnement hors spécifications. L’en-
semble de ces modes ajoutés au mode de bon fonctionnement forme l’ensemble des modes de
fonctionnement de l’entité. Chacun de ces modes peut être actif ou non (état booléen).
Une ressource peut être partagée entre plusieurs systèmes, ce qui signifie qu’il doit exister
une interaction physique entre ces systèmes de façon à permettre un transfert de ressource
entre système (soit physiquement, soit virtuellement via une prise de contrôle). De la même
façon, une fonction peut être partagée.
Les systèmes analysés pouvant devenir rapidement complexes, il est utile de découper
le système analysé en sous-systèmes, qui seront éventuellement redécomposés. Les sous-
fonctions et/ou sous-ressources peuvent être regroupées dans des sous-systèmes. Une double
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FIG. 2.14 – Modèle d’un système
hiérarchie fonctionnelle et matérielle apparaît.
Le modèle FIS permet aussi de définir les liens dysfonctionnels entre les modes de dé-
faillances des items :
– Par défaut, si le parent est en bon fonctionnement (aucun mode de défaillance actif), cela
impose qu’il en est de même des enfants et inversement. Il est possible de spécifier des
relations plus complexes.
– Les modes de défaillances des fonctions peuvent être exprimés comme une relation lo-
gique entre des modes de défaillances des ressources d’entrée.
– Les modes de défaillances des ressources peuvent être exprimés comme une relation
logique entre des modes de défaillances des fonctions pour lesquelles elles sont en sortie.
2.3.2 Conclusion
Nous avons rappelé de façon détaillée dans cette partie le modèle FIS original. Ceci donne
un outil pour décrire itérativement le système dans le contexte du problème de diagnostic
itératif. En plus des travaux présentés dans (Ploix et Chazot [2006]), le modèle FIS permet
de représenter le modèle du système non seulement au niveau structurel mais aussi au niveau
fonctionnel. Il permet donc d’expliciter mieux l’expertise de façon plus claire dans le processus
de diagnostic. De plus, FIS n’exige pas des informations sur le modèle comportemental du
système.
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2.4 Modélisation interactive dans l’analyse diagnostique en
utilisant la modélisation structuro-fonctionnelle FIS
Jusqu’ici, nous avons présenté les éléments de formulation d’un problème de diagnostic
dans les sections 2.1 et 2.2, et le modèle structuro-fonctionnel FIS dans la section 2.3. Nous
allons montrer dans cette partie comment rapprocher ces deux aspects dans le contexte d’un
problème de diagnostic itératif.
L’idée principale est qu’à partir du modèle FIS, nous pouvons réaliser une analyse de
risque puis une analyse diagnostique. Pour utiliser la modélisation FIS pour le diagnostic, il
est nécessaire de définir les relations d’observations. Par ailleurs, le modèle dysfonctionnel
doit être décrit. Une approche associant une variable à chaque mode est proposée dans (Flaus
et Pham [2010]). Nous présentons ici une approche qui partitionne l’ensemble des modes en
état possible recherché et symptôme. puis une proposition pour générer certains éléments du
modèle dysfonctionnel pour le module d’analyse diagnostique.
FIG. 2.15 – Module d’analyse diagnostique intégré dans XRisk
2.4.1 Distinction entre mode pour le diagnostic (d-mode) et symptôme
Dans la communauté de l’analyse diagnostique DX et FDI, une ressource est définie
comme une entité pour laquelle on s’interroge sur son état de marche : c’est ce que l’on sou-
haite potentiellement réparer, corriger. Dans le modèle FIS, la notion de ressource est définie
au sens plus large. Les ressources peuvent être de différentes natures : ressources matérielles,
ressources fonctionnelles, ressources humaines, ressources informelles ou des ressources de
type flux ou potentiel (chaleur, courant électrique, flux d’eau...). Pour cette raison, la notion
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de mode est définie dans un sens plus large dans FIS qu’en diagnostic. Pour intégrer la notion
de mode pour le diagnostic présenté dans les sections 2.2 et 2.1 dans le modèle FIS, nous
proposons de distinguer les modes existants dans FIS en deux types :
– d-mode (diagnostic mode) : le mode d’une ressource dans FIS est défini comme d-mode
dans le module de diagnostic itératif (intégré dans X-Risk) quand il correspond à un
état possible recherché dans l’analyse diagnostique. Les d-modes correspondent à 2.1.2,
page 29. Par exemple ok(moteur) est un d-mode.
– symptôme : le mode d’une ressource dans FIS peut aussi être défini comme un symptôme
dans le module de diagnostic itératif quand il correspond à une appréciation de confor-
mité de l’expert. Selon la section 2.1.5, un symptôme peut avoir deux états {conforme,
non-conforme} (conforme ou non conforme à une référence attendue). Par exemple,
⊥re f (lumière) est un symptôme d’une ressource lumière. ⊥re f (lumière) indique que le
symptôme est en état conforme. En d’autres termes, lorsqu’une fonction est réalisée, la
lumière est conforme à la référence attendue. Le niveau de conformité peut être exprimé
par le dégré de satisfaction grâce à la logique floue. Ceci est présenté en détail dans le
chapitre 5.
Notons qu’un mode d’une fonction est toujours un d-mode parce qu’il n’est pas un phéno-
mène physique observable : cela correspond à un élément possible d’un diagnostic.
Pour le module d’aide au diagnostic, nous allons associer chaque ressource à une case à
cocher. Dans le modèle FIS, la case d’une ressource est cochée si ses modes correspondent à
des symptômes. Si une ressource est cochée, deux symptômes {conforme, non-conforme} sont
ajoutés automatiquement à cette ressource. Au contraire, si une ressource n’est pas cochée,
deux d-modes {ok, cfm} sont ajoutés automatiquement pour la ressource.
La case à cocher est considérée comme l’information complémentaire que l’expert ajoute
au modèle du système. Ceci est un type d’information qu’il n’est pas pertinent de formuler
a priori car cela ajouterait une lourdeur dans la modélisation fonctionnelle qui n’existe pas
aujourd’hui. Cette information n’est utile que lorsqu’il s’agit de calculer des diagnostics. Par
sa connaissance implicite, l’expert peut distinguer en utilisant une case à cocher, au moment
de faire appel au module de diagnostic.
2.4.2 Analyse des types de relation entre items et modes
Après avoir analysé en détail les modes des ressources dans le modèle FIS, nous allons
analyser les relations logiques qui peuvent exister entre les modes des items dans FIS. L’idée
est de montrer la possibilité de transformer le modèle FIS décrit par l’expert en un ensemble de
propositions logiques exploitables dans l’analyse diagnostique. Cette étape de transformation
est illustrée sur la figure 2.16.
Les ressources et fonctions peuvent être appelées de façon générique items. La procédure
49
Chapitre 2. Eléments de formulation
FIG. 2.16 – Module d’analyse diagnostique en s’appuyant sur FIS
de décomposition du système commence souvent par l’identification de l’item globale du sys-
tème, puis on le décompose en sous-items. La décomposition est un processus itératif. En
faisant le lien avec FIS (figure 2.17), nous voyons l’apparition des types de lien suivants :
– les relations d’abstraction entre les items : le lien numéro (1) sur la figure 2.17. Nous
pouvons distinguer ici les deux types :
– les relations de sous-fonctions/super-fonction
– les relations de sous-ressources/super-ressource
– les ressources d’entrée d’une fonction (lien (2) sur la figure 2.17)
– les ressources de sortie d’une fonction (lien (3) sur la figure 2.17)
Nous allons détailler chaque type de relation.
1. Relations sous-items/item-parent (sous-ressources/ressource-parent, sous-fonctions/
fonction-parent) (liens (1) sur la figure 2.17)
Une relation sous-items/item-parent est une abstraction sur les items que nous avons
discutée dans la rubrique 2.2.2. Cela correspond à la relation hiérarchique présentée dans
FIS. Structurellement, ceci est exprimé par le fait que la composition structurelle d’un
ensemble de sous-items conduit à un item-parent. La composition peut être partielle
ou complète. Une composition est partielle si seulement une partie des sous-items de
l’item parent sont connus. Elle est complète si tous les sous-items de l’item-parent sont
connus. Nous pouvons distinguer deux types de relations : sous-ressources/ressource-
parent, sous-fonctions/fonction-parent.
Prenons ici un exemple de relation sous-ressources/ressource-parent : voiture est une
ressource matérielle, elle peut être décomposée en sous-ressources comme roues, em-
brayage, démarreur électrique, moteur . . .voiture est dite une ressource-parent dans cette
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FIG. 2.17 – Présentation UML du modèle FIS
composition partielle.
En terme de mode de comportement, si un item-parent est en mode de fonctionnement
normal (mode ok), il est évident que ses sous-items sont aussi en mode de fonction-
nement normal. Supposons que I soit un item-parent et {I1, . . . , In} soit l’ensemble de
sous-items de I, nous avons deux cas :
– Si {I1, . . . , In} est une décomposition partielle de I, nous avons :
ok(I)→ ok (I1)∧·· ·∧ok (In) (2.4.1)
– Dans le cas où {I1, . . . , In} est une décomposition complète de I, nous avons :
ok(I)↔ ok (I1)∧·· ·∧ok (In) (2.4.2)
Des relations plus complexes peuvent être décrites si besoin. Dans ce cas, les modes de
défaut de I peuvent toujours être expliqués via des modes de sous-items. Ceci est détaillé
dans la rubrique 2.2.2, page 37.
Remarque : Les relations sous-ressources / ressouce-parent ne sont définies que pour
les ressources dans FIS dont les modes sont les d-modes dans le module d’analyse diag-
nostique. Nous ne nous intéressons pas à l’abstraction des ressources dans FIS dont les
modes sont des symptômes dans le module d’analyse diagnostique.
2. Relations entre ressources d’entrée et fonctions (lien (2) sur la figure 2.17)
Nous allons ici considérer deux cas : ressources d’entrée dans FIS dont les modes sont
les d-modes ou les symptômes dans le module d’analyse diagnostique.
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– Ressources d’entrée dans FIS dont les modes sont les d-modes dans le module d’ana-
lyse diagnostique.
L’ensemble des ressources {R1, . . . ,Rn} sont qualifiés de ressources d’entrée de la
fonction F si elles sont utilisées par F pour s’accomplir. Soit R = {R1, . . . ,Rn} l’en-
semble de ressources d’entrée de la fonction F . Nous pouvons distinguer deux cas :
– R est un ensemble non-complet. Nous avons :
fm 1(R1)∨·· ·∨ fm n(Rn)→¬ok(F) (2.4.3)
ou on déduit
ok(F)→¬fm 1(R1)∧·· ·∧¬fm n(Rn) (2.4.4)
où f mi est un des modes de défaut spécifique de Ri.
L’expression 2.4.4 permet de distinguer la différence entre la relation ressources
d’entrée / fonction avec les relations sous-items / item-parent qui sont exprimés par
la proposition 2.4.1.
Dans la proposition 2.4.1, si un item-parent est en mode ok, nous pouvons conclure
que ses sous-items sont en mode ok. La proposition 2.4.4 exprime le fait que si
une fonction est en mode ok, il n’est pas évident que ses ressources d’entrée soient
en mode ok. En effet, chaque ressource Ri peut voir plusieurs rôles qui supportent
le fonctionnement de différentes fonctions. Supposons que l’ensemble des fonc-
tions soit F. Un mode de défaut spécifique mode(Ri) de Ri ne cause pas toujours
de défaillance au niveau des fonctions supportées Fj ∈ F. Revenons à l’exemple
de la voiture : la batterie est une sous-ressource de deux fonctions déjà évoquées
allumer la lumière et démarrer la voiture. La tension de la batterie peut assurer le
fonctionnement de la fonction allumer la lumière mais elle n’est pas suffisante pour
démarrer la voiture.
Dans le cadre du modèle FIS, il est possible de préciser la relation (2.4.4) dans le
cadre du modèle dysfonctionnel.
– R est un ensemble complet
Pour un ensemble complet des sous-ressources R d’une fonction F , si (2.4.4) est
vérifié et si toutes les sous-ressources R sont en mode normal, alors nécessairement
la fonction F l’est aussi :
ok (R1)∧·· ·∧ok (Rn)→ ok(F) (2.4.5)
Si aucun mode de défaut spécifique n’est défini pour les ressources R= {R1, . . . ,Rn},
2.4.4 et 2.4.5 devient respectivement 2.4.6 et 2.4.7
ok(F)→ ok (R1)∧·· ·∧ok (Rn) (2.4.6)
ok(F)↔ ok (R1)∧·· ·∧ok (Rn) (2.4.7)
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– Ressources d’entrée dans FIS dont les modes sont des symptômes dans le module
d’analyse diagnostique
Les propositions induisent des m-propositions de symptômes (2.4.6 et 2.4.7 devient
respectivement 2.4.8 et 2.4.9)
Par défaut, on écrit
ok(F)→⊥F1(R1)∧·· ·∧⊥Fn(Rn) (2.4.8)
ok(F)↔⊥F1(R1)∧·· ·∧⊥Fn(Rn) (2.4.9)
Fi est la fonction où Ri est conforme. Autrement dit, Ri est produit par Fi. Ceci
sera détaillé ensuite. Il peut exister des OUs et des ETs logiques entre les modes
des ressources d’entrée d’une fonction, par exemple ok(F)→⊥F1(R1)∧ (⊥F2(R2)∨
⊥F3(R3))∧·· ·∧⊥Fn(Rn). Ce sont des informations complémentaires qui peuvent être
données par l’expert. Si aucune information complémentaire n’est donnée par l’ex-
pert, 2.4.6 peut être déduit automatiquement.
3. Relations entre fonction et ressources de sortie (lien (3) sur la figure 2.17)
Les ressources de sortie sont définies comme des sortants dans FIS. Nous voyons que
les liens (3) sur la figure 2.17 peuvent être distingués en produit (une fonction produit
une ressource) ou agit (une fonction agit sur une ressource).
– Un lien de type produit F → R peut être exprimé en terme des modes de comporte-
ment dans FIS : si une fonction F est en mode de bon fonctionnement, l’ensemble
de ses ressources R produites par F le sont aussi. Dans le module d’analyse diagnos-
tique, il s’agit des symtômes qui sont conformes aux états attendus de la fonction F ,
noté par ⊥F . Ceci est donné par
ok(F)→⊥F(R1)∧·· ·∧⊥F(Rn) (2.4.10)
Par exemple lumière est une ressource de sortie de type observé de la fonction
allumer la lumière, nous avons ok (allumer la lumière)→⊥F (lumière).
Notons que pour un lien de type produire, les ressources de sortie d’une fonction
F sont toujours les ressources dont les modes (dans FIS) sont des symptômes dans
l’analyse diagnostique. Une fonction F peut produire plusieurs ressources mais une
ressource est produit par une seule fonction. Si un mode d’une ressource est dit
conforme (ou non-conforme), il est sous-entendu que le symptôme est conforme (ou
non-conforme) à la fonction qui produit cette ressource.
– Un lien de type agit F → R ne peut pas être transformé automatiquement sous forme
de proposition logique. Par exemple, la fonction alimenter en énergie électrique agit
sur le moteur électrique est exprimée par un modèle FIS : (alimenter en énergie
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électrique) → (moteur électrique). Dans ce cas, aucune relation logique ne peut
être déduite automatiquement à partir du mode de alimenter en énergie électrique
et le mode (ou état) de moteur électrique. En effet, nous n’avons pas ok (alimenter
en énergie électrique) → ok (moteur électrique) et pas nécessairement ok (moteur
électrique)→ ok (alimenter en énergie électrique). Dans ce cas, il faut que l’expert
intervienne pour compléter le lien de type agir. Par exemple haute-tension(alimenter
en énergie électrique)→ grillé(moteur électrique).
Notons que les ressources qui sont liées avec les liens de type agir dans FIS sont
toujours des ressources dont les modes sont des d-modes dans le modèle transformé
pour l’analyse diagnostique. La nature des liens fonction / ressource de sortie est
résumée sur la figure 2.18.
FIG. 2.18 – La nature des liens fonction/ ressources de sortie
Graphiquement, les relations ressources d’entrée / fonction et fonction/ressources de sortie
représentées dans FIS originale est transformé en un graphe dans le module d’analyse diag-
nostique, dont
– chaque noeud est soit une fonction soit une ressource (on l’appelle de façon générique
item). Chaque ressource est associée à une case à cocher.
– chaque arc orienté représente un lien entre la ressource d’entrée d’une fonction ou les
ressources de sortie d’une fonction (figure 2.19). L’arc normal (qui est distingué de l’arc
en pointillé) est utilisé pour exprimer l’hypothèse que l’ensemble des ressources d’entrée
d’une fonction est toujours complet et qu’une ressource de sortie est produite par une
seule fonction. Afin d’aboutir à une transformation automatique de FIS, chaque lien
fonction / ressource de sortie doit être précisé. Il est soit un lien produit soit un lien agit.
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FIG. 2.19 – Représentation d’une relation Sous-ressources/Fonction
Jusqu’ici, nous avons analysé les types de relations fonction/ressource dans FIS en faisant
le lien avec les modes et le modèle hiérarchique que nous avons reformulé dans la section 2.2.
Toutes ces relations sont résumées sur le tableau de la figure 2.20.
2.4.3 Graphe Fonctions/Ressources (F/R)
Les relations résumées sur le tableau de la figure 2.20 peuvent être représentées sur un
graphe F/R (fonction/ ressource) globale, comme sur la figure 2.21. Comme évoqué dans la
section 2.4.2, la nature des ressources liées avec des liens produit et agit peut être déterminée
automatiquement : les ressources liées aux liens de type produire sont toujours les ressources
dont les modes FIS sont des symptômes dans l’analyse diagnostique ; les ressources qui sont
liées avec des liens de type agir dans FIS sont toujours des ressources dont les modes dans
FIS sont des d-modes dans le modèle transformé pour l’analyse diagnostique. Les cases à
cocher (représentant des informations complémentaires de l’expert sur les types de ressources)
n’apparaissent donc pas pour ces ressources sur le graphe F/R. Ceci permet d’éviter les erreurs
de l’expert dans la modélisation. Par exemple, l’expert ne coche pas une ressource liée par un
lien produit car les modes FIS de ces ressources sont des d-modes dans l’analyse diagnostique.
La figure 2.21 peut être représentée plus simplement par la figure 2.22 en ignorant les
boîtes qui représentent les systèmes et les sous-systèmes.
A partir du graphe F/R déduit et enrichi à partir du modèle FIS, dans ce module d’analyse
diagnostique, le graphe F/R sera traduit en un ensemble de proposition logique qui peut être
exploité dans le calcul de diagnostic. Cette transformation est résumée sur la figure 2.20.
Les relations entre les items dans FIS, qui sont transformées sous forme de propositions
logiques dans le module d’analyse diagnostique, sont exploitées pour propager des modes
de défauts ou des défaillances à partir des observations pour localiser les défauts. Dans le
problème d’analyse diagnostique à base de modèle de consistance, nous pouvons exploiter
ces relations avec les modèles de comportement disponibles (implicites ou explicites) pour les
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FIG. 2.20 – Transformation de FIS en un ensemble des propositions logiques pour l’analyse
diagnostique
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FIG. 2.21 – Un exemple du graphe F/R déduit de la modélisation FIS pour l’analyse diagnos-
tique
items pour chercher des diagnostics. Comme le modèle comportemental peut être disponible
seulement pour certaines ressources, les tests peuvent être réalisés au niveau d’abstraction des
fonctions et des ressources. Dans les explications des symptômes (section 2.1.5, page 33), les
modes des fonctions ou des ressources sont remplacés grâce aux relations F/R. Ceci permet
de conduire à des diagnostics au niveau des ressources. La localisation des défauts au niveau
des ressources est le but final de l’analyse diagnostique de panne pour les systèmes industriels.
Les relations de support peuvent être exprimées par des liens entre les items via des variables.
Cohérence du graphe F/R
La décomposition hiérarchique des fonctions et des ressources forment deux hiérarchies en
parallèle. Il faut assurer la cohérence entre elles. Cette cohérence est exprimée par la propriété
suivante :
Propriété 2. Soient R et R′ respectivement les ensembles des ressources (les ressources dont
les modes sont les d-modes dans l’analyse diagnostique) liées aux fonctions F et F ′ dans les
relations de type est requis et agit (le lien produit n’est pas considéré), si F est sous-fonction de
F ′ dans une relation d’abstraction, alors R doivent être sous-ressources de R′ dans une relation
d’abstraction.
Prenons l’exemple des items sur le graphe F/R de la figure 2.22 (la figure 2.22 est sim-
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FIG. 2.22 – Graphe F/R (Fonctions/Ressources)
plification de la figure 2.21 obtenue en ignorant les boîtes qui représentent les systèmes et les
sous-systèmes). {I9, I10, I11} sont les ressources liées (est requis/agit) à la fontion I7. {I3, I4, I5}
sont les ressources liées (est requis/agit) à la fontion I1. Comme I7 est une sous-fonction de I1,
il est raisonnable que {I9, I10, I11} soit l’ensemble des sous items de {I3, I4, I5} (I9 et I10 sont
les sous-items de I3. I11 est le sous-item de I4).
Dans la procédure de construction du modèle hiérarchique, en se basant sur la propriété
(2), l’automate peut vérifier la cohérence du graphe F/R et signaler à l’expert des erreurs de
modélisation ou proposer à l’expert de compléter le graphe. Par exemple sur le graphe présenté
de la figure 2.22, {I14, I15, I16} sont les ressources liées à la fontion I13, {I5, I6} sont les res-
sources liées à la fontion I2. Comme I13 est une sous-fonction de I2, alors {I14, I15, I16} doivent
être les sous-ressources de {I5, I6}. Ces liens entre {I15, I16} et {I5, I6} ne sont pas représentés
sur le graphe de la figure 2.22. Ceci est une erreur de modélisation de l’expert. L’automate va
demander à l’expert de vérifier la modélisation entre {I15, I16} et {I5, I6}.
Dans l’analyse diagnostique d’un système, nous nous intéressons aux défauts au niveau des
ressources. Il faut donc remplacer chaque fonction par ses sous-ressources. Ce remplacement
s’appuie à la fois sur les deux hiérarchies parallèles des fonctions et des ressources et sur les
relations sous-ressources/fonction-parent.
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2.4.4 Modélisation interactive par l’expert en utilisant la modélisation
structuro-fonctionnelle pour l’analyse diagnostique
Jusqu’ici, nous avons formulé les différents éléments d’un problème de diagnostic inter-
actif en se basant sur le modèle FIS. Il reste encore à examiner comment ces entités seront
construites au fur et à mesure des interactions. Dans la figure 2.23, nous voyons que la tâche
de construction du modèle du système est réalisée par l’expert. Elle consiste à expliciter les
connaissances recueillies. La construction du modèle peut être divisée en deux étapes : la
modélisation FIS et la modélisation complémentaire pour le module d’analyse diagnostique
(figure 2.23). La modélisation FIS donne des informations globales qui peuvent être exploitées
pour les modules intégrés dans FIS (analyse de risques, analyse diagnostique...). La modéli-
sation complémentaire présentée dans ce travail est nécessaire pour l’analyse diagnostique
s’appuyant sur les données recueillies dans FIS.
FIG. 2.23 – Modélisation pour l’analyse diagnostique en s’appuyant sur FIS
Modélisation FIS
Au fur et à mesure, le modèle FIS est construit par l’expert à travers les questions suivantes :
1. Quelles sont les fonctions globales du système ? La procédure de diagnostic commence
quand un dysfonctionnement du système est constaté. Normalement, l’expert commence
en testant les fonctions globales du système, puis il affine en les décomposant.
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2. Pour chaque fonction Fi,
– quelles sont les ressources d’entrée et les ressources de sortie de Fi ?
– quelles sont les sous-fonctions de Fi ?
3. Pour chaque ressource Ri,
– quelles sont les fonctions qui associées à Ri ou bien les fonctions dont Ri jouent le
rôle de ressource d’entrée ? Une ressource peut elle supporter le fonctionnement de
plusieurs fonctions ?
– quelles sont les sous-ressources de Ri ?
4. Les modèles comportementaux associés aux modes des items peuvent-ils être rensei-
gnés ? L’expert peut décrire des modèles comportementaux au fur et à mesure de la
procédure de diagnostic.
5. Existe-il des connexions (partielles/complètes) entre les modèles élémentaires au niveau
fonctionnel et au niveau des ressources ?
Nous voyons que les approches détaillées dans (Flaus [2008]) dirigent la procédure de dé-
composition interactive. En effet, les points (2) et (3) montrent une possibilité de décomposer
structurellement un système et d’aboutir à un niveau plus fin.
Modélisation complémentaire pour le module d’analyse diagnostique
Quand nous passons au module d’analyse diagnostique, deux types d’informations com-
plémentaires sont nécessaires :
– Pour chaque ressource, quelle est la nature des modes associés avec les ressources quand
nous passons au module d’analyse diagnostique : d-modes ou symptôme (section 2.4.1) ?
– Quelle est la nature de chaque lien fonction / ressource de sortie : agir (une fonction agit
sur une ressource) ou produire (une fonction produit une ressource) (section 2.4.2).
Pour compléter ces informations, quand nous passons au module d’analyse diagnostique,
une interaction homme-automate se manifeste de la façon suivante :
1. Déterminer les types de lien fonction/ressource
L’automate demande à l’expert de préciser les liens fonction / ressource de sortie :
chaque lien fonction / ressources de sortie sera étiqueté soit par agit soit par produit.
2. Déterminer la nature des ressources pour le module de diagnostic
Pour une ressource qui est liée au lien produit, les modes sont des symptômes (conforme
/ non-conforme).
Pour une ressource qui est liée au lien agit, les modes sont des d-modes (ok / modes de
défaut spécifiques / cfm).
Pour les ressources liées aux liens est requis, une case à cocher est ajoutée automati-
quement. Cette case à cocher permet à l’expert de déterminer la nature de la ressource
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dans le module de diagnostic. Si la case est cochée, les modes de la ressource sont des
symptômes (conforme/non-conforme). Dans le cas contraire, les modes de la ressource
sont des d-mode (ok /cfm).
Notons que si une ressource est liée à la fois à un lien est requis et à un autre lien produit
(ou agit), la case à cocher de la ressource n’apparaît pas parce qu’il est déjà précisé
automatiquement par l’automate selon le lien produit (ou agit).
3. Compléter les modes par défaut pour les ressources
Un symptôme {conforme, non-conforme} est ajouté automatiquement pour chaque res-
source qui est liée au lien produit.
Un d-mode {ok, cfm} est ajouté automatiquement pour les ressource du lien agit mais
aussi les fonctions.
Pour les autres ressources : si la case est cochée, un symptôme {conforme, non-
conforme} est ajouté automatiquement. Si la case n’est pas cochée, {ok, cfm} est ajouté
automatiquement pour la ressource.
Un exemple simple du passage du modèle FIS original au module de diagnostic est présenté
sur la figure (2.24)
Dans ce module d’analyse diagnostique, la description comportementale peut être intégrée
dans FIS. La description comportementale consiste à enrichir le modèle structuro-fonctionnel
par le modèle comportemental. La composition du modèle comportemental peut être partielle
ou complète. Cela veut dire que le modèle comportemental est disponible pour certains items
dans le système. Les autres sont non-modélisés. Les modèles comportementaux ajoutés pour
les items permettent de construire le modèle de référence pour la tâche de détection des symp-
tômes. Ceci sera détaillé plus tard dans le chapitre 4. Dans le chapitre 3, nous ne nous intéres-
sons pas au modèle comportemental.
2.4.5 Conclusion
Dans cette partie, nous avons rappelé et détaillé FIS comme un outil pour décrire le modèle
de systèmes à différents niveaux de décomposition. Comme FIS est conçu initialement pour
l’analyse des risques, nous avons adapté le modèle issu de FIS pour une exploitation par un
module d’analyse diagnostique. Dans ce but, un graphe F/R a été déduit de FIS. Sur ce graphe
F/R, nous avons reformulé et détaillé les relations entre items (fonction/ressource) en terme de
modes de comportement. En comparaison avec le modèle FIS original, certaines informations
complémentaires sont exigées dans ce module d’analyse diagnostique. Ceci permet de faire
le lien entre le modèle comportemental, le modèle d’abstraction pour l’analyse diagnostique
reformulé dans (2.2) et le modèle structuro-fonctionnel FIS. Cette formulation est la base pour
étudier les problèmes que nous présentons dans les chapitres 3 et 4.
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FIG. 2.24 – Exemple sur la modélisation complémentaire pour le module d’analyse diagnos-
tique en s’appyant sur FIS
2.5 Conclusion
Ce chapitre est consacré à la formulation itérative et interactive de modèles structuro-
fonctionnels du système. Nous avons rappelé tout d’abord les éléments formulés par l’ap-
proche hybride de diagnostic DX-FDI. Nous avons développé ensuite en détail certains élé-
ments en visant à la construction d’un modèle d’abstraction. En se basant sur cette formulation,
nous avons défini un modèle hiérarchique via des éléments de base du système : variable, mo-
dèle élémentaire et item (fonction ou ressource). Ce sont les éléments que l’expert utilise pour
alimenter au fur et à mesure le modèle du système.
Dans une deuxième phase, le modèle structuro-fonctionnel FIS est rappelé de façon à pou-
voir exploiter les fonctions dans l’analyse diagnostique car le modèle fonctionnel permet de
décrire le système plus facilement et plus simplement. Quand la notion de fonction est intro-
duite, en plus des relations hiérarchiques sous-item/super-item, nous avons dans FIS des rela-
tions fonction/ressource. Jusqu’ici, la contribution principale de notre travail est de rapprocher
les éléments de formulation pour un problème de diagnostic du modèle FIS. Ce rapprochement
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a permis d’aboutir à un module d’analyse diagnostique en s’appuyant sur FIS. Ceci donne un
outil pour résoudre les problèmes de diagnostic itératif évoqués dans l’introduction de ce ma-
nuscrit. Cet outil permet de décrire le modèle du système au fur et à mesure dans le processus
de diagnostic sans exiger beaucoup d’information sur le système.
Ce chapitre donne une vue globale sur la méthode de modélisation que nous utilisons
ensuite pour résoudre les deux premiers problèmes présentés ensuite dans les chapitres 3 et 4.
Le modèle fonctionnel n’est pas exploité dans le chapitre 5.
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Chapitre 3
Diagnostic itératif basé sur le modèle
structuro-fonctionnel FIS
3.1 Introduction
Dans la communauté du MBD (Model Based Diagnosis), la plupart des approches pro-
posées requièrent un modèle comportemental détaillé et complet du système à diagnostiquer.
Dans certains cas, ce pré-requis est difficile à satisfaire. Considérons l’exemple du problème de
diagnostic d’une voiture en panne qu’un garagiste réalise souvent dans son métier, ou le travail
d’un informaticien pour dépanner un système informatique qui comporte des milliers de postes
de travail ou le problème de diagnostic des dysfonctionnements dans un système organisation-
nel. Dans ces problèmes, les dysfonctionnements peuvent être causés par les ressources (les
ressources au sens large sont des ressources matérielles, humaines, informationnelles, etc.). Il
apparaît aussi que la plupart des approches qui s’appuient sur MBD (Model Based Diagno-
sis) conviennent mal aux travaux des services de maintenance parce que toutes ces approches
partent toujours de l’hypothèse qu’il existe un modèle explicite au départ. En réalité, le modèle
n’est souvent découvert que lorsqu’un défaut survient et qu’il faut dépanner le système et, de
surcroît, rarement explicité. Le fonctionnement du système est décortiqué petit à petit et un
modèle se construit. Nous souhaitons donc présenter dans ce travail une approche où l’analyse
diagnostique est considérée comme un processus itératif.
Le modèle du système sera découvert et formulé à l’aide de l’expertise se situant à dif-
férents niveaux de détail. Par exemple, une voiture peut être décomposée en sous-systèmes :
système d’injection, système d’allumage, système électrique... Chaque sous-système peut être
décomposé en d’autres sous-systèmes. Par exemple, le système électrique peut être décomposé
en un système d’éclairage et en un système de démarrage électrique. Au cours de la description
du système, seules certaines parties du système seront détaillées selon les symptômes collectés
par l’expert. Il ne devrait donc pas être nécessaire de décrire complètement un système en une
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étape avant l’analyse diagnostique.
Par ailleurs, pour ce qui concerne la description du comportement de chaque élément,
on aboutit rapidement à un modèle de comportement très complexe qui doit être décrit par
des relations de natures très différentes. Ces relations peuvent être des équations mathéma-
tiques statiques ou dynamiques, des relations continues ou discrètes. Pour aider un service de
maintenance, il faut chercher une méthode de diagnostic qui permette d’exploiter au mieux
la connaissance de l’expert dans la localisation des défauts sans avoir besoin nécessairement
de décrire toutes ces relations, mais qui permette de décrire des relations simples entre les
éléments du système et qui permette de les décomposer au fur et à mesure.
Par conséquent, le problème que nous posons est exprimé par les trois points principaux
suivants :
– dans certains cas, les approches existant dans la littérature, qui s’appuient sur MBD et
qui exigent un modèle de comportement complet et détaillé du système, conviennent
mal au travail des services de maintenance.
– en cas de dysfonctionnement, l’analyse diagnostique est un processus où le fonctionne-
ment du système sera décrit au fur et à mesure avec différents niveaux de détail.
– le modèle d’un système pouvant devenir rapidement complexe, il est nécessaire de
mettre au point un outil de diagnostic qui permette d’exploiter au mieux la connaissance
de l’expert sans requérir beaucoup d’explicitation de connaissance.
Ce problème invite à étudier un nouvelle approche de diagnostic avec des interactions
durant la phase de test. L’analyse diagnostique est présentée comme un processus qui com-
porte plusieurs étapes itératives (figure 3.1). Chaque étape est initiée à une interaction home-
automate. A chaque étape, nous supposons implicitement que l’expert peut :
– effectuer un test grâce à son expertise pour améliorer la localisation des défauts sachant
un ensemble de défauts possibles, calculés par l’automate.
– expliciter sa connaissance sur la partie du système qui est testée sous forme d’intercon-
nexion et la formulation de symptômes : le résultat du test est conforme aux attentes
(modèles de référence parfois implicites) ou non.
Dans ce processus, l’expert s’appuie souvent sur son intuition basée sur son expérience
pour localiser les défauts. Pourtant, quand le système est complexe, l’expert rencontrera
des difficultés dans la capitalisation des informations collectées (modèle du système, symp-
tômes...) pour chercher toutes les explications possibles. Dans ce chapitre, nous proposons un
outil d’aide au diagnostic pour accompagner l’expert durant ce type de processus de diagnos-
tic. Les trois étapes globales d’un problème de diagnostic présentées sur la figure 1.9 (page
1.9) sont maintenant détaillées sur la figure 3.1.
Dans ce chapitre, nous allons donner tout d’abord le principe de l’approche dans la section
3.2. Puis nous détaillons dans la partie 3.3 la procédure d’intéraction et l’algorithme permettant
la résolution du problème de diagnostic à chaque itération (blocs (1) et (2) sur la figure 3.1).
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FIG. 3.1 – Diagnostic itératif basé sur le modèle structuro fonctionnel FIS
Ensuite, un exemple d’application et un outil d’aide au diagnostic sont présenté dans 3.4.
3.2 Principe général
Dans cette partie, nous allons résumer la méthode de modélisation utilisée dans ce pro-
blème qui permet la capitalisation des connaissances de l’expert lors de la formulation d’un
problème de diagnostic à une itération du processus. Puis, nous présentons de façon générale le
principe de résolution. Cette démarche reprend les idées de (Flaus et Pham [2010]), approche
qui a été utilisée pour les systèmes organisationnels (Flaus et al. [2010]),(Karagiannis [2010])
et vise à automatiser la construction des modèles dysfonctionnels à partir du graphe F/R.
3.2.1 Méthode de modélisation
La méthode de modélisation proposée dans cette partie est la méthode de modélisation
basée sur FIS présentée dans le chapitre 2. Elle est intégrée dans le module de diagnostic du
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logiciel X-Risk (section 2.4). Cette méthode permet de modéliser le système par des fonctions
et de considérer différents types de ressources : ressources matérielles, humaines, informa-
tionnelles, etc. Cette approche offre un cadre pour l’analyse diagnostique pour variés types de
systèmes : système organisationnel, système industriel, etc.
Capitalisation des connaissances de l’expert pour la formulation d’un pro-
blème de diagnostic
Cette phase de modélisation est représentée par les blocs (1) et (2) sur la figure 3.1. Notons
que pour la modélisation dans ce chapitre, nous ne nous intéressons pas au modèle compor-
temental. Le modèle comportemental sera introduit dans le chapitre 4. En résumé, à chaque
interaction du processus de diagnostic, le problème formulé par l’expert comporte :
1. le modèle structuro-fonctionnel construit par l’expert. Dans ce modèle, les informations
disponibles sont :
– une liste d’items (fonction, ressource) avec des modes de défaut spécifiques associés
(des modes de défaillances/défauts de chaque fonction et ressource). Notons que les
deux modes {ok, cfm} sont ajoutés automatiquement pour chaque item quand il est
ajouté dans le système. Le plus souvent, chaque item a seulement deux modes {ok,
cfm}.
– des fonctions et des sous-fonctions organisées de façon hiérarchique (chaque fonction
a une liste de fonctions enfants).
– des ressources et des sous-ressources organisées elles aussi de façon hiérarchique.
– des liens entre les fonctions et les ressources (des liens entrant/sortant) décrits par le
graphe F/R.
– l’abstraction des modes de défaillances, qui donne pour chaque mode de dé-
faillance/défaut d’une fonction ou ressource, le mode de défaillance ou défaut de la
fonction ou ressource parent.
– un modèle de dysfonctionnement exprimant des relations logiques entre les modes de
défaillances des différents éléments. Ces relations entre les modes des items peuvent
être déduites par défaut à partir du graphe structuro-fonctionnel. Des informations
complémentaires peuvent être ajoutées pour décrire ces relations. Elles sont expri-
mées par des propositions logiques. Par exemple, fm (I1)→ fm (I), fm (I1)∧ fm (I2)→
fm (I), etc.
Le graphe structuro-fonctionnel peut être transformé et traduit en un ensemble de pro-
positions logiques pour alimenter l’algorithme de diagnostic.
2. des symptômes formulés sous forme de clauses ou de monômes de modes.
3. de façon optionnelle, la probabilité de défaillance des modes de base (c’est à dire ceux
sans causes explicitées)
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3.2.2 Vues générales sur la résolution du problème
Avant de détailler la méthode pour résoudre le problème de diagnostic formulé à chaque
interaction dans une procédure de diagnostic, nous exprimons ici la liste des spécifications que
notre approche doit permettre de résoudre :
– elle doit permettre de prendre en compte des défauts multiples. Cela veut dire que deux
ou plus de deux défauts peuvent se manifester en même temps dans le système.
– elle doit gérer des relations hiérarchiques existant dans le système. Comme le sys-
tème est décrit aux différents niveaux d’abstraction, pour éviter des diagnostics non-
minimaux, il ne faut pas qu’il existe dans le support d’un même diagnostic le mode de
défaut d’un item et celui de son super-item.
– elle doit bien sûr fournir un résultat prenant en compte le graphe de dysfonctionnement
du modèle FIS
– elle doit permettre de prendre en compte les tests consistants, point particulièrement
important en contexte interactif.
– elle doit fournir un classement des diagnostics afin de guider l’expert durant le processus
de diagnostic.
A partir du problème énoncé, formulé à chaque itération du processus de diagnostic et des
besoins sur un outil d’aide au diagnostic, nous proposons une méthodologie de résolusion pour
calculer les diagnostics à partir du problème énoncé tout en veillant la performance de l’outil
résultant. Le bloc (3) et (4) sur la figure 3.1 est détaillé en sous-étapes décrites sur la figure
3.2, page 3.2. Chaque sous-étape est détaillée dans la suite.
3.3 Procédure et algorithme de diagnostic
Dans cette partie, nous allons détailler l’algorithme pour calculer les diagnostics à partir
du modèle formulé et les symptômes collectés par l’expert.
3.3.1 Interaction avec l’utilisateur
L’utilisateur commence à modéliser son système (ou s’appuie sur un modèle déjà existant)
en s’appuyant sur FIS et formuler un test. Les tests pourront être exprimés de deux façons
selon qu’ils sont consistants ou inconsistants :
– Si le test est inconsistant, l’expert fournit le test au système comme une disjonction de
modes (ou de symptôme) de défauts de différents items :
¬modei1(I1)∨¬mode j1(I1)∨·· ·∨¬modeik(Ik)∨·· ·∨¬>(In)
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– Si le test est consistant, l’expert fournit le test au système comme une conjonction de
modes (ou de symptôme) des items en bon fonctionnement :
ok(I1)∧·· ·∧ok(Ik)∧·· ·∧⊥(In)
Le système fournit alors en utilisant ces observations, une liste de diagnostics, c’est à dire
une liste d’ensemble de modes de défaillance permettant d’expliquer les observations, compte
tenu du modèle FIS.
Il est possible que cette liste soit vide. Dans ce cas, cela signifie que l’expert a effectué une
erreur de modélisation ou une erreur d’observation.
Lorsque la liste des disgnostics n’est pas vide, deux cas de figure se présentent : soit la liste
est suffisamment précise pour permettre une intervention sur les éléments concernés soit elle
n’est pas suffisamment précise. Dans ce second cas, l’expert va réaliser une itération dans la
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démarche de diagnostic,
– soit en ajoutant un nouveau test avec le modèle existant
– soit en détaillant le modèle, c’est à dire en décomposant une ou plusieurs res-
sources et/ou fonctions en sous items et décrivant la structure FIS associée (liens res-
sources/fonctions et fonctions/ressources).
A partir de ces nouvelles informations, il relance un calcul des diagnostics et poursuit ainsi
jusqu’à obtenir une liste de diagnostics suffisamment précise.
L’approche proposée lui permet de gérer la complexité des informations qu’il accumule au
fur et à mesure, à la fois sur le modèle du système et sur les tests réalisés, et de lui fournir une
liste des défaillances possibles de son système.
3.3.2 Algorithme de diagnostic
Dans cette partie, nous allons détailler les outils théoriques et les techniques utilisées pour
concevoir l’algorithme d’aide au diagnostic.
Standardisation du modèle en ajoutant des items virtuels (bloc (3) sur la figure 3.2)
La première étape consiste à compléter les abstractions partielles par des items virtuels.
Cette étape correspond au bloc (3) sur la figure 3.1. Le modèle structuro-fonctionnel donné
par l’expert à chaque interaction peut ensuite être transformé complètement en un ensemble
de propositions logiques.
Exemple 11. Prenons l’exemple du système modélisé par le graphe F/R représenté sur la
figure 3.3. L’item I4 de ce système n’est pas complétement décomposé. Par conséquent le
mode virtuel IV1 = I4 \{I7, I8} est ajouté.
FIG. 3.3 – Modèle FIS d’un système
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Par ailleurs les relations logiques suivantes sont automatiquement déduites du graphe F/R
selon les règles résumées sur la figure 2.20.
ok (I6)↔ ok (I2)
ok (I2)↔⊥(I5)
⊥(I5)↔ ok (I1)
ok (I1)↔ ok (I3)∧ok (I4)
ok (I4)↔ ok (I7)∧ok (I8)∧ok (IV1)
avec IV1 = I4 \{I7, I8}
(3.3.1)
Recherche des explications des symptômes (bloc (4a) sur la figure 3.2)
La recherche des explications des symptômes consiste à remplacer les modes impliqués
dans les symptômes formulés par l’expert. Ce remplacement s’appuie sur l’ensemble de pro-
positions logiques entre les modes transformés du graphe F/R (présenté par le bloc 3). Cette
étape de remplacement permet de remplacer tous les modes des fonctions dans les explications
des symptômes par les modes des ressources à l’aide des propositions logiques résumées sur la
figure 2.20, page 56. Le remplacement des fonctions par des ressources permet de calculer des
diagnostics et de localiser des défauts au niveau des ressources qui est le but final du problème
de diagnostic de panne.
Les relations d’abstraction ne sont pas exploitées dans cette étape. Elles seront exploitées
plus tard de façon à garantir qu’un diagnostic ne comporte pas le mode d’un item-parent et
celui de ses items enfant.
De façon générale, ce remplacement est effectué en écrivant les tests sous une forme nor-
male disjonctive en fonction des modes de défaillances des éléments explicatifs.
Exemple 12. Revenons à l’exemple (11) avec le modèle du système représenté sur la figure
(3.3). Supposons que l’expert effectue un test et formule un symptôme :>(T1)→ cfm (I2). Une
explication au niveau des ressources peut être trouvée en utilisant les propositions (3.3.1) :
Expl(>(T1)) : cfm (I3)∨ cfm (I4)
Gestion de la relation hiérarchique entre les items dans l’explication des symptômes (bloc
4b sur la figure 3.2)
L’analyse diagnostique pour un modèle qui est décrite à différents niveaux de décomposi-
tion peut se ramener à un ensemble non-minimal de diagnostics. Cet ensemble est non minimal
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parce qu’il existe des diagnostics qui peuvent être expliqués par les autres via des relations
hiérarchiques entre les items. De plus, il peut exister dans cet ensemble des diagnostics qui
comportent à la fois le mode d’un item parent et le mode d’un de ses items enfants. Ce sont
des diagnostics non-minimaux. Un ensemble de diagnostics non-minimal sera difficile à appré-
hender par l’opérateur. De plus, dans l’analyse diagnostique, il n’est pas nécessaire de détailler
au niveau des sous-items qui n’apparaissent pas dans les tests.
Supposons queTn est l’ensemble des explications de test (donné par le bloc 4a sur la figure
3.2) obtenu à l’étape n du processus de diagnostic, Modes(Tn) est l’ensemble de modes im-
pliqués dans Tn. Pour assurer qu’il n’existe pas de relations hiérarchiques entre les modes
impliqués dans un diagnostic, nous remplaçons des modes des items parent existant dans
Modes(Tn) de façon récursive jusqu’à ce qu’il n’existe plus de relations hiérarchiques entre
les modes dans Modes(Tn).
Pour remplacer, il nous faut tout d’abord détecter l’existence des relations hiérarchiques. La
détection des relations hiérarchiques entre mode(Ii) ∈ Modes(Tn) et mode(I j) ∈ Modes(Tn)
et le remplacement des modes parent sont réalisés à l’aide du graphe F/R présenté sur la
figure 2.22, page 58. En principe, le graphe sur la figure 2.22 montre qu’il existe une relation
hiérarchique entre deux items Ii et I j s’il existe un chemin constitué d’arcs entre eux (des arcs
représentant des liens d’abstraction). Un chemin de Ii à I j permet de dire que Ii est le super-item
de I j. Il est facile de vérifier si un item Ii est le super-item d’un autre item I j sur le graphe F/R.
Nous déterminons tout d’abord les sous-items de Ii dans ce graphe, noté par SubItems(Ii). Si
I j ∈ SubItems(Ii) alors I j est le sous-item de Ii. La détection des relations hiérarchiques est
réalisée par la vérification de chaque paire de modes mode(Ii) et mode(I j) dans l’ensemble
Modes(Tn) pour chercher l’existence de chemins entre eux.
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Modes(Tn) : un ensemble de modes impliqués dans Tn
Pathi j : un ensemble d’items sur le chemin de Ii à I j (le chemin constitué par des arts
représentant des liens d’abstraction) tel que Ii ∈ Pathi j et I j /∈ Pathi j (on ne remplace
pas les modes de I j par les modes de ses items-enfant)
Tant que (∃mode(Ii) ∈Modes(Tn), ∃mode(I j) ∈Modes(Tn) tel que Ii est le super-item
de I j) faire
[Déterminer Pathi j]
Tant que (∃mode(Ik) tel que Ik ∈ Pathi j) faire
[Remplacer mode(Ik) par l’ensemble de modes enfants en ajoutant un item
virtuel si la décomposition est partielle]
Fin Tq
Fin Tq
ALG. 1: Gestion de la relation hiérarchique entre les items
Exemple 13. Supposons que nous ayons un système avec des relations hiérarchiques entre les
items qui sont présentés sur la figure 3.4 (abstraction entre les fonctions ou les ressources).
Supposons qu’il existe un ensemble des explications T des tests T tel que {ok(I1),ok(I7)} ∈
Modes(T ). Comme I1 est le super-item de I7, le remplacement des modes parent nous donne :
¬ok(I1)↔¬ok(I2)∨¬ok(I3)∨¬ok(V I1)
¬ok(I3)↔¬ok(I6)∨¬ok(I7)∨¬ok(V I2)
(3.3.2)
avec V I1 = I1 \{I2, I3} et V I2 = I3 \{I6, I7}
La proposition (3.3.2) est réécrite :
¬ok(I1)↔¬ok(I2)∨¬ok(I6)∨¬ok(I7)∨¬ok(V I2)∨¬ok(V I1) (3.3.3)
Dans cet exemple, nous voyons que seulement les parties du système concernant les modes
testés sont affinées dans l’analyse diagnostique. Le mode parent ok(I2) n’est pas testé. Donc,
il n’est pas nécessaire de le remplacer dans l’analyse diagnostique.
Durant l’analyse diagnostique avec décompositions itératives, la décomposition d’un item
en un ensemble de sous-items peut conduire à un sous-item qui est discriminable avec certains
autres items et non-discriminable avec certains autres. L’idée est que, dans l’analyse diagnos-
tique, il ne faut pas analyser en détail les sous-items qui ne sont pas discriminables. Dans le
processus de diagnostic, la table de signature sera mise à jour à chaque fois que des nouveaux
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tests sont ajoutés. Supposons que Tn : Modes(Tn)→ Tn soit la table de signature obtenue à
l’itération n dans un processus de diagnostic. Pour assurer la performance des diagnostics, Tn
doit satisfaire deux conditions :
– Il n’existe pas de relations hiérarchiques entre les modes dans Modes(Tn). Cette condi-
tion assure qu’il n’existe pas la relation hiérarchique entre deux modes impliqués dans
un diagnostic. Ceci a été discuté précédemment dans la partie de la gestion des relations
hiérarchiques des items.
– Il ne faut pas analyser en détail les sous-items qui ne sont pas discriminables.
Calcul effectif des diagnostics (bloc (4c) sur la figure 3.2)
En considérant les défauts multiples dans un système, un diagnostic est donc une conjonc-
tion de modes de défaut telle qu’elle peut satisfaire toutes les explications des symptômes.
Dans chaque diagnostic, le mode de défaillance de chaque composant défectueux est pris en
compte. Autrement dit, étant donné un ensemble de tests inconsistants, la recherche d’un diag-
nostic consiste à rechercher une conjonction de modes qui vérifie l’expression suivante :
∧
Ti∈T
Expl(>(Ti)) (3.3.4)
T est l’ensemble de tests inconsistants.
Ces diagnostics sont recherchés en utilisant l’algorithme de l’arbre HS de Reiter présenté
dans l’annexe A.
remarque 1. Expl(>(Ti)) dans la proposition 3.3.4 est une disjonction logique de modes et
est considérée comme un conflit dans la construction de l’arbre HS. En réalité, il peut exister à
la fois les OUs et les ETs logiques dans Expl(>(Ti)). Dans ce cas, pour appliquer HS-Tree au
calcul de diagnostic, la proposition 3.3.4 peut être transformée en forme normale conjonctive
représentée par
75
Chapitre 3. Diagnostic itératif basé sur le modèle structuro-fonctionnel FIS
(mode(I1.1)∨·· ·∨mode(I1.k))∧·· ·∧ (mode(Im.1)∨·· ·∨mode(Im.n)) (3.3.5)
Chaque clause (mode(Im.1)∨·· ·∨mode(Im.n)) est une disjonction de modes et est consi-
dérée comme un conflit dans la construction de l’arbre HS.
Théoriquement, nous pouvons transformer la proposition 3.3.4 en forme de la propostion
3.3.5 s’il existe à la fois des OUs et des ETs dans Expl(>(Ti)). Pourtant, cette transformation
peut causer des difficultés concernant l’explosion de combinaison dans les calculs. Comme
ceci n’est pas le but du travail présenté dans ce manuscrit, nous supposons dans ce travail que
Expl(>(Ti)) soit toujours une disjonction de modes. Le traitement du cas où il existe à la fois
des OUs et des ETs dans Expl(>(Ti)) sera une perspective à développer.
Les tests consistants sont intégrés comme nous le présenterons dans la suite.
Prise en compte des tests consistants
L’analyse des tests consistants permet d’identifier la liste des fonctions et des ressources
en bon fonctionnement, et donc la liste des modes qui ne peuvent pas être présents dans un
diagnostic. Cet ensemble est appelé ensemble des modes impossibles et nous notons Eimp
l’ensemble de ces modes.
L’idée est que, dans la tâche du calcul des diagnostics par l’algorithme de l’arbre HS (an-
nexe A),si un mode impossible est détecté (par la comparaison entre le mode considéré et
ensemble des modes impossibles), la construction du diagnostic en cours est arrêtée car elle
conduira à un diagnostic impossible. L’ensemble de modes impossibles Eimp est ainsi géré dans
la construction de l’arbre HS de la façon suivante : Si un conflit S est étiqueté à un noeud n sur
l’arbre HS (voir en détail la méthode de construction de l’arbre HS à partir de l’ensemble de
conflits dans l’annexe A), les branches descendantes seront étiquetées par les éléments impli-
qués dans S. Supposons que mode j(I) est étiqueté à une branche. Si mode j(I) ∈ Eimp, alors la
branche est fermée car mode j(I) ne sera pas un diagnostic et il est exonéré.
L’intégration de la gestion des modes non possibles permet de réduire la taille de l’arbre
HS.
Classement des diagnostics (bloc (4d) sur la figure 3.2)
Les diagnostics trouvés par l’algorithme pourront donc :
– soit être classés en fonction de la mesure de coïncidence, qui présente l’avantage d’être
simple à évaluer, mais qui repose sur la structure des tests et non sur la fiabilité des
éléments du système,
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– soit être classés en fonction de leur probabilité, qui prend en compte la fiabilité du sys-
tème, mais nécessite plus d’information de la part de l’expert.
Ceci peut être consulté en détail dans l’annexe A.
3.3.3 Conclusion
Nous avons proposé dans cette section 3.3 l’ensemble des tâches de l’automate pour ré-
soudre le problème formulé par l’expert à chaque itération dans le processus de diagnostic via
le modèle FIS (résumé par la section 3.2). Ces tâches sont résumées sur la figure 3.2, page 70.
Elles correspondent aux blocs (3) et (4) sur la figure 3.1, page 67.
3.4 Application
Nous allons présenter dans cette partie un exemple du problème de diagnostic interactif en
s’appuysant sur FIS. Pour simplifier, nous supposons dans cet exemple que :
– Chaque explication de test a toujours la forme d’une disjonction de mode (selon la re-
marque 1, page 75)
– Toutes les relations fonction / ressources de sortie sont de type produire (noté par p sur
le graphe F/R). Elles peuvent donc être transformées automatiquement sans avoir besoin
d’information complémentaire de l’expert (figure 2.20, page 56).
3.4.1 Exemple
Afin d’illustrer comment l’approche proposée correspond à un diagnostic itératif avec les
étapes de décomposition consécutives, considérons le problème de diagnostic d’une agence de
maintenance qui dépanne le système d’éclairage automatique dans un bâtiment. Tout d’abord,
un client informe que le système d’allumage automatique dans son bâtiment ne marche pas.
À cette étape, un symptôme qui en est déduit : cfm (Éclairer le bâtiment en fonction du pas-
sage des personnes). Ce mode de défaillance est très général et est aussi un diagnostic trivial.
L’expert commence le processus de diagnostic pour localiser le défaut.
1. Interaction 1 : Formulation du problème énoncé 1
Au fur et à mesure, l’expert décortique le système et le décrit par un outil d’aide au
diagnostic qui est conçu en s’appuyant sur FIS. Supposons qu’à l’interaction (1), le
système soit décrit partiellement sur la figure 3.5.
A chaque fois qu’un item est ajouté, deux modes {ok ,cfm } (ou les états /consistant,
inconsistant/ ) sont ajoutés automatiquement. Un symptôme est déclaré par l’expert via
le logiciel aide au diagnostic.
77
Chapitre 3. Diagnostic itératif basé sur le modèle structuro-fonctionnel FIS
FIG. 3.5 – Modèle FIS à l’interaction 1
Test T1 : c f m(F01) (3.4.1)
2. Interaction 1 : Transformation du problème énoncé 1
Jusqu’ici, le problème énoncé (1) est formulé par le modèle structuro-fonctionnel sur
la figure 3.5 et la proposition 3.4.1. L’idée principale de cette étape de transformation
est de transformer le graphe F/R en un ensemble de propositions sur les modes tel que
nous pouvons exploiter dans l’analyse diagnostique. Le graphe F/R (figure 3.5) peut être
traduit en :
>(R03)↔ c f m(F01)
c f m(F01)↔>(R01)∨ c f m(R02)∨>(R05)
>(R05)↔ c f m(F02)
c f m(F02)↔ c f m(R04)
(3.4.2)
Remarque : Dans cet exemple, nous ne considérons que le cas où l’ensemble d’entrants
d’une fonction est complète.
3. Interaction 1 : Résolution du problème transformé 1
De (3.4.1), la propagation en remplaçant des modes dans le sens inverse des flèche nous
donne :
cfm (F01)→>(R01)∨ cfm (R02)∨ cfm (R04) (3.4.3)
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Les explications finales des symptômes :
Expl(>(T1)) : >(R01)∨ cfm (R02)∨ cfm (R04) (3.4.4)
Une table de signature est construite.
⊥(R01) ok(R02) ok(R04)
T1 1 1 1
TAB. 3.1 – Table de signature donnée à interaction 1
Les diagnostics sont donnés par l’automate
{>(R01)},{cfm (R02)},{cfm (R04)} (3.4.5)
Les diagnostics sont classés en un ordre prioritaire grâce à la table de signature (3.1). La
signature théorique des défauts est :
Signature théorique Signature effective Mesure de coïncidence
σT (>(R01)) = (1) σ∗T = (1) µcT (>(R01)) = 0.00
σT (cfm (R02)) = (1) µcT (cfm (R02)) = 0.00
σT (cfm (R04)) = (1) µcT (cfm (R04)) = 0.00
TAB. 3.2 – Mesures de coïncidence des défauts à l’interaction 1
L’expert continue à décomposer le système pour tester.
4. Interaction 2 : Formulation du problème énoncé 2
Supposons que le système électrique-électronique soit décomposé en deux sous-
systèmes : le circuit électrique et le circuit électronique. Ces deux sous-systèmes sont
alimentés en courant continu et en courant alternatif. Le modèle FIS est enrichi par
l’expert sur la figure 3.6. Au-dessous de la figure, les éléments qui sont ajoutés à cette
interaction sont écrits en italique.
L’expert mesure le courant alternatif à la sortie du disjoncteur. Une observation est dé-
clarée par l’expert via le logiciel aide au diagnostic.
Test T2 : ⊥(R12) (3.4.6)
5. Interaction 2 : Transformation du problème énoncé 2
Problème énoncé 2 comporte le modèle structuro-fonctionnel construit par l’expert sur
la figure 3.6 et les observations données par les propositions 3.4.1 et 3.4.6.
L’étape de transformation complète automatiquement des abstractions partielles en ajou-
tant des items virtuels : IV2.1 = R04 \{R08,R09,R10}.
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FIG. 3.6 – Modèle FIS à l’interaction 2
Transformation du modèle structuro-fonctionnel donné sur la figure 3.6 en un ensemble
de propositions logiques. Cet ensemble comporte les propositions logiques 3.4.2 et 3.4.7.
c f m(R02)↔ c f m(R06)∨ c f m(R07)
c f m(F02)↔ c f m(F03)∨ c f m(F04)
c f m(R04)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)∨ c f m(IV2.1)
>(R12)↔ c f m(F04)
c f m(F04)↔ c f m(R08)∨ c f m(R09)
c f m(R10)↔ c f m(F03)
c f m(F03)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)
(3.4.7)
6. Interaction 2 : Résolution du problème transformé 2
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De la proposition 3.4.6, la propagation en remplaçant des modes dans le sens inverse des
flèches nous donne :
⊥(R12)→ ok (R08)∧ok (R09) (3.4.8)
En comparaison entre les propositions 3.4.3 et 3.4.8, nous voyons qu’il existe des rela-
tions hiérarchiques entre R04 et R08. Le mode cfm (R04) impliqué dans 3.4.3 doit être
remplacé par les modes de ses sous-ressources jusqu’à ce qu’il n’existe plus de relations
hiérarchiques dans l’ensemble des explications des symptômes. Le remplacement nous
donne des explications finales :
Expl(>(T1)) : >(R01)∨ cfm (R02)∨ c f m(R08) . . .
· · ·∨ c f m(R09)∨ c f m(R10)∨ c f m(IV2.1)
Expl(⊥(T2)) : ok (R08)∧ok (R09)
(3.4.9)
La table de signature est construite.
⊥(R01) ok (R02) ok (R08) ok (R09) ok (R10) ok (IV2.1)
T1 1 1 1 1 1 1
T2 0 0 1 1 0 0
TAB. 3.3 – Table de signature donnée à interaction 2
Les diagnostics sont donnés par l’automate
{>(R01)},{cfm (R02)},{cfm (R10)},{cfm (IV2.1)} (3.4.10)
Les diagnostics sont classés en un ordre prioritaire grâce à la table de signature (3.3). La
signature théorique des défauts est :
Signature théorique Signature effective Mesure de coïncidence
σT (>(R01) = (1 0) σ∗T = (1 0) µcT (>(R01)) = 0.00
σT (cfm (R02) = (1 0) µcT (cfm (R02)) = 0.00
σT (cfm (R10) = (1 0) µcT (cfm (E10)) = 0.00
σT (cfm (IV2.1) = (1 0) µcT (cfm (IV2.1)) = 0.00
TAB. 3.4 – Mesure de coïncidence des défauts à interaction 2
7. Interaction 3 : Formulation du problème énoncé 3
L’expert passe au couloir pour faire un test, la lampe au couloir ne s’allume pas. Il conti-
nue à décortiquer et à décrire sa connaissance. Le modèle FIS est enrichi par l’expert sur
la figure 3.7
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FIG. 3.7 – Modèle FIS à l’interaction 3
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Une observation est déclarée par l’expert via le logiciel aide au diagnostic.
Test T3 : cfm (F07) (3.4.11)
8. Interaction 3 : Transformation du problème énoncé 3
Problème énoncé 3 comporte le modèle structuro-fonctionnel construit par l’expert sur
la figure 3.7 et les observations exprimées par les propositions : 3.4.1, 3.4.6 et 3.4.11.
L’étape de transformation complète automatiquement des abstractions partielles en ajou-
tant des items virtuels
IV3.1 = R04 \{R08,R09,R10} (3.4.12)
IV3.2 = R06 \{R17,R18,R19,R14,R15,R16} (3.4.13)
IV3.4 = R07 \{R20,R21,R22} (3.4.14)
(3.4.15)
Transformation du modèle structuro-fonctionnel donné sur la figure 3.7 en un ensemble
de propositions logiques donné par 3.4.16 :
c f m(R03)↔ c f m(F01)
c f m(F01)↔>(R01)∨ c f m(R02)∨>(R05)
>(R05)↔ c f m(F02)
c f m(F02)↔ c f m(R04)
>(R12)↔ c f m(F04)
c f m(F04)↔ c f m(R08)∨ c f m(R09)
c f m(F03)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)
c f m(R11)↔ c f m(F03)
>(R23)↔ cfm (F07)
cfm (F07)↔>(R12)∨>(R19)∨ cfm (R20) . . .
· · ·∨ cfm (R21)∨ cfm (R22)
>(R19)↔ cfm (F06)
cfm (F06)↔>(R11)∨>(R16)∨ cfm (R17)∨ cfm (R18)
>(R16)↔ cfm (F05)
cfm (F05)↔>(R11)∨>(R13)∨ cfm (R14)∨ cfm (R15)
c f m(R02)↔ c f m(R06)∨ c f m(R07)
c f m(F02)↔ c f m(F03)∨ c f m(F04)
c f m(R04)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)∨ c f m(IV3.1)
cfm (R06)↔ cfm (R14)∨ cfm (R15)∨>(R16)∨ cfm (R17) . . .
· · ·∨ cfm (R18)∨>(R19)∨ cfm (IV3.2)
cfm (R07)↔ cfm (R20)∨ cfm (R21)∨ cfm (R22)∨ cfm (IV3.3)
(3.4.16)
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9. Interaction 3 : Résolution du problème transformé 3
De 3.4.11, la propagation en remplaçant des modes dans le sens inverse des flèches nous
donne :
cfm (F07)→ cfm (R08)∨ cfm (R09)∨ cfm (R20)∨ cfm (R21)∨ cfm (R22) . . .
· · ·∨ cfm (R10)∨ cfm (R17)∨ cfm (R18)∨>(R13) . . .
· · ·∨ cfm (R14)∨ cfm (R15)
(3.4.17)
En remplaçant les modes des items-parents dans les propositions 3.4.3, 3.4.8, 3.4.17,
nous avons des explications finales :
Expl(>(T1)) : cfm (R20)∨ cfm (R21)∨ c f m(R22)∨ c f m(R17) . . .
· · ·∨ c f m(R18)∨>(R13)∨ c f m(R14)∨ c f m(R15)∨ c f m(R08) . . .
· · ·∨ c f m(R09)∨ c f m(R10)∨ c f m(IV3.1)∨ c f m(IV3.2)∨ c f m(IV3.3)
Expl(⊥(T2)) : ok (R08)∧ok (R09)
Expl(>(T3)) : cfm (R20)∨ cfm (R21)∨ c f m(R22)∨ c f m(R17) . . .
· · ·∨ c f m(R18)∨>(R13)∨ c f m(R14)∨ c f m(R15)∨ c f m(R08) . . .
· · ·∨ c f m(R09)∨ c f m(R10)
(3.4.18)
La table de signature (3.5) est construite
ok(R08) ok(R09) ok(R10) ⊥(R13) ok(R14) ok(R15) ok(R17) ok(R18)
T1 1 1 1 1 1 1 1 1
T2 1 1 0 0 0 0 0 0
T3 1 1 1 1 1 1 1 1
ok(R20) ok(R21) ok(R22) ok(IV3.1) ok(IV3.2) ok(IV3.3)
1 1 1 1 1 1
0 0 0 0 0 0
1 1 1 0 0 0
TAB. 3.5 – Table de signature donnée à interaction 3
Les diagnostics sont donnés par l’automate
{cfm (R10)}, {>(R13)}, {cfm (R14)}, {cfm (R15)}, {cfm (R17)}, {cfm (R18)},
{cfm (R20)}, {cfm (R21)}, {cfm (R22)}
Les diagnostics sont classés en un ordre prioritaire grâce à la table de signature 3.5. La
signature théorique des défauts est :
10. Interaction 4 : Formulation du problème énoncé 4
L’expert passe au salon pour faire un test, la lampe au salon ne s’allume pas. Il continue
à décortiquer et à décrire sa connaissance. Le modèle FIS est enrichi par l’expert sur la
figure 3.8.
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FIG. 3.8 – Modèle FIS à l’interaction 4
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Signature théorique Signature effective Mesure de coïncidence
σT (cfm (R10)) = (1 0 1) σ∗T = (1 0 1) µcT (cfm (R10)) = 0.00
σT (>(R13)) = (1 0 1) µcT (>(R13)) = 0.00
σT (cfm (R14)) = (1 0 1) µcT (cfm (R14)) = 0.00
σT (cfm (R15)) = (1 0 1) µcT (cfm (R15)) = 0.00
σT (cfm (R17)) = (1 0 1) µcT (cfm (R17)) = 0.00
σT (cfm (R18)) = (1 0 1) µcT (cfm (R18)) = 0.00
σT (cfm (R20)) = (1 0 1) µcT (cfm (R20)) = 0.00
σT (cfm (R21)) = (1 0 1) µcT (cfm (R21)) = 0.00
σT (cfm (R22)) = (1 0 1) µcT (cfm (R22)) = 0.00
TAB. 3.6 – Mesure de coïncidence des défauts à interaction 3
Une observation est déclarée par l’expert via le logiciel aide au diagnostic.
Test T4 : cfm (F10) (3.4.19)
11. Interaction 4 : Transformation du problème énoncé 4 Problème annoncé 4 comporte
le modèle structuro-fonctionnel construit par l’expert sur la figure 3.8 et les observations
exprimées par les propositions : 3.4.1, 3.4.6, 3.4.11 et 3.4.19.
L’étape de transformation complète automatiquement des abstractions partielles en ajou-
tant des items virtuels
IV4.1 = R04 \{R08,R09,R10}
IV4.2 = R06 \{R17,R18,R19,R14,R15,R16,R25,R26,R27,R28,R29}
IV4.3 = R07 \{R20,R21,R22,R30,R31}
Transformation du modèle structuro-fonctionnel donné sur la figure 3.8 en un ensemble
de propositions logiques donné par 3.4.20 :
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c f m(R03)↔ c f m(F01)
c f m(F01)↔>(R01)∨ c f m(R02)∨>(R05)
>(R05)↔ c f m(F02)
c f m(F02)↔ c f m(R04)
>(R12)↔ c f m(F04)
c f m(F04)↔ c f m(R08)∨ c f m(R09)
c f m(F03)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)
c f m(R11)↔ c f m(F03)
>(R23)↔ cfm (F07)
cfm (F07)↔>(R12)∨>(R19)∨ cfm (R20) . . .
· · ·∨ cfm (R21)∨ cfm (R22)
>(R19)↔ cfm (F06)
cfm (F06)↔>(R11)∨>(R16)∨ cfm (R17)∨ cfm (R18)
>(R16)↔ cfm (F05)
cfm (F05)↔>(R11)∨>(R13)∨ cfm (R14)∨ cfm (R15)
>(R32)↔ cfm (F10)
cfm (F10)↔>(R12)∨>(R29)∨ cfm (R20)∨ cfm (R30)∨ cfm (R31)
>(R29)↔ cfm (F09)
cfm (F09)↔>(R11)∨>(R27)∨ cfm (R17)∨ cfm (R28)
>(R27)↔ cfm (F08)
cfm (F08)↔>(R11)∨>(R24)∨ cfm (R25)∨ cfm (R26)
c f m(R02)↔ c f m(R06)∨ c f m(R07)
c f m(F02)↔ c f m(F03)∨ c f m(F04)
c f m(R04)↔ c f m(R08)∨ c f m(R09)∨ c f m(R10)∨ c f m(IV3.1)
cfm (R06)↔ cfm (R14)∨ cfm (R15)∨>(R16)∨ cfm (R17) . . .
· · ·∨ cfm (R18)∨>(R19)∨ cfm (R25)∨ cfm (R26)∨>(R27) . . .
· · ·∨ cfm (R28)∨>(R29)∨ cfm (IV4.2)
cfm (R07)↔ cfm (R20)∨ cfm (R21)∨ cfm (R22)∨ cfm (R30) . . .
· · ·∨ cfm (R31)∨ cfm (IV4.3)
(3.4.20)
12. Interaction 4 : Résolution du problème transformé 4
De 3.4.19, la propagation en remplaçant des modes dans le sens inverse des flèches nous
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donne :
cfm (F10)→ cfm (R08)∨ cfm (R09)∨ cfm (R20)∨ cfm (R30) . . .
· · ·∨ cfm (R31)∨ cfm (R10)∨ cfm (R17)∨ cfm (R28)∨>(R24) . . .
· · ·∨ cfm (R25)∨ cfm (R26)
(3.4.21)
En remplaçant les modes des items-parents dans 3.4.3, 3.4.8, 3.4.17 et 3.4.21, nous avons
des explications finales :
Expl(>(T1)) : cfm (R20)∨ cfm (R21)∨ c f m(R22)∨ cfm (R30) . . .
· · ·∨ c f m(R31)∨ c f m(R17)∨ c f m(R18)∨>(R13)∨ c f m(R14) . . .
· · ·∨ c f m(R15)∨ c f m(R28)∨>(R24)∨ c f m(R25)∨ c f m(R26) . . .
· · ·∨ c f m(R08)∨ c f m(R09)∨ c f m(R10)∨ c f m(IV4.1)∨ c f m(IV4.2) . . .
· · ·∨ c f m(IV4.3)
Expl(⊥(T2)) : ok (R08)∧ok (R09)
Expl(>(T3)) : cfm (R20)∨ cfm (R21)∨ c f m(R22)∨ c f m(R17) . . .
· · ·∨ c f m(R18)∨>(R13)∨ c f m(R14)∨ c f m(R15)∨ c f m(R08) . . .
· · ·∨ c f m(R09)∨ c f m(R10)
Expl(>(T4)) : cfm (R20)∨ cfm (R30)∨ c f m(R31)∨ c f m(R17) . . .
· · ·∨ c f m(R28)∨>(R24)∨ c f m(R25)∨ c f m(R26)∨ c f m(R08) . . .
· · ·∨ c f m(R09)∨ c f m(R10)
(3.4.22)
La table de signature 3.7 est construite.
Les diagnostics sont donnés par l’automate
{cfm (R10)}, {cfm (R17)}, {cfm (R20)}
{cfm (R14) ∧ cfm (R30)}, {cfm (R14) ∧ cfm (R31)}, {cfm (R14) ∧ cfm (R28)},
{cfm (R14) ∧ >(R24)}, {cfm (R14) ∧ cfm (R25)}, {cfm (R14) ∧ cfm (R26)}
{cfm (R15) ∧ cfm (R30)}, {cfm (R15) ∧ cfm (R31)}, {cfm (R15) ∧ cfm (R28)},
{cfm (R15) ∧ >(R24)}, {cfm (R15) ∧ cfm (R25)}, {cfm (R15) ∧ cfm (R26)}
{>(R13) ∧ cfm (R30)}, {>(R13) ∧ cfm (R31)}, {>(R13) ∧ cfm (R28)}, {>(R13) ∧
>(R24)}, {>(R13) ∧ cfm (R25)}, {>(R13) ∧ cfm (R26)} {cfm (R21) ∧ cfm (R30)},
{cfm (R21) ∧ cfm (R31)}, {cfm (R21) ∧ cfm (R28)}, {cfm (R21) ∧ >(R24)},
{cfm (R21) ∧ cfm (R25)}, {cfm (R21) ∧ cfm (R26)} {cfm (R22) ∧ cfm (R30)},
{cfm (R22) ∧ cfm (R31)}, {cfm (R22) ∧ cfm (R28)}, {cfm (R22) ∧ >(R24)},
{cfm (R22) ∧ cfm (R25)}, {cfm (R22) ∧ cfm (R26)} {cfm (R18) ∧ cfm (R30)},
{cfm (R18) ∧ cfm (R31)}, {cfm (R18) ∧ cfm (R28)}, {cfm (R18) ∧ >(R24)},
{cfm (R18)∧ cfm (R25)}, {cfm (R18)∧ cfm (R26)}
Dans l’interaction 4, nous avons des défauts multiples. Cela signifie que deux dé-
fauts peuvent se manifester en même temps dans le système. Aucun défaut mul-
tiple n’était pas apparu dans les interactions 1,2 et 3. L’algorithme de l’arbre-HS
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ok(R08) ok(R09) ok(R10) ⊥(R13) ok(R14) ok(R15) ok(R17) ok(R18)
T1 1 1 1 1 1 1 1 1
T2 1 1 0 0 0 0 0 0
T3 1 1 1 1 1 1 1 1
T4 1 1 1 0 0 0 1 0
ok(R20) ok(R21) ok(R22) ⊥(R24) ok(R25) ok(R26) ok(R28)
1 1 1 1 1 1 1
0 0 0 0 0 0 0
1 1 1 0 0 0 0
1 0 0 1 1 1 1
ok(R30) ok(R31) ok(IV4.1) ok(IV4.2) ok(IV4.3) ok(IV4.4)
1 1 1 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0
1 1 0 0 0 0
TAB. 3.7 – Table de signature donnée à interaction 4
(Annexe A) permet de calculer les défauts multiples. Un défaut multiple est repré-
senté par une conjonction de modes tel que l’ensemble des modes impliqués dans
cette conjonction permet d’expliquer l’ensemble des symptômes constatés. Prenons
l’exemple d’un diagnostic qui exprime un défaut multiple donné dans cette interac-
tion : {cfm (R14)∧ cfm (R30)}. Nous voyons que cfm (R14) permet d’expliquer des tests
inconsistants >(T1) et >(T3) car cfm (R14) appartient à l’ensemble des modes impli-
qués dans Expl(>(T1)) et Expl(>(T3)). Néanmoins, cfm (R14) n’est pas suffisant car il
n’explique pas >(T4). cfm (R30) permet lui d’expliquer >(T1) et >(T4). La conjonction
{cfm (R14)∧cfm (R30)} explique donc l’ensemble des symptômes obtenus à cette inter-
action. L’utilisation de l’arbre-HS permet de chercher toutes les combinaisons minimales
possibles pour expliquer l’ensemble des symptômes en évitant l’explosion combinatoire
des calculs.
Les diagnostics sont classés en un ordre prioritaire grâce à la table de la signature 3.7.
La signature théorique des défauts est représentée dans la table 3.8.
Et ainsi de suite, l’expert continue la procédure de diagnostic en décomposant au fur et
à mesure le système. La procédure s’arrête quand l’expert peut localiser le défaut à un
niveau de détail souhaité.
3.4.2 Outil logiciel
XRisk est un outil logiciel développé à partir du modèle FIS. Il a été développé dans un
premier temps pour réaliser des analyses de risques. XRisk permet à l’utilisateur de modéliser
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Signature théorique Signature effective Mesure de coïncidence
σT (cfm (R10)) = (1 0 1 1) σ∗T = (1 0 1 1) µcT (cfm (R10)) = 0.00
σT (cfm (R17)) = (1 0 1 1) µcT (cfm (R17)) = 0.00
σT (cfm (R20)) = (1 0 1 1) µcT (cfm (R20)) = 0.00
σT (cfm (R14)∧ cfm (R30)) = (1 0 1 1) µcT (cfm (R14)∧ cfm (R30)) = 0.00
σT (cfm (R14)∧ cfm (R31)) = (1 0 1 1) µcT (cfm (R14)∧ cfm (R31)) = 0.00
. . . . . . . . .
σT (cfm (R18)∧ cfm (R26)) = (1 0 1 1) µcT (cfm (R18)∧ cfm (R26)) = 0.00
TAB. 3.8 – Mesure de coïncidence des défauts à interaction 4
les processus et les systèmes industriels en s’appuyant sur le modèle structuro-fonctionnel
FIS. Il implante la démarche développée dans (Flaus et Pham [2010]) et permet d’illustrer les
résultats de ce chapitre en demandant à l’expert de réaliser la modélisation dysfonctionnelle
suivant les règles présentées dans le chapitre 2.
Ceci donne à l’utilisateur un nouvel outil pour réaliser l’analyse diagnostique. L’analyse
diagnostique est une procédure où le modèle du système est construit au fur et à mesure à
différents niveaux de détail en s’appuyant sur la modélisation structuro-fonctionnelle FIS.
La figure 3.9 présente l’interface de XRisk qui permet de construire le modèle structuro-
fonctionnel du système. (a) est un système. Les fonctions et les ressources des sous-systèmes
impliqués dans les sous-systèmes peuvent être vues au niveau du super-système. (b) sont les
fonctions impliquées dans le système. (c) sont les ressources impliquées dans le système. (d)
représente la hiérarchie des systèmes. En cliquant sur chaque item, une fenêtre apparaît qui
permet de donner l’identifiant (ID) et le nom (f) de l’item et de déterminer l’item parent (e).
La figure 3.10 présente l’interface de XRisk qui permet à l’expert de déclarer les tests
consistants et les tests inconsistants. (a) est l’identification du test. (b) est la liste de modes
impliqués dans l’explication d’un test consistant. Il existe un ET logique entre ces modes.
(c) est la liste de modes impliqués dans l’explication dans un test inconsistant. Il existe un
OU logique entre ces modes. (d) est l’ensemble des modes qui sont complètement testés. Le
bouton edit (e) permet d’ajouter et de supprimer les éléments dans (b), (c), (d). Un élément est
ajouté s’il est coché.
La figure 3.11 présente l’interface de XRisk qui permet de calculer des diagnostics à partir
des tests consistants (c), inconsistants (b), et les modes complètement testés (a). Le bouton
edit (d) permet d’ajouter et de supprimer les éléments dans (a), (b), (c). (d) est la liste des
diagnostics trouvés. Par défaut, la probabilité de chaque mode est égale à 1.
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FIG. 3.9 – Interface pour construire le modèle dans FIS
3.5 Conclusion
Dans ce chapitre, nous avons présenté un processus de diagnostic avec interactions homme-
automate qui est basé sur le modèle structuro-fonctionnel FIS. Ceci permet de résoudre les
difficultés qui se rapportent à la complexité du système. Tout d’abord, le contexte du problème
est introduit. Pour aider le travail des services de maintenance, et pour appréhender la variété
des systèmes, une démarche de diagnostic qui ne requiert pas une formulation détaillée et
complète du système au préalable a été proposée.
Celle-ci permet de décrire un système à différents niveaux de détail en s’appuyant sur la
modélisation structuro-fonctionnelle FIS. Le problème de diagnostic est présenté comme un
processus interactif homme-automate, où le modèle du système est découvert et explicité au
fur et à mesure de l’avancement du processus de diagnostic.
Cette approche permet de calculer les diagnostics et de guider l’expert dans la décompo-
sition du système. Au niveau de l’algorithme de diagnostic, nous avons proposé dans cette
partie une méthode pour calculer des diagnostics à partir du modèle FIS et les symptômes for-
mulés par l’expert à chaque interaction. Nous nous sommes focalisés sur les difficultés liées à
la description à différents niveaux d’abstraction du système. Les relations hiérarchiques entre
les items sont gérées pour qu’elles enrichissent les modèles mais sans fausser les résultats de
diagnostic. Les tests consistants sont intégrés dans le calcul des diagnostics afin d’éviter les
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FIG. 3.10 – Interface pour ajouter des test consistants / inconsistants
diagnostics physiquement impossibles.
Contributions en comparaison avec (Ploix et Chazot [2006]) et (Flaus et Pham [2010])
En comparaison avec l’approche structurelle présentée dans (Ploix et Chazot [2006])
(rappelé dans la section 1.4.1), nous avons présenté dans ce chapitre l’approche structuro-
fonctionnelle FIS. Cette approche permet à l’expert de décrire un système de façon graphique
dans un processus de diagnostic itératif. La description du système est souvent plus facile au
niveau fonctionnel qu’au niveau des ressources. FIS permet d’exprimer toutes les relations
existant dans un système : abstraction, ressources d’entrée / fonction, fonction / ressources de
sortie, etc. Le modèle structuro-fonctionnel permet d’appréhender un grand nombre de sys-
tèmes : systèmes industriels, systèmes d’organisation, etc.
Dans (Ploix et Chazot [2006]), seuls les liens de décomposition existent. Nous avons enri-
chi les possibilités de représentation avec les differents types de lien du modèle FIS : les liens
produit, agit et est requis par. Par rapport à (Flaus et Pham [2010]), nous avons détaillé la
génération du modèle de dysfonctionnement en utilisant les relations du modèle FIS et nous
n’exploitons pas les informations apportées par l’arbre de défaillance dans l’algorithme de ré-
solution. Nous avons intégré la notion de tests consistants complètement testés afin d’exploiter
au mieux l’expertise pour améliorer les résultats de diagnostic. Ceci n’est pas abordé dans
(Ploix et Chazot [2006]).
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FIG. 3.11 – Interface pour calculer des diagnostics
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Chapitre 4
Diagnostic itératif basé sur un modèle
comportemental avec propagation de
valeurs
4.1 Introduction
Dans cette partie, nous allons étudier le deuxième problème de diagnostic itératif basé sur
un modèle comportemental avec propagation de valeurs. Ce problème concerne plus parti-
culièrement les systèmes industriels complexes. En comparaison avec le problème précédent
présenté dans le chapitre 3, la complexité du modèle exprimée dans ce problème repose non
seulement sur un ensemble important d’éléments impliqués dans le système mais aussi sur le
fonctionnement des items exprimés par des contraintes de comportement. Dans ce cas, l’ex-
pert a besoin d’un outil d’aide au diagnostic capable de détecter des symptômes. Ceci est la
différence principale entre ce problème de diagnostic et celui présenté dans le chapite 3. Pour
cette raison, nous proposons dans ce chapitre une autre solution en comparaison avec celle
présentée dans le chapitre 3 pour la conception d’un module de diagnostic en s’appuyant sur
FIS.
Comme le but est de localiser des pannes dans les systèmes industriels, nous nous limite-
rons aux ressources matérielles (composants physiques) dans ce problème. Les autres types de
ressources (ressources humaines, informationnelles, etc.) qui ne peuvent être modélisées par
des modèles de comportement sous forme de relations quantitatives ou qualitatives ne sont pas
étudiés ici.
Souvent, pour appréhender la complexité d’un système, le diagnostic est considéré comme
un processus où le modèle du système est décrit partiellement et où certaines parties sont affi-
nées au fur et à mesure. En effet, l’analyse diagnostique pour un modèle complet détaillé n’est
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pas toujours réaliste parce qu’il peut être trop long et trop couteux à établir. Il n’est d’ailleurs
pas nécessaire de modéliser des parties qui n’apportent rien à un raisonnement diagnostique
sachant qu’une situation de défaut dans un système complexe est souvent unique. Le diagnostic
devient le processus itératif présenté dans la figure 4.1.
FIG. 4.1 – Diagnostic itératif avec interaction durant la phase de modélisation
La procédure de diagnostic est initiée quand il y a une anomalie qui est détectée grâce à
un modèle (le modèle contient les modèles d’observation) initial décrivant partiellement un
système avec un jeu d’observations initiales (bloc 1a sur la figure 4.1). Le système d’aide au
diagnostic génère automatiquement les symptômes (bloc 2), calcule les diagnostics (blocs 3
et 4). L’expert examine les résultats de diagnostic provisoires, décide de décomposer et d’en-
richir le modèle (1b). L’opérateur peut changer l’état du système pour tester et collecter les
nouvelles observations (1b). En comparaison avec la figure 3.1, nous voyons que le modèle
de comportement est alimenté dans la phase de modélisation comportementale. Le modèle
de comportement des items est décrit par des modèles élémentaires. Chaque modèle élémen-
taire est exprimé par une contrainte de comportement associé avec un mode. La connexion
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entre les modèles élémentaires ou entre les items est réalisée par des variables. Le modèle de
comportement d’un item est illustré sur la figure 4.2.
FIG. 4.2 – Modèle de comportement d’un item
En comparaison avec le problème de diagnostic interactif présenté dans le chapitre 3 (fi-
gure 3.1), nous voyons que la tâche de détection (bloc 2) est réalisée automatiquement par
l’automate dans ce problème. Le calcul des diagnostics à partir des symptômes est identique
entre ces deux problèmes de diagnostic. Nous pouvons donc réutiliser les résultats obtenus
dans le chapitre 3 sur la tâche de diagnostic (bloc 3 et 4). Au niveau de la résolution, le pro-
blème principal auquel nous nous intéressons dans ce chapitre est la génération des symptômes
pour un modèle décrit à différents niveaux d’abstraction (bloc 2).
Dans ce chapitre, nous allons tout d’abord préciser, dans la section 4.2, les principes géné-
raux de la résolution de ce problème. Ces principes reposent sur la méthode de modélisation,
sur les éléments impliqués dans la formulation d’un problème énoncé qui est formulé par
l’expert à chaque itération (blocs 1a et 1b sur la figure 4.1). Ensuite, un outil d’aide au diag-
nostic est présenté dans la partie 4.3. Pour la conception de cet outil, un nouveau problème
de génération de test et de détection de symptômes pour un modèle décrit à différents niveaux
d’abstraction est présenté (bloc 2, figure 4.1). Les blocs 3 et 4 sont pareils à ceux présentés
dans le chapitre 3 (figure 3.1, page 67). Un exemple est présenté dans la section 4.4 pour
illustrer un processus de diagnostic avec interaction durant la phase de modélisation.
4.2 Principe général
Dans cette partie, nous allons résumer rapidement la méthode de modélisation utilisée, la
capitalisation des connaissances par l’expert avant de formuler le problème de diagnostic à
chaque itération dans le processus. Puis, nous présentons le principe de résolution.
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4.2.1 Méthode de modélisation
Pour modéliser le système, nous nous appuyons sur le modèle FIS présenté dans les sec-
tions 2.3 et 2.4. Pour détecter automatiquement des symptômes, le modèle de comportement
est ajouté pour les items (fonctions ou ressources). Le modèle de comportement n’est souvent
disponible que pour certaines ressources. Les autres ressources sont dites non-modélisées.
La connexion entre les modèles élémentaires modélisant des items est réalisée via des
variables impliquées dans les contraintes. Ceci permet de réduire certains types de lien qui
existent dans le module de diagnostique évoqué dans le chapitre 3. Nous considérons en détail
deux types : fonction/ressources de sortie, ressources d’entrée / fonction.
– Liens ressources d’entrées / fonction
Dans le modèle FIS original (conçu pour l’analyse de risques), les types de ressources
d’entrée d’une fonction ne sont pas distingués. Afin de gérer la relation hiérarchique
entre les items dans notre problème de diagnostic, nous allons distinguer ici deux types
de ressources d’entrée d’une fonction. En comparaison avec le modèle FIS présenté
sur la figure (2.17), les relations ressource d’entrées / fonction représentées par le lien
(2) peuvent être détaillées en deux types de liens (2a) et (2b) sur la figure 4.3. (2a)
représente des ressources matérielles qui sont utilisées par les fonctions mais ne sont pas
consommées ou transformées par les fonctions, par exemple : les machines électriques,
les composants électriques, etc. Ce sont des ressources dont les modes (dans FIS
original) sont les d-modes dans le module de diagnostic. (2b) représente les ressources
d’entrée qui sont consommées ou transformées par les fonctions, par exemple : le flux
d’eau, le courant ou la tension électrique, les informations, etc. Ce sont des ressources
dont les modes (dans FIS original) sont des symptômes dans le module de diagnostic.
Les liens de type (2b) ne seront pas considérés dans ce problème de diagnostic parce
qu’ils peuvent être exprimés par des connexions entre les variables quand le modèle
comportemental est introduit.
En faisant le lien avec la définition de l’abstraction sur les modèles élémentaires (défini-
tion 2.2.5, page 40), nous voyons que si la description comportementale est disponible
pour les items, l’abstraction sur les modèles élémentaires existe implicitement dans
la relation ressources d’entrée / fonction pour le type (2b). La propriété 3 est donc
aboutie. Elle permet de gérer plus tard les abstractions entre les modèles élémentaires
qui peuvent apparaître.
Propriété 3. SoientK =
⋂
i=1...n(mode(R),ki,K′i ) etK ′ =
⋂
j=1...n′(mode′(F),k j,K′j)
deux ensembles de modèles élémentaires décrivant respectivement le mode de compor-
tement de R et F . Si R est une ressource d’entrée de la fonction F dans une relation
ressource d’entrée/ fonction (type 2a), K appartient nécessairement à l’ensemble des
sous-modèles élémentaires deK ′.
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FIG. 4.3 – Présentation du modèle FIS
– Liens fonction / ressources de sortie
Dans la section 2.4.2, nous avons distingué les liens fonction/ ressources de sortie en
deux types : agit et produit. Ils sont représentés respectivement par les liens (3a) et
(3b) sur la figure 4.3. Les liens (3a) et (3b) ne seront pas considérés dans ce chapitre
qu’ils peuvent être exprimés par des connexions entre les variables quand le modèle
comportemental est introduit.
En résumé, en comparaison avec le chapitre 3, nous proposons dans ce chapite une autre
solution pour faire face aux difficultés liées au comportement du système. Pour construire le
modèle du système au fur et à mesure dans le processus de diagnostic, nous utilisons dans ce
chapitre le modèle structuro-fonctionnel basé sur FIS et le modèle comportemental. Pour la
modélisation structuro-fonctionnelle, nous n’exploitons que les liens d’abstraction (1) et les
liens ressources d’entrée/fonction de type (2a) sur la figure 4.3. Le modèle comportementale
est ensuite ajouté pour les items (fonctions, ressources). Le modèle comportemental (décrit par
des modèles élémentaires) permet de connecter les items via des variables. Les items dont le
modèle comportemental n’est pas disponible peuvent être connectés avec les autres items via
des relations d’abstraction ou des relations fonction/ressource. Dans l’analyse diagnostique,
les liens fonction/ressource et les liens abstraction peuvent être transformés automatiquement
en un ensemble de propositions logiques selon le tableau du figure 2.20, page 56.
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Notons que les ressources (dans FIS) dont les modes sont les symptômes dans le module
de diagnostic (ou les ressources cochées) (voir la section 2.4.1) ne sont plus intéressants à mo-
déliser dans ce chapitre car il peut être exprimé par des variables impliqué dans les contraintes.
Dans le modèle, il n’y a que des ressources qui ne sont pas cochées. Pour la solution proposée
dans ce chapitre, il n’est donc pas nécessaire de faire apparaître des cases à cocher quand nous
passons au module de diagnostic.
Capitalisation des connaissances de l’expert pour la formulation d’un pro-
blème de diagnostic
En résumé, à chaque interaction dans le processus de diagnostic, le problème formulé par
l’expert comporte :
1. le modèle structuro-fonctionnel construit par l’expert. Dans ce modèle, les informations
disponibles sont :
– une liste d’items (fonction, ressource) avec des modes de défaut spécifiques associés
(des modes de défaillances/défauts de chaque fonction et ressources). Notons que les
deux modes {ok, cfm} sont ajoutés automatiquement pour chaque item quand il est
ajouté dans le système. Le plus souvent, chaque item a seulement ces deux modes
{ok, cfm}.
– des fonctions et des sous-fonctions organisées de façon hiérarchique (chaque fonction
peut avoir une liste de fonctions enfants).
– des ressources et des sous-ressources organisées elles aussi de façon hiérarchique.
– les modèles de comportement disponibles pour certains items impliqués dans le
graphe F/R avec les connexions partielles / complètes entre les modèles élémentaires
qui décrivent le comportement des items.
– des observations Obs, alimentées par l’opérateur, qui entre dans les contraintes com-
portementales et permettent de détecter des symptômes.
– l’abstraction des modes de défaillances, qui donne pour chaque mode de dé-
faillance/défaut d’une fonction ou ressource, le mode de défaillance ou défaut de la
fonction ou ressource parente.
– un modèle de dysfonctionnement exprimant des relations logiques entre les modes
de défaillances des différents items. Ces relations entre les modes des items peuvent
être partiellement déduites du graphe structuro-fonctionnel. Des informations com-
plémentaires peuvent être ajoutées pour décrire ces relations. Elles sont exprimées par
des propositions logiques. Par exemple, fm (I1)→ fm (I), fm (I1)∧ fm (I2)→ fm (I),
etc...
Le graphe structuro-fonctionnel peut être transformé et traduit en un ensemble de pro-
positions logiques pour alimenter l’algorithme de diagnostic.
2. de façon optionnelle, la probabilité de défaillance des modes de base (c’est à dire ok ou
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cfm )
4.2.2 Vues générales sur la résolution du problème
Nous rappelons ici l’ensemble des étapes de résolution du problème représentées sur la
figure 4.1. L’étape de modélisation consiste à construire le modèle structuro-fonctionnel et
le modèle comportemental du système. L’étape de transformation consiste à transformer le
modèle FIS donné par l’expert en un ensemble de propositions logiques sur des modes pour
les exploiter dans l’analyse diagnostique. L’étape de calcul des diagnostics permet de chercher
tous les diagnostics possibles à partir des symptômes. Ces deux dernières étapes sont réalisées
suivant les mêmes principes que ceux présentés dans le chapitre 3. Dans cette partie, nous
nous concentrons sur l’étape de test et de génération des symptômes présentés sur la figure
4.1. Cette étape peut être détaillée en deux sous-étapes : la conception des tests de détection
en déterminant les sous-systèmes testables (SST) (Blanke et al. [2006]; Travé-Massuyès et al.
[2006]; Yassine [2008]) et la génération des symptômes. Dans notre problème, la description
du système est construite au fur et à mesure du processus diagnostic à l’aide d’une approche
structuro-fonctionnelle. De nouveaux problèmes apparaissent alors :
– Il faut prendre en compte les niveaux d’abstraction entre modèles dans la recherche des
tests. Chaque test est calculé à partir d’un sous-système testable (SST). La recherche
des SSTs (Yassine [2008]; Ploix et al. [2010]) est rappelée dans la section 4.3.1. Les
SSTs générés à partir des modèles combinant différents niveaux d’abstraction peuvent
conduire à des tests de détection erronés ou des tests qui peuvent être déduits l’un de
l’autre. Par exemple, si le test Tj peut être déduit du test Ti et si Ti est consistant (ou incon-
sistant), il permet de conclure directement que Tj est consistant (ou inconsistant). Il est
nécessaire d’enlever ces tests car ils perturbent les résultats de diagnostic et conduisent
à des mesures de coïncidence erronées.
– Il faut prendre en compte l’évolution du système au cours du processus de diagnostic.
En effet, à un moment donné, l’opérateur peut changer l’état du système pour le tester.
Les observations peuvent donc changer au cours du processus de diagnostic.
Interaction homme-automate pour déterminer les tests consistants complètement testés
Dans la réalité physique, beaucoup de symptômes sont complètement testés (définition
2.1.8, page 35). Par exemple, considérons le test : on met le contacteur en position ON, la
lampe s’allume. Ce test permet de dire que les éléments impliqués dans le SST correspondant
sont apparemment en mode de fonctionnement normal. Comme les SSTs sont calculés par
l’automate, la connaissance sur les tests complètement testés ne sera pas fournie au début. La
prise en compte du résultat des tests complètement testés permettra de réduire le nombre de
diagnostics par l’exonération. Les interactions entre l’opérateur et l’automate se produiront
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aussi à chaque fois qu’un test consistant est détecté pour vérifier les tests consistants complè-
tement testés.
Accumulation de symptôme à chaque interaction
Dans un problème de diagnostic où le modèle du système est construit au fur et à mesure,
les symptômes sont collectés automatiquement à partir des observations et du modèle formulé
à chaque itération. Un problème pouvant apparaître est l’évolution du système et des obser-
vations sur le système. Par exemple, l’expert change la position d’un commutateur électrique
pour tester. Dans ce cas, les nouveaux symptômes sont collectés par l’automate à cette étape.
Pourtant, certains anciens symptômes ne sont plus détectés à cette interaction. Pour faire face
à cette difficulté, une solution proposée est d’accumuler les symptômes à chaque interaction
car on considère qu’un système ne peut s’auto-répare : même si un symptôme n’apparaît plus
le défaut qui l’a fait apparaître ne peut avoir disparu. Cela veut dire que l’ensemble de symp-
tômes obtenus à une étapes k comporte des nouveaux symptômes détectés à l’étape k et des
anciens symptômes collectés durant des étapes précédentes {1,. . ., k-1}.
Sans hypothèse d’exonération implicite, le nouveau diagnostic obtenu à l’étape k n’est
jamais contradictoire avec celui de l’étape précédente : il ne fera que le préciser. Ceci peut
être expliqué par le principe de monotonie. En effet, soit P =
∧
Ti∈T Expl(>(Ti)) (voir la
proposition 3.3.4, page 75) un problème de diagnostic transformé ayant obtenu à l’étape k−
1, qui conduit aux diagnostics D. A l’étape k, certains nouveaux symptômes sont collectés.
Notons T ′i un de ces nouveaux tests. Le principe de monotonie dit que :
(P |= D)→ (P∧Expl(>(T ′i )) |= D)
Quand les nouveaux symptômes sont collectés, les diagnostics sont donc plus fins et plus
précisés.
4.3 Génération des sous-systèmes testables (SST) en prenant
en compte les différents niveaux d’abstraction
Les algorithmes de résolution de CSP (Constraint Satisfaction Problem) nous semblent
adaptés à la détection automatique des symptômes à partir d’un ensemble de contraintes décri-
vant le comportement d’un système. Formellement, un problème de satisfaction de contraintes
est défini par un triplet 〈X ,D ,C 〉 avec C = {k1, . . . ,kn} est un ensemble fini de contraintes
impliquées dans un système (ou sous-système) à tester. X = var(C ) = {x1, . . . ,xn} un en-
semble fini de variables impliqué dans C . D = {dom(x1), . . . ,dom(xn)} sont les domaines de
valeurs qui correspondent aux variables {x1, . . . ,xn}. Un CSP consiste à chercher tous les jeux
de valeurs correspondant à {dom(x1), . . . ,dom(xn)} qui satisfont un ensemble de contraintes
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donné C . On dit qu’un jeu de valeurs {v1 ∈ dom(x1), . . . ,vn ∈ dom(xn)} est une solution de
〈X ,D ,C 〉 s’il satisfait chaque contrainte (C) ∈ C . Or l’ensemble de toutes les contraintes
disponibles d’un système n’est pas un CSP pertinent :
– Un CSP 〈X ,D ,C 〉 n’a pas de solution s’il existe en même temps deux contraintes qui
décrivent deux modes différents d’un même item dans l’ensemble de contraintes C .
En fait, il est impossible d’avoir deux modes d’un même item en même temps. Il est
donc nécessaire de prédéterminer C tel qu’il n’existe pas dans C deux contraintes qui
décrivent deux modes différents d’un même item.
– Dans le contexte du diagnostic interactif, le modèle du système est construit itérative-
ment. Des abstractions entre les modèles construits apparaissent. Il est difficile d’adapter
un CSP à ce contexte.
– L’application d’algorithmes CSP au système complet ne permet pas de localiser les dé-
fauts au niveau des sous-systèmes. Soit un CSP 〈X ,D ,C 〉 avec C l’ensemble de toutes
les contraintes disponibles décrivant le système. Si aucune solution n’est trouvée pour
ce CSP, cela veut dire qu’il y a un défaut au niveau des items décrit par C mais il n’est
pas possible d’affiner ce diagnostic.
Pour ces raisons, nous proposons d’associer la méthode structurelle proposée dans (Ploix
et al. [2009, 2010]) à l’approche CSP pour chercher tout d’abord les sous-systèmes testables
(SST). Chaque SST est un ensemble de modèles élémentaires qui peut engendrer un test de
détection. Ensuite, la propagation de valeurs détermine des jeux de valeurs correspondant à
chaque SST et vérifie la satisfaction des contraintes à partir des observations (figure 4.4).
Comme chaque contrainte correspond à un modèle élémentaire dans la méthode structurelle,
il est facile d’éviter l’existence de deux contraintes qui décrivent deux modes différents d’un
item dans un SST trouvé.
FIG. 4.4 – Procédure de génération des tests
La procédure de détection des symptômes est divisée en deux étapes : la recherche des
SSTs qui permet de prendre en compte les différents niveaux d’abstraction du modèle et la
propagation de valeurs au sein de chaque SST pour détecter les symptômes.
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Dans la suite, nous allons étudier le problème de génération des SSTs en prenant en compte
plusieurs niveaux d’abstraction du modèle. Nous calculons tout d’abord les SSTs par la mé-
thode structurelle. Puis nous allons montrer comment les SSTs sont gérés aux différents ni-
veaux d’abstraction. La méthode de propagation de valeurs est utilisée ensuite sur chaque
SST pour vérifier si les tests sont inconsistants ou consistants. La méthode de propagation de
valeurs est reformulée en se basant sur le problème de satisfaction de contraintes (CSP) en
s’appuyant sur la méthode de vérification avant (forward checking). En plus de la méthode
originale, nous avons proposé des améliorations qui permettent de prendre en compte la no-
tion de déductibilité des variables (Yassine [2008]) dans la propagation de valeurs. Comme la
partie de propagation de valeurs n’est pas une contribution principale de ce travail, elle peut
être consultée dans l’annexe C.
4.3.1 Recherche des SST par la méthode structurelle
Dans cette partie, l’approche structurelle pour la génération des sous-systèmes testables
est présentée. Cette méthode a été présentée dans (Ploix et al. [2005b]) et a été améliorée par
(Yassine [2008]), (Ploix et al. [2009, 2010]). Commençons par le rappel de la définition de
l’ensemble de contraintes solution (Yassine [2008]).
Définition 4.3.1. (Ensemble de contraintes solution) Supposons que K soit un en-
semble de contraintes, var(K) est l’ensemble des variables apparaissant dans K
et v une variable dans var(K) caractérisée par son domaine dom(v). K est
un ensemble de contraintes solution pour v si en utilisant K, il est possible de trouver un en-
semble de valeurs S pour v tel que S⊂ dom(v). Un ensemble de contraintes solution pour v est
minimal si il n’existe pas de sous-ensemble de K qui soit également un ensemble de contraintes
solution pour v. Un ensemble minimal de contraintes solution K pour v est noté : K ` v.
La définition de sous-système testable (SST) est introduit.
Définition 4.3.2. (sous-système testable) Supposons que K soit un ensemble de contraintes. K
est testable si et seulement si il existe deux sous ensembles distincts K1 ⊂ K, K2 ⊂ K tels que
K1 * K2 et K2 * K1, et une variable v ∈ var(K) tel que K1 ` v et K2 ` v. Si cette propriété
est satisfaite, il est en effet possible de vérifier si l’ensemble de valeurs S1 déduit de K1 est
consistant avec l’ensemble de valeurs S2 déduit de K2 : S1∩S2 6= /0.
Par extension, un sous-système testable est considéré dans ce travail comme un ensemble
de modèles élémentaires (section 2.1.4, page 30).
L’approche structurelle pour la génération des sous-systèmes testables permet de remédier
à des limites soit en terme de complexité de calcul, soit en en terme de classe de systèmes
adressables. Elle permet de tenir compte de la déductibilité (Yassine [2008]) des variables par
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rapport aux contraintes. L’idée principale de cette approche est d’utiliser l’opérateur jointure
venant de l’algèbre relationnel pour propager entre les contraintes (appelées aussi structure) via
les variables communes. La propagation de variables (et non de valeurs) permet de chercher
tous les SSTs possibles. Cette approche est intégrée dans le logiciel DXLab développé au
laboratoire G-SCOP.
Exemple 14. Prenons ici l’exemple simple d’un système d’éclairage dans le bâtiment. Dans
cet exemple, nous allons considérer la description du modèle du système disponible lors d’une
itération (figures 4.5 et 4.6) dans le processus de diagnostic pour voir comment les SSTs sont
générés aux différent niveaux d’abstraction du modèle. Cet exemple sera détaillé plus tard avec
plusieurs étapes d’interaction dans la partie application pour illustrer comment un processus
de diagnostic avec interaction durant la phase de modélisation se manifeste. Pour marquer la
différence avec le problème précédent avec interaction durant la phase de test, cet exemple est
présenté avec l’hypothèse que l’expert ne peut pas déterminer si un test est vrai ou faux. Il a
besoin de l’outil d’aide au diagnostic pour générer les symptômes.
FIG. 4.5 – Modélisation FIS
Tout commence lorsqu’un client informe l’outil d’aide au diagnostic que le système
d’éclairage dans le bâtiment est défectueux. L’expert commence le processus de diagnostic
pour localiser les défauts. Il commence par construire le modèle du système. Au fur et à me-
sure, le modèle du système est construit à différents niveaux d’abstraction (4.5).
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– Il ajoute la fonction I1 (allumer la lumière). Le modèle de comportement de I1 est
décrit par le modèle élémentaire (ok(I1),k1). k1 est représenté par le tableau 4.1. Il
ajoute des observateurs I2 et I3 qui sont décrits respectivement par des modèles élémen-
taires (ok(I2),k2 : C = C˜)) et (ok(I3),k3 : L = L˜) avec C est la position d’un contacteur,
dom(C)={on, off}, L est la lumière, dom(L)={présent, absent}.
Modes V C (position L
(tension) du contacteur) (lumière)
ok présent on présent
TAB. 4.1 – Contrainte k1 (fonction allumer la lumière)
– Il détaille la fonction I1 en intégrant une tension électrique . Une ressource d’entrée
de I1 est I4 (le circuit électrique). Le modèle de comportement de I4 est décrit par le
modèle élémentaire (ok(I4),k4) avec k4 représenté par le tableau 4.2. V est la tension
avec dom(V)={présent, absent}.
Modes V (tension) C (position du L(lumire)
C contacteur) L(lumire)
ok présent off absent
ok présent on présent
ok absent off absent
ok absent on absent
TAB. 4.2 – Contrainte k4
(le circuit électrique)
– Il enrichit le modèle par la fonction I5 (alimenter en énergie électrique). I5 est décrit par
le modèle élémentaire (ok(I5),k5) avec k5 représenté par le tableau 4.3. La variable D
est la position du disjoncteur avec dom(D)={fermé, ouvert}. I6 (le secteur électrique et
I7 (le disjoncteur) sont deux ressources d’entrée de la fonction I5. I8 est un observateur
sur la position du disjoncteur. I8 est décrit par (ok(I8),k8 : D = D˜).
Modes D (position V (tension)
du disjoncteur)
ok fermé présent
ok ouvert absent
TAB. 4.3 – Contrainte k5 (fonction alimenter en énergie électrique
– L’expert décompose et enrichit le modèle en décomposant la fonction I1 (allumer la lu-
mière) en la sous-fonction I9 (allumer la lumière blanche) pour tester. I9 est décrit par le
modèle élémentaire (ok(I9),k9). k9 est représenté par le tableau 4.4. P est la position du
commutateur avec dom(P) = {xblanc,x jaune}. I11 (contacteur), I12 (commutateur) et I13
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(lampe blanche) sont les ressources d’entrée de la fonction I9. I10 est un observateur sur
la position du commutateur. I10 est décrit par (ok(I10),k10 : P = P˜). I14 est un observa-
teur sur la position du commutateur. I14 est décrit par (ok(I14),k14 : Lblanc = L˜blanc).
Modes V C P Lblanc
ok présent on xblanc présent
TAB. 4.4 – Contrainte k9 (fonction allumer la lumière blanche)
– L’expert décompose et enrichit le modèle en décomposant la fonction I1 (allumer la lu-
mière) en autre sous-fonction I15 (allumer la lumière jaune) pour tester. I15 est décrit par
le modèle élémentaire (ok(I15),k15). k15 est représenté par le tableau 4.5. I11 (contac-
teur), I12 (commutateur) et I16 (lampe jaune sont les ressources d’entrée de la fonction
I15. I17 est décrit par (ok(I17),k17 : L jaune = L˜ jaune).
Modes V (tension) C (position P (position L jaune (lumière)
du contacteur) du commutateur)
ok présent on x jaune présent
TAB. 4.5 – Contrainte k15 (fonction allumer la lumière jaune)
Afin de chercher les SSTs, la structure des contraintes est fournie à DXLab (voir annexe B
pour le détail sur la méthode structurelle de génération des SSTs). La structure des contraintes
et les variables sont présentées sur la figure 4.6. Dans cette figure, chaque boîte rectangulaire
représente un modèle élémentaire qui comporte une contrainte décrivant un mode. Chaque
cercle représente une grandeur physique. Les variables impliquées dans les modèles élémen-
taires se connectent via des variables d’une même grandeur physique. Ces connexions peuvent
être partielles ou complètes (voir la section 2.1.4).
La recherche des SSTs ne s’appuie que sur les items avec des modèles de comporte-
ment disponibles. L’ensemble des items avec des modèles de comportement disponibles sont
{I1, I2, I3, I4, I5, I8, I9, I10, I11, I14, I15, I17} (figure 4.5). Ils sont fournis à DXLab par :
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FIG. 4.6 – Modèle de comportement du système
k01 = |{−},{L,V,C}| models I1
k02 = |{−},{C}| models I2
k03 = |{−},{L}| models I3
k04 = |{−},{L,V,C}| models I4
k05 = |{−},{V,D}| models I5
k08 = |{−},{D}| models I8
k09 = |{−},{V,P,C,Lblanc}| models I9
k10 = |{−},{P}| models I10
k14 = |{−},{Lblanc}| models I14
k15 = |{−},{V,P,L jaune,C}| models I15
k17 = |{−},{L jaune}| models I17
|{variables non-déductives},{variables déductives}| donne la structure d’un modèle élé-
mentaire correspondant à une contrainte. Dans cet exemple, les contraintes sont données sous
forme de tables de comportement. Les variables sont considérées comme déductibles. L’en-
semble de variables non-déductibles dans chaque structure est vide. Les sous-systèmes tes-
tables (SST) minimaux sont trouvés par DXLab.
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SST01 : support = k15[I15],k9[I9],k14[I14],k10[I10],k2[I2],k17[I17]
Formula = ((((k15−P− k10)−L jaune− k17)−C− k2)−V − (((k9−P− k10)−C−
k2)−Lblanc− k14))
SST02 : support = k9[I9],k14[I14],k10[I10],k3[I3],k2[I2],k1[I1]
Formula = (((k1−L−k3)−C−k2)−V − (((k9−P−k10)−C−k2)−Lblanc−k14))
SST03 : support = k15[I15],k10[I10],k3[I3],k2[I2],k1[I1],k17[I17]
Formula= (((k1−L−k3)−C−k2)−V −(((k15−P−k10)−L jaune−k17)−C−k2))
SST04 : support = k9[I9],k14[I14],k10[I10],k4[I4],k3[I3],k2[I2]
Formula = (((k4−L−k3)−C−k2)−V − (((k9−P−k10)−C−k2)−Lblanc−k14))
SST05 : support = k15[I15],k10[I10],k4[I4],k3[I3],k2[I2],k17[I17]
Formula= (((k4−L−k3)−C−k2)−V −(((k15−P−k10)−L jaune−k17)−C−k2))
SST06 : support = k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2]
Formula = ((k5−D− k8)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST07 : support = k4[I4],k3[I3],k2[I2],k1[I1]
Formula = (((k4−L− k3)−C− k2)−V − ((k1−L− k3)−C− k2))
SST08 : support = k15[I15],k8[I8],k5[I5],k10[I10],k2[I2],k17[I17]
Formula = ((k5−D− k8)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST09 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
Formula = ((k5−D− k8)−V − ((k1−L− k3)−C− k2))
SST10 : support = k8[I8],k5[I5],k4[I4],k3[I3],k2[I2]
Formula = ((k5−D− k8)−V − ((k4−L− k3)−C− k2))
DXLab donne structurellement un ensemble de sous-systèmes testables. Une formule
montre comment les structures se lient par les variables. Ces connexions sont données par
les définitions (2.1.5) et (2.1.6).
4.3.2 Gestion des SST à différents niveaux d’abstraction
Dans ce problème de diagnostic interactif dans la phase de modélisation, le modèle du
système est construit au fur et à mesure. Les SSTs engendrés permettent de mettre en évident
de nouveaux symptômes. A cause des relations hiérarchiques entre les modèles élémentaires,
la méthode structurelle de génération des SSTs peut conduire à des SSTs inutiles. Ces SSTs
sont dits inutiles parce qu’ils ne permettent pas de générer de nouveaux symptômes. Nous
allons détailler ensuite pourquoi ces SSTs sont inutiles. Puis, nous proposerons une solution
pour gérer ces SSTs dans le contexte du problème de diagnostic interactif dans la phase de
modélisation. Il y a deux types de test qui sont dits inutiles :
1. les SSTs qui ne permettent pas de tester le système. Ce sont des SST s qui contiennent
à la fois un modèle élémentaire K et son modèle abstrait K ′ (l’abstraction sur les
modèles élémentaires est donnée par la définition 2.2.5). Pour tester le système, il
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faut chercher des tests de détection exprimés sous forme de relations de redondance
analytique (RRA). La recherche des RRAs s’appuie sur la propagation de valeurs
via des variables au sein de chaque SST. Cette propagation exprime un échange de
flux d’information entre les items par la connexion entre les modèles élémentaires.
La propagation de valeurs d’un modèle élémentaire à son modèle abstrait exprime un
échange d’information d’un item à lui même (peut-être via ses sous-items), cela peut
faire apparaître structurellement des circuits de propagation. C’est pourquoi un SST qui
contient à la fois un modèle élémentaire et son modèle élémentaire abstrait ne permet
pas de tester le système. Nous prenons l’exemple du sous-système testable SST02 trouvé
dans l’exemple 14, la structure de SST02 est donné par :
SST02 : support = k9[I9],k14[I14],k10[I10],k3[I3],k2[I2],k1[I1]
Formula = (((k1−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
La formule (formula) correspondant à SST02 montre que nous pouvons propager des
valeurs de (ok(I1),k1) à (ok(I9),k9) via la variable V . Le RRA obtenu par SST02 ne
permet donc pas de tester le système parce que I9 est le sous-item de I1.
Pour gérer ces SSTs, nous donnons ici la notion d’un sous-système testable non-fécond.
Définition 4.3.3. (Sous-système testable non-fécond) Soit un sous-système testable
correspondant à un ensemble de modèles élémentaires K , le SST est dit non-fécond
s’il existe deux modèles élémentaires Ki ∈K et K j ∈K tels que {Ki} est l’abstraction
de {K j}.
Ainsi, selon cette définition, s’il existe une relation d’abstraction (définition 2.2.5) entre
les modèles élémentaires impliqués dans un SST , ce SST est non-fécond. A partir de
l’ensemble des SSTs donnés par la méthode structurelle de génération de SSTs, les SSTs
non-féconds sont retirés.
En nous appuyant sur la définitions de SST non-fécond et sur les relations entre
les items dans le graphe F/R formulées dans la rubrique 2.4, nous donnons ici les
règles pour retirer les SSTs non-féconds. Supposons que Ki = (mode(Ii),ki,K′i ) et
K j = (mode(I j),k j,K′j) soient deux ensembles de modèles élémentaires décrivant
respectivement le comportement de Ii et I j.
– Règle 1 : Si I j est un sous-item de Ii dans une relation d’abstraction (sous-
fonction/super-fonction, sous-ressource/super-ressource), K j appartient nécessaire-
ment à l’ensemble des sous-modèles élémentaires de Ki (ceci est expliqué par la
propriété 1, page 41). Un SST comporte à la fois K j et Ki sera retiré parce qu’il est
non-fécond selon la définition 4.3.3.
– Règle 2 : Si I j est une ressource d’entrée de la fonction Ii dans une relation de
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ressource d’entrée / fonction, K j appartient nécessairement à l’ensemble des sous-
modèles élémentaires de Ki (ceci est expliqué par la propriété 3, page 98). Un SST
comportant à la foisK j etKi sera retiré parce qu’il est non-fécond selon la définition
4.3.3.
– Règle 3 : S’il existe R = {I1, . . . , Ik} un ensemble complet des sous-ressources
d’entrée de la fonction Ii et si R appartient à l’ensemble des sous-ressources de la
super-ressource I j (figure 4.7), alors Ki appartient nécessairement à l’ensemble des
sous-modèles élémentaires de K j. Un SST comportant à la fois K j et Ki sera donc
retiré parce qu’il est non-fécond selon la définition 4.3.3.
Explication du règle 3 : Si R = {I1, . . . , Ik} est un ensemble complet des sous-
ressources d’entrée de la fonction Ii, cela veut dire que Ii est un rôle (ou une fontion)
de l’ensemble des ressources {I1, . . . , Ik}. Comme {I1, . . . , Ik} est aussi l’ensemble des
sous ressources de I j dans une relation d’abstractiton (partielle ou complète), Ii doit
être une fonction (ou un rôle) de I j (I j peut avoir plusieurs rôles). Quand le modèle
comportemental est ajouté pour Ii et I j, il existe donc une relation hiérarchique entre
les modèles élémentaires décrivant Ii et ceux décrivant I j. Cette relation n’est pas
explicitée dans le graphe F/R.
FIG. 4.7 – Modélisation FIS
Exemple 15. Revenons à l’ensemble des SSTs donnés par DXLab dans l’exemple 14.
Les sous-systèmes testables SST02, SST03, SST07, SST04, SST05 sont retirés.
Pour le SST02, nous avons {ok(I1),k1} ∈ SST02 et {ok(I9),k9} ∈ SST02. Comme I1 est
l’abstraction de I9, {ok(I1),k1} est l’abstraction de {ok(I9),k9} selon la propriété 1
(page 41). SST02 est non-fécond selon la définition 4.3.3 parce qu’il comporte deux mo-
dèles élémentaires dont l’un est l’abstraction de l’autre. SST02 est donc retiré du fauit
de la règle 1. De la même manière, SST03 est retiré parce que {ok(I1),k1} ∈ SST03,
{ok(I15),k15} ∈ SST03 et I1 est l’abstraction de I15.
Pour le SST07, nous avons {ok(I1),k1} ∈ SST07 et {ok(I4),k4} ∈ SST07. Comme I4 est
une ressource d’entrée de I1, {ok(I1),k1} est l’abstraction de {ok(I4),k4} d’après la pro-
priété 3 (page 98). SST02 est non-fécond d’après la définition 4.3.3 parce qu’il comporte
deux modèles élémentaires dont l’un est l’abstraction de l’autre. SST07 est donc retiré
conformément à la règle 2.
111
Chapitre 4. Diagnostic itératif basé sur un modèle comportemental avec propagation de
valeurs
Concernant le SST04, nous avons (ok(I4),k4) ∈ SST04 et (ok(I9),k9) ∈ SST04. Comme
{I11, I12, I13} est un ensemble complet des ressources d’entrée de la fonction I9, et
{I11, I12, I13} sont des sous-items de I4 alors (ok(I4),k4) doit être l’abstraction de
(ok(I9),k9) comme nous avons expliqué dans la règle 3. SST04 est donc retiré. De la
même manière, SST05 est retiré parce que {ok(I4),k4} ∈ SST05, {ok(I15),k15} ∈ SST05,
et {I11, I12, I16} est à la fois un ensemble complet des ressources d’entrée de la fonction
I15 et des sous-items de I4.
2. les SSTs qui sont déductibles des autres. L’expression SSTi est déductible de SSTj si-
gnifie que si le symptôme correspondant à SSTj est connu, il est possible de déduire
le symptôme correspondant à SSTi à l’aide des relations hiérarchiques (super-item/sub-
item). Souvent, les modèles élémentaires impliqués dans SSTi sont plus abstraits que
ceux impliqués dans SSTj. Ce phénomène peut être expliqué grâce à la définition de
l’abstraction sur les modèles élémentaires (définition 2.2.5, page 40).
Prenons un exemple trivial de trois SST s. Chaque SST comporte des modèles élémen-
taires :
SST1 = {(ok(I1),k1 : x∗ y = 6),(ok(I4),k4 : x = x˜),(ok(I5),k5 : y = y˜)}
SST2 = {(ok(I2),k2 : z− y−1 = 0),(ok(I5),k5 : y = y˜),(ok(I6),k6 : z = z˜)}
SST3 = {(ok(I3),k3 : x > 0→ z > 0),(ok(I4),k4 : x = x˜),(ok(I6),k6 : z = z˜)}
avec k1, k2, k3 sont des contraintes de comportement, et k4, k5, k6 sont des contraintes
terminales décrivant le modèle des observateurs (définition 2.1.3, page 27).
Supposons que I3 soit le super-item de I1 et I2, avec {(ok(I3),k3 : x > 0 → z > 0)}
l’abstraction sur les modèles élémentaires de {(ok(I1),k1 : x∗y = 6),(ok(I2),k2 : z−y−
1 = 0)}. Ceci satisfait la condition que pour tous les tuples de valeurs (x,y,z), si k1 et
k2 sont satisfaits, k3 est nécessairement satisfait (définition 2.2.5, page 40). Supposons
que I1 ne soit pas en mode de bon fonctionnement. Il existe toujours une observation,
par exemple, (x,y,z) = (3,−2,−1), tel que k1 est insatisfait et k3 est insatisfait. Il y a
donc un défaut dans le sous-système testable SST3. Sans compensation des défauts, si T1
(correspondant à SST1) est inconsistant alors T3 (correspondant à SST3) est inconsistant,
ou T3 est déductible de T1.
Disons qu’il existe un défaut dans un SSTi s’il existe une observation tel que une
contrainte k j impliqué dans SSTi est insatisfait. En revanche, si toutes les contraintes
impliquées dans SSTi sont satisfaites par apport à une observation, il n’est pas sure que
tous les items impliqué dans SSTi sont en bon fonctionnement car nous n’avons pas
testé avec toutes les abservations possibles. Pour cette raison, nous proposons ensuite la
formulation de la déductibilité des SST en s’appuyant sur les modes mais pas sur les
contraintes. De plus, les symptômes sont en fin formulés en forme de disjonction de
modes
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Définition 4.3.4. (SSTi est déductible de SSTj) Soient deux sous-systèmes testables SSTi
et SSTj. SSTi est déductible de SSTj s’il existe un défaut dans SSTj alors il existe un
défaut dans SSTi
Exemple 16. Supposons que nous ayons deux sous-systèmes testables
SSTj = {(mode(IA),kA),(mode(IB),kB),(mode(IC),kC),(mode(ID),kD)} et
SSTi = {(mode(I1),k1),(mode(I2),k2),(mode(I3),k3)} qui correspondent res-
pectivement à deux tests Tj et Ti. Si Tj et Ti sont insatisfaits pour un
jeu d’observations, les deux explications suivant peuvent être déduites :
E j = Expl(>(Tj)) = (¬mode(IA) ∨ ¬mode(IB) ∨ ¬mode(IC) ∨ ¬mode(ID)) et
Ei = Expl(>(Ti)) = (¬mode(I1) ∨ ¬mode(I2) ∨ ¬mode(In)). Les relations hié-
rarchiques (item enfant/item parent) sont représentées par des arcs (figure 2.6).
Considérons trois cas :
– Cas 1 (figure 4.8) : Selon la proposition 2.2.14 (40), les relations hiérarchiques pré-
sentées sur la figure 4.8 donnent ¬mode(IA)→¬mode(I1), ¬mode(IB)→¬mode(I2),
¬mode(IC)→¬mode(I2), ¬mode(ID)→¬mode(I3). Nous avons donc E j → Ei. Se-
lon la définition 4.3.4, SSTi est déductible de SSTj.
– Cas 2 (figure 4.9) : De la même manière, SSTi est déductible de SSTj.
– Cas 3 (figure 4.10) : SSTi n’est pas déductible de SSTj.
FIG. 4.8 – Cas 1 : SSTi est déductible de SSTj
FIG. 4.9 – Cas 2 : SSTi est déductible de SSTj
Nous voyons que SSTi est déductible de SSTj si et seulement si chaque modèle élémen-
taire impliqué dans SSTj est un des sous-modèles d’un modèle élémentaire impliqués
dans SSTi.
Pour le modèle qui se construit au fur et à mesure à différents niveaux d’abstraction, le
nombre de SSTs déductibles des autres devient de plus en plus important.
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FIG. 4.10 – Cas 3 : SSTi n’est pas déductible de SSTj
Afin de réduire le nombre de calculs de l’automate, il est utile d’enlever des SSTs dé-
ductible dans cette étape de génération de tests. Le raisonnement et la détection des SSTs
déductibles en terme des contraintes dans l’espace des variables paraissent trop complexe car
les contraintes peuvent être de nature différent. De plus, pour calculer les diagnostics, les
symptômes collectés sont formulés sous forme de clauses ou de monômes de modes. Pour ces
raisons, nous proposons dans la suite une approche qui permette de détecter les SSTs déduc-
tibles tel que si un test Tj correspondant à SSTj est inconsistant, les SSTs qui sont déductibles
de SSTj ne seront pas considérés dans l’étape de propagation de valeurs. La détection des SST s
déductibles sont gérés sous forme d’un graphe de priorité des SSTs qui est présenté ensuite.
4.3.3 Graphe de priorité des SSTs
Rappelons que la procédure de décomposition du modèle du système est réalisée en pa-
rallèle au niveau des fonctions et au niveau des ressources à l’aide de l’approche structuro-
fonctionnelle. Les SSTs sont générés à différents niveaux d’abstraction à partir du modèle
comportemental des items. Les fonctions et les ressources sont appelées items et ne sont
pas distinguées lors de la recherche de SSTs. Ainsi, chaque SST peut être composé par
des fonctions et des ressources. Ce sont tous des items dont la description comportementale
(contraintes, modes, . . .) est disponible.
L’application de la méthode structurelle (Ploix et al. [2005b]; Yassine [2008]; Ploix et al.
[2009, 2010]) au modèle d’abstraction conduit à un ensemble de SSTs, dont certaines sont
dites inutiles, ce sont :
1. les SSTs non-féconds. Ces SSTs n’apportent pas d’information à l’étape d’analyse diag-
nostique et de surcroît, l’existence de ces tests perturbera les résultats de l’analyse diag-
nostique en altérant les classements. Ces tests sont retirés avant la phase de détection.
2. Les SSTs qui sont déductibles des autres SST s (correspondant aux tests inconsistants).
Supposons que SSTi soit déductible de SSTj. Il n’est pas nécessaire de considérer le
sous-système testable déductible SSTi à l’étape de test si SSTj le couvrant a été considéré.
Cependant, nous ne pouvons pas retirer SSTi avant l’étape de test car il dépend du résultat
du test de SSTj. Par exemple, si le test sur SSTj est inconsistant, le test sur SSTi doit être
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inconsistant, il n’est pas nécessaire de considérer SSTi. Si le test sur SSTj est consistant,
SSTi peut être considéré.
Pour ces raisons, nous proposons de construire le graphe de priorité des SSTs avant l’étape
de test. Ce graphe peut être construit automatiquement à partir de l’ensemble des SSTs et du
modèle hiérarchie représenté en forme d’un graphe F/R (figure 4.11).
FIG. 4.11 – Construction de graphe de priorité des SSTs)
L’idée est de commencer par enlever les SSTs non-féconds à partir de l’ensemble des
SSTs calculés par la méthode structurelle. Ensuite, un arbre permet de gérer l’ordre des tests à
effectuer tel que si un test est inconsistant, ses tests déductibles seront ignorés. Un graphe de
priorité est illustré par la figure (4.12).
– Chaque noeud est un test qui correspond à un SST.
– Chaque arc est orienté. Un arc qui s’oriente du noeud SSTj vers un noeud SSTi signifie
que SSTi (correspondant à Ti) est déductible de SSTj (correspondant à Tj) : on note
SSTj → SSTi. Cela veut dire que s’il y a un défaut dans SSTj, il y a donc un défaut dans
SSTi. Dans ce graphe, SSTj est le prédécesseur de SSTi et SSTi est le successeur de SSTj.
Remarque : Pour SSTj → SSTi, si Ti est inconsistant, il n’est pas sûr que Tj est inconsistant
(le cas de la compensation au niveau des contraintes) mais il existe certainement un défaut dans
SSTj. Le défaut dans SSTj peut être détecté si toutes les observations possibles sur SSTj sont
considérées.
Construction du graphe de priorité des SSTs
Nous allons montrer dans cette partie comment construire le graphe de priorité des SSTs
automatiquement à partir des SSTs générés par la méthode structurelle. Supposons que S soit
un ensemble de SSTs donné par la méthode structurelle au niveau des ressources (ou au niveau
des fonctions) après avoir enlevé les SST s non-féconds. La procédure de construction est la
suivante :
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FIG. 4.12 – Graphe de priorité des tests (ou SST)
– Établir les noeuds du graphe
Chaque noeud est un sous-système testable SSTj ∈ S. Pour chaque SSTj, on détermine :
– Sup(SSTj) : l’ensemble des modèles élémentaires impliqués dans SSTj et des modèles
élémentaires qui sont plus abstraits que ceux impliqués dans SSTj (y compris des
modèles plus abstraits donnés par l’intermédiaire de plusieurs niveaux d’abstraction).
Sup(SSTj) est construit grâce au graphe d’abstraction sur les modèles élémentaires
(figure 2.11, page 43). L’abstraction entre les modèles élémentaires peut être expri-
mée via l’abstraction sur les items (propriété 1, page 41) ou les relations ressources
d’entrée/fonction (propriété 3, page 98). La détermination de Sup(SSTj) sera illustrée
dans l’exemple 17.
– Ddtb(SSTj) : l’ensemble des SSTs qui sont déductibles de (SSTj) (définition 4.3.4).
En utilisant Sup(SSTj), un SSTi est dit déductible de SSTj si on a l’ensemble des
modèles élémentaires de SSTi est un sous-ensemble de Sup(SSTj), il est écrit par
SSTi ⊂ Sup(SSTj) .
– Établir les arcs entre les noeuds
Une flèche s’oriente d’un noeud SSTj vers un noeud SSTi si
– SSTi est déductible de SSTj, ou nous pouvons écrire SSTi ⊂ Ddtb(SSTj) .
– il n’existe pas d’autre noeud SSTk tel que SSTk est déductible de SSTj et SSTk permet de
déduire SSTi. On peut écrire, @SSTk tel que SSTk ⊂Ddtb(SSTj) et SSTi ⊂Ddtb(SSTk).
S’il existe un tel noeud SSTk, le flèche de SSTj vers SSTi sera remplacée par deux
flèches : une flèche de SSTj vers SSTk et une autre flèche de SSTk vers SSTi.
Exemple 17. Revenons à l’exemple 14. Après avoir retiré le sous-système testable non-fécond
{SST02, SST03, SST04, SST05, SST07,} (exemple 15), les SSTs restants sont :
SST01 : support = k15[I15],k9[I9],k14[I14],k10[I10],k2[I2],k17[I17]
SST06 : support = k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2]
SST08 : support = k15[I15],k8[I8],k5[I5],k10[I10],k2[I2],k17[I17]
SST09 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
SST10 : support = k8[I8],k5[I5],k4[I4],k3[I3],k2[I2]
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Les relations hiérarchiques entre les items sont présentées sur la figure (4.13).
FIG. 4.13 – Modélisation FIS
A partir de l’ensemble {SST01, SST06, SST08, SST09, SST10} et du graphe structuro-
fonctionnel (figure 4.13), nous construisons le graphe de priorité des SST s. En se basant sur le
graphe F/R représenté sur la figure 4.13, un graphe qui représente les relations d’abstraction
entre les modèles élémentaires impliqués dans le système est donné sur la figure 4.14 grâce
aux propriétés 1 (page 41) et 3 (page 98).
FIG. 4.14 – Modélisation FIS
En s’appuyant sur l’abstraction sur les modèles élémentaires présentée sur la figure 4.14,
nous déterminons Sup(SSTi) pour chaque SSTi. Pour le modèle de fonctionnement normal, un
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modèle élémentaire (mode(I1),k1) est noté simplement par k1[I1] dans DXLab. Nous avons :
Sup(SST01) = {k15[I15],k9[I9],k14[I14],k10[I10],k2[I2],k17[I17],k1[I1],}
Sup(SST06) = {k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2],k1[I1]}
Sup(SST08) = {k15[I15],k8[I8],k5[I5],k10[I10],k2[I2],k17[I17],k1[I1]}
Sup(SST09) = {k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]}
Sup(SST10) = {k8[I8],k5[I5],k4[I4],k3[I3],k2[I2],k1[I1]}
Nous déterminons ensuite, l’ensemble déductible Ddtb(SSTi) de chaque SSTi :
Ddtb(SST01) = { /0}, Ddtb(SST06) = { /0}, Ddtb(SST08) = { /0}, Ddtb(SST09) = { /0},
Ddtb(SST10) = {SST9}.
Nous voyons que SST09 ∈ Ddtb(SST10). Un graphe de priorité des SSTs est donc donné
sur la figure (4.15).
FIG. 4.15 – Graphe de priorité des tests
Utilisation du graphe de priorité des SSTs
L’étape de test est réalisée par un simulateur de la façon suivante :
– Traitement des noeuds : si un SSTi est choisi pour être effectué, il sera étiqueté par P si
le test est consistant et par N si le test est inconsistant. Si SSTi est inconsistant, tous ses
successeurs seront retirés.
En effet, les successeurs de SSTi sont, dans ce cas, des tests déductibles de SSTi. Se-
lon la définition 4.3.4 (page 113), les successeurs de SSTi seront certainement des tests
inconsistants. De plus, il sont non-minimaux en comparaison avec SSTi. Les tests non-
minimaux ne seront pas considérés dans l’analyse diagnostique. L’enlèvement des suc-
cesseurs de SSTi permet de réduire le temps de calcul.
Revenons au graphe de priorité présenté sur la figure (4.12). Si SST9 est inconsistant, il
est étiqueté par N. Les successeurs SST5, SST2, SST3, SST1 seront donc retirés avec tous
leurs successeurs.
– Choix d’un test à effectuer : un test associé à un noeud sera choisi pour la prochaine
simulation si :
– il n’a pas été retiré.
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– il n’a pas de prédécesseurs ou tous ses prédécesseurs sont étiquetés. Les noeuds éti-
quetés (P/N) sont des noeuds ayant été affectés.
Sur l’exemple de la figure (4.12), si SST9 est déjà étiqueté, le prochain test sera choisi
parmi SST7, SST8, SST10 ou SST11.
– Arrêt des tests : l’étape de test s’arrête quand tous les noeuds sont étiquetés ou retirés.
Conclusion
Dans ce problème de diagnostic avec interaction dans la phase de modélisation, le modèle
du système est composé au fur et à mesure. En se basant sur le modèle structuro-fonctionnel
formulé dans les sections 2.3 et 2.4, les modèles élémentaires (une contrainte qui décrit un
mode de l’item) sont ajoutés pour décrire le modèle comportemental des items. Les SSTs qui
s’appuient sur les modèles élémentaires sont générés automatiquement par l’automate pour
détecter et collecter les symptômes. Les diagnostics sont alors calculés. Les relations hiérar-
chiques entre les items décrits aux différents niveaux d’abstraction peuvent conduire à des
SSTs inutiles qui ne permettent pas de collecter de nouveaux symptômes et qui vont perturber
les résultats de diagnostic. En se basant sur la formulation de l’abstraction sur les modèles
élémentaires qui se rapporte à l’abstraction sur les items et aux relations ressources d’entrée /
fonction, les SSTs non-féconds et les SST s qui sont déductibles des autres SST s sont enlevés
afin de ne pas perturber les résultats de diagnostic. Pour gérer les SSTs, un graphe de priorité
des SSTs a été conçu.
4.4 Application
Revenons à l’exemple du système d’éclairage dans le bâtiment. Nous allons détailler cet
exemple avec plusieurs interactions pour illustrer comment un processus de diagnostic avec
interactions durant la phase de modélisation se déroule. Pour distinguer ce problème du pro-
blème précédent avec interaction durant la phase de test, cet exemple suppose que l’expert ne
peut pas déterminer si un test est vrai ou faux. Il a besoin de l’outil d’aide au diagnostic pour
générer des symptômes.
Dans ce problème de diagnostic interactif dans la phase de modélisation, l’outil d’aide
au diagnostic peut générer automatiquement des symptômes en s’appuyant sur le modèle
structuro-fonctionnel et sur le modèle de comportement d’un système qui est construit itéra-
tivement à différents niveaux d’abstraction. Ceci est la contribution principale de cette partie.
Une fois que les symptômes sont collectés, les diagnostics peuvent être calculés par l’approche
que nous avons présentée dans le chapitre 3. Dans cet exemple, nous allons nous concentrer
sur l’étape de détection des symptômes à chaque interaction. Pour simplifier, les défaut des
capteurs sont ignorés dans cet exemple.
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Tout d’abord, un client signale que le système d’éclairage dans son bâtiment est défectueux.
L’expert commence le processus de diagnostic pour localiser les défauts.
1. Interaction 1 : Construction du modèle par l’expert
L’expert ajoute la fonction I1 (allumer la lumière). Le modèle de comportement de I1
est décrit par le modèle élémentaire (ok(I1),k1). k1 est représenté par le tableau 4.6.
Il ajoute des observateurs I2 et I3 qui sont décrits respectivement par les modèles élé-
mentaires (ok(I2),k2 : C = C˜) et (ok(I3),k3 : L = L˜). C est la position d’un contacteur,
dom(C)={on, off}. L est la lumière avec dom(L)={présent, absent}.
V est la tension d’alimentation impliquée dans la fonction I5 (alimenter en énergie élec-
trique) avec domV={présent, absent}. I5 est décrit par le modèle élémentaire (ok(I5),k5)
où k5 est représenté par le tableau 4.7. La variable D est la position du disjoncteur avec
dom(D)={fermé, ouvert}. I6 (secteur électrique) et I7 (disjoncteur sont les deux res-
sources d’entrée de la fonction I5. I8 est un observateur sur la position du disjoncteur. I8
est décrit par (ok(I8),k8 : D = D˜).
Modes V C (position L
(tension) du contacteur) (lumière)
ok présent on présent
TAB. 4.6 – Contrainte k1 (fonction allumer la lumière)
Modes D (position V
du contacteur) V (tension)
ok fermé présent
ok ouvert absent
TAB. 4.7 – Contrainte k5 (fonction alimenter en énergie électrique)
Le modèle FIS du système à cette étape est présenté sur la figure (4.16). Les connections
entre les variables d’une même grandeur physique sont présentées sur la figure (4.17).
Notons que nous considérons dans cet exemple le cas simple où les connections entre
les variables liées à une même grandeur sont complètes.
Supposons que l’expert alimente l’automate (le système d’aide au diagnosic) avec les
observations suivantes D˜=fermé, C˜ = on et L˜ = absent.
2. Interaction 1 : Génération automatique des symptômes
Le seul sous-système testable minimal qui peut être calculé est donné par :
SST01 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
Formula = ((k5−D− k8)−V − ((k1−L− k3)−C− k2))
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FIG. 4.16 – Modèle FIS du système à l’interaction 1
Aucune SST non-fécond n’est détecté.
Le symptôme (SSTi correspond à un test Ti) est généré par la méthode forward checking
en se basant sur le problème de satisfaction de contraintes (voir l’annexe C) : >(T1).
3. Interaction 1 : Calcul de diagnostics
Pour calculer des diagnostics à partir des symptômes, l’approche présentée dans le cha-
pitre 3 a été utilisée. L’automate complète des abstractions partielles si elles existent en
ajoutant des items virtuels. Puis il transforme le modèle structuro-fonctionel donné par
la figure 4.16 en un ensemble de propositions logiques.
c f m(I5)↔ c f m(I6)∨ c f m(I7) (4.4.1)
Puis la proposition 4.4.1 est remplacée dans l’explication du symptôme >(T1) pour cal-
culer les diagnostics. La table de signature du test est donnée par le tableau 4.8.
ok (I1) ok (I6) ok (I7)
T1 1 1 1
TAB. 4.8 – Table de signature donnée à interaction 1
Les diagnostics sont donnés par : {cfm (I1)}, {cfm (I6)}, {cfm (I7)}.
Les mesures de coïncidence des défauts sont données par le tableau 4.9.
4. Interaction 2 : Construction du modèle par l’expert
En s’appuyant sur les mesures de coïncidence des défauts, l’expert continue à décom-
poser le système. I4 (circuit électrique) est une ressource d’entrée de la fonction I1. Le
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FIG. 4.17 – Modèle de comportement du système à interaction 1
Signature théorique Signature effective Mesure de coïncidence
σT (cfm (I1)) = (1) σ∗T = (1) µcT (cfm (I1)) = 0.00
σT (cfm (I6)) = (1) σ∗T = (1) µcT (cfm (I1)) = 0.00
σT (cfm (I7)) = (1) σ∗T = (1) µcT (cfm (I1)) = 0.00
TAB. 4.9 – Mesures de coïncidence des défauts à l’interaction 1
modèle de comportement de I4 est décrit par le modèle élémentaire (ok(I4),k4) avec k4
représenté par le tableau 4.10.
Modes V C (position L
(tension) du contacteur) (lumière)
ok présent off absent
ok présent on présent
ok absent off absent
ok absent on absent
TAB. 4.10 – Contrainte k4 (circuit électrique
L’expert découvre le système. Le bâtiment peut être éclairé en lumière blanche ou en
lumière jaune. L’expert enrichit le modèle en décomposant la fonction I1 (allumer la lu-
mière) en sous-fonction I9 (allumer la lumière blanche) pour tester. I9 est décrit par le
modèle élémentaire (ok(I9),k9). k9 est représenté par le tableau 4.11. P est la position
du commutateur avec dom(P)={xblanc, x jaune}. I11 (contacteur), I12 (commutateur) et I13
(lampe blanche) sont les ressources d’entrée de la fonction I9. I10 est un observateur sur
la position du commutateur. I10 est décrit par (ok(I10),k10 : P= P˜). I14 est un observateur
sur la position du commutateur. I14 est décrit par (ok(I14),k14 : Lblanc = L˜blanc).
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Modes V C (position P (position Lblanc
(tension) du contacteur) du commutateur) (lumière blache)
ok prsent on xblanc prsent
TAB. 4.11 – Contrainte k9 (fonction allumer la lumière blanche)
L’expert vérifie la position du commutateur. Les observations mises à jour à cette étape
sont : D˜=fermé, C˜= on, L˜= absent, P˜=xblanc, L˜blanc = absent.
Le modèle FIS du système à cette étape est représenté sur la figure 4.18.
FIG. 4.18 – Modèle FIS du système à l’interaction 2
Les connexions entre les variables d’une même grandeur physique sont présentées sur
la figure 4.19.
5. Interaction 2 : Génération automatique des symptômes
Les sous-systèmes testables minimaux sont
SST01 : support = k9[I9],k14[I14],k10[I10],k4[I4],k3[I3],k2[I2]
Formula = (((k4−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST02 : support = k9[I9],k14[I14],k10[I10],k3[I3],k2[I2],k1[I1]
Formula = (((k1−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST03 : support = k4[I4],k3[I3],k2[I2],k1[I1]
Formula = (((k4−L− k3)−C− k2)−V − ((k1−L− k3)−C− k2))
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FIG. 4.19 – Modèle de comportement du système à l’interaction 2
SST04 : support = k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2]
Formula = ((k5−D− k8)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST05 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
Formula = ((k5−D− k8)−V − ((k1−L− k3)−C− k2))
SST06 : support = k8[I8],k5[I5],k4[I4],k3[I3],k2[I2]
Formula = ((k5−D− k8)−V − ((k4−L− k3)−C− k2))
Dans cet ensemble, les SST non-féconds sont : SST01 (selon règle 3, page 110), SST02
(selon règle 1, page 110) et SST03 (selon règle 2, page 111).
Après avoir retiré les SSTs non-féconds, le graphe de priorité des SSTs est donné par la
figure 4.20.
FIG. 4.20 – Graphe de priorité des tests à l’interaction 2
Les symptômes générés sont : >(T4), >(T6). SST05 n’est pas considéré car il peut être
déductible de >(T4) ou de >(T6).
6. Interaction 2 : Calcul des diagnostics
L’automate complète des abstractions partielles en ajoutant des items virtuels : IV2.1 =
I4 \{I11, I12, I13}.
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Puis il transforme le modèle structuro-fonctionel donné par la figure 4.18 en un ensemble
de propositions logiques 4.4.2.
c f m(I5)↔ c f m(I6)∨ c f m(I7)
c f m(I1)↔ c f m(I4)
c f m(I9)↔ c f m(I11)∨ c f m(I12)∨ c f m(I13)
c f m(I4)↔ c f m(I11)∨ c f m(I12)∨ c f m(I13)∨ c f m(IV2.1)
(4.4.2)
Les modes parents impliqués dans l’explication des symptômes sont remplacés grâce
à l’ensemble de propositions 4.4.2 (les défauts des capteurs sont ignorés dans cet
exemple), nous avons :
Expl(>(T4)) : cfm (R06)∨ cfm (R07)∨ cfm (R11)∨ cfm (R12)∨ cfm (R13)
Expl(>(T6)) : cfm (R06)∨ cfm (R07)∨ cfm (R11)∨ cfm (R12)∨ cfm (R13)
(4.4.3)
La table de signature des tests à cette itération est donné par le tableau 4.12.
ok (R6) ok (R7) ok (R11) ok (R12) ok (R13) ok (IV2.1)
T1 1 1 1 1 1 0
T2 1 1 1 1 1 1
TAB. 4.12 – Table de signature donnée à l’interaction 2
Les diagnostics sont donnés par :
{c f m(I6)}, {c f m(I7)}, {c f m(I11)}, {c f m(I12)}, {c f m(I13)}
Les mesures de coïncidence des défauts sont données par le tableau 4.13.
Signature théorique Signature effective Mesure de coïncidence
σT (cfm (I6)) = (1 1) σ∗T = (1 1) µcT (cfm (I6)) = 0.00
σT (cfm (I7)) = (1 1) µcT (cfm (I7)) = 0.00
σT (cfm (I11)) = (1 1) µcT (cfm (I11)) = 0.00
σT (cfm (I12)) = (1 1) µcT (cfm (I12)) = 0.00
σT (cfm (I13)) = (1 1) µcT (cfm (I13)) = 0.00
TAB. 4.13 – Mesures de coïncidence des défauts à l’interaction 2
7. Interaction 3 : Construction du modèle par l’expert
L’expert décompose et enrichit le modèle en décomposant la fonction I1 : allumer la lu-
mière en autre sous-fonction I15 (allumer la lumière jaune) pour tester. I15 est décrit
par le modèle élémentaire (ok(I14),k15). k15 est représenté sur le tableau (4.14). I11
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Modes V C P L jaune
ok présent on x2 présent
TAB. 4.14 – Contrainte k15 (fonction allumer la lumière jaune)
(contacteur), I12 (commutateur) et I16 (lampe jaune) sont les ressources d’entrée de
la fonction I15. I17 est décrit par (ok(I17),k17 : L jaune = L˜ jaune).
L’expert change la position du commutateur. Les observations mises à jour à cette étape
sont : D˜=fermé, C˜ = on, L˜ = absent, P˜ = x jaune, L˜blanc = absent, L˜ jaune = absent.
Le modèle FIS du système à cette étape est représenté sur la figure 4.21.
FIG. 4.21 – Modèle FIS du système à interaction 3
Les connexions entre les variables d’un même grandeur physique sont présentées sur la
figure 4.22.
8. Interaction 3 : Génération automatique des symptômes
Les sous-systèmes testables minimaux sont :
SST01 : support = k15[I15],k9[I9],k14[I14],k10[I10],k2[I2],k17[I17]
Formula = ((((k15 − P− k10)− L jaune − k17)−C− k2)−V − (((k9 − P− k10)−C−
k2)−Lblanc− k14))
SST02 : support = k9[I9],k14[I14],k10[I10],k3[I3],k2[I2],k1[I1]
Formula = (((k1−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
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FIG. 4.22 – Modèle de comportement du système à interaction 3
SST03 : support = k15[I15],k10[I10],k3[I3],k2[I2],k1[I1],k17[I17]
Formula = (((k1−L− k3)−C− k2)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST04 : support = k9[I9],k14[I14],k10[I10],k4[I4],k3[I3],k2[I2]
Formula = (((k4−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST05 : support = k15[I15],k10[I10],k4[I4],k3[I3],k2[I2],k17[I17]
Formula = (((k4−L− k3)−C− k2)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST06 : support = k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2]
Formula = ((k5−D− k8)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST07 : support = k4[I4],k3[I3],k2[I2],k1[I1]
Formula = (((k4−L− k3)−C− k2)−V − ((k1−L− k3)−C− k2))
SST08 : support = k15[I15],k8[I8],k5[I5],k10[I10],k2[I2],k17[I17]
Formula = ((k5−D− k8)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST09 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
Formula = ((k5−D− k8)−V − ((k1−L− k3)−C− k2))
SST10 : support = k8[I8],k5[I5],k4[I4],k3[I3],k2[I2]
Formula = ((k5−D− k8)−V − ((k4−L− k3)−C− k2))
Dans cet ensemble, les SST non-féconds sont : SST02 (selon règle 1, page 110), SST03
(selon règle 1), SST04 (selon règle 3), SST05 (selon règle 3), SST07 (selon règle 2).
Après avoir retiré les SSTs non-féconds, le graphe de priorité des SSTs est donné sur la
figure 4.23.
Les symptômes sont : >(T1), >(T6), >(T8), >(T10). SST09 n’est pas considéré car il
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FIG. 4.23 – Graphe de priorité des tests à interaction 3
peut être déductible de >(T6), >(T8) ou de >(T10).
9. Interaction 3 : Calcul de diagnostics
L’automate complète les abstractions partielles en ajoutant des items virtuels : IV3.1 =
I4 \{I11, I12, I13, I16}. Notons que IV3.1 = IV2.1 \{I16}.
Puis il transforme le modèle structuro-fonctionel donné par la figure 4.18 en un ensemble
de propositions logiques 4.4.4.
c f m(I5)↔ c f m(I6)∨ c f m(I7)
c f m(I1)↔ c f m(I4)
c f m(I9)↔ c f m(I11)∨ c f m(I12)∨ c f m(I13)
c f m(I9)↔ c f m(I11)∨ c f m(I12)∨ c f m(I16)
c f m(I4)↔ c f m(I11)∨ c f m(I12)∨ c f m(I13)∨ c f m(I16)∨ c f m(IV3.1)
(4.4.4)
Les modes parents impliqués dans l’explication des symptômes sont remplacés grâce
à l’ensemble de propositions 4.4.4 (les défauts des capteurs sont ignorés dans cet
exemple), nous avons :
Expl(>(T01)) : cfm (R11)∨ cfm (R12)∨ cfm (R13)∨ cfm (R16)
Expl(>(T06)) : cfm (R06)∨ cfm (R07)∨ cfm (R11)∨ cfm (R12)∨ cfm (R13)
Expl(>(T08)) : cfm (R06)∨ cfm (R07)∨ cfm (R11)∨ cfm (R12)∨ cfm (R13) . . .
· · ·∨ cfm (R16)
Expl(>(T10)) : cfm (R06)∨ cfm (R07)∨ cfm (R11)∨ cfm (R12)∨ cfm (R13) . . .
· · ·∨ cfm (R16)∨ cfm (IV3.1)
(4.4.5)
Après le remplacement, la table de signature des tests est donnée par le tableau 4.15.
Les diagnostics sont donnés par :
{c f m(I11}, {c f m(I12}
{cfm (I13) ∧ cfm (I6)}, {cfm (I13) ∧ cfm (I7)}, {cfm (I16) ∧ cfm (I6)}, {cfm (I16) ∧
cfm (I7)}
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ok (R6) ok (R7) ok (R11) ok (R12) ok (R13) ok (R16) ok (IV3.1)
T1 0 0 1 1 1 1 0
T6 1 1 1 1 1 0 0
T8 1 1 1 1 0 1 0
T10 1 1 1 1 1 1 1
TAB. 4.15 – Table de signature donnée à interaction 3
Signature théorique Signature effective Mesure de coïncidence
σT (cfm (I11) = (1 1 1 1) σ∗T = (1 1 1 1) µcT (cfm (I11)) = 0.00
σT (cfm (I12) = (1 1 1 1) µcT (cfm (I12)) = 0.00
σT (cfm (I13)∧ cfm (I6)) = (1 1 1 1) µcT (cfm (I13)∧ cfm (I6)) = 0.00
σT (cfm (I13)∧ cfm (I7)) = (1 1 1 1) µcT (cfm (I13)∧ cfm (I7)) = 0.00
σT (cfm (I16)∧ cfm (I6)) = (1 1 1 1) µcT (cfm (I16)∧ cfm (I6)) = 0.00
σT (cfm (I16)∧ cfm (I7)) = (1 1 1 1) µcT (cfm (I16)∧ cfm (I7)) = 0.00
TAB. 4.16 – Mesures de coïncidence des défauts à l’interaction 3
Les mesures de coïncidence des défauts sont données par le tableau 4.16.
De la même manière, l’expert continue la procédure de diagnostic jusqu’à ce qu’un ou
plusieurs défauts aient été localisés.
4.5 Conclusion
Dans ce chapitre, nous avons présenté un processus de diagnostic avec interactions homme-
automate en phase de modélisation. Nous nous appuyons sur une modélisation structuro-
fonctionnelle doublée d’une modélisation comportementale pour décrire le système au fur
et à mesure à différents niveaux de détail. Dans ce modèle, certains liens fonction/ressource
(les liens 2b et 3b sur la figure 4.3) sont ignorés. Du point de vue du modèle de comporte-
ment, ces liens peuvent être exprimés par les connexions entre les variables impliqués dans les
modèles élémentaires. Au niveau de l’algorithme de calcul, la contribution de cette partie se
focalise sur la tâche de génération automatique des symptômes pour un modèle qui est décrit
à différents niveaux d’abstraction. Comme la propagation des valeurs pose des difficultés liées
à la coexistence de différents niveaux d’abstraction, nous avons divisé la tâche de génération
des symptômes en deux sous-tâches : génération des SST par la méthode structurelle et pro-
pagation de valeurs au sein de chaque SST pour générer des symptômes. Nous avons appliqué
tout d’abord la méthode structurelle pour chercher des sous-systèmes testables en gérant les
relations hiérarchiques entre les items pour qu’elles ne perturbent pas les résultats de diagnos-
tics. Pour ce but, nous avons introduit la notion de SST non-fécond et le graphe de priorité des
SSTs. Après avoir retiré des SSTs non-féconds, la gestion des SSTs par le graphe de priorité
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permet d’éviter au mieux l’altération du classement des diagnostics. Ensuite, la méthode de
propagation de valeur inspirée du problème de satisfaction de contrainte (CSP) est appliqué
ensuite pour chaque SST pour collecter des symptômes (annexe C). Une fois que les symp-
tômes sont générés, les diagnostics sont calculés par l’approche que nous avons présentée dans
le chapitre 3.
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Chapitre 5
Diagnostic itératif basé sur la
connaissance experte implicite durant la
phase d’analyse diagnostique
5.1 Introduction
Dans cette partie, nous nous focalisons sur le problème de diagnostic avec interactions
homme-automate durant la phase de diagnostic pour exploiter l’expertise implicite. Comme
nous l’avons présenté dans l’introduction générale de ce manuscrit, les chapitres 3 et 4 ré-
solvent les difficultés liés à la complexité du modèle tandis que ce chapitre vise à résoudre les
difficultés liées à l’expertise non-formulée. En comparaison avec les deux autres types d’in-
teraction étudiés, ce cas n’induit pas de changements sur la conception du modèle du système.
Le modèle du système est établi avant que le processus de diagnostic ne commence. L’exper-
tise non-formulée est exploitée au fur et à mesure dans la phase de diagnostic pour affiner les
résultats de diagnostic.
Certaines connaissances expertes sont formalisables à travers le modèle et les tests, d’autres
le sont difficilement et restent tacites pour l’expert. L’idée est donc de présenter des données
à l’expert, au fur et à mesure du processus de diagnostic pour lui permettre de juger en s’ap-
puyant sur sa connaissance tacite. La problématique est donc de savoir ce qui doit être présenté
à l’expert pour pouvoir exploiter l’expertise implicite interactivement.
L’interaction homme-automate pour exploiter l’expertise implicite est considéré dans ce
chapitre en posant un cas d’étude étudié dans le cadre du projet Hydrodiag (Nguyen [2005];
Giap et al. [2010a]), mené en coopération avec Christian Depraetere, chercheur à l’Institut de
Recherche pour le Développement. L’objectif était de diagnostiquer des défauts sur un réseau
de pluviomètres. La description de ce cas d’étude ainsi que les outils utilisés pour résoudre
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le problème seront détaillés plus tard. Résumons ici les étapes principales qui nous amènent
au problème considéré. La première étape consiste à concevoir des tests de détection. Un
ensemble de tests est généré : ils reposent sur des corrélations entre les quantités d’eau reçues
par des capteurs hydrologiques. Les défauts multiples de capteurs sont courants dans ce type
de problème. Pour faire face à cette difficulté, l’algorithme de l’arbre HS (Reiter [1987]) a
été utilisé. Le nombre de diagnostics donnés par l’algorithme est considérable au point d’en
devenir difficilement exploitable par un opérateur. Par exemple, dans le problème Hydrodiag,
16 différents diagnostics peuvent être trouvés avec 5 ou 6 défauts simultanés pour chaque
diagnostic. Comme il n’est pas raisonnable de présenter l’ensemble des diagnostics calculés
à un expert, imaginer des interactions homme-automate paraît judicieux pour localiser les
défauts sans noyer l’expert dans une foultitude d’hypothèses qu’il ne sait plus analyser. Ceci
pose le problème à résoudre de ce chapitre.
Ce chapitre propose des contributions dans le contexte d’interaction homme-machine dans
l’analyse diagnostique en complétant les travaux présentés dans (Nguyen [2005]). Dans le
cadre du projet Hydrodiag, (Nguyen [2005]) se focalise sur la conception des tests de détec-
tion, la génération de résidus et la conception d’un seuil de détection en logique nette. Les
travaux de Nguyen, qui font la base de notre problème étudié, sont rappelés en détail dans la
partie de cas d’étude, dans la section 5.2.1. Pour compléter les travaux de (Nguyen [2005]),
nous présentons dans la section 5.2.1 la conception d’une matrice de diagnostic interactive qui
permet d’exploiter la connaissance implicite de l’hydrologue dans la phase d’analyse diag-
nostique. Pour une contribution, les résultats du raisonnement diagnostique flou présenté dans
(Touaf et Ploix [2004b]) sont intégrés dans le cadre du projet Hydrodiag afin de minimiser les
non-détections d’un côté et d’exploiter la connaissance implicite de l’hydrologue d’autre côté.
Ceci sera détaillé plus tard dans la section 5.3.
5.2 Interactions home-automate pour guider l’opérateur
parmi un ensemble de possibilités
Dans cette partie, nous allons nous focaliser sur la recherche d’une méthode pour gui-
der l’opérateur à partir d’un ensemble de possibilités. L’idée principale est qu’à partir d’un
ensemble de diagnostics possibles donnés par l’automate, des diagnostics qui sont moins pro-
bables seront retirés au fur et à mesure grâce aux nouvelles observations collectées ou de
la connaissance de l’expert. L’interaction homme-automate se manifeste donc dans la phase
de diagnostic. Dans la communauté de DX, certains travaux sont proposés en se basant sur
ce principe (De Kleer et Williams [1987]; Davis et Hamscher [1988]; De Kleer et Williams
[1992]; Struss [1992]; Ploix et al. [2003]; H. Ressencourt [June 26-28, 2006]). Pourtant, l’in-
teraction homme-automate est présentée de différentes façons. Ceci dépend de la nature du mo-
dèle du système étudié. Typiquement, nous détaillons ici les travaux présentés dans (Kleer et
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Williams [1987]; De Kleer et Williams [1992]) qui concernent l’aspect d’interaction homme-
automate dans l’analyse diagnostique avant de proposer une solution pour notre cas d’étude.
Dans (Kleer et Williams [1987]; De Kleer et Williams [1992]), les deux étapes de détec-
tion (collection des symptômes) et de diagnostic ne sont pas clairement distinguées dans les
travaux de De Kleer. L’idée principale est toujours de calculer des candidats (aussi appelé
diagnostic dans notre travail) à partir d’un ensemble de conflits (aussi appelé symptôme dans
notre travail). L’interaction se manifeste au niveau des mesures pour enlever au fur et à mesure
les candidats qui sont moins probables. L’objectif final du travail de De Kleer est de localiser
le défaut avec un nombre de mesures minimal. Un processus d’interaction homme-automate,
consciemment ou non, a été présenté dans la phase de diagnostic dans le travail de De Kleer
(bien que l’aspect d’interaction n’est pas clairement préciser par l’auteur). L’interaction entre
l’expert et l’automate a lieu au niveau des mesures de la façon suivante : l’automate propose
des prochaines mesures au testeur en s’appuyant sur la probabilité des défauts et la théorie de
l’Entropie ; le testeur fait des mesures et fournit les valeurs collectés à l’automate. Ceci donne
un outil quasiment automatique et ne permet pas d’exploiter l’expertise implicite.
En comparaison avec les travaux de De Kleer, nous présentons dans cette partie le cas où
l’interaction homme-automate permet d’exploiter l’expertise implicite au fur et à mesure dans
la phase de diagnostic pour localiser les défauts à partir d’un ensemble de possibilités. Le
principe du processus de diagnostic est illustré sur la figure 5.1.
FIG. 5.1 – Processus de diagnostic interactif
La première étape est la modélisation du système qui aboutit à un ensemble de tests de
détection. Les symptômes sont collectés automatiquement grâce aux tests de détection et aux
observations. Soit T un ensemble de tests valides. Pour simplifier les notations, on utilisera
une fonction vérité µ(P) à valeur dans {0,1}, où P est une proposition logique, définie par :
⊥(P)↔ µ(P) = 1 et>(P)↔ µ(P) = 0. Notons que, dans l’approche FDI (section 1.2.3, page
8), l’hypothèse d’exonération revient à considérer que si un test est consistant alors il n’y a
aucun défaut dans le sous-système testé, les composants impliqués dans ce sous-système sont
exonérés. Généralement, un test consiste à tester un ensemble de modes de comportement
des éléments impliqués dans un sous-système testable. Nous allons considérer chaque test
testi = (Ki,K ′i ) ∈ T de deux façons différentes :
Sans hypothèse d’exonération, si un test est consistant, il n’est pas sûr que les modes testés
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soient effectifs. Ceci est exprimé par :
µ
(∧
modei ∈Modes(testi)
)
≤ µ(testi) (5.2.1)
Avec hypothèse d’exonération, si un test est consistant alors les modes impliqués dans ce test
(les modes testés)sont effectifs. Ceci est exprimé par :
µ
(∧
modei ∈Modes(testi)
)
= µ(testi) (5.2.2)
Dans la communauté bridge DX-FID, l’hypothèse d’exonération n’est pas prise en compte.
Les diagnostics est donc calculés à partir des propositions logiques
∧
modei ∈Modes(testi) où
µ(testi) = 0. Une fois qu’un ensemble de diagnostics possibles est obtenu, la question posée
est comment retirer au fur et à mesure les diagnostics qui sont les moins probables et localiser
les défauts le plus rapidement possible. Nous parlons donc de l’interaction homme-automate
dans la phase de diagnostic qui est présenté par (1) sur la figure 5.1. Pour la localisation de
défauts sur un réseau de pluviomètres que nous avons évoquées dans la section 5.1, l’opérateur
ne fait pas des mesures mais qu’il estime directement les défauts de capteurs en observant le
hyétogramme de pluie des capteurs. Une rétro-analyse (2) est aussi considérée pour corriger
les erreurs de seuil au niveau des tests automatiques. Durant l’interaction (1), le rôle de l’au-
tomate est de guider l’opérateur pour localiser les défauts le plus rapidement possible. Pour ce
but, la mesure de coïncidence et la probabilité des défauts sont exploitées. Elles peuvent être
consultées en détail dans l’annexe A de ce manuscrit.
En se basant sur ce principe, nous avons proposé dans le cadre du projet Hydrodiag la
conception d’une matrice de diagnostic interactive pour exploiter l’expertise implicite et pour
guider l’expert durant le processus de diagnostic.
5.2.1 Conception d’une matrice de diagnostic interactive
Pour résoudre le problème, nous nous sommes orientés vers une solution d’accompagne-
ment de l’expert pour l’établissement d’un diagnostic. L’idée est que seule une partie de la
connaissance de l’expert peut être formalisée sous la forme de tests automatiques. Il y a d’une
part le système d’aide au diagnostic avec des modèles mathématiques précis, avec des outils
de raisonnement exacts capables d’appréhender la complexité sans difficulté, et de l’autre, un
expert avec une connaissance tacite complémentaire qui lui permet souvent de déterminer si
un capteur est défaillant ou pas en regardant son hyétogramme et ceux de ses voisins alors que
le système d’aide ne peut pas le détecter.
La procédure consiste à exploiter les résultats des tests automatiques et les modes de dé-
faut préalablement sélectionnés par un expert, pour lui présenter des informations judicieuses
qui lui permettront, en se basant sur une connaissance implicite, de sélectionner de nouveaux
modes de défaut. Néanmoins, pour que cela fonctionne, il faut offrir une certaine liberté de
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choix à l’expert car il est difficile de prédire où il aura le plus de facilité à conclure. Dans
ce but, un outil d’aide au diagnostic est conçu pour guider l’expert durant le processus de
diagnostic.
Avant de présenter l’outil d’aide au diagnostic, nous présentons en détail les travaux exis-
tant dans Nguyen [2005], c’est un cas d’étude intéressant pour le contexte interaction homme-
automate.
Cas d’étude
Nous allons détailler maintenant comment se formule le problème de détection de défaut
sur un réseau de pluviomètres. Le problème posé consiste à mettre au point un outil d’aide au
diagnostic pour déterminer les défauts d’un réseau de capteurs répartis sur le bassin versant
de l’Ouémé de 47536km2 au Bénin. 46 pluviomètres à godets, qui basculent à chaque fois
que 5mm d’eau ont été reçus, sont disponibles. Leurs coordonnées latitude et longitude sont
connues. Les capteurs sont répartis sur le bassin de l’Ouémé conformément à la figure 5.2.
FIG. 5.2 – Observatoire OHHVO du bassin de l’Ouémé au bénin et réseau de capteurs
La première étape d’une procédure de diagnostic automatisée est généralement la concep-
tion de tests de détection. Pour tester les pluviomètres, un simple outil exploitant la redondance
matérielle (comparaison de données de capteurs mesurant une grandeur proche) est utilisé en
recherchant des pluviomètres corrélés deux à deux. A l’aide du retour d’expérience des hydro-
logues, les corrélations calculées au niveau de chaque mois des couples de capteurs séparés
spatialement par une distance moins de 10km sont testés 1 : cela caractérise la validité du
1Les hydrologues considèrent que, pour les événements pluvieux considérés, deux capteurs distants de plus
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modèle de corrélation. Du fait de la faible densité du réseau de capteurs, seuls 25 des 46 plu-
viomètres peuvent être testés. La figure 5.3 montre les tests qui peuvent être effectués.
FIG. 5.3 – Position des capteurs et tests réalisés sur le bassin de l’Ouémé
Pour établir des seuils de décision au niveau des corrélations, nous disposons de tableaux
identifiant l’état de chacun des capteurs pour chaque période de deux semaines (voir figure
5.4).
La figure 5.5 montre comment choisir un seuil sachant que la validité indique qu’il ne faut
considérer que les capteurs distants de moins de 10km. Il faut d’une part minimiser le nombre
de non détection tout en interdisant strictement les fausses alarmes qui sont critiques pour
une analyse diagnostique logique car les diagnostics obtenus seraient erronés alors qu’une
non-détection n’engendrerait que des diagnostics moins détaillés (certains modes de défaut
pourraient ne pas apparaître). Plus concrètement, sur la figure 5.5, il faut qu’il existe un mini-
mum de ’x’ rouges, qui indiquent des résidus de tests de corrélation jugés inconsistants par un
expert, en dessous du seuil et qu’il n’existe aucun ’+’ vert, qui indiquent des résidus de tests de
corrélation jugés consistants par un expert, au dessus du seuil. Au passage, on constate que de
nombreux états défaillants s’apparentent à des états normaux : tous les modes de défaut ne se
manifestent pas en permanence. L’analyse de la figure 5.5 permet d’obtenir une fonction seuil
linéaire en fonction de la distance telle que tous les points qui représentent des tests normaux
sont au dessous de celle-ci. Cette fonction seuil est représentée par une droite sur la figure 5.5
Nous avons alors appliqué un algorithme d’analyse diagnostique en pensant être en passe
de résoudre le problème. Or, pour les huit périodes mensuelles étudiées (de mars à octobre car
en dehors de cette période, il ne pleut pas sur ce bassin), nous avons obtenu de 13 à 32 diagnos-
tics possibles pour chacun des 8 mois de l’année 2002, sachant qu’un diagnostic comporte au
minimum 4 capteurs simultanément défaillants. Par exemple, pour le mois d’août 2002, nous
avons obtenu 16 diagnostics :
de 10km reçoivent des quantités de pluies indépendantes les unes des autres
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FIG. 5.4 – Une partie de l’expertise sur le fonctionnement des pluviomètres
diagnosis #0 (Formal:100.0%, Contextual:88.63636363636364%, A priori:0.010000000000000004%)
Component d643 (gangamou) is faulty
and component d626 (dapefougou) is faulty
and component d614 (adiangdia) is faulty
and component d647 (parakou_2) is faulty
______________________________
diagnosis #1 (Formal:100.0%, Contextual:88.63636363636364%, A priori:0.010000000000000004%)
Component d643 (gangamou) is faulty
and component d626 (dapefougou) is faulty
and component d632 (adiangdia_oues) is faulty
and component d647 (parakou_2) is faulty
______________________________
...
______________________________
diagnosis #15 (Formal:100.0%, Contextual:72.72727272727273%, A priori:1.0000000000000003E-4%)
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FIG. 5.5 – Seuils de détection
Component d639 (kolokonde) is faulty
and component d611 (donga) is faulty
and component d644 (gountia) is faulty
and component d645 (koko-sika) is faulty
and component d632 (adiangdia_oues) is faulty
and component d636 (parakou) is faulty
Ces résultats induisent de nombreuses questions : comment un expert est-il capable d’ex-
ploiter de tels résultats ? Dans quelle direction partir ? Peut-on réellement parler d’aide au
diagnostic ici ? Plutôt que d’essayer de déterminer lequel de ces diagnostics est correct, n’est-
il pas plus simple pour un expert d’analyser directement les 25 hyétogrammes comme il le
faisait jusque là ?
Pour proposer un outil d’aide au diagnostic utile à ce type de contextes, il va falloir s’ap-
puyer sur un nouveau paradigme que nous avons déjà étudié à travers d’autres types de pro-
blèmes : l’aide au diagnostic interactive.
5.2.2 Matrice de diagnostic interactive
Pour éviter la présentation d’un ensemble de diagnostics donné par l’algorithme basé sur
HS-Tree, nous nous sommes orientés vers une solution d’accompagnement de l’expert pour
l’établissement d’un diagnostic. Nous avons conçu une matrice de diagnostic interactive, pré-
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sentée par la figure 5.6.
La matrice de diagnostic interactive s’appuie sur les résultats des tests µ(testi) avec
testi ∈ T et T est un ensemble de tests valides. Commençons par examiner la zone (A) de
la figure 5.6. En (B), on trouve la liste des items constituant le diagnostic en construction D j
établi à l’itération i par l’expert sachant que le bouton (H) permet à tout moment de retirer le
dernier item ajouté au diagnostic en construction pour se réorienter vers une nouvelle direction
explicative.
La zone (C) présente des indicateurs caractérisant la pertinence du diagnostic en construc-
tion. S’il existe au moins un test testi totalement insatisfait (µ(testi) = 0), alors un diagnostic
peut être calculé à partir des tests {testi ∈ T; µ(testi) = 0} et le degré de vérité pour les diag-
nostics obtenus, noté FORMAL ou F dans la matrice de diagnostic interactive, vaut 1 (voir
Eq. (.0.11)), sinon il vaut 0. Ainsi, l’indicateur FORMAL est fixé à 100% si le diagnostic en
construction contient des modes de défauts expliquant tous les tests totalement insatisfaits.
Dans le cas contraire, l’indicateur FORMAL vaudra 0% : les anomalies sûres constatées ne
sont pas encore expliquées d’un point de vue formel. Les cases explication dans la colonne
(E) signifient, si elles sont cochées, que l’item de la ligne correspondante explique des tests
totalement insatisfaits non encore expliqués.
L’indicateur CONTEXTUAL, noté aussi C, représente la mesure de coïncidence présentée
dans l’annexe A. Soit T = (ti) une liste ordonnée des tests, et D = di un ensemble de diagnos-
tics. La mesure de coïncidence est donnée par :
∀di ∈ D,µcT (di) =
|σT (di),σ∗T |Hamming
card(T )
(5.2.3)
Pour se ramener sur une échelle où 100% est préférable, l’indicateur CONTEXTUAL est
défini par : contextualT(D j) = 1−µcT (di).
L’indicateur A PRIORI, noté aussi A, s’évalue à partir des probabilités d’occurrence a priori
des modes de défauts (voir l’annexe A) : chaque probabilité p(cfm (itemi)) est définie pour tout
item itemi. Pour un diagnostic D j, l’indicateur A PRIORI vaut : Πcfm (itemi)∈D j p(cfm (itemi)).
La fonction log est utilisée dans la zone (F) pour faciliter la lecture.
La colonne (D) de la matrice contient les modes de défaut qui, s’ils étaient sélectionnés
par l’expert, permettraient d’expliquer certains des tests insatisfaits non encore expliqué par le
diagnostic en construction. Soient Tinsatisfaitexpliqués (D j)∈Tinsatisfait, l’ensemble des tests de Tinsatisfait
qui vérifient : {testi ∈ Tinsatisfait;Expl(testi)∩D j 6= /0}, et son complémentaire Tinsatisfaitinexpliqués(D j)
dans Tinsatisfait. D j doit être complété afin de vider Tinsatisfaitinexpliqués(D j). Les items candidats affichés
dans la colonne (D) sont donc donnés par
⋃
testi∈Tinsatisfaitinexpliqués(D j)
Expl(testi).
Les zones (F) et (G) correspondent aux indicateurs de pertinence (C) et aux suggestions (D)
qui seraient obtenues en ajoutant l’item de la ligne concernée au diagnostic en construction.
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Le bouton Exonération permet de retirer définitivement certains items des suggestions (co-
lonne (D)) pour la construction d’un diagnostic.
Enfin, pour aider les experts, les hauts des colonnes (E) et (F) peuvent être cliqués pour
modifier le classement des items suggérés.
FIG. 5.6 – Matrice de diagnostic interactive
5.2.3 La rétro-analyse
Au cours du processus de diagnostic, le système de diagnostic développé peut conduire
à des résultats erronés. Nous appellerons rétro-analyse l’opération qui consiste à analyser les
performances des tests de détection lorsque l’état réel du système diagnostiqué est fourni par
l’expert. Il s’agit notamment d’identifier les tests ayant induits des diagnostics erronés. En
effet, quand une fausse-alarme est détectée, une intervention de l’expert paraît judicieuse pour
ajuster certains tests, en recalibrant des seuils de détection par exemple. Supposons que les
résultats des tests valides soient connus et que le diagnostic effectif, noté D∗, constaté par un
opérateur soit lui aussi connu. Nous proposons l’algorithme qui suit pour résoudre le problème.
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D∗ : un ensemble de modes correspondant à l’état réel du système
tests : un ensemble de tests effectués sur le système
Pour test ∈ tests faire
Si (test est valide et non satisfait) Alors
Si (Expl(test)∩D∗ = /0) Alors
[fausse alarme critique : test est à revoir]
Fin Si
Fin Si
Si (test est valide et satisfait) Alors
Si (Expl(test)∩D∗ 6= /0) Alors
[non détection : test n’a pas réagi au défaut courant]
Fin Si
Fin Si
Fin Pour
Il faut noter qu’une fausse-alarme est critique car il n’est pas acceptable qu’un test révèle
une anomalie alors qu’il n’y en a pas : le test doit être recalibré, en remontant par exemple les
seuils de détection ou les rayons des intervalles modélisant les incertitudes, voir être reconçu
si nécessaire.
Revenons sur le système de cuve. Imaginons qu’un opérateur constate que ensemble2 est
défaillant, c’est-à-dire D∗ = {cfm (ensemble2)}. Aucun des diagnostics calculés ne corres-
pond. Une rétro-analyse est donc justifiée.
Pour mémoire, les 3 tests sont valides est seul test3 n’est pas satisfait. Les modes associés
aux tests sont donnés par la table de signature 10. En l’occurrence, on a :
Expl(test1) = {cfm (bac1),cfm (vanne1),cfm (ensemble2)}
Expl(test2) = {cfm (bac1),cfm (capteur1),cfm (ensemble2)}
Expl(test3) = {cfm (bac1),cfm (capteur1),cfm (vanne1)}
En appliquant l’algorithme précédent, on obtient le résultat suivant :
– fausse alarme critique : test3 est à revoir
– test1 n’a pas détecté le défaut
– test2 n’a pas détecté le défaut
Le fait que test1 et test2 n’aient pas détecté le défaut n’est pas forcément un problème :
il se peut que les observations effectuées ne permettent pas de mettre en évidence l’anomalie.
En revanche, la fausse alarme au niveau de test3 doit être prise très au sérieux car rien ne peut
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expliquer que, si l’état réel du système est effectivement cfm (ensemble2), test3 révèle une
anomalie. Il faudrait revoir test3 pour éviter que la situation ne se reproduise.
5.2.4 Application
Examinons l’utilisation de cette matrice interactive sur un scénario correspondant à la re-
cherche des pluviomètres défaillants durant le mois d’août 2002. L’expert découvre la figure
5.7. Comme l’indicateur CONTEXTUAL est plus important pour d643 (d643 explique beau-
coup de symptômes), l’expert choisit naturellement ce diagnostic. La position du capteur s’al-
lume alors en bleu sur la carte du logiciel hydrodiag et une fenêtre avec les hyétogrammes des
capteurs situés dans un rayon de 10km apparaît (voir figure 5.8). Visiblement, le capteur d643
est défaillant. L’expert poursuit cette direction explicative.
FIG. 5.7 – Analyse diagnostique pour le mois d’août 2002 - Étape 1
Quatre capteurs apparaissent alors en tête avec des scores comparables. L’expert choisit,
au hasard ou selon son intuition, le premier (voir figure 5.9) : le d614. En regardant le hyé-
togramme du capteur et de son unique voisin, il en déduit que c’est le capteur d632 qui est
défaillant et non d614. Il revient en arrière en cliquant sur le bouton Back (H) et se réoriente
vers d632. Il obtient alors la matrice de la figure 5.10.
L’expert choisit alors d636. Le résultat obtenu confirme que cette direction est bonne (voir
figure 5.11).
Il apparaît alors que le capteur d626 peut expliquer à lui seul les tests totalement insatis-
faits restants. L’expert le sélectionne et vérifie la direction explicative sur le hyétogramme (voir
figure 5.12). La direction s’avère être bonne et tous les tests totalement insatisfaits sont expli-
qués. Les pluviomètres défaillants sont donc : d643 (gangamou), d632 (adiangdia-oues), d636
(parakou), d626 (dapefougou). En se souvenant de la liste des 16 diagnostics possibles avec 4
défauts simultanés au minimum, on comprend aisément l’intérêt d’une approche interactive.
Le diagnostic trouvé correspond au quatrième de la liste des diagnostics possibles calculés.
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FIG. 5.8 – Analyse diagnostique pour le mois d’août 2002 - Étape 2
Grâce à cette approche, même des non-experts hydrologues peuvent trouver, la plupart du
temps, les pluviomètres défaillants à tel point que nous avons trouvé des capteurs défaillants
qui ne nous avaient pas été signalés par l’expert hydrologue et qui, après réexamen, les indique
comme tels.
5.3 Prise en compte du doute : le raisonnement diagnostique
flou
Vu l’impact d’une fausse alarme, il peut être difficile de régler les seuils de détection d’un
test. En effet, pour éviter qu’elle ne se produise, le réglage peut devenir très pessimiste et
engendrer ainsi beaucoup de non détection.
Par ailleurs, les hydrologues considèrent ici qu’un test n’est valide que si les deux pluvio-
mètres impliqués sont distants de moins de 10km. La décision valide/invalide doit-elle aussi
nette ici ? A 9,9km, le test est valide et à 10,1km, il ne l’est plus.
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FIG. 5.9 – Analyse diagnostique pour le mois d’août 2002 - Étape 3
En plus des travaux présentés dans Nguyen [2005], nous proposons ici une contribution en
exploitant la logique floue dans le cadre du projet Hydrodiag. Nous proposons tout d’abord
dans la section 5.3.3 la conception d’un seuil de détection floue. En intégrant la logique floue
dans dans la phase de détection, nous souhaitons éviter les fausses alarmes et minimiser au
maximun possible les non-détections. L’expertise implicite est alors exploitée dans le proces-
sus de diagnostic pour localiser des défauts. Cette partie sera détaillée dans la section 5.3.3.
5.3.1 Raisonnement diagnostique flou
Dans le domaine d’analyse diagnostique, la logique floue est exploitée afin de faire face
à des facteurs incertains. Certains travaux existant dans la littérature ont exploité la logique
floue pour résoudre des problèmes de différentes natures, par exemple, le diagnostic médical,
le diagnostic pour les processus chimiques, le diagnostic pour les systèmes industriels . . .). Le
problème a été résolu en associant au problème de diagnostic étudié dans le projet Hydrodiag,
l’approche de diagnostic bridge FDI-DX que nous avons utilisée pour résoudre le problème
avec les résultats du raisonnement diagnostique floue présenté dans (Touaf et Ploix [2004a,b];
Touaf [2005]) (voir l’annexe D). Dans ces travaux, les auteurs cherchent à transposer la lo-
gique nette de l’analyse diagnostique formelle à une logique floue de Zadeh [1965, 1975].
L’approche proposée permet d’éviter d’utiliser des mesures de nécessité Cayrac et al. [1996]
et préserve les résultats de la logique nette lorsque les degrés d’appartenance deviennent cer-
tains 0 ou 1. Nous nous sommes appuyés sur l’interprétation de la logique floue proposée par
Yager [1986]. La fonction de vérité µ(.) qui était à valeur dans {0,1} en logique nette prend
désormais valeur dans [0,1] : il s’agit d’un degré d’appartenance à vrai au sens de la logique
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FIG. 5.10 – Analyse diagnostic pour le mois d’août 2002 - Étape 4
floue.
Dans la suite, nous allons rappeler les résultats de Touaf et Ploix [2004b] de façon à ce que
nous puissions montrer comment les appliquer dans le cas du projet Hydrodiag. Le raisonne-
ment détaillé de l’analyse diagnostique dans le contexte floue peut être consulté dans l’annexe
C.
Fuzzification des symptômes
Soient K (V ) et K ′(V ) respectiement le contrainte de comportement et le contrainte de
validité modélisant le mode ok(itemi). En phase de test, il existe deux degrés d’appartenance
flou : µK = µ(K (V ) = 0) et µK ′ = µ(K ′(V ) = 0). µK et µK ′ prennent des valeurs de 1
(satisfait) à 0 (non satisfait). Pour chaque test, une fonction de fuzzification permet d’évaluer
le degré de vérité des symptômes en fonction des degrés de satisfaction des contraintes de
comportement et de validité :
µ(test) = µ
(∧
i
ok(itemi)
)
= Γ(µK ,µK ′) =
1+(2µK −1)µK ′
2
(5.3.1)
En cas d’anomalie, au lieu d’évaluer µ (
∧
i ok(itemi)), on va plutôt chercher à évaluer
µ (
∨
i cfm (itemi)) = 1−µ (
∧
i ok(itemi)) = 1−Γ(µK ,µK ′)
Raisonnement diagnostique flou
L’analyse diagnostique peut être réalisé à partir du degré de vérité µtest = µ (
∧
i ok(itemi))
de chaque test. Soit T, l’ensemble des tests que l’on partitionne en T= Tsatis f ait ∪Tinsatis f ait ∪
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FIG. 5.11 – Analyse diagnostic pour le mois d’août 2002 - Étape 5
Tdouteux avec Tsatis f ait = {test; µ(test) = 1}, Tinsatis f ait = {test; µ(test) = 0} et Tdouteux =
{test; µ(test) ∈]0,1[}, les trois cas suivants sont distingués :
– T ≡ Tsatis f ait : cette situation est similaire à celle de la logique nette : il n’y a aucune
raison de calculer des diagnostics car aucune anomalie n’a été révélée.
– Tinsatis f ait 6= /0 : les diagnostics doivent être calculés uniquement à partir des tests véri-
fiant µ(test) = 0 et leur degré de vérité est de 1.
– Tinsatis f ait = /0 et Tdouteux 6= /0 : les diagnostics correspondent à des modes cfm simples :
Ddouteux =
⋃
test∈Tdouteux
⋃
modei∈Expl(test)modei. Soient cfm (itemi) ∈ Ddouteux et Tdouteux
un ensemble de tests douteux qui le contiennent. En utilisant max comme opérateur de
fuzzification pour ∨, son degré de vérité sera donc :
µ(cfm (itemi)) = maxtest∈Tdouteux
(
1−Γ(µKtest ,µK ′test )
)
(5.3.2)
Pour classer les diagnostics, la distance Hamming est exploité dans le contexte floue. Une
distance entre la signature effective définie par ∀testi ∈ T,(σ∗T)i = 1−Γ(µKtesti ,µK ′testi )
2, et la
signature théorique d’un diagnostic. Soit un diagnostic D j. La signature théorique de σT(D j)
est donnée par :
∀testi ∈ T,
{
(σT(D j))i = 0, si Modes(D j)∩Expl(testi) = /0
(σT(D j))i = 1, si Modes(D j)∩Expl(testi) 6= /0
(5.3.3)
2s’il y a plusieurs jeux d’observations, σ∗T correspond au maximum de 1−Γ(µKtesti ,µK ′testi ) sur tous les jeux
146
Chapitre 5. Diagnostic itératif basé sur la connaissance experte implicite durant la phase
d’analyse diagnostique
FIG. 5.12 – Analyse diagnostique pour le mois d’août 2002 - Étape 6
La distance entre les deux signatures s’écrit alors :
∀di ∈ D,µcT (di) =
|σT (di),σ∗T |1
card(T )
(5.3.4)
où :
– (σ∗T)i = µ(testi)
– σT(D j)) est évalué comme indiqué précédemment
– une norme 1 3 a été choisie pour resté cohérent avec la distance de Hamming de la
logique nette (voir annexe A).
5.3.2 Application du raisonnement flou dans le problème Hydrodiag
Revenons sur le problème HYDRODIAG et examinons ce qu’apporte la logique floue.
Une première approche consiste à comparer les degrés de vérité ou de satisfaction des tests
en fonction des résidus constatés et des distances séparant les deux pluviomètres de chacun
des tests. La figure 5.13 illustre les résultats obtenus. Pour obtenir ces graphiques, nous avons
procédé par optimisation sous contrainte.
Rappelons que pour la logique nette, la contrainte et l’objectif du choix du seuil de détec-
tion sont :
– contrainte : pas de fausse-alarme, c’est-à-dire que tous les tests constatés consistants par
l’expert, doivent avoir un résidu en dessous du seuil. Ce seuil avait été choisi comme
une fonction linéaire de la distance. Tous les tests dont la distance des pluviomètres est
supérieure à dmax = 10km ne sont pas pris en compte.
3somme des valeurs absolues
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FIG. 5.13 – Degré de satisfaction d’un test en contexte net et flou
– objectif : recherche de la fonction de seuil qui minimise le nombre de non-détections,
c’est-à-dire le nombre de tests constatés inconsistants par l’expert qui sont au-dessus de
ce seuil linéaire. La forme d’un seuil linéaire est présentée sur la figure 5.5, page 138.
Pour la logique floue, nous allons déterminer tout d’abord les degrés de satisfaction des
contraintes de comportement µK et celui des contraintes de validité µK ′ et puis nous calcu-
lons µtest . A une distance d donnée entre deux capteurs, le degrée de satisfaction d’un test de
corrélation µK dépend de deux valeurs de résidus rmin et rmax (figure 5.14). En dessous de
rmin, µK = 1 et au dessus de rmax, µK = 0. Pour la transition entre rmin et rmax, µK a la forme
linéaire :
µK =
r− rmax
rmin− rmax (5.3.5)
FIG. 5.14 – Degré de satisfaction de µK
Le degrée de satisfaction de la contrainte de validité µK ′ dépend de la distance du couple
de pluviomètres à tester dmin et dmax (figure 5.15). dmax reste fixé à 10km pour rester conforme
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aux dires de l’expert. En dessus de dmax, µK ′ = 0. En dessous de dmin, µK ′ = 1. Pour la
transition entre dmin et dmax, µK ′ a la forme linéaire :
µK′ =
d−dmax
dmin−dmax (5.3.6)
FIG. 5.15 – Degré de satisfaction de µK′
Quand la logique floue est utilisée, il n’y a plus de paramètres à régler : rmin, rmax et dmin
(dmax reste fixé à 10km). Les contraintes à respecter et l’objectif d’optimisation sont :
– contraintes : pas de fausse-alarme. C’est-à-dire que le test est vérifié ok où µ(test) > 0
ou
(1−2µ(K (test)))µ(K ′(test))< 1 (5.3.7)
– objectif : minimisation des non-détections. Cela se traduit par le critère à minimiser
suivant :
min
rmin,rmax,dmin
∑µ(test)
test∈Tinconsistants
(5.3.8)
où Tinconsistants représente l’ensemble des tests constatés inconsistants par le retour d’ex-
périence de l’expert.
Le degré de satisfaction d’un test µtest est calculé par l’équation .0.9 (page 193) à partir de
µK et µK ′ . Les valeurs de µtest sont présentées sur la figure 5.16. En remplaçant µK et µK ′
dans µtest , le calcul de µtest qui correspond aux différentes zones de (r,d) est résumé dans le
tableau 5.1. Les courbes r(d µtest) sont donc trouvées, elles sont présentées sur la figure 5.16.
On constate une plus grande richesse en logique floue. Il est en effet possible de retrouver
la logique nette si rmin se confond avec rmax et si dmin se confond avec dmax (figure 5.13).
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FIG. 5.16 – Degré de satisfaction d’un test en contexte flou
Interactions homme-automate dans un contexte flou
Suite de l’étape de détection (conception d’un seuil de détection flou), nous passons à
l’étape de localisation des défauts pour le problème de hydrodiag. En nous appuyant sur les
principes du raisonnement diagnostique flou ayant été posés dans la section 5.3.1, nous voyons
maintenant comment intégrer ces principes dans une approche itérative et interactive du diag-
nostic. Revenons donc à la matrice de diagnostic interactive de la figure 5.6 et examinons les
changements induits.
Au sein de la zone (A), la zone (C) présente des indicateurs caractérisant la pertinence
du diagnostic en construction. Nous avons vu dans le paragraphe 6 que s’il existe au moins
un test testi totalement insatisfait (µ(testi) = 0), alors le diagnostic est calculé comme on
le ferait en logique nette uniquement à partir des tests {testi ∈ T; µ(testi) = 0} et le degré
de vérité pour les diagnostics obtenus, noté FORMAL ou F dans la matrice de diagnostic
interactive, vaut 1 (voir Eq. .0.11). S’il n’existe aucun test totalement insatisfait, les diag-
nostics seront donnés par chacun des modes apparaissant dans les explications des tests dou-
teux (Tdouteux = {testi ; µ(ti) ∈]0,1[). Dans ce cas, l’indicateur FORMAL de chaque diagnostic
cfm (item) vaut µ(cfm (item)) = maxtesti∈Tdouteux(1− µ(testi)) (voir Eq. .0.12). Pour un diag-
nostic Di en construction, deux cas se présentent :
– Il existe des tests totalement satisfaits. L’indicateur FORMAL est fixé à 100% si le diag-
nostic en construction contient des modes de défauts expliquant tous les tests totalement
insatisfaits. Dans le cas contraire, l’indicateur FORMAL vaudra 0% : les anomalies sûres
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Zones (r,d) µtest
I r > rmax, d < dmin µtest = 0
II rmin < r < rmax, d < dmin µtest = rmax−rrmax−rmin
III r < rmin, d < dmin µtest = 1
IV r > rmax, dmin < d < dmax µtest = d−dmin2(dmax−dmin)
V rmin < r < rmax, dmin < d < dmax µtest =
1+(2 rmax−rrmax−rmin−1)
dmax−d
dmax−dmin
2
VI r < rmin, dmin < d < dmax µtest =
1+ dmax−ddmax−dmin
2
VII d > dmax µtest = 0.5
TAB. 5.1 – Calcul de µtest dans les zones (r,d)
constatées ne sont pas encore expliquées d’un point de vue formel. Les cases explication
dans la colonne (E) signifient, si elles sont cochées, que l’item de la ligne correspondante
explique des tests totalement insatisfaits non encore expliqués.
– Il n’existe que des tests douteux. Dans ce cas, chaque mode de défaut présent dans
un test douteux constitue à lui seul un diagnostic. Il existe donc un ou logique entre
les modes de défauts du diagnostic en construction. Nous traduisons cela en logique
floue par un opérateur de fuzzification qui ne sature pas : maxcfm (item)µ(cfm (item)),
où µ(cfm (item)) est calculé comme rappelé précédemment. Les cases (E) n’ont pas de
sens particulier dans ce cas : elles sont décochées.
L’indicateur CONTEXTUAL, noté aussi C, s’évalue quelque soit les résultats des tests et
le diagnostic en construction. Nous avons montré que la distance dans T entre la signature
effective et la signature associée à un diagnostic D j donnée par l’équation 5.3.4. L’indicateur
CONTEXTUAL est défini par : contextualT(D j) = 1−distanceT(D j).
L’indicateur A PRIORI, noté aussi A, n’est pas affecté par le passage en logique floue.
Deux cas doivent être distingués pour la construction des suggestions des items apparais-
sant dans la colonne (D) de la matrice :
– Il existe des tests totalement satisfaits. L’ensemble des tests Tinsatisfait est non vide.
Il faut expliquer chacun de ces tests. Soient Tinsatisfaitexpliqués (D j) ∈ Tinsatisfait, l’ensemble
des tests de Tinsatisfait qui vérifient : {testi ∈ Tinsatisfait;Expl(testi)∩D j 6= /0}, et son
complémentaire Tinsatisfaitinexpliqués(D j) dans T
insatisfait. D j doit être complété afin de vider
Tinsatisfaitinexpliqués(D j). Les items candidats affichés dans la colonne (D) sont donc donnés par⋃
testi∈Tinsatisfaitinexpliqués(D j)
Expl(testi).
– Il n’existe que des tests douteux. Dans ce cas, seuls les modes des tests douteux plutôt
insatisfaits sont présentés (µ(test) < 50%) à l’exception des modes qui appartiennent
déjà à D j : {⋃{testi ∈ T; µ(testi) < 50%}Expl(testi)\D j}. Si la case all est cochée, les
modes de tous les tests sont présentés : {⋃{testi ∈ T}Expl(testi)\D j}.
Reste encore a étudier comment la rétro-analyse peut être adaptée au contexte flou. Nous
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avons vu dans la partie 5.2.3, que la rétro-analyse consistait à analyser les performances des
tests sachant que l’état réel, noté D∗, du système à diagnostiquer est connu.
Nous avons aussi vu que le degré de satisfaction d’un test s’écrivait (voir équation .0.9) :
µ(test) =
1+(2µK −1)µK ′
2
L’algorithme proposé dans la partie 5.2.3 devient alors :
D∗ : un ensemble de modes correspondant à l’état réel du système
tests : un ensemble de tests effectués sur le système
Pour test ∈ tests faire
Si (Expl(test)∩D∗ = /0) Alors
[le degré de fausse alarme vaut 1−µ(test) (1=critique)]
Fin Si
Si (Expl(test)∩D∗ 6= /0) Alors
[le degré de non-détection vaut µ(test)]
Fin Si
Fin Pour
5.3.3 Estimation des résultats
Dans cette partie, nous allons présenter un scénario d’interaction homme-automate d’ana-
lyse diagnostique avec intégration du raisonnement diagnostique flou. Ensuite, nous allons
comparer les résultats donnés sur les huit mois du problème Hydrodiag dans le cas de la lo-
gique nette et celui de la logique floue pour examiner ce qu’apporte la logique floue.
Exemple de scénario de diagnostic
Revenons à l’exemple présenté dans la rubrique 5.2.4. Pour comparer les résultats donnés
par le seuil de détection net et le seuil flou, nous prenons le même scénario correspondant à
la recherche des pluviomètres défaillants durant le mois d’août 2002. A partir des données
collectées des pluviomètres et le retour de l’expert sur les défauts, les paramètres de seuil
de détection floue sont déterminés par l’optimisation sous contraintes tel que défini par les
propositions 5.3.7 et 5.3.8 page 149. La solution est donnée sur la figure 5.17 avec rmax =
28.2 mm/m2/h, rmin = 0 mm/m2/h, dmin = 3.6703 (Km), dmax = 10 (Km).
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FIG. 5.17 – Seuil de détection dans le cas flou
Un ensemble de 159 diagnostics possibles sont trouvés par le logiciel. L’interaction
homme-automate commence par la détermination du diagnostic le plus probable sachant que
159 diagnostics ne sont pas exploitables sous forme de liste.
______________________________
diagnosis #0 (F:100.0%, C:85.67053389481522%, A:1.0000000000000005E-8%)
Component d625 (zoumboubani) is faulty
and component d626 (dapefougou) is faulty
and component d630 (akekerou) is faulty
and component d641 (banikani) is faulty
and component d611 (donga) is faulty
and component d644 (gountia) is faulty
and component d645 (koko-sika) is faulty
and component d614 (adiangdia) is faulty
and component d647 (parakou_2) is faulty
and component d639 (kolokonde) is faulty
______________________________
..............................
______________________________
diagnosis #159 (F:100.0%, C:77.07930039614439%, A:1.0000000000000006E-10%)
Component d627 (ananinga) is faulty
and component d629 (gaouga) is faulty
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and component d625 (zoumboubani) is faulty
and component d628 (bombone) is faulty
and component d651 (nalohou_2) is faulty
and component d611 (donga) is faulty
and component d642 (barienou) is faulty
and component d643 (gangamou) is faulty
and component d645 (koko-sika) is faulty
and component d632 (adiangdia_oues) is faulty
and component d636 (parakou) is faulty
and component d639 (kolokonde) is faulty
______________________________
L’expert découvre la matrice de diagnostic sur la figure 5.18.
FIG. 5.18 – Analyse diagnostique pour le mois d’août 2002 - Etape 1
Comme l’indicateur CONTEXTUAL est plus important pour d626 (d626 explique beau-
coup de symptômes), l’expert choisit naturellement ce diagnostic (figure 5.19). La position du
capteur s’allume alors en bleu sur la carte du logiciel hydrodiag et une fenêtre avec les hyéto-
grammes des capteurs situés dans un rayon de 10km apparaît (voir figure 5.20). Visiblement,
le capteur d626 est défaillant. L’expert poursuit cette direction explicative.
Comme l’indicateur CONTEXTUAL est plus important pour d625, l’expert choisit ce diag-
nostic (figure 5.21). L’expert observe ensuite les hyétogrammes des capteurs situés dans un
rayon de 10km autour de d625 (figure 5.22). Par sa connaissance implicite, l’expert indique
que le capteur d625 est défaillant. Il poursuit cette direction explicative.
De la même manière, l’expert continue la procédure de diagnostic jusqu’à ce qui’il puisse
établir un diagnostic pouvant expliquer tous les symptômes. Jusqu’ici, aucun élément de la
colonne (E) du matrice de diagnostic n’est coché (figure 5.23). Les pluviomètres défaillants
sont donc : d626 (dapefougou), d625 (zoumboubani), d645 (koko sika), d611 (donga), d643
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FIG. 5.19 – Analyse diagnostique pour le mois d’août 2002 - Etape 2
FIG. 5.20 – Analyse diagnostique pour le mois d’août 2002 - Etape 2
(gangamou), d630 (akekerou), d641 (banikani), d649 (oualmora), d632 (adiangdia oues), d636
(parakou), d642 (barienou).
Comparaison entre les résultats donnés par le seuil de détection net et le seuil de détection
flou
Nous évaluons maintenant l’intérêt des seuils de détection flous en comparaison avec les
seuils de détection nets à l’aide de l’ensemble des diagnostics que nous pouvons obtenir sur
les 8 périodes. Chaque période correspond à un mois de mars à octobre 2002. Les diagnostics
sont représentés sur le tableau de la figure 5.24.
Rappelons les paramètres du seuil de détection trouvé : rmax = 28.2 mm/m2/h, rmin =
0, dmin = 3.6703 (km), dmax = 10 (km). Sur la figure 5.17, nous voyons que les paramètres
rmax = 28.2 et dmin = 3.6703 (km) permet de garantir qu’il n’y pas de fausse-alarme. rmin =
0 mm/m2/h permet d’éviter toutes les non-détections. Dans ce cas, la zone de doute est large
(µtest a une valeur entre 0 et 1). Ceci explique pourquoi avec le seuil de détection flou, nous
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FIG. 5.21 – Analyse diagnostique pour le mois d’août 2002 - Etape 2
FIG. 5.22 – Analyse diagnostique pour le mois d’août 2002 - Etape 2
avons plus de diagnostics qu’avec un seuil de détection net. Chaque diagnostic est constitue
de plusieurs capteurs en défaut (voir le tableau sur la figure 5.24).
Nous voyons que le seuil de détection flou permet de mieux détecter les pluviomètres en
défaut en réduisant le nombre de non-détections. La finesse des résultats requiert néanmoins
une finesse d’anlyse de l’expert. Comme la détection s’appuie sur la corélation de paires de
pluviomètres, si une paire est détectée en défaut, l’hydrologue va analyser les hyétogrammes
d’autres pluviomètres situés autour des pluviomètres dans cette paire (dans un rayon de 10km)
pour déterminer lequel est en panne. Pour les détections sensibles, l’observation sur l’hyéto-
gramme demande beaucoup d’expériences de l’hydrologue. Cette détection est parfois fausse
à cause de l’écart de quantité de pluie entre deux zones éloignées. Prenons l’exemple d’une
détection sensible pour le diagnostic obtenue durant la période 3 représenté sur la figure 5.25.
Sur cette figure {d626, d627, d614, d636} est un diagnostic en construction. Les mesures
contextuelles de d629, d625 et d645 sont les plus importantes. Supposons que l’expert choi-
sisse d629, une fenêtre avec les hyétogrammes des capteurs situés dans un rayon de 10km
de d629 apparaît. Sur ces hyétogrammes, il est très difficile de déterminer quel capteur parmi
d627, d625 et d645 est en défaut.
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FIG. 5.23 – Analyse diagnostique pour le mois d’août 2002 - Etape 2
5.4 Conclusion
Dans ce chapitre, nous avons présenté un processus de diagnostic avec interaction homme-
automate dans la phase de diagnostic pour exploiter l’expertise implicite. Le cas d’étude pré-
senté est un problème de détection de défaut sur un réseau de pluviomètres (Nguyen [2005]).
En plus des travaux présentés dans (Nguyen [2005]), cet exemple montre comment les connais-
sances tacites des hydrologues peut être exploitées durant la phase de diagnostic pour affiner
le résultat de diagnostic à partir d’un ensemble important de propositions. Avec une connais-
sance non-explicitée complémentaire, un expert peut déterminer si un capteur est défaillant ou
pas en regardant son hyétogramme et ceux de ses voisins alors que le système d’aide ne peut
le détecter car les tests ne peuvent pas intégrer toute la connaissance experte. Un outil d’aide
au diagnostic a été conçu pour accompagner l’hydrologue dans sa recherche des capteurs en
défaut.
A côté du seuil de détection net (inconsistant/consistant), les résultats de la logique floue
dans l’analyse diagnostique (Touaf et Ploix [2004b]) ont été appliqués dans ce travail. Des
seuils de détection flous ont donc été conçus autant pour le test de détection que pour le test
de validité. En comparaison avec le seuil net, un seuil flou permet de réduire le nombre de
non-détections et conduit à des dignostics plus précis au prix d’une plus grande expertise.
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FIG. 5.24 – Résultats de diagnostic donnés par le seuils de détection net et le seuil de détection
flou
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FIG. 5.25 – Exemple d’une détection sensible avec le seuil de détection flou
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Chapitre 6
Conclusions et perspectives
Les travaux que nous avons présentés dans ce manuscrit consistent à étudier les différentes
formes que peut prendre un problème de diagnostic dans un contexte itératif. Le premier ob-
jectif est de proposer des outils pour aider des agents de maintenance dans leur travail de
dépannage. Les systèmes à dépanner sont variés et parfois complexes ; les données recueillies,
mais aussi les connaissances qui peuvent être raisonnablement explicitées, peuvent être de na-
tures très différentes. Dans ce contexte, l’analyse diagnostique telle qu’elle est généralement
posée dans la littérature scientifique n’est pas toujours applicable parce qu’il peut être trop long
et trop coûteux de formaliser toute la connaissance d’un expert sur un système à diagnostiquer
dans un modèle complet construit a priori. Il n’est pas toujours nécessaire de modéliser des
parties qui n’apportent rien à un raisonnement diagnostique sachant qu’une situation de défaut
dans un système complexe et souvent unique. Le deuxième objectif est d’exploiter la connais-
sance implicite de l’expert qui ne peut pas être formulée sous forme du modèle formel. La
démarche de l’analyse diagnostique est donc présentée comme un processus avec interactions
homme-automate. Dans cette démarche, les informations sont exploitées au fur et à mesure
pour localiser les défauts.
Notre travail a consisté à analyser les différentes situations où un problème de diagnostic où
des intéractions homme-automate sont nécessaire. Nous avons recensé trois types de difficultés
qui se rapportent toutes à la complexité du modèle du système :
– difficulté liée au grand nombre d’éléments d’un système
– difficulté liée à la représentation du comportement / fonctionnement d’un système
– difficulté liée à l’explicitation de l’expertise
En ce qui concerne la complexité d’un système, le problème de diagnostic est présenté
comme un processus itératif avec interactions homme-automate, où le modèle du système est
découvert et explicité au fur et à mesure de l’avancement du processus. L’abstraction entre les
éléments de modélisation est donc abordée.
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Dans un premier temps, notre contribution réside dans la formulation d’un modèle d’abs-
traction. En comparaison avec les travaux existants dans la littérature, cette formulation s’ap-
puie sur un point de vue orienté-objet. Le modèle hiérarchique est défini via les éléments de
base d’un système : variable, modèle élémentaire et item (fonction ou ressource). Ce sont les
éléments que l’expert ajoute au fur et à mesure de la construction du modèle.
Les contributions des chapitres 3 et 4 ont conduit à la proposition d’une démarche de diag-
nostic centré autour d’un modèle hiérarchique construit à chaque itération d’un processus de
diagnostic. Dans le chapitre 3, la modélisation structuro-fonctionnelle FIS permet de décrire
un système à différents niveaux de détails. Les relations hiérarchiques entre les items sont
gérées dans le calcul des diagnostics telles qu’elles ne perturbent pas les résultats. Dans le
chapitre 4, les modèles comportementaux sont intégrés dans le modèle FIS. En comparaison
avec le problème proposé dans le chapitre 3, les symptômes sont détectés automatiquement
dans le chapitre 4. Pour collecter des symptômes, nous avons appliqué une méthode structu-
relle pour rechercher les sous-systèmes testables en gérant les relations hiérarchiques entre les
items telles qu’elles ne perturbent pas les résultats de diagnostics. La méthode de propagation
de valeurs inspirée du problème de satisfaction de contraintes (CSP) est appliquée pour chaque
SST afin de vérifier la consistance entre chaque SST et les observations fournies par l’expert.
Concernant l’expertise non-formulée, un processus avec interactions durant la phase de
diagnostic est présenté dans le chapitre 5. Le cas d’étude présenté est le problème de détection
de défaut sur un réseau de pluviomètres distribués sur un bassin versant. Ce cas d’étude per-
met de montrer comment la connaissance non-formulée d’un hydrologue peut être exploitée
durant la phase de diagnostic. En comparaison avec les travaux existants, notre contribution se
focalise tout d’abord sur la conception d’une matrice interactive de diagnostic pour exploiter
la connaissance implicite de l’expert d’une part et pour guider l’expert à établir un diagnostic à
partir d’un ensemble de propositions d’autre part. Pour déterminer des seuils de détection per-
mettant de représenter les doutes que peut avoir un expert sur le résultat d’un test, nous avons
montré que la logique floue pouvait être avantageusement utilisée. Ceci permet d’optimiser les
non-détections dans la phase de test.
Les approches itératives et interactives proposées constituent des extensions aux travaux de
la littérature scientifique sur l’analyse diagnostique car elles correspondent au cas où il n’existe
qu’une itération.
Les travaux de ce mémoire ont étudiés différentes formes de processus de diagnostic et ont
conduit à proposer différents outils d’aide. Il est évident que seule une partie des processus où
des interactions homme-automate peuvent constituer une aide ont été étudiées. Des approches
d’aide interactive au recueil d’observations avec une aide à l’expert sur le type d’observation
qu’il serait préférable d’effectuer présenteraient un intérêt certain. Ces approches conduiraient
à coupler les outils que nous avons proposé avec des outils de placement de capteurs. Pour
compléter ces travaux, d’autres perspectives peuvent être envisagées :
– traiter le cas où l’expert définit des modes de défaut spécifiques pour chaque item et les
162
Chapitre 6. Conclusions et perspectives
liens entre les modes des items (OU/ET). Il peut donc exister à la fois des OUs et des
ETs logiques dans Expl(>(Ti)) comme nous l’avons expliqué dans la remarque 1, page
75.
– traiter des modèles de comportement dont le domaine des variables est réel. Ceci
concerne la partie de propagation de valeur au sein de chaque SST pour collecter des
symptômes. Dans notre travail, nous avons appliqué la méthode de propagation de va-
leurs mais cette méthode ne s’applique qu’à des variables dont le domaine de valeurs
est discret. Des approches par intervalles permettraient certainement de résoudre ces
problèmes.
– propager directement sur les contraintes décrivant le système (ne pas utiliser des SST)
pour collecter des symptômes afin de pouvoir suggérer les valeurs à mesurer à l’expert.
– développer et améliorer les outils logiciels présentés dans les chapitres 3 et 4.
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Annexe A
Algorithmes de diagnostic logique
Algorithme de Reiter (Reiter [1987])
Dans la littérature, l’algorithme de HS-Tree de Reiter (Reiter [1987]) est exploité pour
calculer des diagnostics à partir des explications des symptômes. Cet algorithme permet de
prendre en compte des défauts multiples. Nous résumons tout d’abord l’idée principale de
l’algorithme de HS-Tree, puis, nous allons montrer comment l’ensemble des modes impos-
sibles sera intégré.
Approche de diagnostic de Reiter
Dans (Reiter [1987]), un problème de diagnostic est défini par
(SD,COMPONENT S,OBS) avec SD la description du système, COMPONENT S est
un ensemble des composants, OBS est un ensemble d’observations. Reiter propose
une approche qui s’appuie sur la conception d’un conflit (conflict set). Un conflit
pour (SD,COMPONENT S,OBS) est un ensemble {c1, . . . ,cn} ⊆ COMPONENT S
tel que SD ∪ OBS ∪ {¬AB(c1), . . . ,¬AB(cn)} est inconsistant. Un conflit Si pour
(SD,COMPONENT S,OBS) est minimal s’il n’existe pas un sous ensemble de Si qui
est aussi un conflit pour (SD,COMPONENT S,OBS). En faisant le lien avec la notion de test
de détection proposé dans (Ploix et al. [2003]), un conflit correspond à l’explication d’un test
inconsistant.
Un hitting set d’un ensemble de conflits C = {S1, . . . ,Sn} est un ensemble H j ⋃S∈C S tel
que H ∩S 6= /0. H est minimal s’il n’existe pas un sous-ensemble de H qui est aussi un hitting
set pour C.
En s’appuyant sur les notions de conflit et de hitting set, les deux résultats principaux
présentés dans (Reiter [1987]) sont : (1) le théorème sur la notion de diagnostic et (2) une
approche pour calculer les diagnostics à partir d’un ensemble des conflits. Cette approche est
appelé l’arbre HS (Hitting-Set Tree).
Définition .0.1. ∆ ⊆ COMPONENT S est un diagnostic pour (SD, COMPONENT S, OBS)
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si et seulement si ∆ est un hitting set minimal pour un ensemble de conflits de
(SD,COMPONENT S,OBS).
L’ensemble des hitting sets est construit par l’arbre HS. Soit C l’ensemble des conflits et S
un élément de C. L’algorithme de l’arbre HS permet de chercher tous les hitting sets en gardant
l’arbre HS aussi petit que possible (Reiter [1987]), corrigé par (Greiner et al. [1989]).
1. Étiqueter un noeud n
Supposons que H(n) est un hitting set obtenu à un noeud n sur l’arbre HS. H(n) est
représenté par l’ensemble des éléments étiquetés sur les branches de la chemin du noeud
n à la racine. Si ∃S ∈C tel que H(n)∩S = /0, le noeud n est étiqueté par S, si non n est
étiquetéX.
2. Étiqueter une branche
Si un conflit S est étiqueté à un noeud n, les branches descendant sont étiquetées par les
éléments impliqués dans S.
3. Élaguer des branches
Si un noeud n est déjà généré et s’il y a un autre noeud n′ tel que H(n) =H(n′), on ferme
n′. Un noeud formé est étiqueté par ×.
Si un noeud n est étiqueté par X, et il y a un autre noeud n′ tel que H(n) ⊆ H(n′) , on
ferme le noeud n′ par ×.
Si un noeud n est étiqueté parX, et il y a un autre noeud n′ qui est étiqueté parXtel que
H(n′)⊂ H(n), alors le noeud n est fermé. n est réétiqueté par ×.
L’analyse diagnostique commence par des symptômes collectés par l’expert. Il existe im-
plicitement un ET logique entre les symptômes. Les modes des items parent impliqués dans
les explications des symptômes seront remplacés par des équivalences logiques obtenues.
Exemple 18. Pour illustrer l’utilisation de l’algorithme de Reiter, revenons à l’exemple des
deux cuves (exemple 2, page 27). Supposons que trois tests négatifs sont obtenus dont les
explications sont données par :
>(T1)→¬ok(bac1)∨¬ok(capteur1)∨¬ok(vanne1)
>(T2)→¬ok(bac1)∨¬ok(bac2)∨¬ok(capteur2)∨¬ok(vanne1)∨¬ok(vanne2)
>(T3)→¬ok(bac1)∨¬ok(bac2)∨¬ok(capteur1)∨¬ok(capteur2)∨¬ok(vanne2)
Le support de chaque explication correspond à un conflit selon la définition de Reiter.
S1 : (¬ok(bac1),¬ok(capteur1),¬ok(vanne1))
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S2 : (¬ok(bac1),¬ok(bac2),¬ok(capteur2),¬ok(vanne1),¬ok(vanne2))
S3 : (¬ok(bac1),¬ok(bac2),¬ok(capteur1),¬ok(capteur2),¬ok(vanne2))
Un arbre HS peut être construit à partir de C = {S1,S2,S3} (figure 1)
FIG. 1 – Génération des hitting set par HS-Tree
Les noeuds sont générés en largeur de haut en bas selon un ordre marqué sur la figure (1).
Le noeud (5) est fermé par ce qu’il existe déjà sur cet arbre le noeud (2) avec H(2)⊂H(5), on
proceède ainsi pour tout l’arbre. Les diagnostics sont déduits :
(¬ok(bac1))
(¬ok(capteur1)∧¬ok(bac2))
(¬ok(capteur1)∧¬ok(capteur2))
(¬ok(capteur1)∧¬ok(vanne1))
(¬ok(capteur1)∧¬ok(vanne2))
(¬ok(vanne1)∧¬ok(bac2))
(¬ok(vanne1)∧¬ok(capteur2))
(¬ok(vanne1)∧¬ok(vanne2))
(.0.1)
Gestion des modes multiples
Lorsque le modèle de défaut multiple est considéré, l’algorithme standard de HS-Tree peut
conduire à des diagnostics qui contiennent plusieurs modes de comportements d’un même
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item. Ces diagnostics sont impossibles par ce qu’un item n’est qu’en un seul mode à un mo-
ment donné. Cette problème a été abordé aussi dans De Kleer et Williams [1992]. Le simple
méthode proposé par De Kleer est d’enlever les diagnostics qui comportent à la fois plusieurs
modes d’un même item en même temps. Pourtant, il n’a pas montré comment intégrer cette
principe dans l’algorithme de diagnostic. Nous allons proposer dans cette partie une méthode
pour éviter la co-existance de plusieurs modes d’un même item dans un diagnostic en s’appui-
sant sur l’algorithme standard de HS-Tree.
Pour éviter la co-existance de plusieurs modes d’un même item dans un diagnostic, la
notion de chemin couvrant est introduite. Soient Sn un ensemble de modes d’un conflit éti-
queté à un noeud, {mode1(I1),mode2(I2), . . . ,moden(In)} est l’ensemble de modes étiquetés
sur les branches appatenant au chemin de Sn à la racine, notons par path(Sn). Le couvrant
de path(Sn) est donné par covering(path(Sn)) = {Modes(I1)∩ ·· · ∩Modes(In)}. Ainsi, plu-
sieurs modes peuvent être gérés de la manière suivante : dans le développement d’un arbre
HS, chaque branche descendant d’un noeud Sn est étiquetée par un mode impliqué dans
Sn. Pour éviter la coexistence des modes différents d’un même item dans un diagnostic,
quand on fragmente un noeud S, un mode mode(I) ∈ Sn conduit à une nouvelle branche si
mode(I) /∈ covering(path(Sn)).
Classement des diagnostics
Mesure de coïncidence des défauts
Afin de garder un raisonnement rigoureux, les tests positifs ne sont pas pris en compte pour
le calcul des diagnostics, à l’exception des tests positif complètement testés. Les résultats des
tests positifs normaux sont utiles pour le classement des diagnostics. Dans (Ploix et al. [2003]),
une approche basée sur la distance entre la signature théorique et la signature effective des tests
a été proposée.
La signature des modes est définie via une table de signature. La table de signature ne com-
porte pas directement des contraintes dans les colonnes mais des modes. Il y a une différence
car plusieurs contraintes différentes peuvent se rapporter à un même mode.
Définition .0.2. (table de signature) Une table de signatures est une représentation matricielle
T : Modes(T )→ T , des modes associées à un ensemble de tests T . Soit T = [ti], un ensemble
de tests et Modes= [m j], l’ensemble des modes intervenant dans les descriptions ayant servies
à construire T . La table de signature T est une matrice définie par :
T = [Ti, j]/
{
Ti, j = 1 si m j ∈ modes(ti)
Ti, j = 0 si m j /∈ modes(ti)
où modes(ti) désigne les modes des descriptions ayant servies à construire ti.
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La signature d’un mode est donnée par une table de signature.
Définition .0.3. (signature) La signature d’un mode mode∈Modes(T ) dans la table de signa-
ture T : Modes(T )→ T , associé à un ensemble de tests, est égale au vecteur correspondant
à la colonne liée à mode.
Dans le cas des défauts multiples, un diagnostic est présenté sous forme d’une conjonction
de modes. La signature théorique d’une conjonction de mode est obtenue par l’application
de l’opérateur logique OU entre les vecteurs qui représentent les signatures des modes im-
pliqués dans la conjonction. Par exemple nous avons la signature théorique de deux modes
σT (mode(Ii)) = (1 0 1) et σT (mode(I j)) = (0 1 1), nous avons σT (mode(Ii)∧mode(I j)) =
(0 0 1).
Signature effective Soit T = (ti) est une liste ordonné des tests. A un instant donné, la
signature effective dans T , noté par σ∗T , est donnée par :
∀i,
{
(σ∗T )i = 1↔ ti est inconsistant
(σ∗T )i = 0↔ ti est consistant
La mesure de coïncidence consiste à mesurer la distance de Hamming entre la signature
théorique et la signature effective d’un diagnostic (Ploix et al. [2003]). Soit T = (ti) une liste
ordonnée des tests, et D= di un ensemble de diagnostics. La mesure de coïncidence est donnée
par :
∀di ∈ D,µcT (di) =
|σT (di),σ∗T |Hamming
card(T )
(.0.2)
La haute valeur de la mesure de coïncidence d’un mode de défaut montre que ce mode est
moins probable.
Exemple 19. Revenons à l’exemple de deux cuves (exemple 18) (aussi détaillé dans l’exemple
2, page 27). La table de signature 1 est obtenu.
ok(bac1) ok(bac2) ok(capteur1) ok(capteur2) ok(vanne1) ok(vanne2)
t1 1 0 1 0 1 0
t2 1 1 0 1 1 1
t3 1 1 1 1 0 1
TAB. 1 – Table de signatures du système de cuves
Pour illustrer l’intérêt de la mesure de coïncidence, prenons maintenant un autre scénario
où les tests T1 et T2 sont inconsistants et le test T3 consistant. Le calcul de diagnostic par
l’arbre-HS à partir de >(T1) et >(T2) nous donne les diagnstics :
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(¬ok(bac1))
(¬ok(vanne1))
(¬ok(capteur1)∧¬ok(bac2))
(¬ok(capteur1)∧¬ok(capteur2))
(¬ok(capteur1)∧¬ok(vanne2))
Notons que quand les modes de défauts spécifiques des items ne sont pas définis, ¬ok(I)≡
cfm (I). La signature effective des tests est σ∗T = (1 1 0). Les signatures théoriques des
diagnostics et les mesures de coïncidence des défauts sont donnés par le tableau (2).
Signature théorique Mesure de coïncidence
σT (cfm (bac1)) = (1 1 1) µcT (cfm (bac1)) = 33.33
σT (cfm (vanne1)) = (1 1 0) µcT (cfm (vanne1)) = 0.00
σT (cfm (capteur1)∧ cfm (bac2)) = (1 1 1) µcT (cfm (capteur1)∧ cfm (bac2)) = 33.33
σT (cfm (capteur1)∧ cfm (capteur2)) = (1 1 1) µcT (cfm (capteur1)∧ cfm (capteur2)) = 33.33
σT (cfm (capteur1)∧ cfm (vanne2)) = (1 1 1) µcT (cfm (capteur1)∧ cfm (vanne2)) = 33.33
TAB. 2 – Mesures de coïncidence des défauts à l’interaction 1
Les mesures de coïncidence montre que le mode de défaut cfm (vanne1) est le plus pro-
bable.
Probabilité des diagnostics
Le modèle FIS provenant de l’analyse de risques, les probabilités des modes de défaillance
sont en général connues. Cette information peut être utilisée pour classer les diagnostics.
Propriété 4. (Probabilité d’un diagnostic) : La probabilité d’un diagnostic est définie à partir
des probabilités des modes qui le composent :
P({mode1, . . . ,moden}) = P(mode1)× . . .×P(moden)
Notons que la propriété (4) est donnée avec l’hypothèse que les modes {mode1, . . . ,moden}
sont indépendants.
Conclusions
Dans cette partie, nous avons rappelé les principes générales d’un problème de diagnostic
logique. Ceci donne une vue d’ensemble sur les outils existants que nous allons utiliser ensuite.
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Tout d’abord, l’approche de Reiter (Reiter [1987]) est rappelée. Cette approche permet de
calculer tous les diagnostics possibles à partir des symptômes qui sont formulés sous forme
des disjonctions de modes. Il permet de calculer des défauts multiples qui peuvent apparaître
en même temps dans le système. Aucune hypothèse d’exonération n’est exigées. Ensuite, la
mesure de coïncidence et la probabilité des modes sont utilisées comme les outils pour classer
les diagnostics. La mesure de coïncidence repose sur la distances Hamming entre la signature
effective des tests et la signature théorique des défaut et il n’exige pas l’information sur la
fiabilité des éléments du systèmes. A côté de la mesure de coïncidence, la probabilité permet
de prendre en compte la fiabilité des diagnostics.
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Annexe B
Conception des Sous-Systèmes Testables par la méthode
structurelle
Cette annexe résume les résultats présentés dans (Ploix et al. [2005b]; Yassine [2008];
Ploix et al. [2009, 2010]) sur la méthode structurelle pour la conception des sous-systèmes
testables.
La génération de tests de détection comporte généralement deux étapes. La première étape
s’appuie sur l’ensemble des contraintes pour générer tout d’abord des sous-systèmes testables
(sous entendu, sous-systèmes de contraintes). Dans la deuxième étape, les tests de détection
sont générés en partant des sous-systèmes de contraintes. Cette étape consiste à éliminer les
variables non-mesurées pour obtenir des relations calculables à partir de mesures. Dans cette
annexe, nous allons présenter l’étape de génération de sous-systèmes testables. Dans ce but,
nous allons rappeler tout d’abord certaines notions.
Combinaison des contraintes
Soit une relation K(V ) = 0, un ensemble de variables V+⊂V qui peuvent être déduites par
des fonctions ∀v ∈ V+,∃Kv : dom(V\{v}) 7→ dom(v). On appelera la structure de contrainte
associée à K(V ) = 0 : xV−,V+y avec V− = V\V+. Les variables de V+ seront dites dé-
ductibles pour la contrainte K(V ) = 0, et V− non-déductibles pour la contrainte. On notera
var+(xV−,V+y) =V+, var−(xV−,V+y) =V− et var(xV−,V+y) =V−∪V+.
En algèbre relationnel, si toutes les variables sont déductibles, l’élimination d’une va-
riable v entre deux contraintes (Ki = 0) et (K j = 0) peut être représentée par une pro-
jection d’une équijointure suivant v entre (Ki = 0) et (K j = 0). On note Ki ./v K j =
Π(var(Ki)∪var(K j)\{v})(Ki ./Ki.v=K j.v K j). Comme il peut exister des variables non déductibles
pour certaines contraintes dans la représentation structuro-comportementale, toutes les va-
riables ne sont pas nécessairement propageables entre deux contraintes. Les deux définitions
suivantes ont été données dans (Yassine [2008]; Ploix et al. [2009, 2010]) :
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Définition .0.4. Soient s1 et s2 deux structures de contraintes associées respectivement à (K1 =
0) et à (K2 = 0). La propagation d’une variable v entre s1 et s2 est possible seulement si
v ∈ var(s1)∩ var(s2) et si v est déductible dans au moins une structure de contrainte. Si cette
condition est satisfaite, v est qualifiée de propageable entre s1 et s2. Par extension, v est aussi
dit propageable entre (K1 = 0) et (K2 = 0).
Soient V+= var+(s) et V−= var−(s) respectivement l’ensemble des variables déductibles
et non-déductibles impliquées dans la structure s d’une contrainte K, une extension de l’opéra-
teur jointure aux contraintes qui peuvent contenir des variables non déductibles peut alors est
introduite.
Définition .0.5. Soient s1 et s2 deux structures, avec V+1 = var
+(s1), V−1 = var
−(s1), V+2 =
var+(s2) et V−2 = var
−(s2). L’opérateur jointure, noté ./v, avec v une variable propageable
entre s1 et s2, est défini dans les deux situations suivantes :
– si {v} ∈V+1 ∩V−2 alors s1 ./v s2 = x
(
V−1 ∪V+1 ∪V−2
)\(V+2 ∪{v}) ,V+2 y
– si {v} ∈V+1 ∩V+2 , alors s1 ./v s2 = x
(
V−1 ∪V−2
)\(V+1 ∪V+2 ) ,(V+1 ∪V+2 )\{v}y
Si une formule s1 ./v s2 satisfait un des points précédents, elle est qualifiée d’évaluable.
Le théorème suivant montre comment cet opérateur jointure étendu peut être utilisé pour
déduire la structure de contraintes résultant d’éliminations de variables.
Théorème .0.1. Soient (K1 = 0) et (K2 = 0) deux contraintes et s1, s2 leurs structures respec-
tivement associées. Une structure englobante de la contrainte résultant de l’élimination d’une
variable v propageable entre (K1 = 0) et (K2 = 0) est donnée par s1 ./v s2.
Génération des formules de propagation
Les propagations consécutives peuvent aboutir à un sous-système testable qui est modélisé
par une formule de propagation comme : f = (((s1 ./v1 s2) ./v2 s3) ./v3 (s4 ./v4 s2)). Une for-
mule est composée de sous-formules reliées par l’opérateur jointure étendu et où les opérandes
sont des structures. Grâce à cet opérateur, une formule de propagation f peut être évaluée sous
la forme d’une structure de contrainte : s( f ).
Les définitions suivantes présentent des concepts utiles à la génération de tests :
Définition .0.6. Le support d’une formule f ∈ F , noté σ( f ), est l’ensemble de toutes les
structures apparaissant dans la formule.
Définition .0.7. Le degré d’une formule f ∈ F, noté d( f ), est égal au nombre de fois où
l’opérateur jointure étendu apparaît dans la formule : il représente le nombre de propagations
élémentaires et donne une idée de la complexité d’une formule.
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Définition .0.8. Deux formules f1 et f2 sont comparables si σ( f1) = σ( f2) et si var(s( f1)) =
var(s( f2)), c’est-à-dire qu’elles comportent les mêmes contraintes et les mêmes variables. On
note par f1 ∼ f2.
Une variable ne peut être instanciée qu’une seule fois durant les propagations. Dans cer-
taines formules, une variable peut apparaître plusieurs fois et donc être instanciée de plusieurs
manières différentes. Dans ces situations, il existera une formule plus simple où chaque va-
riable n’aura été instanciée qu’une seule fois.
Définition .0.9. Une formule f1 est plus simple qu’une autre formule f2 si :
– σ( f1)⊂ σ( f2) et var(s( f1))⊂ var(s( f2))
– ou si f1 ∼ f2 et d( f1)< d( f2)
– ou si f1 ∼ f2 et d( f1) = d( f2) et var+(s( f1))⊃ var+(s( f2))
On note : f1 ≺ f2 et on dira que f2 surestime f1.
Une formule de propagation testable est minimale pour un ensemble de formules F si il
n’existe pas de formule plus simple que f dans F . Une telle formule est appelée formule de
propagation testable minimale (FPTM) sur F .
Combinaisons des formules de propagation
Le nombre de formules d’un ensemble de formules F qui contiennent une variable v est
nommé l’ordre de v dans F , noté par n = OF(v). Le nombre de nouvelles formules qui est
généré en éliminant v dans F est le nombre de possibilité de choisir deux éléments dans n, il
est calculé par
C2n =
n!
2∗ (n−2)!
Par exemple, l’application de l’opérateur ./v à deux formules f1 et f2, conduit à la nouvelle
formule : f1 ./v f2. Si cette formule est évaluable, f1 et f2 sont retirés des formules à combiner.
Le nombre de formules est par conséquent réduit de 1. De la même manière, l’application de
l’opérateur ./v aux trois formules f1, f2 et f3 conduit à trois nouvelles formules : f1 ./v f2,
f1 ./v f3 et f2 ./v f3. Le nombre de formule reste constant. Si l’on applique l’opérateur ./v à
quatre formules f1, f2, f3 et f4, on aura au plus six nouvelles formules : f1 ./v f2, f1 ./v f3,
f1 ./v f4, f2 ./v f3, f2 ./v f4 et f3 ./v f4.
La figure 2 montre le lien entre le nombre de formules obtenu avant et après l’application
des opérateurs jointures. Pour réduire la complexité, il est préférable de commencer par appli-
quer l’opérateur jointure aux variables ayant l’ordre le plus faible afin d’éviter l’explosion du
nombre de formules à combiner. Ce constat motive la méthode de génération de sous-systèmes
testables présentée ensuite.
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FIG. 2 – Influence de l’opérateur jointure sur le nombre de formules
Génération des sous-systèmes testables
Pour générer les sous-systèmes testables, toutes les formules de propagation testables mini-
males doivent être trouvées parce que les sous-systèmes testables correspondent aux supports
FPTM. Le principe de génération est d’éliminer les variables consécutivement jusqu’à ce que
les FPTM soient trouvées.
Les ensembles de formules sont représentés par la lettre F et les structures correspondantes
par s(F). Soit F0 l’ensemble initiale des formules. Avant de commencer les éliminations, cer-
taines formules qui contiennent les variables d’ordre 1 doivent être retirées afin de réduire la
complexité. En effet, aucune propagation ne peut être effectuée pour les variables d’ordre 1
dans F0. Ceci est une première étape de nettoyage.
L’ensemble de formules nettoyé est noté F1. Comme cela a été évoqué précédemment,
les variables avec l’ordre le plus faible sont éliminées d’abord. Soit v, l’une de ces variables.
Toutes les formules où v apparaît sont sélectionnées et, en utilisant l’opérateur jointure étendu,
de nouvelles formules évaluables sont générées et, si elles ne surestiment pas d’autres for-
mules, elles sont ajoutées à l’ensemble courant des formules à combiner. Les formules conte-
nant v utilisées sont alors retirées de l’ensemble courant des formules à combiner. Cette procé-
dure est répétée jusqu’à ce que toutes les variables aient été éliminées. Les formules restantes
correspondent alors à des structures vides (toutes les variables sont éliminées) : les FPTM. La
procédure est résumée par l’algorithme suivant :
176
Annexe
F1 : un ensemble de formules nettoyé F ← F1
Tant que (var(s(F)) 6= /0) faire
Sélectionner v ∈ var(s(F)) tel que oF(v)≤ oF(vi),∀vi ∈ var(s(F))
F ′←{ f/v ∈ var(s( f ))}
F ′′←{ fi ./v f j;( fi, f j) ∈ F ′2, i 6= j, fi ./v f j evaluable}
F ← (F\F ′)∪F ′′
F ← F\{ f ∈ F ;∃ fi ∈ F, fi 6= f , f Â fi}
Fin Tq
Retourner F
Pour réduire le nombre de propagations, les variables auxquelles sont associées des
contraintes terminales peuvent être éliminées exclusivement avec ces contraintes terminales
(définition 2.1.3, page 27). L’algorithme précédent peut aussi être utilisé mais quand une va-
riable v est impliquée dans une structure terminale, l’opérateur jointure ./v est appliqué, d’une
part, entre les structures terminales et les autres structures impliquant v, et d’autre part, entre
les structures terminales elles-mêmes si plusieurs d’entre elles contiennent v : cela correspond
à la notion de redondance matérielle. Les FPTM résultantes sont appelées FPTM de base.
Exemple
Nous revenons à l’exemple 14 (page 105) pour illustrer comment les opérateurs jointures
sont appliqués pour chercher des sous-systèmes testables à partir de l’ensemble des modèles
élémentaires. Les structures de contraintes associées aux modèles élémentaires (représentés
sur la figure 4.6) sont données par :
– (ok(I1),k1) devient s( f1) = x{},{L,V,C}y
– (ok(I2),k2) devient s( f2) = x{},{C}y
– (ok(I3),k3) devient s( f3) = x{},{L}y
– (ok(I4),k4) devient s( f4) = x{},{L,V,C}y
– (ok(I5),k5) devient s( f5) = x{},{V,D}y
– (ok(I8),k8) devient s( f8) = x{},{D}y
– (ok(I9),k9) devient s( f9) = x{},{V,P,C,Lblanc}y
– (ok(I10),k10) devient s( f10) = x{},{P}y
– (ok(I14),k14) devient s( f14) = x{},{Lblanc}y
– (ok(I15),k15) devient s( f15) = x{},{V,P,L jaune,C}y
– (ok(I17),k17) devient s( f17) = x{},{L jaune}y
En utilisant l’algorithme présenté précédemment pour relier les formules par les opérateurs
jointures, les FPTM de base sont données par :
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– SST1 = (((( f15 ./P f10) ./L jaune f17) ./C f2) ./V ((( f9 ./P f10) ./C f2) ./Lblanc f14))
– SST02 = ((( f1 ./L f3) ./C f2) ./V ((( f9 ./P f10) ./C f2) ./Lblanc f14))
– SST03 = ((( f1 ./L f3) ./C f2) ./V ((( f15 ./P f10) ./L jaune − f17) ./C f2))
– SST04 = ((( f4 ./L f3) ./C f2) ./V ((( f9 ./P f10) ./C f2) ./Lblanc f14))
– SST05 = ((( f4 ./L f3) ./C f2) ./V ((( f15 ./P f10) ./L jaune f17) ./C f2))
– SST06 = (( f5 ./D f8) ./V ((( f9 ./P f10) ./C f2) ./Lblanc f14))
– SST07 = ((( f4 ./L f3) ./C f2) ./V (( f1 ./L f3) ./C f2))
– SST08 = (( f5 ./D f8) ./V ((( f15 ./P f10) ./L jaune f17) ./C f2))
– SST09 = (( f5 ./D f8) ./V (( f1 ./L f3) ./C f2))
– SST10 = (( f5 ./D f8) ./V (( f4 ./L f3) ./C f2))
Dans ce travail, nous allons utiliser le logiciel DXLab (développé au laboratoire G-SCOP)
pour générer les sous-systèmes testables. Pour décrire structurellement les modèles élémen-
taires impliqués dans l’exemple précédent, les instructions introduites dans DXLab sont :
k1 = |{−},{L,V,C}| models I1
k2 = |{−},{C}| models I2
k3 = |{−},{L}| models I3
k4 = |{−},{L,V,C}| models I4
k5 = |{−},{V,D}| models I5
k8 = |{−},{D}| models I8
k9 = |{−},{V,P,C,Lblanc}| models I9
k10 = |{−},{P}| models I10
k14 = |{−},{Lblanc}| models I14
k15 = |{−},{V,P,L jaune,C}| models I15
k17 = |{−},{L jaune}| models I17
|{variables non-déductives},{variables déductives}| donne la structure d’un modèle élé-
mentaire correspondant à une contrainte. Les sous-systèmes testables (SST) minimaux (cor-
respondant au FPTM de base) sont trouvés par DXLab :
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SST01 : support = k15[I15],k9[I9],k14[I14],k10[I10],k2[I2],k17[I17]
Formula= ((((k15−P−k10)−L jaune−k17)−C−k2)−V − (((k9−P−k10)−C−k2)−Lblanc−k14))
SST02 : support = k9[I9],k14[I14],k10[I10],k3[I3],k2[I2],k1[I1]
Formula = (((k1−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST03 : support = k15[I15],k10[I10],k3[I3],k2[I2],k1[I1],k17[I17]
Formula = (((k1−L− k3)−C− k2)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST04 : support = k9[I9],k14[I14],k10[I10],k4[I4],k3[I3],k2[I2]
Formula = (((k4−L− k3)−C− k2)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST05 : support = k15[I15],k10[I10],k4[I4],k3[I3],k2[I2],k17[I17]
Formula = (((k4−L− k3)−C− k2)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST06 : support = k9[I9],k14[I14],k8[I8],k5[I5],k10[I10],k2[I2]
Formula = ((k5−D− k8)−V − (((k9−P− k10)−C− k2)−Lblanc− k14))
SST07 : support = k4[I4],k3[I3],k2[I2],k1[I1]
Formula = (((k4−L− k3)−C− k2)−V − ((k1−L− k3)−C− k2))
SST08 : support = k15[I15],k8[I8],k5[I5],k10[I10],k2[I2],k17[I17]
Formula = ((k5−D− k8)−V − (((k15−P− k10)−L jaune− k17)−C− k2))
SST09 : support = k8[I8],k5[I5],k3[I3],k2[I2],k1[I1]
Formula = ((k5−D− k8)−V − ((k1−L− k3)−C− k2))
SST10 : support = k8[I8],k5[I5],k4[I4],k3[I3],k2[I2]
Formula = ((k5−D− k8)−V − ((k4−L− k3)−C− k2))
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Détection des symptômes par la méthode de propagation de
valeurs
Une méthode de propagation de valeur qui permet de resoudre les problèmes de satisfaction
de contraintes CSP (Constraint Satisfaction Problem) est utilisée pour détecter des symptômes.
Pour expliquer l’intérêt de la méthode de propagation de valeurs en comparaisons avec les
méthodes CSP clasique, nous rappelons ici les caractéristiques d’un CSP.
Formellement, un problème de satisfaction de contraintes est défini par un triplet
〈X ,D ,C 〉 avec C = {k1, . . . ,kn} un ensemble fini de contraintes considéré. X = var(C ) =
{x1, . . . ,xn} est un ensemble fini de variables impliquées dans C .D = {dom(x1), . . . ,dom(xn)}
sont les domaines qui correspondent aux variables {x1, . . . ,xn}. La résolution d’un CSP
consiste à chercher des jeux de valeurs de {x1, . . . ,xn} tel que toutes les contraintes impliquées
dans C sont satisfaites. Pour résoudre un CSP, certains méthodes proposé dans (Apt [2003])
considère {x1, . . . ,xn} comme une liste ordonnée des variables. Les valeurs sont affectées suc-
cessivement à chaque que variable de {x1, . . . ,xn} en vérifiant les contraintes. La vérification
est réalisée soit par la vérification en avance (forward checking) soit par la vérification en
arrière (backward checking).
Adaptons ces principes à notre problème de génération automatique de symptômes par
propagation de valeurs au sein de SSTs. L’ordre des variables à affecter est choisi automati-
quement dans la procédure de propagation quand nous prenons en compte la notion de dé-
ductibilité et non-déductibilité d’un variable (Yassine [2008]). Il est possible de déduire les
valeurs d’une variable déductible à partir d’une variable non-déductible mais non dans ce
sens inverse. La notion de variable déductible / non-déductible peut exister dans les modèles
de comportement (souvent des modèle continues) ou dans la fonction de connexion partielle
entre deux variables impliquées dans deux modèles élémentaires (2.1.4). Rappelons qu’un
SST compte à la fois des contraintes de comportement décrivant des modes des items et aussi
des contraintes décrivant les connexions entre les variables des modèles élémentaires. Les
contraintes de connexions ne s’associent à aucun mode.
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Selon la définition de SST (définition 4.3.2), pour un ensemble de contraintes K impliqué
dans un SSTi, il existe toujours une variable v j tel que nous pouvons atteindre v j en propa-
geant à partir des valeurs observées (valeurs liées aux variables des contraintes terminales).
De cette intuition, nous proposons une méthode pour détecter des symptômes par la propa-
gation de valeurs à partir des contraintes terminales. Cette méthode est basé sur le problème
de satisfaction de contrainte 〈X ′,D ′,C ′〉, où C ′ est modifiable. Dans la procédure de pro-
pagation, les contraintes peuvent être ajoutées dans C ′, X ′ = var(C ′). L’ordre d’affectation
des variables xi ∈X ′ est déterminé automatiquement dans la procédure de propagation. Les
différences entre le CSP original 〈X ,D ,C 〉 et l’approche de propagation de valeurs utilisée
sont résumées sur le tableau 3.
CSP original Approche de propagation de valeur
〈X ,D ,C 〉 〈X ′,D ′,C ′〉
C est un ensemble fini C ′ est modifiables
X est une liste ordonnée X ′ est choisi automatiquement
dans la propagation
TAB. 3 – Distinction entre le CSP original et l’approche de propagation de valeur
La méthode de propagation de valeurs consiste à restreindre les domaines de valeurs
{dom(x1), . . . ,dom(xn)} aux valeurs qui satisfont l’ensemble des contraintes C ′. Si des do-
maines de valeurs vides sont trouvés, cela veut dire qu’il y a un conflit entre le modèle de
référence et les données collectées par l’expert et donc que le SST correspondant doit être éti-
queté N sur le graphe de priorité des test. On dit qu’un jeu de valeurs {v1 ∈ dom(x1), . . . ,vn ∈
dom(xn)} est une solution de 〈X ,D ,C 〉 s’il satisfait chaque contrainte (k) ∈ C .
La méthode de propagation de valeurs peut être appliquée pour des modèles discrets, conti-
nus, ou des modèles où le domaine des variables sont des intervalles, etc. Ceci dépend de la
capacité du solveur. Pour illustrer le problème de détection automatique des symptômes à par-
tir des SSTs, nous présentons une méthode de propagation de valeur pour le modèle discret où
les variables sont binaires ou entière ou symboliques. Supposons que certaines variables im-
pliquées dans les contraintes soient non-déductibles. Cette approche est basée sur la méthode
de vérification en avance (Forward checking) présentée dans (Apt [2003]) pour résoudre un
CSP.
Propagation de valeurs par la vérification en avant (Forward checking)
Dans cette partie, nous allons nous concentrer sur chaque SSTi donné par la méthode struc-
turelle de génération de test. Nous allons propager des valeurs dans chaque SSTi en partant des
contraintes terminales (chaque contrainte terminal est une valeur s’associant à une variable)
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pour vérifier la consistance du test. Pour reformuler une méthode de propagation de valeur se
basant sur les techniques de résolution de CSP, rappelons en les principales notions.
Définition .0.10. (affectation) Soit un CSP 〈X ,D ,C 〉 avec C = {k1, . . . ,kn} et X =
var(C ) = {x1, . . . ,xn}. Une affectation est un ensemble de couples variables/valeurs A =
{x1 ← v1, . . . ,xr ← vr} tel que 0≤ r ≤ n et ∀i ∈ [1...r]vi ∈ dom(xi).
Chaque affectation A = {x1 ← v1, . . . ,xr ← vr} correspond à un ensemble de singletons
{E1 = {v1}, . . . ,Er = {vr}} avec Ei ⊆ dom(xi).
Une affectation est partielle si elle ne concerne qu’une partie des variables deX , et totale
si elle concerne toutes les variables deX .
Une affectation A est valide par rapport à C si la relation définie dans chaque contrainte ki
est vérifiée pour les valeurs des variables affectées dans A.
Définition .0.11. Une solution d’un CSP 〈X ,D ,C 〉 est une affectation totale valide de ce
CSP.
Principe de propagation de valeurs
Rappelons que la propagation de valeurs au sein de chaque SSTi est considéré comme un
CSP 〈X ′,D ′,C ′〉 où C ′ est modifiable. Soit K un ensemble des contraintes impliquées dans
SSTi, nous avons C ′ ⊆ K. Initialement, C ′ est l’ensemble des contraintes qui sont liées aux
variables mesurées impliquées dans les contraintes terminales. La procédure de propagation de
valeurs au sein de SSTi commence. La procédure de propagation de valeurs est une procédure
itératif en deux phases : fragmentation (spliting) et propagation. Cette procédure est présentée
par la figure (3). Décrivons tout d’abord le rôle de chaque tâche.
– La fragmentation (représentée par un arc normal dans la figure 3) est suivi par la pro-
pagation. Cette tâche consiste à choisir une variable non-affectée dont le domaine n’est
pas un singleton. Le domaine de la variable choisie sera fragmenté ici en singletons. Puis
chaque valeur sera affectée successivement à cette variable. Nous allons distinguer ici
trois types de variable :
– variable passée : Les variables qui sont déjà affectées sont appelées des variables
passée. Le domaine de chaque variable passée a la forme d’un singleton.
– Variable courante : La variable qui est choisie pour cette fragmentation est appelé
variable courante.
Une variable xi est choisie si ∃x j tel que {xi,x j} ∈ var(k) x j est non-affecté et x j est
déductible de xi via la contrainte k.
Si plusieurs variables xi sont disponibles, nous choisissons de fragmenter et d’affecter
la variable dont le domaine a le cardinal le plus petit.
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– variable future : Soit C ′ ⊆K un ensemble de contraintes qui contient les variables
courants et les variables passées. Les variables impliquées dans C ′ à l’exception des
variables passées et de la variable courante sont appelées variables futures. Durant
la propagation, les domaines des variables futures seront restreints par l’affectation
formée des variables passées et de la variable courante. Remarquons qu’à cette étape
l’ensemble C ′ est mis à jours. Les nouvelles contraintes de K qui sont liées avec la
variable courante sont ajoutées dans C ′.
– La propagation (représentée par un arc pointillé dans la figure 3) suit la fragmentation.
Supposons que la fragmentation précédente donne une affectation partielle A = {x1 ←
v1, . . . ,xr ← vr} qui correspond à un ensemble de singleton (E1 = {v1}, . . . ,Er = {vr}).
La propagation via des contraintes consiste à vérifier les singletons (les variables passés
et la variable courante) avec des contraintes associées. Cette propagation permet aussi de
supprimer du domaine des variables futures, les valeurs qui ne sont pas compatibles avec
l’affectation partielle considérée. Pour le distinguer du domaine initial Di = dom(xi) de
la variable xi, le domaine affiné d’une variable non affectée obtenu après une propagation
est noté par Ei avec Ei ⊆ Di.
FIG. 3 – Arbre de propagation pour un CSP
Arbre de propagation
La propagation de valeurs peut être réalisée au moyen d’un arbre de propagation (figure 3).
Soit un problème de satisfaction de contrainte initial P 〈X ′,D ′,C ′〉 avec X ′ = var(C ′) =
{x1, . . . ,xn}, un ensemble de variables impliquées dans C ′. Les nouvelles contraintes peuvent
être ajoutées dans C ′ dans la procédure de propagation. L’arbre de propagation pour la mé-
thode de propagation de valeurs est défini par :
– Chaque noeud est étiqueté par un ensemble (x1 ∈ {v1}, . . . ,xi ∈ {vi},xi+1 ∈
Ei+1, . . . ,xn ∈ En) où {x1, . . . ,xi−1} sont des variables passées, xi est la variable cou-
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rante et {xi+1, . . . ,xn} sont les variables futures. Chaque élément xi ∈ Ei, i ∈ [1, . . . ,n]
est appelé l’expression du domaine avec Ei ⊆ Di et Di = dom(xi). Ei est un do-
maine restreint de Di après une propagation. La racine est étiquetée par l’ensemble
{x1 ∈ D1, . . . ,xn ∈ Dn}. Sur cette arbre (figure 3), chaque noeud obtenu lors d’une ité-
ration impaire est un noeud obtenu après une propagation. Chaque noeud obtenu après
une itération paire est un noeud obtenu après une fragmentation.
Les noeuds au niveau impaire (après une propagation) qui n’ont pas de branches
descendantes sont appelés feuilles.
Définition .0.12. (feuille d’un arbre de propagation) Un noeud {x1 ∈ E1, . . . ,xn ∈ En}
est une feuille de l’arbre de propagation si :
∃Ek = /0 avec k ∈ [i, . . . ,n]
ou si :
l’ensemble des variables futures est vide.
– A chaque itération paire, chaque noeud prend la forme
(x1 ∈ {v1}, . . . ,xi ∈ {vi},xi+1 ∈ Ei+1, . . . ,xn ∈ En)
Ce noeud a une descendance
(x1 ∈ E ′1, . . . ,xi ∈ E ′i ,xi+1 ∈ E ′i+1, . . . ,xn ∈ E ′n)
où E ′k ⊆ Ek pour k ∈ [i, . . . ,n] obtenu par la vérification des contraintes contenant
{x1, . . . ,xi} ou par la propagation de valeurs à partir des singletons (x1 ∈ {v1}, . . . ,{xi ∈
{vi}) via les contraintes C . E ′k peut être un ensemble vide.
– A chaque itération impaire, chaque noeud prend la forme
(x1 ∈ {v1}, . . . ,xi ∈ {vi},xi+1 ∈ Ei+1, . . . ,xn ∈ En)
Si ce noeud n’est pas une feuille, il y a m descendantes de forme :
(x1 ∈ {v1}, . . . ,xi ∈ {vi},xi+1 ∈ {vi+1}, . . . ,xn ∈ En)
où m est le nombre d’éléments impliqués dans Ei+1. Ce noeud est obtenu par l’affecta-
tion xi+1 ← vi+1 avec vi+1 ∈ dom(xi+1)
Si un noeud issu d’une itération impaire n’est pas une feuille, la tâche de fragmentation
sera appliquée au noeud courant.
Une feuille {x1 ∈ E1, . . . ,xn ∈ En} est appelée un noeud réussite si chaque ensembles Ei est
un singleton avec i ∈ [1, . . . ,n]. Dans le cas contraire, on parle de noeud échec. Chaque noeud
réussi qui correspond à une affectation totale et valide est une solution du CSP.
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Exemple
Pour illustrer l’approche de génération automatitique de symptômes, nous prenons ici
l’exemple simple d’un circuit électrique (figure 4). Dans cet exemple, nous n’allons pas nous
concentrer sur le processus de diagnostic interactif mais sur la partie de génération de symp-
tômes. Pour cette raison, nous enrichissons le modèle du système pour qu’il peut apparaisse
plusieurs tests et regardons directement le système au niveau le moins abstrait.
FIG. 4 – Exemple d’un circuit électrique
Ce circuit se compose de :
– un commutateur modélisé par le tableau de comportement 5
– une lampe 1 modélisé par le tableau de comportement 6
– une lampe 2 modélisé par le tableau de comportement 7
– une batterie modélisé par le tableau de comportement 4
– un voltmètre modélisé par le tableau de comportement 8
– une pince de courant modélisé par le tableau de comportement 9
Modes VB (tension)
ok forte
ok faible
TAB. 4 – Comportement de la Batterie (k1)
On utilise tout d’abord la méthode structurelle pour chercher des sous système testable. La
structure du système peut être écrite par DXLab (voir annexe B) :
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Modes P (position VB Vp2 Vp3
du commutateur) (tension) (tension) (tension)
ok/cfm x1 faible faible faible
ok x2 faible faible faible
ok x1 forte forte faible
ok x2 forte faible forte
TAB. 5 – Comportements du Commutateur (k2)
Modes Vp2 I (courant L1
(tension) électrique) (lumière)
ok 1 1 allumé
ok 0 0 éteigne
TAB. 6 – Comportement de la Lampe 1 (k3)
k1 = |{−},{VB}| models Batterie
k2 = |{−},{VB,Vp2,Vp3,P}| models Commutateur
k3 = |{−},{Vp2,L1, I}| models Lampe1
k4 = |{−},{Vp3,L2}| models Lampe2
k5 = |{−},{VB}| models Volmetre
k6 = |{−},{I}| models Pince
k7 = |{−},{P}| models PositionCom
k8 = |{−},{L1}| models Lumiere1
k9 = |{−},{L2}| models Lumiere2
Les SSTs trouvés par la méthode structurelle sont :
SST01 : support = Commutateur[k2],Lampe2[k4],PositionCom[k7],Batterie[k1],
Lampe1[k3],Lumiere2[k9],Pince[k6],Lumiere1[k8]
Formula = (((((((Commutateur − Vp3 − Lampe2) − Vp2 − Lampe1) − L2 −
Lumiere2)− I−Pince)−L1−Lumiere1)−P−PositionCom)−VB−Batterie)
SST02 : support = Volmetre[k5],Batterie[k1]
Formula = (Volmetre−VB−Batterie)
SST03 : support = Commutateur[k2],Volmetre[k5],Lampe2[k4],PositionCom[k7],
Lampe1[k3],Lumiere2[k9],Pince[k6],Lumiere1[k8]
Formula = (Volmetre − VB − ((((((Commutateur − Vp3 − Lampe2) − Vp2 −
Lampe1)−L2−Lumiere2)− I−Pince)−L1−Lumiere1)−P−PositionCom))
La méthode de propagation de valeurs peut alors être appliquée à chaque SST pour
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Modes Vp3 L2
(tension) (lumière)
ok/cfm 0 absent
ok/cfm 1 présent
TAB. 7 – Comportements de la Lampe 2 (k4)
Modes VB V˜B
(tension) (tension)
ok forte forte
ok faible faible
TAB. 8 – Comportement du Voltmètre (k5)
chercher des jeux de valeurs candidats. Nous allons prendre ici l’exemple de SST03. La
recherche des jeux de valeurs pour SST03 correspond à un CSP 〈X ,D ,C 〉 avec C =
{k2,k5,k4,k7,k3,k9,k6,k8}. k7, k8, k9 sont des observateurs humains qui sont représentés par :
– k7 : P = P˜
– k8 : L1 = L˜1
– k9 : L2 = L˜2
X = VAR∠(C ) = {VB,P, I,Vp2,Vp3,L1,L2}}. Notons que V˜B, P˜, L˜1, L˜2 sont les valeurs
associés aux variables et n’apparaissent pas dansX .
La recherche des jeux de valeurs par arbre de propagation est donnée par la figure 5.
Chaque noeud est étiqueté par un ensemble (x1 ∈ E1, . . . ,xn ∈ En). Pour simplifier, si Ei ≡ Di
alors xi ∈ Ei est noté simplement par xi sur le schéma.
Les jeux de valeurs trouvés sont :
0. (VB={faible}, Vp2={0}, Vp3={0}, P={x1}, I={0}, L1={éteigne}, L2={éteigne})
1. ( VB={faible}, Vp2={0}, Vp3={0}, P={x2}, I={0}, L1={éteigne}, L2={éteigne})
2. ( VB={forte}, Vp2={0}, P={x2}, Vp3={1}, I={0}, L1={éteigne}, L2={allumé})
3. ( VB={forte}, Vp2={1}, P={x1}, Vp3={0}, I={1}, L1={allumé}, L2={éteigne})
Dans cette partie, nous avons reformulé la méthode de vérification en avant pour un pro-
blème de CSP sous forme d’un méthode de propagation de valeur. Ceci permet d’améliorer
la méthode de vérification en avance originale en tenant compte de la notion de déductibilité
/ non-déductibilité des variables. Cette méthode a été formulée pour un modèle aux variables
discrètes avec des variables déductibles et non-déductible peuvent exister. L’extension aux
domaines de valeurs continus suit le même principe.
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Modes I (courant I˜ (courant
Modes électrique) électrique
ok 1 1
ok 0 0
TAB. 9 – Comportement de la Pince de courant (k6)
FIG. 5 – Arbre de propagation
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Annexe D
Cette annexe présente les résultats du raisonnement floue dans l’analyse diagnostique don-
née dans Touaf et Ploix [2004b].
Fuzzification des symptômes
L’idée est de dire que si les contraintes de validité ne sont pas satisfaites, au lieu de consi-
dérer que le système se comporte a priori normalement, il est dans un état indéterminé. Cela se
traduit par une relation valide uniquement sous hypothèse d’exonération (tous les observables
ont été parcourus) :
∧
i
ok(itemi)← (K (V ) = 0)∧
(
K ′(V ) = 0
)
(.0.3)
par une contrainte modélisant le doute en cas de non-validité :
¬(K ′(V ) = 0)≡ doute sur ∧
i
ok(itemi) (.0.4)
et par une contrainte correspondant à une observation donnée :∧
i
ok(itemi)→ (K (V ) = 0)∨¬
(
K ′(V ) = 0
)
(.0.5)
Il faut donc tester deux ensembles de contraintes. Dans les deux cas, avec l’approche floue,
nous considérerons qu’il existe plus de deux valeurs possibles pour la satisfaction (satisfait ou
non-satisfait), mais une infinité qui va de 1 (satisfait) à 0 (non satisfait). Cela correspond au
degré d’appartenance flou à satisfait. La figure 6 illustre ce point de vue. A l’issu de la phase
de test, il existe deux degrés d’appartenance : µK = µ(K (V ) = 0) et µK ′ = µ(K ′(V ) = 0).
Nous avons le degré d’appartenance µK = µ(K (V ) = 0) = 1 si K (V ) = 0 est totalement
satisfait, et µK = µ(K (V ) = 0) = 0 siK (V ) = 0 est totalement insatisfait. Il est pareil pour
µK ′ = µ(K ′(V ) = 0). En utilisant l’interprétation floue µ(A∨B) = min(1,µ(A)+µ(B)), où
A et B sont des propositions, nous transposons1 (.0.5) en :
1On rappelle que A→ B équivaut à ¬A∨B.
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FIG. 6 – Interprétation des résidus dans un contexte flou
min
(
1,1−µ
(∧
i
ok(itemi)
)
+µ (K (V ) = 0)+
(
1−µ (K ′(V ) = 0)))= 1
ou encore, en adoptant les notations précédentes :
min
(
1,2−µ
(∧
i
ok(itemi)
)
+µK −µK ′
)
= 1
Pour satisfaire cette relation, il faut vérifier :
µ
(∧
i
ok(itemi)
)
≤ 1+µK −µK ′ (.0.6)
Dans le cas où la contrainte de validité est totalement insatisfaite, ou on a µK ′ =
µ(K ′(V ) = 0) = 0. Ceci conduit à un cas de doute où le système est dans un état indéter-
miné. Nous ne pouvons donc pas décider ni vrai ( =1) ni faux ( =0). La relation (.0.4) conduit
à :
(µK ′ = 0)≡
(
µ
(∧
i
ok(itemi)
)
= 0.5
)
(.0.7)
Enfin, la relation (.0.3), qui n’est valide que sous hypothèse d’exonération, se transpose
en :
min
(
1,2−µK −µK ′+µ
(∧
i
ok(itemi)
))
= 1
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Pour satisfaire cette relation, il faut vérifier :
µ
(∧
i
ok(itemi)
)
≥ µK +µK ′−1 (.0.8)
Le problème est alors de trouver une fonction de fuzzification qui permette de déduire
le degré d’appartenance au symptôme
∧
i ok(itemi) et partant des degrés de satisfaction des
contraintes (K (V ) = 0) et (K ′(V ) = 0). Cette fonction doit vérifier les contraintes (.0.6) et
(.0.7) qui sont représentées sur la figure 7. Les parties non-grisées satisfont les contraintes. Les
cercles rouges correspondent à des points de passage obligés du fait de la contrainte (.0.4). De
plus, si la fonction de fuzzification permet de vérifier (.0.8), elle pourra aussi être utilisée sous
hypothèse d’exonération. Nous avons montré que la fonction suivante convenait :
µ(test) = Γ(µK ,µK ′) =
1+(2µK −1)µK ′
2
(.0.9)
Pour chaque test, cette fonction de fuzzification permet d’évaluer le degré de vérité des symp-
tômes en fonction des degrés de satisfaction des contraintes de comportement et de validité :
µ (
∧
i ok(itemi)) = Γ(µK ,µK ′).
FIG. 7 – Fonction de fuzzification pour les tests flous
En cas d’anomalie, au lieu d’évaluer µ (
∧
i ok(itemi)), on va plutôt chercher à évaluer
µ (
∨
i cfm (itemi)) = 1−µ (
∧
i ok(itemi)) car dans un cas non multi-modal, on a : ¬ok(item) =
cfm (item). Il s’ensuit :
µ
(∨
i
cfm (itemi)
)
= µ
(¬(K (V ) = 0)∧ (K ′(V ) = 0))= 1−Γ(µK ,µK ′) (.0.10)
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Imaginons maintenant que deux tests de détection aient été effectués. Dans ce cas,
deux systèmes de contraintes seront disponibles : (K1(V ) = 0,K ′1(V ) = 0) et (K2(V ) =
0,K ′2(V ) = 0). La relation (.0.5) devient :
∧
i
ok(itemi)→
(
(K1(V ) = 0)∨¬
(
K ′1(V ) = 0
))∧ ((K2(V ) = 0)∨¬(K ′2(V ) = 0))
En cas d’anomalie, on obtient :
¬((K1(V ) = 0)∨¬(K ′1(V ) = 0))∨¬((K2(V ) = 0)∨¬(K ′2(V ) = 0))→∨
i
cfm (itemi)
Ainsi, en utilisant l’opérateur de fuzzification max pour ∨ afin d’éviter la saturation, on
déduit :
µ
(∨
i
cfm (itemi)
)
= max(1−Γ(µK1,µK ′1 ),1−Γ(µK2,µK ′2 ))
Ce résultat se généralise à l’ordre n et montre que, sans hypothèse d’exonération, le degré
d’alarme µ (
∨
i cfm (itemi)) est soit constant soit croissant. La figure 8 illustre ce résultat sur
un exemple où les nouvelles observations sont inscrites dans une série temporelle.
FIG. 8 – Le degré d’alarme dans un contexte flou formel
Raisonnement diagnostique flou
En phase de détection, un degré de vérité µtest = µ (
∧
i ok(itemi)) est évalué pour chaque
test. La phase d’analyse diagnostique peut donc démarrer. Mais l’analyse diagnostique for-
melle peut-elle être transposée de la logique nette à la logique floue ? Plusieurs situations
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peuvent se produire. Soit T, l’ensemble des tests que l’on partitionne en T = Tsatis f ait ∪
Tinsatis f ait ∪Tdouteux avec Tsatis f ait = {test; µ(test) = 1}, Tinsatis f ait = {test; µ(test) = 0} et
Tdouteux = {test; µ(test) ∈]0,1[}. On considère qu’un test douteux peut être soit satisfait soit
insatisfait. Le principe de résolution est d’examiner toute la combinatoire possible sur les tests
douteux est, pour chaque cas, de collecter les diagnostics. Parmi cet ensemble de diagnostics,
seuls les diagnostics minimaux sont conservés car ils sont générateurs des autres diagnostics.
Examinons les 3 situations différentes.
La première correspond au cas où T ≡ Tsatis f ait . Cette situation est similaire à celle de la
logique nette : il n’y a aucune raison de calculer des diagnostics car aucune anomalie n’a été
révélée.
La seconde situation est celle où Tinsatis f ait 6= /0. Les diagnostics doivent alors pouvoir
expliquer non seulement ces tests mais aussi les tests douteux Tdouteux qui révèlent une
anomalie possible. Appelons Dinsatis f ait = {Dinsatis f aiti }, les diagnostics expliquant les tests
Tinsatis f ait 6= /0. Pour expliquer la combinatoire des tests Tdouteux, chaque diagnostic Dinsatis f aiti
doit être complété par des modes cfm supplémentaires. Or, les diagnostics résultant de ce
complément sont nécessairement non minimaux puisqu’ils contiennent Dinsatis f aiti . Par consé-
quent, dans la situation où Tinsatis f ait 6= /0, les diagnostics minimaux sont déduits uniquement
des tests Tinsatis f ait : {Di} = {Dinsatis f aiti } ou encore, écrit différemment, D = Dinsatis f ait . Les
diagnostics peuvent être calculés mais il reste à évaluer leur degré de vérité. Le principe est
d’évaluer le degré de vérité de ce qui a induit le diagnostic. Dans cette situation, les diag-
nostics sont induits par les tests Tinsatis f ait dont le degré de non satisfaction est donné par :
1− µ(test) = 1. Par conséquent, puisque tous les niveaux de non-satisfaction des tests ayant
générés les diagnostics Dinsatis f ait valent 1, on déduit que :
∀Di ∈ Dinsatis f ait ,µ(Di) = 1 (.0.11)
Ainsi, s’il existe des tests avec un µ(test) = 0, les diagnostics doivent être calculés uniquement
à partir des tests vérifiant µ(test) = 0 et leur degré de vérité est de 1.
La dernière situation est celle où Tinsatis f ait = /0 et Tdouteux 6= /0. En considérant toute la
combinatoire possible pour les tests de Tdouteux, il apparaît que les diagnostics minimaux cor-
respondent aux cas où un seul test douteux est insatisfait2. Les diagnostics correspondent à des
modes cfm simples : Ddouteux =
⋃
test∈Tdouteux
⋃
modei∈Expl(test)modei. Pour évaluer le degré de
vérité d’un diagnostic de ce type, il faut là encore évaluer le degré de vérité de ce qui a conduit
à ce diagnostic. Si l’on considère un diagnostic cfm (itemi), il appartient à l’ensemble des diag-
nostics Ddouteux parce que certains tests le contiennent. En utilisant max comme opérateur de
fuzzification pour ∨, son degré de vérité sera donc :
µ(cfm (itemi)) = maxtest∈Tdouteux
(
1−Γ(µKtest ,µK ′test )
)
(.0.12)
2Il n’y a aucun diagnostic si tous les tests sont satisfaits.
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La fonction Γ est utilisable lorsque l’hypothèse d’exonération est faite. Il est donc pos-
sible de s’en servir pour évaluer une distance entre la signature effective définie par ∀testi ∈
T,(σ∗T)i = 1−Γ(µKtesti ,µK ′testi )
3, et la signature théorique d’un diagnostic. Soit un diagnostic
D j. La signature théorique de σT(D j) est donnée par :
∀testi ∈ T,
{
(σT(D j))i = 0, si Modes(D j)∩Expl(testi) = /0
(σT(D j))i = 1, si Modes(D j)∩Expl(testi) 6= /0
(.0.13)
La distance entre les deux signatures s’écrit alors :
distanceT(D j) =
‖ σ∗T−σT(D j)) ‖1
card(T)
(.0.14)
où :
– (σ∗T)i = µ(testi)
– σT(D j)) est évalué comme indiqué précédemment
– une norme 1 4 a été choisie pour resté cohérent avec la distance de Hamming de la
logique nette de l’équation (.0.2).
Exemple
Prenons l’exemple d’un système de 2 cuves décrit par les modèles élémentaires suivants
(
ok(bac1),S
dh1
dt
−qe1 + kh1 = 0,0≤ h1 < 50cm
)
(ok(bac1),qs1 − kh1 = 0)(
ok(bac2),S
dh2
dt
−qe2 − kh1+ kh2 = 0,0≤ h2 < 50cm
)
(ok(bac2),qs2 − kh2 = 0)
(ok(capteur1),obs(t,h1)−h1 = 0)
(ok(capteur2),obs(t,h2)−h2 = 0)
(ok(vanne1),obs(t,qe1)−qe1 = 0)
(ok(vanne2),obs(t,qe2)−qe2 = 0)
En partant de ces modèles élémentaires, nous avons déduit trois sous-systèmes testables
résumés par la table de signature suivante :
3s’il y a plusieurs jeux d’observations, σ∗T correspond au maximum de 1−Γ(µKtesti ,µK ′testi ) sur tous les jeux
4somme des valeurs absolues
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ok(bac1) ok(bac2) ok(capteur1) ok(capteur2) ok(vanne1) ok(vanne2)
t1 1 1 0 1 1 1
t2 1 1 1 1 0 1
t3 1 0 1 0 1 0
Trois générateurs de résidus à base d’observateurs d’état ont alors été conçus. Le premier
générateur, que nous appellerons test1, est décrit par :
d
dt
(
hˆ1
hˆ2
)
=
(− kS −K1
k
S − kS −K2
)(
hˆ1
hˆ2
)
+
(1
S 0 K1
0 1S K2
)obs(t,qe1)obs(t,qe2)
obs(t,h2)
 (.0.15a)
obs(t,h2) =
(
0 1
)(hˆ1
hˆ2
)
+ ε1 (.0.15b)
0≤ hˆ1 ≤ 50cm (.0.15c)
0≤ hˆ2 ≤ 50cm (.0.15d)
Les contraintes (.0.15a) et (.0.15b) permettent de tester le modèle alors que les contraintes
(.0.15c) et (.0.15d) permettent de tester la validité du test. Imaginons que les symptômes ob-
servés soient :
générateur de résidus µ(K ) µ(K ′)
test1 0.75 0.8
test2 0.125 0.8
test3 0.3 1
Pour chaque test, il faut calculer le degré de satisfaction Γ(µ(Ktest),µ(K ′test)) et la signa-
ture effective σ∗T en utilisant la formule (.0.9) :
générateur de résidus Γ(µ(K ),µ(K ′)) σ∗T
test1 0.7 0.3
test2 0.2 0.8
test3 0.3 0.7
Avant d’étudier les résultats obtenus pour différents scénarios de défaut, observons qu’il est
inutile de distinguer des items non discriminables. Ils ne feront que démultiplier le nombre de
diagnostics, aussi est-il préférable de regrouper les items non-discriminables dans un macro-
item. En considérant la table de signature correspondant aux 3 tests, on s’aperçoit que les
items bac2, capteur2 et vanne2 sont non-discriminables. Pour réduire les écritures, nous in-
troduisons un macro-item ensemble2 qui réunit bac2, capteur2 et vanne2. La nouvelle table
de signature devient celle représentée dans le tableau 10.
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ok(bac1) ok(capteur1) ok(vanne1) ok(ensemble2)
t1 1 0 1 1
t2 1 1 0 1
t3 1 1 1 0
TAB. 10 – Table de signatures réduite du système de cuves
En exploitant la table de signature 10, on déduit les diagnostics qui suivent :
cfm (bac1)∨ cfm (capteur1)∨ cfm (vanne1)∨ cfm (ensemble2)
Le degré de vérité de chaque diagnostic est donné par :
µ({cfm (bac1)}) = max(1−0.7,1−0.2,1−0.3) = 0.8
µ({cfm (capteur1)}) = max(1−0.2,1−0.3) = 0.8
µ({cfm (vanne1)}) = max(1−0.7,1−0.3) = 0.7
µ({cfm (ensemble2)}) = max(1−0.7,1−0.2) = 0.8
Les signatures théoriques sont données par la table de signature (10). Il est alors possible
de calculer les distances entre la signature effective et la signature théorique pour chaque
diagnostic :
distance({cfm (bac1)}) = 0.4
distance({cfm (capteur1)}) = 0.27
distance({cfm (vanne1)}) = 0.6
distance({cfm (ensemble2)}) = 0.53
Grâce aux deux mesures, degré de vérité et distance, il est possible d’établir un classement
des diagnostics par ordre décroissant de vraisemblance :
µ(cfm (capteur1))
µ(cfm (bac1))
µ(cfm (ensemble2))
µ(cfm (vanne1))
Considérons un autre exemple où certains tests sont totalement insatisfaits :
générateur de résidus µ(K ) µ(K ′)
test1 0 1
test2 0 1
test3 0.8 1
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On calcule les degrés de satisfaction :
générateur de résidus Γ(µ(K ),µ(K ′)) σ∗
test1 0 1
test2 0 1
test3 0.8 0.2
Comme il y a deux tests totalement insatisfaits, les diagnostics sont calculés uniquement à
partir de test1 et de test2 :
cfm (bac1)
cfm (ensemble2)
cfm (capteur1)∧ cfm (vanne1)
Comme nous l’avons vu précédemment, puisqu’il existe des tests totalement insatisfaits, le
degré de vérité de chaque diagnostic vaut 1.
Il ne reste plus qu’à calculer les distances :
distance(cfm (bac1)) = 0.27
distance(cfm (ensemble2)) = 0.07
distance(cfm (capteur1)∧ cfm (vanne1)) = 0.27
Le diagnostic le plus vraisemblable est cfm (ensemble2). Parmi les deux autres diagnostics
qui ont les mêmes distances, cfm (bac1) pourrait être considéré comme plus vraisemblable en
tenant compte des probabilités de défaut a priori et en supposant tous les défauts équiprobables.
Une des principales limites de cette approche est de ne pas s’appliquer aux systèmes
multi-modaux. En effet, si Modes(item) = {ok, leak,cfm } et si le degré d’appartenance au
mode ok, µ(ok(item)) est connu, il n’est pas possible de déduire le degré d’appartenance des
autres modes. Nous nous mettrons dans le contexte où µ(cfm ) = 1− µ(ok), c’est-à-dire où
Modes(item) = {ok,cfm }. Néanmoins, dans la pratique, cette limite n’est pas trop restrictive :
tous les systèmes industriels sur lesquels nous avons travaillé ne comportaient que des modèles
de bon fonctionnement. A l’instar des médecins, un processus de diagnostic commence sou-
vent par tester un système en s’appuyant sur des références de comportement attendu plutôt
que d’envisager d’emblée des modes de défauts dont la combinatoire est très grande.
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Résumé : Cette thèse étudie les problèmes de diagnostic itératif et propose des outils
d’aide au diagnostic interactif. Différents processus de diagnostic où des outils interactifs
homme-automate sont utiles, sont présentés. Ces outils permettent de résoudre des difficultés
liées à la représentation d’un grand nombre d’éléments d’un système, des difficultés liées à
la représentation du comportement et du fonctionnement d’un système et des difficultés liées
à l’explicitation de l’expertise. Nos travaux ont conduit à la conception de différents types
d’outils interactifs d’aide au diagnostic. Le premier permet d’exploiter des représentations
structuro-fonctionnelles pour construire et résoudre progressivement un problème de diag-
nostic. Le second outil interactif permet d’exploiter des modèles de comportement construit
au fur et à mesure de la résolution d’un problème de diagnostic. Enfin, un dernier outil a été
proposé pour montrer qu’il est possible de prendre compte la connaissance implicite d’un
expert dans la résolution de problème de diagnostic. Un problème de diagnostic est donc
présenté comme un processus itératif avec des interactions homme-automate.
Mots clés : interaction homme-machine, analyse diagnostique, détection de défauts,
modélisation structurelle, modélisation comportementale, modélisation fonctionnelle, théorie
de l’abstraction.
Resum : This PhD thesis studies the iterative diagnosis problems and provides the
computer-aided diagnostic tool for interactive diagnosis. Different diagnosis processes where
the tool to support human-machine interaction are useful, are presented. These tools help to
tackle difficulties related to the representation of a large number of elements in a system,
difficulties related to the representation of the behavior functioning of a system and difficulties
encountered while expliciting the expertise. Our work led to the design of different interactive
tools to support the diagnosis process. The first tool allows to exploit the structural-functional
modeling to build and solve progressively a diagnosis problem. The second interactive tool
allows to exploit the behavioral models built step by step in the diagnosis process and to
solve the diagnosis problem. The final tool was proposed to show that it is possible to take
into account the implicit knowledge of an expert in order to solve the diagnosis problem.
A diagnosis problem is therefore presented as an iterative process with human-machine
interactions.
Keywords : human-machine interaction, diagnosis analysis, fault detection, structural
modeling, behavioral modeling, functional modeling, theory of abstraction.
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