Recent discoveries of gravitational wave (GW) signals from astrophysical compact binary systems of neutron stars and black holes have firmly established them as prime sources for advanced GW detectors. Accurate theoretical models of expected signals from such systems have been used to filter the detector data using the matched filtering technique. An efficient grid over the parameter space at a fixed minimal match has a direct impact on improving the computational efficiency of these searches. To this end, in a recent paper, we had introduced a new hybrid geometric-random template placement algorithm over three-dimensional parameter spaces having moderately varying curvature. In this paper, we extend the formalism to arbitrary dimensions using the A * n lattice. By an explicit construction of such hybrid template banks in idealized situations, we demonstrate the theoretical improvement possible over a stochastic template placement in 3 and 4 dimensions. Next, we construct template banks for binary black hole and neutron star-black hole searches in Advanced LIGO data, using the numerically evaluated metric on the space of IMRPhenomD waveforms. This technique is computationally efficient and can be applied to calculate the metric for any waveform family. We show that the template placement is robust and can automatically accommodate varying curvature and boundary effects with no explicit fine tuning in the design. By comparing these banks against existing stochastic template banks, we establish that while both are equally effectual in capturing sources modelled by IMRPhenomD and SEOBNRv4 ROM waveform families, the hybrid banks are significantly smaller in size. Further, we show that the hybrid banks can be generated much faster in comparison to the stochastic banks. The resulting template banks are ready to be used in future LIGO searches.
I. INTRODUCTION
Gravitational-wave (GW) observations have opened up a new branch of astronomy with the detection of signals from several binary black hole (BBH) mergers [1] [2] [3] [4] in the Advanced LIGO [5] and Advanced Virgo [6] detectors. GW signal from a binary neutron star inspiral [7] was detected recently, along with several electromagnetic counterparts across the electromagnetic spectrum [8] , heralding the era of multimessenger astronomy. As the advanced detectors are paced through their planned hardware upgrades, one expects further improvements of their sensitivity and bandwidth. Several advanced detectors such as KAGRA [9] and LIGO-India [10] are expected to start operations over the time-scale of a few years. As such, one expects several more detections of GW events to be recorded by this network of advanced detectors. This will usher in a new era of precision GW astronomy.
GW searches from the inspiral, merger and ringdown phases of compact binary systems are based on two broad techniques: modeled searches which use theoretical waveforms for such systems as predicted by general relativity and unmodelled or burst searches which assume minimal information about these waveforms. Availability of precise waveforms for these systems allows one to use the matched filtering technique to detect weak signals buried in detector noise at a higher statistical significance over burst searches. For example, the GW150914 [1] event was detected by the burst search [11] with a significance of 4.1σ above background whereas, the same event was reported with a signal-to-noise ratio (SNR) of ∼ 24 at a significance ≥ 5.1σ by a matched-filtering based modeled search [12] . The modeled searches have also played a key role in the detection of the relatively weaker BBH events GW151226 [2] , GW170104 [3] and GW170814 [4] , as well as the BNS event GW170817 [7] thus underlining their importance in search pipelines.
Matched-filtering searches involves calculating the correlation between the data and the expected waveform [13, 14] and can be shown to be the optimal strategy to search for signals embedded in additive, stationary, Gaussian noise. In reality, however, the detector noise is neither stationary nor Gaussian; therefore one requires additional consistency tests to distinguish between astrophysical signals and noise transients that couple to the detector. Signal consistency tests such as the χ 2 -test [15] , trigger coincidence test across multiple detectors [16] , etc. help in reducing the false alarm rate and improve the confidence in detections [17] .
Since the signal parameters are not known a priori, one is forced to filter the data using a set of expected signals, which can be represented as a set of points in the intrinsic parameter space, and are collectively known as the template bank. For the first observational run (O1) of Advanced LIGO, the bank was constructed by targeting compact binary systems with
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individual masses between (1, 99) M , while restricting the total mass up to a maximum of 100M . The dimensionless aligned-spin magnitude of the individual objects was limited to 0.99 [12, 18] . Out of these, objects with mass less than 2M were considered to be neutron-stars and their dimensionless spin magnitude was restricted to 0.05. The template bank consisted of ∼ 250 000 templates. Template waveforms were modeled using the effective-one-body (EOB) formalism [19] along with reduced-order modeling techniques [20] . In the second observational run (O2) of advanced LIGO, the template bank was constructed by extending the total masses up to 500 M in view of improved low-frequency sensitivity of the detectors [21] . An improved version of aligned-spin EOB waveform model [22] was used. The aligned-spin magnitudes were similarly limited up to ∼ 0.99. In O2 searches, the number templates in the bank increased by over 60% in comparison to O1.
The template placement problem for GW searches is one about the construction of a set of points within the deemed parameter space such that for any point chosen at random within its boundaries, one can find a template in the bank within a fiducial distance D max . The latter is related to the minimal match (MM) [23] of the bank as: D max = √ 1 − MM and is kept fixed for a given template bank. The distance D max represents the maximum allowed mismatch between any arbitrary signal in the manifold and the "nearest" template in the bank. MM must be carefully chosen as this parameter controls the density of template points. On one hand, setting a low value can lead to losses in SNR which in turn can weaken the detection rate, whereas on the other hand, a very high value leads to very dense spacing of templates which in turn can increase the computational cost of the search significantly. Geometrically, the template placement problem is an instance of the sphere covering problems [24, 25] : where one seeks to cover a given parameter space volume with the smallest set of metric spheres, each of radius D max .
The optimum placement of templates in parameter spaces with non-vanishing intrinsic curvature is an open optimization problem under which, one seeks the minimum set of points in the bank at a given fixed, minimal match. Two broad template placement strategies have been developed by the community over the past two decades -the geometric placement algorithm using a quasi-regular lattice of points, and the stochastic construction built from a set of random proposals [26, 27] .
Under the geometric scheme, a set of coordinates is first identified in which the variation in the curvature is the least, i.e. in which, the parameter-space metric (defined in Section II) is almost constant. In such coordinates, one assumes local flat patches in which a suitably oriented A * n lattice of points are placed. If the variations are mild, then such local flat patches mesh up neatly to provide adequate coverage over the entire bank. Such banks have been constructed in effective 2-dimensional parameter spaces for both non-spinning and aligned-spin binary neutron stars and neutron star-black hole systems [28] [29] [30] [31] and have been used in previous LIGO searches [32] [33] [34] [35] . The great drawback of such banks is the amount of fine-tuning required in order to cover "holes" across local patches because of the mis-alignment arising from the variation of the metric. Excessive fine-tuning renders the method impractical to be ported across waveform families. It also becomes a challenge to scale the method to higher dimensions. The metric on the signal manifold is a crucial input in this approach of template placement.
The stochastic template placement algorithm, is one where the template bank is built up from a list of random proposals drawn from a uniform distribution over the deemed parameter space. In its original form (which we refer to as bottom-up approach), one starts with an empty bank. Random proposals at a distance greater than D max from every existing template in the bank are accepted. This process continues until the preset convergence threshold is reached. The latter is measured from the average rate of rejection averaged over a fixed number of acceptances. The distance calculation in the stochastic bank can be sped up if the parameter space metric is available. However, this method can be extended to cases where the metric is not known, in which case the distance is calculated by brute-force by evaluating the overlap integral [see Eq.(2.3)] explicitly, at a significant increase in computational cost. Overall, the stochastic method is robust and can be implemented in higher dimensional curved parameter spaces.
Several recent efforts have been made to combine the spaceefficiency of lattice based geometric template placement along with the robustness of stochastic methods. For example, Capano et al. [36] used a seed 4-dimensional geometric bank (constructed over the low-mass range of parameters) as a starting point for the stochastic placement in 4-dimensions. By this approach, they demonstrated a nominal reduction of ∼ 5.5% in the overall bank size. This bank was used in the first observing run (O1) of Advance LIGO. This method was further extended [21] by varying the starting frequency to include the high-mass BBH waveforms and have been used in O2 searches. Other efforts [37] include using binary tree partitions of the parameter space into distinct hyper-rectangles of approximately constant metric over which a geometric or stochastic bank can be placed.
Along this broad theme of combining the two placement methods, we proposed [38] a new hybrid geometric-random template placement algorithm and demonstrated its efficacy in a 3-dimensional coordinate system where the parameter-space metric is slowly varying. The idea is the following: at first we start with a large number of random proposals uniformly sprayed over the deemed parameter space. Thereafter, starting from a randomly chosen point we place suitably oriented A * 3 lattice points assuming locally flat patches within the space and remove the sub-set of random proposals that lie within a distance D max of the lattice points. The placement is terminated when all the random proposals are exhausted. In a head to head comparison with the stochastic bank, we found the latter to have ∼ 30% more templates for identical coverage for a given family of waveforms. In this paper, we first extend the hybrid method to higher dimensions using the A * n lattice and explicitly construct templates banks for future Advanced LIGO searches.
The paper is organized as follows: In Sec. II, we briefly introduce the waveform models and some basic terminology used in the paper. We also outline the numerical calculation of the metric using finite difference method over dimensionless chirp time coordinate system in which the metric components are slowly varying over the parameter space. We also show that the minimal match contours of the metric are in excellent agreement with the contours of the exact match function. This simple method is versatile and can be used to calculate the metric for any waveform family. In Sec. III, we recapitulate the basic idea of hybrid construction of the template bank and extend the method to arbitrary dimensions via A * n lattice placement. A computationally efficient method for the computation of the nearest neighbors of an arbitrary point in parameter space is described in Appendix A. In Sec. IV, we construct the hybrid template banks for aligned-spin BBH systems using the IMRPhenomD metric. For head to head comparison, we also constructed the stochastic bank in two ways: using the IMRPhenomD metric for match calculation and also by brute force match evaluations. To quantify the coverage of the banks, we compute the distribution of the fitting factors by injecting a set of aligned-spin signals from the IMRPhenomD as well as SEOBNRv4 ROM [22] waveform models. In Sec. V, we demonstrate the results for aligned-spin NSBH systems. Although the IMRPhenomD is a two-spin model, previous work has shown that it is difficult to measure them individually from GW observations [39] [40] [41] . Motivated by this, we re-parametrize the two spin parameters into a reduced-spin parameter by asserting a constraint over dimensionless spins such that χ 1 = χ 2 for BBH systems. Similarly, for NSBH systems, we assume a non-spinning neutron-star companion. Thus in both cases, we reduce the effective dimensions of the parameters over which the templates are placed. In subsequent Monte-Carlo injections, we show that such banks provide adequate coverage to signals with spins taking the full range of allowed values (including unequal spins).
The results presented in this paper are obtained for Advanced LIGO's zero-detuned high-power noise model [42] with starting frequency set to f low = 20Hz for BBH systems and f low = 30Hz for NSBH systems. The high-frequency cutoff was set to f high = 1024 Hz for both cases. Note that such a high-frequency cutoff for NSBH systems at 1024Hz does not include the merger and ringdown portions of the IMRPhenomD waveforms for low masses. This termination is justified on the grounds that the contribution to the total signal power from higher frequency is insignificant for low masses system. Finally, in Sec. VI, we summarize the main results of this paper and discusses the applicability of the metric as well as the hybrid method for future searches of Advanced LIGO.
II. WAVEFORM MODELS FOR NON-PRECESSING BLACK-HOLE BINARIES
Recent advances in analytical [43, 44] and numerical [45] [46] [47] relativity has made it possible to construct accurate semianalytical waveforms describing the entire coalescence of binary black holes, including the orbital inspiral, merger and the subsequent ringdown of the remnant black hole. Waveforms constructed using the effective-one-body [48] [49] [50] [51] [52] and phenomenological [53] [54] [55] [56] [57] [58] have been employed in the searches for GWs from binary black holes, providing significant improvement in the sensitivity of the searches and the accuracy and precision of the estimation of the source parameters. In this paper, we focus on the phenomenological waveform family IMRPhenomD [57, 58] and the effective-one-body waveform family SEOBNRv4 ROM [22] . Both waveform families are faithful in modeling GWs from the inspiral, merger and ringdown of binary black holes with nonprecessing spins. This has been established by comparing them with available numerical-relativity simulations over a wide range of the parameter space (with mass ratio 10-18 and dimensionless spin magnitudes up to 0.85 − 0.98).
The observed GW signal h(t; λ, θ) from a compact binary system is characterized by a set of intrinsic parameters λ i (such as the masses and spin angular momenta of the compact objects) and a set of extrinsic parameters θ i (such as the time of arrival of the signal at the detector and the phase of the signal corresponding to a reference time). In the case of binaries with non-precessing spins, the intrinsic parameter space is four-dimensional -{m 1 , m 2 , χ 1 , χ 2 }, where m 1 , m 2 are component masses and χ 1 , χ 2 are the dimensionless spins of the two objects. Spin effects appear as higher order corrections to the inspiral waveform, and the leading spin-dependent term in the post-Newtonian waveform is described by a particular combination of the spins and mass ratio, sometimes called the reduced spin [39] :
where χ s and χ a are symmetric and asymmetric combination of the spins ([χ 1 ± χ 2 ]/2) while η and δ are called symmetric and asymmetric mass ratios:
. As a result of this, the dominant spin effects are described by the effective parameter χ and it is possible to mimic, to a good accuracy, the non-precessing waveforms with arbitrary spins by waveforms described by a single effective spin parameter. This essentially means that, to a very good approximation, the effective dimension of the parameter space is three. In this paper, we will be constructing template banks in three intrinsic dimensions and will illustrate that the bank is highly effectual in detecting signals over the full parameter space of non-precessing binaries.
Matched filtering involves maximizing the following inner product with the data d(t) over the intrinsic and extrinsic
is the normalized waveform and the angular brackets define the following inner product
whereã( f ) denotes the Fourier transform of a(t) and S h ( f ) denotes the one-sided power spectral density of the noise. Maximization of the inner product over the extrinsic parameters can be performed computationally efficiently [59] , while the maximization over the intrinsic parameters require the construction of a template bank. Thus, it is useful to define the inner product between two waveforms, called the match, that is maximized over the extrinsic parameters,
Following [23] , the mismatch (1−M) between two waveforms can be written in terms of the parameter space metric g i j as
where the metric
provides a quadratic approximation to the match M between two waveformsĥ( f ; λ) andĥ( f ; λ + ∆λ) with parameters λ and λ + ∆λ. We compute the metric by computing the Fisher information matrix [60] of the waveforms over the full parameter space and then projecting out the dimensions of extrinsic parameters [59] . The Fisher matrix is given by
where ∂ α denotes the partial derivative of the waveform with respect to the α-th parameter (this includes intrinsic and extrinsic parameters). The derivatives are computed numerically using first-order central finite difference In particular, we compute the derivatives of the amplitude A and phase Ψ of the frequency domain IMRPhenomD waveforms and compute the Fisher matrix from these derivatives.
The Fisher matrix is computed in the 5-dimensional parameter space of three intrinsic parameters describing the masses and an effective spin and two extrinsic parameters describing the time of coalescence t 0 and phase ϕ 0 at coalescence. We describe the intrinsic parameters in terms of three dimensionless chirp times θ 0 , θ 3 and θ 3S [61] , which are related to the total mass, symmetric mass ratio and the reduced spin parameters in the following way:
The choice of this set of parameters was motivated by the fact that, when expressed in these coordinates, the metric is slowly varying over the parameter space. We compute a 3-dimensional metric in the space of intrinsic parameters (described by {θ 0 , θ 3 , θ 3S }) by projecting out the Fisher matrix onto directions orthogonal to the extrinsic parameters t 0 and ϕ 0 . The mismatch computed using the resulting metric has excellent agreement with the exact numerical calculation of the mismatch (Fig. 1 ).
III. HYBRID BANK CONSTRUCTION
In this section, we recapitulate the basic features of the hybrid geometric-random template placement algorithm to search for GWs from aligned-spin binary systems as proposed earlier by us [38] . We further extended it to higher dimensions using the A * n lattice construction. This method can be used to place templates in parameter spaces with slowly varying curvature and seeks to combine the space efficiency of A * n lattices with the robustness of the stochastic method. The metric over the intrinsic parameter space is non-flat and there is no guarantee of the existence of a global coordinate system to remove the curvature effects throughout the parameter space. However, a local coordinate transformation can approximately transform it into a flat Euclidean metric valid over a small patch around a fiducial point of the parameter space. This local coordinate transformation at a point in the parameter space can be constructed by performing a rotation followed by re-scaling of the metric coefficients. Once such a transformation is made, the A * n neighbors can be found using a computationally efficient method outlined in Appendix A. The corresponding inverse transformation can be used to find the coordinates in the target parameter space in which the bank of templates is being placed. The scaling and rotation matrices can be constructed using the eigenvalues Λ i and eigenvectors e i of the metric g i j . The columns of the rotation matrix consist of the eigenvectors such that R i j is the j th element of the i th eigenvector. The scaling matrix S is diagonal with elements
where MM is the minimal match of the bank. Given N k to be the A * n lattice coordinates in the flat Euclidean patch, the corresponding coordinatesN i in the target space is given by,
Only those lattice neighbors are accepted that lie inside the chosen range of parameters in the target space and are also sufficiently far (i.e. > MM) from the existing templates in the bank. However, these lattices constructed by assuming local flat patches, may be inadequate in regions of the parameter space where metric changes rapidly and also near areas close to the parameter space boundaries. If the metric varies rapidly, the neighboring patches are oriented differently, and the A * n cells do not cover the volume adequately, leaving holes in the bank coverage. If the points lie close to the boundaries, then the A * n neighbors, when projected back to the target space, may lie outside the physical parameter space. To account for these issues, the hybrid algorithm proceeds by first spraying a set of random proposals over the physical parameter space and later eliminates the ones that lie inside the minimal-match "spheres" of the templates that are accepted as part of the bank. By doing so, we make sure that any hole left behind due to varying curvature automatically get covered by the remaining random proposals that aren't swept up by the deletion criteria mentioned above.
In previous work, we implemented this template placement algorithm in a 3-dimensional parameter space by using the vertices of a truncated octahedral cells which are nothing but the fundamental region of the A * 3 (or BCC) lattice. This method was used to place templates for aligned-spin BNS and NSBH systems using the TaylorF2RedSpin metric [61] . This identification allows us to extend the method to template placement in arbitrary dimensions.
The hybrid construction starts to place templates from an initial seed point which can be chosen (without any loss of generality) to be the center of the parameter space. The final bank size weakly depends on this initial choice and shows ∼ 1% variability due to the choice of initial point. Figure 2 shows the flowchart of the algorithm, where U is the list of random proposals and T is the list of template points. The region inside the shaded area represents the geometrical part of the algorithm that places the A * n lattice over a local flat patch. The geometric lattice is placed iteratively as more templates are added to the bank starting from the seed point. However, it can get terminated before the lattice covers the entire parameter space due to rapidly varying curvature and boundary effects. Once we exit the geometric lattice construction part, the algorithm proceeds to remove those proposals from U which are within the minimal match distance from the templates in the bank. If any points remain in U, then a new seed point is selected among them and the geometric placement part is restarted. Else, the process terminates to return the final template bank T.
It is interesting to note that by design we can decouple the geometric and stochastic parts of the hybrid bank algorithm. To demonstrate this point, one may check that if we discard the shaded region in the flowchart, then the process will choose one random proposal from U as a new template at a time and eliminate the points from U that lie inside the minimal match FIG. 2. Flow chart of the hybrid template placement algorithm where U and T represents the list of initial random proposals and template points respectively. The geometric part of the algorithm (represented in the shaded box) appends A * n neighbours of a putative point to T. This process iterates for every element in T until it is exhausted. This condition is checked by comparing the running index i against the size of tlist. If this condition is reached, the geometrical bank is reseeded from a new (randomly chosen) proposal from the remaining points in U.
'sphere' centered at that point. This will continue until U becomes empty. This is exactly the stochastic placement turned on its head -where the final bank is pared down from an initial list of a large number of random proposals -instead of being built from the ground up from single random proposals at a time (as described earlier). We call this the top-down approach of constructing a stochastic bank and have shown [38] that the top-down approach is computationally more efficient than a bottom-up approach (where the parameter space metric is available) but result in the same bank sizes for near-identical distribution of fitting factors.The reason of pointing out this ability to decouple the two parts within the hybrid construction is to highlight the fact that in regions of the parameter space that suffer from curvature and boundary effects, the ge -FIG. 3 . Histogram of measured distances between a set of 1000 000 uniform random points and template points for n = 3, 4 dimensions. The template banks are generated using both the stochastic and hybrid method incorporating the constant metric of sphere with unit radius.
ometric part of the algorithm is severely incapacitated and the construction essentially falls back to a vanilla-stochastic placement algorithm. Thus, in the worst case scenario, the hybrid bank algorithm will perform at least as well as the vanilla stochastic placement algorithm.
In order to illustrate the performance of the hybrid algorithm and also to compare it against the stochastic method, we generate both hybrid and stochastic banks in 3 and 4 dimensions using a constant metric g i j ≡ δ i j for which the minimal match spheres have unit radius by construction. Here, δ refers to the Kronecker delta function. These templates are placed inside a fiducial sphere of radius 10 in the corresponding dimensions. These choices for the metric (constant) and volume (sphere has the smallest surface to volume ratio) were made to theoretically minimize the curvature and boundary effects. The hybrid banks were found to have 35% fewer templates as compared to the stochastic bank in three-dimension and 25% fewer in four-dimension. These numbers may as well serve as theoretical maximum limits to the improvement in bank sizes from a hybrid construction in 3 and 4 dimensions respectively.
The banks were tested for coverage by injecting 10 6 random points and calculating the Euclidean distance to the nearest template point. A histogram of such distances is shown in Fig. 3 : for both 3-D and 4-D cases. The peak of the distribution is seen to shift to the right for the hybrid banks in both cases which allude to the over-density of points in the stochastic banks.
IV. HYBRID BANK FOR BBH SEARCHES
In this section, we construct template banks for BBH searches based on the hybrid geometric-stochastic formalism introduced earlier. We demonstrate their performance and quantify the effectualness by computing the fitting factor [62] . We also compare their performance against the stochastic banks proposed in Ref [26] . We construct the stochastic template bank by proposing random points drawn from a uniform distribution in {θ 0 , θ 3 , θ 3S } over the deemed parameter space and accepting it as a new template point if it is far from the existing templates in the bank. The stochastic placement can be sped up by using the metric in the parameter space rather than using the brute force method to calculate the match between a new proposal and the templates that are already in the bank. To demonstrate the computational efficiency and validation of the metric, we have generated the stochastic bank using both the ways.
A. Construction of the banks
We construct both the stochastic and hybrid template banks using the numerically calculated IMRPhenomD metric in {θ 0 , θ 3 , θ 3S } coordinates for aligned-spin BBH systems. The parameters are chosen such that the component masses lie between 3 − 100 M , and the magnitude of the dimensionless spins lie in range 0.0 − 0.99. In this study, we have restricted the total mass of the binary system up to 100M . Further, we assume χ 1 = χ 2 (equal aligned spin) while calculating the metric used in the construction of the template banks. Later, it will be shown that such banks provide adequate coverage for signals having all possible values of the individual aligned spins. Effectively, this constraint reduces the effective dimensions of the parameter space from 4 to 3 and is found to be adequate for the purpose.
The hybrid template bank is constructed by initializing U with 3 × 10 6 random points drawn from a uniform distribution in {θ 0 , θ 3 , θ 3S } coordinates. The placement commences from the center of the parameter space with component masses m 1,2 ≡ ( 103 2 , 103 6 )M and dimensionless spin components χ 1,2 = 0.0. This choice for a starting point has a very small effect on the final bank size, and is arbitrary. The full range of parameters are reported in Table I . The hybrid bank constructed above for BBH systems consists of 93 711 templates.
We also generated a stochastic bank in the same coordinate system, by incorporating the same metric as used in the hybrid method. The stochastic bank termination works by calculating the average number of rejected proposals over the last ten accepted proposals. Here we used a rejection rate of 0.9996, i.e., 2500 rejected proposals per acceptance. This metricbased stochastic bank is seen to have 120 390 templates. The rejection rate parameter was tuned so as to get near identical bank coverage as seen from the fitting factor histograms. Figure 4 shows the histograms of template density over {θ 0 , θ 3 } plane for both the hybrid (Fig. 4a ) and stochastic banks (Fig. 4b) . We find the highest density of templates in the region θ 0 ≥ 3000 corresponding to total mass M ≤ 10M . Here, the deemed parameter space tapers down to a point due to which one expects boundary effects to kick in. As such, in this narrow area, the hybrid method falls back to the stochastic placement as the A * 3 neighbors of a fiducial point will likely fall outside the boundaries which in turn will terminate further geometric placement. Therefore both the banks show the same (high) template density in this region. The reduction of templates in the hybrid construction essentially comes from the bulk of parameter space where geometric placement is most efficient.
For a head-to-head comparison of the banks, we also constructed a numerical stochastic template bank for alignedspin BBH systems, using brute force match between new proposals and templates already in the bank, without any constraint over dimensionless spin. The bank was constructed using lalapps cbc sbank pipe implemented in the LALApps package of the LSC Algorithm Library Suite (LALSuite) [63] . Parameter ranges were kept the same as the previous banks, which are listed in Table I . This numerical stochastic bank was found to have 122 600 templates at a rejection rate of 1/2300 which is marginally higher than the metric based stochastic bank.
B. Performance of the BBH banks
The fitting factor F F of a template bank T against an arbitrary signal h * is the maximum value of matches over all the templates [62] :
where h * is an "injected" (target) signal waveform, and M ĥ * ,ĥ(λ) is the match between the two normalized waveformsĥ * andĥ(λ). Note that 1 − F F (h * ) indicates the fractional loss of SNR in capturing the signal h * using the template bank T. Here we assume that the signal model is the same for templates and injection -as such, this loss arises from the discrete placement of the templates. It is desirable that the mismatch between the template and signal be bounded by a maximum value (usually set to 1 − MM), failing which can lead to an enhanced loss of detection rate. The latter is proportional to (1 − F F ) 3 for a uniform distribution of source in the Universe. On the other hand, matched filtering searches using a densely packed template bank can increase the computational cost of the search. Thus, one requires a balance between computational cost and acceptable loss of detection rate. We constructed all the banks with a minimal match of 0.97 which corresponds to a maximum loss of 10% in the detection rate. This is identical to the value used for bank construction in previous CBC searches in data from Advanced LIGO.
We have carried out Monte-Carlo simulations to compute the distribution of fitting factors of the banks against a set of signals with randomly chosen parameters to study their performance. As mentioned above, the fitting factor measures the ability of a bank to detect signals. A bank is said to be effectual if it can capture any arbitrary signal with a fractional loss in SNR no more than that dictated by the minimal match of the bank. In other words, it is desirable to have a bank such that the fitting factor does not fall below the minimal match at which it is constructed. In this section, we encapsulate the results of this comparison by injecting two families (IMRPhenomD and SEOBNRv4 ROM) of signals and demonstrate that the three banks constructed for BBH searches (hybrid, and the two stochastic banks) provide near identical coverage.
Performance of the banks when searching for IMRPhenomD signals
To evaluate the distribution of fitting factors, we injected 100 000 signals from aligned-spin IMRPhenomD waveform model for BBH systems and calculate the fitting factors using Eq. (4.1). The lalapps cbc sbank sim program as implemented in LALApps package of the LALSuite [63] was used for this calculation. The signals were generated from a uniform distribution over total mass and mass ratio, where the ranges of total mass are chosen between 6 − 100 M , mass ratio between 1 − 97 3 and individual spin magnitudes between 0 − 0.99. The fitting factors for non-precessing binary systems do not depend on the sky location, polarization angle and inclination angles. As such, the polarization angle was chosen from a uniform random distribution between (0, π), the inclination angle was kept fixed corresponding to the edge-on orientation of the binary system with respect to the line of sight and the sky location was taken from a uniform random distribution over the celestial sphere. For this simulation, we used aLIGOZeroDetHighPower noise curve with lower cutoff frequency set to f low = 20Hz.
The left panel of Fig. 5 show the results of the simulation for the template banks generated using IMRPhenomD waveform model. In these results, both the template and signal models FIG. 5 . Distribution of fitting factors computed for a set of 100 000 aligned-spin IMRPhenomD signals against hybrid (solid line), metric based stochastic (dashed) and brute force match based stochastic (dotted) template banks (see Table I for parameters). Performance of all the banks computed when both template and injected signals are generated from the same approximant (IMRPhenomD for the left panel and SEOBNRv4 ROM for the right panel). All the fitting factors computed assuming aLIGOZeroDetHighPower noise model with lower cutoff frequency 20Hz. Both the hybrid and stochastic banks are generated using numerical IMRPhenomD metric and also a numerical stochastic bank is constructed in four-dimensional parameter space {m 1 , m 2 , χ 1 , χ 2 } using the exact match function. The Vanilla Stochastic algorithm can also work by directly calculating matches (instead of using g i j ) but in this head-to-head comparison, we have used the numerical metric which speeds up the Stochastic template placement significantly. The complete description of the parameters for both the BBH and NSBH systems are reported in Table. I are assumed to be identical (IMRPhenomD approximant). The solid black line and black dashed line correspond to the fitting factor distribution of the metric-based hybrid and stochastic banks respectively. For the hybrid bank, we found only 0.054% signals below the desired fitting factor value of 0.97. The minimum fitting factor was at 0.964 across the entire bank. For the metric based stochastic bank, 0.048% signals were found below fitting factor levels of 0.97 with the minimum fitting factor at 0.954. To complete the head-to-head comparison, we also demonstrate the performance of the brute-force match based stochastic bank represented by the black dotted line in the left panel of Fig. 5 , where 0.058% signals are found below a fitting factor levels of 0.97 with the minimum fitting factor at 0.962 for the same set of injections. From these numbers, it is evident that all the three banks are equally effectual in capturing BBH systems with the above range of parameters. The hybrid construction stands out among the three due to the smallest number of templates in the bank. The stochastic banks have approximately 28% more templates at nearly identical coverage. We also draw attention to the fact that the hybrid banks were constructed nearly 6 times faster than the metric based stochastic bank. We refer the reader to Table II for further details on this test.
The top row of Fig. 6 shows the the minimum fitting factors over several combinations of intrinsic parameters of the aligned spin BBH systems. The plots on the left panel depict the distribution of the minimum fitting factor over the component masses, which shows over-coverage (F F > 0.97) in the region with total mass M ≥ 70M and mass ratio m 1 /m 2 ≤ 2, although the bank has the least template density in this region. It happens due to the inaccuracies of the metric in reproducing the actual match function. Indeed, the minimal match ellipses (computed from two-dimensional slices of three dimensional metric) are smaller than the contours of the match function in this region which leads to over-coverage.
From the distribution of minimum fitting factors, we also FIG. 6 . Scatter plots of the minimum fitting factor computed for the hybrid template bank against a set of injected aligned-spin BBH signals. The figure on the left panel shows the minimum fitting factor as a function of component masses and the right panel show as a function of the dimensionless spins. Both the signal and template waveforms are generated using the phenomenological inspiral-merger-ringdown model IMRPhenomD (top row), effective one body formalism SEOBNRv4 ROM (bottom row). The distribution of the injected signals described in Sec. All the fitting factors computed assuming aLIGOZeroDetHighPower noise model with lower cutoff frequency f low = 20Hz. see a pattern of "holes" in the bank corresponding to regions with mass ratio m 1 /m 2 ≥ 10 and m 2 ≤ 5.0 with dimensionless spin of the heavier object χ 1 ≥ 0.6. In these regions the match falls below the desired value of 0.97 to 0.964 in some bins for IMRPhenomD injections. This pattern is also seen in stochastic banks constructed using the metric and also by brute force match calculations. As this affects a very small region of the parameter space, and quite limited in the amount of under-coverage, we do not see any reason for concern.
Performance of the banks when searching for
SEOBNRv4 ROM signals
We also explore the performance of these template banks, for signals belonging to SEOBNRv4 ROM waveform family. We computed the distribution of fitting factors using 100 000 injections, where both the template waveform and injected signals were modeled using SEOBNRv4 ROM approximant.
The injections were drawn from the same distribution employed in the case of IMRPhenomD. We found only 0.08% signals below 0.97 fitting factor with minimum fitting factor 0.949 for the hybrid bank, and 0.05% signals below 0.97 fitting factor with minimum fitting factor 0.953 for the stochastic bank (using IMRPhenomD metric). This implies that they are almost equally efficient to capture a signal with a loss in SNR no more than the minimal match of the bank. On the other hand, we found 0.7% injections below 0.97 fitting factor against the numerical stochastic bank (using brute force match) 1 . Our results are summarized in the right panel of Fig. 5 .
The bottom row of Fig. 6 shows scatter plots of the minimum fitting factor over the mass components (left panel), individual aligned-spins (right panel). The results are obtained for the hybrid bank when both the signal and template waveforms are modeled using SEOBNRv4 ROM approximant. The region with total mass M ≥ 70M and mass ratio m 1 /m 2 ≤ 2 (left panel) has same level of over coverage as was in the case of IMRPhenomD injections. From the right panel it is clearly seen that the injections with high spin of the primary have less coverage.
V. HYBRID BANK FOR NSBH SEARCHES
In this section, we discuss the construction of the hybrid template banks for aligned-spin NSBH searches and compare it with a stochastic bank. Note that GW signals from the late inspiral of NSBH binaries will contain higher order corrections due to the tidal deformation of the neutron star, and the signals from the post-inspiral stages will contain imprints of the tidal disruption of the neutron star, depending on the equation of state of the neutron star, the mass ratio of the binary as well as the spins of the compact objects. However, the SNR of the post-inspiral part of NSBH binaries that Advanced LIGO may observe is likely to be small. Hence BBH waveforms are thought to provide a good approximation to the NSBH waveforms for the purpose of GW detection. In particular, NSBH waveforms with large mass ratios (m 1 /m 2 6 − 9) are expected to be identical to BBH waveforms [64] .
As in the BBH case, we construct the banks in the {θ 0 , θ 3 , θ 3S } coordinate system using IMRPhenomD metric. Search parameters are chosen such that the individual black hole masses lies between 3 − 100 M (with dimensionless spin magnitudes in the range 0 − 0.99), and that the neutron star mass lies between 1 − 3 M with a maximum dimensionless spin magnitude of 0.05.
For the purpose of calculating the metric, we assume that the neutron star is non-spinning. The metric for aligned-spin NSBH system with non-spinning neutron star component has good agreement with the spinning neutron star case up to dimensionless aligned-spin magnitude ≤ 0.1. By fixing the neutron star spin, we effectively construct the geometric-random hybrid template bank in 3D. Later we show that such templates adequately capture aligned-spin NSBH system with reasonable ranges of spins of the neutron star (χ ∼ 0.05 [65] considering the observed spin frequency of neutron stars in binary systems.
The hybrid placement process starts 10 7 random proposals, uniformly distributed over the parameter space volume in {θ 0 , θ 3 , θ 3S } coordinates. We generate these random points by preserving the constraint over mass and spin limits reported in the Table I . As the template are added to the final list of templates, some random points are eliminated by calculating the metric distance. The placement proceeds from a point corresponding to component masses m 1,2 = ( 2 )M and dimensionless spin components χ 1,2 = 0 corresponding to the center of the deemed parameter space. As stated earlier, this choice for the starting point has a small effect on the outcome of the bank, and is completely arbitrary.
The hybrid bank was found to return 332 690 templates while the final stochastic bank consisted of 401 299 templates. Figure 7 shows histogram of the template density over {θ 0 , θ 3 } plane. From the figures, it is evident that both the banks have the same level of template density near the boundaries where the hybrid method fails to place a geometric lattice within the parameter space and gracefully changes over into the stochastic method as explained earlier. The decrease in template density for hybrid banks is seen to come from the bulk of the parameter space far removed from the edges, where one expects the geometric placement to be efficient.
A. Performance of the NSBH banks
The performance of the template banks is measured by computing the cumulative distribution of the fitting factor for 100 000 aligned-spin NSBH signals from both the IMRPhenomD and SEOBNRv4 ROM waveform model. The computation of the fitting factor distribution is described in the earlier Sec IV B. The signals are drawn from a uniform distribution over component masses and spins. Other extrinsic parameters were retained to be the same as those used in the test of BBH banks in Sec IV B. In the left panel of Fig. 8 , we show the results of the fitting factor distribution for hybrid and stochastic banks when both the template and injected signals are modeled from IMRPhenomD approximant. The solid black line and the solid black dashed line represent the hybrid and stochastic banks respectively. We found 0.083% signals are below a fitting factor of 0.97 for the hybrid bank whereas 0.097% signals are below this mark for the stochastic bank. We also reported the minimum fitting factor values, which are 0.952 and 0.951 corresponding to hybrid and stochastic bank respectively. From these numbers and distribution, it is clear that both the banks have equal coverage. At the same time, the hybrid bank has ∼ 21% less templates as compared to the stochastic bank.
We pause to note that the space efficiency of the hybrid bank for NSBH systems is worse than the BBH systems (as compared against the stochastic bank). The maximum space efficiency of the hybrid method can be achieved by minimizing the boundary effect (maximum volume in minimum surface area) and constant or slowly varying metric (minimum curvature effect). The variation of the metric for NSBH system across the entire parameter space is much larger than the case of BBH systems, which in turn results in the loss of efficiency for NSBH systems. In top row of Fig. 9 we show a scatter plot of the minimum factor as a function of component masses (left panel) and the dimensionless spins (right panel). These plots indeed illustrate the high effectualness of the bank and the lack of major "holes".
2. Performance of the hybrid bank when searching for SEOBNRv4 ROM signals
We also explore the performance of three-dimensional template banks used for GW searches using aligned-spin NSBH signals modeled by SEOBNRv4 approximant. To quantify the performance of the banks, we computed the fitting factor against a set of 100 000 aligned-spin NSBH signals, with parameters described in earlier subsection IV B. In the right panel of Fig. 8 , we show the distribution of the fitting factor for both the hybrid (solid line) and stochastic (dashed line) banks. We have found that 0.05%(0.046%) signals have fitting factor below the desired value of 0.97, with minimum fitting factor being 0.945(0.962) for hybrid (stochastic) bank. Although the banks are constructed using the metric from a different (IMRPhenomD) waveform mode, they are empirically shown to performs well for SEOBNRv4 ROM signals also. This is true for both hybrid and stochastic banks. 
VI. SUMMARY AND CONCLUSIONS
In this paper, we report the construction of effectual template banks for GW searches from BBHs and NSBH binaries, using a hybrid placement algorithm proposed in our previous paper [38] . The hybrid template placement method combines the space-efficiency of a geometrical lattice of points along with the robustness of a vanilla-stochastic placement algorithm. By this approach, one can place a more efficient bank in parameter spaces having slowly varying metric. No additional fine tuning is needed for accommodating curvature and edge effects while placing templates. We have also extended the formalism to arbitrary number of parameter-space dimensions by the use of A * n lattices. In the hybrid placement algorithm presented in this paper, we have assumed local flat patches that extend upto a spherical region of radius D max = √ 1 − MM for typical values of MM = 0.97. For regions where the metric is slowly varying and also for template banks constructed at higher values of MM, it may be possible to extend the notion of such a flat patch up to twice of this radius. This may result in faster template placement with additional reduction in the overall bank size without affecting the quality of the bank significantly. We would like to explore this in future work.
Templates are placed in the dimensionless chirp-time coordinate system introduced by [60, 61] in the three dimensional parameter space describing the component masses and one effective spin dimension. This allowed us to reduce the dimension of the search parameter space from four to three, without compromising the effectualness of the bank. In addi-tion, in this coordinate system, the metric is slowly varying over the parameter space. The metric in the template space is numerically constructed making use of the IMRPhenomD waveform family, which provides an excellent approximation to the mismatch between neighboring templates in the bank. This numerical computation of metric can be performed using any waveform family.
Template banks constructed using our hybrid method are as effectual (same fitting factor towards target GW signals from non-precessing binaries) as the banks constructed using the vanilla-stochastic placement algorithm [26] that are currently used in GW searches in LIGO and Virgo. The effectualness of the banks has been established by performing extensive simulations of non-precessing signals described by the IMRPhenomD and SEOBNRv4 ROM waveforms. The stochastic banks have ∼ 25 − 30% more templates over the hybrid banks at near identical coverage. Further, the hybrid banks are ∼ 5 − 6 times faster to generate (see Table II for a summary). These should help us significantly reduce the computational cost of searches for BBHs and NSHB binaries using data from Advanced LIGO and Virgo detectors. This gain is particularly important, since the computational expense of future GW searches is expected to increase due to the anticipated improvement in the low-frequency sensitivity of the advanced GW detectors. The duration τ of the detected signals, and hence the computational cost of the searches, scales rapidly with the low-frequency sensitivity of the detector:
where f low is the low-frequency cutoff of the detector sensitivity [see, also Eq.(2.3)]. The improvement in the low-frequency cutoff from the current value of ∼ 30 Hz to the design value of ∼ 10 Hz will increase the duration (and hence the computational cost of the searches) by a factor of ∼ 18. Our template banks are ready to be used in future GW searches, and will provide a significant reduction of the computational cost. The A * n reciprocal lattice is very important for sphere covering problems in low dimensions as it provides the thinnest covering. Here, we describe an algorithm for the construction of arbitrary lattices from the projections of the hypercubic lattice. We also describe a simple algorithm for computing the lattice nearest-neighbors with respect to a fiducial point.
An n-dimensional lattice Λ is a set of N discrete points in R n constructed from a linear combination of integral tesselations of one or more basis vectors ( b i ) of the lattice:
Since the rank of a matrix is the dimension of the vector space spanned by its rows or columns, the integer m represents the dimension or rank of the lattice. The maximum possible value m is n, if it happens then Λ is said to be full rank lattice. The rows of a matrix consist of these basis vectors such that G i j = b ( j) i , called generator matrix of the lattice Λ. The matrix A = GG T is known as Gram matrix of lattice Λ, the determinant |A| corresponds to the square of the fundamental region of the lattice Λ. The fundamental region of a lattice is like the building block containing only one point. For any n-dimensional lattice Λ, there exists a vector v ∈ Z n+1 such that it is an orthogonal projection of n + 1 dimensional cubic lattice onto the hyperplane perpendicular to the vector v [66] . Suppose an n dimensional lattice Λ v constructed from orthogonal projection of n + 1 dimensional cubic lattice Z n+1 onto a vector v = {1, v 1 , v 2 , ...., v n } ∈ Z n+1 . Then Λ v is defined as,
where G is projection matrix,
here I is (n + 1) × (n + 1) identity matrix and M is the norm of the vector v. On the other hand, the dual lattice Λ * v is defined as the intersection of Z n+1 with the subspace of v ⊥ and the corresponding generator matrix G * = I + v tr v. The determinant of the Gram matrix of the lattice Λ v and its dual lattice Λ * v are 1/M and M, so the volume of the fundamental region differ by a factor M. The geometrical structure of the fundamental region of a lattice is not same as that of its dual lattice, except the two-dimensional lattices.
The projected lattice points belong to R n+1 due to the projection of (n + 1) dimensional cubic lattice Z n onto the subspace which is orthogonal to a vector v ∈ Z n+1 . The structure of lattice is geometrically invariant under a similarity transformation which allows to operate a rotation such that the lattice points lie on R n . To accomplish this, one can find a rotation matrix R that rotates unit vector v onto unit vector (0, 0..., 1). We used Rodrigues rotation formula to compute this rotation matrix. Using this formula one can compute a rotation matrix (R 3 ∈ S O(3)) corresponding to a rotation by an angle (φ) about a fixed axis specified by a unit vector. This formalism can be used to align a vector ( x ∈ R 3 ) along the vector ( y ∈ R 3 ) by computing a rotation by an angle (between these vectors) about the axis which is orthogonal to both the vectors. Similarly we computed the general n-dimensional rotation matrix to align x onto y,
Where α is an angel between the vectors x and y, and K is the skew-symmetric cross-product matrix of z (= x × y) such that, K i j = −ε i jk z k . It has been found that the lattice A * n can be constructed from the projection of the cubic lattice Z n+1 onto the hyperplane orthogonal to 1 which is a column vector of 1's. Now the projection matrix in Eq. (A3) for A * n lattice becomes,
Using the Eq. (A4), we constructed a rotation matrix corresponding to the align vector 1 onto (0, 0, .., 1) to reduce the dimension of A * n lattice points from (n + 1) to n. The optimal sphere covering problem can be defined as the set of overlapping spheres with covering radius r which covers the whole region of Λ using the smallest number of spheres. Assuming A * n lattice provides optimal sphere covering, one can place each sphere at the location of lattice points of Λ as the center of the sphere with radius r = √ |GG tr |. We identified the nearest neighbors location for an arbitrary point ∈ Λ that lie within the distance 2r from .
