Abstract. In this paper, we present several baby-step giant-step algorithms for the low hamming weight discrete logarithm problem. In this version of the discrete log problem, we are required to find a discrete logarithm in a finite group of order approximately 2 m , given that the unknown logarithm has a specified number of 1's, say t, in its binary representation. Heiman and Odlyzko presented the first algorithms for this problem. . We perform an average-case analysis of Coppersmith's deterministic algorithm. The average-case complexity achieves only a constant factor speed-up over the worst-case. Therefore, we present a generalized version of Coppersmith's algorithm, utilizing a combinatorial set system that we call a splitting system. Using probabilistic methods, we prove a new existence result for these systems that yields a (nonuniform) deterministic algorithm with complexity
. We perform an average-case analysis of Coppersmith's deterministic algorithm. The average-case complexity achieves only a constant factor speed-up over the worst-case. Therefore, we present a generalized version of Coppersmith's algorithm, utilizing a combinatorial set system that we call a splitting system. Using probabilistic methods, we prove a new existence result for these systems that yields a (nonuniform) deterministic algorithm with complexity
O t 3/2 (log m) m/2 t/2
. We also present some explicit constructions for splitting systems that make use of perfect hash families.
Introduction: the Heiman-Odlyzko algorithm
Let G be an abelian group, written multiplicatively. Let α ∈ G, and suppose β ∈ α . The discrete logarithm log α β is the unique integer x such that 0 ≤ x ≤ ord(α) − 1 and α x = β. The discrete logarithm problem is to compute log α β, given α and β.
Denote m = log 2 (ord(α)) . Then the binary representation of x = log α β requires at most m bits, so we can write
where x i ∈ {0, 1} for 0 ≤ i ≤ m − 1. The hamming weight of an integer x, denoted wt(x), is the number of 1's in its binary representation. In cryptographic protocols, such as the Diffie-Hellman key agreement (see, for example, [9] ), it is often advantageous to choose an exponent x in such a way that α x can be computed quickly. One way to do this is to choose x to be small relative to 2 m . This scenario is investigated in [10] , where the reader is cautioned that a small choice of x may be insecure. Another slightly more general approach is to choose x such that wt(x) is small compared to m. (Given such an x, it is faster to compute α x using a typical square-and-multiply algorithm since the number of multiplications is reduced to at most t + m, as compared to 3m/2 for a "random" x.) However, if wt(x) is too small, then this fact can possibly be exploited by an adversary who is trying to compute x. This is the problem we investigate in this paper.
Suppose t < m is a positive integer. Given α and β, the hamming weight t discrete logarithm problem is to compute log α β whenever wt(log α β) = t. In this paper, we look at several algorithms for the hamming weight t discrete logarithm problem. The algorithms can be thought of as "baby-step giant-step algorithms" (see, e.g., [9, §3.6.2] 
where (x 0 , . . . , x m−1 ) is the binary representation of x, and
Clearly val and set are inverse functions, and
The following lemmas are easy. 
Lemmas 1.1 and 1.2 are the basis of the following algorithm, independently due to Heiman and Odlyzko [5] , which solves the hamming weight t discrete logarithm problem for even t. . The remainder of this paper is organized as follows. In Section 2 we describe two algorithms due to Coppersmith. The first algorithm is a deterministic algorithm which we present in terms of new type a combinatorial structure which we call a "splitting system". The second algorithm is a Las Vegas probabilistic algorithm. In Section 3 we perform a detailed average-case analysis of a particular version of the deterministic algorithm. In Section 4 we present several new constructions for splitting systems. For convenience, we assume in Sections 2 through 4 that m and t are both even integers. Then we briefly consider how the algorithms can be modified to handle arbitrary integers m and t in Section 5. Finally, Section 6 is a conclusion.
The Coppersmith algorithms
2.1. Splitting families. Coppersmith's algorithm is summarized in [9, p. 128] (it is, in fact, based on an idea from [3] ). We describe a generalized version of this algorithm in terms of a type of combinatorial set system that we define now. Suppose m and t are even integers, 0 < t < m. An (m, t)-splitting system is a pair (X, B) that satisfies the following properties:
1. |X| = m and B is a set of Here is a simple construction for splitting systems. Splitting systems can be used to solve the hamming weight t discrete logarithm problem, as follows. Algorithm 2.
Lemma 2.1 (Coppersmith). For all even integers m and t with 0 < t < m, there exists an (
B i = {i + j mod m : 0 ≤ j ≤ m/2 − 1} for i ∈ Z m . Let B = {B i : 0 ≤ i ≤ m/2 − 1}. We will show that (X, B) is an (m, t)-splitting system. Fix any subset Y ⊆ X such that |Y | = t. For i ∈ Z m , define ν(i) = |B i ∩ Y | − |(Z m \B i ) ∩ Y |.
INPUT: α, β ∈ G, even integers m and t, and an (N ; m, t)-SS, (Z m , B), where
and QUIT. Otherwise, proceed to the next iteration of the FOR loop. 
and QUIT. Otherwise, proceed to the next iteration of the REPEAT loop.
The complexity of Algorithm 3 is analyzed as follows. In any iteration, the algorithm is successful if |B ∩ set(log α β)| = t/2. This happens with probability
We can compute a lower bound on p using the following lemma.
Lemma 2.2 ([7, p. 309]).
Suppose that n and λn are positive integers, where 0 < λ < 1. Define
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Now, applying Lemma 2.2, it is easy to see that
Hence, the complexity of Algorithm 3 is O(
).
3. Average-case analysis of the deterministic algorithm
Suppose we use Algorithm 2 with the splitting systems from Lemma 2.1. We consider the average-case complexity of this algorithm, where the average is computed over all Then the average-case complexity of the algorithm is in fact O((
We proceed to develop a formula for δ(m, t). For any integer h such that 0 ≤ h ≤ m/2 − 1, we determine the value
Then it is clear that
First, it is easy to see that
Next, we have that ψ(x) = 1 if and only if 
From this it follows that
Thus, it remains to find a formula for ζ(h, s 1 , s 2 ). We do this using the familiar "reflection" technique that can be used to determine the well-known formula for the Catalan numbers (see, e.g., [6, §3.4 
]).
For 0
Inequality (2) can then be rewritten as
Given the sequence [z 1 , . . . , z h ], we define a path P = [(0, y 0 ), (1, y 1 ) , . . . , (h, y h )], where y 0 = 0 and y i − y i−1 = z i for 1 ≤ i ≤ h. Observe that y h = s 1 − s 2 . Also, inequality (3) can be interpreted as saying that the path P never hits the x-axis, except for the initial point, (0, 0).
For j 1 , j 2 ∈ {0, 1}, define
Note that a type (1, 0) pair correpsonds to an "up" edge in P , a type (0, 1) pair correpsonds to a "down" edge in P , and type (0, 0) and (1, 1) pairs correpsond to "horizontal" edges in P . We will think of each edge of P as being labelled with an ordered pair in this manner; this will allow the sequences [ 
where j is an integer. Let us now assume that s 1 > s 2 (the case s 2 > s 1 can be analyzed in a similar fashion). Then the first edge of P must be labelled (1, 0), otherwise (3) will be violated for i = 1. The total number of such paths P is given by the multinomial coefficient
Of course, this total includes paths that do not satisfy (3). Now, suppose that (3) is violated for some i > 1; let i 0 be the smallest such i. Form a path P * by reflecting the initial portion of P (from (0, 0) to (i 0 , 0)) in the x-axis. (Note that a type (q, r) pair becomes a type (r, q) pair after this reflection.) P * is a path from (0, 0) to (h, s 1 − s 2 ) in which the initial edge is labelled (0, 1). Also, the values (a 0,0 , a 1,1 , a 1,0 , a 0,1 ) are the same in P * as they are in P . The total number of such paths P * is given by the multinomial coefficient
Therefore, it follows that the number of paths P that satisfy all the inequalities (3) is
which simplifies to give
Thus, for h = 0, it holds that
The sum in (4) can be simplified, as follows:
Combining everything, we get
We are unable to simplify (5) any further. However, computational evidence show that the speed-up is, at best, only a constant factor. Recalling that the worst-case of the algorithm requires m/2 iterations, the ratio of the average-case to the worst-case complexity is in fact 4. Improved results concerning splitting systems 4.1. Probabilistic methods. We can improve Algorithm 2 by constructing smaller splitting systems. We first provide a bound using probabilistic methods. Let m and t be even integers such that 0 < t < m. Suppose that B a set of 
N , where ).
Explicit constructions.
In this section, we present a recursive construction for splitting families that uses perfect hash families. Perfect hash families were introduced by Mehlhorn (see, e.g., [8] ) and have been studied extensively since then (for a recent survey, see [4] ). We require some definitions. Let n ≥ m be positive integers. An (n, m)-hash function is a function h : A → B, where |A| = n and |B| = m. The hash function h is said to be balanced provided that |h −1 (y)| = n/m for all y ∈ B. Let n, m and w be integers such that n ≥ m ≥ w ≥ 2. An (n, m, w)-perfect hash family is a finite set H of (n, m)-hash functions such that h : A → B for each h ∈ H, where |A| = n and |B| = m, with the property that for any X ⊆ A with |X| = w, there exists at least one h ∈ H such that h| X is one-to-one. H is said to be an (n, m, w)-balanced perfect hash family if H is an (n, m, w)-perfect hash family and h is balanced for every h ∈ H.
We will use the notation BPHF(N ; n, m, w) to denote an (n, m, w)-balanced perfect hash family with |H| = N . We can depict a BPHF(N ; n, m, w) as an N × n array on m symbols, say A, where each row of A corresponds to one of the functions in the family. This array has the property that, for any subset of w columns, there exists at least one row such that the entries in the w given columns of that row are distinct; and any row of A contains exactly n/m occurrences of each symbol.
Here is a recursive construction for splitting families. It is easy to see that M 1 is the incidence matrix of an SS(N 0 N 1 ; n, t): The "balance" property of the hash family ensures that each block of the resulting splitting system has cardinality n/2. Also, given a t-subset of points, say B 1 , there exists a hash function h such that h| B1 is injective. Restricting to the N 1 corresponding rows of M 1 , property 2 of splitting families is inherited from M .
The following corollary is an immediate application of Lemma 2.1 and Theorem 4.2. 
