Abstract-A time-space decomposition approach is derived for numerical calculations of the transient nearfield pressure generated by a circular piston. Time-space decomposition analytically separates the temporal and spatial components of a rapidly converging single integral expression, thereby converting transient nearfield pressure calculations into the superposition of a small number of fast-converging spatial integrals that are weighted by timedependent factors. Results indicate that, for the same peak error value, time-space decomposition is at least one or two orders of magnitude faster than the Rayleigh-Sommerfeld integral, the Schoch integral, the Field II program, and the DREAM program. Time-space decomposition is also faster than methods that directly calculate the impulse response by at least a factor of 3 for a 10% peak error and by a factor of 17 for a 1% peak error. The results show that, for a specified maximum error value, time-space decomposition is significantly faster than the impulse response and other analytical integrals evaluated for computations of transient nearfield pressures generated by circular pistons.
I. Introduction
T ransient pressure calculations in the nearfield region are essential for computer evaluations of many diagnostic and therapeutic ultrasound devices. Simulations of the transient field demonstrate, for example, how inputpulse shapes, phased-array geometries, and beamforming strategies impact the resulting diagnostic image or the localization and evolution of a therapeutic pulse. These simulations, which grow increasingly complex as transducer arrays expand and as pressure evaluations encompass larger three dimensional volumes, require significant computer time. To reduce the time required for these nearfield pressure computations, fast simulation methods are needed.
The impulse response [1] - [3] approach achieves some reduction in the computation time through convolutions that use the fast Fourier transform (FFT). These FFTbased convolutions encounter numerical problems because the impulse response contains infinite slopes at times that correspond to the locations of region boundaries and to the onset of the arriving pulse. As a result, impulse response calculations encounter either increased numerical errors due to aliasing of the impulse response or increased computation times and inefficient memory management due to excessively high sampling rates.
These numerical problems are solved by the fast nearfield method (FNM) described in [4] , [5] . The FNM calculations eliminate the aliasing problems of the spatial impulse response by evaluating a smoothly varying integrand that converges much faster than the RayleighSommerfeld integral and the impulse response. Therefore, FNM calculations produce smaller numerical errors than these other methods, and calculation times are substantially reduced with time-space decomposition applied to the FNM integrand.
The time-space decomposition proposed in this paper converts a single FNM integral with embedded time dependence into an analytically equivalent sum of spatial integrals that are weighted by time-dependent factors. By removing the time dependence from each integral, transient nearfield pressure calculations are converted into analytically equivalent superpositions of rapidly converging spatial integrals. These integrals contain multiple repeated terms that are calculated once, stored, then applied to a subsequent computation. The resulting combination of the FNM integral with time-space decomposition provides a fast and accurate method for computing transient nearfield pressures generated by a circular piston.
The outline of this paper is as follows. After some representative transient nearfield pressure calculation methods are quickly reviewed, the time-space decomposition method is derived for the fast nearfield method applied to a circular piston. The results of time-space decomposition then are demonstrated for a standard input pulse. The computed transient pressures are evaluated and compared with analytical methods as well as several variants of the impulse response. Results show that, for a 10% peak error, the FNM with time-space decomposition is about three times faster than an accelerated impulse response code, at least 18 times faster than the Field II 1 and DREAM 2 simulation programs, and more than 50 times faster than either of the analytical methods evaluated. The reduction in computation time achieved with time-space decomposition is even greater for smaller peak errors. Thus, time-space decomposition is significantly faster than the impulse re- sponse and other analytical methods for computations of transient nearfield pressures generated by circular pistons.
II. Transient Pressure Calculations for Circular Pistons
A. Piston Geometry Fig. 1 contains a model of a circular piston and the coordinate system for transient pressure-field calculations. The radius of the piston is represented by a, and the nearfield pressure is evaluated in a linear, homogeneous medium characterized by the sound speed c and density ρ 0 . In Fig. 1 , the radial coordinate is indicated by r and the axial coordinate is represented by z. In this cylindrical coordinate system, the transient pressure is computed for a time-varying normal velocity represented by v(t).
B. Error Calculations
Transient pressure calculations are compared and evaluated through the difference in energy between the computed field and a reference field. This difference, which is computed as a function of space, defines the numerical error as:
where · denotes the L 2 norm evaluated with respect to the time variable. The peak values of η(r, z) also are tabulated, and these are stored along with the computation times that are measured for each transient calculation method.
C. Rayleigh-Sommerfeld and Schoch Integrals
Several different analytical integral expressions describing the pressure generated by a circular piston are summarized in [6] , and of these, the Rayleigh-Sommerfeld and Schoch integrals are particularly amenable to numerical evaluations for transient excitations. In cylindrical coordinates, the Rayleigh-Sommerfeld diffraction integral is a double integral represented by:
with R(ψ, σ) = z 2 + σ 2 + r 2 − 2rσ cos ψ. Through the cylindrical symmetry of R(ψ, σ), the integrand of (2) evaluated for ψ ∈ [0, π] is replicated for ψ ∈ [π, 2π], so the limits of integration are reduced to [0, π] . The Schoch integral [6] is defined as:
with θ 1 = sin −1 (a/r) and:
for r > a. For r < a, the Schoch integral is:
with R 2 (θ) from (5). As in (2), the Schoch integral exploits the cylindrical symmetry of the pressure generated by a circular piston.
D. Impulse Response
For a circular piston, the impulse response is defined as:
where
Impulse response calculations convolve h(r, z; t) with the time derivative of the normal velocityv(t) at each grid point to obtain the pressure p(r, z; t) =v(t) ⊗ h(r, z; t). Convolutions are performed with the fastest Fourier transform in the west (FFTW) library [7] , and each result is evaluated with a fixed sampling rate throughout the entire spatial domain.
E. Fast Nearfield Method
Previously [4] , four analytically equivalent expressions for the time-harmonic nearfield pressure generated by a circular piston were evaluated numerically, and the results demonstrated that the single-integral expression for the time-harmonic pressure:
yields superior numerical performance in terms of both speed and accuracy. Eq. (9) is the FNM single integral expression for the time-harmonic pressure generated by a circular piston. In (9), the delay times are represented by:
the wavenumber is related to the angular frequency by k = ω/c, andv(ω) denotes the time-harmonic uniform normal velocity. The inverse Fourier transform of (9) yields the FNM time-domain expression: (12) which describes the nearfield pressure generated by a circular piston for all points (r, z) and all times t. The FNM expression in (12) , unlike the Schoch integral or the impulse response, avoids numerical errors near r = a with a single expression that describes the nearfield pressure for all values of (r, z).
III. Time-Space Decomposition
A significant reduction in the computation time required for transient pressure calculations in the nearfield region is obtained by algebraically decoupling the temporal and spatial components of the FNM expression in (12) . This decoupling is facilitated by the integrand of (12) , which consists of the time-independent kernel function:
multiplied by the difference between the time-shifted normal particle velocities v(t − τ 1 ) and v(t − τ 2 ). The arguments of the latter two expressions depend on time through the variable t and on the spatial coordinate through τ 1 and τ 2 . Through an appropriate selection of the input v(t), the temporal and spatial components of the time-shifted normal particle velocities also are decoupled. The result is a sum of single integral expressions that depend only on spatial variables. These integrals converge rapidly; therefore, each integral achieves a small error with a very small number of abscissas. Thus, the problem of calculating transient pressures in the nearfield region is converted into the superposition of a small number of single integral expressions that depend only on the spatial coordinate. This timespace decomposition approach, applied to the FNM single integral expression derived in [4] , greatly accelerates the calculation of transient pressures in the nearfield for a circular source without increasing the numerical error. Time-space decomposition is achieved for any continuous temporally windowed pulse:
with rect(t) = 1 if t ∈ [0, 1], and rect(t) = 0 otherwise. In (14) , the spatial and temporal dependencies are strictly confined to the functions f n (τ ) and g n (t), respectively. For example, time-space decomposition is obtained for the broadband pulse [8] , [9] :
after the binomial theorem, laws of exponentiation, and trigonometric identities are applied to each of the corresponding terms in v(t − τ ). The result is a sum of products of polynomial, exponential, sine, and cosine terms that define f n (τ ) and g n (t) with N = 8 for (15) . In the following simulations, the center frequency is f 0 = 2.5 MHz, the temporal duration of the pulse is W = 1.2 µs, and the damping factor is β = 9.3750 µs −1 . In (12), the delays τ 1 and τ 2 are time-independent functions of the observation coordinates (r, z) and the integration variable ψ as defined in (10) and (11), which facilitates the extraction of time dependence from the FNM integral in (12) . After (12), (13) , and (14) are combined, the summation and integration operations are exchanged, and the time-dependent g n (t) terms are moved outside of the integral, yielding:
In the first integral, the factor v(t − τ 2 ) is also shifted outside of the integral since the delay τ 2 = z/c is independent of ψ. Defining separate terms for each integral in (16) produces:
and:
Both E n and D must be evaluated numerically with the same kernel function M a (r, ψ) and the same number of abscissas; otherwise, a numerical singularity will appear on either side of the cylinder defined by r = a (as demonstrated for time-harmonic excitations in [4] ). The integrals E n in (17) describe the spatial variations of the edge wave components, whereas the integral D in (18) represents the direct wave contributions. In terms of E n and D, (16) is:
The integrals E n in (17) reduce to:
after the rect function is evaluated and equivalent limits of integration are substituted into the result. In (20), the lower limit ψ 1 (r, z; t) = 0 for t ∈ [t 2 , t 2 + W ] and:
, where the times t 2 and t 3 are defined in (8) . Likewise, the upper limit ψ 2 (r, z; t) = π for t ∈ [t 3 , t 3 + W ] and:
for t ∈ [t 2 , t 3 ]. The limits of integration ψ 1 and ψ 2 specify the locations of the wavefronts emanating from the edge of the piston. For t ∈ (t 2 , t 3 ), only the wavefronts emanating from angles ψ ∈ [0, ψ 2 ) have reached the observation point (r, z). Likewise, for t ∈ (t 2 + W, t 3 + W ), waves emanating from angles ψ ∈ [0, ψ 1 ) already have passed (r, z); therefore, the lower limit of integration begins at ψ 1 . Thus, only the parts of the radiating surface that contribute to the pressure field at a certain observation point and time are included in the limits of integration. Numerical calculations of the transient pressure field evaluate the integrals E n and D with abscissas {α i : 1 ≤ i ≤ N Gauss } and weights {w i : 1 ≤ i ≤ N Gauss } defined for Gauss quadrature [10] , [11] . The integral expressions for E n in (20) contain multiple redundant calculations, and the redundancies are eliminated by calculating each repeated term only once. The results then are stored in N upper triangular matrices K lm n of size N Gauss ×N Gauss at each point in space (r, z). These upper triangular matrices, which replace the edge wave integrals E n , are given by:
Each element in the matrix K lm n , 1 ≤ l ≤ m ≤ N Gauss is recursively computed at a particular spatial location, and the upper and lower limits l = l(r, z; t) and m = m(r, z; t) are determined at each point in time. Because the functions g n (t) are independent of space, these values are precomputed then multiplied by the corresponding entry in K lm n . The resulting time-domain pressure is expressed as the weighted sum of N integrals:
This expression, which retains the rapid convergence of the FNM integral defined for time-harmonic pressure calculations, significantly accelerates computations of the transient nearfield pressure generated by a circular piston by extracting the time dependence from the FNM integral and by exploiting redundancies in the resulting edge wave expressions.
IV. Results
The Rayleigh-Sommerfeld integral, the Schoch integral, the impulse response convolution integral, and the FNM integral with time-space decomposition are evaluated numerically in the C programming language. All computations are performed on a 3.0 GHz Pentium IV (Dell, Inc., Round Rock, TX) computer with 3 GB of RAM running Red Hat Linux (Red Hat, Inc., Raleigh, NC), and each routine is called from within Matlab (The MathWorks, Natick, MA). The simulation packages Field II [12] and DREAM [13] , which evaluate sampled versions of the impulse response, also compute transient pressures within Matlab. All simulations are evaluated in a medium with sound speed c = 1.5 mm/µs using the broadband pulse defined in (15) .
A. Reference Field
In Fig. 2 , the Schoch integral in (3) and (6) generates the reference transient field for a circular piston with radius a = 0.6 mm. The transient field is evaluated with N Gauss = 100, 000 abscissas for the f 0 = 2.5 MHz input pulse described in (15) sampled at a rate of f s = 64 MHz. Figs. 2(a) and (b) depict two of the 178 time instances computed for the reference field at t = 0.8594 µs and t = 1.3750 µs, respectively. In Fig. 2 , the nearfield pressure is calculated in the half-plane bounded by the lines r = 0 and z = 0, and the result is normalized with respect to the overall spatio-temporal peak value. The computational domain consists of 31 samples in the lateral direction extending from the center of the piston to 1.5 piston radii (or 0.9 mm) and 101 axial samples extending from the center of the piston out to three far-field transition distances (or 1.8 mm). by evaluating the norm of the difference between the reference waveform in Fig. 2 and the time-space decomposition result. For a circular piston with radius a = 0.6 mm, timespace decomposition applied to the FNM integral with N Gauss = 6 achieves a peak error of 3.85% at (r, z) = (0.9, 0) mm. Fig. 3 also indicates that, for FNM calculations with (12) , the error decays rapidly as the axial coordinate increases. Fig. 4 summarizes the errors and and times computed for the time-space decomposition method. For these calculations, the temporal sampling of the computed pressure field is maintained at f s = 64 MHz, and the number of Gauss abscissas is varied from 1 to 20. In Fig. 4(a) , the [η(r, z)] are presented in a semi-log plot in which the Gauss abscissas are displayed on the horizontal axis. Fig. 4(a) shows that the time-space decomposition method achieves a maximum 10% error with 5 Gauss abscissas for a piston of radius a = 0.6 mm. Fig. 4(b) , which depicts the computation times on the vertical axis, indicates that time-space decomposition applied to the FNM integral achieves a 10% error in 0.050 seconds. Similarly, the time-domain method requires 9 abscissas to achieve a maximum error of 1% in 0.065 seconds. Fig. 4(a) shows that the convergence of the FNM integral is approximately exponential, and Fig. 4(b) indicates that the computation time increases linearly with respect to the number of Gauss abscissas. In Fig. 5 , the sampling frequency is varied logarithmically from 64 MHz to 2048 MHz for two impulse response calculation methods. The impulse response (numerical) directly samples (7) at all time points, then evaluates an FFT-based convolution of the entire impulse response. In contrast, the impulse response (numerical + analytical) performs an FFT-based convolution only for the portion of the impulse response that defines Ω a (r, z; t) for t ∈ (t 2 , t 3 ), and the portion of the impulse response that is represented by a constant for t ∈ (t 1 , t 2 ) in r < a is evaluated analyt- ically. This eliminates the aliasing problem at the leading edge of the impulse response at t 1 for r < a. By evaluating the analytical and numerical contributions separately, the peak numerical error also decreases, as evinced by the shift in the direction of smaller errors demonstrated for the impulse response (numerical + analytical) curve relative to the impulse response (numerical) plot in Fig. 5 .
B. Spatial Error Distribution

C. Times and Errors
The errors and computation times obtained with each of these methods are compiled in Tables I and II for peak errors of 10% and 1%, respectively. In addition, impulse response calculations with the Field II [12] and DREAM [13] programs are also included. Each tabulated entry was generated in a script that increases the number of abscissas, sampling frequency, and/or number of subelements until the peak error drops below the threshold error value of 10% Fig. 5 . Comparison of maximum normalized errors ηmax and measured computation times for the time-space decomposition method, the impulse response (numerical + analytical), the impulse response (numerical), the Schoch integral, and the Rayleigh-Sommerfeld integral. For a given maximum error value, time-space decomposition is significantly faster than each of the remaining methods.
or 1%. Table I lists each of the methods starting with the slowest and ending with the fastest (i.e., the shortest computation time) for a 10% peak error. In Table II , the results are sorted with respect to a peak error of 1%. Table I shows that the Rayleigh-Sommerfeld and Schoch integrals are the slowest methods for a 10% peak error, the Field II and DREAM programs require the next longest computation times, then direct numerical computation of the impulse response achieves some improvement with respect to the previous methods, and the fastest of these for a 10% peak error is time-space decomposition applied to the FNM integral. Table II demonstrates that, for a 1% peak error, the time required for calculations with the Field II and DREAM packages increase significantly more than any of the other methods. In Table II , the Rayleigh-Sommerfeld integral, the DREAM package, and the Field II package are all more than 100 times slower than the time-space decomposition approach. The remaining methods, namely the Schoch integral, the impulse response (numerical), and the impulse response (numerical + analytical), are each at least 20 times slower than time-space decomposition.
V. Discussion
A. Evaluation of Computation Times and Numerical Errors
Of the methods evaluated in Fig. 5 and Table I , the Rayleigh-Sommerfeld integral requires the most time to achieve a 10% maximum error. This is in part due to the large number of abscissas required to perform the double integration and in part due to the slow convergence of (2). The Rayleigh-Sommerfeld integral produces particularly large errors at all observation points near the piston surface; therefore, the grid coordinates were offset by one-half wavelength along the z axis for all pressure calculations with (2). Even with the axial offset, large numerical errors are nevertheless encountered close to the piston face. The Schoch integral is a single integral expression that converges more rapidly than the Rayleigh-Sommerfeld integral. Thus, for a 10% or a 1% maximum error, the computation time is reduced relative to the RayleighSommerfeld integral. The largest errors with the Schoch integral occur near r = a, and these errors are responsible for the slow convergence relative to the impulse response and time-space decomposition applied to the FNM integral.
The Field II and DREAM programs converge more rapidly than the Schoch integral for a 10% maximum error, but the rate of convergence decreases for smaller errors. Field II and DREAM converge slowly and generate large numerical errors in the region near the piston surface; therefore, Field II and DREAM computations were axially offset by one-half wavelength. For a 10% maximum error, the FFT achieves some reduction in the computation time for transient nearfield pressure calculations with these programs relative to the Rayleigh-Sommerfeld and Schoch integrals. However, for a maximum error of 1%, the advantage of the FFT is offset by the higher spatial and temporal sampling rates required. As a result, both the Field II and DREAM programs exceed the time required to numerically evaluate the Schoch integral, and these programs approach the computation time and numerical error of the Rayleigh-Sommerfeld integral. However, both FIELD II and DREAM possess convenient user interfaces that reduce the time required for programming, which is useful for many applications.
Direct evaluations of the impulse response are consistently faster than the Field II and DREAM packages for this geometry. For a 10% maximum error, the impulse response (numerical) and impulse response (numerical + analytical) methods are 3 to 9 times faster than Field II and DREAM; and for a 1% peak error, the impulse response (numerical) and impulse response (numerical + analytical) methods are 4 to 16 times faster than these two packages. Because both FIELD II and DREAM approximate the aperture with rectangular subelements, the resulting fields suffer from geometric modeling errors [14] . A more efficient approach for a circular aperture uses the analytical impulse response function in (7) . However, the impulse response (numerical) approach produces large on-axis errors. Thus, a sampling frequency of f s = 256 MHz is required for a 10% maximum error and a sampling frequency of f s = 2048 MHz is required for a 1% maximum error. The numerical error, the sampling rate, and the computation time are all markedly reduced in calculations that analyt-ically evaluate the on-axis portion of the impulse response function and numerically compute the off-axis portion with the FFT. The analytical component consists of two terms that correspond to the delays t 1 and t 2 in (8), and in particular, the t 1 term is evaluated with code extracted from the time-space decomposition routine that avoids duplicate calculations that otherwise occur in the direct wave contribution to the overall solution. Thus, the impulse response (numerical + analytical) combines a portion of the direct wave solution obtained from the time-space decomposition approach with another analytical calculation and an FFT-based convolution, thereby reducing the sampling rates to f s = 64 MHz and f s = 512 MHz for maximum errors of 10% and 1%, respectively. The reductions in the sampling rates achieved by the impulse response (numerical + analytical) method are accompanied by corresponding decreases in the computation time relative to the impulse response (numerical) approach for a specified peak error value as indicated in Tables I and II. As shown in Fig. 5 and Tables I and II , the timespace decomposition approach of (24) consistently achieves the shortest computation times for a specified peak error value. The time-space decomposition results demonstrate a maximum error of 10% with 5 Gauss abscissas for this piston geometry, and only 9 Gauss abscissas are required for a maximum error of 1%. Furthermore, the computation time is reduced by factors of 3 and 17 for maximum errors of 10% and 1%, respectively, relative to the impulse response (numerical + analytical), which is the fastest implementation of the impulse responses evaluated for a single piston source. Tables I and II also show that time-space decomposition reduces the computation time by one or two orders of magnitude with respect to the Rayleigh-Sommerfeld integral, the Schoch integral, and the Field II and DREAM programs. In addition, the FNM integral in (12) and the time-space decomposition expression in (24) converge much more rapidly than any of these other methods. As a result, the maximum numerical error obtained with these expressions is consistently smaller than that generated by these other methods. This suggests that (12) and (24) provide ideal references for transient nearfield computations. For example, the maximum error of the reference pressure field computed with N Gauss = 100, 000 applied to the Schoch integral is on the order of η max = 1 × 10 −8 , and this is approximately the same error obtained with 300 Gauss abscissas applied to (12) or (24). The results also show that, although the impulse response elicits some reduction in the computation time from the FFT, the impulse response is fundamentally limited by the rapid changes in h(r, z; t) that correspond to the onset of the arriving pulse and the edges of the radiating piston. This limitation offsets the main advantage of FFT-based impulse response calculations. Unlike the integrand of the impulse response convolution integral, the integrands of (12) and (24) inherently remain smooth throughout the computational grid, and the sampling and aliasing problems of the impulse response are automatically eliminated by these expressions. Thus time-space decomposition, which converts the numerical evaluation of transient pressures in the nearfield region into the superposition of a small number of spatial integrations that exploit repeated calculations, exhibits faster convergence and shorter computation times than the impulse response and other analytical methods for transient pressure calculations in the nearfield region.
B. Memory Requirements
Time-space decomposition results in more efficient memory management than the impulse response, which requires an artificially large sampling frequency to reduce aliasing errors. At each point in space, the impulse response method performs an FFT of length N s = ∆tf s , where ∆t = 2a/c + W is the maximum length of the excitation signal. Additional zero-padding prevents the wrap-around errors associated with circular convolution. To achieve a maximum error of 1%, the impulse response (numerical + analytical) uses a temporal sampling rate of f s = 512 MHz, and 1024 memory locations are required for simulations with this combination of parameters.
In contrast, time-space decomposition constructs N upper-triangular matrices of size N Gauss × N Gauss , where N is the number of terms in the pulse expansion given by (14) . Therefore, the memory requirement scales as NN Gauss (N Gauss + 1)/2, or 4N Gauss (N Gauss + 1) for the broadband pulse defined by (15) . To achieve a maximum error of 1%, N Gauss = 9, so 360 memory locations are required. Thus, time-space decomposition reduces the memory required by a factor of 2.8 relative to the impulse response. This efficient handling of memory is especially important for large-scale, phased-array simulations, which can use hundreds or thousands of elements spanning tens or hundreds of wavelengths in each direction.
C. Other Excitation Pulses
Time-space decomposition also was evaluated with a three-cycle toneburst and a Hanning-weighted excitation. For both of these inputs, similar improvements were again obtained relative to the other methods evaluated for 10% maximum error and 1% maximum error. For example, a short toneburst only requires N = 2 terms, thus timespace decomposition converges to 10% maximum error in only 0.033 seconds and 1% maximum error is reached in 0.0397 seconds. The other methods also compute transient results in times similar to those listed in Tables I and II. Comparable results also are obtained for a short Hanningweighted pulse.
D. Applications to Imaging and Therapy
The time-space decomposition technique is intended for simulations of large ultrasound phased arrays designed for diagnostic and therapeutic applications. Because these ultrasound phased arrays consist of a large number of elements, the time-space decomposition technique also is appropriate for simulations of these and other apertures. Once the incident field is computed, the backscattered signal and received RF traces can be simulated by solving a forward scattering problem.
The time-space decomposition method also is applicable in conjunction with first-order scattering models or other solvers that use fast integral methods [15] or k-space methods [16] . This combination of fast and accurate tools for finding incident and scattered fields can aid in the design and evaluation of transducer array geometries.
VI. Conclusions
Time-space decomposition applied to the FNM integral for a circular piston achieves a substantial reduction in the time required to compute the transient nearfield pressure relative to the impulse response and other analytical integral methods. This approach analytically separates the spatial and temporal characteristics of the integrand and the input pulse so that, for the pulse evaluated here, N = 8 spatial integrals are computed then weighted with time-dependent factors. The results show that, for maximum errors of 10% and 1%, the time-space decomposition approach is at least one or two orders of magnitude faster than the Rayleigh-Sommerfeld integral, the Schoch integral, the Field II simulation package, and the DREAM simulation package. For uniformly sampled impulse response (numerical) calculations that directly evaluate the convolution integral with the FFT, time-space decomposition reduces computation times by factors of 6 and 56 for maximum errors of 10% and 1%, respectively. The impulse response (numerical + analytical), which is the fastest impulse response method evaluated, reduces the computation time by evaluating analytical expressions for the direct wave component and by exploiting some features of the time-space decomposition approach. By separating the impulse response into numerical and analytical calculations, the sampling rate for FFT-based convolutions of the edge wave component is also reduced. Despite these enhancements, the time-space decomposition is more than three times faster than the impulse response (numerical + analytical) for a 10% maximum error and 17 times faster for a 1% maximum error.
Time-space decomposition avoids the aliasing problems associated with the impulse response method, and by exploiting the repeated calculations in the resulting spatial integrals, the computation times and numerical errors are dramatically reduced. The results demonstrate that timespace decomposition achieves a significant time savings in these calculations, which use a small number of Gauss abscissas instead of the FFT. As demonstrated in Fig. 5 and Tables I and II, the numerical convergence of (24) and the FNM integral in (12) is superior to the impulse response and the other analytical integrals evaluated. Thus, the numerical errors are smaller with time-space decomposition and the FNM integral, which suggests that (24) and (12) are eminently ideal for reference calculations of transient nearfield pressures. Moreover, the excessive sampling frequencies associated with the impulse response are eliminated with time-space decomposition, which requires significantly less memory than the impulse response. Thus, memory management is greatly improved with the timespace decomposition approach. These enhancements will accelerate future computer simulations of ultrasound therapy and imaging.
