CHARACTERISTIC PROPERTIES OF DISTRIBUTIONS ASSOCIATED WITH THE WAVE GROUP

D.G.VASSILIEV
Let us consider the spectral problem
(B^v) =0, j=l,2, ,m,
QM
where A > 0 is the spectral parameter, A is a positive self-adjoint elliptic linear differential operator of order 2m (m E N) acting on half-densities on a compact n-dimensional (n > 2) manifold M with boundary 9M or without boundary (9M =0). The B^ are "boundary" linear differential operators describing regularly elliptic (see [1] ) boundary conditions in the case 9M -^ 0. here ^^(M) denotes the Sobolev space of half-densities belonging to L^(M) together with all their partial derivatives of order < 2m. It is well known [1] that the operator A has a positive discrete spectrum 0 < v\ < 1/2 < ... accumulating to -hoo (we numerate the eigenvalues taking their multiplicities into account). The numbers \k = ^ m , k = 1,2,... may be interpreted as the eigenvalues of the operator ^(V^). It is also well known that the respective eigenfunctions (more precisely, half-densities) vjc are infinitely smooth on M , satisfy (A), (B) and form an orthonormal basis in L^{M).
Note that whereas A is an operator in the full sense of the word A is not really an operator: it is more correct to call A a "differential expression". Nevertheless, for the sake of simplicity we speak in both cases of "operators", distinguishing A and A by different script.
This paper is devoted to the study of the operator exp^iU 1 '^2^), t E (TL , T.4-). Information on this operator is essential for obtaining two-term spectral asymptotics for the eigenvalue problem (A), (B), see [2-8].
1. Functional spaces and basic notation. In this section we define precisely the functional spaces of our distributions in order to prepare the ground for the formulation and subsequent proof of Theorem 1.
Local coordinates on M will be denoted by x = {x^,x^... ,Xn) or by y = {Vi ,?/2,..., t/n). In a neighborhood of 9M we will use only special coordinate systems of the type x = (^ Xn), where 
The value of the functional (distribution) u on the test half-density v will be denoted by (u, v}^ with the subscript x emphasizing the variable in which the distribution is acting.
Let T_ < r+ be real numbers, finite or ±00. In accordance with traditional notation we denote by ^(TL , T+) the vector space of linear continuous functionals on Go^r-. , T+). The value of the distribution / 6 ^(TL , 7+) on the test function g € Q?°(7L , T+) will be denoted by (f,g),. For the sake of simplicity we, following Hormander [10, vol. 1, Sect. 2.1], equip D^T-, T+) with the weak* topology defined by the semi-norms
where g is any fixed function from Cg°(T. , T+). By C°°((T^ , T+) x My; ^(M,)), ^((TL , r+) x My; <^(M,)) we shall denote the class of distributions from ^(My), ^(M,.) respectively infinitely differentiably depending on (t,y) e (T-, r+) x My as on a parameter (the subscripts x and y are used to distinguish the two copies of the manifold M). By C°°(M^ x My, ^(T-, T+)) we shall denote the class of distributions from P^T-, T+) infinitely differentiably depending on (x, y) 6 Afr x My as on a parameter. Here infinite differentiability is understood in the strong (Frechet) sense with account of the respective topologies in £\M^), ^(M^,), ^(T-, T+).
XV-2
We shall use the notation "/ = 0(|A|~°°) as A -^ -oo" to describe the fact that the function /(A) E C^QR) vanishes faster than any given negative power of | A | when A -^ -oo . More generally, we shall use this notation for "functions" f(\,x,y) depending on additional parameters x 6 Mr, y € My to describe the fact that / as well as any given derivative of / with respect to x , y vanishes faster than any given negative power of |A| as A -^ -oo uniformly over My x My .
By f^\ (') d^ W" 1 f^^PW^di we shall denote the inverse Fourier transform.
Main result.
The main result of this paper is the following abstract theorem which plays a fundamental role in the asymptotic analysis of higher order (m > 1) spectral problems. It allows us to avoid the consideration of an ill-posed Cauchy problem (in the variable t) for the equation D^u = A^u (Di dl{ -i9/9t); see [6] [7] [8] for applications of this theorem. Theorem 1. Let 7L < 0 < 7+ be real numbers, finite or ±00, and let
be a distribution which behaves as a function in the variable t and as a half-density in the variables x , y . If
T+).
Inversly, if (4), (5) hold, (6) holds for some g(t) € Cy{T. , T+), g^O, and, in addition,
then (3) is fulfilled.
Before proceeeding to the proof of Theorem 1 let us explain in what sense formulas (2)- (7) should be understood (recall that we are dealing with distributions!).
Firstly, (2) means that for any
over all y 6 My .
By exp^iM^2 771 )), ^ G (T-, T+), we denote the bounded operator L^(M) -> L^{M) (called the unitary exponent) defined by the series
here Ajb are the eigenvalues and Vk are the orthonormalized eigenfunctions of the problem (A), (B). In accordance with (8) , by ^(-itA^^^uiQ.x.y) we denote the formal expression (9) is the Schwartz kernel of the unitary exponent. The formal expression (9) can be understood in the sense of G°°((r^ , 7+)xMy; ^(Af,))-distributions as well as C°°(M^xMy', ^'(T-, r+))-distributions. In the first case the value of the distribution exp^iU^2^)^, x, y) on the test half-density v(x) € SB(M^) is defined as
In the second case the value of the distribution exp^iMy^^t^O, x, y) on the test function g(t) € Cy(T-, T+) is defined as
Elementary integration by parts
(obviously we used (1) 
The expressions (B^ u)
, and, consequently, the inclusions (5), are under- or v(x) 6 ^B(Ma,); here the C^ are "boundary" differential operators defined uniquely (for a given set of B^ ) by Green's formula
V^ 6 ^(Af), Vv E fa(M). In the second case
for g(t) 6 (7 §°(TL , T+). In both cases the subscript x is used to emphasize the variable in which the respective differential operators are acting. The expressions (B^A^u) appearing in the left-hand side of (7) e C°°((T, , T+) x QM^ xMy), j=l,2,...,m, r=0,l,2,... so the equalities (7) can be understood in the classical sense. We shall denote the infinitely differentiable "functions" (B^A^u) by bjr{t,x',y).
Mx
Finally, the expression f^^gu} is the G 00^ x My; x My)-"function 55 (more precisely, function in the variable A and half-density in the variables x , y ) defined (6) are obviously fulfilled. So we have to prove only the inverse statement of Theorem 1. It is convenient to split this proof into several parts which we shall consider as separate lemmas. Substituting (18) into (16) we obtain an infinite system of differential equations: possess these properties. It is known that given an arbitrary formal Taylor expansion (18) one can construct an infinitely smooth "function" w with such Taylor coefficients and with support lying in our coordinate map. Moreover, as in our case the Taylor coefficients vanish at t == 0, w can be chosen to vanish identically over M at t = 0. (These simple statements are proved analogously to [11, Proposition 3.5] 
Proof of Theorem 1. If (2), (3) hold then (4)-
Lemma 2. Let hjr{t^') € (^((TL
,(19) wi = &i, Jb-l
.)
Lemma 2 is proved. 
Lemma 3. Let t-< 0 < f+ be finite real numbers and let a(t^x) E C°°([t^
Recall that by Ajk and Vfc , fc = 1,2,..., we denote the eigenvalues and the orthonormalized eigenfunctions of the problem (A), (B). Due to the boundary conditions (21) the quantity ak(i) defined by (27) vanishes faster than any given negative power of k as k -^ -hoo uniformly over [<-, t^.]; the same is true for any given derivative of ak(t) with respect to t. An elementary analysis of formulas (25), (26), (28) shows that this rapid decay property is inherited by the terms of the series (24): this series converges absolutely, uniformly over \t-, <+] x M , as well as the series of any given derivatives with respect to i, x. Thus (24) defines an infinitely smooth "function" which can be differentiated under the ^^ sign. Straightforward substitution shows that the constructed w satisfies (22), (23) and (17).
Remark 4' Lemmas 2, 3 and their proofs remain true if the 'functions" bjr and a depend smoothly on the additional parameter y G My . In this case the resulting w will also smoothly depend on y .
Lemma 5. It is sufficient to prove the inverse statement of Theorem 1 with
instead of (4), (5) , (7) .
Proof of Lemma J. It follows immediately from (13), Lemma 2 and Remark 4 that we can turn (5), (7) into (30) by adding to u an infinitely smooth with respect to all the variables "function 75 which vanishes at t == 0 . Obviously such an operation does not spoil (2), (4), (6) and it also has no influence on the formula (3) which we are proving.
Take now arbitrary finite real numbers f-, t^. such that (31)) IL < t^ < 0 < 4 < 7+ .
Formulas (4), (30) imply that the "function" a(t, x, y) d£f D^u -A^u satisfies the conditions of Lemma 3. It follows from Lemma 3 and Remark 4 that we can turn (4) into (29) by adding to u an infinitely smooth with respect to all the variables "function 95 which satisfies (23) in the variable x and which vanishes at t == 0 . Such an operation does not spoil (2), (6), (30) and it does not influence the formula (3) which we are proving, only the time interval becomes smaller ((<-, t+) instead of (T-, T+)). Assuming that the inverse statement of Theorem 1 with (4), (5), (7) replaced by (29), (30) is true, we have
As t-, t+ are arbitrary numbers satisfying (31) formula (32) implies (3). Lemma 5 is proved.
Thus we have reduced the proof of Theorem 1 to the proof of the following statement.
Let u(t,x,y) be a distribution of the class (2) which behaves as a function in the variable t and as a halt-density in the variables x , y and which satisfies (29), (30) and (6) for some g(t) € C §°(T^
In view of (2) we have Moreover, formulas (29), (30) and (33) imply D^Uk = \kUk , and consequently
Here ||a?p|| is the symmetric 2m by 2m matrix with elements
and ||6/p|| = ||a?p||"" 1 . The AH are defined by (28). Note that formula (36) allows to express the functions Uki(t, y) in terms of derivatives of the function Uk(t, y); with account of (34) this gives Uki(t, y) € ^((r-, T+) x My). 
