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PREFACE 
The {.)res(Mit. thesis (Mititled "On Derivations and Commutativity of Rings" 
includes the research work carried out by the author during more than past four 
years at the Department of Mathematics, Ahgarh Mushm University, Ahgarh. 
The exposition may be said to be divided into two parts. The first part having 
only one chapter deals with the commutativity of certain rings and near rings 
under some polynomial constraints whereas second part comprises three chapters 
in which derivations in rings are studied. Besides research material arranged into 
the mentioned two parts, Chapter 1 contains prehminary notions, basic definitions 
and some important well known results relevant to our study needed for the 
(leveloi)ment of the sul)ject matter in the subsequent chapters. Each chapter is 
subdivided into various sections. The definitions, examples, results and remarks 
etc. have been specified with double decimal numbers. The first figure denotes 
the number of the chapter, second represents the section in the chapter and the 
third points out the number of definition, the example, the result or the remark as 
the case may be in a particular chapter. For example. Theorem 2.3.4 refers to the 
fourth theorem appearing in the third section of the second chapter. 
Although the famous classical theorem, namely a finite division ring must be 
commutative was established as earlier as 1905 by Wedderburn, but it was after the 
development of structure theory of rings in the course of forties and fifties of the 
last century that significant contributions were made by many mathematicians in 
this direction. Since then the subject has been attracting a wide circle of algebraists 
like Amitsur, Braur, Kaplansky, Jacobson, Faith, Ba'Br, McCoy, Herstein, Rowen, 
Ligh, Yaqub, Tominga, Luh, Richoux, Chacron, Bell, Quadri and Ashraf - ; to 
mention a few. There has been a great deal of work in the mathematical literature 
concerning the investigations of the classes of rings which turn commutative under 
some constraints, mostly satisfying certain polynomial conditions. Chapter 2 is 
devoted to study same type of work. In 1951, Herstein proved that if in a ring R, 
there exists an integer n > 1 such that x" - x is central, for all ring elements x, 
then such a ring must be commutative. In Section 2.2, we generalize this result by 
proving that if i? is a semiprime ring satisfying {xyY - xy e Z{R), the centre of 
R, then R. must be commutative. Observing Example 2.2.1, we can think that the 
mentioned non-commutative ring does not contain unity. One may therefore hope 
that the above property could yield commutativity in rings with unity. Working 
in this direction we obtain in Section 2.3, rather a stronger result with weaker 
hypothesis as follows : If i? is a ring with unity 1 satisfying [(ary)" — xy, x] = 0, for 
all x,y e R, then R is commutative. In Section 2.4 commutativity of periodic rings 
is investigated. 
It is not always easy to obtain near ring theoretic analogues of ring theoretic 
results. Many of them do not hold in general either. As an example, we know 
that a Boolean ring is necessarily commutative but there exist enough Boolean 
near rings which are non-commutative (cf. Example 2.5.1). Nevertheless, a part of 
the recent work has been concerned with the generalizations of some well known 
commutativity theorems in rings to near rings. In Section 2.5 we too investigate 
commutativity of distributively generated (d-g) near rings under certain conditions. 
Let R be an associative ring. An additive mapping d : R —> R is said 
to be a derivation on R if d{xy) = d{x)y -\- xd{y) holds, for all x,y E R. 
Although the notion of derivation has been existing in literature since the 
advent of twentyth century, yet it was during the past five decades that the 
study of derivation in rings started attracting a wide circle of mathemati-
cians after Eil.C.Posner [119] estabhshed two very striking results on derivations 
which state as follows : (a) In a 2-torsion free prime ring if iterate of two 
derivations is again a derivation, then at least one of them must be zero and 
(6) if a prime ring R admits a nonzero centralizing derivation, then R must be 
commutative. 
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In recent years many well known algebraists such as Beidar, Bell, Bergen, 
Bresar, Herstein, Kaya, Martindale, Mason, Posner, Vukman and Ashraf etcetera, 
have made remarkable contributions to this area of study. The interest in this 
area was pjirtially motivated by its many useful applications to various branches of 
Mathematics (see for examples [11],[49],[126],[134]). 
The notion of derivation has been generalized in various directions such as left 
derivation (^, 0)-derivation, semiderivation, generahzed derivation, Jordan deriva-
tion and Lie derivation etcetera. During the last two decades there has been some 
work concerning generalized deviation in the context of algebras on certain normed 
spaces. Bresar [48] defined generalized derivation in rings as follows. An additive 
mapping F : R —> R is called a generahzed derivation on R if there exists a deriva-
tion d : R —> R such that F{xy) = F{x)y + xd{y) holds for ah x,y G R. Recently 
Hvala [93] initiated the algebraic study of generalized derivation and extended some 
results concerning derivation to generalized derivation. There has been also ongoing 
interest between the commutativity of rings and the existence of certain specific 
types of derivations of rings (for reference see [38],[41],[43],[72],[74]). Chapter 3 
deals with the investigation of commutativity of rings satisfying some functional 
identities. In section 3.2, we obtain commutativity of a prime ring R admitting a 
generalized derivation F satisfying any one of the conditions F{xy) — d{x)d{y) = 0 
and F{xy) -f d{x)d{y) = 0, for all elements x, y in some distinguished subset of 
R. Very recently Daif and Bell [72] proved that if a semiprime ring R admits a 
derivation d such that either d{[x,y]) + [x,y] = 0 or d{[x,y]) - [x,y] = 0, for all 
x,y e I, a nonzero ideal of R, then R must be commutative. Further, Hongan 
[92] generalized the result by considering R satisfying either of the conditions 
d{[x,y]) + [x,y] G Z(R) and d([x,y])- [x,y] G Z{R), for all x,yel. In Section 3.3, 
we explore commutativity of a ring R admitting a generalized derivation F satisfying 
any one of the following : (z) F{[x, y]) - [x, y] G Z{R), (ii) ^([x, y]) + [x, y] € Z{R), 
(in) F{x oy) - (xoy) e Z{R) and {iv) F{x o y) + {x o y) e Z{R), for all x,y in 
some appropriate subset oi R. 
Inspired by the definition of {6, (/))-derivation the notion of generalized {6,0)-
derivation has been defined by Asharaf et al. [18] as follows : An additive mapping 
F : R —> R is said to be a generalized (0,0)-derivation on R if there exists a 
{9,0)-derivation d : R —> R such that F{xy) = F{x)6{y) + (j){x)d{y) holds for all 
x,y e R. We shall call a generalized {9, /)-derivation as a generalized ^-derivation 
where I is the identity automorphism of R. Similarly a generalized (/, 0)-derivation 
will be called as a generalized (/(-derivation. Finally in section 3.4 we obtain 
commutativity of a prime ring R admitting a generalized </>-derivation satisfying any 
one of the following conditions : (i) F{xy) - xy e Z{R), (ii) F{xy) + xy e Z{R), 
iiii) F[xy) - yx e Z{R), (iv) F{xy) + yxe Z{R), (u) F{x)F(y) - xy e Z{R) and 
(vi) F{x)F{y) + xy e Z{R), for all x,y, in a nonzero ideal of R. 
Chapter 4 deals with the study of biderivations on prime and semiprime rings. 
Let R be an a;5sociative ring. A symmetric biadditive mapping D{.,.) : RxR —> R 
is said to be a symmetric biderivation if for any fixed y € R, the mapping 
X I—> D(x, y) is a derivation. In 1980, Gy. Maksa [109] introduced the concept 
of symmetric biderivation. It was shown in [110] that symmetric biderivations are 
related to general solution of some functional equations. The notion of additive 
commuting mappings is closely connected with the notion of biderivations. Every 
commuting additive mapping / : R —v R gives rise to a biderivation on R. In 
Section 4.2 we extend the two famous theorems of E.C.Posner ([119], Theorem 
1 and Theorem 2) mentioned above for symmetric (a, (j)-biderivation. Section 
4.3 starts with a result due to Vukman which states that if i? is a prime ring 
with characteristic different from 2 and 3 admitting a symmetric biderivation 
D(.,.) : Rx R —> R such that the mapping x -^> [f(x),x], where / stands for the 
trace of D, is centrahzing on R, then R must be commutative. We obtain the result 
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for ((7, (T)-biderivatioii on R. 
In [74], Deng and Bell generalized the concept of centralizing and commut-
ing mappings by defining n-centrahzing and n-commuting mappings. Let n 
be an arbitrary positive integer and 5 be a nonempty subset of a ring R. A 
mapping / : R —> R is said to be n-centralizing (resp. n-commuting) on S if 
[x", f{x)] 6 Z{R) (resp. [x", f{x)] = 0) holds, for all x e S. Finally in Section 4.4, 
we establish the following result : Suppose n > 1 is a positive integer. Let R be 
a 2,3 and (2" — l)-torsion free semiprime ring and / be a nonzero ideal of R. If 
D{.,.) : R X R —> R is a. symmetric biderivation such that the trace / : R —>• R 
is n-centralizing on / , then / is n-commuting on / . 
Chapter 5 is devoted to the study of derivations on a ring which act as 
homomorphisms or as anti-homomorphisms. Recently Bell and Kappe [40] proved 
that if i? is a prime ring and d is a derivation which acts as a homomorphism or an 
anti-homomorphism on / , a nonzero ideal of R, then d = 0. Very recently Ashraf et 
al. [19] obtained the result for {9,0)-derivation on R which acts as a homomorphism 
or an anti-horaomorphism on / . In section 5.2, we generahze the mentioned results 
by proving that if /2 is a prime ring and d is a left {9,0)-derivation on R, which acts 
as a homomorphism or as an anti-homomorphism on a Jordan ideal J of R, then 
d = Q on R. Finally we extend the above result for generalized (6,0)-derivation in 
the setting of Lie ideals of a prime ring. 
At places, examples are provided to justify the conditions imposed on the 
hypothesis of various results. The extensions of some of the results presented in the 
exposition may not be outrightly ruled out but choice of our examples shows that 
they can not be generalized arbitrarily. Also suitable remarks are given sometime to 
explain the theory and sometime to conjecture the possible extensions of the results. 
vu 
In the end, an exhaustive bibliography of the existing material related to the 
subject matter of our thesis is included which may serve as source material for 
those, interested in the domain of our research. 
One paper of the author related to some portion of Chapter 5 has already been 
published in Int. Math. J. vol. 2 (2007), 1105-1110, where as one paper based on 
the material of Chapter 4 has been accepted for publication in the Aligarh Bull. 
Math. Several papers related to the material of other chapters are in the process of 
acceptence. 
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CHAPTER - 1 
PRELIMINARIES 
1.1 INTRODUCTION 
This chapter is devoted to collect some basic notions and important terminology 
which we shall need for the development of the subject in the subsequent chapters 
of the present thesis. Of course, the knowledge of the elementary algebraic concepts 
as those of groups, rings, modules, fields and liomomorphisms etcetera, has been 
preassinned and no attempt will be made to discuss them here. Most of the material 
included in this chapter occurs in standard literature namely : Flerstein [84, 86], 
Jacobson [95, 96], Lambek [100], McCoy [116], Kurosh [99], Guenter Pilz [118] 
etcetera. Some key results and classical theorems related to our subject matter arc 
also incori;)orated for ready reference. Suitable (examples and necessary remarks are 
given at proper i)la.ces to make the exposition self contained as much as possible. 
1.2 SOME RING THEORETIC CONCEPTS 
In the pres(Mit section we give a, l:)ricf exjjosition of some impoi'taut terminology 
in ring theory. Throughout the tliesis, unless otherwise mentioned, R denotes an 
associative ring having at least two elements. For any pair of elements x, y G R, 
the commutator xy — yx will be denoted by [x, y] and anti-connnutator xy + yx by 
xoy. The symbols yV(/?), C{R) and Z{R) denote the set; of nilpotent elements, the 
comnmtator and the centre of the ring R. 
Definition 1.2.1 (Characteristic of a Ring). If there exists a positive integer 
n such that na = 0, for every element a of the ring i?, the smallest such positive 
integer is called the characteristic of i?,, which is generally expressed as charR -•=- n. 
If no such positive integer exists, then R is said to have characteristic zero. 
Definition 1.2.2 (Torsion Free Element). An element x e R is said to be 
n-torsion free if nx = 0 implies x -— 0. If nx = 0 implies x — 0, for every x E R, 
then we say that R is n-torsion free. 
Remark 1.2.1 Obviously, if charR ^ m, then ma = 0, for some a e R implies 
that a = 0. 
Definition 1.2.3 (Nilpotent Element). An clement a of a ring R is said to be 
nilpotent if tlierc exists a i)()sitiv(; intc^ger n such (,lui,t a" = 0, where a" stands for 
a.a.a . . . a. 
" V ' 
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Definition 1.2.4 (Idempotent Element). An element e of a ring R is said to be 
idempotent if e^  = e. 
Remark 1.2.2. In a ring R. with unity and no nonzero divisors of zero the only 
idempotents are the zero aud the unity. 
Definition 1.2.5 (Direct Sum and Subdirect Sum of Rings). Let {Si},i e U 
be a family of rings indexed by the set U and 5* denote the set of all functions defined 
on the set U such that for each i e U, the value of the function at i is an element 
of Si. If addition and multiplication in S are defined as : (a + b){i) = a(i) + b{i), 
ab{i) = a{i)b{i), for a,b E S, then 5 is a ring which is called the complete direct 
sum of the rings Si,i G U. The set of ah functions in S v/hich take on the values 
zero at all but at most a finite number of elements i of U is a subring of S which 
is called the discrete direct sum of the rings Si, i G U. However, if L'' is a finite set, 
the complete (discrete) direct sum of rings Si,i G U, as defined above is called a 
direct sum of the rings {Si},i G U. 
Let T be a subring of the direct sum 5" of rings S-i and for each i E U, let 6', be 
a homomorphisra of S onto Si defined as a6i = a{i) for a E S. If T9i = St for every 
i E U, then T is said to be a subdirect sum of the rings Si,i E U. 
Definition 1.2.6 (Centre of a Ring). The centre Z{R) of a ring R is the set 
of all those elements of R which comnmte with each element of R and denoted as 
Z{R.) that is, 
Z{R) = {x E R \ xy = yx, for aU y E R}. 
Remark 1.2.3. A ring R is commutative if and only if Z{R) = R. 
Definition 1.2.7 (Centralizer). Let S be a nonempty subset of a ring R. Then 
the centralizer CR{S) of S in R is defined as 
CR{S) = {a E R I sa ~ as for all s E S} 
Definition 1.2.8 (Finitely Generated Ideal). l,et 5 be a nonempty subset of a 
ring R . Then the ideal (right or left) / of i? is said to be generated by S if 
(i) S c /. 
(ii) For any (right or left) ideal A of R, S C A ^ I C A. 
Definition 1.2.9 (Principal Ideal). An ideal (right ideal) in R generated by 
one element of R is called a principal ideal (right ideal). An ideal (right ideal) 
generated by the element a is denoted by (a)((a),.). 
Definition 1.2.10 (Nilpotent Ideal). A right (left, two sided) ideal / of a ring R is 
said to be a nilpotent ideal if there exists a positive integer n > 1 such that / " = (0). 
Definition 1.2.11 (Nil Ideal). A right (left, two sided) ideal / of a ring R. is said 
to be nil if each of its element is nilpotent. 
Example 1.2.1. Let i? - < I , | a,6,cG ^ > and / be an ideal of R 
generated by , „ . Then / is nilpotent and also a nil ideal. 
Remark 1.2.4. 
(i) If every element of a ring R is nilpotent, then R itself is called a nil ring. 
(ii) Every nilpotent ideal is nil but a nil ideal need not be necessarily nilpotent. 
Example 1.2.2. Let R. = U'^n--=i^2"- Let A be the ideal of all nilpotent elements 
in R. Obviously A is a nil ideal. But A is not nilpotent, because if A" — (0) for 
some n, then 2'" = 0, for ah x £ A. Now take x„ = (0,0,0, ...0,2,0,...), with 2 at 
(n + 1)*''' place. We see that x^^^ - 0 but xl ^ 0. 
Definition 1.2.12 (Conniiutator ideal). The couunutator ideal C{R) of a ring 
R is the ideal generated by all commutators [x, y] with x, y ^ R. 
Definition 1.2.13 (Maximal Ideal). An ideal M in a ring R is said to be a 
maximal ideal in 7?. If 
(i) M j^ R and 
(ii) there exists no ideal / in R such that M C / C R. 
Remark 1.2.5. If M -^ R is a maximal ideal in R, then for any ideal / of R, 
M C I C R. holds only when either I = M or I = R. 
Definition 1,2.14 (Prime Ideal). An ideal P in a ring R is said to be a prime 
ideal if and only if it has the property that for any two ideals A and B in R 
whenever AB C P then ACP or BCP. 
Remark 1.2.6. Equivalently, an ideal P in a ring R is prime ideal if and only if 
any one of the following holds : 
4 
(i) If a, 6 e R such that aRb C F, then ae P ovbe P. 
(ii) If (a) and (6) are principal ideals in R such that (a)(6) C P, then either ae P 
or be P. 
(iii) If U and V are left (right) ideals in R such that UV C P, then U C P or 
V CP. 
Definition 1.2.15 (Semiprime Ideal). An ideal / in a ring R is said to be a 
semiprime ideal if for any ideal A in R, whenever A^ C / , then ACL 
Remark 1.2.7. 
(i) A prime ideal is necessarily semiprime but the converse need not be true in 
general. 
(ii) Intersection of prime (semiprime) ideals is semiprime. Thus in the ring Z of 
integers, ideal (2) n (3) = (6) is semiprime which is not prime. 
Definition 1.2.16 (Annihilator). If M is a subset of a commutative ring R, then 
annihilator of M, denoted by Ami{M) is the set of all elements of r of R such that 
rm = 0 for all rn G M. 
y[nn{M) - {r G R \ rni = 0, for all m G M]. 
Definition 1.2.17 (Jacobson Radical). The Jacobson radical J{R) of a ring R 
is the intersection of all maximal left (right) ideals of R. 
Remark 1.2.8. 
(i) J{R) is a two sided ideal of R. 
(ii) J{R) IS the set of all those elements of R which annihilates all the irreducible 
P-modules i.e., 
J{R) = [r eR I rM = 0, for every irreducible 7?-niodules}. 
5 
Definition 1.2.18 (Prime Ring). A ring R is said to be prime if and only if the 
zero ideal (0) is a prime ideal in R. 
Remark 1.2.9. Equivalently, a ring R is prime if and only if any one of the following 
holds : 
(i) If /j and I2 are ideals in R such that /1/2 = (0), then /i = (0) or I2 = (0). 
(ii) If a, 6 G i? such that aRh = 0 then either a = 0 or 6 = 0 . 
Remark 1.2.10. Every division ring is a prime ring. 
Definition 1.2.19 (Semiprime Ring). A ring R is said to be semiprime if it has 
no nonzero nilpotent ideals. 
Definition 1.2,20 (Simple Ring). A ring R with more than one element is said 
to be a simple ring if its only ideals are the two trivial ideals namely (0) and R. 
Remark 1.2.11. A division ring is necessarily simple but not conversely. In fact, 
if I) is a division ring then the complete matrix ring Z)„, for a positive integer n is 
simple which of course, is not a division ring. 
Definition 1.2.21 (Semisimple Ring). A ring R with zero Jacobson radical is 
said to be semisimple. 
Definition 1.2.22 (Boolean Ring). A ring R is said to be Boolean ring if all of 
its elements are idempotent. 
Definition 1.2.23 (Lie and Jordan Structures). Let R be an associative ring. 
We can induce two new operations on i? as follows : 
(i) For x^y G R, the Lie product, [x,j/] ~ xy — yx 
(ii) For x,y <E R, the Jordan product, {x o y) — xy + yx 
Remark 1.2.12. For any x,y,z f, R, the following identities hold, 
(i) [xy,z] =x[y,z] + [x,z]y. 
(ii) [x,yz] =y[x,z] + [x,y]z. 
(iii) [[x,?/],z] + [[ /^,2;],x] + [[z,a;],y] = 0 (this identity usually called ,Jacobi identity), 
(iv) X o (yz) = {x o y)z - y[x, z] = y{x o z) + [.T, y\z. 
(v) {xy) oz^x{yoz)- [x, z]y = {x o z)y + x[y, z\. 
Definition 1.2.24 (Lie (Jordan) Subring). A nonvoid subset U of a ring R is 
said to be a Lie (resp. Jordan) subring oi R\iU is an additive subgroup of R and 
for x,y E. U implies that [x, y] (resp. {x o y)) is also in U. 
Definition 1.2.25 (Lie (Jordan) Ideal). An additive subgroup [/ of a ring R is 
said to be a Lie (resp. Jordan) ideal of R if whenever u <E U and x £ R, then [a, x] 
(resp. {uo x)) is also in U. 
Example 1.2.3. Let /? = J f ^ ^M \a,b,ce ^2 i. Then it can be easily seen that 
U=l , |a, 6 e Z2 > is a Lie ideal of R and J=\{ , ., | |6 G Z2 > is a Jordan 
ideal of R. 
Definition 1.2.26 (Commuting Mappings). Let 5 be a nonvoid subset of 
a ring R. An additive mapping / : R —;• R is said to be commuting on 5 if 
[f{x),x] = 0 holds, for all x e S. 
Definition 1.2.27 (Centralizing Mappings). Let 5" be a nonvoid subset of 
a ring R. An additive mapping / : R —y R is said to be centralizing on S if 
if{x),x] 6 Z{R) holds, for all x G 5. 
Definition 1.2.28 (Derivation). A mapping d : R —> R is said to be derivation 
on R if it satisfies the following properties : 
(i) d{x + y) — d{x) + d{y) and 
(ii) d{xy) = d{x)y + xd{y), for all x,y e R. 
Example 1.2.4. The most natural example of a nontrivial derivation is the usual 
differentiation on the ring F[x] of polynomials defined over a field F. 
For fixed a e R, define d : R —> R by d{x) = [x, a], for all x S R. The function 
d so defined is additive and 
d{xy) = [xy, a\ 
= x[y,a] + [x,a]y 
= xd{y) + d{x)y 
Thus, d is a. derivation which is called an inner derivation of R associated with a 
and generally denoted by /„. 
Remark 1.2.13. It is obvious to see that every inner derivation on a ring i? is a 
derivation. But converse need not be true in general. 
Example 1.2.5. Let -R = < I , ) \ a,b,c,d e Z> he a ring of 2 x 2 matrices 
over Z, the ring of integers. Define a mapping d : R —^ R such that 
Then, it can be verified that d is a derivation but not an inner derivation on R. 
1.3 SOME NEAR RING THEORETIC CONCEPTS 
Definition 1.3.1 (Near Ring). A left near ring R is a triple (/?,+,*) with two 
binary operations "+" and "*" such that 
8 
(i) (/?., +) is a group (not necessarily abehan). 
(ii) {R, *) is a semigroup. 
(iii) a * {b + c) = a * b + a * c, for aU a,b,c e R. 
Analogously, if instead of (iii), we have the right distributive law 
{my {a + b) * c = a * c + b * c, for all a,b,c E R 
holds, then R is said to be a right near ring. 
As in both the cases, the theory of near rings runs completely parallel, we may 
consider left near rings throughout and for simplicity call them as near rings and 
the product a*b will be denoted by ab. 
Example 1.3.1. The set of all identity preserving mappings acting on the right 
of an additive group G (not necessarily abelian) into itself with pointwise addition 
and composition of the mappings as nmltiplication is the most natiiral example of 
a right near ring. 
Definition 1.3.2 (Distributive Element). An element x of a near ring R is said 
to be distributive if (y + z)x ~ yx + zx, for all y, z £ R 
Remark 1.3.1. In any near ring /?, xO = 0, for all x E R, but not necessarily 
0.T = 0. However, if d is a distributive element in R then Oci = 0. 
Remark 1.3.2. In any near ring R, x{-y) — ~xy, for all x,y e R, but not neces-
sarily {-x)y = -xy. However, if rf is a distributive element in R then {-x)d = -xd. 
Definition 1.3.3 (Distributive Near Ring). A near ring R is called distributive 
if each of its element is distributive. 
Example 1.3.2. Let R = {Q,a,b,c,x,y} with addition "+" and multiplication "*" 
defined as follows : 
+ 
0 
a 
b 
c 
X 
y 
0 
0 
a 
b 
c 
X 
y 
a 
a 
0 
X 
y 
b 
c 
b 
b 
y 
0 
X 
c 
a 
c 
c 
X 
y 
0 
a 
b 
X 
X 
c 
a 
b 
y 
0 
y 
y 
b 
c 
a 
0 
X 
* 
0 
a 
b 
c 
X 
y 
0 
0 
0 
0 
0 
0 
0 
a 
0 
a 
a 
a 
0 
0 
b 
0 
a 
a 
a 
0 
0 
c 
0 
a 
a 
a 
0 
0 
X 
0 
0 
0 
0 
0 
0 
y 
0 
0 
0 
0 
0 
0 
Then (R, +, *) is a distributive near ring. 
Definition 1.3.4 (Distributively Generated Near Ring). A near ring R is 
said to be distributively generated (d-g), if it contains a muitiphcative subsernigroup 
of distributive elements which generates the additive group (R,+)-
Example 1.3.3. The near ring generated additively by all the endomorphisms of 
a group {G, +) (not necessarily abelian) is a distributively generated near ring . 
Definition 1.3.5 (Zero-symmetric Near Ring). A near ring R is called 
zero-symmetric, if Ox = 0, for sll x E R { recall that left distributivity yields 
xO = 0). 
Example 1.3.4. Let R ~ {0,a,6, c} with addition " + " and multiplication "*" 
defined as foUows : 
+ 
0 
a 
b 
c 
0 
(I 
a 
b 
c 
a 
b 
b 
n 
0 
b 
c 
c 
0 
a 
c 
0 
0 
a 
b 
* 
0 
a 
b 
c 
0 
0 
0 
0 
0 
a 
0 
c 
0 
a 
b 
0 
b 
0 
b 
c 
0 
a 
0 
c 
It can be easily seen that R is a zero-synnnetric near ring. 
Remark 1.3.3. A d-g ne,-ir ring is aJways zero-symmetric. 
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Definition 1.3.6 (Zero-commutative Near Ring). A near ring R. is called 
zero-commutative, if xy = 0 implies yx = 0, for all x,y & R. 
Example 1.3.5. Let R = {0,a,b,c,u,v} with addition " + " and multiphcation 
" * " defined below : 
+ 
0 
a 
b 
c 
u 
V 
0 
0 
a 
b 
c 
u 
V 
a 
a 
0 
u 
V 
b 
c 
b 
b 
V 
0 
IL 
C 
a 
c 
c 
u 
V 
0 
a 
b 
u 
u 
c 
a 
b 
V 
0 
V 
V 
b 
c 
a 
0 
u 
* 
0 
a 
b 
c 
u 
V 
0 
0 
0 
0 
0 
0 
0 
a 
0 
a 
b 
c 
0 
0 
b 
0 
a 
b 
c 
0 
0 
c 
0 
a 
b 
c 
0 
0 
u 
0 
0 
0 
0 
0 
0 
V 
0 
0 
0 
0 
0 
0 
Then {R, +, *) is a zero-commutative near ring. 
Definition 1.3.7 (Additive Center). An additive center of a near ring R is the 
set of all those elements of R which commute with every element of R under addition. 
Multiplicative center of a near ring is defined in the same manner as we have 
defined in the case of rings (cf. Definition 1.2.6). 
1.4 SOME IMPORTANT RESULTS ON RINGS AND NEAR RINGS 
Theorem 1.4.1 (Wedderburn [133]). A finite division ring is a field. 
Theorem 1.4.2 (Jacobson [94]). Let R be a ring in which for every x e R, there 
exist an integer n = n{x) > 1, depending on x such that x"^ '^^  = x. Then R is 
commutative. 
Theorem 1.4.3 (Kaplansky [97]). Let R be a prime ring in which for every x e R, 
there exist an integer n -• n{x) > 1, depending on ;/; such that x'^^^^ G Z{R), for 
every x G R. If in addition R is semisimple, then it is also commutative. 
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Theoremi 1.4.4 (Faith [77]). Lot D be a division ring and A -^ D, a subring of D. 
Suppose that for every x e D, .T"*^ '^ G A, where n{x) > 1 depends on x. Then D is 
commutative. 
Theorem 1.4.5 (Bell and Martindale [43]). Let Rhe a, prime ring and U a nonzero 
Mi ideal of R. If R a,dmits a noirzero derivation which is centralizing on U, then R 
is commutative. 
Theorem 1.4.6 (Herstein [84]). Let i? be a prime ring and 0 7^  p a right ideal 
of R. Suppose that, a G p, a"' = 0 for a fixed integer n. Then R lias a nonzero 
nilpotent ideal. 
Theorem 1.4.7 (Neumann [117]). The additive group of a division near ring is 
abelian. 
Theorem 1.4.8 (Frohlic [80]). A d-g near ring R is distributive if and only if R^^ 
is additively commutative. 
Theorem 1.4.9 (Frohhc [80]). A d-g near ring R with unity 1 is a ring if [R, +) is 
abelian or if R is distributive. 
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CHAPTER - 2 
COMMUTATIVITY OF CERTAIN RINGS 
AND NEAR RINGS 
2.1. INTRODUCTION 
During the second half of the last century, a number of commutativity theorems 
were obtained by mathematicians like Bell, Jacobson, McCoy, Kaplansky, Faith and 
Herstein which sparked off a great interest among a lot of algebraists and numerous 
research papers have started pouring in the mathematical literature concerning the 
investigations of the classes of rings which turn out to be commutative under some 
constraints, mostly satisfying certain polynomial identities. The present chapter 
includes the sam.e type of work. 
In Section 2.1 we extend a theorem of Herstein [81] which in turn generalizes 
a theorem due to Jacobson [96]. The theorem under reference states that a ring 
must be commutative if there exists a positive integer n > 1 such that x"^ = x, 
for all ring elements x. In fact, we prove our result for semiprime rings which is 
further extended in the next section for rings with unity. Section 2.3 deals with the 
commutativity of rings satisfying some rather more comphcated identities defined 
in terms of the expansions what is called words by Putcha and Yaqub [120]. In the 
last section we discuss the commutativity of a special class of near rings what we 
call distributively generated abbreviated as d-g near rings. 
2.2 COMMUTATIVITY OF SEMIPRIME RINGS 
•Long ago, Herstein [81] extended a well known theorem of Jacobson [96] as 
follows: 
Theorem H. If in a ring, there exists an integer n > 1 such that x" - x is central, 
for all ring elements x, then such a ring must be commutative. 
In the above quoted paper, Herstein conjectured certain possible extensions of 
Theorem H, some of which he himself proved later. 
One of the natural questions arises as to what we can say if the constraint 
2;" — X, central, is replaced by (xy)" — xy, central for every pair of ring elements 
X and y. The existence of enough non-commutative rings with (xy)" -- xy, central 
rules out the possibility of generalizing Theorem H in this direction. The following 
example justifies our observation. 
Example 2.2.1. Let i? = < 0 0 c | a,i ,c G ^ > be the ring of strictly 
l l o 0 0 ; J 
upper triangular matrices over Z, the ring of integers. Then it is easy to note that 
/? is a non-commutative nil ring of index 3 satisfying the property (xy)^—xy G Z{R), 
the centre of R. 
However, the result holds for some restricted classes of rings. We state the 
following theorem without supplying details of its proof. Just substitute x'^y for y 
in the identity for any 0 7^  x G i? and use Theorem H given above. 
Theorem 2.2.1. Let D be a.division ring in which there exist a positive integer 
n > 1 such that (xj/)" - xy e Z{D), the centre of D. Then D must be a field. 
In order to extend the mentioned result for some wider classes of rings, we begin 
with the following lemma : 
Lemma 2.2.1. Let i? be a prime ring satisfying the identity 
(F) : (xy)" — xy e Z{R), for a fixed positive integer n > 1. 
Then R has no nonzero nilpotent elements. 
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Proof. Suppose a E R such that a^ = 0. Put ax for x and ya for y in (F) to get 
{axyaY — axya G Z{R). 
In particular, 
[(aa;'(/a)" — axya, ax] = 0, for all x,y E: R 
This on expanding and using a^ = 0, yields 
ax{axyay'' — axaxya — 0 
i.e., axaxya = 0, for all x,y E R (2.2.1) 
Let r G i? be an arbitrary element of R. Replacing y by y + r in (2.2.1), we have 
axax{y + r)a — 0 
Using (2.2.1), v/e get 
axaxra = 0 
i.e., {ax)'^Ra = (0). Since R is prime, (ax)^ = 0 or a = 0. If a 7^  0, then aR is a nil 
right ideal of bounded index 2, which is not possible by Theorem 1.4.6 and so R 
has no nonzero nilpotent elements. 
Notice that our ring R is zero-commutative. Indeed, if for any a,b E R with 
ab = 0, then (6a)^ = b{ab)a — 0 and so in view of Lemma 2.2.1, we have ba = 0. 
Now let ab -- 0 for some a,b E R. So that ba = 0 and bax = 0 = b{ax) = axb, 
for an arbitrary x E R, bax = b{ax) = axb = 0. Thus aRb = (0) for some a,b E R. 
But primeness of R forces either a = 0 or 6 = 0. This proves the following : 
Lemma 2.2.2. Let i? be a prime ring satisfying condition (P). Then R has no 
nonzero divisors of zero. 
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Theorem 2.2.1. Let R be a prime ring satisfying the property (P). Then R is 
necessarily commutative. 
Proof, Consider the subring S = Ry for a fixed y £ R. Then in view of 
Lemma 2.2.2, S is also prime such that there exists an integer n > 1 satisfying 
s" - s G Z{S), the centre of S, for all s G S. 
Thus by Theorem H given above, S is commutative and y'^ e S commute with every 
element of S == Ry and obviously for any x G i? i.e., xy G 5, 
xyy^ = y'^xy (2.2.2) 
For y 7^  0, cancelation of y on the right is permissible in view of Lemma 2.2.2 and 
the fact that Ry is a subring of R, yielding that xy'^ = y'^x, for all x e R. This 
gives that y^ G Z{R), centre of R. But it is well known that a prime ring with 
square of every element central is commutative. This proves our theorem. 
Further suppose that R is a semiprime ring satisfying (P). By structure theory, 
a semiprime ring is isomorphic to a subdirect sum of prime rings Ri, each of which 
as a homomorphic image of R satisfies the hypothesis placed on R. Thus by the 
above theorem each of Ri is commutative forcing that R is commutative. Thus we 
have established the following : 
Theorem 2.2.2. Let P be a semiprime ring satisfying (F). Then P must be 
commutative. 
2 .3 COMMUTATIVITY OF RINGS WITH UNITY 1 
If we revisit to Example 2.2.1, we note that the mentioned non-commutative 
ring R does not contain unity. One may therefore hope that property (P) could 
yield commutativity in rings with unity. We have succeeded in establishing rather 
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a stronger result with weaker hypothesis. 
Theorem 2.3.1. Let R. be a ring with unity 1. If there exists an integer n > 1 such 
that 
(P*) : [{xyy - xy, x] = 0, for ah x, y e R, 
then R must be commutative. 
For development of the proof of our theorem, we require the following lemmas 
proved by Bell : 
Lemma 2.3.1.([31]). Let R. be a ring satisfying an identity q[x] = 0, where q[x] is 
a polynomial in a finite number of non-commuting indeterminates with relatively 
prime integers as its coefficients. If there exists no prime p for which the ring of 
2 x 2 matrices over GF{p) satisfies q[x] — 0, then R has nil commutator ideal C{R^ 
and set A''(i?) of nilpotent elements of R forms an ideal. 
Since the choice of x ~ \ r. rs] a^ i^ d iV = n A f^ i^ls to satisfy the polynomial 
identity (P*), we get the following in view of the above lemma. 
Lemma 2.3.2. ([31]). In a ring R with unity 1 satisfying the property (P*) the 
commutator ideal C(/?.) is nil and totality N{K) of all nilpotent elements of R is an 
ideal of R. 
Lemma 2.3.3. In the ring R of Theorem 2.3.1, N[R) C Z{R). 
Proof. Let u e N{R^. So (1 + w) is invertible. Substituting x = 1 + M and 
y = (1 + uY^y in (P*), we get [y" - y, 1 + w] = 0 = [y^  - y,^], for all y G P. It 
follows above that ^ ( P ) is commutative and hence N'^{R) C Z{R). Thus for any 
xe P, 
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[xu,x]^0 = x[u,x]. (2.3.1) 
Put X + 1 for X in (2.3.1) and use (2.3.1) to get 
[x, u] — 0, for all x E R. 
Hence u e Z{R) so that N{R) C Z{R). 
Corollary 2.3.1. In view of Lemma 2.3.2, we have C{R) C Z{R). 
The following result is essentially proved in [95]. 
Lemm.a 2.3.4. Let x,y G R and [x,y] commute with x. Then for all positive 
integers m > 1, [x"\y] =-- mx"'-~'^[x,y]. 
Proof of Theorem 2.3.1 Our identity (P*) can also be written as 
[{xyy\a:\ = [xy,x], for PA\ x,y e R. (2.3.2) 
Substituting ky for y in (2.3.2), for an arbitrary integer k > 1, we get 
A:"[(xy)",x] = k[xy,x] i.e., 
( F - k)[xy,x] = 0, for all x,y e R. (2.3.3) 
Thus substituting 1 + x for x in (2.3.3), we get (/c" - k)[{x + l)y,x + 1] = 0 i.e., 
(A;" - k)[xy + y, x] = 0 i.e., (A:" - k)[xy, x] + {k"' - k)[y, x] = 0, for all x,y e R. This 
together with (2.3.3), yields 
( P - A;) [x, y] = 0, for all x, y e R. (2.3.4) 
Case I. If the additive group < / ? , + > is torsion free, then we are through. 
Case II. Let < R,+ > be not torsion free. 
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Assume that R is subdirectly irreducible and there is a unique prime p for 
which R is p-torsion. It follows from (2.3.4) that p[a:,y] = 0 also by the Corol-
lary 2.3.1, C{R) C Z{R) and invoking Lemma 2.3.4, we have for all x,y e R, 
[xP,y] ^pxP-^[x,y] = 0. Thus, 
xP e Z{R), for aU x e R. (2.3.5) 
At this point we note that 
(a) In any ring satisfying (2.3.5), there is no distinction between left zero divisors 
and right zero divisors and the set D of zero divisors has the property RD C D 
and DR C D. 
(b) If R is a subdirectly irreducible with heart H, then any central zero divisor 
annihilates H. 
(c) If R is any ring with z G Z{R), then the set I{z) ^ {x e R \ xz ^ x} is an ideal. 
Now by our property (P*), we get 
n{xyy''"^[xy,x] = [xy,x], for all x,y E R. (2.3.6) 
Multiplying (2.3.6), p-times by n{xyy'-''^, we get 
nP{xyy^"-^^[xy, x] = [xy, x\, for ah x,y e R. (2.3.7) 
Let y e D and x e R. Note that nP{xyy^''"^'^ e Z{R), so that using (2.3.7), we 
get [xy,x] e I{nP{xy)P^"-^^y}. Set T = I{nP{xy)P^"-^^) ^ 0, Then H C T. So if lu 
is a nonzero element of H, we have nP{{xyy^''^~^^w) = w. However nP{xyy'^''^~'^^ is 
a central zero divisor by (2.3.5) and (a). Hence by (b) nP{xyy^'"~^^ must annihilate 
H. Then T = (0) and hence for a fixed y G D, we have \xy.,x] = 0 = x[x,y], for aU 
x,y e R. Again putting x = x + 1, we have D C Z{R). Now let z G Z{R) be an 
arbitrary central element. Substituting zy for y in our identity (P*) and proceeding 
as above in getting (2.3.4), we find 
(z" - z)\x,y] = 0, for all x,y e R. 
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If [,x, y] 7^  0, then (2" - z) is a zero divisor for all z e Z{R). Thus for x ^ D, we get 
xvn _ ^P £ jj Consequently ,TP"-(P-I) -xeDC Z{R), for all x E R. Thus in any 
case a;''"-^ ""^ ^ - x^ G Z{R), for aU x E R. Hence by Theorem H, i? is commutative 
and this completes the proof of our theorem. 
2.4 COMMUTATIVITY OF PERIODIC RINGS 
Definition 2.4.1 (Periodic Ring). A ring R is said to be periodic if for every 
X e R, there exist two distinct positive integers m and n depending on the element 
X e R such that x"^  = x". 
A sufficient condition for R to be periodic is Chacron's Criterion [59] : For each 
X G R, there exists an integer m = m{x) > 1 and a polynomial f{x) E Z < x >, 
the ring of polynomials in x with integer coefficients such that x"^ = x"^~^^ f{x). 
Boolean rings (satisfying x ^ x"^) and J-rings (satisfying x =^ x''''{^'^) are 
particular cases of periodic rings and it is well known that these both types of 
periodic rings are commutative. But there exist enough periodic rings (even with 
unity) which are not conunutative. 
Example 2.4.1. Consider the ring R of 2 x 2 matrices over GF{2). Then it can 
be easily verified that every element of R, satisfies the identity x^ = x^. However, R 
is not commutative. 
During the past few decades many researchers have attempted to obtain the 
conditions which turn periodic rings commutative or near commutative in the 
sense that commutator ideal is nil (see [5],[6],[32],[34],[36],[123] where one can 
find more references). In this section we too shall investigate the commutativity 
of such rings. In order to be able to state and establish main result of this 
20 
section, we pause to discuss some notions borrowed from Putcha and Yaqub 
[120] and Bell [33]. Suppose Xi,X2...Xn shall be n elements of R. By word 
iu{Xi,X2...Xn) we shall mean a product in which each factor is X; for some 
i = l,2,3...n. A polynomial /(Xi,X2...X„,) is then an expression of the form 
CiWi{Xi,X2...Xn) + C2W2{Xi,X2...Xn) + ... + c„^i;„(Xi,Xa.-.X^) where c'iS are 
integers. The degree of Xj in the word w{Xi,X2...Xn) is the number of times Xi 
appears as a factor in w{Xi,X2...Xn) and degree of X, in the polynomial 
/ ( X i , X 2 . . . X . „ ) = CrW,{X,,X2...Xn) + C2W2{XuX2...Xn) + ... + C„U;„ , (Xi ,X2 . . .X„ ) 
is the smallest value among the degrees of X,; in K;i(Xi,X2...Xn), W2{Xi,X2--.Xn), 
... Wn{Xi,X2...Xn). 
Let Z < X,Y > denote the ring of polynomials with integer coefhcients 
in two non-commuting indeterminates X and Y. Thus the symbol w{X,Y) 
will denote a word in X and Y i.e., an element of .^ < X, y > of the form 
yii;!('fciyi2^A;2.. .yis^fc, where ji and fc, are nonnegative integers such that 
Yfi=i3i + fci > 0 and the symbols \w\x and \w\y will denote E L i ^i ^^^ Yfi=\'Ji 
respectively. We shall call P{X,Y) G ^ < X, y > an admissible polynomial if 
F(X, y ) = Xli'=i CiWi{X, y ) , where each Cj is an integer and each vJi{X, Y) is a word 
with \wi\x > 2 and \wi\y > 2. 
In the mentioned papers commutativity and structures of rings satisfying 
identities involving polynomials in two or more indeterminates are studied. We 
continue the study by considering the rings satisfying 
(*) : 'xy = P{x,y) 
where P{x,y) is an admissible polynomial in Z < X , y >. 
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The following lemma is due to Bell. 
Lemma 2.4.1 ([33]). If i? is a periodic ring with all nilpotent elements central, 
then R is commutative. 
Theorem 2.4.1. If /? is a ring satisfying condition (*), then R must be commuta-
tive. 
Proof. Notice that R satisfying (*) is zero-commutative. Indeed if xy = 0, then by 
condition (*), yx = P{y, x) — 0, for all x,y e R, where P{X, Y) = Yll^-^ niWi{X, Y) 
as mentioned above. By taking y — x in condition (*), we see that x^ — P(x,x), 
where P{X,Y) = T,l^i'niWi{X,Y). Thus R is periodic satisfying Chacron's con-
dition for periodicity and moreover u^ = 0, for all u G N{R). Let x E R, then 
{ux)u = P{ux,u), where P{X,Y) — Ei=i ^i'^i(-^'^)- ^^  ^ precedes an X in 
Wi{X,Y), then clearly Wi{ux,u) — 0; Otherwise Wi{X,Y) = X^Y'' with j,k > 2 
and again Wi{X,Y) = 0. Hence 
{ux)u^O, for all ueN{R) x e R. (2.4.1) 
t 
Now using (2.4.1) we find that xu = P{x,u) = 0, where P{X,Y) = Z niWi{X,Y). 
Siiice R is zero-commutative, ux = 0, for all x e R. Hence RN{R) = N{R)R = (0) 
and N{R) C Z{R). Since R is periodic and N{R) is central, by Lemma 2.4.1, R is 
commutative. 
2 .5 COMMUTATIVITY OF DISTRIBUTIVELY GENERATED {d - g) 
NEAR RINGS 
Although the classical structure theory of near rings runs word by word parallel 
to that of general rings, one should not jump off to the conclusion that all the 
near rings analogies of ring theoretic results can be easily obtained. Many of them 
do not quite hold either. As an example, it is well known that Boolean rings are 
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necessarily commutative, but there are numerous examples of near rings satisfying 
Boolean condition x^ = x which are badly non-commutative. 
Example 2.5.1. Let i? = {0,a} with addition " + " and multiplication "*" defined 
as follows : 
+ 
0 
a 
0 a 
0 a 
a 0 
* 
0 
a 
0 a 
0 a 
0 a 
It is easily checked that (/?,+,*) is a near ring with x'^ = x but R is not 
commutative. 
Also one can notice that in a left near ring R, xO — 0, for all x E R but not 
necessarily 0.x = 0 (cf. above example). 
te such bad behaviour of near rings, researchers haA^ e not altogether given 
up attempts to examine ring theoretic analogues of many ring theoretic results. 
Instead, a part of the recent work has been concerned with the generalizations of 
some well known commutativity theorems hi rings to near rings (see [5], [7], [4], 
[30], [123], [124],). In the present section we also investigate the commutativity of 
near rings under condition (*) mentioned in the previous section. 
Lemma 2.5.1 ([44]). Let R he & d-g near ring such that for each x G R, there 
exist a positive integer n = n{x) and an element .s in the subnear ring gener-
ated by X for v/hich .x" --= x"s. If N{R) C Z{R), then R is periodic and commutative. 
Lemma 2.5.2. Let R be a near ring satisfying condition (*). Then nilpotent 
elements annihilate R on both sides. 
Proof. Notice that R satisfying condition (*) is zero-symmetric. Take x = 0 and 
y = X in condition (*), to get Ox = P(0,x), where P{X,Y) = Yl\=\'niWi{X,Y), 
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implies that Ox = 0 (because in a left near ring xO — 0). Hence R is also zero-
commutative satisfying condition (*) as we have in the proof of Theorem 2.4.1. 
Again arguing in the similar manner as we have done in the proof of Theorem 2.4.1, 
we obtain 
N{R)R = RN{R)^{Q). (2.5.1) 
Theorein 2.5.1. If i? is a d-g near ring satisfying condition (*), then R. is 
conunutative. 
Proof. In view of (2.5.1) we can find that N{R) C Z{R). Now replacing y hy x 
in condition (*), we get an element r in the sub near ring generated by x such that 
.2 _ xr. Hence by Lemma 2.5.1, i? is periodic and commutative. 
The following example justifies that restriction on R to be a d-g near ring can 
be dropped in the above theorem. 
Example 2.5.2. Let R = {0,a,6, c} with addition " + " and multiplication " * " 
defined below : 
+ 
0 
a 
b 
c 
0 
0 
a 
b 
c 
a 
a 
0 
c 
b 
b 
b 
c 
0 
a 
c 
c 
b 
a 
0 
* 
0 
a 
b 
c 
0 
0 
0 
0 
0 
a 
0 
a 
0 
c 
b 
0 
0 
0 
0 
c 
0 
a 
0 
c 
It is easy to check that R is a near ring satisfying xy = x'^y^x^, for all x,y e R. 
However R is not commutative. 
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CHAPTER - 3 
SOME COMMUTATIVITY THEOREMS FOR RINGS 
WITH GENERALIZED DERIVATIONS 
3.1. INTRODUCTION 
Many analysts have studied generalized derivation in the context of algebras on 
certain normed spaces (See[93], for reference). By a generalized derivation on an al-
gebra A, we mean a map F of the form x H^ ax+xb, where a and b are fixed elements 
in A. We prefer to call such maps the generahzed inner derivations because they 
present a generalization of the concept of inner derivation (i.e., the map of the form 
x y-^ ax + xa). In the theory of operator algebras they are considered as an impor-
tant class of so called elementary operators that is the map of the form x H-> ^ aixbi. 
Notice that F{xy) — F{x)y + xlb{y), where Ib{y) = yb — by is the inner 
derivation. Motivated by this observation, Bresar [48] introduced the concept of 
generalized derivation in rings as follows : An additive mapping F : R —y R is 
said to be a generalized derivation on R if there exists a derivation d : R —> R 
such that F(xy) — F{x)y + xd(y), for all x,y ^ R. Generally, we do not mention 
the derivation d associated with a generalized derivation F, rather prefer to call F 
simply a generalized derivation. We may observe that the concept of a generalized 
derivation includes the concept of derivations and generalized inner derivations 
also that of left multiphers when d — 0. Hence it would be interesting if one could 
extend the results concerning to the mentioned notions to generalized derivation. 
Hvala [93] initiated the algebraic study of generahzed derivation and extended 
some results on derivations to generalized derivations. There has been ongoing 
interest between the commutativity of rings and the existence of certain specific 
types of derivations of rings (for reference see [38], [41],[43],[72], [74] etcetera). In 
the present chapter we continue this type of study. 
In Section 3.2, we investigate the commutativity of a seiniprime ring R admitting 
a derivation d satisfying any one of the conditions : F{xy) — d{x)d{y) — 0 and 
F{xy) -f d{x)d{y) = 0, for all elements a;, y in some appropriate subset of R. 
Daif and Bell [72], obtained commutativity of a semiprime ring R admit-
ting a derivation d satisfying either of the conditions d{[x,y\) + [x,y\ = 0 
and d{[x,y]) - [x,y] = 0, for all x,y G / , a nonzero ideal of R. Further 
Hongan [92] generalized the result considering R satisfying the conditions 
d{{x,y]) + [x,y] € Z{R) and d{[x,y]) - [x,y] G Z{R), for all x,y e I. Section 3.3 
is devoted to study the commutativity of a semiprime (prime) ring R admitting 
a generalized derivation F satisfying any one of the following conditions : (i) 
F{[x,y])-[x,y] e Z{R), (ii) F{[x,y]) + [x,y] G Z{R), (iii) F{xoy)-{xoy) e Z{R) 
and (iv) F(x o y) + (xoy) £ Z{R), for all x,y in some appropriate subset of R. 
Inspired by the definition of {9,0)-derivation the notion of generalized derivation 
has been defined by Ashraf et al. [18] as follows : An additive mapping F : R —> R 
is said to be a generalized {9,0)-derivation on R if there exists a {9, (;/i))-derivation 
d : R —> R such that F{xy) = F{x)9{y) + (j){x)d{y) holds, for all x,y e R. 
74(^,/)-derivation (resp. a (/, 0)-derivation), where / is the identity automorphism 
on R is called simply a ^-derivation (resp. <;/)-derivation). Finally, in Section 3.4 we 
obtain the commutativity of a prime ring R admitting a generalized 6'-derivation 
F satisfying any one of the following conditions : (i) F{xy) - xy E Z{R), (ii) 
F{xy) + xy e Z{R), (iii) F{xy) - yx e Z(R), (iv) F{xy) + yx e Z(R), (v) 
F{x)F{y) - xy e Z(R) and (vi) F{x)F{y) + xy e Z{R), for all x,yel,a nonzero 
ideal of R. 
3.2. LIE IDEALS AND GENERALIZED DERIVATIONS IN PRIME RINGS 
An additive mapping Fa,b • R —> R is called a generalized inner derivation if 
Fa,b{'-i:} = ax + bx holds, for some a,b e R. It can be easily checked that if Fa,b is a 
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generalized inner derivation, then for any x,y in R, 
Fa,b{xy) = Faj,{x)y + x[y, b] 
= Fa,h{x)y-Vxh[y), 
where /;,(?/) == yb — by is an inner derivation. 
In view of the above observation Bresar [48] introduced the concept of a generahzed 
derivation in rings as follows: 
Definition 3.2.1 (Generalized Derivation). An additive mapping F : R —-> R 
is said to be a generalized derivation on R if there exists a derivation d : R —> R 
such that F{xy) = F{x)y + xd{y) holds, for ah x,y e R. 
Example 3.2.1. Let R be either the ring H of real quaternions or the subring K 
of H consisting of all elements a + bi + cj + dk, where a, b, c, d are integers. Define 
F{x) — ix + xi, for all x t R. Then F is a generalized derivation with associated 
derivation dix) = Ii{x) = [x,i]. 
Generally, we do not mention the derivation d associated with a generahzed 
derivation F, rather prefer to call F simply a generahzed derivation. We may 
observe that the concept of a generalized derivation includes the concept of a 
derivation and a generalized inner derivation, also that of a left multipher when 
d = 0. 
Remark 3.2.1. The following example is sufHcient to show that a generalized 
derivation need not be a derivation in general. 
Example 3.2.2. Let i? = | [ jj M | a,6,c G ^ 2 [• Define a map F : R—^ R 
by F „ = I „ „ ) and a derivation d : R —> R by di „ " n n r 
Then it can he easily verified that F is a generalized derivation on, R, Ijut not a 
derivation on R. 
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Recently, many authors have studied the commutativity of prime and semiprime 
rings with a derivation satisfying certain polynomial constraints (cf. [9], [19] 
[41], [43], [74] etcetera). Very recently Ashraf and Nadeem [15] investigated the 
commutativity of a prime ring R admitting a derivation d satisfying any one of 
the properties : {i)d[x,y] ~ [x,y], {ii)d{x o y) — {x o y), {iii){d{x) o d{y)) = 0, or 
{iv){d{x) o d{y)) — {x o y) + yx E Z{R), for all x, y in some appropriate subset of 
R. Motivated by these results, we shall investigate the commutativity of a prime 
ring R admitting a generalized derivation F satisfying either of the conditions 
F{xy) - d{x)d{y) = 0 and F{xy) + d{y)d{x) = 0, for all x,y e I, a, nonzero ideal of 
R. In fact we prove the following result : 
Theorem 3.2.1. Let R he a. prime ring and / be a nonzero ideal of R. If R 
admits a generalized derivation F associated with a nonzero derivation d such that 
F{xy) = d{x)d{y), for all x,y e I, then R is commutative. 
Proof. By assumption, we have 
F{xy) = F{x)y + xd{y) = d{x)d{y), for all x,yEl. (3.2.1) 
Replacing y by y^ in (3.2.1), we obtain 
F{x)y^ + xd{y)y + xyd{y) = d{x)d{y)y + d{x)yd(y), for all x,y e I. 
Using (3.2.1), the above relation reduces to 
xyd{y) = d{x)yd{y), for all x,yel. (3.2.2) 
Replacing x by zx in (3.2.2) and using (3.2.2), we have 
d{z)xyd{y) = 0, for all x, y, z G/ . (3.2.3) 
Replace x by xr in (3.2.3) to get d{z)xryd{y) = 0, for all x,y,z e I and r e R i.e., 
d{z)xRyd{y) = (0), for all x,y,z € I. Hence primeness of R yields that d(z)x = 0 
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or yd{y) = 0, for all x,y,z E I. If d{z)x ~ 0, for all x,z E I, then d{z)RI ~ (0), 
for all z E I. Since / is a nonzero ideal of R and R is prime, the above expression 
yields that d{z) = 0, for all z E I. This implies that d{zr) = zdi^r) = 0, for ah z E I 
and r E R. That is Id{r) = (0). Again / is a nonzero ideal of i?, the primeness of R 
yields that d{r) = 0, for ah r e i?, a contradiction. On the other hand if yd((y) = 0, 
for all y E I, linearization on y gives that 
yd{x) + xd{y) = 0, for all ,r, y E I. (3.2.4) 
Replacing y by yx in (3.2.4) and in view of the fact that xd{x) = 0, for all x E / , 
we have 
xd{y)x + xyd{x) ~ 0, for all x, y E I. (3.2.5) 
Multiplying (3.2.4) by x from right and comparing the new relation with (3.2.5), we 
find that [x,yd{x)] = 0, for all x,y E I i.e., 
[x, y]d{x) + y[x, d{x)] = 0, for all x, y El. (3.2.6) 
Replacing y by zy in (3.2.6) and using (3.2.6), we get [x,z]yd{;x) = 0, for all 
x,y,z E I. That is, [x,z]yRd{x) = (0), for all x,y,z E I. Thus, for each x E I 
primeness of R yields that either [x, z]y = 0 or d{x) = 0, for all y,z E I. Now 
suppose /i = {x e / I d{x) = 0} and I2 = {x E I \ [x,z]y = 0, for all 
y,z E I}. Then /i and I2 are additive subgroups of / such that IiU I2 — I- But 
a group can not be a union of its two proper subgroups and hence either I — h 
or •/ = h- If I = h, then d{x) = 0, for all x E I. This imphes that d{r) = 0, 
for all r E R, a contradiction. On the other hand if / = I2, then [x,z]y = 0 for 
all x,y,z E I i.e., [x,z]RI — (0), for aU x,z E I. Again primeness of R implies 
that [x, z] = 0, for all x,z E I i.e., / is commutative and therefore R is commutative. 
Theorem 3.2.2. Let i? be a prime ring and / be a nonzero ideal of R. If R 
admits a generalized derivation F associated with a nonzero derivation d such that 
F{xy) + d{x)d{y) = 0, for all x,y E I, then R is commutative. 
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Proof. If F{xy) + d{x)d{y) = 0, for aU x,y e I, then generahzed derivation (—F) 
satisfies the condition {-F){xy) - d{x)d{y) = 0, for all x,y G / and hence by 
Theorem 3.2.1, R is commutative. 
Theorem 3.2.3. Let R be a 2-torsion free prime ring and [/ be a Lie ideal 
of R such that u'^ G U, for all u E U• If i? admits a generalized derivation F 
with associated nonzero derivation d such that F{[x,y]) — \d{x),d{y)] — 0, for ah 
x,yeU, then U CZ(R). 
In preparcition for proving our theorem, we state the following lemmas : 
Lemma 3.2.1 ([46] Lemma 4). U U 'Z Z{R) is a Lie ideal of a 2-torsion free prime 
ring R and a,b E R such that allb = (0), then either a = 0 or 6 = 0. 
Lemma 3.2.2([37, Lemma 3.4]). Let R be a 2-torsion free prime ring and 
U 2 Z{R) be a Lie ideal of R such that u^ e U, for all u e U. If the elements 
a e U and b E R are such that axb + bxa = 0, then axb = bxa = 0, for all x E U. 
Lemma 3.2.3([22, Theorem 7]). Let i? be a 2-torsion free prime ring and U 
be a nonzero Lie ideal of R. If R admits a nonzero derivation d such that 
{d{u),u] E Z{R), for ah UEU, then U C Z{R). 
Proof of Theorem 3.2.3. Suppose that U ^ Z{R). By assumption we have 
F[x,y] = [d{x),d{y)], for ah x,y E U. (3.2.7) 
Replacing y by 2yx in (3.2.7) and using the fact that R is 2-torsion free, we get 
F{[x,y])x+[x,y]d{x) = [d{x),d{y)]x + d{y)[d{x),x] + [d{x),y]d{x), for aU x,y € U. 
(3.2.8) 
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Comparing (3.2.7) and (3.2.8), we have 
[x,y]d{x) = d{y)[d{x),x] + [d{x),y]d{x), for all x,y G [/. (3.2.9) 
Now substituting 2yx for y in (3.2.9) and using (3.2.9), we obtain 
d{x)y[d(x),x] + \dix),x]yd{x) = 0, for all x, y G f/. (3.2,10) 
Since [d{x),x] G U, Lemma 3.2,2 yields that d{x)y[d{x),x] = 0, for all x,y ^ U. 
That is d{x)U[d{x)/x] = (0), for all x G U. Apphcation of Lemma 3.2.1 yields 
that d{x) = 0 or [d{x),x] = 0, for all x e U. Since d is a nonzero derivation, 
[d{x),x] = 0, for all x E U. Thus Lemma 3.2.3 implies that U C Z{R), which is a 
contradiction. Hence theorem is proved. 
Using similar arguments as above, we can prove the following : 
Theorem 3.2.4. Let R be a 2-torsion free prime ring and [/ be a Lie ideal of 
R such that u^ G U, foi- all ii. G U. If R admits a generalized derivation F with 
associated nonzero derivation d such that F[x,y] + [d{x),d{y)] = 0, for all x,y G U, 
then U C Z{R 
3.3. ONE SIDED IDEALS AND GENERALIZED DERIVATIONS IN PRIME 
AND SEMIPRIME RINGS 
Daif and Bell [72] proved that if a semiprime ring R admits a derivation d such 
that either d{[x,'y]) + [x,y] -- 0 or d{[x,y]) - [x,y] -- 0, for all x,y in a nonzero 
ideal / of R, then R is necessarily comnmtative. Hongan [92] generalized the 
above result considering R satisfying the conditions d{[x,y]) + [x,y] G Z{R) and 
d{[x,y]) - [x, y] G Z{R), for all x,y G / . 
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In the present section, we explore the commutativity of a prime ring R admitting 
a generalized derivation F satisfying any one of the following conditions : 
(i) F{\x,y])-[x,y] G Z{R), (ii) F([x,?/]) + [x,y] G Z{R), (iii) F{xoy)-{xoy) e Z{R) 
a.nd (iv) F{x o y) + [x o y) ^ Z{R), for all x, y in some appropriate subsets of R. 
We begin our discussion with the following result which will be used extensively 
to prove our theorems. 
Lemma 3.3.1 ([113, Lemma 3]). If a prime ring R contains a nonzero commutative 
right ideal / , then R is commutative. 
Theorem 3.3.1. Let R he a, prime ring and / be a nonzero right ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero 
derivation d such that d{Z{R)) 7^  (0). If F{[x,y]) - [x,y] e Z{R), for all x,y e I, 
then R is commutative. 
Proof. Since d{Z{R)) ^ (0), there exists c e Z{R) such that d{c) f 0. Thus 
die) G Z(/?). By assumption, we have 
F{{x,y\) - [x,y] £ Z[K), for aU x,y G / . (3.3.1) 
Replacing y by yc in (3.3.1), we have 
{F{V.v\) - b;,y]}c+ [.x,y]d(c) G Z{R), for ah x,y G / . (3.3.2) 
This imphes that [[x,y]d(c),r] = 0, for all x,y G / and r G R. That is, 
[|x,y],r]fi(c) = 0, for all .r,?y G / and ?' G i?. Since i? is prime and d(c) 7^  0, 
v/e find that [[x, y], r] = 0, for all x, y G / and r G i?. Replacing y by J/.T, we have 
[,x,y][x,r]-f [[.x',y],r]a; = 0, for all x,yeI,r(^R (3.3.3) 
In view of the fact that [[x,y],r] = 0, relation (3.3.3) yields that [x,y][x,r] = 0, for 
all x,y G / and r G /?. Replace ?• by ry, to obtain [x,y]r[x,y] = 0, for aU x,y e I 
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and r e R, that is, [x,y\R[x,y] = (0), for all x,y e I. The primeness of R, yields 
that [x,y] ~ 0, for all x,y e I i.e., / is a commutative right ideal. Hence application 
of Lemma 3.3.1 completes the proof of our theorem. 
Theorem 3.3.2. Let R be a prime ring and / be a nonzero right ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero 
derivation d such that d{Z(R)) ^ (0). If F{[x,y]) + [x,y] e Z{R), for all x,y e I, 
then R is commutative. 
Proof. If R satisfies the assumption F{[x,y]) + [x,y] e Z{R), for all x,y € /, 
then generalized derivation ( -F ) also satisfies (-F){[x,y]) - [x,y] G Z{R), for all 
x,y E I and hence proof follows from Theorem 2.3.L 
Theorem 3.3.3. Let R be a prime ring and / be a nonzero right ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero 
derivation d such that d{Z{R)) ^ (0). If F{x o y) - [x o y) e Z{R), for all x, y G / , 
then R is com.mutative. 
Proof. By assumption, we have 
F{x o y) - (,-r oy)e Z{R), for all x,y e L (3.3.4) 
Since d{Z{R)) ^ (0), there exists c e Z{R) such that d{c) ^ 0 and d[c) G Z{R). 
Replacing y by yc in (3.3.4), we have 
{ F ( i o y ) - x o y } c + (xoy)d(c) e^( i? ) , for all X,y G/ . (3.3.5) 
That is, {x o y)d{c) G Z{R), for ah x,y E I. Since d{c) ^ 0 and R is prime, it 
follows that (.r o y) G Z{K), for all x,y G / . Thus \{x o y),r\ — 0, for ah x,y E I 
and r G i?.. Substituting y by yx, we obtain (x o y)[x,7'] =-- 0, for all x,y e I and 
r e R. Replsicing r by sr, we find that {x o y)R[x,r] = (0), for all x,y e I and 
r & R. Now primeness of i?, for each x E I gives either (x o y) = 0 or [r, x] = 0 
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for all y e I and r e R. Let Ii = {x e I \ {x o y) = 0, for all y G /} and 
/2 = {a; G / I [r, x] = 0, for all r G /?,}. Then /i and I2 are both additive subgroups 
of / whose union is / . Hence either /i = 7 or /2 — /. If h = / , then {x o y) = 0, 
for all X, y G /. Now replace y by yz, to get (x o yz) = (x o y)z — y[x, z] •- 0, which 
gives y[x, z\ = 0, for all x,y, z <E I. Thus yR[x, z] = 0, for ah x, y, z E I. Since / is a 
nonzero right ideal of R, primeness of R, yields that [x, z] — 0, for all x,z e I. Thus 
/ is commutative and the application of Lemma 3.3.1 gives that R is commutative. 
On the other hand if I2 = /, then [r, x] = 0, for all r e R. and x G /. Substitut-
ing xs for X, we get x[r,s] ~ 0, for all x G / and r, s G R. Since / is a nonzero 
right ideal of R, [r, s] = 0, for all r,s £ R. Hence in both the cases R is commutative. 
Using the same techniques with necessary variations, we get the following : 
Theorem 3.3.4. Let R he a prime ring and / be a nonzero right ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero 
derivation d such that d{Z{R,)) ^ (0). If F{x. oy) + {xoy) e Z{R), for ah x,yel, 
then R is commutative. 
The following example demonstrates that the above results do not hold for 
arbitrary rings. 
Example 3.3.1. Consider S as any ring. Let - ^ = ) n A \ a,bES> 
and let / = n I | fe G S" [ be an ideal of R. Define F : R —^ R hy 
F{x) = 2eiia; — xen. Then F is a generahzed derivation with associated derivation 
d given by d{x) = eux — xen. It can be easily seen that R satisfies the properties (i) 
F{[x,y])-[x,y] G Z^R), (ii) F{[x,y]) + [x,y] G ZiR), (iii) F{xoy)-{xoy) G Z(i?) 
and (iv) F{x o y) + (x oy) e Z{R) for all x, y G I. However, R is not commutative. 
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Theorem 3.3.5. Let R he a 2-torsion free semiprime ring and / be a nonzero left 
ideal of R such that Ar{I) = 0, right annihilator of / . If R admits a generalized 
derivation F with associated nonzero derivation d such that F[x, y] — [d{x), d{y)] = 0, 
for all x, y e /, then / C Z{R). 
The following Lenmias are the generalization of a result of Mayne [113] and a 
result of Bresar [47, Lenuna 4] respectively. 
Lemma 3.3.2 ([43, Theorem 3]). Let R he a semiprime ring and / be a nonzero 
left ideal of R. If R admits a derivation d such that d{I) ^ (0) and [d{x), x\ G Z{K)^ 
for all X e /, then / C Z{R). 
Lemma 3.3.3 ([37, Lemma 2.6]). Let Rhe a 2-torsion free semiprime ring and 
/ a nonzero left ideal of /?. If a, 6 G i? and axb -f hxa — 0, for all x <E I, then 
axb = hxa = 0, for all x e I. 
Proof of Theorem 3.3.5. By assumption, we have 
F[x,y] - [d{x), d{y)] = 0, for all ,x,y G / . (3.3.6) 
Replacing y by yx in (3.3.6), we get 
F{[x,y])x + [x,y]d{x) - [d{x), d{y)]x + d{y)[d{x), x] + [d{x), y]d{x), for all x,y e / . 
(3.3.7) 
Comparing (3.3.6) and (3.3.7), we have 
[x,y]d{x) = d{y)[d{x),x] + [d{x),y]d{x), for all x , y e / . (3.3.8) 
Now substituting xy for y in (3.3.8) and using (3.3.8), we obtain 
d(x)y[d{x),x] + [d{x),x]yd{x) = 0, for all x , y 6 / . (3.3.9) 
Application of Lemma 3.3.3 yields that d{x)y[d{x), x] = 0, for all x,y G / . 
This implies that [d{x), x]y[d{x), x] = 0, for all x,y G / . Thus, we have 
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{d{x),x]I[d{x),x] = (0) i.e., {I[d{x),x]y^ = (0). Hence I[d{x),x] is a nilpotent left 
ideal of R. Since R is semiprime, I[d{x), x] = (0), for all x e I. By our hypothesis 
[d{x), x] = 0, for all x e I. Hence by Lemma 3.3.2, we have / C Z{R). 
Using similar arguments as above we can prove the following : 
Theorem 3.3.6. Let Rhe a, 2-torsion free semiprime ring and / be a left ideal of 
R such that Ar(I) = 0, right annihilator of I. If R admits a generahzed derivation 
F with associated nonzero derivation d such that F[x,y] + [d{x),d{y)] = 0, for all 
x,yel, t h e n / C Z{R). 
3.4. IDEALS AND GENERALIZED ( ,^ (/))-DERIVATIONS IN PRIME 
RINGS 
In his famous book "Structure of rings" Jacobson [96] introduced the notion 
of (si,S2)-derivation which is later more commonly known as (a,r)-derivation or 
{9,0)- derivation. 
Definition 3.4.1 ((^,0)-derivation). Let 6,(j) be endomorphisms of R. An 
additive mapping d : R —> R is said to be a (9,0)-derivation on R if 
d{xy) = d{x)9(y) + (f){x)d{y) holds, for all x,y e R. 
A mapping a ^ 9{a)b — b(f){a), where b is a fixed element in 7? is a (9, (j))-
derivation. Such a {9, (^)-derivation is said to be inner. A{9, /)-derivation (resp. 
a (/, (;/))-derivation), where / is the identity automorphism on R is called simply 
a (9-derivation (resp. 0-derivation). Of course, a (/,/)-derivation is an ordinary 
derivation on R. 
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Inspired by the definition of (6*, (/))-derivation the notion of generalij^ed (6*, 0)-
derivation has been defined by Ashraf et al. [18]. 
Definition 3.4.2 (Generalized (^ , <^)-derivation). An additive mapping 
F : R —> R is said to be a generalized {9,0)-derivation on R if there exists a {6, (p)-
derivation d : R —> R. such that F{xy) = F{x)9{y)+(j){x)d{y) holds, for all x,y e R. 
We shall call a generalized {9, /)-derivation as a generalized 0-derivation, where 
/ is the identity a.utomorphisin of R. Similarly a generalized (/, 0)-derivation will 
be called as a generalized ^-derivation. 
This section aims to obtain commutativity of a prime ring R admitting a general-
ized (/)-derivation F satisfying any one of the following conditions {i)F{xy) — xy E 
Z{R), {ii)F{xy) + xy G Z{R), {in)F[xy) - ijx e Z{R), {iv)F{xy) - yx £ 
Z{R), {v)F{x)F{y) + xy G Z{R) and {vi)F[x)F{y) + xy G Z{R), for all x,y G / , 
a nonzero ideal of R. 
Theorem 3.4.1. Let /? be a prime ring and / be a nonzero ideal of R. Suppose 4> 
is an automorphism of R. If R admits a generalized 0-derivation F with associated 
^-derivation d such that F{xy) — xy E Z{R), for aU x,y G /, then either d = 0 or 
R is commutative. 
Proof. By assumption, we have F{xy) — xy G Z{R), for all x,y e L This can be 
written as F{x)y + (p{x)d{y) — xy G Z{R). Replacing y by yz, we obtain 
F{x)yz + 4ix)d{y)z + (t){x)(j){y)d{z) - xyz G Z{R), for all x,y,z G / . (3.4.1) 
Thus in particular 
[{F{x)y + iXx)d{y) - xy)z + (/;(.aO0(y)<2),2] = 0, for all x , y , z E L (3.4.2) 
37 
Using (3.4.1) and (3.4.2), we get 
[(f){x)(/){y)d{z), z] = 0, for all x , y , z e I. (3.4.3) 
Replacing x by rx in the cibove expression we obtain [0(r), z](p{x)(/){y)d{z) — 0, for all 
x,y,z E I and r E R. Now replace y by yr, to get [(l){r), z](j){x)(l){r)(f){y){d{z)) — 0, 
for all x,y,z G / . That is, [(p{r),z](l){x)R(f){y){d{z)) = (0), for ah x,y,z G / . 
Thus, the primeness of R yields that for each z E I, either [(j){r), z](f>{x) — 0 or 
(t){y)d{z) = 0. Let h = {z e I \ [(/)(r),z](/)(a;) = 0, for ah x G / and r G /?} 
and /2 = {z G / | 4'{y)d{z) = 0, for ah x G / } . Then Ii and /2 are two additive 
subgroups of / whose union is / . Therefore either Ii = I ov I2 — I• If I2 = I then 
(t){y)d.{z) = 0, for all y.z G /. Replace y by [y,r] to get [(j){y),((){r)]d{z) = 0 for 
all y,z e I and r e R. Now replace r by sr to get [(j){tj),(f){s)](l>{r)d{z) - 0 for ah 
y,z e I and r,s e R i.e., [0(y),(;/)(.s)]i?d(2) = (0), for all y,z E: I and s G i?. Again 
primeness of R gives that either [(f){y), (/'(s)] — 0 or d{z) = 0, for all y G / and s E R. 
If [(p{y), (p{s)] = 0, for ah y G / and s E R, then [y, s] = 0 i.e., / is commutative. 
Hence R is commutative by Lemma 3.3.1. On the other hand if d{z) = 0, for ah 
z e I, implies that d = 0 on R. Now assume the remaining possibihty i.e., Ii = / , 
we have [4>{r),z](f){x) = 0, for ah x,z E I and r G R. That is, 0~-^[0(r),z]i?/ = (0), 
for all z E I. The primeness of R implies that [0(r), z] — 0, for all z E I and r ER 
and hence we get the required result. 
One can note that if R admits a generalized ^-derivation F satisfying 
F{xy) + xy E Z{R), for all x,y E I, then generalized 0-derivation {-F) also 
satisfies {-F){xy) — xy E Z{R), for ah x,y E I. Hence in view of Theorem 3.4.1 
we conclude the foUowing : 
Theorem 3.4.2. Let i? be a prime ring and / be a nonzero ideal of R. Suppose (f) 
is an automorphism of R. If R admits a generahzed 0-derivation F with associated 
(/)-derivation d such that F{xy) + xy G Z{R), for ah x,y E I, then either d = 0 or 
R is commutative. 
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Theorem 3.4.3. Let R be a prime ring and / be a nonzero ideal of R.. Suppose 
(j) is an automorphism of R. If i^ is a generalized 0-derivation with associated 
(/>derivation d such that F{xy) — yx G Z{R), for all x,y e I, then either d ~ 0 or 
R is commutative. 
Proof. For any x,y G /, we have F{xy) — yx £ Z{R). This can be written as 
F(x)y + (f){x)d{y) — yx G Z{R), for aU x,y G L Substituting xy for x, we obtain 
Fix)yy + (P{x)d{y)y + cp{x)(l){y)d{y) - yxy G ^ (i?), for aU x,y £ L (3.4.4) 
In particular 
[{F{x)y + 4^{x)d{y)~~yx)y + (l){x)(p{y)d{y),y] = 0, for all x,y £ L (3.4.5) 
Application of (3.4.4) in (3.4.5), we get [(j){x)(j){y)d{y),y] = 0 for all x,y £ I i.e., 
(^{x)(^{y)[d{y),y] + (t){xMy),y]d{y) + [^{x),y]^{y)d{y), for all x,y £ L (3.4.6) 
Replacing x by zx in (3.4.6) and using (3.4.6), we find that 
[(l){z),y](P{x)(l>{y)d{y) = 0, hraXl x,y,z£L (3.4.7) 
Replacing x by xr in (3.4.7), we get [(piz), y\(j){x)(j){r)(l){y)d{y) = 0, for ah x, y, z £ / , 
r £ R i.e., [(j)(z),y](l){x)R(l){y)d{y) = (0), for all x,y,z £ L Thus primeness of R 
gives that for each y £ I, either [(/'(z), y](l>{x) = 0 or (f){y)d{y) — 0, for all y £ L The 
set y £ I, for which these two properties hold are additive subgroups of / whose 
union is / . Then either [(l){z),y](j)(x) = 0 or (l){y)d(y) = 0, for ah x,y,z £ L If 
(f){y)d{y) = 0, for all y £ I, then hnearization gives 
(f){x)d{y) + (f){y)d{'x) = 0, for ah x,y £ L (3.4.8) 
Replace y by zy to get 
(l)ix)d{z)y + (t){x)(j){z)d{y) + (/)(2)(? (^y)fi(x) = 0, for all x, y£L (3.4.9) 
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Comparing (3.4.8) and (3.4.9), we get (l){x)d{z)y + (l){x)(l>{z)d{y)-(p{z)ci){x)d{y) - 0, 
for all x,y,z G / . That is 
(l){x)d{z)y + [(p{x), 4Az)]d{y) = 0, for all .x, y,ze L (3.4.10) 
Substituting y for yr in (3.4.10), we obtain 
(j){3:)d{z)yr + [f/)(.x), <p{z)\d{y)r + [(^(x), (p{z)\(p{y)d.{r) = 0, for all x, y, z G / r G i?. 
(3.4.11) 
Application of (3.4.10) in (3.4.11) yields that [(j){x), (j){z)](j){y)d{r) = 0, for ah 
x,y,z G I and r e R. Now replace y by 2/s to get [(f>{x),(j){z)](f){y)(j){s)d{r) = 0, for 
all x,y,z G / and r, s G R i.e. [<;!!)(x), (/)(z)](/)(t/)/)!d(r) = (0), for all x,y,z G / and 
r e R . Thus primeness of R implies thai either [^(x), (p{z)](f){y) ~ 0 or d{r) = 0, for 
all x,y,z E I and r G /?. Assume [x,z]y — 0 then [x,2] = 0, for all x,2 G / . Since / 
is a nonzero ideal of prime ring R. Thus R is conunutativc by Lemma 3.3.1. (jn the 
other hand we have \(i){z),y](p{:ii) = 0, for all x,y,z G /. Substituting x for ?'x, we 
get {(f){z),y](p{r)d){x) = 0, for all x,y,z € / and r G ii!. That is [(p{z),y]R(l){x) = (0), 
for all x,y,z G / . Since / is a nonzero ideal and R is prime, [(t){z),y] ~ 0 for all 
y,z e I. Again / is commutative so R is commutative by Lemma 3.3.1. Hence 
theorem is completely proved. 
Arguing as above we can prove the following : 
Theorem 3.4.4. Let R he a prime ring and 7 be a nonzero ideal of R. Suppose 
(p is an automorphism of R. If F is a generalized ^-derivation with associated 
(/•-derivation d such that F{xy) + yx e Z{R), for ah x,y G / , then either d = 0 ov 
R is commutative. 
Theorem 3.4.5. Let i? be a prime ring and / be a nonzero ideal of R. Suppose 0 
is an automorphism of R. If R admits a generalized 0-derivation F with associated 
nonzero ^-derivation d such that F{x)F{%j)--xy G Z{R)^ for all x,y & I, then either 
d = 0 or jR is commutative. 
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Proof. By assumption, we have F{x)F{y) - xy G Z{R), for ah x,y G / . Replacing 
y hy yr, we fimd that 
(F(,x)F(t/) - xy)r + F{x)(P{y)d{r) G Z{R.), for aU x, y G / , r G R. (3.4.12) 
This implies that 
[F{x)(p{y)d{r),r] = 0, for aU x,y G / , r G i?,. (3.4.13) 
This can be rewritten as 
F{x)[(p{y)d{r),r] + [F(.T),r]0(y)d(r) = 0, for ah x,yeI,reR. (3.4.14) 
Substituting {(l)~'^(F{x)))y for y in (3.4.14) and using (3.4.14), we find that 
[F(,T),r]F(,x)0(ty)(i(r) = O, for aU .x,y G / , r G/2 (3.4.15) 
That is, [F{x),r]F{x))R(p{y)d{r) = (0). Thus for each r G R, primeness of R forces 
that either [F{x),r]F{x) = 0 or (i){y)d{r) = 0. The set of all r G R for which these 
two properties hold form additive subgroups of R whose union is / . Hence either 
[F{x),r]F{x) = 0 or (!){-y)d{r) - 0, for all x,y G / and r G R. If ^{y)d{r) - 0, 
then replace y by ys, to obtain (j){y)(p{s)d{r) = 0, for aU ;;; G / and r,s <E R i.e., 
4){y)Rd{r) = (0), for ah r G R. and y G / . Since / is a nonzero ideal of R. and R is 
prime, above relation yields that d{r) = 0 for all r G R. Therefore we assume the 
remaining possibility that [F{x),r]F{x) = 0, for all x £ I and r G R. Substituting 
r by ,sr and using it we find that [F{x),r]RF{x) — (0), for all x e I and r G R. The 
primeness of J? implies that for each x G /, either F{x) — 0 or [F{x),r] = 0. Thus 
in each case we have [F{x),r] ~ 0, for all x G / and r e R. Replacing x by xr and 
using it we find that 
[(pix), r]d{r) + (t){x)[d{r), r] = 0, for ah x G / , r G R,. (3.4.16) 
Now again replace x by sx in (3.4.16) to get 
(/)(s)[0(x),r]d'(r) + [(^(s),r](/)(x)rf(r) + (f){s)<^'){x)[dir),r] = 0, for all x G / , r G R. 
(2.4.17) 
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Comparing (3.4.16) and (3.4.17), we get [(f){s),r](f){x)d{r) = 0, for all x £ I and 
r,s e R. That is, [4>{s),r](t){x)Rd{r) = (0), for all x e I and r,s e R. Thus, 
primeness of R gives either [(p{s),r](j){x) = 0 or d{r) = 0. If [(j){s),r](f){x) = 0, for 
all r,s E R and x G /, we have [(p{s),r] — 0, for all r,s e R. Hence, using Lemma 
3.3.1, we get the required result. 
Using the same arguments we can prove the following : 
Theorem 3.4.6. Let R be a prime ring and / be a nonzero ideal of R. Suppose (p 
is an automorphism of R. If R admits a generalized ^-derivation F with associated 
(/^-derivation d such that F{x)F{y) + xtj e Z{R), for all x,y e / , then either d = 0 
or R is commutative. 
Theorem 3.4.7. Let R. be a prime ring and / be a nonzero ideal of R. Suppose (f) 
is an automorphism of R. Then the following conditions are equivalent : 
(i) R admits a generalized ^-derivation F with associated nonzero (/)-derivation d 
such that F(xy) - xy G Z{R) or F{xy) + xy e Z{R), for aU x, y G /. 
{ii) R admits a generahzed ^-derivation F with associated nonzero ^-derivation d 
such that F{xy) - yx G Z{R) or F{xy) + yx e Z{R), for all x,y e L 
{Hi) R admits a generalized (/)-derivation F with associated nonzero (/)-derivation d 
such that F(x)F{y) - xy G Z{R) or F{x)F{y) + xy G Z{R), for all x, y G / . 
(//(;) R is coMunutative. 
Proof, Obviously, (iv) => (Oi(^0 ''^^^^^ [Hi)- Now, we show that 
(j) => {iv). For each x G /, we set h = {y G / | F{xy) - xy G Z{R)} and 
/o = {y G / I ^(xy) + .-ry G Z{R)]. Then /i and /2 are additive subgroups of / 
whose union is / . Thus by Braur's trick, either Ii = I or F -- / . Therefore, R is 
comm.utative by Theorem 3.4.1 and Theorem 3.4.2. 
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(a) => (iv). For each x e I, set Ii = {y e I \ F{xy) - yx e Z{R)} and 
h = {y ^ I I F{xy) + yx e Z{R)}. Arguing as above and using Theorem 3.4.3 
and Theorem 3.4.4, R is commutative. 
It remains to prove that (iii) => {iv). Now for each x e / , set 
I, = {yel \ F{x)F{y) - xy e Z{R)} and h = {ye I \ F{x)F{y) + xy e Z{R)}. 
Then using similar arguments R is commutative by Theorem 3.4.5 and 
Theorem 3.4.6. 
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CHAPTER - 4 
SYMMETRIC BIDERIVATIONS ON PRIME 
AND SEMIPRIME RINGS 
4.1 INTRODUCTION 
Let R he a ring. A symmetric biadditive mapping £>(.,.) : R x R —^ R is 
called a symmetric biderivation, if for any fixed y E R, the mapping x i—> D{x, y) 
is a derivation. In 1980, Gy. Maksa [109] introduced the concept of a symmetric 
biderivation on a ring R (see also [110], where an example can be found). It 
was shown in [110] that symmetric biderivations are related to general solution of 
some functional equations. Some results on a symmetric biderivation in prime and 
semiprime rings can be found in [128] and [130]. The notion of additive commuting 
mappings is closely connected with the notion of biderivations. Every commuting 
additive mapping / : R —> R gives rise to a biderivation on R. Namely, hnearizing 
[f{x),x] = 0, for all x e R, we get [f{x),y] = [x,f{y)], for all x,y e R and hence 
we note that the mapping (x,y) i—> [f(x),y] is a biderivation on R (moreover, all 
derivations appearing are inner). 
There has been considerable interest for commuting, centralizing and related 
mappings in prime (semiprime) rings (see [43], [50], [109], [110], [111], [113], [127] 
etcetera, where further references can be found). The most fundamental result in 
the theory of centralizing mappings is a theorem of Posner [119,Theorem 2], which 
states that if a derivation d of a non-commutative ring R satisfies [d(x), x] G Z{R), 
for all X G R, then d = 0. A number of authors have extended Posner's theorem 
in several directions. Vukman [128] proved that if R is non-commutative prime 
ring of chractristic different from 2 and 3 and D{.,.) : R x R —> Ris a, symmetric 
biderivation with trace / , which is centralizing on R, then D = 0. In Section 
4.2 we establish the result for symmetric (a, c7)-biderivation. Further we extend 
Theorem 1 of the mentioned paper of Posner for {a, (j)-biderivation which states 
that if i? is a prime ring of characteristic different from 2 and di, ^2 are derivations 
of R such that did^ is a derivation, then at least one of rfi, d2 is zero. 
In Section 4.3, we prove a result which extends Theorem 2 of Vukman [130]. 
Motivated by the definition of centralizing and commuting mappings 
(Definition L2.28 and Definition 1.2.27 respectively), Deng and Bell [74] de-
fined n-centralizing and n-commuting mappings as follows: Let n be an arbitrary 
positive integer and 5 be a nonempty subset of a ring R. A mapping / : R —>• R 
is said to be n-centralizing ( resp. n-commuting ) on 5 if [x", f{x)] E Z{R) (resp. 
[x", /(x)] = 0) holds, for all x^S. 
In the same paper they proved that if f/ is a nonzero left ideal of an n!-torsion 
free semiprime ring R and d : R —> i? is a derivation which is n-centralizing on U, 
then d must be n-commuting on U. In section 4.4, we obtained the following result: 
Suppose that n > 1 is a positive integer. Let i? be a 2, 3 and (2" — l)-torsion 
free semiprime ring and / be a nonzero ideal of R. If D{.,.) : R x R —>• R is a 
symmetric biderivation such that the trace / : R —> R is n-centralizing on I, then 
/ is n-commuting on / . 
4 ,2 E X T E N S I O N O F P O S N E R ' S T H E O R E M F O R S Y M M E T R I C {(T,a)-
BIDERIVATIONS 
A mapping D{.,.) : R x R —> R is said to be symmetric, if D{x,y) = D{y,x) 
holds, for all x,y e R. A mapping / : R —> R defined by f{x) = D{x,x), where 
D{.,.) : Rx R —>• i? is a symmetric mapping, is called the trace of D. It is obvious 
that, if J9(.,.) : R x R —> R is a, symmetric mapping which is also biadditive 
(i.e. additive in both arguments), then the trace / of D satisfies the relation 
f(x + y) = f(x) + f(y) + 2D{x, y), for all x,y e R. We shall use also the fact that 
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the trace of a symmetric biadditive mapping is an even function. 
In 1980, Gy. Maksa [109] introduced the notion of symmetric biderivation as 
follows : 
Definition 4.2.1 (Symmetric biderivation). A symmetric biadditive mapping 
D{.,.) : R X R —y R is called a symmetric biderivation, if D{xy,z) = D{x,z)y + 
xD[y, z) holds, for all x,y, z G R. 
Obviousty, in this case also the relation D{x,yz) = D{x,y)z + yD{x,z) holds, 
for all x,y,z G R. 
Motivated by the above definition, we define the notion of (a, r)-biderivation in 
rings as follows: 
Definition 4.2.2 (Symmetric (a, r)-biderivation). Let a, r be automorphisms 
on R. A symmetric biadditive mapping D{.,.) : Rx R —> R is called a symmetric 
[a, T)-biderivation if D{xy, z) -= D{x, z)o{y) + T[x)D{y, z) is fulfilled for all 
X, y,z e R. 
Obviously, in this case also the relation D{x,yz) — D{x,y)a{z) + T{y)D{x,z) 
holds, for ah x,y,z e R. 
A classical result in the theory of centralizing mappings is a theorem first proved 
by E.G. Posner [119, Theorem 2], which states that the existence of a nonzero 
centralizing derivation of a prime ring forces the ring to be comnmtative. In spirit 
of Posner's result mentioned above Vukman proved that if R, is non-commutative 
prime ring of characteristic different from 2 and 3 and D{.,.) : R x R —> R is a 
symmetric biderivation with trace / , which is centralizing on i?, then D — 0. 
46 
In the present section, we extend the above result for symmetric (cr, a)-
biderivation a^5 follows : 
Theorem 4.2.1. Let Rhe a non-commutative prime ring of characteristic different 
from 2 and 3 and / be a nonzero ideal of R . Let a be an automorphism of R 
and D{.,.) : R x R —> R he a symmetric (a,cr)-biderivation with trace / . If 
[fix], a{x)] e Z{R), for all xel. Then D = 0. 
Proof. We ha,ve 
[f{x),a(x)]eZiR), for all xel. (4.2.1) 
Linearizing (4.2.1), we get 
[fix),a{y)] + [f{y),a{x)]+2[Dix,y),a{x)]+2[D{x,y),a{y)]eZ{R), for aU x G/ . 
(4.2.2) 
Substituting —x for x, we have 
[f{x),a{y)] + [f{y),a{x)]+2{D{x,y),a{x)]+2[D{x,y),aiy)]eZ{R), for all x e / . 
(4.2.3) 
Comparing (4.2.2) and (4.2.3), we obtain 
[fix],a{y)] + 2[D{x,y),a{x)] e Z{R), for all x,yel. (4.2.4) 
Replacing y by x^ in (4.2.4) and using (4.2.1), we have 6[f{x),a{x)]a{x) E Z{R). 
Since R is of characteristic different from 2 and 3, it follows that 
[/(x),a(x)]a(x)eZ(i2), for all x , y G / . 
This implies that 
[/(x),a(x)][r,a(x)]-0, for all xeI,reR. (4.2.5) 
Let us write r / (x) instead of r, to arrive at 
[fix), a(x)]r[f(x), a{x)] = 0, for all x e I,r € R. (4.2.6) 
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That is [f{x),a{x)]R[f{x),a{x)] = (0), implies that 
[fix), aix)] = 0, for ah x e I,r e R. (4.2.7) 
Arguing in the similar manner as we have done above to get (4,2.4) from (4.2.1), 
equation (4.2,7) at once yields that 
[f{x),a{y)] + 2[D{x,y),a{x)] = i), for all x,yel. (4,2,8) 
Replacing y by yx in (4,2,8), we find that 
[fix], a{y)]aix) + a{y)[fix), a{x)] + 2[D(x, y), a{x)]a{x) 
+2[a{y),aix)]fix) + 2a{y)[f{x),a{x)] = 0, for all x,yel. 
Now application of (4,2,7) and (4,2,8), gives that 
[a(y),a(x)]/(x) = 0, for all ,x e / . (4.2.9) 
Replacing y by yz in (4.2.9) and using (4.2.9), we obtain [a{y),a{x)]a{z)f{x) = 0, 
for all x,y,z G / . That is, [y,x]IRa~^f{x) ~ (0), for ah x,y e I. The primeness of 
R gives that for each fixed x £ / , either [y, x]I — (0) or f{x) = 0. This implies that 
for each x E / , [y,x] = 0 or f{x) = 0. Since R is a, non-commutative prime ring 
and / is a nonzero ideal of R, it follows that / is also non-comnmtative. Thus for 
each fixed x E / , [y, x] 7^  0, for all y E / . Hence /(x) = 0, for all x E / , i.e,, D = 0, 
Further, Vukman [128] proved the following result : 
Theorem 4.2.2 ([128, Theorem 3]). Let /? be a 2-torsion free prime ring. Suppose 
there exist symmetric biderivations Di{.,.) : RxR —> R and D2{.,.) : RxR —)• R 
such that Di{f2{x),x) = 0, for all x E R, where /2 denotes the trace of D2. In this 
case, either Di = 0 ov D2 -— 0. 
We obtained the above result for symmetric {a, (T)-biderivation as follows: 
Theorem 4.2.3. Let R be a 2-torsion free prime ring and / be a nonzero ideal 
of R. Let a and r be automorphisms on R. Suppose there exist symmetric 
(a, cr)-biderivation Di{.,.) : R. x R —> R and symmetric (r, T)-biderivation 
D2{.,.) : R X R —> R such that Di{f2{x),T{x)) = 0, for all x G /, where 
/ i , /2 are the traces of Di and D2 respectively. Moreover, if fia ~ afi, 
IiT = Tfu /20- = cr/2, /2T = r/2, then either Di = 0 or D2 = 0. 
In preparation for the proof of the above theorem we state the following lemmas: 
Lemma 4.2.1 ([98, Lemma 2.1]). Let d : R —)• i? be a derivation of a prime ring 
R and / be a nonzero ideal of R. Suppose that either (z) ad{x) — 0, for all x € /, 
(«) d{x)a = 0, for all x G /. Then d = 0. 
Lemma 4.2.2 ([135, Lemma 3]). Let R. be a 2-torsion free prime ring and / be a 
nonzero ideal of R. Let a, h be fixed elements of R. If axh -F- hxa = 0, for all x E I, 
then either a = 0 or 6 = 0. 
Now we prove the following lemma : 
Lemma 4.2.3. Let Rhe & 2-torsion free prime ring and / be a nonzero ideal of R. 
Suppose that a is an automorphism of R and D{.,.) : R x R —> Rls a symmetric 
{a, cr)-biderivation with trace / . If f{x) = 0, for all x e I, then / = 0 and hence 
D = 0. 
Proof. We have 
fix) = 0, for all xel. (4.2.10) 
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Linearizing (4.2.10) and using 2-torsion freeness of R, we get 
D{x,y)-=0, for ah x,yel. (4.2.11) 
Now replacing y by xr in (4.2.11), we obtain 
a{x)D{x,r)=0, for ah ;r G/ , r (E R. (4.2.12) 
Again replacing r by rir in (4.2.12) and using (4.2.12), we have a{x)a{ri)D{x,r) — 0, 
for all X e I and r,ri e R that is, a{x)RD{x,r) = (0). Since R is prime, we find 
that either a{x) = 0 or D{x,r) = 0. If a{x) = 0 then x = 0. Hence, in both the 
cases D{x, r) = 0, for all x e I and r £ R. Now replacing x by xr and using 
D{x,r) = 0, for all x G / and r G R, we find that a{;x)f{r) = 0, for all x £ / 
and r E R. Substituting zri for x to get a{z)a{ri)f{r) = 0, for ail z £ 1 and 
ri,r £ R. Hence a{z)R.f{r) = (0). Again primeness of R gives that either a[z) — 0 
or / ( r ) = 0. If G{Z) -- 0, then 2 = 0, which is a contradiction. Hence /(?•) = 0, for 
all r e R i.e., D{r,r) = 0. Now linearization on r yields that 2D{r,s) = 0, for all 
r,s E R. Since i? is 2-torsion free, we have D{r, s) = 0 i.e., D = 0. 
Now we are equipped well to prove our theorem. 
Proof of theorem 4.2.3. We have 
Di{f2{x),T{x)) = 0, for all xel. (4.2.13) 
Linearizing (4.2.13), we get 
D,if2{x),T{y)) + D^{f2{y),T{x)) + 2D,{D,ix,y),r{x)) + 2D,{D2{x,y),T{y))=^0. 
This yields that 
Di{f2ix),riy)) + 2Di{D2{x,y),Tix)) +2DiiD2ix,y),r{y)) = Q, for all x,y E I. 
(4.2.14) 
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Substituting in the above equation —x for x, we get 
D,{h{x),T{y)) + 2D,{D-2{x,y),T{x)) - 2A(I?2(x,y), r(y)) = 0, for all x,y e I. 
(4.2.15) 
Comparing (4.2.14) and (4.2.15) and using the fact that chari? ^ 2, we have 
Di{f2{x),T{y)) + 2Di{D2{x,y),T{x)) = 0, for all x,yel. (4.2.16) 
Replace y by xy in (4.2.16), to get 
{D^{f2{x),r{^)) + 2D,{f2{x),r{x))}a{T{y)) + 2f,{T{x))a{D2{x,y)) 
+a{T{x)){Lh{f2{x),T{y)) + 2D,{D2ix,y),T{x))} + 2a(/2(a:))A(r(y),r(:r)) = 0. 
Now in view of (4.2.13) and (4.2.16), the above expression yields that 
MT{x))a{D2ix,y)) + a{f2{x))DMy),r{x)) = 0, for all x,y e I. (4.2.17) 
We write yx instead of y in (4.2.17), to get 
{.A(r(,7;))a(/J2(:r:,y)) + a(/2(.r))Di(T(y),T(.x))}a(r(x)) + /i(r(a;))a(T(y))a(/2(.x)) 
+a{f2{x]a{T{y))t\{T{x)) = 0, for all x,y 6 / . 
Again using (4.2.16), we have 
/i(T(x)).T(r(y))a(/2(.x-)) + cr(/2(x)cr(T(y))/i(T(x))--0, for all x,yel. 
Thus, 
r-\a-'{r{Mx))))yT-\f2{x)) + r-\f2{2^)yT-\cj'\r{h{:z)))) = 0, for allx,y G /. 
(4.2.18) 
Application of Lemma 4.2.2 gives that for each x £ / , either r''^{a~^{T(Ji{x)))) = 0 
or T-\f2{:x)) = 0. If r-i(a-i(r(/i(a:)))) = 0, then /i(,x) - 0. On the other hand, 
jf T~'^{f2{x)) ^ 0, then /2(x) = 0. Hence, for each x G /, either fi{x) = 0 or 
/2(.x) = 0. Now assume that /i and /2 are both different from zero on / i.e, there 
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exist Xi,X2 G / such that /i(xi) ^ 0 and f^i^^i) ^ 0. In particular, x = Xi in 
(4.2.18), we have 
-Ha-\T (/i(xi))))yT-^(/2(x:)) + r-^(/2(xi))yr-i(a-i(r(/i(xi)))) = 0, 
for all xi,y e I. 
Again by Lemma 4.2.2, we find that f2{xi) — 0. Similarly, we have fi{x2) = 0 i.e., 
f2{xi) = h{x2) = 0. Since /i(x2) = 0, we get /2(x2)jDi(T(y),T(x2)) = 0 by us-
ing (4.2.17). Since /2(x2) ^ 0, Lemma 4.2.1 yields that Z)i(r(y), r(x2)) = 0 
holds, for all y E I (recall that a mapping y i—> Di(r(t/),r(x2)) is a 
derivation). In particular, we have DI{T{XI),T{X2)) = 0. Similarly we 
can obtain that D2{T{X\),T{X2)) = 0. Let us write y for Xi + X2. Then 
fi{y) = fi{xi + X2) = /i(a:i) + /i(x2) + 2i:'(xi,X2) = /i(xi) / 0. Similarly we can 
obtain f2{y) y- 0. But fi{y) and f2{y) can not be both different from zero according 
to (4.2.18) and Lemma 4.2.2. Hence we have either /i = 0 or /2 = 0. 
Motivated by another result of Posner [119, Theorem 1] which states that if R is 
a prime ring of characteristic different from 2 and di, d2 are derivations of R, such 
that did2 is a derivation, then at least one of di, d,2 is zero, Vukman [128] extended 
the above result as follows: 
Theorem 4.2.4. Let i? be a prime ring of characteristic different from 2 and 3. 
Let Di{.,.) : Rx R —> R and D2{.,.) : Rx R —> R be symmetric biderivations. 
Suppose there exists a symmetric biadditive mapping B{.,.) : R x R —> R such 
that fi{f2{x)) = g{x), holds for all x G /, a nonzero ideal of R, where / i and /2 are 
the traces of Di and D2 respectively and g is the trace of B. Then either Di = 0 
or D2 = 0. 
We obtain the above result for symmetric (a, a)- biderivation as follows : 
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Theorem 4.2.5. Let R he a prime ring of characteristic different from 2 and 
3 and / be a nonzero ideal of R. Let a and r be automorphisms of R and 
Di{.,.) : R X R —>• R, D2{.,.) : R x R —> R be symmetric (cr, (T)-biderivation 
and symmetric (r, r)-biderivation respectively. Suppose there exists a symmetric 
biadditive mapping B{.,.) : R x R —> R such that fiifuix)) = g{x) holds, for 
all X G /, where /i and /2 are the traces of Di and D2 respectively and g is the 
trace of B such that /icr = a/ i , / I T = r / i , /2(J = (7/2, /2T = T/2. Then either 
Di = 0 or A; - 0. 
Proof. The linearization of the relation 
fiif2{x))^g{x), for ah x(El, (4.2.19) 
gives,/i(/2(x))+/i(/2(y))+2Z}i(/2(a:),/2(2/))+4/i(i}2(a;,y))+4A(/2(a;),D2(x,y))+ 
4A(/2(2/), A(.T,y)) =^(^) +9{y) + '2B{x,y), for ah x,y e I. 
Now using (4.2.19) and the fact that charecteristic of R is different from 2, we have 
D,{Ux),f2{y)) + 2j\{D,{x,y)) + 2Dr{f2ix),D2{x,y)) 
+2D,{f2{y),D2{x,y))^B{x,y), for all x,y E I. (4.2.20) 
Replacing .x by -x in (4.2.20), we hnd that 
Di{f2{x)j2{y))-2h{D2{x,y))-2D,{f2{x),D2{x,y)) 
+2D,{h{y),D2{x,y)) ^- -B{x,y), for all x,yel. (4.2.21) 
Comparing (4.2.20) and (4.2.21), we have 
2D,{f2ix),D2{x,y)) + 2D,{f2{y),D2ix,y)) = B{x,y), for aU x,y&I. (4,2.22) 
Let us write in (4.2.22), 2x instead of x, to arrive at 
8Drif2{x),D2{x,y)) + 2D,{f2{y),D2{x,y)) = B{x,y), for ah x,y(El. (4.2.23) 
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Again comparing (4.2.22) and (4.2.23), we have QDiifiix), D2{x,y)) = 0, for all 
x,y E I. Since the characteristic of R is different from 2 and 3, it follows that 
Diif2{x),D2{x,y))=^0, for all x,yel. (4.2.24) 
Application of (4.2.24) and (4.2.22), yield that B(x,y) - 0, i.e., B = 0. Hence 
(4.2.19) reduces to 
/i(/2(.x)) = 0, for all x,yel. (4.2.25) 
Now replacing y by yx in (4.2.22), we obtain 
<7(D2(x,t/))A(/2(:r),r(.x)) + A(/2(x),D2(x,y))a(r(x)) + a(T(y))/i(/2(x-)) 
+Di{h{x),T{y))a{h{x)) = O,for all x,y G / . 
Using (4.2.24) and (4.2.25), we get 
a(D2(x,y))Di(/2(x),r(.x))+Di(/2(x),r(y))a(/2(x)) = 0, for all x,yel. (4.2.26) 
Again substituting xy for y in (4.2.26), we have 
a{Mx))a{r{y)D,{Ux),r{x)) + D,iUx),r{x))a{r{y))a(Mx)) 
+a(r(x)){(r7(D2(x,2/))Di(/2(x),r(x))+A(/2(x),r(y))a(/2(x))} = 0, for all x,y G / . 
Now (4.2.26) implies that 
c-(/2(:r))a(r(y))A(./2(.x-),r(.x))+A(/2(2:),r(x))o-(r(2/))cr(/2(x))--=0, for all x,y e I. 
i.e.,/2(x)T(y)a-H A (/2(.x), r(x)))+a-nDi(/2(x), r(x)))r(y))/2(x) = 0 and we have 
r-\f2{x))yr'~\a-\D,ih{x)Mxm + r-\o~\D,{h{x),r{x))))yT-\h{x)) ^ 0, 
for aU x,y (E / . Applying Lemma 4.2.2, we have either T"-^(/2(X)) = 0 or 
T"^{(j"^{Di{f2{x),T{X)))) ^ 0. This implies that for each x e / , either /2(x) = 0 or 
Di{f2{x), T{X)) = 0. If /2(x) = 0, then Di(/2(x), r(x)) = 0. Hence in both the cases 
Di{f2{x),T{x)) = 0, for all x G / . Thus by Theorem 4.2.2, we get the required result. 
54 
4.3 EXTENSION OF VUKMAN'S THEOREM FOR SYMMETRIC (cr, cr)-
BIDERIVATIONS 
In 1990, Vukman [130] in order to generalize his result [128, Theorem 2] 
established the following : 
Theorem 4.3.1. Let Rhe a non-commutative prime ring of characteristic different 
from 2 and 3. Suppose there exists a symmetric biderivation D{.,.) : R x R —> R 
such that the mapping x i—> [f{x),x] is centralizing for all x E I, where / denotes 
the trace of D. Then D = 0. 
In the present section, we prove the result for {a, o')-biderivation on a subset of 
a non-commutative ring as follows : 
Theorem 4.3.2. Let i? be a non-commutative prime ring of characteristic different 
from 2, 3 and 5. Let / be a nonzero ideal of R and a be an automorphism of R. 
Suppose there exists a symmetric (a,cr)-biderivation D{.,.) : R x R —> R such 
that a{x) I—> [f{x), cr{x)] is centralizing for aU x G / , where / denotes the trace of 
D. Then D = 0. 
Proof. Linearizing the relation 
[[f{x),a{x)],a{x)]eZ{R), for all a; e / , (4.3.1) 
we obtain 
[[/Oy), a(x)], a(x)] + 2[[D(x, y\a{x)i a{x)] + [[f{x),a{y)],a{x)] 
+2[[D{x,y),aiy)],a{x)] + [[/(y),a(2/)],a(x)] + [[/(x),a(x)],^(?/)] 
+[[f{y), aix)], a{y)] + 2[[D{x, y), a{x)],a{y)] + [[f{x), aiy)], a{ 
+2[{D{x,y),a{y)],a{y)]EZ{R), for all x , y € l . ^ r : i O - . ., 
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Replacing x by — x, we get 
[[f{y),a{x)ia{x)] - 2[[D{x,y),a{x)iu{x)] - [[f{x),a{y)\,a{x) 
+2[[D(x,y),a(t/)],a(x-)] - [[/(y), a(y)], a(x)] - [\f{x),a{x)ia( 
-[[f{y),a{x)],a{y)] + 2[[D{x,y),a{x)ia{y)] + [[/(x),a(y)],a( 
-2[[D(a;,y),a(2/)],a(y)] G Z(/2), for all x,y G / . 
Comparing the above relations and using 2-torsion freeness of i?, we obtain 
2[[Z}(x, y), a(x)], a(x)] + [[/(x), a(y)], a(x)] + [[/(y), a(y)], a(x)] + [[/(x), a(x)], a{y)] 
+[[f{y),a{x)ia{y)] + 2[[D{x,y),a{y)la{y)]eZ{R), for all x , y G / . (4.3.2) 
Again replacing x by 2x in (4.3.2) and comparing the relation so obtained with 
(4.3.2), we get 
2[[Z?(x,y),a(x)],a(x)]+[[/(x),C7(y)],a(x)]+[[/(x),a{x)ia{y)] G ^ (i?), for all x,y G / . 
(4.3.3) 
Let us write x^ instead of y in (4.3.3) and use (4.3.1), to arrive at 
8[[/(x),cr(x)],cr(x)](7(x) G Z{R). Since characteristic of R is different from 2, it 
follows that [[/(x),a-(x)],cr(x)](7(x) G Z(i?). Application of (4.3.1) yields that 
[[/(x),(7(x)],a(x)][a(x),a(y)] = 0, for all x , y G / . (4.3.4) 
Now we intend to prove that 
[[/(x),(j(x)],ff(x)] = 0, for ah x G / . (4.3.5) 
There is nothing to prove in case x G Z{R). If x ^ Z[R), then the relation (4.3.4) 
yields that <7~'^([[/(x),(7(x)],cr(x)])i?/[x,y] = (0), for all x,y £ I. In view of the 
fact that R is non-commutative and / is a nonzero ideal of R, relation (4.3.5) holds. 
Now using the similar techniques as we have used to get (4.3.3) from (4.3.1), we 
obtain 
2[p(x,y),(7(x)],(7(x)] + [[/(x),a(y)],a(x)] + [[/(x),(7(x)],a(y)] = 0, for ah x,y G / 
(4.3.6) 
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Substituting zy for y in (4.3.6), we get 
l[/(,x), a{x)],a{z)]a{y) + a{z)[\f{x), a{x)],a{y)] + [a{z),a{x)][f{x), a{y)] 
+a(z)[[/(x),a(2/)],a(x)] + [f{x),a{z)My),a{x)] + [[f{x),aiz)],a{x)]a{y) 
+2a(z)[[D{x, y), a(x)], a{x)] + i[a{z), a{x)][D{x, y), a(x)] 
+2[[aiz), a{x)], a{x)]D{x, y)+2D{x, z)[[a{y), a{x)], a{x)]+A[D{x, z), a{x)][a{y), a{x) 
+2[[D{x, z), a{x)], a{x)]a{y) = 0. (4.3.7) 
Now using (4.3.6) and writing x instead of z, we obtain 
5[/(x),a(x)][a(y),a(x)] + 2f{x)[[a{y),a{x)],a{x)] = 0, for all x,y e I. (4.3.8) 
Again replace y by x and z by y in (4.3.7), to get 
5[a(y),a(x)][/(x),a(x)] -f 2[[a(y),a(x)],a(x)]/(x) = 0, for all x,y e / . (4.3.9) 
Let us write zy instead of y in (4.3.9), to arrive at 
5|:/(x), a{x)]a{z)[a{y), a{x)] + 2f{x)a{z)[[a{y), a(x)], a{x)] 
+4f{x)[a{z),a{x)][a{y),a{x)] = 0, for all x,y, z e I. (4.3.10) 
In particular, writing z = xcr~-'(/(x)) in (4.3.10), we obtain 
5[/(x), a{x)]a{x)f{xMy), a{x)] + 2f{x)a{x)[[a{y), a{x)],a{x)] 
+4f{x)a{x)[f{x),a{x)][a{y),a{x)] = 0, for all x,y e I. (4.3.11) 
Multiplying (4.3.8) on the left by /(x)cr(x), we have 
5/(x)a(x)[/(x), a{x)][a{y), a{x)] + 2f{x)a{x)f{x)[[a{y), a{x)], a{x)] = 0, 
f o r a l l x , y G / . (4.3.12) 
Combine (4.3.11) and (4.3.12), to get 
(5[/(x), a{x)]a{x)f{x) - f{x)a{x)[f{x), a{x)])[a{y), a{x)] = 0, for all x,yel. 
(4.3.13) 
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Replacing y by ry in (4.3.13), we get 
{h[f{x),a{xMx)f{x) - f{x)o{x)[f{x),a{x)])a{r)[a{y),a{x)] = 0, 
for allx,y G / , r G/?. (4.3.14) 
That is a-\b[f{x),a{x)]u{x)f{x) - f{x)a{x)[f{x),G{x)])R[y,x] = (0), for all 
x,y & I. Since i? is a non-commutative prime ring and / is a nonzero ideal of R, it 
follows that / is also non-commutative. Hence, for each y e I, [y, x] ^ 0, yields that 
5[/(x), CT(x)]a(x)/(x) - j{x)a{x){j{x), a{x)\ = 0, for all x G / . (4.3.15) 
Replacing yz for y in (4.3.9) and using similar techniques to get (4.3.12) from (4.3.8), 
we have 
[a(y),a(.x)](5/(x)a(x)[/(x-),a(x)] - \!{x),o[x)\a{x)!{x)) = 0, for all x G /. 
Further repetition of the arguments which led to get (4.3.15) from (4.3.13), yields 
that 
5/(a:)(j(x)[/(x), a{x)\ - [/(x), G{x)\o{x)f{x) = 0, for ah x G / . (4.3.16) 
Combining (4.3.15) and (4.3.16), we obtain 
/(x)a(a;)[/(x),a(x)] = 0, for ah x G I. (4.3.17) 
Using the usual approach, first linearizing and substituting - x for x, (4.3.17) yields 
that 
/(x)o-(x)[/(x),a(y)] + /(x)a(x)[/(2y),a(y)] + 2/(x)a(.x)[Z}(x,y),a(x)] 
+f{y)a{x)\f{x\u{y)\^f[y)u{x){f[y),u{y)]^j{y)a{x)\D{x,y),G{x^ 
+2D{x, y)aix)[f{x), a(x)] + 2D(x, y)a{x)[fiy), a{x)] + iD{x, y)a{x)[Dix, y), a(y)] 
+f{x)a{y)[f{x),a{x)] + f{x)aiy)[f{y),a{x)] + 2f{x)a{y)[D{x,y),a{y)] 
+f{y)a{y)[f{x),a{x)] + f{y)a{y)[f{y), a{x)] + 2f{y)a{y)[D{x, y), a{y)]+ 
2D{x, y)aiyMx), a(y)]-f-2Z}(x, y)aiy)[f{y),a{y)]+AD{x, y)a{y)[D{x, y), a(x)] = 0. 
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Replacing x by 2x and comparing the relation, we find that 
I2f{x)a{x)[f{y),a(y)] + 12f{y)a{x)[f{x),a{y)] + 15/(y)a(x)[/(y), a(y)]+ 
24f{y)a{x)[D{x, y), a{x)]+24D{x, y)a{x)[f{y), a{x)]+48Dix, y)a{x)[D{x, y), a{y)]+ 
12f{x)a{y){f{y), a{x)] + 24fix)a{y)[D{x, y),a{y)] + 12/(y)a(y)[/(x), a(:r)] + 
I5f{y)aiy)[f{y), a{x)] + 30f{y)a{y){D{x, y), a{y)] + 24D{x, y)a{y)[f{x), a(y)]+ 
30D{x,y)a{y)[f{y), a{y)\ + 48Z)(x,y)a{y)[D{x,y), a^x)] = 0, for all x,y e I. 
Further putting 2x instead of x in the above relation, we obtain 
90f{x)a{x)[f{y),a{y)] + 90f{y)a{y)[f{y),aix)] + mf{y)a{y)[D{x,y),a( 
+ mD{x,y)a{y)[f{y),a{y)] = 0, for all x,y E I. 
Since the characteristic of R is different from 2, 3 and 5, it follows that 
fix)aix)[f(y),a{y)] + f{y)a{y)[f{y),aix)] + 2f{y)aiy)[D{x,y),a{ 
+2D{x,y)a{y)[f{y),a{y)] = 0, f o r a l l x , y € / . (4.3.18) 
Substituting xy for x in (4.3.18) and using it, we obtain 
3f{y)a{y)a{x)[f{y),a{y)] + 2f{y)a{y)[a{x),a{y)]f{y) = 0, for all x,yel. 
(4.3.19) 
Replacing x by yx in (4.3.19), we get 
3f{x)a{y)a{y)a{x)[f{y),a{y)]+2f{y)a{y)a{yMx),a{y)]f{y) = 0, for all x,yEl. 
(4.3.20) 
Multiplying (4.3.19) on the left by a{y), we get 
3cr(y)/(y)a(y)a(x)[/(y),a(y)]+2a(y)/(y)a(i/)[(T(a;),a(y)]/(t/) = 0, for all x,y e / . 
(4.3.21) 
Subtracting (4.3.21) from (4.3.20), we obtain 
3[f{y),aiy)]a(y)a(x)[f(y),a{y)]+2[f{y),a{y)]aiy)[a{x),a{y)]f{y) = O,for all x,yEl. 
(4.3.22) 
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Replacing y by yz in (4.3.9), we get 
5[a{y), a{x)]a{z)[d{x), a{x)] + 2[[a{y),a{x)],a(x)]a{z)d{x) 
A-4[a{y),a{x)][a{z),a{x)]d{x) = 0. 
Writing y = a~'^{f{x))x, we find that 
5[/(x), a{x)]a{x)a(z)[f{x), a{x)]+4[f{x), a{x)]a{x)[a{z), (7{x)]f{x) = 0,for a l l x , y e l . 
Let us write y instead of x and x instead of z in the above relation, to arrive at 
5[/(y),a(y)]a(y)a(x)[/(y),a(y)]+4[/(y),a(y)]a(y)[a(a;),a(y)]/(y) = O,for allx.y e L 
(4.3.23) 
Relation (4.3.22) and (4.3.23), give 
[/(y),a(y)]a(y)a(x)[/(y),a(y)]-0, for all x,yel. (4.3.24) 
Replacing x by ry and using primeness of R, we find that either a{y)[f{y), cr(y)] = 0 
or [f{y),a{y)]a{y) = 0, for all y G I. Hence in view of (4.3.5), we have 
cj{y)\f{y),aiy)] = 0, for all y G /. (4.3.25) 
Again by the usual approach as used to get (4.3.3) from (4.3.1), we find that 
<T{x)[f{y),a{y)] + a{y)[f{y),a{x)] + 2a{y)[D{x,y),a{y)] = 0, for all x,y 6 / . 
(4.3.26) 
Replacing x by yx in the above relation, we have 
a{yMx)[f{y), a{y)] + a(y)a(y)[/(y), a{x)] + 2a{y)f{y)[a{x), a{y)] 
+2a{y)aiy)[Dix,y),a{y)] = 0, for all x,y e I. (4.3.27). 
In view of (4.3.26), the above relation implies that 
a{y)fitj)[a{x),a{y)] = 0, f o raUx ,? /G/ . (4.3.28) 
Now relation (4.3.28) yields that ya-\f{x))IR[x,y] = (0), for ah x,ye I. Since R 
is prime, it follows that either ya'^(f{x))I = (0) or [x,y] = 0. Since / ^ (0) is a 
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non-commutative ideal of R, we have a{y)f{y)I — (0), for all y e I. This imphes 
that 
(^iy).f{y) = 0, foraU yEl. (4.3.29) 
Linearizing (4.3.29), we have 
a{x)f{y) + a{y)f{x) + 2a(.x)D(rr, y) + a{y)D{x, y) = 0, for all ye I. (4.3.30) 
Replacing x by -x in (4.3.30), we get 
-(r{x)f{y) -h a{y)f{x) + 2a{x)D{x, y) - a{y)D{x, y) = 0, for ah y e / . (4.3.31) 
Comparing (4.3.30) and(4.3.31), we obtain 
a{x)f{y) + 2a{y)D{x,y) = 0, for aU x,yel. (4.3.32) 
Multiplying (4.3.32) on the left by [f{y),a{y)], we have 
[/(y),a{yMx)f{y) = 0, for ah x,yel. (4.3.33) 
Replacing x by ry and using the above relation, we have 
[f{y),a{y)]a{r)[f{y),a{y)] - 0, for all yeI,reR. 
That is a'~^[f{y),a{y)]R<j~^[f{y),(j{y)] = (0), for all y & I. Thus the primeness 
of R yields that [f{y),cr{y)] — 0 and application of Theorem 4.2.1 completes the 
proof. 
4.4. EXTENSION OF DENG'S THEOREM FOR n-CENTRALIZING 
TRACES OF S Y M M E T R I C B I D E R I V A T I O N S 
Deng and Bell [74] defined n-centralizing (n-commuting) mappings in rings, a 
concept that is more general than centralizing (commuting) mappings in rings as 
follows : 
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Definition 4.4.1 (n-centralizing and n-commuting mappings). Let n be an 
arbitrary positive integer. Suppose that R is a ring and 5 is a nonempty subset 
of R. A mapping / : R —> R is said to be n-centralizing (resp. n-commuting) if 
[x",/(x)j e Z{R) (resp. [x",/(x)] = 0), for all xeS. 
Recently, Bell and Martindale [43] proved that if a semiprime ring R admits a 
derivation d which is nonzero on a nonzero left ideal L oi R and centrahzing on L, 
then R must contain a nonzero central ideal. Deng and Bell [74] generalized the 
result for n-centralizing mappings. In the present section, we establish the following 
result for symmetric biderivation. 
Theorem 4.4.1. Suppose that n > 1 is a fixed positive integer. Let Rhe a 2,3 
and (2" - l)-torsion free semiprime ring and / be a nonzero ideal of R. Suppose 
there exists a symmetric biderivation D(.,.) : R x R —> R such that the mapping 
/ : R —> R is n-centralizing on / , where / stands for the trace of D. Then / is 
n-commuting on / . 
Proof. By the assumption, we have 
[x''J{x)]eZ{R), for all x G/ . (4.4.1) 
Replacing x by x^ in (4.4.1), we have 
[a:^ ", /{x"^)] = [x^", x^f{x) + 2xfix)x + fix)x^] E Z{R), for all x G / . 
That is 
x2[x", /(x)]x" + x'^ +2[x", /(x)] -f 2x"+i[x", /(x)]x + 2x[x", /(x)]x"+' 
+x"[x", /(x)]x2 + [x", /(x)]x"+2 g z{R), for all x G / . 
Applying (4.4.1), the above relation reduces to 8x"'''^[x", /(x)] G Z{R), for all x G / . 
Since R is 2-torsion free, we have 
[x'^+^/(x)][x^/(x)] = 0, for all x G/ . (4.4.2) 
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Now hnearizing (4.4.1), we obtain 
[.^^/(y)]+[^""'y+:^"""V+•••+y•x•"'^/(^)]+[y^./(^)]+[y"~'3:+y"-2^y+...+xy^^^ 
+[x\ 2Z)(.x, y)] + [.T"-iy + x''~''yx + ... + y.T"-\ 2D(x, y)\ + [y", 2Z}(x, y)]+ 
[y'"^x + y'"^xy + ... + xy''-\2D{x,y)\ = Q, f o r a l l x , ^ ^ / (4.4.3) 
Replacing x by —x in (4.4.3) and comparing with (4.4.3), we have 
[x"-iy + x"-Sjx -1- ... + yx" - \ / (x)] + [i/"^x H- f'^xy -f ... + xy""!, /(y)] 
+2[x", D(.T, y)] + 2[y'\ D{x, y)] e ^(7?), for all x, y G /. (4.4.4) 
Substituting 2.x inplacc of x in (4.4.4), we get 
2'^+i[x"-^y + x"-2yx + ... + yx'''\ f{x)] + 2[y''-'x + y'^-^xy + ... + xy"- \ /(y)] 
+2'^ +2[^ n^ ^^^^ ^)j ^ 4j^ n^ ^^^^ ^^ 1 ^ ^(^^^ -^^ ^ ^jj X, y G / . (4.4.5) 
Using 2-torsion freeness in (4.4.5) and comparing with (4.4.4), we obtain 
(2"-l)[x"-^y+,x"-V+---+y-^"~\/(-T)]+(2"+'-2)[x"-,D(x,y)] G Z{R), for allx,y G / . 
Since R is (2" - l)-torsion free, the above relation reduces to 
[,7:"-^ y^ + x " - V + ... + y.7:"-\/(x)] + 2[x",D(x,y)] G Z{R), for allx,y G /. (4.4.6) 
Substituting x^ in place of y in (4.4.6), we have 
n[x"+^ f{x)] + 2x2[x", /(x)] + 2x[x", /(x)]x + 2[x", f{x)\x^ G Z(i?), for all x G /. 
(4.4.7) 
Using (4.4.1), we get 
n[x"+^/(x)] + 6x2[x",/(x)] G Z(i?), for allx G / . (4.4.8) 
Since [x"-,/(x)] G Z{R), it follows that n[x"+2 j (x) ] [x ' \ / (x) ] + 6x2[x",/(x)]2 G 
Z(/?). Application of (4.4.2) gives that 6x2[x",/(x)]2 G Z{R), for all 
x E I and i? is 2 and 3-torsion free, we have x^[x"',/(x)]^ G Z{R), for 
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aU X e I. Since (.x[x",/(x)])^" - x^'^ix'', fix)f' G Z{R), it follows that 
[a;2"[a;",/(2;)]2",/(x)] = 0, for all x e I. By hypothesis [a;",/(a;)] G Z(/2), implies 
that [a;2",/(x)][a;",/(a;)]2" = 0, for all x e I. Thus we have 22;"[x",/(x)]2'^+^ = 0, 
for all a; G / and 2-torsion freeness of R yields that x'^[x"-,f{x)]'^^'^^ = 0, for 
all X e I. Hence, [x",/(a;)][a;'^,/(x)]2"+i = [x'^,/(x)]2"+2 = 0, for all x G / . 
Since centre of a semiprime ring contains no nonzero nilpotent elements, we have 
[x", /(x)] = 0, for all x G / , completes the proof of our theorem. 
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CHAPTER - 5 
GENERALIZED DERIVATIONS AS 
HOMOMORPHISMS OR AS ANTI-HOMOMORPHISMS 
IN A PRIME RING 
5.1. INTRODUCTION 
Let S be a nonempty subset of a ring R and d be a derivation on R. If 
d{xy) = d{x)d{y) (resp. d{xy) = d{y)d{x)), holds for all x,y ^ S, then we say that 
d acts as a homomorphism (resp. anti-homomorphism) on S. 
In 1989 Bell and Kappe [40] initiated the study of derivation which acts as 
a homomorphism or as an anti-homomorphism on a prime ring. In the same 
paper they proved that if i? is a semiprime ring and d is a derivation on R, 
which is either an endomorphism or an anti-endomorphism, then d = 0. Of 
course derivations which are not endomorphisms or anti-endomorphisms on R may 
behave as such on certain subsets of R, for example, any derivation d behaves 
as the zero endomorphism on the subring C consisting of all constants (i.e., 
elements x for which d(x) = 0 ). In fact, in a semiprime ring R, d may behave 
as an endomorphism on a proper ideal of R. As an example of such R and 
d, let S be any semiprime ring with a nonzero derivation 5, take R — S ® S 
and define d by d(ri,r2) = (5(ri),0). However, Bell and Kappe in the mentioned 
paper remarked that the behaviour of d is somewhat restricted in case of prime rings. 
Very recently, Ashraf et al. [19] extended the mentioned result of Bell and 
Kappe [40] as follows: Let i? be a semiprime ring and 6, (f) be automorphisms of R. 
li d : R —> R is a, {6,0)-derivation on R, which is either a homomorphism or an 
anti-homomorphism on a nonzero ideal of R, then d = 0. 
In Section 5.2, our objective is to extend the result for left (^, 0)-derivation 
on a prime ring R. In fact, it is shown that if a prime ring R admits a left 
{9, <j!))-derivation d, which acts as a homomorphism or as an anti-homomorphism on 
a nonzero ideal of R, then d — 0. 
Further in Section 5.3, the above result has been extended for generalized 
{9, (/))-derivation on R. The last section is devoted to the study of generahzed 
{9, 0)-derivations which act as homomorphisms or as anti-homomorphisms on a 
nonzero Lie ideal of a prime ring R. 
5.2 . J O R D A N I D E A L S A N D L E F T ( ^ , 0 ) - D E R I V A T I O N S A S H O M O M O R -
P H I S M S AND AS ANTI-HOMOMORPHISMS 
In 1989, Bell and Kappe obtained the following result: 
Theorem 5.2.1 [40]. Let i? be a prime ring and / be a nonzero ideal of R. If d is 
a derivation on R which acts as a homomorphism or as an anti-homomorphism on 
/ , then d = 0. 
Very recently, Ashraf et al. [19] proved the above result for {9,0)-derivation of 
a prime ring it! which acts as a homomorphism or as an anti-homomorphism on a 
nonzero ideal of R. In fact they proved the following : 
Theorem 5.2.2 Let i? be a prime ring and / be a nonzero ideal of R. Suppose 
9, (f) are automorphisms of R and d : R —)• i? is a {9,0)-derivation. 
(i) If d acts as a homomorphism on / , then d = 0 on i?. 
(M) If d acts as an anti-homomorphism on / , then d = Q on R. 
Motivated by these observations we further obtained the result for left 
(0,0)-derivation of a prime ring R, which acts as a homomorphism or as an 
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anti-homomorphism on a Jordan ideal J of R. In fact, we prove the following: 
Theorem 5.2.3. Let i? be a 2-torsion free prime ring and J be a nonzero Jordan 
ideal and a subring of R. Suppose 9,0 are automorphisms of R and d : R —> R is 
a left {9,0)-derivation of R. 
(i) If d acts as a homomorphism on J, then d = 0 on R . 
(ii) If d acts as an anti-homomorphism on J, then d = 0 on R. 
We state the following lemmas which are essential for developing the proof of 
the above theorem. The proof of these lemmas follows immediately from Herstein's 
Theorem on Jordan ideals of prime rings [84, Theorem 1.1]. 
Lemma 5.2.1. Let i? be a prime ring and J be a nonzero Jordan ideal of R. If 
a e R and aJ ~ (0) or Ja = (0), then a = 0. 
Lemma 5.2.2. Let i? be a 2-torsion free prime ring and J be a nonzero Jordan 
ideal of R. If aJb = (0), then either a = 0 or 6 = 0. 
Proof of Theorem 5.2.3. (z) By our hypothesis, we have 
d{uv) = d{u)d{v) = 9{u)d{v) -F (f){v)d{u), for all u,v e J. (5.2.1) 
Substituting vw for v in (5.2.1), we find that 
d{u)d{v)d{w) = 9iu)d{v)d{w) + 4){v)(f){w)d{u), for all u,v,w e J. (5.2.2) 
Multiplying (5.2.1) on the right by d(w), we obtain 
d{u)d{v)d{w) = 9{u)d{v)d{w) + (p{v)d{u)d{w) for all u,v,w e J. (5.2.3) 
On comparing (5.2.2) and (5.2.3), we have 
(l){v){d{u)d{w) - (f){w)d{u)}-= 0, for all u,v,w e J. (5.2.4) 
Now using (5.2.1) we find that 
(^iv)B(u)diw) = 0, for all u,v,weJ, (5.2.5) 
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that is, v(l) ^{9{u)d{w)) = 0, for all u,v,w e J. Application of Lemma 5.2.1 yields 
that (j)-\9{u)d{w)) = 0 i.e., 9{u)d{w) = 0, for ah u,w e J. Thus, u9-^{d{w)) = 0, 
fox all u,w £ J. Again Lemma 5.2.1 yields that 
d{w) = 0, for all w £ J. (5.2.6) 
Replacing w hy wr + rw in (5.2.6) and using (5.2.6), we obtain 
9{w)dir) + (f){w)d{r) = 0, for aU w £ J, r e R. (5.2.7) 
Replace tu by MU; in (5.2.7), to get 
9{u)9{w)d{r) + (p(u)(l)iw)d{r) = 0, for all u,w e J, r e R. (5.2.8) 
Multiplying (5.2.7) on the left by 9{u), we obtain 
9{u)9{w)d{r) + 9{u)4>{w)d{r) = 0, for all u,w e J, r £ R. (5.2.9) 
Comparing (5.2.8) and (5.2.9), we have 
{9{u) - (f){u)}(t){w)d{r) = 0, for all u,w £ J, r £ R 
that is, 
(p~^{9{u) - (j){u)}J(l)-~^d{r) = 0, for all u,w £ J,r e R. (5.2.10) 
Now application of Lemma 5.2.2 yields that either 9{u) — (p{u) = 0 or d{r) = 0, for 
all u e J and r e R. If 9{u) — (f){u), for all u E J, then the relation (5.2.7) implies 
that 29{u)d(r) = 0, for all M € J and r £ R. Since R is 2-torsion free, 9{u)d(r) = 0, 
i.e., u9''^{d{r)) = 0, for all u e J and r £R. Lemma 5.2.1 yields that 9~^{d{r)) = 0 
i.e., d{r) = 0, for all r E R. Hence in both the cases rf = 0. 
(ii) If d acts as an anti-homomorphism on J, then 
d{uv) = div)d{u) = 9{u)d{v) + 0(w)d(u), for all u,v £ J. (5.2.11) 
Replacing u by u^ in (5.2.11), we have 
d{v)d{u)d{u) = Q{u)e{u)d{v) + (f>{v)d{u)d{u), for all u,v £ J. (5.2.12) 
Multiplying (5.2.11) by d{u) from right, we get 
d{v)d{u)d{u) = d{u)d{v)d{u) + (j)iv)d{u)d{u), for all u,v e J. (5.2.13) 
Comparing (5.2.12) and (5.2.13), we obtain 
9{u){d{v)d{u) - 9{u)d{v)} = 0, for all u,v e J. (5.2.14) 
Using (5.2.11) and (5.2.14), we obtain 9{u)(j){v)d{u) = 0, that is, 
(p^^{Q{u))J4)''^{d{u)) = (0), for aU u e J. Application of Lemma 5.2.2 yields 
that either 9{u) = 0 or d{u) = 0, i.e., w = 0 or d{u) = 0, for all u e J. But u = 0 
yields that d{u) = 0, for all u G J. Using the similar arguments as we have done to 
get d = 0 from (5.2.6), we get the required result. 
5.3 JORD.A.N IDEALS AND GENERALIZED (6*, (/))-DERIVATIONS AS 
HOMOMORPHISMS AND ANTI-HOMOMORPHISMS 
In the present section we extend Theorem 5.2.3 for generalized (^, 0)-derivation 
in a prime ring. 
We begin our discussion with the following known lemma : 
Lemma 5.3.1.([16], Lemma 2.5). Let Rhe a 2-torsion free prime ring and J be a 
nonzero Jordan ideal of R. If J is a commutative Jordan ideal, then J C Z{R). 
Now we prove the following : 
Lemma 5.3.2. Let Rhe a 2-torsion free prime ring and J be a nonzero Jordan 
ideal of R. Suppose 9, (j) are automorphisms of R. If R admits a {9, (?!))-derivation d 
such that d{J) = (0), then either d = 0 or J C Z[R). 
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Proof. By assumption, we have 
d{u) = 0, for all u e J. (5.3.1) 
Substituting ur + ru for u in (5.3.1), we have 
(p{u)d{r) + d{r)9{u) = 0, for all u e J, r e R. (5.3.2) 
Replacing r by rs in (5.3.2), we get 
(f){u)d{r)e{s)+(p{u)(f>{r)d{s)+d{r)9{s)d{u)+(l){r)d{s)9{u) = 0, for all ueJ,r,seR. 
The above relation in view of (5.3.2) yields that 
d{r)[9{s), 9{u)] + [(/){u), <p{r)]d{s) = 0, for all u (E J, r,sER. (5.3.3) 
Now replacing s by sv in (5.3.3) and using (5.3.3) and (5.3.1), we obtain 
d{s)9{s)[9{v),9iu)] = 0, for all u,v e J, r,seR (5.3.4) 
that is, 9~^(d{r))R[v, v] = (0), for all u,v E J,r e R. Thus the primeness of i2 yields 
that either [v,u] = 0 or d{r) = 0. If [u,M] = 0, for all u,v G J, then by Lemma 5.3.1, 
we conclude that J C Z{R). On the other hand, \id{r) = 0 for all r E R, then d = 0. 
Theorem 5.3.1. Let i? be a 2-torsion free prime ring and J be a nonzero Jordan 
ideal and a subring of R. Suppose 9 is an automorphism of R and F : R —> Ris a 
generalized (6',^)-derivation with associated (^, ^)-derivation d. 
(i) If F acts as a homomorphism on J, then either d = 0 on i? or J C Z{R). 
{ii) If F acts as an anti-homomorphism on J, then either d = Qon Rox J C Z{R). 
Proof, Suppose that J g Z{R). 
(i) If F acts as a homomorphism on J, then we have 
F{uv) = F{u)9{v) + 9{u)d{v) = F{u)F{v), for all u,v e J. (5.3.5) 
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Replacing v by vw in (5.3.5), we get 
F(u)e[v)e{w) + B{u){d{v)e{w) + 9{v)d{w)) - F{u){F{v)9{w) + 9{v)d{w)), for all 
u, v,w € J. Using (5.3.5), the above relation yields that {F{u) — 9{u))9{v)d{w) = 0, 
for all u,v,w G J. That is, 9~''{F{u) — 9{u))v9~^{d{w)) ~ 0, for all u,v,w 6 J and 
hence 9''\F{u)-9{u))J9~\d{w)) = (0), for all u , ^ G J. Now Lemma 5.2.2 implies 
that either F(u) - 9{u) = 0 or d(w) = 0. If F{u) - 9{u) = 0, for aU ueJ, then the 
relation (5.3.5) implies that 9{u)d{v) = 0, for ah u,v E J. Now replace u by uw, to 
get 9{u)9{w)d{v) = 0, for ah u,v,w G J. This implies that uw9'^{d{v)) = 0 and 
hence uJ9~^{d{v)) — (0), for all u,v £ J. Again by Lemma 5.2.2, we have either 
It — 0 or d{v) = 0. Since J is nonzero Jordan ideal, we find that d{v) ~ 0, for all 
V G J. Hence Lemma 5.3.2 completes the proof. 
[ii) If F acts as an anti-honiomorphism on J, then we have 
F{uv) = F{u)9{v) + 9{u)d{v) = F{v)F{u), for all u, v G J. (5.3.6) 
Replacing u by MU in (5.3.6), we get 
9{u)9{v)d{v) - F(t;)^(u)d(w), for all u, v G ./. (5.3,7) 
Substituting wu in place of tt in (5.3.7), we have 
9{w)9{u)9{v)d{v) = F{v)9{w)9(^u)d{v), for all w,t; G J. (5.3.8) 
Multiplying (5.3.7) on the left by 9{UJ) and comparing the relation so obtained with 
(5.3.8), we get [F{v),9{w)]9{u)d{v) = 0, for all u,v,w G J. This imphes that 
9~^([F{v), 9{vj)])u9~^{d{v)) = 0, for all u,v,w e J. Thus using Lemma 5.2.2, either 
d{v) = 0 or [F{v),9{w)] = 0, for all v,w e J. If [F{v),9{w)] = 0, for ah w,v e J, 
then replacing v by vw in the above relation, we get 
9{v)[d{w), 9{w)] + [9{v), 9{w)]d{tu) = 0, for all v,w e J. (5.3.9) 
Now replace v by uv in (5.3.9) to get [9{u),9{w)]9{v)d{'w) = 0, for aU v,u,w G J. 
This gives that [u,w]v9''^{d{w)) — 0, for all v,u,w G J. Again by Lemma 5.2.2, for 
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each w £ J, either [u, w] = 0 or d{w) = 0. Hence by using Braur's trick, we find 
that either {u,w] = 0, for all u,w e U or d{w) = 0, for all w e J. If [u,w] = 0, 
for all u,w e J, then by Lemma 5.3.1, J is central, a contradiction. On the other 
hand, if d{w) — 0, for all w e J, then by Lemma 5.3.2 we get the required result. 
Remark 5.3.1. The above theorem may be proved for generalized {6, (/))-derivation. 
Conjecture 5.3.1. Let Rhea 2-torsion free prime ring and J be a nonzero Jordan 
ideal of R. Suppose $, 4> are automorphisms of R and F : R —> R is a generalized 
(9,0)-derivation with associated {9, (^ij-derivation d. 
(i) If F acts as a homomorphism on J, then either d=^0 on R OT J C Z{R). 
{a) If F acts as an anti-homomorphism on J, then either d = 0 on i? or J C Z{R). 
5.4. LIE IDEALS AND GENERALIZED ( ,^ 0)-DERIVATIONS AS HOMO-
MORPHISMS OR AS ANTI-HOMOMORPHISMS 
The aim of the present section is to generalize the result of Bell and Kappe 
Theorem 5.3.1 for generalized (^, 0)-derivation which acts as a homomorphism or 
as an anti-hom:omorphism on a Lie ideal of a prime ring. 
Using similar arguments as used at the end of the proof of Lemma 1.3 of [84], 
we conclude the following : 
Lemma 5.4.1. Let Rhe a 2-torsion free prime ring and U he a nonzero Lie ideal 
of R. If f/ is a commutative Lie ideal, then U C Z{R). 
Now we prove the following lemma which is extensively used for producing the 
proof of our main theorem of this section. 
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Lemma 5.4.2. Let i? be a 2-torsion free prime ring and U he a nonzero Lie ideal 
of R. Suppose 9, 0 are automorphisms of R. If R admits a (9, (/))-derivation d such 
that d{U) = (0), then either d = 0 or U C Z{R). 
Proof. We have d{u) = 0, for all tt G [/. This yields that d{[u, r]) = 0, for all u G [/ 
and r E R. Now using the fact that d{u) = 0, the above expression yields that 
(l){u)d{r) - d{r)9{u) = 0, for allueU and r e R. (5.4.1) 
Now for any s G R, replace r by rs in (5.4.1) and use (5.4.1), to get 
d{r)[9{s),9{u)]-[(t){r),(P{u)]d{s) = 0, (or allu e U and r,s £ R. (5.4.2) 
Again replacing s by sv in (5.4.2), our hypothesis yields that d{r)9{s)[9{v), 9{u)] = 0, 
for all u,v e U and r,s G R. Hence 9~'^{d{r))s[v,u] = 0, for all u,v G U and 
r,s G i?. This implies that 9-^{d{r))R[v,u] = (0), for ah u,v E U and r G R. Thus 
the primeness of R implies that either [v,v] = 0 or d{r) — 0. If [v,u] = 0, for ah 
?i,u G f/, then by Lemma 3.2.1, U C Z{R). On the other hand d{r) = 0 yields that 
d = 0 on i?. 
Now we are ready to prove our main theorem. 
Theorem 5.4,1. Let R he a 2-torsion free prime ring and U he a nonzero Lie 
ideal of R with u^ G U, for all w G U. Suppose 9 is an automorphism of R and 
F : R -—> R is a generalized {9, ^)-derivation with associated {9,6')-derivation d. 
(i) If F acts as a homomorphism on U, then either d = 0 on R or U C Z{R). 
(ii) If F acts as an anti-homomorphism on U, then either d --= 0 on Ror U C Z{R). 
Proof. Suppose that U ^ Z{R). 
(i) If F acts as a homomorphism on U, then we have 
F{uv) - F{u)9iv) + 9{u)d{y) = F{vi)F{:v), for all M, W G U. (5.4.3) 
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Replacing v by 2vw iu (5.4.3) and using the fact that char/? ^ 2, we get 
F{u)9{v)eiw) + 9{u){d{v)9{uj) + 9{v)d{w)} = F{u){F{v)9{w) + 9{v)d{w)}. 
In view of (5.4.3), the above relation yields that {F{u) — 9{u)}9{v)d{w) •- 0, for ah 
ii,v,w E U that is, 9~'\F{u) - 9{u))v9'\d{w)) = 0, for ah u, v, w e U. Hence 
e'\F{xi) - 9{u))U9-\d{w)) - (0), for all u,w 6 U. Thus by Lemma 3.2.1, either 
F{u) - 9{u) = 0 or d{w) - 0. If F{u) - 9{u) = 0, for ah ueU, then the relation 
(5.4.3) implies that 9{v)d{v) = 0, for ah u,v E U. Now replace u by 2uw, to get 
9{u)9{w)d{v) = 0, for all u,v,w E U. This implies that uw9''^{d{v)) = 0 and hence 
uU9~^{d{v)) = (0), for all u,v E U. Again by Lemma 3.2.1, we get either u = 0 ov 
d{v) = 0. Since [/ is a nonzero Lie ideal of /?, it follows that d{v) — 0, for all v E U. 
Hence by Lemma 5.4.2, we get the required result. 
[a) If F acts as an anti-homomorphism on [/, then we have 
F{uv) = F{u)9{v) + 9{v)d{v) = F{:v)F{u), for all «, v E U. (5.4.4) 
Replacing u by 2uv in (5.4.4) and using the fact that charR ^ 2, we get 
9{u)9{v)d{v) = F{v)9{u)d{v), for ah M, V E U. (5.4.5) 
Again replace u by 2u't/, in (5.4.5), to obtain 
9{w)9{u)9{v)d{v) = F{v)9iw)e{u)d{v), for all u,v E U. (5.4.6) 
In view of (5.4.5), the relation (5.4.6) yields that [F{v),9{w)]9{u)d{7)) = 0, for all 
u,v,w E U. This implies that 9'\[F{v),9{w)])u9-^{d{v)) = 0, for all u,v,w E U. 
Thus, by using Lemma 3.2.1, we have either d{v) = 0 or [F(v),9{w)] = 0. If 
[F(y), 9{w)] ~ 0, for ah u, v E U, then replacing v by 2vw in the above relation we 
get 
9{v)[d{w), 9{w)] -h [9{v),9{w)]d{w) = 0, for ah v, w E U. (5.4.7) 
Now replace v by 2t'ii' in (5.4.7), to get [9{vi), 6[w)]9{v)d{w) = 0, for all v,vi,w EU. 
This gives that [vi,'w\v9~^{d{;w)) — 0, for all v,vi,w E U. Again by Lemma 3.2.1, 
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for each fixed w EU, either [vi,w] = 0 or d(u') = 0. Hence by using Braur's trick, 
we find that either [vi,w] = 0, for all Vi,w E U or d{w) ~ 0, for all w E U. If 
[L)I,IU] = 0, for all vi,'w G U, then by Lemma 5.4.1, U is central, a contradiction. 
On the other hand, if d{w) — 0, then by using Lemma 5.4.2, we get the required 
result. 
The immediate consequence of the above theorem is the following : 
Corollary 5,4.1. Let i? be a prime ring and U he a nonzero ideal of R. Suppose 
6 is an automorphism of R and F : R —> R is a generalized {9, ^)-derivation with 
associated (0, ^ )-derivation d. 
(i) If F acts as a homomorphism on U, then d = 0. 
(ii) If F acts as an anti-homomorphism on U, then d = 0. 
Remark 5.4.1. Since every ideal in a ring R is a Lie ideal of R, conclusion of 
the above theorem holds even if U is assumed to be an ideal of R. Though the 
assumption that u^ E U, for all u E U seems close to assuming that U is an ideal 
of the ring, but there exist Lie ideals with this property which are not ideals. 
Example 5.4.1 Let R = li \ \ x,y,z E ^ \ . It can be easily seen that 
[/ = < ^ I X, y G ^  > is a Lie ideal of R satisfying u^ E U, for all u E U. 
However, U is not an ideal of R. 
Theorem 5.4.2. Let Rhea semiprime ring and 9 he an automorphism on R. Sup-
pose F : R —y R is a generalized {9,6')-derivation with associated (9, ^)-derivation 
d. If F acts as a homomorphism on R, then d = 0. 
Proof. If F acts as a homomorphism on R, then we have 
F{xy) = F{x)9{y) + 9{x)diy) = F{x)F{y), for all x,y E R. (5.4.8) 
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Replacing y by yz, we get 
F{x)e{y)e{z) + e{x)d{y)d{z) + e{x)e{y)d{z) = F{x)F{y)e{z) + F{xe{y)d{z). (5.4.9) 
Comparing (5.4.8) and (5.4.9), we have 
9{x)e{y)d{z) - F{x)e{y)d{z), for all x,y,ze R. (5.4.10) 
Substituting xz for x in (5.4.10), we obtain 
9{x)e{z)9{y)d{z) = F{x)9{z)9{y)d{z) + 9{x)d{z)9{y)d{z), for all x, y, z G R. 
(5.4.11) 
Replacing y by zy in (5.4.10), we have 
9{x)e{z)9{y)d{z) = F{x)e{z)9{y)d{z) for all x, y, z G i?. (5.4.12) 
Using (5.4.11) and (5.4.12), we find that . 
9{x)d{z)9{y)d{z) = Q, for all x, y, z G-R. (5.4.13) 
Sustitute yx for y to obtain 9{x)d{z)9{y)9{x)d{z) = 0, for all x,y,z G i?, that 
is, 9(x)d{z)R9{x)d{z) = (0), for all x,z G i?. Semiprimeness of R yields that 
9{x)d{z) = 0, for all x,z ^ R. Thus, we have c?(z)^(2;)rf(2) = 0, for all x,z e R. 
Again semiprimeness of R yields the required result. 
In view of Theorem 5.2.1 and Theorem 5.2.2, it is tempting to conjecture as follows: 
Conjecture 5.4.1. Let Rhe a 2-torsion free prime ring and L'^  be a nonzero Lie 
ideal of R. Suppose 9,0 are automorphisms of R and F : R —)• i? is a generalized 
{9,0)-derivation with associated {9, (zi»)-derivation d. 
(i) If F acts as a homomorphism on U, then either d = 0 on R or U C Z{R). 
(ii) If F acts as an anti-homomorphism on U, then either d = OonRoTU C Z{R). 
76 
Conjecture 5.4.2. Let R he a, semiprime ring and 9, (j) be automorphisms of 
R. Suppose F : R —^ R is a generahzed {9, (/))-derivation with associated {9,0)-
derivation d. 
(i) If F acts as an endomorphism on R, then d = 0 on R. 
(ii) If F acts as an anti-endomorphism on R, then d = 0 on R. 
v^^^^ 
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