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ABSTRACT
In this work, we investigate several natural computational problems related
to identifying symmetric signings of symmetric matrices with specific spec-
tral properties. We show NP-completeness for verifying whether an arbitrary
matrix has a symmetric signing that is positive semi-definite, is singular, or
has bounded eigenvalues. We exhibit a stark contrast between invertibility
and the above-mentioned spectral properties by presenting a combinatorial
characterization of matrices with invertible symmetric signings and an effi-
cient algorithm using this characterization to verify whether a given matrix
has an invertible symmetric signing. Finally, we give efficient algorithms to
verify and find invertible and singular symmetric signing for matrices whose
support graph is bipartite.
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CHAPTER 1
INTRODUCTION
For a real symmetric n× n matrix M and a n× n matrix s taking values in
{±1}—which we refer to as a signing—we define the signed matrix M(s) to
be the matrix obtained by taking entry-wise products of M and s. We say
that s is a symmetric signing if s is a symmetric matrix and an off-diagonal
signing if s takes value +1 on the diagonal.
Signed adjacency matrices (respectively, Laplacians) can be interpreted as
the adjacency matrix (respectively, Laplacian) of a signed graph. That is, a
graph where edges are assigned a positive or negative weights. Signed graphs
and their associated matrices have been used as early as 1953 by Harary [2] to
model social relations such as disliking, indifference, and liking. They remain
a regular tool for modeling such systems as well as an object of independent
interest in many areas of combinatorics and computer science [3, 4, 5].
In this work, we present a study of the spectra and invertibility of sym-
metric signings of matrices. We consider several natural spectral properties
and address the computational problems of finding/verifying the existence
of symmetric signings with these properties given a symmetric matrix. We
recall that a real symmetric matrix is positive semi-definite (psd) if all its
eigenvalues are non-negative. We study the following computational prob-
lems:
BoundedEvalueSigning: Given a real symmetric matrix M and a real
number λ, verify if there exists an off-diagonal symmetric signing s such that
the largest eigenvalue λmax(M(s)) is at most λ.
PsdSigning: Given a real symmetric matrix M , verify if there exists a
symmetric signing s such that M(s) is positive semi-definite.
SingularSigning: Given a real symmetric matrix M , verify if there exists
an off-diagonal symmetric signing s such that M(s) is singular.
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InvertibleSigning: Given a real symmetric matrix M , verify if there exists
a symmetric signing s such that M(s) is invertible (that is, non-singular).
The main motivation behind the study of BoundedEvalueSigning is
its relation to constructing optimal expanders. The Alon-Boppana bound
[6] shows that λ2(G) ≥ 2
√
d− 1 − o(1) for every d-regular graph G. We
say that a graph G is Ramanujan if λ2(G) ≤ 2
√
d− 1. Such graphs are
optimal expanders and are of great interests in many areas of mathematics
and computer science research.
The construction of Ramanujan graphs by Lubotzky, Philips, and Sar-
nak [7] was a landmark achievement. However, their construction only pro-
duced Ramanujan graphs of certain degrees. Thus, the efficient construction
of Ramanujan graphs of all degrees remains an important open problem. A
combinatorial approach to this problem, initiated by Friedman [8], is to ob-
tain larger Ramanujan graphs from a smaller ones by taking lifts of the
smaller graph. This operation preserves degree and hence its repeated appli-
cation produces an Ramanujan graphs of specific degree and arbitrary size.
A 2-lift H of G is obtained by replacing each vertex v of G with two copies
of itself, say v1 and v2, in H, and for each edge {u, v} in G, introduce either
{u1, v2}, {u2, v1} or {u1, v1}, {u2, v2} as edges of H.
It is easy to see that there exists a natural bijection between 2-lifts of a
graph G and symmetric signings of its adjacency matrices. Moreover, the
eigenvalues of the adjacency matrix of a 2-lift H are given by the union of
the eigenvalues of the adjacency matrix of the base graph G (also called the
“old” eigenvalues) and the signed adjacency matrix of G that corresponds to
the 2-lift (the “new” eigenvalues).
A result of Marcus, Spielman, and Srivastava [9] shows that there is always
a 2-lift of every d-regular bipartite graph that is Ramanujan. This immedi-
ately suggests an iterative algorithm that can construct bipartite Ramanu-
jan graphs of arbitrary degree d and size given a small d-regular Ramanujan
graph. We recall that it is easy to construct small d-regular Ramanujan
graphs (consider Kd,d). Hence, to efficiently construct bipartite Ramanu-
jan graphs of arbitrary degree and size we only need an efficient way to
find 2-lifts of d-regular bipartite Ramanujan graphs with minimum λ2. This
naturally motivates BoundedEvalueSigning since an efficient algorithm
to solve BoundedEvalueSigning would immediately suggest an efficient
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algorithm to construct bipartite Ramanujan graphs of any degree and size.
We note that Cohen [10] gave an efficient algorithm to find bipartite Ra-
manujan multi-graphs. However, it remains open to find an efficient construc-
tion of bipartite Ramanujan simple graphs of all degrees. We also note that
Cohen’s algorithm is not based on the above-mentioned lifting operation.
Another motivation of this work is the long history of research studying
the determinant of signed adjacency matrices of graphs as it relates to several
fundamental questions concerning graphs and linear systems [11, 12, 13, 14].
We mention two of these questions:
Po´lya’s scheme: Given an adjacency matrix A, is there a signing of A such
that the permanent of A equals the determinant of the signed matrix?
Sign solvability : Given a real square matrix, is every real matrix with the
same sign pattern (that is, the corresponding entries either have the same
sign, or are both zero) invertible?
Both these questions are known to be equivalent and in particular, closely
related to the problem of counting the number of perfect matchings in a given
bipartite graph (see the survey by Thomas [13]).
In this work we also study the relationship between symmetric signings and
manipulating the determinant of symmetric matrices. Namely, we investigate
the complexity of SingularSigning and InvertibleSigning. However,
we note that the signings studied in the related works mentioned above are
not necessarily symmetric.
Intriguingly, the complexity of BoundedEvalueSigning has not been
studied in the literature even though it is widely believed to be a difficult
problem in the graph sparsification community. We shed light on this prob-
lem by showing that it is NP-complete. Owing to the close connection be-
tween the maximum eigenvalue, positive semi-definiteness, and singularity
(by suitable translations), we obtain that PsdSigning and SingularSign-
ing are also NP-complete.
Theorem 1.1. BoundedEvalueSigning, PsdSigning, and Singular-
Signing are NP-complete.
We remark that the hard instances generated by our proof of Theorem
1.1 are real symmetric matrices with non-zero diagonal entries and hence,
it does not completely resolve the computational complexity of the problem
of finding a signing of a given adjacency matrix that minimizes its largest
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eigenvalue. However, it gives some indication that the task of making the
result by Marcus et al.[9] constructive would require techniques that are
specific to graphs and graph-related matrices.
In contrast, we next show that SingularSigning and its search variant
admit efficient algorithms when the input matrix corresponds to the adja-
cency matrix of a bipartite graph. This result provides some evidence that an
efficient algorithm to solve the NP-complete problems appearing in Theorem
1.1 for graph-related matrices may exist.
Theorem 1.2. There exists a polynomial-time algorithm to verify if the ad-
jacency matrix AG of a given bipartite graph G has a symmetric signing s
such that AG(s) is singular, and if so, find such a signing.
We also show a stark difference in complexity between SingularSigning
and InvertibleSigning. In contrast to SingularSigning which is NP-
complete for arbitrary input matrices (Theorem 1.1), we show that Invert-
ibleSigning is solvable in polynomial time for arbitrary input matrices.
Theorem 1.3. There exists a polynomial-time algorithm to solve Invert-
ibleSigning.
Our algorithm for solving InvertibleSigning is based on a novel graph-
theoretic characterization of symmetric matrices M for which every sym-
metric signed matrix M(s) is singular. We believe that our characterization
might be of independent interest. We describe the characterization now.
The support graph of a real symmetric n × n matrix M is an undirected
graph G where the vertex set of G is {1, . . . , n}, and the edge set of G is{{u, v} |M [u, v] 6= 0}. We note that G could have self-loops depending on
the diagonal entries of M .
A perfect 2-matching in a graph G with edge set E is an assignment x :
E → {0, 1, 2} of values to the edges such that ∑e∈δ(v) xe = 2 holds for every
vertex v in G (where δ(v) denotes the set of edges incident to v).
We show the following characterization from which Theorem 1.3 follows
immediately.
Theorem 1.4. Let M be a symmetric n×n matrix and let G be the support
graph of M . The following are equivalent:
1. The signed matrix M(s) is singular for every symmetric signing s.
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2. The support graph G does not contain a perfect 2-matching.
Moreover, there exists a polynomial-time algorithm to verify whether the
signed matrix M(s) is singular for every symmetric signing s.
We remark that Theorem 1.4 can also be stated with respect to non-
expanding independent sets. For a subset S of vertices in a graph G, let
NG(S) be the non-inclusive neighborhood of S, that is,
NG(S) :=
{
u ∈ V \ S | {u, v} is an edge of G for some v in S} .
A subset S of vertices is said to be independent if there are no edges between
any pair of vertices in S. A subset S of vertices is said to be expanding in G
if |NG(S)| ≥ |S|.
Tutte [15] showed that the existence of a non-expanding independent set is
equivalent to the absence of perfect 2-matchings in the graph, which in turn
has been used in the study of independent sets [16, 17, 18].
Thus, Theorem 1.4 can be interpreted as a spectral characterization of
graphs with non-expanding independent sets: a graph contains a non-expanding
independent set if and only if every symmetric signed adjacency matrix of
the graph is singular.
Our final result focuses on the search variant of InvertibleSigning. We
mention that our proof of Theorem 1.4 is non-constructive; that is, even if the
support graph of the given matrix has a perfect 2-matching, our proof does
not lead to an efficient algorithm to find an invertible signing. While we do
not have an efficient algorithm for the search problem for arbitrary symmetric
matrices, we obtain an efficient algorithm for those whose support graph is
bipartite. This may be evidence that the search variants of PsdSigning
and SingularSigning are also solvable efficiently we restricted to matrices
with bipartite support.
Theorem 1.5. There exists a polynomial-time algorithm to verify if a given
symmetric matrix M , whose support graph is bipartite, has a symmetric sign-
ing s such that M(s) is invertible, and if so, find such a signing.
5
1.1 Organization
In Section 1.2, we review definitions, notations, and results relevant to this
work. In Chapter 2, we focus on our results related to invertible signings.
This includes Section 2.1 which focuses on a combinatorial characterization of
matrices with invertible signings (Theorem 1.4) and Section 2.2 which gives
an algorithm to find an invertible signing of adjacency matrices of bipartite
graphs (Theorem 1.5). In Chapter 3, we turn our focus to results related to
singular signings. This includes an efficient algorithm to find a singular sign-
ing of adjacency matrices of bipartite graphs (Theorem 1.2) in Section 3.1,
and a proof of NP-completeness of SingularSigning (Lemma 3.1) in Sec-
tion 3.2. Finally, in Chapter 4 we complete Theorem 1.1 by showing that
PsdSigning andBoundedEvalueSigning are also NP-complete. We con-
clude by discussing open questions and potential avenues for future research
in Chapter 5.
1.2 Preliminaries
In this section we introduce definitions, notation, and theorems used through-
out this work. We also discuss some related results. We assume the reader
is familiar with basic graph theory and linear algebra.
1.2.1 Matchings
A matching in a graph G is a vertex-disjoint subset of the edge set E. A
perfect matching in a graph G is a matching such that every vertex is incident
to an edge.
A perfect 2-matching in a graph G is an assignment x : E → {0, 1, 2} of
values to the edges such that
∑
e∈δ(v) xe = 2 holds for every vertex v in G
(where δ(v) denotes the set of edges incident to v). We note that a perfect
2-matching in G can also be described a collection of vertex-disjoint edges,
cycles and self-loops.
It is useful to note some key differences between bipartite graphs and
general graphs with respect to perfect 2-matching. Namely, it is easy to see
that a bipartite graph contains a perfect 2-matching if and only if it also
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contains a perfect matching. Thus, our main theorem immediately suggests
that a bipartite graph contains no perfect matching if and only if every
symmetric signing of its adjacency matrix is singular. This fact will later
be exploited in Sections 2.2 and 3.1 to produce efficient algorithms to find
invertible and singular signings of adjacency matrices of bipartite graphs.
1.2.2 Graph Theory and Linear Algebra
The support graph of a real symmetric n × n matrix M is an undirected
graph G where the vertex set of G is {1, . . . , n}, and the edge set of G is{{u, v} |M [u, v] 6= 0}. We note that G could have self-loops depending on
the diagonal entries of M .
The adjacency matrix of a n-vertex graph G—denoted as AG—is a n× n
symmetric matrix where AG[u, v] = 1 if {u, v} is an edge inG and 0 otherwise.
We note that AG may have non-zero entries on its diagonal if the graph G
has self-loops.
Let M be a n × n matrix and λ1, λ2, . . . , λn be its eigenvalues. We recall
that M is positive semi-definite if λi ≥ 0 for all i and positive definite if the
inequality is strict for all i. Since the determinant of a matrix is equal to the
product of its eigenvalues, it follows that a matrix is positive definite only if
its determinant is strictly greater than zero.
We use the notion of Schur complement repeatedly. The following lemma
summarizes the definition and relevant properties of the Schur complement
used in this work.
Lemma 1.1 (Horn and Johnson [19]). Let D be a symmetric matrix whose
blocks are of the following form (with appropriate dimensions):
D =
[
A B
BT C
]
.
Suppose A is invertible. Then the Schur complement of C in matrix D is
defined to be
DC := C −BA−1BT .
We have the following properties:
(i) Suppose A is positive definite. Then, D is positive semi-definite if and
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only if the Schur complement of C in D, namely DC, is positive semi-
definite.
(ii) det(D) = det(A) · det(DC).
Let G be a graph on n vertices with edge set E. The Tutte matrix of G is
a n× n matrix A such that
A[i, j] =

−xij, if {i, j} ∈ Eandi < j
xij, if {i, j} ∈ Eandj < i
0, otherwise
.
Such matrices whereA[i, j] = −A[j, i] for all i and j are called skew-symmetric.
There are several known results that relate the existence of perfect match-
ings in a graph to the determinant of adjacency like matrices not being
identically zero. One such result is thanks to Tutte [20] which shows that
the determinant of the Tutte matrix of a graph G is identically zero if and
only if G does not contain a perfect matching.
1.2.3 Matrix Signings
Unless otherwise specified, all matrices are symmetric and take values over
the reals. We recall that for a real symmetric n× n matrix M , a signing of
M is a n×n matrix s taking values in {±1}. Moreover, we define the signed
matrix M(s) to be the matrix obtained by taking entry-wise products of M
and s. For simplicity, in the rest of this work will use the term signing to
refer to a symmetric signing.
Let Sn denote the set of permutations of n elements. Then, the permutation
expansion of the determinant of a signed matrix M(s) is given by
detM(s) =
∑
σ∈Sn
sgn(σ) ·
n∏
i=1
M(s)[i, σ(i)].
For ease of presentation, we define Mσ(s) := sgn(σ) ·
∏
iM(s)[i, σ(i)] and
Mσ := Mσ(J), where J is the signing corresponding to all entries being +1.
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Then the permutation expansion can be written as
detM(s) =
∑
σ∈Sn
Mσ(s).
We recall that a permutation σ in Sn has a unique cycle decomposition
that corresponds to a vertex disjoint union of directed cycles and self-loops
on n vertices. Removing the orientation gives a vertex-disjoint union of
cycles of length at least three, matching edges, and self-loops. Let the col-
lection of edges in the cycle components, matching components, and self-
loop components in the resulting undirected graph be denoted by Cycles(σ),
Matchings(σ), and Loops(σ) respectively. We observe that sgn(σ) is the par-
ity of the sum of the number of matching edges and the number of even-length
cycles (cycles with an even number of edges) in the undirected subgraph in-
duced by the edges in Cycles(σ) ∪ Matchings(σ). For a matrix M and a
signing s, we define
MCycles(σ, s) :=
 ∏
{u,v}∈Cycles(σ)
M(s)[u, v]
 ,
MMatchings(σ, s) :=
 ∏
{u,v}∈Matchings(σ)
M(s)[u, v]2
 , and
MLoops(σ, s) :=
 ∏
{u,u}∈Loops(σ)
M(s)[u, u]
 .
We use the convention that a product over an empty set is equal to 1. With
this notation, we have
Mσ(s) = sgn(σ) ·MCycles(σ, s) ·MMatchings(σ, s) ·MLoops(σ, s).
Hence, the parity of Mσ(s) is completely determined by the set of cycle and
loop edges of σ.
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CHAPTER 2
MATRICES WITH INVERTIBLE SIGNINGS
In this chapter, we focus on invertible signings. First, in Section 2.1 we
prove Theorem 1.4. Next, in Section 2.2 we present an algorithm to find an
invertible signing of the adjacency matrix of a given bipartite graph. This
completes the proof of Theorem 1.5.
2.1 Invertibility Characterization
To prove Theorem 1.4 we introduce the following lemma which relates the
existence of a invertible signing to the existence of non-zero terms in the
determinant.
Lemma 2.1. Let M be a symmetric n× n matrix. Then Mσ = 0 for every
permutation σ in Sn if and only if M(s) is singular for all signings s.
Proof. We first show the forward implication which follows almost immedi-
ately from the definition of the permutation expansion. Suppose Mσ = 0 for
every permutation σ in Sn. Then Mσ(s) = 0 for every permutation σ in Sn
and every signings s. That is, every term in the permutation expansion of
the determinant of M(s) is zero for every signings s.
To complete the proof we now show the contrapositive of the reverse im-
plication. Suppose that there is a non-empty subset of permutations Σ such
that Mσ = 0 holds for all σ ∈ Σ. Let τ be a permutation in Σ with the
fewest number of cycle and loop edges and T ⊆ Σ be the set of permu-
tations with the same set of cycle and loop edges as τ . We recall that
Mσ(s) = Mτ (s) for all permutations σ ∈ T and signings s since. We also
note Cycles(σ) ∪ Loops(σ) \ Cycles(τ) ∪ Loops(τ) 6= ∅ for all σ ∈ Σ \ T.
Let Q be the set of signings s such that sij = 1 for (i, j) ∈ Cycles(τ). It
follows that for σ ∈ Σ \ T, the number of signings s in Q where Mσ(s) is
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positive is equal to the number of signings s in Q where Mσ(s) is negative.
Moreover, for all signings s in Q the parity of Mτ (s) is the same. Hence,∑
s∈Q
∑
σ∈Sn
Mσ(s) =
∑
s∈Q
∑
σ∈Σ
Mσ(s)
=
∑
s∈Q
∑
σ∈T
Mσ(s) +
∑
s∈Q
∑
σ∈Σ\T
Mσ(s)
= ±2|Q||T|.
Thus, there must exist a signing s in Q where detM(s) is not zero.
The author is aware of several proofs for Lemma 2.1. Among them include
a proof using the DeMillo-Lipton-Schwartz-Zippel lemma [21, 22, 23] by ex-
ploiting the low-degree nature of the multivariate determinant polynomial
and a similar proof to the one provided that uses a probabilistic argument.
All known proofs are non-constructive but this proof is presented for its sim-
plicity.
To complete the proof of Theorem 1.4, we use the following lemma about
the complexity of verifying the existence of a perfect 2-matching in a given
graph. The lemma follows from a well-known reduction to the perfect match-
ing problem in bipartite graphs.
Lemma 2.2 (Tutte [15]; Lova´sz and Plummer [24, Corollary 6.1.5]). There
exists a polynomial-time algorithm to verify if a given graph (possibly with
loops) has a perfect 2-matching.
We now have everything required to complete the proof of Theorem 1.4.
Proof of Theorem 1.4. By Lemma 2.1, the signed matrix M(s) is singular
for every signing s if and only if Mσ = 0 holds for every permutation σ in Sn.
The existence of a perfect 2-matching in the support graph of M is equivalent
to the fact that Mσ 6= 0 for some σ in Sn, and therefore we have that Mσ = 0
for every σ in Sn if and only if the support graph of M has no perfect 2-
matchings. Moreover, Lemma 2.2 immediately gives us a polynomial-time
algorithm to verify whether the signed matrix M(s) is singular for every
signing s.
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2.2 Finding Invertible Signings of Bipartite Graphs
In this section we present an algorithm to find an invertible signing of the
adjacency matrix of a given bipartite graph. We first need to define one
additional concept in regards to matrix signings.
We say that a signing s′ extends another signing s on entry (u, v) if s′[i, j] =
s[i, j] for every entry (i, j) 6∈ {(u, v), (v, u)}. Thus, if s′ extends a signing s
on entry (u, v), then s′ could be s or it differs from s only in the entry
corresponding to u’th row and v’th column (and by symmetry, the entry
corresponding to v’th row and u’th column). We now have the ingredients
to show that incrementing a signing while preserving invertibility is possible.
Lemma 2.1 (Incremental Signing). Let G be a bipartite graph with biparti-
tion (L,R) of the vertex set, and let AG be the adjacency matrix of G. Sup-
pose there exists a signing s such that AG(s) is invertible. Let ` ∈ L, r ∈ R
be vertices in G such that e := {`, r} is not an edge of G. Then there exists
a signing s′ that extends s on (`, r) such that AG+e(s′) is invertible, where
G+ e is the graph obtained by adding the edge e to G.
Proof. Let n be the number of vertices in G. Let s be a signing such that
AG(s) is invertible. Let s
′ be an n × n matrix where s′[i, j] = s[i, j] for all
pairs of (i, j) besides (`, r) and (r, `), and set s′[`, r] (and thus by symmetry,
s′[r, `]) to be a variable x. Let b` and br be vectors of length n− 2 such that
b`[i] = AG(s
′)[`, i] and br[i] = AG(s′)[r, i] for every i not equal to ` or r. For
a subgraph G′ of G with adjacency matrix AG′ , let AG′(s) denote the signed
adjacency matrix of G′ obtained by the entry-wise product of AG′ and the
signing obtained by projecting s to the edges of G′.
Consider the matrix AG+e(s
′) obtained by taking entry-wise product of
AG+e and s
′. Let H be the graph obtained by removing vertices r and ` from
G, and let AH be the adjacency matrix of H. In the notation defined, we
have
AG+e(s
′) =
 0 x b`x 0 br
bT` b
T
r AH(s)

with the first and second rows (by symmetry, columns) corresponding to
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vertices ` and r respectively. Let f(x) := det(AG+e(s
′)). We have that
f(x) = − det (AH(s))x2 − det
([
0 br
bT` AH(s)
])
x+ det (AG(s)) .
We note that f(x) is a quadratic function of x. Now suppose for the sake of
contradiction that the matrix AG+e(s
′) is singular for both x = ±1. Then
f(1) = f(−1) = 0 and hence the following holds.
det
([
0 br
bT` AH(s)
])
= 0 (2.1)
det(AH(s)) = det(AG(s)) (2.2)
We recall that det(AG(s)) 6= 0 and hence det(AH(s)) 6= 0 by equation (2.2).
Since det(AH) 6= 0, we use the property of the Schur complement (Lemma
1.1) to obtain that
det(AG(s)) = det(AH(s)) · det
(
0−
[
b`
br
]
AH(s)
−1
[
bT` b
T
r
])
= det(AH(s)) · det
([
b`AH(s)
−1bT` b`AH(s)
−1bTr
brAH(s)
−1bT` brAH(s)
−1bTr
])
.
Using equation (2.2), we thus have
det
([
b`AH(s)
−1bT` b`AH(s)
−1bTr
brAH(s)
−1bT` brAH(s)
−1bTr
])
= 1. (2.3)
Let G − ` and G − r be the graphs obtained by removing vertices ` and r
from G respectively. Then by applying the Schur complement on AG−r(s)
(Lemma 1.1), we have that
det(AG−r(s)) = det
([
0 br
bTr AH(s)
])
= det(AH(s)) · det(0− brAH(s)−1bTr ),
(2.4)
and hence
det(AG−r(s)) = − det(AH(s)) · brAH(s)−1bTr . (2.5)
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Similarly, we also have
det(AG−`(s)) = − det(AH(s)) · b`AH(s)−1bT` . (2.6)
Moreover, by equation (2.1) and the property of Schur complement (Lemma 1.1),
we have that
0 = det
([
0 br
bT` AH(s)
])
= det(AH(s)) · det(0− brAH(s)−1bT` ).
Hence,
brAH(s)
−1bT` = 0. (2.7)
Similarly, we also have
b`AH(s)
−1bTr = 0. (2.8)
Thus, using equations (2.5), (2.6), (2.7), and (2.8), we have
det
([
b`AH(s)
−1bT` b`AH(s)
−1bTr
brAH(s)
−1bT` brAH(s)
−1bTr
])
=
det(AG−r(s))
det(AH(s))
· det(AG−`(s))
det(AH(s))
.
(2.9)
However, sinceG is bipartite and has a perfect 2-matching, the subgraphsG−
r and G−` must be bipartite and have an odd number of vertices. Hence, the
subgraphs G− r and G− ` have no perfect 2-matching. Thus, by Lemma 2.2
and the backward direction of Theorem 1.4, we have det(AG−r(s)) = det(AG−`(s)) =
0 which together with equation (2.9) contradicts equation (2.3).
Lemma 2.1 suggests a natural algorithm to find an invertible signing of
the adjacency matrix of a given bipartite graph in polynomial time that
is presented in Figure 2.1. The correctness of the algorithm follows from
Lemma 2.1. It can be implemented to run in polynomial time since a perfect
matching in a bipartite graph can be found efficiently and moreover, Step 4.2
only requires us to consider the determinant of the signed adjacency matrix
of H + e for the two possible signings s′ that extend s on (`, r) (where the
two extensions are obtained by signing the edge e as ±1). This completes the
proof of Theorem 1.5. Our algorithm also gives an alternative constructive
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FindInvertibleSigningBipartite(G): Input : A bipartite graph G.
1. Find a perfect matching M in G.
2. Let H be the subgraph of G with edge set M .
3. Let s be the all-one signing.
4. While G 6= H:
4.1. Let e := {`, r} be an edge in G but not in H.
4.2. Find a signing s′ that extends s on (`, r) such that AH+e(s′) is invertible.
4.3. Update s← s′ and H ← H + e.
5. Return s.
Figure 2.1: The algorithm FindInvertibleSigningBipartite(G).
proof of Theorem 1.4 for matrices whose support graph is bipartite.
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CHAPTER 3
SINGULAR MATRICES
In this chapter, we focus on singular signings. First we give an efficient
algorithm to find a singular signing of adjacency matrices of bipartite graphs
in Section 3.1. This completes the proof of Theorem 1.2. Next, in Section 3.2
we prove that SingularSigning is NP-complete—which will be used to
complete the proof of Theorem 1.1 in Chapter 4, and Theorem 1.2.
3.1 Finding Singular Signings of Bipartite Graphs
In this section, we characterize bipartite graphs whose signed adjacency ma-
trix is invertible for all signings. We use this characterization to prove The-
orem 1.2. We will use the following results by Little [25] for our characteri-
zation. (Lemma 3.1 is a slight extension to the original result by Little.
Lemma 3.1 (Little [25]). Let G be a graph with adjacency matrix AG. Then
det(AG(s)) is even for all signings s if and only if G has an even number of
perfect matchings.
Theorem 3.2 (Little [25]). Let G be a graph. Then G has an even number
of perfect matchings if and only if there is a set S ⊆ V (G) such that every
vertex in G has even number of neighbors in S. Moreover, if G has an even
number of perfect matchings, then such a set S can be found in polynomial
time.
We now have the ingredients to characterize bipartite graphs whose signed
adjacency matrix is invertible for all signings.
Lemma 3.3. Let G be a bipartite graph and let AG be the adjacency ma-
trix of G. Then G has an odd number of perfect matchings if and only if
det(AG(s)) 6= 0 for all signings s.
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Proof. Suppose G has an odd number of perfect matchings. By Lemma 3.1,
we have that det(AG(s)) 6= 0 for all signings s.
Now suppose that G has an even number of perfect matchings. By The-
orem 3.2, there exists a set S ⊆ V (G) such that |NG(v) ∩ S| is even for all
v ∈ V (G). We observe that the subgraph G[S] induced by S is bipartite with
every vertex having even degree. Thus, any closed walk on G[S] has even
number of edges and every connected component in G[S] has an Eulerian
tour with even number of edges. Let C be a connected component of G[S]
with m edges and let T := (e1, e2, . . . , em) be an ordering of the edges that
represents an Eulerian tour of C. Then we sign edge ei to be positive if i is
even and negative otherwise. Every vertex v ∈ V (G) \ S has even number
of edges between v and vertices in S. We partition the edges incident to v
into two arbitrary parts of equal size and sign all the edges in one part to
be positive and the rest of the edges in the other part to be negative. Let sˆ
denote the resulting signing.
Under the signing sˆ every vertex v of G has an equal number of positive
and negative edges to vertices in S. Thus, the sum of the column vectors
corresponding to the vertices in S will be zero and hence det(AG(sˆ)) = 0.
We note that the proof of Lemma 3.3 is constructive since we can find a set
S for which every vertex has even number of neighbors in S in polynomial
time by Theorem 3.2. Thus, Theorem 1.2 follows from Theorem 3.2 and
Lemma 3.3.
3.2 Hardness of Singular Signing Problem
In this section we prove that SingularSigning is NP-complete. In order to
show this result, we reduce from the partition problem, which is a well-known
NP-complete problem [26]. We recall the problem below:
Partition: Given an n-dimensional vector b of non-negative integers, de-
termine if there is a ±1-signing vector z such that the inner product 〈b, z〉
equals zero.
Lemma 3.1. SingularSigning is NP-complete.
17
Proof. SingularSigning is in NP since if there is an (off-diagonal) signing
of the given matrix that is positive semi-definite or singular, then this sign-
ing gives the witness. In particular, we can verify if a given (off-diagonal)
symmetric signed matrix is positive semi-definite or singular in polynomial
time by computing its spectrum [27].
We show NP-hardness of SingularSigning by reducing fromPartition.
Let the n-dimensional vector b := (b1, . . . , bn)
T be the input to Partition,
where each bi is a non-negative integer. We construct a matrix M as an
instance of SingularSigning as follows: Consider the following (n + 2) ×
(n+ 2)-matrix
M :=
In b 1nbT 〈b, b〉 0
1Tn 0 n
 ,
where In is the n × n identity matrix and 1n is the n-dimensional column
vector of all ones. Claim 3.2 proves the correctness of the reduction to Sin-
gularSigning.
Claim 3.2. The matrix M has a symmetric off-diagonal signing s such that
M(s) is singular if and only if there is a vector z ∈ {±1}n such that the
inner product 〈b, z〉 is zero.
Proof. Construct the Schur complement M ′C of C of M
′ as in Claim 4.2.
Using property (ii) of Lemma 1.1, we have that
detM ′ = det(In) · det(M ′C) = det(In) · det
([
0 −〈bˆ, z〉
−〈bˆ, z〉 0
])
= −〈bˆ, z〉2.
Therefore, detM ′ = 0 if and only if 〈bˆ, z〉 = 0. We note that 〈bˆ, z〉 = 0 if and
only if there is a ±1-vector z′ such that 〈b, z′〉 = 0.
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CHAPTER 4
HARDNESS OF EIGENVALUE PROBLEMS
In this chapter we prove that PsdSigning and BoundedEvalueSigning
are NP-complete. Together with Lemma 3.1 this completes the proof of
Theorem 1.1.
4.1 Hardness of Positive Semi-definite Signing Problem
In order to show the NP-completeness of PsdSigning, we again reduce from
Partition [26]. The proof has a similar outline to the NP-completeness
proof of SingularSigning (Lemma 3.1).
Lemma 4.1. PsdSigning is NP-complete.
Proof. PsdSigning is in NP since if there is an (off-diagonal) signing of the
given matrix that is positive semi-definite, then this signing gives the witness.
In particular, we can verify if a given (off-diagonal) symmetric signed matrix
is positive semi-definite in polynomial time by computing its spectrum [27].
We show NP-hardness of PsdSigning by reducing from Partition. Let
the n-dimensional vector b := (b1, . . . , bn)
T be the input to the Partition
problem, where each bi is a non-negative integer. We construct a matrix M as
an instance of PsdSigning as follows: Consider the following (n+2)×(n+2)-
matrix
M :=
In b 1nbT 〈b, b〉 0
1Tn 0 n
 ,
where In is the n × n identity matrix and 1n is the n-dimensional column
vector of all ones. Claim 4.2 proves the correctness of the reduction to Psd-
Signing.
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Claim 4.2. The matrix M has a signing s such that M(s) is positive semi-
definite if and only if there is a ±1-vector z such that the inner product 〈b, z〉
is zero.
Proof. We may assume that any signed matrix M(s) that is positive semi-
definite may not have negative entries in the diagonal because a positive
semi-definite matrix will not have negative entries on its diagonal. Hence,
we will only consider symmetric off-diagonal signing s of the matrix M of
the following form:
M ′ := M(s) =
In bˆ zbˆT 〈b, b〉 0
zT 0 n
 ,
where the n-dimensional vector z takes values in {±1}n and bˆ = (bˆ1, . . . , bˆn)T ,
where bˆi takes value in {±bi} for every i. Let
A := In,
B :=
[
bˆ z
]
, and
C :=
[
〈b, b〉 0
0 n
]
.
Since A = In is invertible, the Schur complement of C in M
′ is well-defined
and is given by
M ′C =
[
〈b, b〉 0
0 n
]
−
[
bˆT
zT
]
I−1n
[
bˆ z
]
=
[
〈b, b〉 0
0 n
]
−
[
〈bˆ, bˆ〉 〈bˆ, z〉
〈bˆ, z〉 〈z, z〉
]
=
[
0 −〈bˆ, z〉
−〈bˆ, z〉 0
]
,
where the last equation follows because we have 〈bˆ, bˆ〉 = 〈b, b〉 and 〈z, z〉 = n.
We note that A = In is positive definite. Therefore, by property (1) of
Lemma 1.1, the matrix M ′ is positive semi-definite if and only if M ′C is
positive semi-definite. Therefore, M ′ is positive semi-definite if and only if
〈bˆ, z〉 = 0. Finally, we note that 〈bˆ, z〉 = 0 if and only if there is a ±1-vector
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z′ such that 〈b, z′〉 = 0.
4.2 Hardness of Bounded Eigenvalue Signing Problem
To prove that BoundedEvalueSigning is NP-complete, we consider the
following problem that is closely related to PsdSigning:
NsdSigning: Given a real symmetric matrix M , verify if there exists a sign-
ing s such that M(s) is negative semi-definite.
We observe that a real symmetric n× n matrix is positive semi-definite if
and only if −M is negative semi-definite. Lemma 4.1 and this observation
lead to the following corollary.
Corollary 4.1. NsdSigning is NP-complete.
We next reduce NsdSigning to BoundedEvalueSigning which also
completes the proof of Theorem 1.1.
Lemma 4.2. BoundedEvalueSigning is NP-complete.
Proof. BoundedEvalueSigning is in NP since if there is an off-diagonal
signing of a given matrix that has all eigenvalues bounded above by a given
real number λ, then this signing gives the witness. We can verify if all
eigenvalues of a given off-diagonal symmetric signed matrix are at most λ in
polynomial time by computing the spectrum of the matrix.
We show NP-hardness of BoundedEvalueSigning by reducing from
NsdSigning which is NP-complete by Corollary 4.1. Let the real symmetric
n×n matrix M be the input to the NsdSigning problem. We construct an
instance of BoundedEvalueSigning by considering λ = 0 and the matrix
M ′ obtained from M as follows (where |a| denotes the magnitude of a):
M ′[i, j] =
{
M [i, j] if i 6= j,
− ∣∣M [i, j]∣∣ if i = j.
We observe that every negative semi-definite signing of M has to necessarily
have negative values on the diagonal. Hence, there is a signing s such that
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that M(s) is negative semi-definite if and only if there is an off-diagonal
signing t such that λmax(M
′(t)) ≤ λ = 0.
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CHAPTER 5
DISCUSSION
The complexities of the four problems that we studied in this work are still
open and are of special interest when we restrict the input to be the adjacency
matrix of simple graphs. That is, symmetric matrices with zero in the diago-
nal entries. We still do not know if PsdSigning and SingularSigning are
efficiently solvable or NP-complete for any nontrivial class of graphs besides
bipartite graphs. Moreover, we also do not know the complexity of Bound-
edEvalueSigning for bipartite graphs since the natural reduction from
BoundedEvalueSigningto PsdSigning invalidates the diagonal entries
of the matrix. With respect to our original motivation, what is of perhaps
more interest is the search variant of the four problems for graph-related
matrices.
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