Image classification has different applications. Up to now, various 
Introduction
In order to identify the content of an image, it is necessary to extract and process information from image. Various methods have been presented for processing this information that each of them has its special features. Different algorithms have been presented for image classification up to now. Most of these algorithms are based on artificial intelligence and machine learning. The available methods have different potentials based on the datasets and learning methods. Each classification problems has error based on the network type and structure. This error can have different reasons. This study has acted to reduce the image classification error. Deep learning based mixed methods are used to reduce error.
Artificial neural networks have been employed for classification purposes given thepotentialof the layers to learn the new hybrid-based features. The deep belief models are the extended versions of the artificial neural network models. These models have numerous applications in classifying texts and images and processing satellite and medical images and they have been widely used recently [1] . Deep learning has been based on the artificial neural networks and researchers aim to model the high-level abstraction of the data. These models extract multiple features from the data and analyze them. A data can be a word, pixel, frequency, etc. Although this data can convey an insignificant meaning, a combination of this data can lead to better results [2] .
Deep learning is useful for certain scenarios and it involves the use of the machine learning models and other techniques for the creation of meaningful results [3] . Deep models have several latent layers and numerous parameters that need to be taught. This computational complexity and the larger parameter space have reduced the use of a large number of layers in the common neural network methods [4] . The large number of the layers in these networks not only reduces the speed but also results in the local minima and unsatisfactory results [5] . Deep belief networks have provided the solution to this problem and the opportunity to use multiple networks. In addition, Deep belief networks have applications to feature learning and classification [6] . A deep belief network is a generative probabilistic model composed of multiple Figure 1 shows an example of these networks. Various algorithms have been proposed for training a deep belief network on the relevant weights [7] . One of the distinctive characteristics of a deep belief network is that all of the states of the hidden units of the network are identified on a forward path and regression is not allowed. Although this deduction is not completely accurate, it is relatively accurate. After training the deep belief network, all of the probabilistic models are ruled out and the resulting weights are used as a new starting set for the neural network weights. This process is called "pre-training". Following the pre-training phase, one layer is added as the output of the network as aSoftmax function and the entire network is trained discriminatively. This network has been used in solving various problems [8] . The ensemble classifications belong to the family of the multi-component classification approaches, which were proposed to produce better results than a single-component classification approach [9] . In this classification, different ensemble classification approaches are used to obtain better results, and the hybrid approaches differ in their classification mechanisms and how they combine the base classifier in relation to the weights [10] .
In fact, there are two possible frameworks for the ensembles: dependent (sequential) and independent (parallel) [11] . In a dependent framework, the output of one classifier is used to create the subsequent classifier. Hence, it is possible to use the knowledge generated through the previous cycles to direct the learning process in the subsequent cycles [12] . Boosting is an example of the application of this approach. In the second framework, i.e. the independent framework, each classifier is built individually and the outputs of the classifiers are combined with the polling methods [13] . The present research goal was to use the deep belief network hybrid methods to optimize the results of image classification.
Naturally, the main goal of this problem and the other learning problems is to provide better results. The hybrid methods were used in this research to improve the results. As humans use the previous results and research findings to make decisions and obtain better results, this method has been also employed in various studies on learning. One of the related techniques is the memory revival technique. Various studies have been conducted on this topic. The present research goal was to combine the AdaBoost, deep belief network, and neural networks methods. In fact, the goal was to combine AdaBoost with deep belief networks to create a memory-based network, use the previous learning results in the subsequent iterations, and produce better results. With the proposed hybrid method, the results from the large-scale studies are expected to be classified more specifically and the computational dimension is expected to decrease.
Literature Review
Recently the deep belief networks have been used to solve various types of problems such as image classification, object recognition, and feature extraction [14] . These networks employ different techniques to optimize these methods. The notion of the deep belief networks was proposed by Hinton. These networks offer plenty of advantages and have been used to solve different types of problems [15] . One of these problems was the classification of the social networks using a neural DBN network and the genetic algorithm (GA) [16] . In another study, a new method of neural network pre-training was introduced based on Boltzmann machines to accelerate the training process and enhance the phoneme recognition. Other researchers also used the deep belief networks to recognize the Farsi numbers [17] . In another study on deep learning, the context-based word recognition ability was analyzed [18] . Fritz et al. proposed a deep-learning model for image classification. Their model combines a deep network with the PixelRNN and DCGAN models and it is used for image recognition. These models were developed with regard to PixelRNN and DCGAN for handwritten data [19] . Other researchers conducted research on the ADGM project classification [20] . The Artificial Deep Generative Neural Networks Model (ADGM) was developed using a diverse set of encoders and decoders. This project was tested on the MINIST dataset [21] . The GAN project was also another project on image classification. The results from this project can be used for K-class classification. Moreover, one of the major deep-network approaches is based on the creation of different layers for feature learning [22] . 
Assessment of the Proposed Algorithm
In order to assess the proposed algorithm, it was implemented in MATLAB on the MINIST dataset. This dataset consists of approximately 60000 records of handwritten English numbers for learning and 10000 data records for testing. In order to compare the results, the deep belief network, AdaBoost, and the proposed DBN-based AdaBoosting methods were tested. On the other hand, for a more precise analysis, the results from each test were compared cycle-wiseas presented in the following. Figure 4 depicts the learning process in the AdaBoosting algorithm through different cycles. As seen, with an increase in the cycles the error rate decreases. To solve this problem, the problem space was divided into 10 segments and the learning process was completed for these classes. The AdaBoosting process also took place. Naturally, with an increase in the number of the cycles, the learning time escalated. For instance, 100, 500, and 2000 learning processes were completed for 10, 50, and 200 cycles, respectively. 
AdaBoost

Convolution
In the subsequent experiments, the convolutional network error rates at different iterations are examined and compared to the proposed algorithm. The convolutional algorithm is composed of three layers, namely the fully-connected, pooling, and convolutional layers. This method was tested on the MINIST dataset and the results are presented in Figure 5 . This figure illustrates the completion of the convolutional learning algorithm process for 10, 50, and 200 cycles. As seen, the AdaBoosting method outpaced this method. 
Deep Belief Network
In order to compare the proposed method with the deep belief network, the MINIST dataset was converted and implemented using a typical neural network. The results are presented in the Figure 6 . 
DBN-Based AdaBoosting
The proposed method is a combination of the AdaBoosting and deep belief network methods. In order to simulate this method, the sample space was combined in the space with the deep belief method. Figure 7 also presents the results of the learning process in different cycles.
Comparison of the Assessment Results
This project aimed to optimize image classification and as a result, reducing error rate in image classification. Four algorithms were evaluated in this research. According to the evaluation, learning time in the proposed method was higher than other methods. This is while the precision of system increased and as a result, error rate decreased.
According to the results of the comparison between this method and the proposed methods, the proposed method was slower than the aforesaid methods, but with an increase in the number of cycles, the convergence increased. On the other hand, the results of the cycle-wise assessment of all three methods are listed in Table 1 . As seen, with an increase in the number of cycles the error rate declines and this method outperforms the mentioned methods in terms of the error rate. The results for three error rates are presented in Table 1 . Table 1 indicates error for three rates. The error rate in AdaBoosting for 500 iterations was 0.008, 0.197 for convolution, 0.0024 for deep belief, and 0.0008 for AdaBoostbased on deep belief that error rate has significant error rate. The diagram of the comparison of the proposed algorithm with the previous methods is depicted in Figure 8 . Figure 8 . A cycle-wise analysis of the algorithm error rate
Discussion
The present research goal was to combine the AdaBoost, deep belief network, and neural network methods to obtain better results from image classification. One goal of machine learning is to develop patterns based on the previous data to implement the methods. Studies have also been conducted on memories and their effects on learning. Given the potentials of the AdaBoost method for the classification of the learning data and reinforcement of learning and given the capacity of the deep learning method for large-scale operations, a combination of these methods yields better results. Based on the investigation results, the error rate decreased approximately by 0.0007% and 0.008% as compared to the deep belief network and convolutional approach, respectively. The main advantage of this method is the reinforcement of learning through several iterations, which is inherited from AdaBoost, and its capacity for large-scale operations. The implementation of this method with many iterations yielded better results. However, the learning time was increased because of the classification and repeated learning processes. Evidently, the achievement of better results has a higher priority than learning.
Conclusion
Deep belief networks are techniques with applications to feature learning and classification. A deep belief network is a generative probabilistic model consisting of multiple layers of random hidden units that are placed on top of a layer of visible data or a data vector. These networks are used to increase the number of layers and conduct more precise investigations. The present research was also conducted using the hybrid methods and the deep belief networks to propose a new method for the classification of handwritten data. The hybrid methods classify learning and turn poor learning into strong learning. The deep belief networks are unlabeled, but they intend to select the proper learning parameters using the greedy approaches. The overarching goal of this paper was to combine the two methods to improve the results and reduce errors. This combination is based on regression and each class uses the previous class parameters for assessment. Hence, it can perform better with the semi-supervised methods. In fact, this method creates a memory-based hybrid network. The results also reflected the improved classifications and the decreased level of error rate. In this network, error rate has significant reduction relative to AdaBoost deep learning and convolution. It is, however, possible to use other hybrid algorithms or the memory-based methods to improve the results.
