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Abstract
This paper illustrates whether the availability of online content of
local interest affects the likelihood of individuals to connect to the in-
ternet and spend more time online. While the literature demonstrates
a number of factors which push or enable individuals to spend more
time online, we know little about the conditions that pull or attract
individuals online. Although we know that individuals use the inter-
net to access information, we do not know whether such attraction
forces are relevant at the local scale too. Gaining a better under-
standing of how such mechanisms work at the local scale can assist
our efforts to bridge digital divides, which tend to be geographically
clustered. To explore this we utilise innovative data, which contain
all the archived webpages under the UK top level domain name (.uk)
and we calculate the volume of internet content of local interest at the
neighbourhood level using the geolocation information included in the
text of these webpages. Specifically, we calculate the radius of gyra-
tion for every archived website using the different postcodes included
in the archived webpages and then we create an aggregated measure
at the neighbourhood level discounting websites that have less of a
local focus. We merge this measure of Local Internet Content (LIC)
with a large population survey, which contains information about the
frequency of internet usage in the UK and estimate the effect of LIC
on the likelihood of an individual being a frequent internet user. Mul-
tilevel models are employed to utilise both individual and geographical
level characteristics. Our results indicate that even after controlling
for the individual and geographical characteristics, which according
to previous studies affect internet usage, the availability of internet
content of local interest still attracts individuals online.
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1 Introduction
Researchers have spent substantial effort in order to understand the mecha-
nisms which influence the internet adoption and usage by individuals at dif-
ferent scales and levels of aggregation. Such studies, which come from various
research fields including human geography, economics and media studies and
are reviewed in the next section, have highlighted a number of driving fac-
tors related both to the socio-demographic characteristics of the individuals
as well as the attributes of their location (e.g. urban vs. rural).
What has escaped these explorations is the opportunities that pull indi-
viduals online. Using an analogy from gravitational models, if, for example,
high income and residency in urban locations act as push factors, which en-
able or influence individuals to connect to the internet and spend time online,
researchers have spent less effort in understanding what attracts individuals
to the internet and, more specifically, whether such attractions or, in other
words, online opportunities have a spatial signature. The capacity of the
internet to provide such online opportunities for accessing knowledge and in-
formation relevant at the global scale is well established and is reflected in its
global reach (3 billion users) and capacity to support large scale one-to-many
and many-to-many interactions (Graham et al., 2015b). However, we know
little about whether opportunities for accessing knowledge and information
relevant at the local scale can also attract individuals to connect to the in-
ternet and spend more time online. Gaining a better understanding of how
these mechanisms work at the local scale can assist efforts to bridge digital
divides, which tend to be geographically clustered (Hindman, 2000; Graham,
2011). Comprehending the relationship between internet usage and local on-
line opportunities can also assist in supporting national economies to fully
develop their digital potential (Bughin et al., 2016). For instance, gaining
such an understanding can help firms to adjust their e-retail strategies in
terms of pricing, advertising, and ranging products (Agarwal et al., 2009).
From a broader perspective, by understanding the availability of such online
opportunities at a local scale we are improving our capacity to depict digital
augmentations of places, which nowadays tend to matter as much as much
as their material counterparts (Graham et al., 2015b). As relevant research
has illustrated, such digital augmentations of places can directly affect our
economic, social and political interactions with material places (Kitchin and
Dodge, 2011; Graham et al., 2015a).
This paper addresses this gap by utilising a novel source of data of all
the archived webpages under the .uk domain by the Internet Archive, the
most complete archive of webpages in the world (Holzmann et al., 2016;
Ainsworth et al., 2011). To geolocate these data, the text from the archived
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webpages has been scanned for the inclusion of a valid UK postcode and,
therefore, we are able to build a measure of the volume of web content of
local interest and test whether the availability of such web content acts as a
pull factor for individuals to connect to the internet. To answer this research
question, we spatially match this measure of Local Internet Content (LIC)
with the responses of a large population survey for the UK. We then estimate
multilevel models (MLM) to explain whether the likelihood of an individual
to connect to the internet and spend time online is affected by individual
and geographical factors. Going beyond the current state of the art, the
geographical variables used here include a measure of the volume of LIC
linked to the location of the survey participants.
Our research question is motivated by the nature of the web, which is
the most notable element of the internet, as a techno-social system for hu-
man cognition, communication and co-operation, with cognition being the
prerequisite and the precondition for the other two attributes (Fuchs et al.,
2010). Cognition is the key attribute of Web 1.0 applications, namely static
hypertext, but it is also present in Web 2.0 (e.g. Social Network Sites) and
Web 3.0 applications (e.g. platforms such as GitHub and Stack Overflow),
which also support communication and co-operation among internet users
respectively. Hence, the availability of web content of local interest reflects
a pool of information and knowledge about local opportunities which might
be relevant to individuals residing in near proximity. Such opportunities can
include anything from consumption opportunities of services and products
from local businesses to the availability of services by local authorities and
volunteer organisations. The literature suggests that internet content, among
other socio-economic factors, has the capacity to stimulate internet adoption,
at least at a national level (Viard and Economides, 2014). Moreover, Bekker-
man and Gilpin (2013) suggest that increased internet access is associated
with increased demand for information as reflected in library visits in the
US. Interestingly, this pattern is stronger in metropolitan areas demonstrat-
ing how internet usage complements agglomeration forces. Nevertheless, the
literature has not yet tested whether the availability of local internet content
can pull individuals to engage more with the internet, a gap that this paper
fulfils.
The structure of the paper goes as follows. The next section provides
a review of the literature which explores the factors which drive individual
engagement with the internet. Then, we introduce the novel data we use in
this paper and Section 4 describes the methods employed. The results of the




Inspired by the fascination of urban and economic geographers with telecom-
munications (e.g. Gottmann, 1977), human geography research spent a lot of
effort in understanding the interrelation between internet and space. Most
of the geographical research which studied the spatiality of the internet ap-
proached it from the supply side. Focusing on the highest tier of internet
infrastructure Wheeler and O’Kelly (1999) analysed the topology of the in-
ternet’s hardware and the derived city connectivities, Malecki (2002) focused
on how urban hierarchies shaped the spatiality of internet’s infrastructure
and, more recently, Tranos (2013) analysed the geography and the spatial
economic effects of the internet’s main infrastructural networks in Europe.
The tendency of this infrastructure to be concentrated in large metropolitan
areas mirroring established globalisation patterns, but also challenging them
in some cases, was the key finding from this strand of research.
The urban character of the internet is also reflected in the end-user broad-
band connectivity. US-focused research illustrated a core-periphery pattern
in broadband provision (Grubesic, 2008), which is more complex than the
traditional urban-rural or rich-poor spatial dichotomies (Mack and Grubesic,
2009). Similar patterns are also evident in the UK. Riddlesden and Single-
ton (2014) utilised broadband speed micro-data to explore the effect of ur-
banisation and population density on Internet broadband speed. Moreover,
Oughton et al. (2015) confirmed that the previous findings regarding the in-
ternet infrastructure pull factors can also explain the spatial pattern of the
internet broadband speed at the neighbourhood scale in the UK. There is
also evidence that the adoption of internet and new related technologies fol-
lows an innovation-diffusion process with more urban, affluent, and younger
areas acting as centres of innovation (Farag et al., 2007).
The above studies, as well as others not cited here, enabled us to gain
a good understanding of the spatiality of the internet infrastructure, some-
thing which can be attributed, to a certain extent, to data availability for
such infrastructure. Although such supply side measures can explain part of
the variation of individual internet uptake and usage, our understanding of
the above, especially at sub-national scales, is still far from comprehensive
(Blank et al., 2018) also because of limited data availability regarding indi-
vidual online behaviour. The literature suggests some key demographic and
socio-economic variables, which shape internet usage, its frequency and its
different typologies: age, gender, education and income (Blank et al., 2018;
Van Deursen and Van Dijk, 2014). For example, the likelihood and the fre-
quency of using the internet decreases with age and female adults tend to
use the internet more often as a communication tool (Blank and Groselj,
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2014; Blank et al., 2018; Zillien and Hargittai, 2009). However, men tend to
be more active online (Blank and Groselj, 2014; Calenda and Meijer, 2009;
Di Gennaro and Dutton, 2006; Hoffmann et al., 2015). Moreover, both in-
come and education, which tend to be correlated, increase the likelihood
of internet usage, but the literature suggests that internet users of higher
socio-economic classes will engage more often in capital-enhancing internet
activities, while users from lower socio-economic classes will use the internet
in less productive ways (Zillien and Hargittai, 2009).
Empirical literature focusing on this issue has also highlighted the urban-
rural divide as the main geographical reasoning behind differences in internet
usage. Nevertheless, this divide can also be underpinned by other demo-
graphic and socio-economic spatial patterns, which may mirror urban-rural
patterns, namely age, education, income, as well as internet connectivity
(Hindman, 2000; Forman et al., 2018; Blank et al., 2018). For instance,
Mills and Whitacre (2003) indicated that on the one hand, two thirds of
the metropolitan divide in internet household adoption in the US can be at-
tributed to socio-economic and demographic differences among households.
On the other hand, a portion of the remaining one third of the metropoli-
tan divide, which reflects place-based differences, may be associated with
internet connectivity differences and digital infrastructural. It needs to be
highlighted though that Mills and Whitacre (2003) utilised data from 2001,
a period when internet technologies were very different than the ones present
today (e.g. dial-up modems) and, therefore, their results might not be di-
rectly transferable to current conditions. In a different study, Blank et al.
(2018) used micro-simulation to illustrate the importance of demographic
characteristics as the driving force of digital divides. Going a step further
they claimed that regional characteristics, expressed as regional fixed ef-
fects, are not statistically significant in explaining the proportion of internet
users. However, regional dummies can be non-significant predictors of inter-
net usage, but this does not mean that there is no unobserved intra-regional
variation of internet usage that the regional fixed effects cannot account for.
For instance, these models did not control for the quality of internet ser-
vice at the local level, something which cannot be controlled with regional
dummies as internet connectivity varies substantially within regions. Such
variation has been explored in some very granular studies on the quality of
the internet infrastructure in the UK, which were discussed above (Riddles-
den and Singleton, 2014; Oughton et al., 2015). Interestingly, the literature
suggests that locational characteristics such as the supply of internet service
may affect internet adoption (Forman et al., 2018).
In accordance to the above literature, a number of studies created geode-
mographic classifications of how individuals engage with the internet. Long-
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ley et al. (2008) developed a UK-wide household classification of the level of
awareness of digital technologies and their perceived impact on capital forma-
tion and quality of life. Moreover, Longley and Singleton (2009) used public
consultation in order to further improve the previous classification. Recent
attempts utilised data from extensive surveys to produce more detailed and
accurate geodemographic classifications (Riddlesden, 2014; Singleton et al.,
2015).
Despite the different approaches, all studies cited above focused on expos-
ing the demographic, socio-economic and geographic factors behind internet
usage and behaviour. A limited number of studies aimed to understand
how spillovers can affect internet usage and online behaviour (Forman et al.,
2018). For instance, Agarwal et al. (2009) exposed how peer effects driven
by the geographical proximity of individuals and their collocation within the
same metropolitan areas can influence internet use. In addition, Sinai and
Waldfogel (2004) revealed a bidirectional phenomenon. On the one hand,
larger markets tend to have more online content of local interest, something
which can attract more individuals online. This finding indicates a comple-
mentary relation between internet and urban agglomeration. On the other
hand, holding local online content constant, individuals are less likely to use
the internet in large areas, a finding which indicates a substitutional relation
between internet and cities. The role of local content as a pull factor for in-
dividuals to use the internet was highlighted in a study that took place soon
after the commercialisation of the internet. Kraut et al. (1996) exposed the
appeal of internet content of local interest to what they identified as ‘ordi-
nary people’. More specifically, their project, which was a field trial based on
providing internet access to people who were not familiar with the internet in
mid 1990s, revealed that local online content attracted individuals online. In-
terestingly, despite the extensive effort to understand what drives individuals
online, the attraction role of online content and, especially, of online content
of local interest among other geographic, demographic and socio-economic
factors has not been yet adequately explored. This paper is addressing this
gap by utilising a novel source of web data, which is introduced in the next
section.
3 Data
3.1 Local Internet Content
In order to measure the volume of Local Internet Content (LIC), we employ
a novel source of archived webpages, which has never been used before in
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such a context and extent. Specifically, we are utilising the JISC UK Web
Domain Dataset, which is a subset of the Internet Archive, is curated by the
British Library and includes all the archived webpages under the .uk top level
domain1. Simply put, this is a list of billions of internet addresses (Uniform
Resource Locator – URL) of .uk webpages, which have been archived during
the period 1996-2013, as well as their archival timestamp (JISC and the
Internet Archive, 2013). The contents of these webpages can be retrieved
programatically via the Internet Archive2. The British Library has scanned
the text of these archived webpages and created a separate subset of all the
archived .uk webpages, which include a string in the format of a UK postcode
(e.g. EC4A 2AH). This subset, which is used here to measure the volume
of the LIC, includes 2.5 billion URLs and is known as the Geoindex data
(Jackson, 2013).
The Internet Archive is a non-profit organisation, which aims to preserve
digital content which otherwise would have been lost. It has been archiving
web data since 1996 using a web crawler, which starts by archiving an ini-
tial list of URLs (seed list). During the archival process the hyperlinks to
other URLs are also archived together with the content of the original URL.
These hyperlinks are then used to find new URLs to archive, following a
snowball-like process (Hale et al., 2017). Webpages can be archived multiple
times over a year and more popular websites have higher probability of being
archived and being archived more frequently (Hale et al., 2017). The Inter-
net Archive only archives publicly available webpages and is also restricted
to potential robot exclusions3. In 2016 the Internet Archive contained 273
billion webpages from 361 million websites, which took up 15 petabytes of
storage (Internet Archive, 2016).
The recent literature includes some examples of business and innovation
studies, which utilised web data from the Internet Archive. For instance,
Papagiannidis et al. (2015) used such data to analyse the diffusion of web
technologies and Papagiannidis et al. (2017) to build industrial classifications.
Also, Blazquez and Domenech (2018) used archived web data from corporate
websites to test the export orientation of a sample of Spanish companies,
Arora et al. (2013) and Shapira et al. (2016) studied the early commercial-
ization strategies of novel graphene technologies, Gök et al. (2015) explored
the R&D activities and Li et al. (2016) created Triple Helix measures of green
goods for small and mid-size enterprises. Musso and Merletti (2016) used the
1http://data.webarchive.org.uk/opendata/ukwa.ds.2/
2An example of an archived webpage retreived through the Internet Archive’s web
interface, known as the Wayback Machine, can be found in Appendix A
3These are standard exclusions policies used by websites to interact with other websites
and web crawlers and are included in a robots.txt file
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JISC UK Web Domain Dataset to rebuild the UK business web space for the
period 1996-2001 and Hale et al. (2014) to analyse the British universities
websites. Most of the above studies were limited in their scope (i.e. focused
on small samples of archived web data) and all of them ignored the spatial
signatures of these data. Moreover, no geographical studies, at least to our
knowledge, have utilised these data.
Using the geoindex data we are able to build a measure of the volume
of LIC. In a first step we preprocess the data in the following way: we
filter the archived webpages to only include webpages with a valid British
postcode. Then, we aggregate the observed webpages and their postcodes at
the third level domain name and, therefore, our LIC measure is not based
on the webpages with a UK postcode, but instead on the websites that these
webpages belong to. For instance, if both www.example.co.uk/page1 and
www.example.co.uk/page2 include one UK postcode, then we assign the
two postcodes to the example.co.uk website. In other words, the postcode
measurement takes place at the third level domain name4. Lastly, if we
observe gaps in the data, we impute the postcodes for the missing years. Let
the set of observed postcodes at year n for website foo.co.uk be pn and the
set of postcodes at year n + x be pn+x. Now if pn ⊆ pn+x, we use p for the
years in-between n and n+ x as well.
After we preprocess the data, we calculate the volume of LIC. Recall that
we are interested in assessing local online opportunities and not websites
with a regional or national reach. We thus need a way to discount websites
that have less of a local focus. To compute the geographic dispersion of a
websites’ set of postcodes p we calculate the Radius of Gyration rg of p in








where pi represents the i = 1, ..., n spatial coordinates of each postcode
recorded for each domain and pcm = 1/n
∑n
i=1 pi is the geographic center
of mass of said domain. For an example of two rg see figure 1.
A website with a high rg will be of national interest, while a website with
a low rg will have a very local geographic presence. As local geographical
units we utilise the Middle Layer Super Output Areas (MSOA) for England
4If .uk is the top level domain name and .co.uk is the second level domain name, then
example.co.uk is the third level domain name.
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Figure 1: An Example of Two Different rg
rag < r
b
g as the average squared distance from the center of mass is much smaller




and the Intermediate Zones (IZ) for Scotland5. These are statistical units
with a mean population of 7, 200.
For each MSOA/IZ with a set W of archived websites we calculate yearly




Figure 2) illustrates the volume of the log10(LIC) based on the above for-
mula for the years 2008 and 2012. Because the distribution of this variable
across MSOA/IZ is highly skewed we choose to plot the logarithm of the LIC.
The spatial unit of the map is regular hexagons with the same centroids as
the MSOA/IZ polygons. As the map illustrates London and the south-east
region is undoubtedly the area with the highest volume of LIC. In addi-
tion, other large urban areas are also visible in this map, for example the
Manchester-Liverpool-Leeds corridor as well as Birmingham. In total, the
spatial distribution of the LIC reflects the British urban system. Note, that
there are no dramatic changes between 2008 and 2012 regarding the volume
of LIC, even though the underlying crawled websites differ considerably for
the two years.
There is quite some debate in the literature regarding how much web con-
tent escapes the Internet Archive and, therefore, how much useful these data
are for social science research. The critique has to do with the extent, the
depth and the frequency of the archival process. In general, more popular
webpages or, in other words, webpages with a lot of backlinks (i.e. hyper-
links landing on these webpages), have higher likelihood of being archived
and, therefore, they are archived more often than less popular webpages.
Nevertheless, the Internet Archive is the most extended archive in the world
(Holzmann et al., 2016; Ainsworth et al., 2011). For example, Thelwall and
Vaughan (2004) indicated that the Internet Archive included at least one
webpage for 92 per cent of all the US commercial websites. Moreover, Hale
et al. (2017) assessed the ‘depth’ of the Internet Archive by comparing the
‘live’ and archived Trip Advisor London webpages. Although it is not easy to
generalise the results based on a single website, they found that only 24 per
cent of these webpages had been archived. Again, webpage popularity ap-
peared to drive the archival bias. Earlier work from Ainsworth et al. (2011)
indicated that between 35 and 90 per cent of webpages have been archived
by public archives including, but not limited to, the Internet Archive. More-
over, estimations indicated that around 70 per cent of all websites contain
place reference (Hill, 2009).
5Northern Ireland was excluded from the analysis as the available census geographies
were not comparable in population.
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Figure 2: Local Internet Content in Great Britain (log10)
Hence, our data might be biased towards more popular websites. We par-
tially address this issue with our weighting process as the radius of gyration
assigns higher weight to websites of local interest. Therefore, websites such as
Trip Advisor with webpages including a lot of postcodes around the country
will be assigned a very low weight. Nevertheless, websites of local internet
which are anchored to larger cities and serve larger populations can be more
popular in absolute terms than websites which serve smaller cities. Because
of the above, we expect that the LIC measure will capture a lower share
of all the websites of local interest in less populated areas and, therefore, a
downward bias of the LIC regression coefficient for such areas.
Regarding the temporal frequency of the archival process, one might ar-
gue that a webpage is not archived often enough to have yearly measures
of LIC. However, this does not seem to be a problem. For the 5, 740, 059
archived websites which had a webpage with a UK postcode during the pe-
riod 1996-2013, only 432, 291 (i.e. 7.5 per cent) appeared in more than one
years without these two years being consequent, and the imputation process
described above addresses this issue.
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3.2 British Population Survey
The second main source of data we employ in order to expose the drivers of
individual online behaviour is the British Population Survey (BPS). The BPS
is a monthly rolling market research survey. It covers the period 2008 to 2015
and each month about 6000 to 8000 individuals are surveyed, thus leading
to over 80,000 participants per year. The sampling methodology provides an
accurate cross-section of the British population at the postcode level. While
half of the sample is based on geodemographic models, the other half focuses
on under-weighted profiles to increase the representativeness of the survey6.
As our last fully observed year for the LIC is 2012, we only use the data
from the years 2008 to 2012 inclusive for our analysis. Data is collected on a
variety of socio-economic topics such as demographics, economics, shopping
preferences, durables, and media and internet usage. Most importantly, the
BPS not only collects data about the frequency of internet usage as well
as other individual characteristics, but also the postcode of all respondents,
something which enables us to match individuals with their LIC7.
4 Methods
In order to reveal the individual and neighbouring characteristics that affect
online behaviour, we employ multilevel models (MLM), which have the ca-
pacity to control for the clustering of individual observations within the same
contextual (i.e. geographic) unit. This attribute reflects economic reality as
individuals are hardly ever isolated from their direct environment, but they
are nested within complex economic and institutional contexts (Hundt and
Sternberg, 2016). MLM have been widely used in human geography. For
instance, Loo et al. (2017) employed MLM in order to explore how the envi-
ronment at the neighbourhood level is related to physical and mental health
of senior population. In a different study, Bakke et al. (2009) used MLM
in order to understand the individual and contextual factors that affect for-
giveness in conflict-affected societies. Similarly, López-Bazo and Motellón
(2018) investigated the role that firm and regional level characteristics play
in innovation performance of firms using MLM.
Our MLM contain two levels of variables. Level 1 variables are tied to an
individual and vary at the individual level. Such variables include, for exam-
ple, individual income and gender, and are part of the BPS. Level 2 variables
6The content as well as the procedure for accessing the BPS are described in detail at
https://data.cdrc.ac.uk/dataset/british-population-survey.
7Because of their sensitive nature, the matching of the survey with the other data and
the analysis described in the next section took place in a secure server environment.
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capture the effects of the geographical context, within which individuals are
embedded, on individual online behaviour. To capture this geographical con-
text we adopt MSOA/IZ as Level 2 of our modelling exercise. Therefore, we
employ variables at this level such as population density and average house
prices. Moreover, this is the level that we aggregate the LIC measure and
match it with individual observations.
In general, there are three options for designing MLM: (i) random in-
tercepts models in which the intercepts are allowed to vary between groups,
(ii) random slopes models, wherein the slopes are allowed to vary between
groups, and (iii) random intercepts and slopes models, where both intercepts
and slopes are allowed to vary between groups (Snidjers and Bosker, 2003).
While a random intercepts and slopes model might be the most compre-
hensive type of model, it is also the most complex one as it has the most
coefficients.
Our focus on a local phenomenon – LIC – leads to a relatively large
number of areas with a relatively low amount of observations (over half of
the observed areas have 28 or fewer observations for the whole study period).
Given the sparsity of our data and the failure of a model that uses both
random intercepts and random slopes to converge, a more realistic option
was to either use a random intercepts or random slopes model. As different
geographic areas have varying levels of internet usage to begin with, we have
decided to use a random intercepts model. Hence, our random intercept
model for testing our hypothesis for the individual i in the area j is defined
as follows:
Internet usageij = γ00 + γ10Individualij + γ01LICj + γ02Areaj+
γ11Y ear + e0j + eij
(1)
where Internet usage refers to our dependent variable, Individual to all
independent variables at the level of the individual, LIC to our metric of
local internet content, and Area to all independent variables that pertain to
the area an individual is located in (see also Table 2 for more details). Note,
that all of the independent variables are z-score standardized.
Our dependent variable is the Internet usage of individual i located in
MSOA/IZ j. As frequency of internet usage was originally encoded in an
ordinal scale in the BPS, we cannot simply use the frequency of internet
usage as our dependent variable for a regression model. Unfortunately given
the high class imbalance of the orignal ordinal variable and the relatively
high amount of areal units it is not feasible to estimate an ordinal model.
Logistic regression and by extension ordinal regression models significantly
misjudge the probability of rare events (King and Zeng, 2001). We have thus
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opted to construct a binomial dependent variable of frequent internet usage
vs. non-frequent internet usage to be able to run logistic regression models.
Our main aim is to estimate the effect of the LIC available to an indi-
vidual i located in MSOA/IZ j on their Internet usage. On top of this, we
also control for a variety of socio-demographic individual and geographical
characteristics that we know from the literature (see Section 2) that can af-
fect individual internet usage. At the individual level we thus use gender,
household income, age, and qualification as confounding variables, where
both household income and qualifications are ordinal variables (from low to
high). Table 1 provides a description and Table 2 presents the descriptive
statistics of all the variables included in the model. To account for the more
intense internet usage and activity in cities, we also include in the regres-
sions the distance between the MSOA/IZ of each individual and the center
of the closest urban area as defined by the ONS8. As London is arguably the
most important urban centre and the only global city in Great Britain we
also include the distance to London as another control variable. To further
account for the spatial structure and characteristics, we include in our mod-
els population density at the MSOA/IZ level. Furthermore, as more affluent
areas are associated with more frequent internet usage, we also include the
average house price in an area as an independent variable9. To account for
spatial dependency in our data, we also include the spatial lags of house
prices, population density, and the LIC as independent variables. For every
MSOA/IZ area j we calculate the spatial lag by averaging all areas that are
adjacent to j (Queen contiguity) for population density, house prices and
LIC. Spatial lags allow to capture not only the immediate neighbourhood of
an individual, but also the wider geographic setting within which they are
embedded. For example, while area j might densely populated, the surround-
ing areas determine whether it is located in a more rural or urban setting.
In addition, following previous research we also control for the quality of the
internet infrastructure at the MSOA/IZ level. To do so, we include a variable
for the distance between the MSOA/IZ an individual resides to the nearest
internet exchange10. As we know from the literature, internet speed drops
with increasing distance to exchanges (e.g. Riddlesden and Singleton, 2014;
Nardotto et al., 2015). Last but not least, we also account for the fact that
internet usage becomes more frequent with time by including a time trend
variable Y ear.
8http://www.nomisweb.co.uk/articles/ref/builtupareas userguidance.pdf
9House prices and population density were sourced from www.ons.gov.uk and
statistics.gov.scot for England and Wales, and Scotland respectively.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3 presents the outputs of the MLM. Each column includes a single
regression, the dependent variable of which is always a binomial dependent
variable representing frequent internet usage (1) versus non-frequent usage
(0). Column 1 only includes the intercept and the corresponding random
effect for the MSOA/IZ, which shows that our data exhibit significant clus-
tering at our chosen level of geography. Specifically, the Intraclass Correlation
Coefficient (ICC) indicates that 14.4 per cent of the individual variability in
internet usage can be accounted to the location of individuals in MSOA/IZ.
Then, we incrementally include in the model individual level fixed effects, ge-
ographical fixed effects, geographical fixed effects including also spatial lags
and, finally, an all-inclusive model with all the individual and geographical
characteristics.
The model with only the individual effects is presented in Column 2 and
most of them are in line with previous findings from the relevant literature.
For instance, higher income increases the likelihood of an individual being a
frequent internet user, while the opposite seems to happen with age. Previ-
ous findings from empirical studies have identified the positive and negative
role, respectively, of income and age on internet usage. Also, qualifications
seem to have a negative effect on the frequency of internet usage, which
may be attributed to the disconnect between frequent internet usage and
capital-enhancing activities. Moreover, the effect of the time trend variable
is positive, something which illustrates and controls for the fact that the
likelihood of an individual being a frequent internet user increases over time.
Lastly, our results indicate that the likelihood of being a frequent internet
user is higher for male than female respondents. Although previous studies
illustrated a more nuanced picture of gender-related typologies of internet
usage, our results support previous findings that men are more active online.
This effect is significant and consistent throughout the different specifications
discussed here.
Columns 3 and 4 include the geographical effects and the spatial lags for
some of them. The main effect of interest is the LIC. As our model outputs
indicate, the likelihood of an individual being a frequent internet user is
positively associated with the availability of online content of local interest.
Our interpretation is that online content of local interest represents online
opportunities for individuals and, therefore, the availability of such content
attracts individuals to spend more time online.
This headline result is consistent against different specifications and re-
mains stable after controlling for various other variables. Firstly, LIC remains












































































































































































































































































































































































































































































































































































































clusion of its spatial lag in the model. As Column 4 illustrates both the LIC
available in the MSOA/IZ where an individual is located, but also the average
LIC in the surrounding MSOA/IZ have a positive and significant effect on
the likelihood of that individual being a frequent internet user. Interestingly,
the coefficient of the spatial lag of the LIC variable is slightly larger than
the one of the actual LIC variable. This highlights, for example, that the
availability of LIC in a broader urban area would have a larger effect on the
likelihood of an individual being a frequent internet user than the volume of
LIC in their direct neighbourhood. Nevertheless, when both individual and
geographical variables are included in the regressions (Column 5) only the
coefficient of the actual LIC remains significant. It needs to be highlighted
here that due to missing data for some of the individual level variables the
regressions presented in Columns 4 and 5 include more observations and,
therefore, a different sample than the rest of the regressions. The latter
might explain the lack of a significant coefficient for the spatial lag of the
LIC. Nevertheless, even when the regression includes less observations as in
Column 5 and also individual level variables, the LIC remains a significant
predictor of the individual internet usage.
Importantly, the effect of LIC is consistent against the inclusion of other
control variables. Columns 3 and 4 of Table 3 also include other geographical
control variables that we expect to affect individual internet usage. Indeed,
population density appears to be positively related with individual internet
usage. Similarly to LIC, when both population density and its spatial lags
are included in the regression, only the latter appears to have a significant
positive effect. However, this effect is not consistent. Column 5, which
includes both the individual and geographical effects and, therefore, is our
preferred specification, illustrates a negative effect of population density on
the likelihood of frequent internet usage. Although this finding might sound
contradicting, in reality reflects the attributes of the UK spatial structure,
where high income population groups can be found in low density non-urban
places. Hence, after controlling for individual income, which has a consistent
positive effect, urban density appears to be negatively related with frequent
internet usage.
The above argument is also reflected in the two variables controlling for
the location of the MSOA/IZ. Indeed, we are including as explanatory vari-
ables the distance of each MSOA/IZ to London and to the nearest urban
centre. By using these two variables we are able to control for how proxim-
ity to an urban centre is related to individual online behaviour. Given also
the unique role that London performs within the UK urban system, we are
testing whether there is a London-specific effect. As expected, both of these
variables are negatively related with the frequency of internet usage. The fur-
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ther away an MSOA/IZ is from London or from an urban centre, the lower is
the likelihood of an individual residing there to be a frequent internet user.
This is in line with early findings from internet geography studies, which
highlighted the urban character of internet – both in terms of infrastructure
and usage – especially at the early stages of its commercialisation.
We are also controlling for the quality of the internet infrastructure by
including a variable, which measures the distance of the MSOA/IZ an in-
dividual resides to the nearest internet exchange. Again, our findings are
in agreement with the ones from previous studies presented in Section 2.
The further away an MSOA/IZ is located from an internet exchange and,
therefore, the lower the expected internet speed is for users located in this
MSOA/IZ, the lower is the likelihood of an individual residing there to be a
frequent internet user.
Lastly, we are also controlling for the average house price in the MSOA/IZ
of an individual as well as the the average house price in the adjacent
MSOA/IZ (spatial lag). While there is a consistent and positive effect of
the former, this is not the case for the spatially lagged variable. However,
the results of our preferred specification in Column 5 indicate that the fre-
quency of internet usage is positively correlated with house prices. These
variables represent the overall affluence of the area an individual resides. In-
terestingly, such a neighbourhood effect remains statistically significant even
after the inclusion of individual income. This highlights the important role
place performs in affecting the online behaviour of individuals.
Although a causal interpretation of the above results is beyond the scope
of this paper, effort is spent in order to address two potential endogeneity
issue. First, one might argue that the variables in the final model as depicted
in Column 5 do not account for all spatial variation in the data as the ICC
is still comparatively large for the final model. To investigate whether our
final model adequately captures the spatial variation in internet usage, we
test whether the residuals of the model are spatially auto-correlated. While
we find significant spatial auto-correlation for the residuals, the observed
Moran’s I statistic is only ∼ 0.05. Indicating at best a very weak positive
spatial auto-correlation for the residuals and showing that our model ade-
quately captures the spatial variation in our data.
Second, one can claim that the above models are affected by reverse
causality as the increased frequency of internet usage can lead to the produc-
tion of more online content of local interest. Such sizeable feedback effects
could have been expected for social media and other types of user gener-
ated online content. Nevertheless, we know from related studies that only
a very small share of internet users are heavy content creators, while the
vast majority of internet users are content consumers (Graham and Shelton,
21
2013; Haklay, 2013; Graham, 2014). In addition, the JISC UK Web Domain
data we used for the LIC variable only include archived webpages under
the .uk domain name excluding most of the widely used social media plat-
forms, which are hosted under the .com domain name (e.g. facebook.com,
twitter.com, linked.com). Hence, we expect that is less likely for the above
models to suffer from such a reverse causality. In order to further address
this potential issue we are estimating again the preferred specification, but
instead of using the contemporaneous LIC, we are utilising a one year lag
of LIC and its spatial lag. The results, which are presented in Table 4, are
qualitatively similar to the ones presented in Column 5 from Table 3. Inter-
estingly, the coefficient of the lagged LIC variable is marginally larger than
the one for the contemporaneous LIC reflecting a higher correlation between
the frequency of internet usage and the past availability of online content of
local interest. The specification presented in Table 4 can partially address
such a reverse causality issue as the lagged volume of LIC cannot be affected
by future individual online behaviour.
In a nutshell, the above results indicate a statistically significant and
consistent positive relationship between the volume of online content of lo-
cal interest and the frequency of individual internet usage. Importantly,
our results are robust against different specifications and remain significant
even after controlling for various factors, the importance of which has been
highlighted by previous studies.
6 Conclusion and Discussion
The aim of this paper is to test whether the availability of web content of
local interest can attract individuals online. Our underpinning assumption
is that local internet content (LIC) in the form of websites with specific geo-
graphical reference represents online opportunities relevant at the local scale
and, therefore, it can act as a pull factor for individuals to spend more time
online. Such online opportunities can involve, for example, consumption
opportunities of services and products provided by local businesses, govern-
mental services such as services by local authorities, or third sector organi-
sations present in a locality. Although we know a lot about the individual
(e.g. income) and geographical (e.g. population density) factors that push
individuals online as well as the non-geographical online opportunities that
can pull individuals online (e.g. large online retailers or central government
services), the literature has not yet explored whether online content of local
interest also attracts individuals online.

































































































































































































































































































































































































from the Internet Archive, which contain all the archived webpages under the
.uk top level domain. Using the text from the webpages we are able to geolo-
cate these webpages and only include in the analysis the ones which contain a
valid UK postcode. We process these data in way that enables us to decrease
the weight of websites that have less of a local focus. Then, we calculate the
volume of online content of local interest at the MSOA/IZ level and spatially
match it with a large population survey, which includes information about
the individual online usage as well as other individual characteristics and
also their postcode. Therefore, we are able to test whether the availability
of LIC in proximity to the individual location is related to the frequency
of internet usage. Importantly, we are able to do so by controlling also for
other individual and geographical characteristics that previous research has
identified as strong predictors of internet usage.
Our statistical analysis revealed that the volume of LIC is a significant
predictor of the frequency of internet usage. This result is consistent against
different specifications and is not sensitive to the inclusion of different control
variables regarding both individual and geographical characteristics. This is
the first time, at least to our knowledge, that we are able to connect internet
usage with the availability of online content at the local level.
The exposure of this relationship can provide new insights on digital di-
vides. As previous research indicated, digital divides tend to be clustered in
space (Hindman, 2000; Graham, 2011). Such divides can impede any objec-
tives for social inclusion and economic efficiency given how much our society
is structured around the internet (Sparks, 2013). Importantly, the literature
has moved beyond the deterministic idea that internet connectivity can au-
tomatically alleviate any divides regarding the benefits that derived from the
internet. Although physical access to the internet can still be an important
issue, it is not necessarily the primary driving force behind digital divides,
at least for Western countries (Scheerder et al., 2017). For instance, inter-
net access is not a problem for 90 per cent of the UK households in 2018
(ONS, 2018). Therefore, there is a call for understanding digital divides not
merely as physical access to the internet, but also in terms of the necessary
skills individuals have in order to access the internet and, most recently, in
terms of the benefits linked to internet usage (Fuchs, 2009; Selwyn, 2004;
Van Dijk, 2005; Scheerder et al., 2017). Wei et al. (2011) termed this last
dimension the third level digital divide. This paper proposes the idea that the
benefits an individual enjoys by using the internet are related, among other
things, to the availability of online content of local interest. Our analysis
indicated that internet content of local interest represents a pool opportu-
nities and, therefore, individuals spend more time online in order to access
these opportunities. Hence, our efforts to tackle digital divides should not be
24
monopolised by internet connectivity related measures and subsidies. On the
contrary digital divide policies should also be accompanied by a demand-side
dimension in order to support the creation of online content from local actors
(e.g. businesses), something which can attract more individuals online.
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A Appendix
Figure 3: Example of an archived version of Bloomberg.com from 2015
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