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Abstract. The thermodynamical formalism has been developed in [MyU2]
for a very general class of transcendental meromorphic functions. A function
f : C → Cˆ of this class is called dynamically (semi-) regular. The key point
in [MyU2] was that one worked with a well chosen Riemannian metric space
(Cˆ, σ) and that the Nevanlinna theory was employed.
In the present manuscript we first improve [MyU2] in providing a sys-
tematic account of the thermodynamical formalism for such a meromorphic
function f and all potentials that are Ho¨lder perturbations of −t log |f ′|σ. In
this general setting, we prove the variational principle, we show the existence
and uniqueness of Gibbs states (with the definition appropriately adapted for
the transcendental case) and equilibrium states of such potentials, and we
demonstrate that they coincide. There is also given a detailed description of
spectral and asymptotic properties (spectral gap, Ionescu-Tulcea and Mari-
nescu Inequality) of Perron-Frobenius operators, and their stochastic conse-
quences such as the Central Limit Theorem, K-mixing, and exponential decay
of correlations.
Then we provide various, mainly geometric, applications of this theory.
Indeed, we examine the finer fractal structure of the radial (in fact non-
escaping) Julia set by developing the multifractal analysis of Gibbs states.
In particular, the Bowen’s formula for the Hausdorff dimension of the radial
Julia set from [MyU2] is reproved. Moreover, the multifractal spectrum func-
tion is proved to be convex, real-analytic and to be the Legendre transform
conjugate to the temperature function. In the last chapter we went even fur-
ther by showing that, for a analytic family satisfying a symmetric version of
the growth condition (1.1) in a uniform way, the multifractal spectrum func-
tion is real-analytic also with respect to the parameter. Such a fact, up to
our knowledge, has not been so far proved even for hyperbolic rational func-
tions nor even for the quadratic family z 7→ z2 + c. As a by-product of our
considerations we obtain real analyticity of the Hausdorff dimension function.
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CHAPTER 1
Introduction
The thermodynamic formalism of hyperbolic (expanding) rational functions and
Ho¨lder continuous potentials on the Riemann sphere is by now fairly well devel-
oped and understood. Being a part of a more general theory of distance expanding
maps, its systematic account can be found in [PU] (see also [Zin]). It was greatly
influenced by the work [Bw1] of R. Bowen, [R1] of D. Ruelle and others. In partic-
ular, the topological pressure was introduced and analyzed, the spectral and asymp-
totic properties of Perron-Frobenius operators are established, regularity properties
(real analyticity) of topological pressure function are also established, Gibbs and
equilibrium states are shown to exist, to coincide and to be unique. Moreover, the
resulting dynamical systems are ”strongly” mixing (K-mixing, weak Bernoulli), sat-
isfy the Central Limit Theorem, exponential decay of correlations, and the Invariant
Principle Almost Surely.
The fractal geometry of hyperbolic rational functions also seems to have reached
its maturity period. As far as we know, its modern development began with the
work [Bw2] of R. Bowen, paralleled by Sullivan’s activity (see [Su]), and followed by
[PUZ]. It is known that for hyperbolic rational functions HD(J (f)), the Hausdorff
dimension of the Julia set is given by Bowen’s formula (the zero of the pressure
function), the conformal measure is unique (and its exponent equals to HD(J (f))),
both Hausdorff and packing measures are positive and finite and coincide up to
a multiplicative constant. Also the Hausdorff dimension of the Julia set is shown
to depend analytically on the parameter ([R2]) and the multifractal formalism,
analyzing the structure of the level sets of the local dimension function of a given
Gibbs measure, is developed. Actually all of this can be found with proofs in [PU];
the survey article [Ur1] briefly summarizes hyperbolic rational functions and deals
in greater detail with parabolic and non-recurrent rational functions.
Notice that all of this is quite different for transcendental functions. As we will
see, there is a Bowen’s formula but the zero of the pressure is not the Hausdorff
dimension of the Julia set. It determines the hyperbolic dimension which equals to
the Hausdorff dimension of Jr(f), the radial (or conical) Julia set of the function f .
Such a Bowen’s formula has been established in [UZ1] for hyperbolic exponential
functions. As a corollary the authors obtained that there is a gap between the
hyperbolic dimension and the Hausdorff dimension of the Julia set itself (the later
being of dimension two, a result from McMullen’s paper [McM]). Such a phenom-
enon is in big contrast to what happens for rational functions. That transcendental
functions can have such a gap has been observed for the first time (in terms of
the critical Poincare´ exponent) by G. Stallard [St1]. 1 Finally, the behavior of
1We like to thank L. Rempe for bringing this result to our attention.
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Hausdorff and packing measures has been studied in [MyU3] (see also [UZ1]). It
turned out that the Hausdorff measure (of the radial Julia set) may vanish whereas
the packing measure may happen to be locally infinite.
There is yet one more important direction of research concerning fractal geometry
of Julia sets of transcendental functions. It copes with determining precise values
and estimates of the Hausdorff dimension of Julia sets. G. Stallard has done a lot
in this direction (see the survey [St2]), there are also contributions of J. Kotus,
B. Karpin´ska, P. Rippon and the authors of this memoir. We essentially do not
touch this topic here. The reader interested in the early historical development of
the ”measurable” (thermodynamic formalism, fractal geometry, absolutely contin-
uous invariant measures) theory of transcendental functions, can find some useful
information in [KU4].
The present work exclusively concerns transcendental dynamics. The first work on
thermodynamical formalism is [Ba] where Baran´ski was dealing with the tangent
family. Expanding the ideas from [Ba] led to [KU1], where Walters expanding
maps and Baran´ski maps were introduced and studied. One important feature of
maps treated in [Ba] and [KU1] was that all analytic inverse branches were well-
defined at all points of Julia sets. This property dramatically fails for example for
such classical functions as fλ(z) = λe
z (there are no well-defined inverse branches
at infinity) and the Perron-Frobenius operator, taken in its most natural sense, is
even not well-defined:
Lt11(w) =
∑
z∈f−1
λ
(w)
|f ′λ(z)|−t =
∑
z∈f−1
λ
(w)
|z|−t = +∞.
To remedy this situation, the periodicity of fλ was exploited to project the dynam-
ics of these functions down to the cylinder and the appropriate thermodynamical
formalism was developed in [UZ1] and [UZ2]. This approach has been adopted
to other periodic transcendental functions (besides the papers cited above, see also
[CS1, CS2, KU2, MyU1, UZ3, UZ4] and the survey [KU4]).
The situation changed completely with the new approach from [MyU2]. It
allows to handle all the periodic functions cited above in a uniform way and, most
importantly, it goes much farther beyond. The key point of [MyU2] is to associate
to a given transcendental function f : C → Cˆ a Riemannian metric σ which then
allows to perform, with the help of Nevanlinna theory, the whole thermodynamical
formalism for the potentials of the form
−t log |f ′|σ
|f ′|σ being the derivative of f with respect to the metric σ. This approach applies
to any finite order meromorphic function f that satisfies a growth condition for the
derivative of the form
(1.1) |f ′(z)| ≥ κ−1(1 + |z|)α1(1 + |f(z)|α2 , z ∈ J (f) \ f−1({∞})
where κ > 0 and where α2 > max{−α1, 0}. Such a function will be called dynam-
ically semi-regular if it is in addition hyperbolic (precise definitions are given in
Chapters 2 and 4). Notice that this growth condition is quite natural for many tran-
scendental functions. Besides the periodic (tangent, sine and exponential as well as
elliptic) functions also their composition with polynomials and many other functions
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like the cosine-root family and functions with polynomial or rational Schwarzian
derivative share this property.
In the present paper we provide a systematic account of the thermodynamic for-
malism for dynamically regular functions and tame potentials, i.e. potentials of the
form
−t log |f ′|σ + h , where t > ρ/α
(ρ being the order of the transcendental function f and α = α1 + α2 coming
from the derivative growth condition) and h is a bounded weakly Ho¨lder function.
Notice that the added term h not only generalizes the theory of [MyU2] but it
naturally emerges from the needs of multifractal analysis of Gibbs measures. The
thermodynamic formalism presented in this paper is also based on good bounds
for Perron-Frobenius operators which we obtain again by employing Nevanlinna
theory after having made a suitable choice of a Riemannian metric on Cˆ. The
emerging picture is nearly as complete as in the case of rational functions of Rie-
mann sphere. We prove variational principle, the existence and uniqueness of Gibbs
states (with the definition appropriately adapted for the transcendental case) and
of equilibrium states of tame potentials, and we show that they coincide. There
is also given a detailed description of spectral and asymptotic properties (spectral
gap, Ionescu-Tulcea and Marinescu Inequality) of Perron-Frobenius operators, and
their stochastic consequences such as the Central Limit Theorem, K-mixing, and
exponential decay of correlations.
Thermodynamic formalism being interesting itself, we have also applied it to study
the fractal structure of Julia sets. Already in [MyU2] Bowen’s formula was estab-
lished identifying the Hausdorff dimension of the radial Julia set as the zero of the
pressure function t 7→ P(−t log |f ′|σ), and the real-analytic dependence of the Haus-
dorff dimension on a reference parameter was shown. Recall that the concept of
the radial Julia set, i.e. points that do not escape to infinity was firmly introduced
in [UZ1] and an appropriate Bowen’s formula for exponential functions z 7→ λez
was proved in [UZ2]. There, also real-analytic dependence on λ was proved. In the
present paper we went further with applications of the developed thermodynamical
formalism. Namely, we examined the finer fractal structure of the radial Julia sets
by developing the multifractal analysis of Gibbs states of tame potentials. Here
again, the theory turned out to be as complete as for hyperbolic rational functions.
Indeed, the multifractal spectrum function is proved to be convex, real-analytic
and to be the Legendre transform conjugate to the temperature function. Here,
in the last chapter, we went even further, by showing that for a analytic family
satisfying a two-sided version of the growth condition (1.1) in a uniform way, the
multifractal spectrum function is real-analytic also with respect to the parameter.
Such a fact, up to our knowledge, has not been so far proved even for hyperbolic
rational functions nor even for the quadratic family z 7→ z2 + c.
Looking for a moment at the content of our memoir, let us note that the Chapters 2,
3, and and 4 deal with functions that satisfy various growth conditions, introductory
treatment of the transfer operator along with the change of Riemannnian metric,
application of Nevanlina’s theory, most notably Borel sums, various concepts of
Ho¨lderness, and distortion properties. Chapters 5 and 6 cover the core part of the
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thermodynamic formalism, whereas Chapter 7 touches on more refined properties of
Gibbs states and Perron-Frobenius operators. Here, the leading idea is to embed the
potentials holomorphically into a complex-valued family of tame functions and to
consider the corresponding Perron-Frobenius operators. These are demonstrated to
depend holomorphically on the (complex) parameter. This technical fact along with
the Kato-Rellich Perturbation Theorem for Linear Operators is a source of a number
of interesting consequences. Among them real analyticity of topological pressure
and other objects like eigenfunctions and contracting ”remainders” produced in
the process of developing the thermodynamic formalism. A uniform version of
exponential decay of correlations finishes the Section 7.2.
Section 7.3, Derivatives of the Pressure Function, motivated by the appropriate
parts of [PU] establishes formulas for the first and second derivatives of topological
pressure. Even in the classical cases of distance expanding or subshift of finite type
cases, this is not an easy task. In our present context, the calculations, especially
of the second derivative, are tedious indeed. We have divided the proofs in several
steps and provided a detailed ideas of each of them. One of the sources of technical
difficulties is the fact that loosely tame potentials are unbounded and, therefore,
do not belong to the Banach space of bounded Ho¨lder continuous functions. This
difficulty is taken care of by Lemma 7.9.
In Chapter 8, where the multifractal analysis is performed on the whole radial
Julia set Jr(f), we take fruits of all the previous sections, especially Section 6. Real
analyticity of the multifractal spectrum is established for all dynamically regular
transcendental maps and Gibbs states of all tame potentials. The multifractal
spectrum is also shown to be the Legendre conjugate of the temperature function.
Volume Lemma, the Billingsley’s type formula for the Hausdorff dimension of Gibbs
measures of tame potentials, is proven and, as a by-product, Bowen’s formula for
the Hausdorff dimension of the radial Julia set Jr(f) from [MyU2] is reproved.
Fixing a family of transcendental functions that satisfy again certain natural uni-
form versions of condition (1.1) we perform the multifractal analysis for potentials
of the form
−t log |f ′λ|σ + h,
where h is a real-valued bounded harmonic function defined on an open neigh-
borhood of the Julia set of a fixed member of Λ. We show that the multifractal
function Fφ(λ, α) depends real analytically not only on the multifractal parameter
α but also on λ. As a by-product of our considerations in this chapter, we reproduce
from [MyU2], providing all details, the real-analytic dependence of HD(Jr(fλ)) on
λ (Theorem 9.11). At the end of this chapter we provide a fairly easy sufficient
condition for the multifractal spectrum not to degenerate.
CHAPTER 2
Balanced functions
Here we introduce our class of functions. They are determined via growth conditions
on the derivative that will be given in the next section. Such growth conditions
are quite natural and very general in the context of meromorphic functions. We
illustrate this with various examples in the remainder of this chapter.
In the definitions to follow appear some conditions on the growth of the deriv-
ative of the function. It is only necessary that they hold on the Julia set. Let us
simply recall here that Ff designs the Fatou and Jˆ (f) the Julia set of the function
f : C→ Cˆ. Since infinity is a point of indeterminacy for f it is more convenient to
work with the (finite) Julia set
J (f) = Jˆ (f) ∩ C.
Precise definitions are given in Chapter 4.
2.1. Growth conditions
We consider meromorphic functions f : C→ Cˆ of finite order ρ = ρ(f) that satisfy
the following conditions.
Definition 2.1 (Rapid derivative growth). A meromorphic function f has rapid
derivative growth if there are α2 > max{0,−α1} and κ > 0 such that
(2.1) |f ′(z)| ≥ κ−1(1 + |z|)α1(1 + |f(z)|α2)
for all finite z ∈ J (f) \ f−1(∞).
Definition 2.2 (Balanced growth). The meromorphic function f is balanced if
there are κ > 0, a bounded function α2 : J (f) ∩ C → [α2, α2] ⊂]0,∞[ and
α1 > −α2 = − inf α2 such that
(2.2) κ−1(1 + |z|)α1(1 + |f(z)|α2(z)) ≤ |f ′(z)| ≤ κ(1 + |z|)α1(1 + |f(z)|α2(z))
for all finite z ∈ J (f) \ f−1(∞).
We will make some natural restrictions on the function α2 (given in Definition 2.5).
Notice that most of our work does rely only on the weaker rapid growth condition.
The balanced version of it is only used in the last two chapters.
Since we are interested in hyperbolic functions f (the precise definition of hyper-
bolicity is also given in Chapter 4) we can and do assume that
(2.3) |f ′||J (f) ≥ c > 0 and |f ||J (f) ≥ T > 0.
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The second condition means that 0 ∈ Ff . Under these assumptions the derivative
growth condition (2.1) can then be reformulated in the following more convenient
form:
There are α2 > 0, α1 > −α2 and κ > 0 such that
(2.4) |f ′(z)| ≥ κ−1|z|α1 |f(z)|α2
for all z ∈ J (f) \ f−1(∞).
Similarly, the balanced condition (2.2) becomes
There are κ > 0, a bounded function α2 : J (f) → [α2, α2] ⊂]0,∞[ and a
constant α1 > −α2 = − inf α2 such that
(2.5) κ−1|z|α1 |f(z)|α2(z) ≤ |f ′(z)| ≤ κ|z|α1 |f(z)|α2(z)
for all z ∈ J (f) \ f−1(∞),
Throughout the entire text we use the notations
α = α1 + α2 and, for every τ ∈ R, τˆ = α1 + τ.
Definition 2.3 (Dynamically regular functions). A balanced hyperbolic meromor-
phic function f of finite order ρ(f) is called dynamically regular. If f satisfies only
the rapid derivative growth condition then we call it dynamically semi–regular.
In the geometric applications of the thermodynamical formalism the following no-
tion is useful.
Definition 2.4 (Divergence type). A meromorphic function f is of divergence type
if the series
(2.6) Σ(t, w) =
∑
z∈f−1(w)
|z|−t
diverges at the critical exponent (which is the order of the function t = ρ; w is any
non Picard exceptional value). In the case f is entire we assume instead of (2.6)
that, for any A,B > 0, there exists R > 1 such that
(2.7)
∫ R
logR
T (r)
rρ+1
dr −B (logR)1−ρ ≥ A
where T is the characteristic function of f .
In the entire case (2.6) is not sufficient for our needs. This is why we allow ourselves
to modify in this case the usual notion of divergence type. This notion is in fact a
condition on the growth of the characteristic function. For example, if
lim inf
r→∞
T (r)
rρ
> 0,
then the function is of divergence type.
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2.2. The precise form of α2
The meaning of the exponent α1 and, in particular, of the α2–function deserves
some clarifications and comments.
For entire functions the balanced growth condition (2.5) is in fact a condition
on the logarithmic derivative of the function. Indeed, for all known balanced entire
functions and, in particular, for the ones we describe below one has α2 = 1 and
α1 = ρ− 1 with, as usual, ρ being the order of the function. The balanced growth
condition signifies then that the logarithmic derivative of the function is of polyno-
mial growth of order ρ − 1. For entire functions with bounded singular set this is
a general fact (see Lemma 3.1 in [MyU2]).
For a meromorphic function f with pole b of multiplicity q, we have |f ′| ≍
|f |1+ 1q near the pole b. If f satisfies the balanced growth condition then necessarily
α2 ≍ 1+ 1q near b. In order to be able to handle meromorphic functions with poles
of different multiplicities we introduced the variable function α2. It must however
satisfy the following condition.
Definition 2.5. If f is entire then we suppose α2 ≡ 1 1. If f has poles then we
suppose that
sup{qb , qb multiplicity of the pole b} <∞
and that
α2 = inf
{
1 +
1
qb
, b pole of f
}
≤ α2 ≤ α2 <∞.
2.3. Classical families
We now present various classical families to which the theory of this memoir
applies. First of all, the whole exponential family fλ(z) = λ exp(z), λ 6= 0, clearly
satisfies the balanced growth condition with α1 = 0 and α2 ≡ 1. More generally, if
P and Q are arbitrary polynomials such that
f(z) = P (z)exp(Q(z))
satisfies (2.3), then
|f ′| = |P
′ +Q′P |
|P | |f | ≍ |z|
deg(Q)−1|f |
which explains that all these functions satisfy the balanced growth condition with
α1 = deg(Q)− 1 and α2 ≡ 1. One can also consider functions
f(z) = P ◦ exp(Q(z))
where again P,Q are polynomials such that (2.3) is satisfied. Then f is again
balanced with α1 = deg(Q)− 1 and α2 ≡ 1. Note that the order of these functions
is ρ = deg(Q). Consequently ρα = 1.
Since one can replace in these considerations the exponential function by any
arbitrary balanced meromorphic function g one can produce in this way large fam-
ilies of balanced meromorphic functions . For example, if P,Q are (non constant)
polynomials such that f = P ◦ g ◦Q satisfies (2.3) then f is balanced.
1In fact, only α2 ≡ c > 0 is needed.
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Assuming still (2.3), the following functions are also balanced:
The sine family. f(z) = sin(az + b) where a, b ∈ C and a 6= 0.
The cosine-root family. f(z) = cos(
√
az + b) with again a, b ∈ C and a 6= 0.
Note that here α1 = − 12 and α2 ≡ 1 which explains that negative values of α1
should be considered in (2.4) and (2.5).
The tangent family. Certain solutions of Ricatti differential equations like,
for example, the tangent family f(z) = λ tan(z), λ 6= 0, and, more generally, the
functions
f(z) =
Ae2z
k
+B
Ce2zk +D
with AD −BC 6= 0 .
The associated differential equations are of the form w′ = kzk−1(a + bw + cw2)
which explains that here α1 = k − 1 and α2 ≡ 2.
Elliptic functions. All elliptic functions are balanced. Indeed, if f : C → Cˆ
is a doubly periodic meromorphic function, then there is R > 0 such that every
component Vb of f
−1({z ∈ C : |z| > R} ∪ {∞}) is a bounded topological disc, and
there is κ > 0 such that for every pole b and any z ∈ Vb \ {b} we have
1
κ
|f(z)|1+ 1qb ≤ |f ′(z)| ≤ κ|f(z)|1+ 1qb
where qb is the multiplicity of the pole b. From the periodicity of f and the as-
sumption |f ′||J (f) ≥ c > 0 easily follows now that f satisfies (2.5) with α1 = 0
and
α2 = inf
{
1 +
1
qb
: b ∈ f−1(∞)
}
.
More generally, the preceding discussion shows that for any function f that has at
least one pole one always has
α2 ≤ inf
{
1 +
1
qb
: b ∈ f−1(∞)
}
and sup
{
1 +
1
qb
: b ∈ f−1(∞)
}
≤ sup
z∈J (f)
α2(z).
2.4. Functions with polynomial Schwarzian derivative
The exponential and tangent functions are examples for which the Schwarzian de-
rivative
S(f) =
(
f ′′
f ′
)′
− 1
2
(
f ′′
f ′
)2
is constant. By Mo¨bius invariance of S(f), functions like
ez
λez + e−z
and
λez
ez − e−z
also have constant Schwarzian derivative. Examples for which S(f) is a polynomial
are
f(z) =
∫ z
0
exp(Q(ξ)) dξ , Q a polynomial,
and also
(2.8) f(z) =
aAi(z) + bBi(z)
cAi(z) + dBi(z)
with ad− bc 6= 0
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and with Ai and Bi the Airy functions of the first and second kind. These a linear
independent solutions of g′′−zg = 0 and, in general, if g1, g2 are linear independent
solutions of
(2.9) g′′ + Pg = 0 ,
then f = g1g2 is a solution of the Schwarzian equation
(2.10) S(f) = 2P .
Conversely, every solution of (2.10) can be written locally as a quotient of two linear
independent solutions of the linear differential equation (2.9). Note that, if g1, g2
are two linear independent solutions of (2.9), then the Wronskian W (g1, g2) has
zero derivative and is therefore constant (and it is non-zero).
Nevanlinna [Nev3] established that meromorphic functions with polynomial
Schwarzian derivative are exactly the functions that have only finitely many asymp-
totical values and no critical values. Moreover, if such a function has a pole, then
it is of order one. Consequently the maps of this class are locally injective. We also
mention that any solution of (2.10) is of order ρ = p/2, where p = deg(P ) + 2, and
it is of normal type of its order (cf. [H2]).
Theorem 2.6. Any meromorphic function f with polynomial Schwarzian deriv-
ative is of divergence type and is balanced provided |f ′||J (f) ≥ c > 0 with α1 =
deg(S(f))/2 and α2 ∈ [1, 2]. Moreover, α2 ≡ 2 if all the asymptotical values of f
are finite.
Proof. The asymptotic properties of the solutions of (2.9) are well known due
to work of Hille ([H3], see also [H2]. We follow [Ll]). First of all, there are p critical
directions θ1, ..., θp which are given by
arg u+ pθ = 0 (mod 2π)
where u is the leading coefficient of P (z) = uzp−2 + .... In a sector
Sj =
{
|argz − θj | < 2π
p
− δ ; |z| > R
}
,
R > 0 is sufficiently large and δ > 0, the equation (2.9) has two linear independent
solutions
(2.11)
g1(z) = P (z)
− 14 exp
(
iZ + o(1)
)
and
g2(z) = P (z)
− 14 exp
(− iZ + o(1))
where
Z =
∫ z
2Reiθj
P (t)
1
2 dt =
2
p
u
1
2 z
p
2
(
1 + o(1)
)
for z →∞ in Sj .
Therefore, if f is a meromorphic solution of the Schwarzian equation (2.10), then
there are a, b, c, d ∈ C with ad− bc 6= 0 such that
(2.12) f(z) =
ag1(z) + bg2(z)
cg1(z) + dg2(z)
, z ∈ Sj .
Observe that f(z) → a/c if z → ∞ on any ray in Sj ∩ {arg z < θj} and that
f(z)→ b/d if z →∞ on any ray in Sj ∩ {arg z > θj}. The asymptotic values of f
are given by all the a/c, b/d corresponding to all the sectors Sj , j = 1, ..., p.
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With this precise description of the asymptotic behavior of f we can now proof
Theorem 2.6 as follows. The Mo¨bius transformation Φ(w) = aw+bcw+d satisfies the
differential equation
(2.13) wΦ′(w) = α+ βΦ(w) + γΦ2(w)
where α = −ab/δ, β = (ad + bc)/δ, γ = −cd/δ and δ = ad − bc. If g = g1g2 , g1, g2
the functions given by (2.11), then the meromorphic function f is f = Φ ◦ g in the
sector Sj (see (2.12). Note that
g′ =
g′1g2 − g1g′2
g22
=
W (g1, g2)
g22
=
k
g22
for some non-zero constant k. It follows then from (2.14) that
f ′ = Φ′ ◦ g g′ = 1
g
(
α+ βf + γf2
) k
g22
=
k
g1g2
(
α+ βf + γf2
)
.
Because of (2.11),
g1(z)g2(z) = P (z)
− 12
(
1 + o(1)
)
for z →∞ in Sj .
This leads to
|f ′(z)| ≍ |z| p2−1∣∣α+ βf(z) + γf(z)2∣∣ for z ∈ Sj .
Because of our standard assumption |f ′||J (f) ≥ c > 0 it is clear now that f is
balanced in J (f) ∩ Sj with α1 = p2 − 1 and α2 ≡ 1 or α2 ≡ 2 depending on
γ = −cd/δ. In fact, α2 ≡ 1 precisely when cd = 0. Notice that this implies that
one of the asymptotic values is infinity.
The sectors Sj , j = 1, ..., p, cover a neighborhood of infinity. Since f can
only have simple poles, |f ′| ≍ |f |1+ 1qb = |f |2 near a pole b. From a compactness
argument follows now easily that f is balanced, i.e. satisfies the condition (2.5),
and that α2 ≡ 2 in the case when all the asymptotic values of f are finite.
It remains to check that f is of divergence type. Take z0 ∈ Sj and let w0 = f(z0)
and w = Φ−1(w0). Now, z ∈ f−1(w0) ∩ Sj if and only if
g(z) =
g1(z)
g2(z)
= exp (2iZ + o(1)) = w
(cf. (2.11). Recall that the order of f is ρ = p/2. From the 1–periodicity of the
exponential function and since |Z| ≍ |z|p/2 in Sj it follows that∑
f(z)=w0
|z|−ρ ≥
∑
g(z) = w
z ∈ Sj
|z|−p2 =∞
which precisely means that f is of divergence type. 
2.5. Functions with rational Schwarzian derivative
If f is a meromorphic function with polynomial Schwarzian derivative and if
Q is any polynomial then it is easy to check that g = f ◦ Q is of divergence type
and balanced with α1 = deg(Q)− 1 + deg(S(f))/2 and α2 = α2(f) (still provided
(2.3) holds). Since g has critical points as soon as deg(Q) > 1 it cannot be a
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function with polynomial Schwarzian derivative. So here we have a first large class
of balanced functions that are solutions of
(2.14) S(f) = R
with R a rational map. Functions with rational Schwarzian derivative have been
studied by Elfving [Elf] who generalized the work of Nevanlinna cited above. These
functions do also fit very well into our context. Let us simply focus on the following
class of entire functions which have been considered by Hemke in [Hk]:
(2.15) f(z) =
∫ z
0
P (ξ)exp(Q(ξ)) dξ + c , P,Q polynomials , c ∈ C.
These maps are precisely the entire functions with only finitely many singular values
counted with multiplicity (see Corollary 2.13 of [Hk]).
Proposition 2.7. If f is given by (2.15) such that |f ′||J (f) ≥ c > 0, then f is a
balanced function with α1 = deg(Q)− 1 and α2 ≡ 1.
Proof. For k = 1, ..., deg(Q) define
Φk =
(2k + 1)π − arg q
deg(Q)
,
where q is the leading coefficient of Q(z) = qzdeg(Q) + ... . Since exp(Q(RεiΦk))
decreases very fast when R → ∞, sk = limR→∞ f(RεiΦk) is a finite asymptotical
value of f . For z ∈ C choose k such that
Φk − π
deg(Q)
≤ arg z < Φk + π
deg(Q)
and define s(z) = sk. Lemma 4.1 in [Hk] states that
f(z) = s(z) +
P (z)eQ(z)
Q′(z)
+O(|z|deg(P )−deg(Q))eQ(z) for |z| ≥ R > 0.
It follows that
|f(z)− s(z)||Q′(z)| = |f ′(z)|∣∣1 +O(|z|deg(Q′)−deg(Q))∣∣
which implies
|f ′(z)| ≍ |Q′(z)||f(z)− s(z)| for |z| ≥ R
and the assertion follows. 
2.6. Uniform balanced growth
In Chapter 8 we deal with analytic families of dynamically regular meromorphic
functions. More precisely, the Speiser class S is the set of meromorphic functions
f : C→ Cˆ that have a finite set of singular values sing(f−1). We will work in the
subclass S0 which consists in the functions f ∈ S that have a strictly positive and
finite order ρ = ρ(f) and that are of divergence type. Fix Λ, an open subset of CN ,
N ≥ 1. Let
MΛ = {fλ}λ∈Λ ⊂ S0
be a holomorphic family of dynamically regular meromorphic functions such that
the singular points sing(f−1λ ) = {a1,λ, ..., ad,λ) depend continuously on λ ∈ Λ.
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Definition 2.8 (Bounded deformation). A family MΛ is of bounded deformation
if there is M > 0 such that for all j = 1, ..., N∣∣∣∣∂fλ(z)∂λj
∣∣∣∣ ≤M |f ′λ(z)| , λ ∈ Λ and z ∈ J (fλ).
We will see that this bounded deformation condition yields the existence of a holo-
morphic motion
z ∈ J (fλ0) 7→ zλ = Gλ(z) ∈ J (fλ)
that conjugates the dynamics and has the additional property that Gλ converges
to the identity uniformly on the whole plane as λ→ λ0.
Definition 2.9 (Uniformly balanced). A familyMΛ is uniformly balanced provided
every f ∈ MΛ satisfies the condition (2.2) with κ, α1, α2 independent of f ∈ M.
Concerning α2, this means that for every z ∈ J (fλ0) the map
λ ∈ Λ 7→ α2,λ(zλ)
is constant.
Uniform balanced growth holds for various families of meromorphic functions. Here
are some examples.
Proposition 2.10. Let f : C → Cˆ be either the sine, tangent, exponential or the
Weierstrass elliptic function and let fλ(z) = f(λdz
d + λd−1zd−1 + ... + λ0), λ =
(λd, λd−1, ..., λ0) ∈ C∗×Cd. Suppose λ0 is a parameter such that fλ0 is topologically
hyperbolic. Then there is a neighbourhood U of λ0 such that MU = {fλ ;λ ∈ U}
is of uniform balanced growth.
Remark 2.11. Instead of the Weierstrass elliptic function one can take here any
other elliptic function. This follows immediately from the above discussion on
elliptic functions. Note that then α2 cannot be taken constant since the poles of
such functions can have different multiplicities.
Proof. All the functions f mentioned have only finitely many singular values,
they are in the Speiser class. The function fλ0 being in addition topologically
hyperbolic, its singular values are attracted by attracting cycles. As we already
remarked in the previous section, this is a stable property in the sense that there
is a neighbourhood U of λ0 such that all the functions of MU = {fλ ;λ ∈ U} have
the same property. In particular, no critical point of fλ is in J(fλ). The function
f satisfies a differential equation of the form
(f ′)p = Q ◦ f
with Q a polynomial whose zeros are contained in sing(f−1). For example, in the
case when f is the Weierstrass elliptic function then
(f ′)2 = 4(f − e1)(f − e2)(f − e3)
with e1, e2, e3 the critical values of f . Let λ ∈ U and denote Pλ(z) = λdzd +
λd−1zd−1 + ...+ λ0. Since
(f ′λ)
p = (f ′ ◦ Pλ P ′λ)p = Q ◦ fλ(P ′λ)p
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and fλ(z) 6= 0 for all z ∈ J(fλ), the polynomials P ′λ and Q do not have any zero in
J(fλ). Consequently
|P ′λ(z)| ≍ |z|d−1 and |Q(z)| ≍ |z|q on J(fλ)
with q = deg(Q). Moreover, restricting U if necessary, the involved constants can
be chosen to be independent of λ ∈ U . Therefore,
|f ′λ(z)| ≍ |fλ(z)|
q
p |z|d−1
for z ∈ J(fλ) and λ ∈ U . We verified the uniform balanced growth condition with
α1 = d− 1 and α2 = qp depending on the choice of f . In the case of the Weierstrass
elliptic function one has α2 = 3/2. 

CHAPTER 3
Transfer operator and Nevanlinna Theory
3.1. Choice of a Riemannian metric and transfer operator
It was observed in [MyU2] that one can build the thermodynamical formal-
ism of the very general class of dynamically semi-regular meromorphic functions
provided that one works with the right Riemannian metric space (C , dσ = γ |dz|).
More precisely, if φ = −t log |f ′|σ is a geometric potential with t > ρ/α and with
(3.1) |f ′(z)|σ = dσ(f(z))
dσ(z)
= |f ′(z)|γ(f(z))
γ(z)
the derivative of f with respect to the metric σ, then the right choice of the metric
is
dσ(z) = dστ (z) =
|dz|
1 + |z|τ
where τ ∈ (0, α2) is such that t > ρ/τˆ > ρ/α (for simplicity we will denote the
metric στ just by τ). Since we only work on the Julia set J (f) which we supposed
to be at some distance from the origin (see (2.3)) we can and do work with the
simpler form of the metric
(3.2) dτ(z) = |z|−τ |dz|.
The main idea in [MyU2] was that one could show, with the help of Nevanlinna
theory, that the (geometric) transfer operator
(3.3) Ltϕ(w) =
∑
z∈f−1(w)
|f ′(z)|−tτ ϕ(z) , ϕ ∈ Cb(J (f)),
is bounded for all t > ρ/τˆ . In Chapter 5 we systematical deal with a more general
class of potentials. But let us explain at the moment, with the example of the
above potentials −t log |f ′(z)|τ , why Nevanlinna Theory plays the first rate role in
the understanding of the transfer operator. Suppose f is a function that satisfies
the balanced growth condition (2.5). Then we have (still under the assumption
(2.3))
(3.4) |z|τˆ  |z|τˆ |f(z)|α2−τ  |f ′(z)|τ  |z|τˆ |f(z)|α2−τ , z ∈ J (f) \ f−1(∞).
Here and in the whole text the symbols ≍ and  signify that equality respectively
inequality holds up to a multiplicative constant that is independent of the involved
variables. Notice that the left hand inequality of (3.4) is still valid under the weaker
growth condition (2.4). Therefore we have for a dynamically semi-regular function
f the estimation
Lt11(w)  1|w|α2−τ
∑
z∈f−1(w)
|z|−τˆ t 
∑
z∈f−1(w)
|z|−τˆ t , w ∈ J (f),
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and this last sum, which we also call Borel sum, is very well known in Nevanlinna
theory. The next Section provides all necessary details related to the behavior of
this sum which, in particular, give boundedness of the transfer operator.
3.2. Nevanlinna Theory and Borel Sums
The reader may consult, for example, [Hy], [H1], [JV], [Nev1], [Nev2] or [CY]
for a detailed exposition on meromorphic functions and on Nevanlinna theory. In
the whole text we use the terminology meromorphic function for a transcendental
meromorphic function f of the plane C into the sphere Cˆ and we always suppose
that f is of finite order
ρ = ρ(f) = lim sup
r→∞
log T (r)
log r
<∞.
Here and in the following we use the standard notation of Nevanlinna theory. For
example, n(r, a) is the number of a-points of modulus at most r, N(r, a) is defined
by dN(r, a) = n(r, a)/r and T (r) is the characteristic of f (more precisely the
Ahlfors-Shimizu version of it; these two different definitions of the characteristic
function only differ by a bounded amount). Notice that f is of finite order ρ if and
only if the integral
(3.5)
∫ ∞ T (r)
ru+1
dr
converges for u > ρ and diverges if u < ρ. This integral may converge or diverge
for the critical exponent u = ρ. Following Valiron we introduce the following (and
remember that for entire functions we take the different version given in (2.7).
Definition 3.1. A meromorphic function f of finite order ρ is of divergence type if∫ ∞ T (r)
rρ+1
dr =∞.
More adapted for our concerns will be the characterization of the order and the
divergence type in terms of the sum
(3.6) Σ(u, a) =
∑
f(z) = a
z 6= 0
|z|−u , a ∈ Cˆ.
The relation between this sum and the integral (3.5) goes via the average counting
number N(r, a) and Nevanlinna’s main theorems. The first main theorem (FMT)
as stated in [Er] or in [H1, p. 216] yields
Corollary 3.2 (of FMT). For every a ∈ Cˆ there is Θa > 0 such that
N(r, a)−Θa ≤ T (r) for all r > 0.
In the case f(0) 6= a one has Θa = − log [f(0), a] where [a, b] denotes the chordal
distance on the Riemann sphere (with in particular [a, b] ≤ 1 for all a, b ∈ Cˆ).
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From the second main theorem (SMT) of Nevanlinna we need the following
version which is from [Nev1, p. 257] ([Nev2, p. 255] or again [H1]) and which is
valid only since f is supposed to be of finite order.
Corollary 3.3 (of SMT). Let a1, a2, a3 ∈ Cˆ be distinct points. Then
T (r) ≤ N(r, a1) +N(r, a2) +N(r, a3) + S(r)
for every r > 0 and with S(r) = O(log(r)).
Putting together these two results one has for any r > 0, any three distinct points
a1, a2, a3 ∈ Cˆ and any a ∈ Cˆ that
(3.7) N(r, a)−Θa ≤ T (r) ≤ N(r, a1) +N(r, a2) +N(r, a3) + S(r).
The error term S(r) also depends on the points aj . It has been studied in detail and
sharp estimates are known. The following results from Hinkkanen’s paper [Hk] and
also from Cherry-Ye’s book [CY]. We use here the notion of hyperbolicity which
is defined in the next section.
Lemma 3.4. Let f be a hyperbolic meromorphic function of finite order ρ that is
normalized such that 0 ∈ D(0, T ) ⊂ Ff , f(0) /∈ {0,∞} and f ′(0) 6= 0. Then, for
every ∆ < T/4, there exists C1 = C1(∆) > 0 and C2 > 0 such that
4N(R+∆, a) ≥ T (R)− (3ρ+ 1) logR− C1 − C2 log |a|
for every a ∈ J (f) and every R > T .
Proof. Since f is expanding there is c > 0 such that |f ′(z)| ≥ c > 0 for all
z ∈ J (f). Let 0 < ∆′ < min{δ(f), T } such that ∆ = 2K∆′/c < T/4 where K is an
appropriate Koebe distortion constant. Consider then a ∈ J (f) and a′ ∈ D(a,∆′).
Since all the inverse branches of f are well defined on D(a, 2∆′) we have
n(r +∆, a) ≥ n(r, a′) , r > 0.
Consequently
N(R, a′) =
∫ R
0
n(r, a′)
r
dr ≤
∫ R
0
n(r +∆, a)
r
dr
=
∫ R+∆
∆
n(t, a)
t
t
t−∆ dt ≤
T
T −∆
∫ R+∆
T
n(t, a)
t
dt
≤ 4
3
N(R+∆, a) for every R > T.
Choose now a1, a2, a3 ∈ D(a,∆′), any three points that satisfy |ai − aj | ≥ ∆′/3 for
all i 6= j. It follows then from the sharp form of SMT given in [Hk], the fact that
f is of finite order, along with the normalisations stated in the lemma that
4N(R+∆, a) ≥
3∑
i=1
N(R, ai) ≥ T (R)− S(R, a1, a2, a3)
≥ T (R)− (3ρ+ 1) logR− C1(∆)− C2 log |a|
for every a ∈ J (f) and for all R > T . 
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It follows from SMT that the convergence of the integral (3.5) implies the conver-
gence of
(3.8)
∫ ∞ N(r, a)
ru+1
dr
for all a ∈ Cˆ. Conversely, if the integral (3.5) diverges then (3.8) also diverges for
all but at most two (the Picard exceptional values) points a ∈ Cˆ .
Let us now come back to the sum (3.6). If 0 < r0 < r, then by the definition
of the Riemann-Stieltjes integral and with integration by parts,∑
f(z) = a
r0 < |z| < r
|z|−u =
∫ r
r0
dn(t, a)
tu
=
n(r, a)
ru
− n(r0, a)
ru0
+ u
∫ r
r0
n(t, a) dt
tu+1
(3.9)
=
n(r, a)
ru
− n(r0, a)
ru0
+ u
(
N(r, a)
ru
− N(r0, a)
ru0
)
+ u2
∫ r
r0
N(t, a) dt
tu+1
.(3.10)
It follows now easily that the convergence behavior of Σ(u, a) is the same as the
one of the integral (3.8). We thus have
Theorem 3.5 (Borel-Picard). Let f be a meromorphic function and let Ef ⊂ Cˆ
be the set of the (at most two) Picard exceptional values. Then f is of finite order
ρ if and only if
Σ(u, a) < ∞ if u > ρ and
Σ(u, a) = ∞ if u < ρ
for all a ∈ Cˆ \ Ef . Moreover, Σ(ρ, a) =∞ for some a ∈ Cˆ if and only if
Σ(ρ, a) =∞ for all a ∈ Cˆ \ Ef .
The following uniform estimate is crucial for our needs.
Proposition 3.6. Let f be meromorphic of finite order ρ and let K ⊂ Cˆ such that
f(0) /∈ K) > 0. Then, for every u > ρ, there is Mu > 0 such that
Σ(u, a) =
∑
f(z)=a
1
|z|u ≤Mu for all a ∈ K .
Proof. Let 0 < r0 < dist(0, f
−1(K)). Then n(r0, a) = N(r0, a) = 0 and∑
f(z) = a
r0 < |z| < r
|z|−u = n(r, a)
ru
+ u
N(r, a)
ru
+ u2
∫ r
r0
N(t, a) dt
tu+1
for every a ∈ K and r > r0. We have limr→∞ n(r,a)ru = limr→∞ N(r,a)ru = 0 since
u > ρ. It follows from the assumption dist(0, f−1(K)) > 0 that the constant Θa
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in FMT (Corollary 3.2) can be chosen to be independent of a ∈ K. It follows that
there is Au > 0 such that
Σ(u, a) ≤
∫ ∞
r0
T (r)
ru+1
dr +Au =:Mu
for every a ∈ K. 

CHAPTER 4
Preliminaries, Hyperbolicity and Distortion
Properties.
4.1. Dynamical preliminaries and hyperbolicity
For a general introduction of the dynamical aspects of meromorphic functions
we refer to the survey article of Bergweiler [Bw1]. We collect here the properties
of interest for our concerns. The Fatou set of a meromorphic function f : C→ Cˆ is
denoted by Ff . It is defined as usual as to be the set of points z ∈ C for which there
exists a neighborhood U of z on which all the iterates fk, k ≥ 1, of the function f
are defined and are normal. The complement is the Julia set Jˆ (f) = Cˆ \ Ff . We
write
J (f) = Jˆ (f) ∩ C.
By Picard’s theorem, there are at most two points z0 ∈ Cˆ that have finite backward
orbit O−(z0) =
⋃
n≥0 f
−n(z0). The set of these points is the exceptional set Ef .
In contrast to the situation of rational maps it may happen that Ef ⊂ Jˆ (f).
Iversen’s theorem [Iv, Nev1] asserts that every z0 ∈ Ef is an asymptotic value.
Consequently, Ef ⊂ sing(f−1) the set of critical and finite asymptotic values. The
post-critical set Pf is defined to be the closure in the plane of⋃
n≥0
fn
(
sing(f−1) \ f−(n−1)(∞)) .
The Julia set splits into two dynamically different subsets. First, there is the
escaping set
I∞(f) = {z ∈ J (f) ; lim
n→∞
fn(z) =∞}.
And, more importantly to us, its complement, the radial (or conical) Julia set
Jr(f) = J (f) \ I∞(f).
The Hausdorff dimension of the radial Julia set will be called hyperbolic dimension
of the function f .
Remark 4.1. We like to mention that L. Rempe in [Rem] introduced a different
radial Julia set. Let us denote it by Λf . A point z ∈ J (f) is a radial point of Λf
if there is δ > 0 and nj →∞ such that
fnj : Compz(Dσ(f
nj (z), δ)) −→ Dσ(fnj (z), δ)
is univalent where, this time, σ stands for the spherical metric in Cˆ. In other words,
there are arbitrary small neighborhoods of z that can be zoomed in a univalent way
by some iterate of the function f to a disk of a fixed spherical size. This definition
naturally emerges from the notion of conical limit set of Kleinian groups or the
conical Julia set from rational functions.
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For our needs it is more convenient to use Jr(f) and both sets are closely
related for hyperbolic functions. Indeed, for a hyperbolic function f we always
have Jr(f) ⊂ Λf and we will see that the difference Λf \ Jr(f) is dynamically
insignificant in the sense that, firstly, all the Gibbs measures and equilibrium states
have total mass on Jr(f) (Proposition 5.21) and, secondly, both sets have same
Hausdorff dimension (Proposition 8.4). In particular, in the above definition of
the hyperbolic dimension one can take either one of these radial sets. Notice also
that L. Rempe showed that the hyperbolic dimension equals the supremum of the
hyperbolic subsets of J (f) (which is indeed the usual definition for the hyperbolic
dimension).
A classical fact based on Montel’s theorem and the density of repelling cycles
is that if U is any open set with nonempty intersection with the Julia set and if K
is any compact subset of J (f), then there is N ≥ 0 such that fN (U) ⊃ K. The
following is more convenient for our needs.
Lemma 4.2. Let δ > 0 and denote Uw = D(w, δ). For any R > 0 there exists
N = N(R) ≥ 0 such that, if K = J (f) ∩ D(0, R), then fN (Uw) ⊃ K for any
w ∈ K.
Proof. Suppose to the contrary that there exists R > 0 and, for any N ≥ 0,
wN ∈ K = J (f) ∩ D(0, R) with K \ fN(UwN ) 6= ∅. We may suppose that wN →
w ∈ K. But then there is N0 ≥ 0 such that fN (D(w, δ/2)) does not contain K for
any N ≥ N0. This is impossible. 
4.1.1. Hyperbolicity. Let us introduce the following definitions.
Definition 4.3. A meromorphic function f is called topologically hyperbolic if
δ(f) :=
1
4
dist (J (f),Pf ) > 0.
and it is called expanding if there is c > 0 and γ > 1 such that
|(fn)′(z)| ≥ cγn for all z ∈ J (f) \ f−1(∞) .
A topologically hyperbolic and expanding function is called hyperbolic.
The Julia set of a hyperbolic function is never the whole sphere. We thus may and
we do assume that the origin 0 ∈ Ff is in the Fatou set (otherwise it suffices to
conjugate the map by a translation). This means that there exists T > 0 such that
(4.1) D(0, T ) ∩ J (f) = ∅.
Here we simply justified and quantified the second part of the assumption (2.3).
It is well known that in the context of rational functions topological hyperbol-
icity and expanding property are equivalent. Neither implication is established for
transcendental functions. However, under the rapid derivative growth condition
(2.4) with α1 ≥ 0 topological hyperbolicity implies hyperbolicity.
Proposition 4.4. Every topologically hyperbolic meromorphic function satisfying
the rapid derivative growth condition with α1 ≥ 0 is expanding, and consequently,
hyperbolic.
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Proof. Let us fix γ ≥ 2 such that γκ−1Tα ≥ 2. In view of rapid derivative
growth (2.4) and (4.1)
(4.2) |f ′(z)| ≥ κ−1Tα for all z ∈ J (f)
and
(4.3) |f ′(z)| ≥ γ for all z ∈ f−1(J (f) \D(0, R))
providedR > 0 has been chosen sufficiently large. In addition we need the following.
Claim: There exists p ≥ 1 such that
|(fn)′(z)| ≥ γ for all n ≥ p and z ∈ D(0, R) ∩ J (f).
Indeed, suppose on the contrary that for some np → ∞ and zp ∈ D(0, R) ∩ J (f)
we have
(4.4) |(fnp)′(zp)| < γ.
Put δ = δ(f). Then for every p ≥ 1 there exists a unique holomorphic branch
f
−np∗ : D
(
fnp(zp), 2δ
) → C of f−np sending fnp(zp) to zp. It follows from 14 -
Koebe’s Distortion Theorem (cf. Lemma 4.6) and (4.4) that
(4.5) f
−np∗
(
D
(
fnp(zp), 2δ
)) ⊃ D(zp, δ/(2γ))
or, equivalently, that fnp(D
(
zp, δ/(2γ)
)
) ⊂ D(fnp(zp), 2δ). Passing to a subse-
quence we may assume without loss of generality that the sequence {zp}∞p=1 con-
verges to a point z ∈ D(0, R) ∩ J (f). Since D(Pf , 2δ) ∩ D
(
fnp(zp), 2δ
)
= ∅ for
every p ≥ 1, it follows from Montel’s theorem that the family {fnp |D(z,(2γ)−1δ)}∞p=1
is normal, contrary to the fact that z ∈ J (f). The claim is proved.
Let p = p(γ,R) ≥ 1 be the number produced by the claim. It remains to show
that
|(f2p)′(z)| ≥ 2 > 1 for every z ∈ J (f).
This formula holds if |f j(z)| > R for j = 0, 1, ..., p because of (4.2), (4.3) and the
choice of γ. If |f j(z)| ≤ R for some 0 ≤ j ≤ p, the conclusion follows from (4.2)
and the claim. 
4.1.2. Analytic families. Let us recall that the class of Speiser S consists in
the functions f that have a finite set of singular values sing(f−1). The classification
of the periodic Fatou components is the same as the one of rational functions
because any map of S has no wandering nor Baker domains [Bw1]. Consequently,
if f ∈ S then f is topologically hyperbolic if and only if the orbit of every singular
value converges to one of the finitely many attracting cycles of f . This last property
is stable under perturbation, a fact that is needed for the next remark:
Fact 4.5. Let fλ0 ∈ H be a hyperbolic function and U ⊂ Λ an open neighborhood
of λ0 such that, for every λ ∈ U , fλ satisfies the balanced growth condition (2.5)
with κ > 0, α1 ≥ 0 and α2 > 0 independent of λ ∈ U . Then, replacing U by
some smaller neighborhood if necessary, all the fλ satisfy the expanding property
for some c, ρ independent of λ ∈ U .
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4.2. Distortion properties
We start with the following well-known result.
Lemma 4.6 (Koebe’s Distortion Theorem). There exists a constant K2 ≥ 1 such
that if D ⊂ C is a geometric disk, and g : D → C is a univalent holomorphic
function, then for all w, z ∈ 12D
1−K2|z − w| ≤ |g
′(w)|
|g′(z)| ≤ 1 +K2|z − w|,
or equivalently
| |g′(w)| − |g′(z)| | ≤ K2|g′(z)||z − w|.
Since log(1 + x) ≤ x for all x ≥ −1, it follows from the first inequality above that
| log |g′(w)| − log |g′(z)|| ≤ K2|z − w|.
Given T > 0 we denote by KT the class of all univalent holomorphic functions
whose domains are geometric disks in C \ D(0, T ) with Euclidean radii ≤ 1 and
whose ranges are contained in C \D(0, T ). We shall prove the following Lemma in
which we write again
(4.6) |g′(z)|τ = |g′(z)| |z|
τ
|g(z)|τ
the derivative of g with respect to the Riemannian metric τ (given in (3.2)).
Lemma 4.7. There exists a constantK = Kτ,T ≥ 1 such that if g : D → C belongs
to KT , then for all z, w ∈ 12D,
|log |g′(w)|τ − log |g′(z)|τ | ≤ K(1 + |g′(z)|)|z − w|
and ∣∣∣∣ |g′(w)|τ|g′(z)|τ − 1
∣∣∣∣ ≤ K(1 + |g′(z)|)|z − w|.
Proof. Rewrite (4.6) in the logarithmic form:
log |g′(ξ)|τ = log |g′(ξ)|+ τ log |ξ| − τ log |g(ξ)|.
Then, using in turn the second part of Lemma 4.6,∣∣ log|g′(w)|τ − log |g′(z)|τ ∣∣ =
= |log |g′(w)| − log |g′(z)|+ τ log(|w|/|z|) + τ log(|g(z)|/|g(w)|)|
≤ |log |g′(w)| − log |g′(z)||+ τ log
(
1 +
|w − z|
|z|
)
+ τ log
(
1 +
|g(z)− g(w)|
|g(w)|
)
≤ K2|z − w|+ τ|z| |w − z|+
τ
|g(w)| |g(z)− g(w)|
≤ K2|z − w|+ τT−1|w − z|+ τT−1(1 +K2|z − w|)|g′(z)||z − w|
≤ ((K2 + τT−1) + (τT−1(1 + 2K2)|g′(z)|) |z − w|
≤ (K2 + τT−1(1 + 2K2))(1 + |g′(z)|)|w − z|,
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and the first formula constituting our lemma is proved. Applying to it the Mean
Value Theorem, we get with someA ∈ [min{|g′(w)|τ , |g′(z)|τ},max{|g′(w)|τ , |g′(z)|τ}],
that
A−1 ||g′(w)|τ − |g′(z)|τ | ≤ K(1 + |g′(z)|)|z − w|.
So, invoking the first part of Theorem 4.6, we get
||g′(w)|τ − |g′(z)|τ | ≤ K(1 +K2)|g′(z)|(1 + |g′(z)|)|z − w|,
and the second part of our lemma is also proved with appropriately largeK ≥ 1. 
Denote by KMT the subclass of KT consisting of those functions g for which ||g′||∞ ≤
M . Lemma 4.7 takes then the following form.
Corollary 4.8. There exists a constant K = Kτ,T,M ≥ 1 such that if g : D → C
is in KMT , then for all z, w ∈ 12D,
|log |g′(w)|τ − log |g′(z)|τ | ≤ K|z − w|
and ∣∣∣∣ |g′(w)|τ|g′(z)|τ − 1
∣∣∣∣ ≤ K|z − w|.
Here is the typical example of application of the above distortion lemmas.
Lemma 4.9. Let f : C → Cˆ be a hyperbolic meromorphic function and let δ =
δ(f) > 0. For every τ > 0 there exists a constantKτ ≥ 1 such that for every integer
n ≥ 0, every w ∈ J (f), every z ∈ f−n(w) and all x, y ∈ D(w, δ) , we have that
(4.7) K−1τ ≤
|(f−nz )′(y)|τ
|(f−nz )′(x)|τ
≤ Kτ .
Here and in the rest of the text f−nz signifies the inverse branch of f
n defined
near fn(z) mapping fn(z) back to z.
4.3. Ho¨lder functions and dynamical Ho¨lder property
Let f : C → Cˆ be a meromorphic hyperbolic function and denote δ = δ(f)
the constant given by the topological hyperbolicity of f . Fix β ∈ (0, 1]. Given
h : J (f)→ C, let
vβ(h) = sup
{ |h(y)− h(x)|
|y − x|β for all x, y ∈ J (f) with 0 < |y − x| ≤ δ
}
,
be the β-variation of the function h. Any function with bounded β-variation will
be called β-Ho¨lder or simply Ho¨lder continuous if we do not want to specify the
exponent of Ho¨lder continuity. Let
||h||β = vβ(h) + ||h||∞.
be the norm of the space
Hβ = Hβ(J (f)) = {h : J (f)→ C : ||h||β <∞}.
Any member of Hβ will be called a bounded β–Ho¨lder continuous function. The
function log |f ′|τ is not necessary Ho¨lder continuous which is the reason for the
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following slightly more general form of Ho¨lder continuity. In order to introduce it
consider w ∈ J (f) and denote the β–variation of a function h : J (f)∩D(w, δ)→ C
by
(4.8) Vβ,w(h) = sup
{ |h(x)− h(y)|
|x− y|β ; x, y ∈ J (f) ∩D(w, δ)
}
.
A function h : J (f)→ C is called β-weakly Ho¨lder continuous if Vβ,w(h ◦ f−1a ) is
bounded uniformly in w ∈ J (f) and a ∈ f−1(w). Denote
Vβ(h) = sup
w∈J (f)
sup
a∈f−1(w)
Vβ,w(h ◦ f−1a ).
and let Hwβ be the space of bounded weakly β–Ho¨lder continuous functions equipped
with the norm
|||h|||β = Vβ(h) + ‖h‖∞.
Both spaces Hβ , H
w
β endowed with their respective norms are Banach spaces densely
contained in the space of all bounded continuous complex valued functions Cb with
respect to the || · ||∞ norm.
Lemma 4.10. If f : C→ Cˆ is a hyperbolic meromorphic function, then
(1) Hβ ⊂ Hwβ with ||| · |||β  ‖.‖β and
(2) log |f ′|τ is weakly 1–Ho¨lder continuous.
Proof. The inclusion of the spaces with control of the respective norms results
from the expanding property of f . The second assertion is a consequence of the
distortion Lemma 4.7. 
Given n ≥ 0, let
(4.9) Snh(z) = h(z) + h(f(z)) + · · ·+ h(fn−1(z)).
Lemma 4.11. For every β > 0 there exists cβ > 0 such that if h : J (f)→ C is a
weakly β-Ho¨lder function, then
|Snh(f−nv (y))− Snh(f−nv (x))| ≤ cβVβ(h)|y − x|β
for all n ≥ 1, all x, y ∈ J (f) with |x− y| ≤ δ and all v ∈ f−n(x).
Proof. Denote a = f−nv (x) and b = f
−n
v (y). For k = 0, ..., n− 1 we have that
|h(fk(b))− h(fk(a))| ≤ Vβ(h)|fk+1(b)− fk+1(a)|β ≤ c−βVβ(h)γ(k+1−n)β |y − x|β
by Koebe distortion (cf. (4.6)) and the expanding property. Since γ > 1,
|Snh(b)− Snh(a)| ≤ c
−β
1− γ−β Vβ(h)|y − x|
β
which proves the lemma. 
A simple application of the Mean Value Theorem to the function z 7→ ez
together with the previous Lemma 4.11 gives the following.
Lemma 4.12. Let h : J (f)→ C be a weakly β–Ho¨lder continuous function. Then
there exists a constant c depending only on β and the variation Vβ(h) such that
| exp(Snh(f−nv (y)))− exp(Snh(f−nv (x)))| ≤ c ∣∣exp(Snh(f−nv (x)))∣∣ |y − x|β
for all n ≥ 1, all x, y ∈ J (f) with |x− y| ≤ δ and all v ∈ f−n(x).
CHAPTER 5
Perron–Frobenius Operators and Generalized
Conformal Measures
In this chapter we develope and generalize [MyU2] building up the thermodynami-
cal formalism for a very general class potentials. The culminating point is the proof
and formulation of Theorem 5.15. Throughout the whole chapter we suppose that
f : C → Cˆ is dynamically semi-regular, i.e. a hyperbolic meromorphic function of
finite order ρ that satisfies the growth condition (2.4).
5.1. Tame potentials
The class of potentials we have in mind is the following.
Definition 5.1. A function φ : J (f) → C is called tame (or, more precisely,
(t, β)–tame) if there is t > ρα and a bounded weakly β–Ho¨lder continuous function
h : J (f)→ C such that
φ(z) = −t log |f ′(z)|α2 + h(z) , z ∈ J (f).
A function φ that satisfies this definition but with arbitrary t ∈ R (or with t > 0) is
called loosely tame (respectively 0+–tame). We also use these notions of tameness
for complex-valued functions.
Note that in this definition we have taken the derivatives with respect to a fixed
metric (depending on f only). But for any tame Φ = −t log |f ′|α2 + h we can make
a cohomologous change of potential and (without changing the name) switch to
φ(z) = −t log |f ′(z)|τ + h(z) = Φ(z) + (α2 − τ)t
(
log |z| − log |f(z)|),
where
(5.1) τ ∈ (0, α2) is chosen such that t >
ρ
τˆ
=
ρ
α1 + τ
>
ρ
α
.
Since cohomologous functions share the same Gibbs (or equilibrium) states (see
Theorem 6.19) and since the whole point of this work is to study ergodic and
geometric properties of Gibbs states, we can and do work with φ as well as with
Φ. In other words, we can work with the metric dτ we like to and we will indeed
always take τ depending on t > ρ/α such that (5.1) is satisfied.
Now we collect some basic properties for these potentials. Notice first that every
loosely tame function is a (usually unbounded) weakly Ho¨lder continuous function
(cf. Lemma 4.10). The distortion properties given in Lemma 4.11 and in Lemma
4.12 yield the following.
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Lemma 5.2. For every loosely tame potential φ = −t log |f ′|τ + h : J (f) → C,
h ∈ Hwβ , there is cβ > 0 such that
|Snφ(f−nv (y))− Snφ(f−nv (x))| ≤ cβVβ(h)|y − x|β
for all n ≥ 0, all z ∈ J (f), all v ∈ f−n(z) and all x, y ∈ D(z, δ). Here K ≥ 1 is the
distortion constant from Lemma 4.7.
We also have a dynamically Ho¨lder property for loosely tame potentials.
Lemma 5.3. If φ : J (f)→ C is a (t, β)–loosely tame potential, then there exists
c = cφ > 0 depending only on β and Vβ(φ) such that∣∣ exp(Snφ(f−nv (y)))− exp(Snφ(f−nv (x)))∣∣ ≤ c ∣∣exp(Snφ(f−nv (x)))∣∣ |y − x|β
for all n ≥ 0, all z ∈ J (f), all v ∈ f−n(z) and all x, y ∈ D(z, δ).
As an immediate consequence of this lemma, applied with n = 1, and the left-hand
side of (3.4), we get the following.
Corollary 5.4. If φ : J (f)→ C is a (t, β)-tame potential with t > 0 and β ∈ (0, 1],
then eφ ∈ Hβ .
5.2. Growth condition and cohomological Perron–Frobenius operator
Throughout the rest of the chapter we consider φ = −t log |f ′|τ + h a tame
potential with real-valued function h ∈ Hwβ . The transfer operator Lφ associated
to a tame potential φ is defined by
(5.2) Lφg(w) =
∑
z∈f−1(w)
g(z) exp(φ(z)) =
∑
z∈f−1(w)
g(z)|f ′(z)|−tτ exp(h(z))
where g is a function of the Banach space Cb(J (f)) of bounded continuous functions
on J (f). If we deal with (geometric) potentials φ = −t log |f ′|τ then we also use
the notation Lt for L−t log |f ′|τ . Note that for n ≥ 1
Lnφg(w) =
∑
z∈f−n(w)
g(z) exp(Snφ(z))
and
(5.3) Lnφ(ψ1 · ψ2 ◦ fn) = ψ2Lnφψ1.
for all functions ψ1, ψ2 : J (f)→ C. We also have
|Lφg| ≤ e‖h‖∞Lt|g| for all g ∈ Cb(J (f))
and, in particular,
(5.4)
Lφ11(w)  Lt11(w) =
∑
z∈f−1(w)
|f ′(z)|−tτ =
∑
z∈f−1(w)
|f ′(z)|−t|z|−τt|f(z)|τt
≤ κ
t
|w|t(α2−τ)
∑
z∈f−1(w)
|z|−τˆt
because f satisfies the growth condition (2.4). From the Borel-Picard Theorem 3.5
we see that the last sum is finite. From our standard assumption 0 /∈ J (f) and
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since tτˆ > ρ we get that the uniform control of this last sum given in Proposition
3.6 applies and explains that there are Mφ,Mφ > 0 such that
(5.5) Lφ11(w) ≤ Mφ|w|t(α2−τ) ≤Mφ for all w ∈ J (f) .
Put
Mu :=M−u log |f ′|τ if u > ρ/τˆ .
This uniform control secures continuity of the operator Lφ on the Banach space
Cb(J (f)) of bounded continuous functions endowed with the standard supremum
norm. We therefore have
Theorem 5.5. Assume that f : C→ Cˆ is dynamically semi-regular. Then, for ev-
ery tame potential φ, the transfer operator Lφ is well defined and acts continuously
on the Banach space Cb(J (f)).
We conclude this part with the following two observations.
Lemma 5.6. Let δ = δ(f) > 0, let φ = −t log |f ′|σ + h be a tame potential and
let c = c(β, Vβ(φ)) be the constant given in Lemma 5.3. Then∣∣Lnφ11(w2)− Lnφ11(w1)∣∣ ≤ cLnφ11(w1)|w1 − w2|β
and
Lnφ11(w1) ≤
(
1 + c|w1 − w2|β
)Lnφ11(w2)
for every n ≥ 0 and for all w1, w2 ∈ J (f) with |w1 − w2| < δ.
Proof. For w1, w2 ∈ J (f) with |w1 − w2| < δ we have∣∣Lnφ11(w1)− Lnφ11(w2)∣∣ ≤ ∑
a∈f−n(w2)
∣∣∣eSnφ(f−na (w1)) − eSnφ(a)∣∣∣

∑
a∈f−n(w2)
eSnφ(a)|w2 − w1|β
= Lnφ11(w2) |w2 − w1|β
because of Lemma 5.3. 
Lemma 5.7. For every tame potential φ and for every R > 0 there exists Kφ,R ≥ 1
such that
Lnφ11(w1) ≤ Kφ,RLnφ11(w2)
for every n ≥ 0 and for all w1, w2 ∈ J (f) ∩D(0, R).
Proof. Let δ = δ(f) > 0 and set K = J (f)∩D(0, R). Lemma 4.2 asserts that
there is N = N(R) ≥ 0 such that for any w1, w2 ∈ K there is z ∈ D(w1, δ) with
fN(z) = w2. Hence Ln+Nφ 11(w2) ≥ eSNφ(z)Lnφ11(z). It follows from the previous
Lemma 5.6 that there is C = C(φ) ≥ 1 such that
Lnφ11(w1) ≤ CLnφ11(z) ≤ Ce−SNφ(z)LN+nφ 11(w2) ≤ Ce−SNφ(z)MNφ Lnφ11(w2)
for every n ≥ 0. The assertion follows because the function exp(−SN) is well-
defined and continuous on the compact set J (f) ∩ D(0, R + δ) ∩ f−N(K), and
therefore it is bounded there. 
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5.3. Topological pressure and existence of conformal measures
We first need the notion of topological pressure. Let us start with the following
simple observation.
Lemma 5.8. The number lim supn→∞
1
n logLnφ1(w) is independent of w ∈ J (f).
Proof. Let w1, w1 ∈ J (f) be any two points and denote again δ = δ(f).
Lemma 5.7 yields that there is k = k(φ, |w1|, |w2|) ≥ 0 such that
Lnφ11(w1) ≤ kLnφ11(w2) for every n ≥ 0.
Therefore
lim sup
n→∞
1
n
logLnφ11(w1) ≤ lim sup
n→∞
1
n
logLnφ11(w2)
which shows the lemma. 
Definition 5.9. The topological pressure of φ is
(5.6) P(φ) = P(φ,w) = lim sup
n→∞
1
n
logLnφ11(w) , w ∈ J (f).
We will see later (Corollary 5.18) that the sequence 1n logLnφ11(w), w ∈ J (f),
actually converges which permits then to define the pressure P(φ) as the limit of
this sequence.
Further properties of transfer operators Lφ rely on the existence of conformal
measures.
Definition 5.10. A probability measure mφ is called ρe
−φ-conformal if one of the
following equivalent properties holds:
1) For every E ⊂ J (f) such that f|E is injective we have
mφ(f(E)) =
∫
E
ρe−φdmφ.
2) mφ is an eigenmeasure of the adjoint L∗φ of the transfer operator Lφ with
eigenvalue ρ:
L∗φmφ = ρmφ.
The equivalence between these conditions is a straightforward calculation (see
for example [DU1] where the finiteness of the partition can be replaced by its
countability).
If the Ho¨lder function h ≡ 0 then we deal with geometric potentials φ =
−t log |f ′|σ and we simply denote by mt the conformal measure m−t log |f ′|σ . Note
that then the measure met , the Euclidean version of mt, defined by the requirement
that dmet (z) = |z|α2tdmt(z) is ρ|f ′|t-conformal (but met is not necessary a finite
measure) in the sense that
met (f(A)) =
∫
A
ρ|f ′|tdmet .
Our aim now is to construct conformal measures for a given tame function φ with
the precise information on the conformal factor, namely we want to have ρ =
eP(φ). In the case the conformal factor ρ = 1 or, equivalently, if the topological
pressure P(φ) = 0, and if the potential is φ = −t log |f ′|σ these measures are
simply called t-conformal. In [Su] Sullivan has proved that every rational function
admits a probability conformal measure. As it is shown in [MyU2], in the case of
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meromorphic functions the situation is not that far apart. All what you need for the
existence of a conformal measure is the rapid derivative growth; no hyperbolicity
is necessary 1. We adapt here the very general construction of [MyU2] in order to
get
Theorem 5.11. If f : C→ Cˆ is a meromorphic function of finite order with non-
empty Fatou set satisfying the growth condition (2.4), then for every tame potential
φ there exists a Borel probability eP(φ)e−φ-conformal measure mφ on J (f).
The rest of this section is devoted to the proof of Theorem 5.11. We may again
assume without loss of generality that 0 /∈ J (f). Fix w ∈ J (f). Observe that the
transition parameter for the series
Σs =
∞∑
n=1
e−nsLnφ11(w)
is the topological pressure P(φ). In other words, Σs = +∞ for s < P(φ) and Σs <
∞ for s > P(φ). We assume that we are in the divergence case, e.g. ΣP(φ) = ∞.
For the convergence type situation the usual modifications have to be done (see
[DU1] for details). For s > P(φ), put
νs =
1
Σs
∞∑
n=1
e−ns(Lnφ)∗δw .
The following lemma follows immediately from definitions.
Lemma 5.12. The following properties hold:
(1) For every g ∈ Cb(C) we have∫
gdνs =
1
Σs
∞∑
n=1
e−ns
∫
Lnφgdδw =
1
Σs
∞∑
n=1
e−nsLnφg(w) .
(2) νs is a probability measure.
(3)
1
es
L∗φνs =
1
Σs
∞∑
n=1
e−(n+1)s(Ln+1φ )∗δw = νs −
1
Σs
L∗φδw
es
.
The key ingredient of the proof of Theorem 5.11 is to show that the family (νs)s>P (φ)
of Borel probability (see Lemma 5.12(2)) measures on C is tight and then to apply
Prokhorov’s Theorem. In order to accomplish this we put
UR = {z ∈ C : |z| > R}
and start with the following observation.
Lemma 5.13. For every (t, β)–tame potential φ there is C = C(φ, τ) > 0 such
that
Lφ(11UR)(w) ≤
C
Rτˆγ
for every w ∈ J (f),
where γ = t−ρ/τˆ2 .
1Since f is not supposed to be hyperbolic Ff = ∅ may occur. But then the Lebesgue measure
is 2-conformal.
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Proof. We have that φ = −t log |f ′|τ +h with t > αρ and h a bounded Ho¨lder
continuous function. From the growth condition (2.4) and Proposition 3.6, similarly
as (5.4), we get for every w ∈ J (f) that
Lt(11UR)(w) =
∑
z∈f−1(w)∩UR
eh(z)|f ′(z)|−tτ ≤
κte‖h‖∞
|w|t(α2−τ)
∑
z∈f−1(w)∩UR
|z|−τˆ t
≤ κ
te‖h‖∞
T t(α2−τ)
1
Rτˆγ
∑
z∈f−1(w)
|z|−(ρ+τˆγ) ≤ C(φ, τ)
Rτˆγ
.

Now we are ready to prove the tightness we have already announced. We recall
that this means that
∀ε > 0 ∃R > 0 such that νs(UR) ≤ ε for all s > P(φ) .
Lemma 5.14. The family (νs)s>P(φ) of Borel probability measures on C is tight
and, more precisely, there is L > 0 and δ > 0 such that
νs(UR) ≤ LR−δ for all R > 0 and s > P(φ) .
Proof. The first observation is that
Ln+1φ (11UR)(w) =
∑
y∈f−n(w)
∑
z∈f−1(y)∩UR
eh(z)|f ′(z)|−tτ eSnh(y)|(fn)′(y)|−tτ
=
∑
y∈f−n(w)
eSnh(y)|(fn)′(y)|−tτ Lφ(11UR)(y) ≤
C
Rτˆγ
Lnφ11(w).
where the last inequality follows from Lemma 5.13. Therefore, for every s > P(φ),
we get that
νs(UR) =
1
Σs
∞∑
n=1
e−nsLnφ(11UR)(w) ≤
C
Rτˆγ
1
Σs
∞∑
n=1
e−nsLn−1φ 11(w)
=
C
Rτˆγ
1
es
1
Σs
(
1 +
∞∑
n=1
e−nsLnφ11(w)
)
≤ 2C
eP(φ)
1
Rτˆγ
.
This shows Lemma 5.14 and the tightness of the family (νs)s>P(φ). 
Now, choose a sequence {sj}∞j=1, sj > P(φ), converging down to P(φ). In view
of Prokhorov’s Theorem and Lemma 5.14, passing to a subsequence, we may assume
without loss of generality that the sequence {νsj}∞j=1 converges weakly to a Borel
probability measure mφ on J (f). It follows from Lemma 5.12 and the divergence
property of ΣP(φ) that L∗φmφ = eP(φ)mφ. The proof of Theorem 5.11 is complete.
5.4. Thermodynamical Formalism
We can now establish the following main result of this chapter.
Theorem 5.15. If f : C→ Cˆ is a dynamically semi-regular meromorphic function,
then for every tame potential φ the following are true.
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(1) The topological pressure P(φ) = limn→∞ 1n logLnφ11(w) exists and is inde-
pendent of w ∈ J (f).
(2) There exists a unique ρe−φ-conformal measure mφ and necessarily ρ =
eP(φ). Also, there exists a unique Gibbs state µφ, i.e. µφ is f -invariant
and equivalent to mφ.
(3) Both measures mφ and µφ are ergodic and supported on the radial (or
conical) Julia set Jr(f).
(4) The density ρφ = dµφ/dmφ is a nowhere vanishing continuous and
bounded function on the Julia set J (f).
The remaining part of this chapter is devoted to the proof of this key result.
5.4.1. Existence of the Gibbs (or equilibrium) states. Let us start by
making the following observation which is an immediate consequence of the choice
of the τ–metric (see (5.5)).
Lemma 5.16. We have limw→∞ Lφ11(w) = 0.
We consider now the normalized transfer operator
Lˆφ = e−P(φ)Lφ,
and establish the following important uniform estimates.
Proposition 5.17. There exists L > 0 and, for every R > 0, there exists lR > 0
such that
lR ≤ Lˆnφ11(w) ≤ L
for all n ≥ 1 and all w ∈ J (f) ∩D(0, R).
Before going to proof this, let us clarify the situation about the topological
pressure.
Corollary 5.18. The limit limn→∞ 1n logLnφ11(w), w ∈ J (f), exists.
Proof. We start with the proof of Proposition 5.17 by establishing the right
hand inequality. Because of Lemma 5.16 we can fix R0 > 0 sufficiently large in
order to have Lˆφ11(w) ≤ 1 for all |w| ≥ R0. We show now by induction that
(5.7) ‖Lˆnφ11‖∞ ≤ L :=
Kφ,R0
mφ(D(0, R0))
for every n ≥ 0.
Here and later in this proof Kφ,R ≥ 1 is the constant coming from Lemma 5.7 with
Lφ replaced by the normalized operator Lˆφ. For n = 0 this estimate is immediate.
So, suppose that it holds for some n ≥ 0. Still because of Lemma 5.16, there exists
wn+1 ∈ J (f) such that
Lˆn+1φ 11(wn+1) = ‖Lˆn+1φ 11‖∞.
If |wn+1| ≥ R0, then
‖Lˆn+1φ 11‖∞ = Lˆn+1φ 11(wn+1) ≤ ‖Lˆnφ11‖∞Lˆφ11(wn+1) ≤ L.
In the other case, |wn+1| < R0, it follows from Lemma 5.7 that
1 =
∫
Lˆn+1φ 11 dmφ ≥
∫
D(0,R0)
Lˆn+1φ 11 dmφ ≥ K−1φ,R0Lˆn+1φ 11(wn+1)mφ(D(0, R0))
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and so (5.6) holds. Increasing R0 if necessary, we may suppose now that mφ({|w| >
R0}) ≤ 14L . Let R > R0. We have
1 =
∫
Lˆnφ11 dmφ ≤
∫
D(0,R0)
Lˆnφ11 dmφ +
1
4
.
Hence, for any n ≥ 0 there is zn ∈ D(0, R0) ∩ J (f) with Lˆnφ11(zn) ≥ 3/4. If
w ∈ D(0, R) ∩ J (f) is any other point we have for any n ≥ 0
Kφ,RLˆnφ11(w) ≥ Lˆnφ11(zn) ≥ 3/4
which shows the left hand inequality. 
The Perron-Frobenius operator Lˆφ sends the Radon-Nikodym derivatives of Borel
probability f -invariant measures µ absolutely continuous with respect to the con-
formal measures mφ to the Radon-Nikodym derivatives of measures µ◦f−1. Hence
the positive fixed points of mφ measure 1 of this Perron-Frobenius operator are in
one-to-one correspondence with f -invariant measures absolutely continuous with
respect to the measures mφ. Therefore, we can now continue in the usual way,
namely, use the uniform estimates of the normalized transfer operator given in
Proposition 5.17 to construct a fixed point ρφ : J (f)→ R of Lˆφ which then gives
the Gibbs (or equilibrium) state µφ = ρφmφ.
Theorem 5.19. There exists a f -invariant measure µφ which is absolutely contin-
uous with respect to the conformal measure mφ. Moreover, the density function
ρφ = dµφ/dmφ is continuous and satisfies
(5.8) lR ≤ ρφ(w) ≤ L for every w ∈ J (f) ∩D(0, R)
with lR, L the constants from Proposition 5.17. In addition
ρφ(w)  |w|−t(α2−τ) , w ∈ J (f) ,
hence
lim
w→∞
ρφ(w) = 0.
Proof. We have to construct a normalized fixed point ρφ of Lˆφ. The natural
candidate is a limit of a subsequence of
hn(w) :=
1
n
n∑
k=1
Lˆkφ11(w) , w ∈ J (f) .
For w1, w2 ∈ J (f) with |w1 − w2| < δ we have∣∣∣Lˆnφ11(x)− Lˆnφ11(y)∣∣∣  Lˆnφ11(y) |y − x|β ≤ L|y − x|β
because of Lemma 5.6 and since we have the uniform bound of the normalized
transfer operator given in Proposition 5.17. Therefore the sequence
(Lˆnφ11)n≥1 is
equicontinuous and the same is true for
(
hn =
1
n
∑n
k=1 Lˆnφ11
)
n≥1. Arzela-Ascoli’s
Theorem applies: there is a (in fact Ho¨lder-) continuous function ρφ such that, for
some subsequence nj → ∞, hnj → ρφ uniformly on compact subsets of J (f). In
addition, ρφ satisfies (5.8) since all the hn have this property (Proposition 5.17).
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The measure µφ = ρφmφ is a invariant measure provided we can check that ρφ
is a fixed point of Lˆφ. In order to do so it suffices to verify
(5.9) Lˆφ(ρφ) = lim
j→∞
Lˆφ(hnj )
since then Lˆφ(ρφ) = ρφ results from Lˆφ(hn) = hn + 1n
(
Lˆn+1φ 11− Lˆφ11
)
.
So let w ∈ J (f) and let ε > 0. The series∑
z∈f−1(w)
eφ(z)−P (φ) = Lˆφ11(w)
being convergent, there exists R > 0 such that
∑
z∈f−1(w) , |z|>R e
φ(z)−P (φ) < ε.
Using (5.8) we get∣∣∣∣∣∣
∑
z∈f−1(w) , |z|>R
(hnj (z)− ρφ(z))eφ(z)−P (φ)
∣∣∣∣∣∣ ≤ 2Lε
and, by uniform convergence on compact sets,∣∣∣∣∣∣
∑
z∈f−1(w) , |z|≤R
(hnj (z)− ρφ(z))eφ(z)−P (φ)
∣∣∣∣∣∣ ≤ εLˆφ11(w) ≤ Lε
for some j0(ε,R) and every j ≥ j0(ε,R). The property (5.9) follows.
We finally have to check the behavior of ρφ near infinity. The function ρφ being
a fixed point of Lˆφ we get from Lemma 5.16
|ρφ(w)| = |Lˆφρφ(w)| ≤ ‖ρφ‖∞Lˆφ11(w)→ 0 if w →∞
with polynomial decay given by (5.5). All in all, dµφ = ρφ dmφ defines a f–invariant
probability measure having all the required properties. 
5.5. The support and uniqueness of the conformal measure
Keep mφ to be the φ-conformal measure constructed in Theorem 5.11. This
theorem and Lemma 5.6 lead to the following.
Lemma 5.20. If f : C→ C is a dynamically semi-regular function and φ : J (f)→
R is a tame potential, then for every z ∈ J (f), every v ∈ f−n(z) and every set
B ⊂ D(z, δ), we have that
K−1φ exp
(
Snφ
(
f−nv (w)
) − P(φ)n)mφ(B) ≤
mφ
(
f−nv
(
B
))
=
∫
B
exp
(
Snφ
(
f−nv (w)
)− P(φ)n)dmφ(w)
≤ Kφ exp
(
Snφ
(
f−nv (w)
) − P(φ)n)mφ(B),
where Kφ comes from Lemma 5.6.
We shall now prove the following.
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Proposition 5.21. Suppose ν to be an arbitrary ρe−φ–conformal measure with
some ρ > 0. There then exists M > 0 such that for ν-a.e. x ∈ J (f)
lim inf
n→∞
|fn(x)| ≤M.
Consequently, ν(I∞(f)) = 0 or equivalently ν(Jr(f)) = 1. In particular, these
statements hold for ν = mφ.
Proof. Let M > 1. For every z ∈ f−1(Dc(0,M)) we have by the left-hand side
of (3.4) that
|f ′(z)|τ  |z|τˆ |f(z)|α2−τ ≥Mα2−τ |z|τˆ .
Therefore,
eφ(z) ≤ e‖h‖∞ |f ′(z)|−tτ M−t(α2−τ)|z|−tτˆ .
Cover now J (f) with countably many open disks {D(wn, δ)}∞n=0 centered at J (f),
and then form the partition {An}∞n=0 inductively as follows. A0 = D(w0, δ) and
An+1 = D(wn+1, δ)\
⋃n
j=0 Aj . Take an arbitrary Borel set B ⊂ Dc(0,M). We then
have by the Proposition 3.6 that
ν(f−1(B)) = ν
(
f−1
(
B ∩
∞⋃
n=0
An
))
=
∞∑
n=0
ν
(
f−1(B ∩ An)
)
=
∞∑
n=0
∑
z∈f−1(wn)
ν
(
f−1z (B ∩ An)
)

∞∑
n=0
∑
z∈f−1(wn)
M−t(α2−τ)ν(B ∩ An)|z|−tτˆ
M−t(α2−τ)
∞∑
n=0
ν(B ∩An)
=M−t(α2−τ)ν(B).
We showed that there is c > 0 such that for every B ⊂ Dc(0,M)
ν(f−1(B)) ≤ cM−t(α2−τ)ν(B).
Since B ∩ f−1(B) ∩ . . . ∩ f−(n−1)(B) ⊂ Dc(0,M), we therefore get for every n ≥ 1
that
ν
(
B ∩ f−1(B) ∩ · · · ∩ f−n(B)) ≤ ν(f−1(B) ∩ · · · ∩ f−n(B))
= ν
(
f−1
(
B ∩ f−1(B) ∩ . . . ∩ f−(n−1)(B)))
≤ cM−t(α2−τ)ν(B ∩ . . . ∩ f−(n−1)(B)).
Therefore we obtain by induction that
ν
(
B ∩ f−1(B) ∩ · · · ∩ f−n(B)) ≤ (cM−t(α2−τ))nν(B).
Since τ < α2, this implies that for all M large enough
ν
( ∞⋂
n=0
f−n(Dc(0,M))
)
= 0
and consequently
ν
( ∞⋃
k=0
f−k
( ∞⋂
n=0
f−n(Dc(0,M))
))
= 0.
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The proof is finished. 
Theorem 5.22. The measure mφ is the unique ρe
−φ–conformal measure and the
conformal factor is necessary ρ = eP (φ). In addition, the measure mφ is ergodic
with respect to each iterate of f .
Proof. Fix j ≥ 1 and Suppose that ν is a ρe−φ–conformal measure. The
same proof as in the case of the measure m = mφ shows that ν(I∞(f)) = 0.
Let Jr,N (f) be the subset of Jr(f) defined as follows: z ∈ Jr,N (f) if and only if
the trajectory of z under f j has an accumulation point in J (f) ∩ D(0, N). Ob-
viously,
⋃
N Jr,N (f) = Jr(f) and by Proposition 5.21 there exists M > 0 such
that ν(Jr,M (f)) = m(Jr,M (f)) = 1. Fix z ∈ Jr,N (f). Then there exist y ∈
J (f)∩D(0, N) and an increasing sequence {nk}∞k=1 such that y = limk→∞ fnk(z).
Considering for k large enough the sets f−nkz (D(y, 2δ)) and f
−nk
z (D(y, δ/(2K))),
where f−nkz is the holomorphic inverse branch of f
nk defined on D(y, 4δ) and send-
ing fnk(z) to z, using conformality of measures m and ν along with the distortion
control from Lemma (5.3), as well as Koebe’s Distortion Theorem, we easily deduce
that
(5.10)
BN (ν)
−1ρ−nk exp
(
Snkφ(z)
) ≤ ν(D(z, δ
2
|(fnk)′(z)|−1)) ≤ BN (ν)ρ−nk exp(Snkφ(z))
for all k ≥ 1 large enough, where BN (ν) is some constant depending on ν and N .
Let M be fixed as above. Fix now E, an arbitrary bounded Borel set contained
in Jr(f) and let E
′ = E ∩ Jr,M (f). Since m is regular, for every x ∈ E′ there
exists a radius r(x) ∈ (0, ε) of the form from (5.10) (and the corresponding number
n(x) = nk(x) for an appropriate k) such that
(5.11) m(
⋃
x∈E′
D(x, r(x)) \ E′) ≤ ε.
Now, by the Besicovicˇ Covering Theorem (see [G]), we can choose a countable
subcover {D(xi, r(xi))}∞i=1 with r(xi) ≤ ε and n(xi) ≥ ε−1, from the cover
{D(x, r(x))}x∈E′
of E′, of multiplicity bounded by some constant C ≥ 1, independent of the cover.
Therefore, assuming eP(φ) < ρ and using (5.10) along with (5.11), we obtain
(5.12)
ν(E) = ν(E′) ≤
∞∑
i=1
ν(D(xi, r(xi))) ≤ BM (ν)
∞∑
i=1
ρ−n(xi) exp
(
Sn(xi)φ(xi)
)
≤ BM (ν)BM (m)
∞∑
i=1
m(D(xi, r(xi)))ρ
−n(xi)eP(φ)n(xi)
≤ BM (ν)BM (m)Cm(
∞⋃
i=1
D(xi, r(xi)))
(
eP(φ)ρ−1
)n(xi)
≤ BM (ν)BM (m)Cm(
∞⋃
i=1
D(xi, r(xi)))
(
eP(φ)ρ−1
)ε−1
≤ CBM (ν)BM (m)
(
eP(φ)ρ−1
)ε−1
(ǫ+m(E′))
= CBM (ν)BM (m)
(
eP(φ)ρ−1
)ε−1
(ǫ+m(E)).
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Hence letting ε ց 0 we obtain ν(E) = 0 and consequently ν(J (f)) = 0 which is
a contradiction. We obtain a similar contradiction assuming that ρ < eP(φ) and
replacing in (5.12) the roles of m and ν. Thus β = eP(φ) and letting ǫ ց 0 again,
we obtain from (5.12) that ν(E) ≤ CBM (ν)BM (m)m(E). Exchanging m and ν,
we obtain m(E) ≤ CBM (ν)BM (m)ν(E). These two conclusions along with the
already mentioned fact that m(Jr(f)) = ν(Jr(f)) = 1, imply that the measures
m and ν are equivalent with Radon-Nikodym derivatives bounded away from zero
and infinity.
Let us now prove that any eP(φ)e−φ-conformal measure ν is ergodic with respect
to f j. Indeed, suppose to the contrary that f−j(G) = G for some Borel set G ⊂
J (f) with 0 < ν(G) < 1. But then the two conditional measures νG and νJ (f)\G
νG(B) =
ν(B ∩G)
ν(G)
, νJ (f)\G(B) =
ν(B ∩ J (f) \G)
ν(J (f) \G)
would be ejP(φ)e−Sjφ-conformal for f j and mutually singular. This contradiction
finishes the proof. 
CHAPTER 6
Finer properties of Gibbs States
Finer ergodic and stochastic properties of the Gibbs states can only be ob-
tained if we consider the action of the transfer operator on smoother functions then
Cb(J (f)). Ho¨lder continuous functions turn out to be fine. The starting point is
the two norm inequality of Lemma 6.2 which along with Lemma 6.3 enables us to
apply the powerful Ionescu-Tulcea and Marinescu theorem. Its consequence in turn
is the so called spectral gap (Theorem 6.5). It tells us that all the eigenvalues of Lˆφ
acting on Ho¨lder functions are in a disk of radius strictly less then one excepted the
number 1 which turns out to be a simple eigenvalue with eigenfunction the density
ρφ = dµφ/dmφ. We describe then how this leads to further ergodic properties of
the Gibbs states and also to the Central Limit Theorem via exponential decay of
correlations and Liverani-Gordon’s method. The studies of Gibbs states are com-
pleted by establishing the variational principle and the characterization of tame
potentials giving rise to the same Gibbs (equilibrium) states. The latter is done by
means of cohomologies.
Throughout this chapter f : C → Cˆ is always assumed to be a dynamically
semi-regular function.
6.1. The two norm inequality and the spectral gap
We first formulate the Ionescu-Tulcea and Marinescu theorem in its full generality,
then we verify its hypothesis in our context, and then we derive its consequences,
also in our particular dynamical setting.
Theorem 6.1. (Ionescu-Tulcea and Marinescu) Let (F, | · |) be a Banach space
equipped with a norm | · | and let E ⊂ F be its linear subspace. The linear space
E is assumed to be endowd with a norm ‖ · ‖ which satisfies the following two
conditions.
(1) Any bounded subset of the Banach space E, with the norm ‖ · ‖, is rela-
tively compact as a subset of the Banach space F with the norm | · |.
(2) If {xn : n = 1, 2, . . .} is a sequence of points in E such that ‖xn‖ ≤ K1
for all n ≥ 1 and some constant K1, and if limn→∞ |xn − x| = 0 for some
x ∈ F , then x ∈ E and ‖x‖ ≤ K1.
Let Q : F → F be a bounded linear operator which preserves E, whose restriction
to E is also bounded with respect to the norm ‖·‖, and which satisfies the following
two conditions.
(3) There exists a constant K such that |Qn| ≤ K for all n = 1, 2, . . ..
(4) ∃N ≥ 1 ∃τ < 1 ∃K2 > 0 ‖QN (x)‖ ≤ τ‖x‖+K2|x| for all x ∈ E.
Then
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(5) There exists at most finitely many eigenvalues of Q : F → F of modulus
1, say γ1, . . . , γp.
(6) Let Fi = {x ∈ F : Q(x) = γix}, i = 1, . . . , p. Then Fi ⊂ E and dim(Fi) <
∞.
(7) The operator Q : F → F can be represented as
Q =
p∑
i=1
γiQi + S,
where Qi and S are bounded, Qi(F ) = Fi, supn≥1 |Sn| <∞, and
Q2i = Qi, QiQj = 0 (i 6= j), QiS = SQi = 0
In addition,
(8) S(E) ⊂ E and S|E considered as a linear operator on (E, ‖·‖), is bounded
and there exist constants K3 > 0 and 0 < τ˜ < 1 such that
‖Sn|E‖ ≤ K3τ˜n
for all n ≥ 1.
The key ingredient in verifying hypothesis of the above theorem is the following.
Lemma 6.2. If φ : J (f) → R is a tame potential with a Ho¨lder exponent β > 0
then there exists a constant c1 > 0 such that
||Lˆnφg||β ≤
1
2
||g||β + c1||g||∞
for all n ≥ 1 large enough and every g ∈ Hβ . In particular, Lˆφ(Hβ) ⊂ Hβ.
Proof. Fix n ≥ 1, g ∈ Hβ and x, y ∈ J (f) with |y−x| ≤ δ. Put Vn = f−1(x)
and φn = exp
(
Snφ− P(φ)n
)
. Then
|Lˆnφg(y)− Lˆnφg(x)| =
∣∣∣∣∣
∑
v∈Vn
φn(f
−n
v (y))g(f
−n
v (y))−
∑
v∈Vn
φn(f
−n
v (x))g(f
−n
v (x))
∣∣∣∣∣
≤
∑
v∈Vn
∣∣g(f−nv (y))∣∣ ∣∣φn((f−nv )(y))− φn((f−nv )(x))∣∣+
+
∑
v∈Vn
φn((f
−n
v )(x))|g(f−nv (y)− g(f−nv (x)))|.
(6.1)
This can be estimated by using Lemma 5.3 for the first term, Koebe’s distortion
theorem (Lemma 4.6) together with the expanding property for the second term
6.1. THE TWO NORM INEQUALITY AND THE SPECTRAL GAP 41
and by employing Proposition 5.17 as follows:
|Lˆnφg(y)− Lˆnφg(x)| 

∑
v∈Vn
||g||∞
∑
v∈Vn
φn(f
−n
v (x)) · |x− y|β
+
∑
v∈Vn
|φn(f−nv )(x)|vβ(g)|f−nv (y)− f−nv (x)|β
≤ ||g||∞Lˆnφ11(x)|y − x|β + vβ(g)(cγ−n)β |y − x|β
∑
v∈Vn
|φn(f−nv (x))|
≤ L(||g||∞ + cβγ−βnvβ(g))|y − x|β .
This shows that there are c1, c2 > 0 such that
(6.2) vβ(Lˆnφg) ≤ c1||g||∞ + c2γ−βn||g||β <∞.
In particular Lˆnφ(g) ∈ Hβ . The inclusion Lˆφ(Hβ) ⊂ Hβ is proved. It then follows
from (6.2) that
||Lˆnφg||β ≤ c2γ−βn||g||β + c1||g||∞ + ||Lˆnφg||∞
≤ c2γ−βn||g||β + (c1 + L)||g||∞.
The proof is thus finished by taking n ≥ 1 so large that c2γ−βn ≤ 12 . 
In order to apply the theorem of Ionescu-Tulcea and Marinescu we need the follow-
ing.
Lemma 6.3. Suppose that φ : J (f) → R is a tame potential. If B is a bounded
subset of Hβ (with the || · ||β norm), then Lˆφ(B) is a pre-compact subset of Cb (with
the || · ||∞ norm).
Proof. Fix an arbitrary sequence {gn}∞n=1 ⊂ B. Since by (6.1) the family
Lˆφ(B) is equicontinuous and, since the operator Lˆφ is bounded, this family is
bounded, it follows from Ascoli’s theorem that we can choose from {Lˆφ(gn)}∞n=1
an infinite subsequence {Lˆφ(gnj )}∞j=1 converging uniformly on compact subsets of
J (f) to a function ψ ∈ Cb. Fix now ε > 0. Since B is a bounded subset of Cb, it
follows from Lemma 5.16 that there exists R > 0 such that |Lˆφg(z)| ≤ ε/2 for all
g ∈ B and all z ∈ J (f) ∩Dc(O,R). Hence
(6.3) |ψ(z)| ≤ ε/2
for all z ∈ J (f) ∩Dc(O,R). Thus |Lˆφ(gnj )(z)− ψ(z)| ≤ ε for all j ≥ 1 and all z ∈
J (f)∩Dc(O,R). In addition, there exists p ≥ 1 such that |Lˆφ(gnj )(z)−ψ(z)| ≤ ε
for every j ≥ p and every z ∈ J (f) ∩ D(0, R). Therefore |Lˆφ(gnj )(z) − ψ(z)| ≤ ε
for all j ≥ p and all z ∈ J (f). This means that ||Lˆφ(gnj ) − ψ||∞ ≤ ε for all
j ≥ p. Letting εց 0 we conclude from this and from (6.3) that Lˆφ(gnj ) converges
uniformly on J (f) to ψ ∈ Cb. We are done. 
Combining now Lemma 6.2 and Lemma 6.3, we see that the assumptions of The-
orem 1.5 in [IM] are satisfied with Banach spaces Hβ ⊂ Cb and the bounded
operator Lˆφ : Cb → Cb preserves Hβ . It gives us the following, where the fact that
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the unitary eigenvalues form a cyclic group follows from Lemma 18, Theorem 4.9
and Exercise 2 (p. 326/327) in [Sch].
Theorem 6.4. If φ : J (f) → (0,∞) is a tame potential with a Ho¨lder exponent
β, then there exist a finite cyclic group γ1, . . . , γp ∈ S1 = {z ∈ C : |z| = 1},
finitely many bounded finitely dimensional operators Q1, . . . , Qp : Hβ → Hβ and
an operator S : Hβ → Hβ such that
Lˆnφ =
p∑
i=1
γni Qi + S
n
for all n ≥ 1,
Q2i = Qi, Qi ◦Qj = 0, (i 6= j), Qi ◦ S = S ◦Qi = 0
and
||Sn||β ≤ Cξn
for some constant C > 0, some constant ξ ∈ (0, 1) and all n ≥ 1. In particular all
numbers γ1, . . . , γp are isolated eigenvalues of the operator Lˆφ : Hβ → Hβ and this
operator is quasi-compact.
We can now prove the following culminating result of this section concerning the
spectrum of Lˆφ acting on the Ho¨lder space Hβ with β the exponent of the potential
φ. Note that we already know an eigenfunction of the eigenvalue 1 which is the
density ρφ = dµφ/dmφ. This function is a fixed point of Lˆφ because it has been
constructed as a limit ρφ = limj→∞ 1nj
∑nj
k=1 Lˆkφ11 (cf. Proposition 5.19). It follows
from Lemma 6.2 that ρφ is in Hβ .
Theorem 6.5. Let φ : J (f)→ (0,∞) be a tame potential with a Ho¨lder exponent
β. Then we have the following.
(a) The number 1 is a simple isolated eigenvalue of the operator Lˆφ : Hβ → Hβ
and all other eigenvalues are contained in a disk of radius strictly smaller
than 1.
(b) With S : Hβ → Hβ as in Theorem 6.4, we have
Lˆφ = Q1 + S,
where Q1 : Hβ → Cρφ is a projector on the eigenspace Cρφ (given by the
formula Q1(g) = (
∫
g dmφ)ρφ, Q1 ◦ S = S ◦Q1 = 0 and
||Sn||β ≤ Cξn
for some constant C > 0, some constant ξ ∈ (0, 1) and all n ≥ 1.
Here is a useful application. As we explain in a while, this property yields in
particular mixing of the system (and is sometimes called directly mixing).
Corollary 6.6. With the notations of Theorem 6.5 we have, for every n ≥ 1, that
Lˆnφ = Q1 + Sn and that Lˆnφ(g) →
(∫
g dmφ
)
ρφ exponentially when n → ∞. More
precisely,∥∥∥∥Lˆnφ(g)−
(∫
g dmφ
)
ρφ
∥∥∥∥
β
= ‖Sn(g)‖β ≤ Cξn‖g‖β , g ∈ Hβ .
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Proof. We first show that 1 is the only unitary eigenvalue and that it is a
simple eigenvalue which means that the associated eigenspace is generated by the
density ρφ. So, suppose that
Lˆφg = ξg
with some ξ ∈ C of modulus one and some non-zero g ∈ Hβ . Since, by Theorem 6.4,
the unitary eigenvalues form a finite cyclic group, there exists l ≥ 1 such that ξl = 1.
We then have
Lˆlφg = g.
Since Lˆφ preserves the class of real-valued functions, the same is true for Reg and
also for Img. Hence, it is sufficient to consider real such g : J (f) → R. Denote
g+0 = max{0, g} and g−0 = min{0, g}. The operator Lˆφ being positive, we have
g+1 = Lˆlφg+0 ≥ 0, g−1 = Lˆlφg−0 ≤ 0 and g = Lˆlφg = g+1 + g−1 . Clearly there is
not a unique decomposition of g in a positive and a negative function. But The
functions g+0 , g
−
0 are extremal in the sense that they are the smallest functions that
have this property. Consequently g+1 ≥ g+0 and g−1 ≤ g−0 . Since these functions are
continuous and since
∫
g+1 dmφ =
∫
g+0 dmφ we have g
+
1 = g
+
0 and, for the same
reasons, g−1 ≤ g−0 .
One of these two functions is not identically zero. Suppose that g+0 has this
property. Then µ˜ = g+0 mφ is a positive measure of finite mass that is f
l–invariant
and equivalent to µφ = ρφmφ. Since, by Theorem 5.22, the measure µφ is ergodic
with respect to f l, we conclude that g+0 mφ = cρφmφ for some c > 0. Consequently
g+0 = cρφ ∈ Cρφ. The same argument is valid for the negative parts g−0 provided it
is not identically zero. It does follow that the initial function g ∈ Cρφ and that 1
is the only unitary eigenvalue.
The spectral gap comes now from Theorem 6.4. It remains to justify the claimed
form of the projector Q1. If Q1(ψ) = kρφ, then
k =
∫
kρφdmφ =
∫
Qn1ψdmφ for every n ≥ 1.
Along with the equality Lˆnφ = Qn1 + Sn and the formula ||Sn||α ≤ Cξn the claim
follows. 
6.2. Ergodic properties of Gibbs States
We now investigate further the Gibbs state µφ of the potential φ (cf. Theroem
5.15). Due to Theorem 6.5 this f -invariant measure µφ has much finer stochastic
properties than ergodicity of all iterates of f . These follow after the following
definitions.
Definition 6.7. The set
˜J (f) = {{ωn}∞n=0 ∈ J (f)∞ : f(wn+1) = wn for all n ≥ 0}
is called the Rokhlin natural extension of J (f). Notice that the map f˜ : ˜J (f) →
˜J (f) given by the formula
f˜
({ωn}∞n=0) = {f(ωn)}∞n=0
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is a homeomorphism. For every n ≥ 0 let πn : ˜J (f) → J (f) be the projection
given by the formula
πn
({ωn}∞n=0) = ωn.
It is well-known that for every Borel probability f -invariant measure on J (f) there
exists a unique Borel probability f˜ -invariant measure µ˜ on ˜J (f) such that µ˜◦π−1n =
µ for all n ≥ 0. The dynamical system ( ˜J (f), f˜ : ˜J (f) → ˜J (f), µ˜) is called the
Rokhlin natural extension of the dynamical system (J (f), f : J (f)→ J (f), µ).
Definition 6.8. A measure preserving authomorphism (X,A, T : X → X,µ) (A
is the σ-algebra on X with respect to which the map T : X → X is measurable) is
said to be K-mixing if for an arbitrary finite collection A0, A1, A2, . . . Ar of subsets
from A, we have
lim
n→∞
sup{|µ(A0 ∩B)− µ(A0)µ(B)|} = 0,
where, for every n ≥ 1, the supremum is taken over all sets B from the sub σ-algebra
of A generated by the sets {T j(Ai) : 1 ≤ i ≤ r, j ≥ n}.
K-mixing is a very strong stochastic property. Any K-mixing authomorphism is
ergodic, and moreover, it is mixing of any order. The corresponding concept to
K-mixing for non-invertible maps is that of metric exactnes.
Definition 6.9. A measure preserving endomorphism (X,A, T : X → X,µ) is
metrically exact provided that the σ-algebra
⋂∞
n=0 T
−n(A) is trivial, i.e. consists
only of sets of measure 0 and 1.
The link between the concepts recalled in the three above definitions is given by
the following (see for instance [KFS] or [PU]).
Theorem 6.10. If a measure preserving endomorphism (X,A, T : X → X,µ) is
metrically exact, then its Rokhlin natural extension (T˜ , µ˜) is K-mixing.
We shall now prove the following.
Theorem 6.11. The dynamical system (f : J (f)→ J (f), µφ) is metrically exact,
and consequently, its Rokhlin natural extension is K-mixing.
Proof. Put µ = µφ, m = mφ and ρ = ρφ. Denote by B the Borel σ-algebra
of J (f). According to Definition 6.9 we are to show ⋂∞n=0 T−n(B) consists only of
sets of measure 0 or 1. In order to prove this property, let A ∈ ⋂∞n=0 T−n(B) and
µ(A) > 0. Then for any n ≥ 0 there exists a set An ∈ B such that A = f−n(An).
Hence for any ψ ∈ Cb and n ≥ 0 it follows that
(6.4)
∫
A
ψ dm =
∫
An
Lˆnφ(ψ) dm
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and
(6.5)
∫
An
(
∫
ψ dm)ρ dm =
∫
An
(
∫
ψ dm) dµ = µ(An)
∫
ψ dm = µ(A)
∫
ψ dm.
Fix now ε > 0. By Corollary 6.6 there exists N ≥ 1 so large that ||LˆNφ (ψ) −
(
∫
ψ dm)h|| ≤ ǫ. Therefore, using (6.4) and (6.5), we obtain∣∣∣∣
∫
A
ψ dm− µ(A)
∫
ψ dm
∣∣∣∣ =
∣∣∣∣
∫
AN
(
∫
ψ dm)h dm−
∫
AN
LˆNφ (ψ) dm
∣∣∣∣
≤
∫
AN
||LˆNφ (ψ)− (
∫
ψ dm)h|| dm
≤ εm(AN ) ≤ ε,
and, letting ε→ 0,
(6.6)
∫
A
ψ dm = µ(A)
∫
ψ dm.
Setting ψ = 1 we obtain m(A) = µ(A) and therefore the formula
(6.7) m˜(B) =
∫
A
χB dm
µ(A)
(B ∈ B),
defines a probability measure on the Borel field B. In view of (6.6) we have that∫
ψ dm˜ =
∫
A ψ dm
µ(A)
=
∫
ψ dm
for any ψ ∈ Cb. Hence the measures m˜ and m are equal. By (6.7), m(Ac) =
m˜(Ac) = 0. Therefore µ(Ac) = 0 and we are done. 
6.3. Decay of correlations and Central Limit Theorem
This topic concerns the asymptotic behavior of sums Snψ =
∑n−1
n=0 ψ ◦ fk for
appropriate ψ : J (f) → R. Since the Gibbs state µφ is ergodic it follows from
Birkhoffs ergodic Theorem that
1
n
Snψ(z) −→
∫
ψ dµφ for µφ − a.e. z ∈ J (f).
In the centered case (
∫
ψ dµφ = 0), that we consider from now on, it follows in
particular that the sequence 1nSnψ → 0 µφ–almost surely.
Denote
U(ψ) = ψ ◦ f
and considerXk = U
kψ = ψ◦fk. Due to the invariance of µφ, these Xk are random
variables that have all the same distribution. The classical Central Limit Theorem
(CLT) says that 1√
n
Snψ converges in distribution to a Gaussian random variable
N (0, σ2) if σ2 > 0 and, most importantly, if the variables Xk are independent. This
is however not the case and the defect of independence of ψ and Unψ = ψ ◦ fn is
measured by the correlation Cn(ψ, ψ) = C(ψ, ψ ◦ fn) defined below. We will see
that the mixing property of Corollary 6.6 yields exponential decay of this correlation
function. This kind of asymptotic independence for these variables allow to apply
Liverani-Gordon’s method and to show that the CLT is satisfied.
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We start with two observations concerning the operator U∗ dual to U . The first
one says that U∗ is conjugate to the transfer operator.
Lemma 6.12. The dual operator U∗ of the restriction of U to L2(µφ) is given by
U∗g =
Lˆφ(gρφ)
ρφ
mφ − a.e.
for g ∈ L2(µφ), where ρφ denotes the density dµφdmφ as before.
Proof. If g, ψ ∈ L2(µφ), then, still by (5.3),
< U∗(g), ψ > =< g,U(ψ) >=
∫
g(ψ ◦ f) dµφ
=
∫
gρφ(ψ ◦ f) dmφ =
∫
Lˆφ(gρφ) ψ dmφ
=
∫ Lˆφ(gρφ)
ρφ
ψ dµφ =<
Lˆφ(gρφ)
ρφ
, ψ > .

Lemma 6.13. The operator Uk◦(U∗)k is the orthogonal projection of L2(µφ) onto
Uk(L2(µφ)) for any k ≥ 0.
Proof. Let g ∈ L2(µφ). We only need to show that for
ψ˜ = ψ ◦ fk , ψ ∈ L2(µφ),
we have
< g − UkU∗kg, ψ˜ >= 0.
But this follows immediately from the f -invariance of µφ:
< UkU∗kg, Ukψ >=< U∗kg, ψ >=< g,Ukψ > .

6.3.1. Observables. We consider a space of observables which goes beyond
bounded Ho¨lder functions because we want that it contains in particular all loosely
tame potentials.
Definition 6.14. For β ∈ (0, 1] and with ρφ = dµφ/dmφ we set
Oβ =
{
ψ : J (f)→ C ; Lˆφ(ρφψ) ∈ Hβ and ψ ∈ L2mφ
}
=
1
ρφ
Lˆ−1φ (Hβ) ∩ L2mφ .
Lemma 6.15. If ψ is a loosely tame potential, then ψ ∈ Oβ .
Proof. This fact is a particular case of Lemma 7.9. So we postpone the proof
to Chapter 7. 
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6.3.2. Decay of Correlations. Let ψ1 and ψ2 be real square µφ-integrable
functions on J (f). For every positive integer n the n-th correlation of the pair
ψ1, ψ2, is the number
(6.8) Cn(ψ1, ψ2) :=
∫
ψ1 · (ψ2 ◦ fn) dµφ −
∫
ψ1 dµφ
∫
ψ2 dµφ
provided the above integrals exist. Notice that, due to the f -invariance of µφ, we
can also write
Cn(ψ1, ψ2) =
∫
(ψ1 − Eψ1)
(
(ψ2 − Eψ2) ◦ fn
)
dµφ,
where we put Eψ =
∫
ψ dµφ.
Theorem 6.16. There exists C ≥ 1 such that for all ψ1 ∈ Oβ, ψ2 ∈ L1(mφ)
|Cn(ψ1, ψ2)| ≤ Cξn‖Lˆφ((ψ1 − Eψ1)ρφ)‖β‖ψ2 − Eψ2‖L1(mφ),
where ξ ∈ (0, 1) comes from Theorem 6.5(b).
Proof. Replacing ψi by ψi−E(ψi) if necessary we may suppose that the mean
of the ψi, i = 1, 2, is zero. With (5.3) we have that
Cn(ψ1, ψ2) =
∫
ψ1ψ2 ◦ fnρφ dmφ =
∫
Lˆnφ(ψ1ρφ)ψ2 dmφ.
But
(6.9) |Lˆnφ(ψ1ρφ)| = |Sn−1(Lˆφ(ψ1ρφ))| ≤ cξn−1‖Lˆφ(ψ1ρφ)‖β
because of Corollary 6.6 and since Lˆφ(ψ1ρφ) ∈ Hβ . Hence,
|Cn(ψ1, ψ2)|  ξn‖Lˆφ(ψ1ρφ)‖β‖ψ2‖L1(mφ)
as claimed. 
6.3.3. The Central Limit Theorem. Our next goal is to prove the Cen-
tral Limit Theorem (CLT) for a large class of random variables induced by the
dynamical system f : J (f) → J (f) via Gordin–Liverani’s method. The variables
under considerations are Xk = U
kψ = ψ ◦ fk. Let us recall that CLT means
that 1√
n
Snψ =
1√
n
∑n−1
k=0 U
kψ(z) converges in distribution to the Gaussian random
variable N (0, σ2). More precisely, for any t ∈ R,
µ
(
{z ∈ J (f) : 1√
n
Snψ(z) ≤ t}
)
→ 1
σ
√
2π
∫ t
−∞
exp[−u2/2σ2] du.
Theorem 6.17. If ψ is any loosely tame β–Ho¨lder continuous function or, more
generally, if ψ ∈ ⋃β∈(0,1]Oβ , then the asymptotic variance
(6.10) σ2 = σ2µφ(ψ) ≤ σˆ2µφ(ψ) =
∫
ψ2 dµφ + 2
∞∑
k=1
∫
ψ ψ ◦ fk dµφ
exists and one of the following two cases occurs:
(i) If σ2 > 0, then the CLT holds.
(ii) If σ2 = 0, then Uψ = ψ ◦ f is measurably cohomologous to zero.
48 6. FINER PROPERTIES OF GIBBS STATES
In addition, if ψ is a bounded function, then equality in (6.10) holds.
Case (ii) is usually the exceptional situation. We come back to this in the next
section.
The rest of this section is devoted to the proof of CLT. A way of establishing it
under very weak independence assumptions is to use Martingales approximations.
This method was initialized by Gordin [Go] and then used by several other authors
including Liverani [Liv]. The method by Gordin works under the condition
L2–convergence:
∞∑
k=0
‖UkU∗kψ‖L2(µφ) <∞.
Liverani used the following weaker condition.
L1–convergence:
∞∑
k=0
∣∣∣∣
∫
ψψ ◦ fk dµφ
∣∣∣∣ <∞ and
∞∑
k=0
U∗kψ converges in L1(µφ).
Note however that he makes in addition the assumption ψ ∈ L∞ which is not
the case for functions of Oβ . We will see that we are somehow in an intermediate
situation.
Notice also that the first sum of the above condition involves Cor(ψ, ψ ◦ fk) =∫
ψ ψ ◦ fk dµφ (we still suppose
∫
ψ dµφ = 0) which explains that this is in fact a
weak asymptotic independence condition for the variables ψ ◦ fk.
Lemma 6.18. If ψ ∈ Oβ is bounded with
∫
ψ dµφ = 0 then the L
2–convergence
property holds. For general mean zero ψ ∈ Oβ the L1–convergence property is
satisfied and, moreover,
(6.11) ‖U∗kψ‖L1(µφ)  ξk
for any k ≥ 1 where ξ ∈ (0, 1).
Proof. Consider first ψ ∈ Oβ with
∫
ψ dµφ = 0. From the relation between
U∗ and the transfer operator given in Lemma 6.12 we have U∗kψ = 1ρφ Lˆkφ(ψρφ).
Hence it follows from (6.9) that∫
|U∗kψ| dµφ =
∫
|Lˆkφ(ψρφ)| dmφ  ξk‖Lˆφ(ψρφ)‖β .
By Theorem 6.16,∣∣Ck(ψ, ψ)∣∣ = ∣∣
∫
ψ ψ ◦ fk dµφ
∣∣  Cξk‖Lˆφ(ψρφ)‖β‖ψ‖L1(mφ)
for every k ≥ 1. The L1–convergence condition is thus verified.
If ψ ∈ Oβ is in addition bounded then
‖U∗kψ‖2L2(µφ) =< UkU∗kψ, ψ >≤ ‖ψ‖∞
∫
Uk(|U∗kψ|) dµφ = ‖ψ‖∞
∫
|U∗kψ| dµφ
still by the f–invariance of µφ. The conclusion, that in this case the L
2–convergence
holds, comes now from the preceding L1–estimation. 
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Proof of Theorem 6.17. Consider first the case of a centered bounded Ho¨l-
der function ψ ∈ Hβ . Then the L2–convergence condition is satisfied and we are
in the confortable situation where there exists a inverse Martingale approximation
(Yk)k with respect to the filtration Fk = f−k(F0) ∈ L2(µφ), (F0) the Borel σ–
algebra, and a function b also in L2(µφ) such that
Ukψ = Yk + U
kb − Uk−1b , k ≥ 1 .
The Yk being square integrable stationary and ergodic one knows that they satisfy
CLT. Since
1√
n
SnΨ =
1√
n
(Y1 + ...+ Yn) +
1√
n
(Unb− b)
and since 1√
n
(Unb − b) → 0 as n → ∞ one therefore has CLT for (ψ ◦ fk)k. A
direct calculation gives
σ2 = E(Y 21 ) =
∫
ψ2 dµφ + 2
∞∑
k=1
∫
ψ ψ ◦ fk dµφ
(see [Liv] for details).
For general centered ψ ∈ Oβ we have a good L1–convergence (cf. Lemma
6.18) but ψ is not bounded contrary to the assumption made by Liverani. His
perturbation argument allows to get CLT but we only have an upper bound for
the asymptotic variance. Let us briefly explain this. Firstly, the above function
b is given by b =
∑∞
k=0 U
∗kψ. Therefore, the L1–convergence condition yields
b ∈ L1(µφ). In order to be able to work again in L2 one introduces
bλ =
∞∑
k=0
λ−kU∗kψ
where λ > 1. Clearly bλ → b in L1(µφ). Set similarly
Yλ,k = U
kYλ,1 = U
kψ − Ukbλ + λ−1Uk−1bλ ∈ L2(µφ).
The same direct calculation as before gives this time
σ2(Yλ,k) = σ
2(Yλ,1) ≤
∫
ψ2 dµφ + 2
∞∑
k=1
λ−k
∫
ψ ψ ◦ fk dµφ
and Fatou’s Lemma yields for the asymptotic variance of Yk = limλ→1 Yλ,k
σ2(Y1) ≤ lim inf
λ→1
σ2(Yλ,1) ≤
∫
ψ2 dµφ + 2
∞∑
k=1
∫
ψ ψ ◦ fk dµφ.
In particular the (Yk)k are again in L
2(µφ) and CLT holds. Let us conclude by
mentioning that σ2 = 0 clearly implies that ψ ◦ f = b ◦ f − b. 
6.4. Cohomologies and σ2 = 0
Let F be any class of real-valued functions defined on J (f). Two functions φ, ψ :
J (f)→ R are said to be cohomologous in the class of function F if there exists a
function u ∈ F such that
φ− ψ = u− u ◦ f.
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Theorem 6.19. If φ, ψ : J (f) → R are two arbitrary tame functions, then the
following conditions are equivalent:
(1) µφ = µψ.
(2) There exists a constant R such that for each n ≥ 1, if fn(z) = z (z ∈
J (f)), then
Snφ(z)− Snψ(z) = nR.
(3) The difference ψ−φ is cohomologous to a constant R in the class of Ho¨lder
continuous functions.
(4) The difference ψ − φ is cohomologous to a constant in the class of all
functions defined everywhere in J (f) and bounded on bounded subsets
of J (f).
If these conditions are satisfied, then R = S = P(φ)− P(ψ).
Proof. (1) ⇒ (2). It follows from Theorem 6.5 and Lemma 5.20 that there
exists a constant Cz ≥ 1 (remember that fn(z) = z) such that for every k ≥ 1
C−1z exp
(
kSnφ(z)− P(φ)kn
) ≤ µφ(f−knz (D(z, δ))) ≤ Cz exp(kSnφ(z)− P(φ)kn)
and
C−1z exp
(
kSnψ(z)− P(ψ)kn
) ≤ µψ(f−knz (D(z, δ))) ≤ Cz exp(kSnψ(z)− P(ψ)kn).
Since µφ = µψ, this gives that
C−2z ≤
exp
(
kSnφ(z)− P(φ)kn)
)
exp
(
kSnψ(z)− P(ψ)kn)
) ≤ C2z
or equivalently
C−2z ≤ exp
(
k
(
(Snφ(z)− Snψ(z))− (P(φ)− P(ψ))n
)) ≤ C2z
and
−2 logCz ≤ k
(
(Snφ(z)− Snψ(z))− (P(φ) − P(ψ))n
) ≤ 2 logCz .
Therefore, letting k ր ∞, we conclude that Snφ(z) − Snψ(z) = (P(φ) − P(ψ))n.
Thus, putting R = P(φ) − P(ψ) completes the proof of the implication (1)⇒ (2).
(2)⇒ (3). Define
η = φ− ψ −R.
Since the measure µφ is ergodic and positive on non-empty open sets, the set of
transitive points of f has a full measure µφ. Fix a transitive point w ∈ J (f) and
put
Γ = {fk(w) : k ≥ 1}.
Define the function uˆ : Γ→ R by setting
uˆ(fk(w)) =
k−1∑
j=0
η(f j(w)).
Let us first show that uˆ is Ho¨lder continuous. So, suppose that with some 1 ≤ k < l,
the modulus |fk(w) − f l(w)| < δ is so small that
(6.12) l − k ≥ log(lCδ−1)/ log γ.
Let f
−(l−k)
∗ = f
−(l−k)
fk(w)
be the holomorphic inverse branch of f l−kdefined on
D(f l(w), 4δ)
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and mapping f l(w) to fk(w). In view of the expanding property and (6.12) we
have for every z ∈ D(f l(w), 2δ) that
|f−(l−k)∗ (z)−f l(w)| ≤ |f−(l−k)∗ (z)−f−(l−k)∗ (f l(w))|+|fk(w)−f l(w)| ≤ Cγk−l+δ ≤ 2δ.
Thus f
−(l−k)
∗ (D(f l(w), 2δ)) ⊂ D(f l(w), 2δ). Hence, in view of Brouwer’s Fixed
Point Theorem, there exists y ∈ D(f l(w), 2δ) such that f−(l−k)∗ (y) = y. In par-
ticular, f l−k(y) = y. Since for every 0 ≤ i ≤ l − k and for the map f−i
f l−i(w)
:
D(f l(w), 4δ)→ C, we have f−i
f l−i(w)
= f l−k−i ◦ f−(l−k)∗ , we obtain that
f−i
f l−i(w)
(f l−k(y)) = f l−k−i
(
f
−(l−k)
∗ (f l−k(y))
)
= f l−k−i(y)
or, in other words, for all j = 0, 1, ..., l− k,
(6.13) f j(y) = f
−(l−k−j)
fk+j(w)
(f l−k(y)).
Since also
f l(fk(w)) = f
−(l−k−j)
fk+j(w)
(f l(w))
and since both f l(w) and f l−k(y) = y belong to D(f l(w), 2δ), weak Ho¨lderity of
the function η : J (f)→ R yields for all 0 ≤ j ≤ l − k that
(6.14)
|ϕ(f j(y))−ϕ(f j(fk(w)))| ≤
≤ Vβ(ϕ)
∣∣∣f−(l−k−(j−1))fk+j−1(w) (f l−k(y))− f−(l−k−(j−1))fk+j−1(w) (f l(w))
∣∣∣β
≤ Vβ(ϕ)Kβ
∣∣(f l−k−j+1)′(fk+j−1(w))∣∣−β |f l−k(y)− f l(w)|β
≤ Vβ(ϕ)c−βγ−β(l−k−j+1)
∣∣y − f l(w)∣∣β .
From (6.13) we get
|y − fk(w)| ≤ K|(f l−k)′(fk(w))|−1|f l−k(y)− f l(w)|  γ−(l−k).
Combining this with (6.14) we obtain
|ϕ(f j(y))− ϕ(f j(fk(w)))|  Vβ(ϕ)γ−β(l−k−j+1)
(
γ−(l−k) + |fk(w) − f l(w)|
)β
.
So we also get
|ψ(f j(y))− ψ(f j(fk(w)))|  Vβ(ϕ)γ−β(l−k−j+1)
(
γ−(l−k) + |fk(w) − f l(w)|
)β
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for all j = 0, 1, . . . , l− k. Hence, using our assumption (2) with z replaced by y, we
obtain
|uˆ(f l(w)) − uˆ(fk(w))| =
=
∣∣∣∣∣∣
l−1∑
j=k
η(f j(y))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
l−k−1∑
j=0
(
η(−f j(fk(w)) − η(f j(y)))
∣∣∣∣∣∣
≤
l−k−1∑
j=0
(|φ(f j(fk(w))) − φ(f j(y))|+ |ψ(f j(fk(w))) − ψ(f j(y))|)

l−k−1∑
j=0
γβ(l−k−j)
(|fk(w) − f l(w)| + γk−l)β
 (|fk(w) − f l(w)|+ γk−l)β .
(6.15)
Now, for every z ∈ J (f) put
u(z) = lim sup
ξ→z; ξ∈Γ
uˆ(ξ).
In view of (6.15) u(z) is a finite real number. It also follows from (6.15) and from
the fact that l − k →∞ if f l(w)→ fk(w) that
(6.16) u(z) = uˆ(z) for all z ∈ Γ.
Take now two arbitrary points a, b ∈ J (f) and suppose that fmk(w) → a and
fnk(w) → b. Passing to subsequences, we may assume without loss of generality
that nk−mk →∞ and |fmk(w)−fnk(w)| < δ. Passing to the limit k →∞ it then
follows from (6.15) that
|u(b)− u(a)|  |b− a|β.
So, u : J (f)→ R is β–Ho¨lder and it follows from (6.16) together with the equality
ϕ(z)−ψ(z)−R = uˆ(z)−uˆ(f(z)) for all z in the dense set Γ that ϕ−ψ−R = u−u◦f
on J (f). The proof of the implication (2)⇒(3) is complete.
The implication (3)⇒(4) is obvious.
(4)⇒(1). Fix z ∈ Jr,M , where the sets Jr,N were defined at the beginning of
the proof of Theorem 5.22 and M > 0 is such that mφ(Jr,M ) = mψ(Jr,M ) = 1
(Proposition 5.21). There then exists an unbounded increasing sequence {nk}∞k=1
such that |fnk(z)| ≤ M for all k ≥ 1. Using Lemma 5.20 along with 14 -Koebe’s
distortion theorem and the standard version of Koebe’s distortion theorem, we get
that
mφ
(
B
(
z,
1
4
δ|(fnk)′(z)|−1)) ≤ mφ (f−nkz (B(fnk(z), δ)))
≤ Kφ exp
(
Snkφ(z)− P(φ)nk
)
mφ
(
B
(
fnk(z), δ
))
≤ Kφ exp
(
Snkφ(z)− P(φ)nk
)
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and
(6.17)
mφ
(
B
(
z,
1
4
δ|(fnk)′(z)|−1)) ≥ mφ
(
f−nkz
(
B
(
fnk(z),
1
4
K−1δ
)))
≥ K−1φ exp
(
Snkφ(z)− P(φ)nk
)
mφ
(
B
(
fnk(z),
1
4
K−1δ
))
≥ K−1φ Zφ exp
(
Snkφ(z)− P(φ)nk
)
,
where Zφ = inf{mφ
(
D(w, (4K)−1δ)
)
: w ∈ J (f) ∩D(0, 2M)} is positive since the
set J (f) ∩D(0, 2M) is compact and the topological support of mφ is equal to the
Julia set J (f). Obviously, analogous inequalities hold for the potential ψ.
By (4) we know that there is a constant S and a function u such that φ− ψ =
S+u◦f−u. Since u is locally bounded there is T > 0 such that for every z ∈ Jr,M
and nk as above
|Snk(φ− ψ)(z)− nkS| ≤ T.
It follows that
(6.18)
(KφCψe
T )−1Zφ exp
(
(P(ψ)− P(φ) + S)nk
) ≤
≤ mφ
(
B
(
z, 4−1δ|(fnk)′(z)|−1))
mψ
(
B
(
z, 4−1δ|(fnk)′(z)|−1))
≤ KφCψeTZ−1ψ exp
(
(P(ψ)− P(φ) + S)nk
)
.
Suppose that S 6= P(φ) − P(ψ). Without loss of generality we may assume that
S < P(φ) − P(ψ). But then, using the right-hand side of (6.18), we conclude that
mφ
(
Jr,M
)
= 0. This contradiction shows that S = P(φ) − P(ψ). Then (6.18)
implies that the measures mφ and mψ are equivalent on Jr,M . Since mφ
(
Jr,M
)
=
mψ
(
Jr,M
)
= 1, these two measures are equivalent as considered on J (f). Since
the measures µφ and µψ are ergodic and equivalent respectively to mφ and mψ, we
conclude that µφ = µψ. Thus the proof of the implication (4)⇒(1), and therefore
the entire proof of Theorem 6.19, is complete. 
We can now prove that the case σ2 = 0 in CLT (Theorem 6.17). is exceptional.
Indeed, in the setting of rational functions and with ψ = log |f ′| this only can
happen for some special functions, namely for Tchebychev polynomials, for z 7→ zd
and for Latte`s maps ([Zd], see also [My1] where a simplification of Zdunik’s work
is given). The following can be interpreted as a generalization of this fact to our
class of meromorphic functions.
Theorem 6.20. If ψ ∈ ⋃β∈(0,1]Oβ is a loosely t–tame function with t 6= 0, then
σ2µφ(ψ) > 0.
The proof goes in two steps. In the first one the regularity of the coboundary
function is improved.
Proposition 6.21. If φ : J (f) → R is a tame function and ψ : J (f) → R is
a loosely tame function, then σ2µφ(ψ) = 0 if and only if ψ is cohomologous to a
constant function in the class of Ho¨lder continuous functions on J (f).
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Proof. We already know from Theorem 6.17 that σ2µφ(ψ) = 0 if and only if
there is a measurable function u such that
(6.19) ψ = −t log |f ′|τ + h = u− u ◦ f˜ µφ − a.e.
Our aim is to show that u has a Ho¨lder continuous version of order s > 0 being a
common Ho¨lder exponent of φ and ψ.
In view of Luzin’s theorem there exists a compact set K ⊂ J (f) such that
µφ(K) > 1/2 and the function u|K is continuous. Consider a disk Dz = D(z, δ),
z ∈ J (f). From Birkhoff’s ergodic theorem (but here one has to work in the
natural extension) follows that there exists a Borel set B ⊂ Dz ∩ J (f) such that
µφ(B) = µφ(Dz) and for every x ∈ B f−n∗ (x) visitsK with the asymptotic frequence
> 1/2 where f−n∗ denotes any inverse branch of f
n defined on Dz. Consider two
arbitrary elements ρ, τ ∈ B. Then there exists an unbounded increasing sequence
{nj} such that f−nj∗ (ρ), f−nj∗ (τ) ∈ K for all j ≥ 1. Using (6.19) we get
|u(ρ)− u(τ)| ≤
∣∣∣u(f−nj∗ (ρ))− u(f−nj∗ (τ))∣∣∣ + ∣∣∣Snjψ(f−nj∗ (ρ)) − Snjψ(f−nj∗ (τ))∣∣∣ .
Now, since limj→∞ dist(f
−nj∗ (ρ), f
−nj∗ (τ)) = 0, since both f
−nj∗ (ρ) and f
−nj∗ (τ)
belong to K and since u|K is uniformly continuous (as K is compact), we conclude
that
lim
j→∞
|u(f−nj∗ (ρ))− u(f−nj∗ (τ))| = 0.
Ho¨lder continuity of u|B results now from the distortion property of Lemma 5.2.
The assertion follows then from this continuity together with the density of B in
Dz ∩ J (f). 
Proof of Theorem 6.20. The following fact is proven in [Bw2]: if f is any
transcendental entire function, then f2 has infinitely many repelling fixed points.
Let us show the same statement for a hyperbolic transcendental meromorphic
(and non-entire) function. Such a function f has a pole b which is not an asymp-
totic value. Consequently f−1(b) is an infinite set and, using Brower’s fixed point
Theorem, it is then easy to construct a sequence of fixed points pn for f
2.
In both cases, entire and meromorphic, it follows from the growth condition
that
(6.20) |(f2)′(pn)| → ∞ if n→∞.
Suppose now that σ2µφ(ψ) = 0 where ψ = −t log |f ′|τ +h is a loosely tame potential
with t 6= 0. Then Proposition 6.21 yield that there is u continuous such that
ψ − c = u− u ◦ f
for some constant c. But this leads to
0 = u(pn)− u(f2(pn)) = −t log |(f2)′(pn)|τ + h(pn) + h(f(pn)) − 2c
for all n ≥ 1. Since h is bounded we therefore have a contradiction to (6.20). 
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6.5. Variational Principle
In this section we give a variational characterization of Gibbs states of tame po-
tentials and dynamically semiregular meromorphic functions, which is very close to
the classical one. We begin by proving the following general lemma.
Recall that given a countable partition P of J (f), for every x ∈ J (f) we denote
by P(x) the only element of P containing x. Given in addition 1 ≤ n ≤ +∞, we
put
Pn =
n−1∨
j=0
f−j(P).
If also a Borel probability f -invariant measure µ is given, the partition P is said to
be generating for µ provided that for µ-a.e. x ∈ J (f) the set P∞(x) is a singleton.
We start with the following.
Lemma 6.22. If f is a dynamically semi-regular meromorphic function, φ : J (f)→
R is a loosely tame potential and µ is a Borel probability f -invariant measure on
J (f) with respect to which the function φ is integrable, then also the functions
log |f ′(z)|τ , log |f ′(z)|, and log |z| are integrable.
Proof. Integrability of the function log |f ′(z)|τ follows immediately from in-
tegrablility of φ since ||φ+ θ(φ)||∞ is finite. From (3.4) we get that
(6.21)
log |f ′(z)|τ = −τ log |f(z)|+ log |f ′(z)|+ τ log |z| ≥ (α2 − τ) log |f(z)|+ τˆ log |z|.
Since α2 > τ and both functions log |z| and log |f(z)| are uniformly bounded below,
we thus conclude that both log |z| and log |f(z)| are integrable. Consequently, the
first part of (6.21) yields that log |f ′(z)| is integrable. 
Endow now the extended complex plane Cˆ with the spherical metric and denote by
diams(A) the spherical diameter of any subset A of Cˆ. Since, under the assumptions
of Lemma 6.22, the logarithm of the function z 7→ C|z|−2|f ′(z)|−1 is µ-integrable
for every C > 0 and since Cˆ with the spherical metric is a compact Riemannian
manifold, as a direct consequence of Mane’s Theorem (see Lemma 13.3 in [Mane])
we have the following.
Lemma 6.23. With the assumptions of Lemma 6.22, for every constant C > 0
there exists a countable partition Pµ of J (f) into Borel sets with the following
properties.
(a) Hµ(Pµ) < +∞, where Hµ(Pµ) =
∑
P∈Pµ −µ(P ) logµ(P ) is the entropy
of the partition Pµ.
(b) diams(Pµ(z)) ≤ C|z|−2|f ′(z)|−1 for µ-a.e. z ∈ J (f).
For every Borel probability f -invariant measure µ let Jµ : J (f) → [1,+∞] be the
(weak) Jakobian of the measure µ, i.e.
µ(f−1z (A)) =
∫
A
J −1µ (f−1z (ξ))dµ(ξ)
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for every z ∈ J (f) and every Borel set A ⊂ D(f(z), 2δ). As a consequence of
Lemma 6.23 (see [Py], comp. [PU]), we get the following.
Lemma 6.24. With the assumptions of Lemma 6.22, hµ(f) =
∫
log Jµdµ.
The main result of this section is the following.
Theorem 6.25 (Variational Principle). If f : C → C is dynamically semi-regular
and if φ : J (f)→ C is a tame potential, then the invariant measure µφ is the only
equilibrium state of the potential φ, that is
P(φ) = sup{hµ(f) +
∫
φdµ}
where the supremum is taken over all Borel probability f -invariant ergodic measures
µ with
∫
φdµ > −∞, and
P(φ) = hµφ +
∫
φdµφ.
Proof. We shall show first that
(6.22) hµφ +
∫
φdµφ ≥ P(φ).
Indeed, fix C > 0 so small that if |z| ≥ T , z ∈ A ∩ J (f) and diams(A) ≤
C|z|−2|f ′(z)|−1, then A ⊂ D(z, δ|f ′(z)|/4). Since ∫ |φ|dµφ < +∞, we have the
partition P = Pµφ given by Lemma 6.23. Since, by Koebe’s 14 -Distortion Theorem
and Lemma 6.23(b), f−1z (D(f(z), δ)) ⊂ D(z, δ|f ′(z)|/4), for µφ-a.e. z ∈ J (f), we
conclude that the restriction f |P(z) is injective, and consequently,
Pn(z) ⊂ f−nz (D(fn(z), δ))
for µ-a.e z ∈ J (f) and all n ≥ 1. Since limn→∞ diam
(
f−nz (D(f
n(z), δ))
)
= 0, we
thus see that each element of partition P∞ is a singleton, meaning that the partition
P is generating for the measure µφ. Applying Birkhoff’s Ergodic Theorem and the
Breiman-McMillan-Shanon Theorem for the f -invariant measure µφ and utilizing
Lemma 5.20 along with Theorem 5.15(4), we therefore get for µφ-a.e. x ∈ J (f)
that
−hµφ = limn→∞
1
n
log
(
µφ
(Pn(z)))
≤ lim inf
n→∞
1
n
log µφ
(
f−nx
(
D(fn(x), δ)
))
 lim inf
n→∞
1
n
(
log(2ρφ(x)) + Snφ(x) − P(φ)n
)
= lim
n→∞
1
n
Snφ(x) − P(φ) =
∫
φdµφ − P(φ).
Formula (6.22) is proved.
We now shall prove the following.
Claim 1: If µ is an ergodic f -invariant Borel probability measure on J (f) such
that
∫
φdµ > −∞, then hµ(f) +
∫
φdµ ≤ P(φ); if in addition µ is an equilibrium
state for φ and f then Jµ =
ρφ◦T
ρφ
· exp(P(φ) − φ) µ almost everywhere on J (f).
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Proof. Let Lµ : L∞(µ) → L∞(µ) be the Perron-Frobenius operator associated to
the measure µ. Lµ is determined by the formula
Lµ(g)(x) =
∑
y∈f−1(x)
J−1µ (y)g(y).
Using Theorem 6.5, the f -invariance of µ and Lemma 6.24, we can write
(6.23)
1 =
∫
11dµ =
∫ Lˆφρφ
ρφ
dµ
=
∫
Lµ
(
ρφ · exp(φ− P(φ))
J−1µ · ρφ ◦ f
)
dµ
=
∫
ρφ · exp(φ− P(φ))
J−1µ · ρφ ◦ f
dµ ≥ 1 +
∫
log
(
ρφ · exp(φ− P (φ))
J−1µ · ρφ ◦ f
)
dµ
= 1 +
∫
log ρφdµ−
∫
log ρφ ◦ fdµ+
∫
(φ − P(φ))dµ +
∫
log Jµdµ
= 1 +
∫
φdµ− P(φ) + hµ(f).
Therefore hµ(f) +
∫
φdµ ≤ P(φ) If P(φ) = hµ(f) +
∫
φdµ, we can extend the last
line of (6.23) by writing 1+
∫
φdµ−P(φ)+hµ(f) = 1. Hence, the ”≥” in the third
line of (6.23) becomes an equality sign, and we get
ρφ·exp(φ−P (φ))
J−1µ ·ρφ◦f = 1 µ a.e. We
are done with Claim 1.
Thus, we are left to show that µφ is a unique equilibrium state for φ. We need the
following.
Claim 2: Any ergodic equilibrium state µ for f and φ is absolutely continuous
with respect to µφ.
Proof. For all integers l, l ≥ p := max{1, δ} let Jr,k,l(f) be the set of all those
points in J (f)∩D(0, k) whose ω-limit set intersects D(0, l). Since the measure µ is
ergodic, µ
(
Jr(f) =
⋃
k,l≥p Jr,k,l(f)
)
= 1, and in order to prove our claim it suffices
to show that for all k, l ≥ p there exists Ck,l > 0 such that
(6.24) µ(A) ≤ Ck,lmφ(A)
for every Borel set A ⊂ Jr,k,l(f). Indeed, take an arbitrary point ∈ Jr,k,l(f). There
then exists an unbounded increasing sequence (nj)
∞
j=1 such that f
nj(z) ∈ D(0, l)
for all j ≥ 1. Put
rj(z) =
1
4
δ|(fnj )′(z)|−1.
It follows from 14 -Koebe’s Distortion Theorem thatD(z, rj(z)) ⊂ f
−nj
z
(
D(fnj (z), δ)
)
and applying Lemma 5.3 along with Claim 1, we get with Gφ := inf{ρφ(ξ) : ξ ∈
D(0, 2k)} > 0, that
(6.25)
µ
(
D(z, rj(z))
) ≤ ||ρφ||∞
Gφ
cφ exp
(
Snjφ(z)− P(φ)nj
)
µ
(
D(fnj (z), δ)
)
≤ ||ρφ||∞G−1φ cφ exp
(
Snjφ(z)− P(φ)nj
)
.
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On the other hand, it follows from Koebe’s Distortion Theorem that D(z, rj(z)) ⊃
f
−nj
z
(
D(fnj (z), (4K)−1δ)
)
, and therefore, apllying Lemma 5.20
mφ
(
D(z, rj(z))
) ≥ K−1φ cφ exp(Snjφ(z)− P(φ)nj)µ(D(fnj (z), (4K)−1δ))
≤ K−1φ cφMl exp
(
Snjφ(z)− P(φ)nj
)
,
where M − l = inf {mφ(D(ξ, (4K)−1δ)) : ξ ∈ D(0, l)} > 0. Combining this and
(6.25), we get that
µ
(
D(z, rj(z))
) ≤ Kφc2φG−1φ ||ρφ||∞M−1l mφ(D(z, rj(z))).
Using now Besicovic Covering Theorem, (6.24) follows in the same way as that
employed in Theorem 5.22. We are done with Claim 2.
Now, the conclusion of the proof of Theorem 6.25 is straightforward. Since any two
ergodic invariant measures are either equal or mutually singular, it follows form
Claim 2 that µφ is the only ergodic equilibrium state for φ and we are done. 
As is a first useful application of the variational principle we see that the particular
choice of the metric στ does not influence the pressure.
Proposition 6.26. If f : C→ C is dynamically semi-regular and if
φτ = −t log |f ′|τ + h : J (f)→ C
is a tame potential, then the pressure P(φτ ) does not depend on τ .
Proof. Let τ1 6= τ2. The conformal measures mφτ1 ,mφτ2 are related by
|z|τ1dmφτ1 = |z|τ2dmφτ2 .
In particular they are mutually absolutely continuous. Since by Theorem 5.15
we have unicity of the corresponding Gibbs states µφτ1 , µφτ2 they must coincide.
Call µ = µφτ1 = µφτ2 this invariant measure. It follows then from the variational
principle, the integrability of log |z|, log |f(z)| (see Lemma 7.11 or [MyU2, Lemma
8.2]) together with the f–invariance of µ that
P(φτ1) = hµ(f) +
∫
φτ1 dµ
= hµ(f) +
∫
φτ2 dµ+ t(τ2 − τ1)
∫
(log |z| − log |f(z)|) dµ
= P(φτ2).

CHAPTER 7
Regularity of Perron-Frobenius Operators and
Topological Pressure
7.1. Analyticity of Perron-Frobenius Operators
In this section we prove one main theorem about analyticity of Perron-Frobenius
operators of tame potentials and then we derive some of its first consequences.
Further application will come up in subsequent sections and chapters. For every
ξ ∈ J (f) set
Hβ,ξ = {g : D(ξ, δ)→ C : ||g||β : ||g||∞ + Vβ,ξ(g) < +∞},
where Vβ,ξ comes from (4.8). Obviously || ||β is a norm on Hβ,ξ and Hβ,ξ endowed
with this norm becomes a banach space. For every function F : G → L(Hβ) and
every ξ ∈ J (f) define the function Fξ : G→ L(Hβ ,Hβ,ξ) by the formula
Fξ(λ)ψ =
(
F (λ)ψ
)|D(ξ,δ),
where L(Hβ ,Hβ,ξ) is the Banach space of bounded linear operators from Hβ to
Hβ,ξ). We start with the following.
Lemma 7.1. Let G be an open subset of a complex plane C and fix a function
F : G→ L(Hβ). If for every ξ ∈ J (f) the function Fξ : G→ L(Hβ ,Hβ,ξ) is analytic
and sup{||Fξ(λ)||β : ξ ∈ J (f), λ ∈ G} < +∞, then the function F : G→ L(Hβ) is
analytic.
Proof. Fix λ0 ∈ G and take r > 0 so small that D(λ0, r) ⊂ G. Then for each
ξ ∈ J (f)
Fξ(λ) =
∞∑
n=0
aξ,n(λ − λ0)n, λ ∈ D(λ0, r).
with some aξ,n ∈ L(Hβ,Hβ,ξ). Put M = sup{||Fξ(λ)||β : ξ ∈ J (f) : λ ∈ G} < +∞.
It follows from Cauchy’s estimates that
(7.1) ||aξ,n||β ≤Mr−n.
Now for every n ≥ 0 and every g ∈ Hβ , set
an(g)(z) = az,n(g)(z), z ∈ J (f).
Then
(7.2) ||ang||∞ ≤ ||az,n||∞||g||∞ ≤ ||az,n||β ||g||β.
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Now, if |z − ξ| < δ, then for every g ∈ Hβ and every w ∈ D(ξ, δ) ∩D(z, δ),
∞∑
n=0
aξ,n(g)(w)(λ − λ0)n = (Fξ(λ)g)(w) = F (λ)g(w) = (Fz(λ)g)(w)
=
∞∑
n=0
az,n(g)(w)(λ − λ0)n
for all λ ∈ D(λ0, r). The uniqueness of coefficients of Taylor series expansion implies
that for all n ≥ 0,
aξ,n(g)(w) = az,n(g)(w).
Since ξ, z ∈ D(ξ, δ) ∩D(z, δ), we thus get, using (7.1),
|an(g)(z)− an(g)(ξ)| = |az,n(g)(z)− aξ,n(g)(ξ)| = |aξ,n(g)(z)− aξ,n(g)(ξ)|
≤ ||aξ,n(g)||β |ξ − z||β ≤ ||aξ,n||β ||g||β |ξ − z||β
≤Mr−n||g||β|ξ − z||β.
Consequently, vβ(an(g)) ≤ Mr−n||g||β. Combining this with (7.2), we obtain
||an(g)||β ≤ 2Mr−n||g||β. Thus an ∈ L(Hβ) and ||an||β ≤ 2Mr−n. Thus the
series ∞∑
n=0
an(λ − λ0)n
converges absolutely uniformly on D(λ0, r/2) and ||∑∞n=0 an(λ−λ0)n||β ≤ 2M for
all λ ∈ D(λ0, r/2). Finally, for every g ∈ Hβ and every z ∈ J (f),( ∞∑
n=0
an(λ− λ0)n
)
g(z) =
∞∑
n=0
an(g)(z)(λ− λ0)n =
∞∑
n=0
an(g)(z)(λ− λ0)n
=
( ∞∑
n=0
az,n(λ− λ0)n
)
g(z) = Fz(λ)g(z)
= (F (λ)g)(z).
So, F (λ)g =
(∑∞
n=0 an(λ− λ0)n
)
g for all g ∈ Hβ , and consequently, F (λ) =∑∞
n=0 an(λ − λ0)n, λ ∈ D(λ0, r/2). We are done. 
The main technical result of this section is the following.
Theorem 7.2. Suppose that G is an open subset of a complex space Cd with some
d ≥ 1. Suppose also that for every λ ∈ G, φλ = −tλ log |f ′|τ + hλ : J (f)→ C is a
β-Ho¨lder loosely tame potential and the following conditions are satisfied.
(a) sup{|||hλ|||β : λ ∈ G} <∞.
(b) The function λ 7→ tλ(z), λ ∈ G, is holomorphic.
(c) For every z ∈ J (f) the function λ 7→ hλ(z), λ ∈ G, is holomorphic.
(d) inf{Re(tλ) : λ ∈ G} > ρ/τˆ .
Then all the potentials φλ, λ ∈ G, are tame and the map λ 7→ Lφλ ∈ L(Hβ), λ ∈ G,
is holomorphic.
Proof. By (d) all the potentials φλ, λ ∈ G, are tame. Put
H = sup{|||hλ|||β : λ ∈ G} <∞ and l = inf{Re(tλ) : λ ∈ G} > ρ/τ˜ .
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We therefore get for for every λ ∈ G and every v ∈ J (f) that
(7.3) || exp(φλ ◦ f−1v )||∞ ≤ eH |f ′(v)|−lτ .
In virtue of Hartogs Theorem we may assume without loss of generality that
d = 1, i.e. G ⊂ C. Now fix λ0 ∈ G and take a radius r > 0 so small that
D(λ0, r) ⊂ G. In view of (b) and (c), the function λ 7→ exp(φλ ◦ f−1v (z)) is
holomorphic for every z ∈ D(f(v), δ). Consider its Taylor series expansion
exp
(
φλ ◦ f−1v (z)) =
∞∑
n=0
av,n(z)(λ− λ0)n, λ ∈ D(λ0, r).
In view of Cauchy’s estimates and (7.3) we get
(7.4) |av,n(z)| ≤ eH |f ′(v)|−lτ r−n,
and, using in addition Lemma 5.3,
(7.5)
|av,n(w)− av,n(z)| ≤ r−n| exp
(
φλ ◦ f−1v (w)) − exp
(
φλ ◦ f−1v (z))|
≤ c(β, c(β, v(φ)))| exp(φλ ◦ f−1v (z))|r−n|w − z|β
≤ cˆ|f ′(v)|−lτ r−n|w − z|β,
where cˆ = eHc(β,H + v(log |f ′(v)|τ )) sup{|tλ| : λ ∈ D(λ0, r)}. Take an arbitrary
g ∈ Hβ and consider the product av,n(z)g(f−1v (z)). By (7.4) we get
(7.6) |av,n(z)g(f−1v (z))| ≤ eH |f ′(v)|−lτ r−n||g||∞,
and, in view of (7.5) and (7.4), we obtain
|av,n(w)g(f−1v (w)) − av,n(z)g(f−1v (z))| ≤
≤ |av,n(w) − av,n(z)| · ||g||∞ + |av,n(z)|||g||βLβγ−β |w − z|β
≤ |f ′(v)|−lτ r−n(cˆ+ eHLβγ−β)||g||β |w − z|β
= cˆ1|f ′(v)|−lτ r−n||g||β |w − z|β,
where cˆ1 = cˆ1+ e
HLβγ−β. Combining this and (7.6) we conclude that the formula
Nv,ng(z) = av,n(z)g(f
−1
v (z)) defines a bounded linear operator Nv,n : Hβ → Hβ,ξ,
where ξ = f(z), and
||Nv,n||β ≤ (cˆ+ cˆ1)|f ′(v)|−lτ r−n.
Consequently the function λ 7→ Nv,n(λ − λ0)n, λ ∈ D(λ0, r/2), is analytic and
||Nv,n(λ− λ0)n||β ≤ (cˆ+ cˆ1)|f ′(v)|−lτ 2−n. Thus the series
Aλ,v =
∞∑
n=0
Nv,n(λ− λ0)n, λ ∈ D(λ0, r/2),
converges absolutely uniformly in the Banach space L(Hβ ,Hβ,ξ),
(7.7) ||Aλ,v||β ≤ 2(cˆ+ cˆ1)|f ′(v)|−lτ
and the function λ 7→ Aλ,v ∈ L(Hβ ,Hβ,ξ), λ ∈ D(λ0, r/2), is analytic. Note that
Aλ,vg = exp
(
φλ ◦ f−1v )g ◦ f−1v .
Since by (d), l > ρ/α, it follows from (7.7) that the series
Lλ,ξ =
∑
v∈f−1(ξ)
Aλ,v, λ ∈ D(λ0, r/2),
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converges absolutely uniformly in the Banach space L(Hβ ,Hβ,ξ),
||Lλ,ξ||β ≤ 2(cˆ+ cˆ1)
∑
v∈f−1(ξ)
|f ′(v)|−lτ ≤ 2(cˆ+ cˆ1)Mτˆ l,
and the function λ 7→ Lλ,ξ, λ ∈ D(λ0, r/2), is analytic. Since Lλ,ξ = (Lλ)ξ,
invoking Lemma 7.1 concludes the proof. 
7.2. Analyticity of pressure
In this section we consider a special (affine) family of potentials and we apply
Theorem 7.2. Let
φ = −t1 log |f ′|τ + h1 : J (f)→ R and ψ = −t2 log |f ′|τ + h2 : J (f)→ R
be two arbitrary loosely tame functions. Consider the set
Σ1(φ, ψ) := {q ∈ C : Re(q)t1 + t2 > ρ/τˆ} .
The key ingredient (following from Theorem 7.2) to all further analytic properties
of ”thermodynamical objects” appearing in this section is the following.
Proposition 7.3. If φ, ψ : J (f) → R are two arbitrary tame functions, then the
function q 7→ Lqφ+ψ , q ∈ Σ1(φ, ψ), is holomorphic.
Proof. Fixing q0 ∈ Σ1(φ, ψ) and taking r > 0 so small that G = D(q0, r) ⊂
D(q0, r) ⊂ Σ1(φ, ψ), we see that all the assumptions of Theorem 7.2 are straight-
forwardly satisfied. Thus, invoking this theorem, we are done. 
Let us now derive some consequences of this proposition. We start with the follow-
ing easy but useful fact resulting immediately from Ho¨lder’s inequality.
Lemma 7.4. If φ and ψ are arbitrary tame functions, then the function q 7→
P(qφ+ ψ), q ∈ Σ1(φ, ψ) ∩R, is convex.
For every q ∈ Σ1(φ, ψ)∩R let Q1,q : Hβ → Hβ be the projection operator associated
to the operator Lˆqφ+ψ via Theorem 6.5. Let
Sq = Lˆqφ+ψ −Q1,q
be the difference operator appearing in Theorem 6.5 and let
ρq = ρqφ+ψ
be the eigenfunction of Lqφ+ψ (fixed point of Lˆqφ+ψ) also appearing in Theorem 6.5.
Using heavily Theorem 7.3 and the perturbation theory for linear operators (see
[Ka] for its account), we shall prove the following.
Lemma 7.5. If φ and ψ are arbitrary loosely tame functions, then all the four
functions q 7→ P(qφ+ ψ), Q1,q, Sq, ρq, q ∈ Σ1(φ, ψ) ∩ R, are real-analytic.
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Proof. Fix q0 ∈ Σ1(φ, ψ) ∩R. Applying now Proposition 7.3, the perturbation
theory for linear operators (see [Ka]) and Theorem 6.5, we see that there exist
R1 > 0 (so small that D(q0, R1) ⊂ Σ1(φ, ψ)) and three holomorphic functions
γ : D(q0, R1) → C, Q : D(q0, R1) → L(Hβ) and ρ : D(q0, R1) → Hβ such that
γ(q0) = e
P(q0φ+ψ) and ρ(q0) = ρq0φ+ψ, for every q ∈ D(q0, R1) the number γ(q) is
a simple isolated eigenvalue of the operator Lqφ+ψ with the remainder part of the
spectrum uniformly separated from γ(q), ρ(q) is its normalized eigenfunnction, and
Q(q) : Hβ → Hβ is the projection operator corresponding to the eigenvalue γ(q).
In particular there exist 0 < R2 ≤ R1 and η > 0 such that
(7.8) Σ1(Lqφ+ψ) ∩D
(
exp
(
P(q0φ+ ψ)
)
, η
)
= {γ(q)}
for all q ∈ D(q0, R2). In view of Lemma 7.4 there thus exists R3 ∈ (0, R2] such that
P(qφ+ ψ) = log(γ(q)) for all DR(q0, R3). Consequently also Q1,q = exp
(−(P(qφ+
ψ)
)
Q(q) for all q ∈ DR(q0, R3) and g(q) = ρqφ+ψ. The proof is now completed by
noting that Sq = exp
(−(P(qφ + ψ))Lqφ+ψ −Q1,q. 
Put
Σ2(φ, ψ) = {(q, t) ∈ C× C : Re(q)t1 +Re(t)t2 > ρ/τˆ} .
We will also need the following, strictly speaking stronger, result.
Lemma 7.6. If φ and ψ are two arbitrary tame functions, then all the four func-
tions (q, t) 7→ P(qφ + tψ), Q1,(q,t), Sq,t, ρq,t, where (q, t) ∈ Σ2(φ, ψ), (the objects
Q1,(q,t), Sq,t, ρq,t have obvious meaning) are real-analytic.
Proof. The proof goes with obvious modifications exactly as the proof of
Lemma 7.5. 
Lemma 7.7. For every q0 ∈ Σ1(φ, ψ) ∩ R there exist η > 0, C > 0 and θ ∈ (0, 1)
such that D(q0, η) ⊂ Σ1(φ, ψ),
||Snq ||α ≤ Cθn, ||Lˆnqφ+ψ ||α ≤ C and ||ρqφ+ψ ||α ≤ C.
for all q ∈ DR(q0, η) and all n ≥ 0.
Proof. It follows from Theorem 6.5(b) that there exists u ≥ 1 such that
||Suq0 ||α ≤ 1/8. Hence, in view of Lemma 7.5, there exists η > 0 so small that
DR(q0, η) ⊂ Σ1(φ, ψ) ∩ R and ||Suq ||α ≤ 1/4 for all q ∈ DR(q0, η). Using again
Lemma 7.5 we see that ||Sq||α ≤ M for all q ∈ DR(q0, η) and some M ≥ 1. Hence
||Sjq ||α ≤Mu for all q ∈ DR(q0, η) all j = 0, 1, . . . , u−1. A straightforward induction
shows now that there exists a constant C1 > 0 such that ||Snq ||α ≤ C1(1/2)n/u for
all n ≥ 0. Taking η > 0 sufficiently small, it follows immediately from Lemma 7.5
that ||Q1,q||α ≤ C2 for some C2 > 0 and all q ∈ D(q0, η). Hence ||Lˆnqφ+ψ ||α ≤
||Q1,q||α + ||Snq ||α ≤ C2 + C1. Taking C = C1 + C2, we are therefore done. 
Now we shall prove the following strenghtening of Theorem 6.16.
Corollary 7.8. Fix q0 ∈ Σ1(φ, ψ) ∩ R and let η, θ and C come from Lemma 7.7.
If u ∈ Hβ , q ∈ (q0 − δ, q0 + δ), and v ∈ L1mqφ+ψ , then for all n ≥ 0
Cq,n(u, v) ≤ 2C2(1 + C)θn||u||α||v||L1mqφ+ψ ,
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where Cq,n is the corellation function with respect to the measure µqφ+ψ .
Proof. Write µq = µqφ+ψ , mq = mqφ+ψ , ρq = ρqφ+ψ, U = u − µq(u) =
u − ∫ ρqudmq and V = v − µq(v) = v − ∫ ρqvdmq. Using then Theorem 6.5 and
Lemma 7.7, we obtain for every n ≥ 0 that
Cq,n(u, v) =
∣∣∣∣
∫
U · (V ◦ fn)dµq
∣∣∣∣ =
∣∣∣∣
∫
Uρq · (V ◦ fn)dmq
∣∣∣∣
=
∣∣∣Lˆnq (Uρq · (V ◦ fn))dmq∣∣∣ =
∣∣∣∣
∫
V · Lnq (Uρq)dmq
∣∣∣∣
=
∣∣∣∣
∫
V Snq (Uρq)dmq
∣∣∣∣ ≤
∫
|V ||Snq (Uρq)|dmq
≤ ||Snq (Uρq)||∞
∫
|V |dmq ≤ ||Snq (Uρq)||α||V ||L1mq
≤ ||Snq ||α||Uρq||α(1 + ||ρq||∞)||v||L1mq
≤ Cθn2||u|||a||ρq|||a(1 + C)||v||L1mq
≤ 2C2(1 + C)θn||u|||a||v||L1mq
We are done. 
7.3. Derivatives of the Pressure function
In this section we derive the formulas for the first and second derivatives of the
pressure function. Throughout the entire section φ : J (f) → R, a tame function,
and ψ : J (f)→ R, a loosely tame function, with some Ho¨lder exponent β ∈ (0, 1],
are fixed. All other considered loosely tame functions are also supposed to have
Ho¨lder exponent β. For every loosely tame function ζ = −t log |f ′|τ + h write
t = ζ˜ and h = ζ0.
In the proofs of Lemma 7.13 and Theorem 7.15 we will frequently need to estimate
the norms of the functions Lˆnφ(ζ), where n ≥ 1 and ζ is a loosely tame function. We
would like to apply Lemma 7.7, however although ζ is Ho¨lder continuous, it usually
need not be bounded. To remedy this difficulty we notice in Lemma 7.9 below
that Lˆφ(ζ) is bounded (so belongs to Hβ). Writing then Lˆnφ(ζ) as Lˆn−1φ (Lˆφ(ζ)), we
may take fruits of Lemma 7.7. In fact Lemma 7.9 is somewhat stronger (arbitrary
G ∈ Hβ instead of G = 11) and this stronger form will be needed in the proof of
Theorem 7.15. We start with the following.
Lemma 7.9. Suppose that φ : J (f) → R is a tame function, ψ : J (f) → R is
a loosely tame function, and that ζ : J (f) → R is also a loosely tame function.
Then there exists η > 0 and Γ(ζ) > 0 such that if |t| < η and G ∈ Hβ , then
Lˆφ+tψ(ζG) ∈ Hβ and moreover ||Lˆφ+tψ(ζG)||β ≤ Γ(ζ)||G||β . In addition Γ(11) ≤ C
and Γ(aζ + bω) ≤ |a|Γ(ζ)+ |b|Γ(ω) for all a, b ∈ R and all loosely tame functions ω.
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Proof. Take η ∈ (0, 1] so small that l := φ˜ − η|ψ˜| > ρ/τˆ . Put l+ = φ˜ + η|ψ˜|.
Then for every t ∈ (−η, η) and every w ∈ J (f) we have
(−φ˜− tψ) log |f ′(w)|τ ≤
{
−l log |f ′(w)|τ if |f ′(w)|τ ≥ 1
−l+ log |f ′(w)|τ if |f ′(w)|τ ≤ 1
≤ A− l log |f ′(w)|τ
with some universal constant A ≥ 0 large enough. Hence
(7.9) exp
(
(−φ˜− tψ) log |f ′(w)|τ
) ≤ eA|f ′(w)|−lτ .
Put B = ||φ0||∞ + η||ψ0||∞. Fix t ∈ (−η, η) and put Lˆt = Lˆφ+tψ. We may
assume without loss of generality that P(φ + tψ) = 0. Consider G ∈ Hβ . Fix
now u > 0 so small that l − u > ρ/τˆ . There then exists C > 0 so large that
||ζ0||∞ + |ζ˜|| log |f ′(w)|τ | ≤ C|f ′(w)|uτ for all w ∈ J (f). Hence
(7.10) |ζ(w)| ≤ C|f ′(w)|uτ
for all w ∈ J (f). Thus, using (7.9), for all z ∈ J (f) we have that
(7.11)
|Lˆt(ζG)(z)| ≤
∑
y∈f−1(z)
exp
(
φ(y) + tψ(y)
)|ζ(y)||G(y)|
≤ eB
∑
y∈f−1(z)
exp
(
(−φ˜− tψ˜) log |f ′(y)|τ
)|f ′(y)|uτ ||G||∞
≤ CeA+B||G||∞
∑
y∈f−1(z)
|f ′(y)|−(l−u)τ
≤ CeA+BMl−u||G||β ,
where Ml−u has been defined just after formula (5.5). Hence
(7.12) ||Lˆt(ζG)||∞ ≤ CeA+BMl−u||G||β .
By Lemma 5.3 T = sup{cφ+tψ : |t| ≤ η} < +∞. Now fix x ∈ J (f) and y ∈ D(x, δ).
Write f−1(x) = {xk}∞k=1 and yk = f−1xk (y), k ≥ 1. We then have for all k ≥ 1 that
|ζ(yk)G(yk)− ζ(xk)G(xk)| ≤ |ζ(xk)| · |G(xk)−G(yk)|+ |G(yk)| · |ζ(xk)− ζ(yk)|
≤ |ζ(xk)|∆||G||β |y − x|β + ||G||∞Vb(ζ)|y − x|β
≤ ||G||β(∆|ζ(xk)|+ Vb(ζ))|y − x|β
≤ C||G||β |(f ′(xk)|uτ |y − x|β ,
where the constant C > 0 is so large that (7.10) remains true with |ζ(w)| replaced
by ∆|ζ(w)| + Vb(ζ) and ∆ comes from Lemma 4.10. By Lemma 5.3 T sup{cφ+tψ :
66 7. REGULARITY OF PF OPERATORS AND TOPOLOGICAL PRESSURE
|t| ≤ η} <∞. Now, using this lemma, Lemma 4.9, and (7.10) we get
|Lˆt(ζG)(y) − Lˆt(ζG)(x)| =
=
∥∥ ∞∑
k=1
exp
(
φ(yk) + tψ(yk)
)
ζ(yk)G(yk)− exp
(
φ(xk) + tψ(xk)
)
ζ(xk)G(xk)|
∥∥
≤ ∥∥ ∞∑
k=1
|ζ(yk)||G(yk)|
∥∥ exp(φ(yk) + tψ(yk))− exp(φ(xk) + tψ(xk))∣∣+
+
∞∑
k=1
exp
(
φ(xk) + tψ(xk)
)|ζ(yk)G(yk)− ζ(xk)G(xk)|
≤ CT ||G||∞
∞∑
k=1
|(f ′(yk)|uτ exp
(
φ(xk) + tψ(xk)
)|y − x|β+
+ C||G||β
∞∑
k=1
|(f ′(xk)|uτ exp
(
φ(xk) + tψ(xk)
)|y − x|β
≤ C(TKuτ + 1)||G||β |y − x|β
∞∑
k=1
|(f ′(xk)|uτ exp
(
φ(xk) + tψ(xk)
)
≤ CeA+B(TKuτ + 1)||G||β |y − x|β
∞∑
k=1
|(f ′(xk)|−(l−u)τ
≤ CeA+BMl−u(TKuτ + 1)||G||β |y − x|β ,
where the second last inequality was written due to (7.9) and the definition of
B, and the justification for the last inequality is the same as that for the last
line in (7.11). Hence, we obtained that vβ(Lˆt(ζG)) ≤ CeA+BMl−u(TKuτ +1)||G||β .
Combining this and (7.12), the proof of the first part of our lemma is complete. The
second part follows immediately from Lemma 7.7. The last part is an immediate
consequence of linearity of the operator Lˆt. 
Remark 7.10. Notice that if ζ1 and ζ2 are two β-Ho¨lder functions, then for all
x, y ∈ J (f) with |y − x| ≤ δ and xk, yk as in the proof of Lemma 7.9, we have
|ζ1ζ2(yk)− ζ1ζ2(xk)| = |ζ1(yk)(ζ2(yk)− ζ2(xk)) + ζ2(xk)(ζ1(yk)− ζ1(xk))|
≤ |ζ1(yk)||ζ2(yk)− ζ2(xk)|+ |ζ2(xk)||ζ1(yk)− ζ1(xk)|
≤ |ζ1(yk)|Vβ(ζ2)|y − x|β + |ζ2(xk)|Vβ(ζ1)|y − x|β
≤ 2∆max{Vβ(ζ1), Vβ(ζ2)}max{|ζ2(xk)|, |ζ1(yk)|}|y − x|β .
Therefore, the proof of Lemma 7.9 goes through with obvious modifications with ζ
replaced by the product of any two tame functions.
Before we formulate the next lemma, observe that the absolute value of a loosely
tame function is is also loosely tame (in fact if ρ is loosely tame, then ˜|ρ| = |ρ˜|),
and consequently, the absolute value of the product of two loosely tame functions
is a product of two loosely tame functions.
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Lemma 7.11. Assume that ρ is either a loosely tame function or a product of two
loosely tame functions. With the assumptions and notation as in Lemma 7.9, we
have that ∫
|ρ|dmφ+tψ ≤ Γ(|ρ|)
for all t ∈ (−η, η).
Proof. Indeed, in view Lemma 7.9 and Remark 7.10, we have∫
|ρ|dmφ+tψ =
∫
Lˆφ+tψ(|ρ|)dmφ+tψ ≤ ||Lˆφ+tψ(|ρ|)||∞ ≤ ||Lˆφ+tψ(|ρ|)||β ≤ Γ(|ρ|).
We are done. 
We are now able to establish the following strengthening of Theorem 6.16.
Lemma 7.12. Fix t0 ∈ Σ1(ψ, φ) and let η, θ, and C come from Lemma 7.7. If
each function ζ, ρ is either a loosely tame function or a product of two loosely tame
functions and if s ∈ (−η, η), then for all n ≥ 1,
Cs,n(ζ, ρ) ≤ C2(1 + C)Γ(|ρ|)(Γ(ζ) + C2Γ(|ζ|))θn−1,
where Cs,n is the corellation function with respect to the measure µφ+sψ .
Proof. We use the obvious notation µs, ms, and ρs. We put ζ = ζ − µs(ζ) and
ρ = ρ− µs(ρ). Notice that by Lemma 7.11 and Lemma 7.7, we have
(7.13)∫
|ρ|dms ≤
∫
(|ρ|+ |µs(ρ|)dms ≤
∫
|ρ|dms +
∫
|ρ|ρsdms ≤ Γ(|ρ|) + C
∫
|ρ|dms
≤ (1 + C)Γ(|ρ|).
In view of Lemma 7.9, the estimate |µs(ζ)| ≤ CΓ(|ζ|) obtained in the computation
of the previous formula, gives
(7.14) Γ(ζ) ≤ Γ(ζ) + |µs(ζ)|Γ(11) ≤ Γ(ζ) + C2Γ(|ζ|).
Proceeding now exactly as in the proof of Corollary 7.8, utilising (7.13), Lemma 7.7,
Lemma 7.9, Remark 7.10, and (7.14), we get
Cs,n(ζ, ρ) =
∣∣∣∣
∫
ρLˆns (ζρs)dms
∣∣∣∣ =
∣∣∣∣
∫
ρLˆn−1s
(Lˆs(ζρs))dms
∣∣∣∣
=
∣∣∣∣
∫
ρSn−1s
(Lˆs(ζρs))dms
∣∣∣∣ ≤
∫
|ρ|||Sn−1s
(Lˆs(ζρs))||βdms
= ||Sn−1s
(Lˆs(ζρs))||β
∫
|ρ|dms ≤ ||Sn−1s ||β ||Lˆs
(
ζρs
)||β(1 + C)Γ(|ρ|)
≤ C(1 + C)Γ(|ρ|)θn−1||Lˆs
(
ζρs
)||β ≤ C(1 + C)Γ(|ρ|)θn−1Γ(ζ)||ρs||β
≤ C2(1 + C)Γ(|ρ|)(Γ(ζ) + C2Γ(|ζ|))θn−1.
We are done. 
The next lemma is the key point in the proof of Theorem 7.14, providing a formula
for the derivative of the pressure function.
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Lemma 7.13. Assume the same as in Lemma 7.9. Fix x ∈ J (f). Then
lim
n→∞
1
n
∑
y∈f−n(x) Snζ(y) exp
(
Sn(φ + tψ)(y)
)
∑
y∈f−n(x) exp
(
Sn(φ+ tψ)(y)
) = ∫ ζdµφ+tψ
uniformly with respect to all t ∈ (−η, η), where η comes from Lemma 7.9.
Proof. Put for every t ∈ R,
Lt = Lφ+tψ and Lˆt = Lˆφ+tψ
and
gt = gφ+tψ = Q1,t(11)
First observe that nth term of the sequence from our lemma is equal to
(7.15)
1
n
n−1∑
j=0
Lˆnt (ζ ◦ f j)(x)
Lˆnt (11)(x)
=
1
n
n−1∑
j=0
Lˆn−jt
(
ζLˆjt (11)
)
(x)
Lˆnt (11)(x)
=
1
n
n−1∑
j=0
Lˆn−j−1t
(Lˆt(ζLˆjt (11)))(x)
Lˆnt (11)(x)
.
We now look at the difference 1n
∑n−1
j=0
Lˆnt (ζ◦F j)(x)
Lˆnt (1 )(x)
− ∫ ζdµφ+tψ and split it into
three terms each of which will turn out to converge (uniformly in t) to zero because
of Lemma 7.7 and Lemma 7.9. Indeed (note that Q1,t = gt),
1
n
n−1∑
j=0
Lˆnt (ζ ◦ F j)(x)
Lˆnt (11)(x)
−
∫
ζdµφ+tψ =
=
1
n
n−1∑
j=0
Lˆn−j−1t
(Lˆt(ζLˆjt (11)))(x)
gt(x)
+
+
1
n
n−1∑
j=0
Lˆn−j−1t
(Lˆt(ζLˆjt (11)))(x)(Q1,t(11)(x) − Lˆnt (11)(x))
Lˆnt (11)(x)gt(x)
−
− 1
n
n−1∑
j=0
∫
Lˆt
(
ζLˆjt (11)
)
dmφ+tψ +

 1
n
n−1∑
j=0
∫
Lˆt
(
ζLˆjt (11)
)
dmφ+tψ −
∫
ζdµφ+tψ


= g−1t (x)
1
n
n−1∑
j=0
(Lˆn−j−1t (Lˆt(ζLˆjt (11)))(x) − gt(x)
∫
Lˆt
(
ζLˆjt (11)
)
dµφ+tψ
)
+
+
1
n
(
Q1,t(11)(x) − Lˆnt (11)(x)
)∑n−1j=0 Lˆn−j−1t (Lˆt(ζLˆjt (11)))(x)
gt(x)Lˆnt (11)(x)
+
+
1
n
n−1∑
j=0
∫
ζLˆjt (11)dmφ+tψ −
∫
gtζdmφ+tψ
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(7.16)
= g−1t (x)
1
n
n−1∑
j=0
(Lˆn−j−1t (Lˆt(ζLˆjt (11)))(x) − gt(x)
∫
Lˆt
(
ζLˆjt (11)
)
dmφ+tψ
)
+
+
1
n
(
Q1,t(11)(x)− Lˆnt (11)(x)
)∑n−1j=0 Lˆn−j−1t (Lˆt(ζLˆjt (11)))(x)
gt(x)Lˆnt (11)(x)
+
+
1
n
n−1∑
j=0
∫
ζ
(Lˆjt (11)− gt)dmφ+tψ
It immediately follows from Lemma 7.7 and Lemma 7.9 (with G being of the form
Lˆjt (11)) that the β-Ho¨lder norm (and so the supremum norm as well) of the second
summand converges to zero uniformly with respect to t ∈ (−η, η). Dealing with the
first summand notice that, in view of Lemma 7.9 and Lemma 7.7 applied twice, we
get that
||Lˆn−j−1t
(Lˆt(ζLˆjt (11)))− gt
∫
Lˆt
(
ζLˆjt (11)
)
dmφ+tψ||β =
= ||Lˆn−j−1t
(Lˆt(ζLˆjt (11)))−Q1,t(Lˆt(ζLˆjt (11)))||β
= ||(Lˆn−j−1t −Q1,t)(Lˆt(ζLˆjt (11)))||β
≤ ||Lˆn−j−1t −Q1,t||β ||Lˆt
(
ζLˆjt (11)
)||β
≤ CΓ(ζ)||Lˆn−j−1t −Q1,t||β
= CΓ(ζ)||Sn−j−1t ||β
≤ C2Γ(ζ)θn−j−1
Therefore, applying Lemma 7.7, we see that the first summand in the last part of
(7.16) converges to zero uniformly with respect to t ∈ (−η, η). It follows immedi-
ately from Lemma 7.11 and Lemma 7.7 that so does the third summand in the last
part of (7.16). We are done. 
The first main result of this section, the formula for the first derivative of the
pressure function, is this.
Theorem 7.14. Suppose that φ : J (f)→ R is a tame function and ψ : J (f)→ R
is a loosely tame function. Then
d
dt
∣∣
t=0
P(φ+ tψ) =
∫
ψdµφ.
Proof. Fix x ∈ J (f). Put
Pn(t) =
1
n
log
∑
y∈f−n(x)
exp
(
Sn(φ+ tψ)(y)
)
.
Then
dPn
dt
=
1
n
∑
y∈f−n(x) Snψ(y) exp
(
Sn(φ+ tψ)(y)
)
∑
y∈f−n(x) exp
(
Sn(φ+ tψ)(y)
) ,
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and, in view of Lemma 7.13, dPndt converges uniformly with respect to t ∈ (−η, η)
to
∫
ψdµφ+tψ. Since, in addition, limn→∞ Pn(t) = P(φ + tψ), we conclude that
dP
dt =
∫
ψdµφ+tψ for all t ∈ (−η, η). Taking t = 0 we are therefore done. 
We are now in position to prove the following second main result of this section,
the formula for the second derivative of the pressure function.
Theorem 7.15. Suppose that φ : J (f)→ R is a tame function and ψ, ζ : J (f)→
R are loosely tame functions. Then
∂2
∂s∂t
∣∣
(0,0)
P(φ+ sψ + tζ) = σ2(ψ, ζ),
where
σ2(ψ, ζ) = lim
n→∞
1
n
∫
Sn
(
ψ − µφ(ψ)
)
Sn
(
ζ − µφ(ζ)
)
dµφ
=
∫
(ψ − µφ(ψ))(ζ − µφ(ζ))dµφ +
∞∑
k=1
∫
(ψ − µφ(ψ))(ζ − µφ(ζ)) ◦ fkdµφ
+
∞∑
k=1
∫
(ζ − µφ(ζ))(ψ − µφ(ψ)) ◦ fkdµφ
(if ψ = ζ we simply write σ2(ψ) for σ2(ψ, ψ))
Proof. Put
Lˆs = Lˆφ+sψ .
The symbolsms, µs and ρs have also the corresponding obvious meaning. It follows
from the proof of Theorem 7.14 that
(7.17)
∂2
∂s∂t
∣∣
t=0
P(φ+sψ+tζ) =
d
ds
lim
n→∞
1
n
∑
y∈f−n(x) Snζ(y) exp
(
Sn(φ+ sψ)(y)
)
∑
y∈f−n(x) exp
(
Sn(φ+ sψ)(y)
)
for all s sufficiently small in absolute value. Fix x ∈ J (f), n ≥ 1 and abbreviate
the notation
∑
y∈f−n(x) to
∑
y. Let
∆n(s) :=
d
ds
(∑
y Snζ(y) exp
(
Sn(φ+ sψ)(y)
)
∑
y exp
(
Sn(φ+ sψ)(y)
)
)
.
The idea of the proof is to show that the sequence
(
1
n∆n(s)
)∞
1
converges to σ2(ψ, ζ)
uniformly on some sufficiently small neighbouhood of zero. In fact we will show
that
∣∣∆n(s)− ∫ Sn(ψ − µs(ψ))Sn(ζ − µs(ζ))dµs∣∣ stays uniformly bounded on such
neighborhood. The proof will consist of six steps starting with measures µs,n (in-
stead µs) and ending with the measures µs.
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Step 1: We have this.
∆n(s) = =
∑
y Snψ(y)Snζ(y) exp
(
Sn(φ + sψ)(y)
)
∑
y exp
(
Sn(φ + sψ)(y)
) −
−
(∑
y Snψ(y) exp
(
Sn(φ+ sψ)(y)
))∑
y Snζ(y) exp
(
Sn(φ+ sψ)(y)
)
(∑
y exp
(
Sn(φ+ sψ)(y)
))2
=
Lˆns
(
SnψSnζ
)
(x)
Lˆns (11)(x)
− Lˆ
n
sψ(x)Lˆns ζ(x)
Lˆns (11)(x)Lˆns (11)(x)
=
∫
SnψSnζdµs,n −
∫
Snψdµs,n
∫
Snζdµs,n
=
n−1∑
i=0
n−1∑
j=0
∫ (
ψ ◦ f i − µs,n(ψ ◦ f i)
)(
ζ ◦ f i − µs,n(ζ ◦ f i)
)
dµs,n,
where
µs,n =
∑
y δy exp
(
Sn(φ+ sψ)(y)
)
∑
y exp
(
Sn(φ+ sψ)(y)
)
and δy is the Dirac measure supported at y. In order to simplify notation put
ψi = ψ ◦ f i, ζj = ζ ◦ f j and
Ki,j =
∫ (
ψi−µs,n(ψi)
)(
ζj−µs,n(ζj)
)
dµs,n =
Lˆns
((
ψi − µs,n(ψi)
)(
ζj − µs,n(ζj)
))
Lˆns (11)(x)
.
Fix now 0 ≤ i ≤ j ≤ n− 1. Then
Ki,j =
Lˆn−js
(Lˆj−is ((ψ − µs,n(ψi))Lˆjs(11))(ζ − µs,n(ζj)))(x))
Lˆns (11)(x)
.
Step 2: In this step we approximate
∑
i,j Ki,j by the same terms with measures
ms instead of µs,n. This is eventually done in (7.24), (7.25) and (7.26). If j > i, it
follows from Lemma 7.7 and Lemma 7.9, with G being of the form Lˆis(11), that for
every s ∈ (−η, η), we have
(7.18)
||Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)− ρs
∫
(ψ − µs,n(ψi))Lˆis(11)dms||β =
= ||Lˆj−i−1s
(Lˆs((ψ − µs,n(ψi))Lˆjs(11)))− ρs
∫
Lˆs
(
(ψ − µs,n(ψi))Lˆis(11)
)
dms||β
= ||Sj−i−1s
(Lˆs((ψ − µs,n(ψi))Lˆis(11)))||β
≤ Cθj−i−1||Lˆs
(
(ψ − µs,n(ψi))Lˆis(11)
)||β
≤ Cθj−i−1(||Lˆs((ψLˆis(11))||β + µs,n(ψi)||Lˆi+1s (11))||β)
≤ Cθj−i−1(CΓ(ψ) + C|µs,n(ψi)|) = C2θj−i−1(Γ(ψ) + |µs,n(ψi)|)
In view of Theorem 5.15(4) there exists n1 ≥ 1 such that for all n ≥ n1, Lˆns (11)(x) ≥
ρs(x)/2, and in view of Lemma 7.5, ρs(x) ≥ g(x)/2 assuming η > 0 to be small
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enough. Denote g0(x) by g. Using Lemma 7.7 and Lemma 7.9, we then get
(7.19)
|µs,n(ψi))| = |Lˆ
n
sψi(x)|
|Lˆns 11(x)|
=
|Lˆn−is Lˆis(ψ ◦ f i)(x)|
Lˆns 11(x)
=
|Lˆn−is
(
ψLˆis(11)
)
(x)|
Lˆns 11(x)
=
|Lˆn−i−1s
(Lˆs(ψLˆis(11)))(x)|
Lˆns 11(x)
≤ CΓ(ψ)Lˆ
n−i−1
s (11)(x)
Lˆns 11(x)
≤ C
2Γ(ψ)
Lˆns 11(x)
≤ 4C
2Γ(ψ)
g
.
It therefore follows from (7.18) that
(7.20)
||Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)− ρs
∫
(ψ − µs,n(ψi))Lˆis(11)dms||β
≤ C2Γ(ψ)(1 + 4C2g−1)θj−i−1.
Now
|
∫
(ψ − µs,n(ψi))Lˆis(11)dms| =
= |
∫
Lˆs
(
ψLˆis(11)
)
dms − µs,n(ψi)|
=
∣∣∣∣∣
∫
Lˆs
(
ψLˆis(11)
)
dms − Lˆ
n
sψi(x)
Lˆns 11(x)
∣∣∣∣∣ =
∣∣Lˆns 11(x) ∫ Lˆs(ψLˆis(11))dms − Lˆnsψi(x)∣∣
Lˆns 11(x)
=
∣∣Lˆns 11(x) ∫ Lˆs(ψLˆis(11))dms − Lˆn−is Lˆis(ψi)(x)∣∣
Lˆns 11(x)
=
∣∣Lˆns 11(x) ∫ Lˆs(ψLˆis(11))dms − Lˆn−is (ψLˆis(11))(x)∣∣
Lˆns 11(x)
=
1
Lˆns 11(x)
{∣∣∣(Lˆns 11(x)− ρs(x))
∫
Lˆs
(
ψLˆis(11)
)
dms
+
(
ρs(x)
∫
Lˆs
(
ψLˆis(11)
)
dms − Lˆn−i−1s
(Lˆs(ψLˆis(11)))(x))∣∣∣}
Assuming now that n ≥ n1, it therefore follows from Lemma 7.7 and Lemma 7.9
that
(7.21)
∣∣∣ ∫ (ψ − µs,n(ψi))Lˆis(11)dms∣∣∣
≤ CΓ(ψ)|S
n
s (11)(x)|+ |Sn−i−1s
(Lˆs(ψLˆis(11)))(x)|
g/4
≤ C
2Γ(ψ)θn + Cθn−i−1CΓ(ψ)
g/4
≤ 8C2Γ(ψ)g−1θn−i−1.
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Assuming η > 0 to be small enough, we have gˆ = sup{||ρs||∞ : s ∈ (−η, η)} < ∞.
Combining now (7.21) and (7.20), we get for every j = 0, 1, . . . , n− 1 that
(7.22)
∥∥∥ j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
∥∥∥
β
≤ (C2Γ(ψ)(1 + 4C2g−1) + 8C3Γ(ψ)g−1) j−1∑
i=0
θj−i−1
≤ C2θ−1Γ(ψ)(1 + 4C2g−1 + 8Cg−1) ∞∑
i=0
θi := C1 <∞.
It therefore follows from Lemma 7.7, Lemma 7.9, (7.22) and (7.19) (with ψi replaced
by ζj), that
∥∥Lˆn−js (
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)
− ρs
∫ j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))dms
∥∥
β
=
∥∥∥∥Lˆn−j−1s
(
Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
))
−
− ρs
∫
Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)
dms
∥∥∥∥
β
≤
∥∥∥∥Sn−j−1s
(
Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
))∥∥∥∥
β
≤ Cθn−j−1
∥∥∥∥∥Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)∥∥∥∥∥
β
≤ Cθn−j−1
(∥∥∥∥∥Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
ζ
)∥∥∥∥∥
β
+
(7.23)
+ |µs,n(ζj)|
∥∥∥∥∥Lˆs
(
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
))∥∥∥∥∥
β
)
≤ Cθn−j−1(Γ(ζ)C1) + |µs,n(ζj)|CC1)
≤ C2θn−j−1,
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where C2 = CC1
(
Γ(ζ) + 4C3Γ(ζ)g−1
)
. Now∫
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))dms =
=
∫
Lˆn−js
(Lˆj−is ((ψ − µs,n(ψi))Lˆis(11))(ζ − µs,n(ζj)))dms
=
∫
Lˆns
(
(ψi − µs,n(ψi))(ζj − µs,n(ζj))
)
dms
=
∫
(ψi − µs,n(ψi))(ζj − µs,n(ζj))dms
Combining this and (7.23), we get
∣∣∣ j−1∑
i=0
Ki,j −
j−1∑
i=0
∫
(ψi − µs,n(ψi))(ζj − µs,n(ζj))dms
∣∣∣ =
=
(Lˆns 11(x))−1∣∣∣Lˆn−js (
j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)
(x)−
− ρs(x)
∫ j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))dms+
(7.24)
+
(
ρs(x) − Lˆns 11(x)
) ∫ j−1∑
i=0
Lˆj−is
(
(ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))dms
∣∣∣
≤ (Lˆns 11(x))−1(C2θn−j−1+
+ Cθn
∣∣∣∣∣
∫
Lˆs
( j−1∑
i=0
Lˆj−is
(
ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)
dms
∣∣∣∣∣
)
≤ 4g−1

C2θn−j−1 + Cθn
∥∥∥∥∥Lˆs(
j−1∑
i=0
Lˆj−is
(
ψ − µs,n(ψi))Lˆis(11)
)
(ζ − µs,n(ζj))
)∥∥∥∥∥
β


≤ 4g−1(C2θn−j−1 + CθnC2) ≤ 8C2Cg−1θn−j−1.
Let us now deal with the case when i = j. It follows from Remark 7.10, Lemma 7.7,
Lemma 7.9 and (7.19) that
||Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)||β =
= ||Lˆs
(
ψζLˆjs(11)
)− µs,n(ζj)Lˆs(ψLjs(11))− µs,n(ψj)Lˆs(ζLjs(11))+
+ µs,n(ψj)µs,n(ζj)Lˆj+1s (11)||β
≤ ||Lˆs
(
ψζLˆjs(11)
)||β + |µs,n(ζj)|||Lˆs(ψLjs(11))||β + |µs,n(ψj)|||Lˆs(ζLjs(11))||β+
+ |µs,n(ψj)||µs,n(ζj)|||Lˆj+1s (11)||β
≤ CΓ(ψζ) + 4g−1C2Γ(ζ)Γ(ψ)C + 4g−1C2Γ(ψ)Γ(ζ)C + 16g−2C4Γ(ζ)Γ(ψ)C
= C
(
Γ(ψζ) + C2g−1Γ(ζ)Γ(ψ)
(
2 + 4C2g−1
))
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Denote this last constant by C3. We then have
∣∣∣ ∫ Lˆs((ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj)))dms∣∣∣
≤ ||Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)||∞
≤ ||Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)||β ≤ C3.
Applying now Lemma 7.7, we therefore get
||Lˆn−js
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)−
− Lˆns (11)
∫
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))dms||β
≤ ||Lˆn−j−1s Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)−
− ρs
∫
Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)
dms+
+
(
ρs − Lˆns (11)
) ∫ Lˆs((ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj)))dms||β
= ||Sn−j−1s Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)
+
+ Sns (11)
∫
Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)
dms||β
≤ Cθn−j−1||Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)||β+
+ Cθn
∣∣∣∣
∫
Lˆs
(
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))
)
dms
∣∣∣∣
≤ Cθn−j−1C3 + CθnC3 ≤ 2CC3θn−j−1.
But ∫
(ψ − µs,n(ψj))Lˆjs(11)(ζ − µs,n(ζj))dms =
=
∫
Lˆjs
(
(ψj − µs,n(ψj))(ζj − µs,n(ζj))
)
dms
=
∫
(ψj − µs,n(ψj))(ζj − µs,n(ζj))dms
and consequently
(7.25)
|Kj,j −
∫
(ψj − µs,n(ψj))(ζj − µs,n(ζj))dms| ≤ 2CC3
(Lˆns (11)(x))−1θn−j−1
≤ 8CC3g−1θn−j−1.
Combining this and (7.24), we get
(7.26)∣∣∣∣∣
j∑
i=0
Ki,j −
j∑
i=0
∫
(ψi − µs,n(ψi))(ζi − µs,n(ζi))dms
∣∣∣∣∣ ≤ 8Cg−1(C2 + C3)θn−j−1.
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Hence, this step is concluded by the following.
(7.27)∣∣∆n(s)− n−1∑
i=0
n−1∑
j=0
∫
(ψi − µs,n(ψi))(ζj − µs,n(ζj))dms
∣∣ =
=
∣∣ n−1∑
j=0
( j∑
i=0
Ki,j −
j∑
i=0
∫
(ψi − µs,n(ψi))(ζj − µs,n(ζj))dms
)
+
+
n−1∑
k=0
( k−1∑
l=0
Kk,l −
j∑
i=0
∫
(ψk − µs,n(ψk))(ζl − µs,n(ζl))dms
)∣∣
≤
n−1∑
j=0
16Cg−1(C2 + C3)θn−j−1 ≤
∞∑
u=0
16Cg−1(C2 + C3)θu
= 16Cg−1(C2 + C3)(1 − θ)−1 <∞.
Step 3: The third step is to show that the measures µs,n can be all replaced by ms
and the absolute value of the difference remains bounded. This is accomplished in
(7.29). Utilizing now the formula ab− cd = (a− c)b+ c(b− d), we get
(7.28)∣∣ ∫ (ψi − µs,n(ψi))(ζj − µs,n(ζj))dms −
∫
(ψi −ms(ψi))(ζj −ms(ζj))dms
∣∣
= |
∫ (
(ψi − µs,n(ψi))(ζj − µs,n(ζj))− (ψi −ms(ψi))(ζj −ms(ζj))
)
dms|
= |
∫ (
(ms(ψi)− µs,n(ψi))(ζj − µs,n(ζj))+
+ (ψi −ms(ψi))(ms(ζj)− µs,n(ζj)
)
dms|
= |(ms(ψi)− µs,n(ψi))(ms(ζj)− µs,n(ζj))+
+ (ms(ψi)−ms(ψi))(ms(ζj)− µs,n(ζj)|
= |(ms(ψi)− µs,n(ψi))(ms(ζj)− µs,n(ζj))|
= |ms(ψi)− µs,n(ψi)| · |ms(ζj)− µs,n(ζj)|.
Since
ms(ψi)− µs,n(ψi) =
∫
(ψi − µs,n(ψi))dms =
∫
Lˆis
(
ψi − µs,n(ψi)
)
dms
=
∫
(ψ − µs,n(ψi))Lˆis(11)dms,
it follows from (7.21) that
|ms(ψi)− µs,n(ψi)| ≤ 8C2(gθ)−1Γ(ψ)θn−i.
Similarly
|ms(ζj)− µs,n(ζj)| ≤ 8C2(gθ)−1|Γ(ζ)θn−j .
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Combining these last two estimates along with (7.27) and (7.28), we get
(7.29)
∣∣∣∣∆n(s)−
n−1∑
i=0
n−1∑
j=0
∫
(ψi −ms(ψi))(ζj −ms(ζj))
)
dms
∣∣∣∣ ≤
≤ 16Cg−1(C2 + C3)(1 − θ)−1 + (8C2(gθ)−1)2Γ(ψ)Γ(ζ)
n−1∑
i,j=0
θn−iθn−j
≤ 16Cg−1(C2 + C3)(1 − θ)−1 + (8C2(gθ)−1)2(1 − θ)−2Γ(ψ)Γ(ζ) := E1.
Step 4: In this step we show the integrals ms(ψi) and ms(ζj) can be replaced
respectively by µs(ψi) and µs(ζj). This is done in (7.32) and ((7.33). Since for
every k ≥ 0 and every loosely tame function ω : J (f)→ R, we have
(7.30)
ms(ωk) = ms
(Lˆks (ωk)) = ms(ωLˆks(11)) = ms(ωg + ωSks (11))
= µs(ω) +ms
(
ωSks (11)
)
= µs(ωk) +ms
(
ωSks (11)
)
,
it follows from Lemma 7.11 and Lemma 7.7 that
(7.31) |ms(ωk)− µs(ωk)| ≤ ||Sks (11)||∞ms(|ω|) ≤ ||Sks (11)||βΓ(|ω|) ≤ CΓ(|ω|)θk
for all s ∈ (−η, η). We also have
∫
(ωk − µs(ωk))dms =
∫
Lˆks (11)(ω − µs(ω))dms =
∫
(ρs + S
k
s (11))(ω − µs(ω))dms
=
∫
ωρsdms − µs(ω)
∫
ρsdms +
∫
Sks (11)(ω − µs(ω))dms
= µs(ω)− µs(ω) +
∫
Sks (11)(ω − µs(ω))dms
=
∫
Sks (11)(ω − µs(ω))dms
Hence, using Lemma 7.7 and Lemma 7.11, we obtain
∣∣ ∫ (ωk−µs(ωk))dms∣∣ ≤
∫
|Sks (11)||ω − µs(ω)|dms
≤
∫
||Sks (11)||β(|ω|+ |µs(ω)|)dms ≤ Cθk
∫
(|ω|+ Cms(|ω|))dms
= C(1 + C)ms(|ω|)θk ≤ C(1 + C)Γ(|ω|)θk.
78 7. REGULARITY OF PF OPERATORS AND TOPOLOGICAL PRESSURE
Therefore, utilizing (7.30), (7.31), Lemma 7.7 and Lemma 7.11, for every 0 ≤ i ≤ j,
we get that
∣∣ ∫ ((ψi − µs(ψi))(ζj − µs(ζj))− (ψi −ms(ψi))(ζj −ms(ζj)))dms∣∣ ≤
=
∣∣ ∫ ((ms(ψi)− µs(ψi))(ζj − µs(ζj))+
+ (ψi −ms(ψi))(ms(ζj)− µs(ζj))
)
dms
∣∣
≤ ∣∣ ∫ (ζj − µs(ζj))(ms(ψi)− µs(ψi))dms∣∣+
+
∫
|ψi −ms(ψi)||ms(ζj)− µs(ζj)|dms
∣∣
≤ ∣∣ ∫ (ζj − µs(ζj))ms(ψSis(11))dms∣∣+
∫
|ψi −ms(ψi)|dmsCΓ(|ζ|)θj
≤ |ms(ψSis(11))
∫
(ζj − µs(ζj))dms|+ 2ms(|ψi|)CΓ(|ζ|)θj
= |ms(ψSis(11))| · |ms(ζj − µs(ζj))|+ 2ms(|ψ|Lˆis(11))CΓ(|ζ|)θj
≤ Cθims(|ψ|)C(1 + C)Γ(|ζ|)θj + 2C2Γ(|ψ|)Γ(|ζ|)θj
≤ C2(1 + C)Γ(|ψ|)Γ(|ζ|)θiθj + 2C2Γ(|ψ|)Γ(|ζ|)θj
≤ C2(3 + C)Γ(|ψ|)Γ(|ζ|)θj .
Hence, putting
E2 = 2C
2(3 + C)Γ(|ψ|)Γ(|ζ|)
∞∑
j=0
jθj <∞,
we get
(7.32)
∣∣∣∣
n−1∑
i,j=0
∫ (
ψi − µs(ψi))(ζj − µs(ζj)
)
dms−
−
n−1∑
i,j=0
∫ (
ψi −ms(ψi))(ζj −ms(ζj)
)
dms
∣∣∣∣ ≤ E2
for all s ∈ (−η, η) and all n ≥ 1. Thus, invoking (7.29), we get
(7.33)
∣∣∣∣∆n(s)−
n−1∑
i=0
n−1∑
j=0
∫
(ψi − µs(ψi))(ζj − µs(ζj))
)
dms
∣∣∣∣ ≤ E1 + E2.
Step 5: This step is to show that the measure ms above can be replaced by µs.
This is done in (7.36) and (7.37). Put ψ = ψ − µs(ψ) and ζ = ζ − µs(ζ). For all
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0 ≤ i < j we then have∫
ψiζjdms =
∫ (
ψ ζj−i
) ◦ f idms =
∫
ψ ζj−iLˆis(11)dms
=
∫
ψ ζj−i(ρs + S
i
s(11))dms =
∫
ψ ζj−iρsdms +
∫
ψ ζj−iS
i
s(11)dms
=
∫
ψ ζj−idµs +
∫
Lˆj−is
(
ψ ζj−iS
i
s(11)
)
dms
=
∫
ψiζjdµs +
∫
ζLˆj−is
(
ψSis(11)
)
dms
=
∫
ψiζjdµs +
∫
ζLˆj−i−1s
(Lˆs(ψSis(11)))dms
=
∫
ψiζjdµs +
∫
ζms
(Lˆs(ψSis(11)))ρsdms
+
∫
ζSj−i−1s
(Lˆs(ψSis(11)))dms
=
∫
ψiζjdµs +ms
(
ψSis(11))
) ∫
ζdµs +
∫
ζSj−i−1s
(Lˆs(ψSis(11)))dms
=
∫
ψiζjdµs +
∫
ζSj−i−1s
(Lˆs(ψSis(11)))dms.
Let us now estimate the absolute value of the second summand. Using Lemma 7.7,
Lemma 7.9 and Lemma 7.11, we obtain
∣∣ ∫ ζSj−i−1s (Lˆs(ψSis(11)))dms∣∣ ≤
∫
|ζ|
∣∣∣Sj−i−1s (Lˆs(ψSis(11)))∣∣∣ dms
≤
∫
|ζ|||Sj−i−1s
(Lˆs(ψSis(11)))||∞dms
≤ ||Sj−i−1s
(Lˆs(ψSis(11)))||β
∫
|ζ|dms
≤ Cθj−i−1||Lˆs
(
ψSis(11)
)||β
∫
(|ζ|+ |µs(ζ)|)dms
≤ Cθj−i−1Γ(ψ)||Sis(11)||β(Γ(|ζ|) + CΓ(|ζ|))
≤ C2(1 + C)Γ(ψ)Γ(|ζ|)θ−1θj .
Hence, if 0 ≤ i < j, then
(7.34)
∣∣∣∣
∫
ψiζjdms −
∫
ψiζjdµs
∣∣∣∣ ≤ C2(1 + C)θ−1Γ(ψ)Γ(|ζ|)θj .
Now, for every j ≥ 0 we have∫
ψjζjdms =
∫
Lˆjs(11)ψ ζdms =
∫
ψ ζ(ρs + S
j
s(11))dms
=
∫
ψ ζρsdms +
∫
ψ ζSjs(11)dms
=
∫
ψjζjdµs +
∫
Lˆs
(
ψ ζSjs(11)
)
dms
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Hence, utilising Lemma 7.9, Remark 7.10 and Lemma 7.7, we obtain
(7.35)
|
∫
ψjζjdms −
∫
ψjζjdµs| = |
∫
Lˆs
(
ψ ζSjs(11)
)
dms|
≤ ||Lˆs
(
ψ ζSjs(11)
)||β ≤ Γ(ψ ζ)||Sjs(11)||β ≤ CΓ(ψ ζ)θj .
Now, by Lemma 7.9, Lemma 7.11 and Lemma 7.7, we get
Γ(ψ ζ) = Γ
(
ψζ − µs(ψ)ζ − µs(ζ)ψ + µs(ψ)µs(ζ)
)
≤ Γ(ψζ)+ |µs(ψ)|Γ(ζ) + |µs(ζ)|Γ(ψ) + |µs(ψ)µs(ζ)|Γ(11)
≤ Γ(ψζ)+ ||ρs||∞ms(|ψ|)Γ(ζ) + ||ρs||∞ms(|ζ|)Γ(ψ)+
+ C||ρs||2∞ms(|ψ|)ms(|ζ|)
≤ Γ(ψζ)+ ||ρs||βΓ(|ψ|)Γ(ζ) + ||ρs||βΓ(|ζ|)Γ(ψ) + C||ρs||2βΓ(|ψ|)Γ(|ζ|)
≤ Γ(ψζ)+ CΓ(|ψ|)Γ(ζ) + CΓ(|ζ|)Γ(ψ) + C3Γ(|ψ|)Γ(|ζ|).
We can therefore conclude (7.35) by writing
∣∣ ∫ ψjζjdms−
∫
ψjζjdµs
∣∣
≤ C(Γ(ψζ)+ CΓ(|ψ|)Γ(ζ) + CΓ(|ζ|)Γ(ψ) + C3Γ(|ψ|)Γ(|ζ|))θj .
Denoting by E3 the maximum of coefficients of θ
j appearing in this inequality and
in (7.34), we get that
(7.36)
∣∣∣∣∣∣
n−1∑
i,j=0
(∫
ψiζjdms −
∫
ψiζjdµs
)∣∣∣∣∣∣ ≤ E3
∞∑
k=0
(k + 1)θk := E4.
Combing this and (7.33), we obtain for all n ≥ 1 and all s ∈ (−η, η) that
(7.37)
∣∣∣∣∣∣∆n(s)−
n−1∑
i=0
n−1∑
j=0
∫
(ψi − µs(ψi))(ζj − µs(ζj))dµs
∣∣∣∣∣∣ ≤ E1 + E2 + E4.
Denote again ψ−µ(ψ) by ψ and ζ −µs(ζ) by ζ. If we knew that 1n
∑n−1
i,j=0 ψiζjdµs
converged to σ2(ψ, ζ) uniformly in s ∈ (−η, η), (7.37) would finish the proof. We
do it in the next step, Step 5, deriving simultaneously the second expression for
σ2(ψ, ζ).
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Step 6: We have
1
n
∫ n−1∑
i,j=0
ψiζjdµs =
=
1
n
n−1∑
i=0
n−1∑
j=i+1
∫
ψiζjdµs +
1
n
n−1∑
j=0
n−1∑
i=j+1
∫
ψiζjdµs +
1
n
n−1∑
i=0
∫
ψiζidµs
=
1
n
n−1∑
i=0
∫
ψ ζdµs +
1
n
n−1∑
k=1
(n− 1− k)
∫
ψ ζkdµs +
1
n
n−1∑
k=1
(n− 1− k)
∫
ζψkdµs
=
∫
ψ ζdµs +
∞∑
k=1
∫
ψ ζkdµs −
1
n
∞∑
k=n
∫
ψ ζkdµs −
1
n
n−1∑
k=1
(k + 1)
∫
ψ ζkdµs+
+
∞∑
k=1
∫
ζψkdµs −
1
n
∞∑
k=n
∫
ζψkdµs −
1
n
n−1∑
k=1
(k + 1)
∫
ζψkdµs
=
∫
ψ ζdµs +
∞∑
k=1
Cs,k(ψ, ζ) +
∞∑
k=1
Cs,k(ζ, ψ)− 1
n
∞∑
k=n
(
Cs,k(ψ, ζ) + Cs,k(ζ, ψ)
)−
− 1
n
n−1∑
k=1
(k + 1)
(
Cs,k(ψ, ζ) + Cs,k(ζ, ψ)
)
.
It now immediately follows from Lemma 7.12 that all the series appearing in the
last part of this formula are uniformly convergent with respect to s ∈ (−η, η), that
the second two summands are uniformly bounded with respect to s ∈ (−η, η), and
the last two terms converge to 0 when n→∞ uniformly ith respect to s ∈ (−η, η).
Combining this with (7.37), we see that 1n∆n(s) converges to∫
ψ ζdµs +
∞∑
k=1
Cs,k(ψ, ζ) +
∞∑
k=1
Cs,k(ζ, ψ)
uniformly ith respect to s ∈ (−η, η). Applying now (7.17) completes the proof. 

CHAPTER 8
Multifractal analysis
Among other auxiliary results, we show here that the multifractal formalism holds
for tame potentials φ = −t log |f ′|τ + h. The following notions are valid for any
measures but we focus on the conformal measures mφ and the equilibrium states
µφ. The pointwise dimension of µφ at z ∈ J (f) is given by
(8.1) dµφ(z) = lim
r→0
logµφ(D(z, r))
log r
provided this limit exists. Note that dµφ(z) = dmφ(z) since dµφ = ρφdmφ with ρφ
a continuous non-vanishing function (Theorem 5.15). The object of the multifractal
formalism is the geometric study of the level sets
(8.2) Dφ(α) =
{
z ∈ Jr(f) ; dµφ(z) = α
}
and, in particular, we establish that the fractal spectrum
(8.3) Fφ(α) = HD(Dφ(α))
build a Legendre transform pair with the so called temperature function. As
a main application we get that the fractal spectrum hehaves real analytic. The
temperature function will be introduced and studied in Section 8.2 after having
provided the Volume Lemma and Bowen’s Formula.
8.1. Hausdorff dimension of Gibbs states
If µ is any probability measure of a metric space, then HD(µ) denotes the Hausdorff
dimension of this measure µ which is the infimum of the numbers HD(Y ) taken over
all Borel sets Y such that µ(Y ) = 1. If the local dimension dµ(z) is constant a.e.
equal to say dµ then HD(µ) = dµ. If µ is a Borel probability f–invariant measure
on J (f), then the number
χµ =
∫
log |f ′| dµ
is called the Lyapunov exponent of the map f with respect to the measure µ. The
following result extends lots of similar results, usually referred as Volume Lemmas.
Theorem 8.1 (Volume Lemma). If f : C → Cˆ is dynamically semi-regular and if
φ is a tame potential, then for µφ–a.e. z ∈ J (f) the local dimension dµφ(z) exists
and is equal to hµφ/χµφ . In particular
HD(µφ) =
hµφ
χµφ
.
83
84 8. MULTIFRACTAL ANALYSIS
Proof. In view of Birkhoff’s ergodic theorem there exists a Borel set X ⊂
J (f) such that µφ(X) = 1 and
(8.4) lim
n→∞
1
n
log |(fn)′(x)| = χµφ and limn→∞
1
n
Snφ(x) =
∫
φdµφ
for every x ∈ X . Fix x ∈ X and ε > 0. There then exists k ≥ 1 such that
(8.5)
∣∣∣∣ 1n log |(fn)′(x)| − χµφ
∣∣∣∣ < ε
for every n ≥ k. Fix r ∈ (0, δ) and let n = n(r) ≥ 0 be the largest integer such that
(8.6) D(x, r) ⊂ f−nx
(
D(fn(x), δ)
)
.
Then D(x, r) is not contained in f
−(n+1)
x (D(fn+1(x), δ)) and it follows from the
1
4 -Koebe’s distortion theorem that
(8.7) r ≥ 1
4
δ|(fn+1)′(x)|−1.
Taking r > 0 sufficiently small, we may assume that n ≥ k. Applying Lemma 5.20
and utilizing (8.6) along with Lemma 4.11, we get that
mφ(D(x, r)) ≤
∫
D(fn(x),δ)
exp
(
Snφ ◦ f−nx − P(φ)n
)
dmφ
≤ c exp(Snφ(x) − P(φ)n)mφ(D(fn(x), δ)) ≤ c exp(Snφ(x) − P(φ)n).
Applying now (8.7) and (8.5), we obtain
logmφ(D(x, r))
log r
≥ log c+ Snφ(x) − P(φ)n
log r
≥ log c+ Snφ(x) − P(φ)n
log δ − log 4− log |(fn+1)′(x)|
≥ log c+ Snφ(x) − P(φ)n
log δ − log 4− (χµφ − ε)(n+ 1)
.
Dividing now the numerator and the denominator of the last quotient by n = n(r),
letting r → 0 (which implies that n(r) → ∞) and using the second part of (8.4),
we therefore get that
lim inf
r→0
log
(
mφ(D(x, r)
)
log r
≥ −
∫
φdµφ + P(φ)
χµφ
.
Since, by Theorem 5.15, the measures µφ and mφ are equivalent with positive
continuous Radon-Nikodym derivatives , we obtain for all x ∈ X that
(8.8) lim inf
r→0
log
(
µφ(D(x, r)
)
log r
≥ −
∫
φdµφ + P(φ)
χµφ
.
For every M > 0, let JM = J (f) ∩ D(0,M). Take M so large that µφ(JM ) > 0.
Since the measure mφ is positive on non-empty open subsets of J (f), we get that
W := inf{mφ(D(z, δ) : z ∈ JM} > 0.
In view of ergodicity of the measure µφ and Birkhoff’s ergodic theorem, there exists
a Borel set Y ⊂ X such that µφ(Y ) = 1 and
lim
n→∞
1
n
Sn
(
11JM
)
(x) = µφ(JM ) > 0
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for all x ∈ Y . In particular, if {nj}∞j=1 is the unbounded increasing sequence of all
integers n ≥ 1 such that fn(x) ∈ JM , then
(8.9) lim
j→∞
nj+1
nj
= 1.
Keep x ∈ Y and let l ≥ 0 be the least integer such that
D(x, r) ⊃ f−ix
(
D(f i(x), δ)
)
for all i ≥ l. Taking r > 0 small enough, we may assume that l > max{k, n1}.
There then exists a unique j ≥ 2 such that
(8.10) nj−1 < l ≤ nj .
Also f
−(l−1)
x
(
D(f l−1(x), δ)
)
is not contained in D(x, r), and it therefore follows
from Koebe’s distortion theorem that
(8.11) r ≤ Kδ|(f l−1)′(x)|−1.
It follows from the definition of l and formula (8.10) along with Lemma 4.11 that
mφ(D(x, r)) ≥ mφ
(
f−njx
(
D(fnj (x), δ)
))
=
∫
D(fnj (x),δ)
exp
(
Snjφ ◦ f−njx − P(φ)nj
)
dmφ
≥ c−1 exp(Snjφ(x) − P(φ)nj)mφ(D(fnj (x), δ))
≥Wc−1 exp(Snjφ(x) − P(φ)nj).
Applying now (8.5), (8.7) and (8.10), we obtain
logmφ(D(x, r))
log r
≤ log(
W
c ) + Snjφ(x) − P(φ)nj
log r
≤ log(
W
c ) + Snjφ(x) − P(φ)nj
log(Kδ)− log |(f l−1)′(x)|
≤ log(
W
c ) + Snjφ(x) − P(φ)nj
log(Kδ)− (χµφ + ε)(l − 1)
≤ log(
W
c ) + Snjφ(x) − P(φ)nj
log(Kδ)− (χµφ + ε)nj−1
.
Dividing now the numerator and the denominator of the last quotient by nj−1
letting r → 0 (which implies that nj−1 → ∞) and using the second part of (8.4)
along with (8.9), we therefore get that
lim sup
r→0
log
(
mφ(D(x, r)
)
log r
≤ −
∫
φdµφ + P(φ)
χµφ
.
Since, by Theorem 5.15, the measures µφ and mφ are equivalent with positive
continuous Radon-Nikodym derivatives, we obtain for all x ∈ Y that
lim sup
r→0
log
(
µφ(D(x, r)
)
log r
≤ −
∫
φdµφ + P(φ)
χµφ
.
Since, by Theorem 6.25, P(φ)−∫ φdµφ = hµφ , combining this inequality with (8.8),
completes the proof. 
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8.2. The temperature function
Remember that, up to now, the metric and thus the number τ was any number
such that t > ρτˆ >
ρ
α . The remaining part of this paper very much depends on
the existence of the zero of the pressure function. We will see right now that the
existence of that zero requires that τ is sufficiently close to α2. In the following
we can and do assume that this is always the case. Notice that the precise choice
of the metric is without any importance since the pressure does not depend on it
(Proposition 6.26).
Fix a tame potential φ = −t log |f ′|τ + h and consider the two-parameter family of
potentials
φq,T = −T log |f ′|τ + qφ ; q, T ∈ R.
Note that φq,T is a T + qt–tame function.
Lemma 8.2. Let f : C→ Cˆ be a dynamically regular function of order ρ > 0 that
has the divergence type property (Definition 2.4). There exists τ0 < α2 such that
for every τ0 < τ < α2 we have the following.
For every q ∈ R there exists a unique T = T (q) ∈ R such that P(φq,T ) = 0. In
addition T (q) > ρτˆ − qt or, equivalently, (q, T (q)) ∈ Σ2(φ,− log |f ′|τ ).
Proof. The function T 7→ P(φq,T ), T > ρτˆ − qt, being differentiable (Lemma
7.5) with
∂P(φq,T )
∂T
= −
∫
log |f ′|τdµqφ−t log |f ′|τ ≤ − log γ < 0
(Theorem 7.14) we conclude that this function is strictly decreasing with
lim
T→∞
P(φq,T ) = −∞.
It remains to show that P(φq,T ) > 0 for some T ≥ ρτˆ − qt because then the function
T 7→ P(φq,T ) has exactly one zero
T (q) >
ρ
τˆ
− qt.
In order to do so, set s = T + qt and ψs = −s log |f ′|τ + qh = φq,T . If f has
a pole then, by the assumption made in Definition 2.5, it also has a pole b of
maximal multiplicity q <∞ and α2 = 1+ 1q . The divergence type assumption (2.6)
and a result in [My3] (more precisely the Remark 3.2 in that paper) shows that
HD(Jr(f)) > ρα which implies that
P (ψs0) > 0 , s0 =
ρ
τˆ
,
provided τ satisfies
ρ
α
<
ρ
τˆ
< HD(Jr(f)).
So, let finally f be entire. Notice first that, with the balanced growth condition
and the fact that α2 is a constant function (Definition 2.5), the calculations leading
to (5.4) give the following lower estimate.
Lφq,T 11(w) =
∑
z∈f−1(w)
|f ′(z)|−sσ eqh(z) ≥
κ−se−q‖h‖∞
|w|(α2−τ)s
∑
z∈f−1(w)
|z|−τˆs , w ∈ J (f),
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for all s > s0 = ρ/τˆ . Denote now for every R > 0
ΣR(u, a) =
∑
z∈f−1(a)∩D(0,R)
|z|−u , a ∈ J (f) and u ≥ ρ.
Claim: There exists R > T such that
ΣR(ρ, a) ≥ A = 8κs0eq‖h‖∞ for all a ∈ J (f) ∩D(0, R).
Suppose this claim holds. Let τ0 < α2 be such that R
(α2−τ0)s0 ≤ 2. Then for
every τ ∈ (τ0, α2) and every s > s0 sufficiently close to s0 we get
Lφq,T 11D(0,R)(w) ≥ 2 for every w ∈ J (f) ∩D(0, R),
from which P (ψs0) > 0 follows.
It remains to prove the claim. Let R > T and let a ∈ D(0, R) ∩ J (f). We get
precisely in the same way as in (3.9) that
ΣR(ρ, a) ≥ ρ2
∫ R
0
N(t, a)
tρ+1
dt ≥
∫ R
log |a|
N(t, a)
tρ+1
dt.
From the sharp form of the SMT (Lemma 3.4), it follows that
ΣR(ρ, a) ≥ ρ2
∫ R−∆
log |a|−∆
N(r +∆, a)
rρ+1
(
r
r +∆
)ρ+1
dr ≍
∫ R−∆
log |a|−∆
4N(r +∆, a)
rρ+1
dr
≥
∫ R−∆
log |a|−∆
T (r)
rρ+1
dr − C1 − C2 (log |a|)1−ρ
for some constants C1, C2 > 0. If the order ρ ≥ 1 then (log |a|)1−ρ is bounded
above. Consequently there are C3, C4 > 0 such that
ΣR(ρ, a) ≥ C3
∫ R−∆
logR−∆
T (r)
rρ+1
dr − C4.
In the case when 0 < ρ < 1, we have (log |a|)1−ρ ≤ (logR)1−ρ ≍ (log(R−∆))1−ρ.
Therefore
ΣR(ρ, a) ≥ C3
∫ R−∆
logR−∆
T (r)
rρ+1
dr − C1 − C5 (log(R−∆))1−ρ
for some C5 > 0. The assertion follows now from the assumption (2.7). 
If q = 0 then φq,T = −T log |f ′|τ is what we called a geometric potential, i.e.
no additional Ho¨lder function is involved. The following result justifies particularly
well this denomination. It gives in the same time a geometric meaning to this
unique zero of the pressure function. This Bowen’s Formula has been obtained in
[MyU2].
Theorem 8.3 (Bowen’s Formula). With the assumptions of the above Lemma,
the only zero h of T 7→ P(−T log |f ′|τ ) is
h = HD(Jr(f)).
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Proof. Denote µh = µ−h log |f ′|τ and mh = m−h log |f ′|τ . First of all, the
Variational Principle (Theorem 6.25) gives
0 = P(h) = hµh − hχµh .
Consequently we get from the Volume Lemma (Theorem 8.1) and the fact that
µh(Jr(f)) = 1 that
h =
hµh
χµh
= HD(µh) ≤ HD(Jr(f)).
It remains to establish the opposite inequality HD(Jr(f)) ≤ h. Since µh is an
ergodic measure there is M0 > 0 so large that µh(Jr,M (f)) = 1 for every M ≥ M0
where
Jr,M (f) = {z ∈ J (f) : lim inf
n→∞
|fn(z)| < M}.
Consequently mh(Jr,M (f)) = 1. Since J (f) ∩D(0,M) is a compact set,
QM := inf{mh
(
D(w, δ) : w ∈ J (f) ∩D(0,M))} > 0.
Now, fix z ∈ Jr,M (f) and consider an arbitrary integer n ≥ 0 such that fn(z) ∈
D(0,M). It follows from conformality of the measure mh, Koebe’s Distortion The-
orem and the fact that P(h) = 0 that
(8.12)
mh
(
D
(
z, δK|(fn)′(z)|−1))  |(fn)′(z)|−hτ mh(D(fn(z), δ))
≥ QM |(fn)′(z)|−h
( |fn(z)|
|z|
)h
.
Recall thatD(0, T )∩J (f) = ∅. Thereforemh
(
D
(
z, δK|(fn)′(z)|−1))  |(fn)′(z)|−h.
Thus, there exists c > 0 such that for every z ∈ Jr,M (f)
lim sup
r→0
mh(D(z, r))
rh
≥ lim sup
n→∞
mh
(
D
(
z,Kδ|(fn)′(z)|−1))(
Kδ|(fn)′(z)|−1)h ≥ c.
This implies that HD(Jr,M (f)) ≤ h for everyM ≥M0. Consequently HD(Jr(f)) ≤
h and the proof is complete. 
As a first application we can now complete the discussion on the different radial
sets Jr(f) and Λf (see Remark 4.1).
Proposition 8.4. Assuming again the assumptions of Lemma 8.2 we have that
HD(Jr(f)) = HD(Λf ).
Proof. Let h = HD(Jr(f)) the zero of the pressure function. Since Jr(f) ⊂
Λf we have h ≤ HD(Λf ) and it suffices to show that
(8.13) HD(Λf \ Jr(f)) = HD(Λf ∩ I∞(f)) ≤ h .
Consider again the h–conformal measure mh = m−h log |f ′|τ . We have to work with
the spherical metric. So let ν = |z|h(τ−2)mh be the spherical h–conformal measure.
Notice that ν is a finite measure since τ ≤ 2.
If z ∈ Λf ∩ I∞(f), then there is δ > 0 and nj → ∞ such that fnj : Uj →
D2(∞, δ) is conformal with bounded distortion where D2(∞, δ) signifies the spheri-
cal disk centered at∞with radius δ and where Uj is the component of f−1(D2(∞, δ))
that contains z. Conformality and bounded distortion of fnj on Uj implies that
Uj ≍ D2(z, |(fnj )′|−12 δ) and ν(Uj) ≍ |(fnj )′|−h2
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from which follows that ν(D2(z, rj)) ≍ rhj with rj = |(fnj )′|−12 δ. Inequality (8.13)
follows now with standard arguments since we know that ν(I∞(f)) = 0 (Proposition
5.21). 
Let us now come to general q ∈ R and potentials φq,T . In the following defini-
tion it is important to normalize the potentials. Subtracting P(φ) from φ, we can
assume without loss of generality that
P(φ) = 0
and call φ normalized.
Definition 8.5. Suppose that φ is normalized and set again φq,T = −T log |f ′|τ +
qφ. The temperature function is
q ∈ R 7→ T (q) ∈
(ρ
τˆ
− qt,∞
)
,
where T (q) is the only zero of T 7→ P(φq,T ).
Bowen’s Formula can now be reformulated as T (0) = h = HD(Jr(f)).
Theorem 8.6. The temperature function q 7→ T (q) is real analytic with T ′(q) < 0
and T ′′(q) ≥ 0. In addition the following are equivalent:
(1) T ′′ vanishes in one point.
(2) T ′′ vanishes at all points.
(3) µφ = µT ′(q) log |f ′|τ .
(4) φ and T ′(q) log |f ′|τ are cohomologous modulo a constant in the class of
all Ho¨lder continuous functions.
If one of these properties holds then −T ′(q) is constant equal to the only zero of
the pressure function t 7→ P(−t log |f ′|τ ) which is h = HD(Jr(f)).
We put in the following
mq = mqφ−T (q) log |f ′|τ = mφq,T (q) , µq = µφq,T (q) .
Proof. By assumption, the potential φ is normalized, i.e. P(φ) = 0. Since,
by Theorem 7.14 and the expanding property of f ,
∂P
∂t
= −
∫
log |f ′|τdµq ≤ − log γ < 0,
applying Lemma 7.6, we infer that the function q 7→ T (q), q ∈ R, is real-analytic.
Differentiating the equation P(φq,T ) = 0 and using Theorem 7.14 again, we obtain
(8.14) 0 =
∂P
∂t
T ′(q) +
∂P
∂q
= −T ′(q)
∫
log |f ′|τdµq +
∫
φdµq.
Therefore
(8.15) T ′(q) =
∫
φdµq∫
log |f ′|τdµq < 0.
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The equality T (0) = h = HD(Jr(f)) is just Bowen’s Formula. Let us now show that
the function T : R→ R is convex, i.e. that T ′′(q) ≥ 0 for all q ∈ R. Differentiating
the first part of (8.14), we obtain
(8.16)
T ′′(q) = −T
′(q)2 ∂
2P
∂t2 + 2T
′(q)∂
2P(φq,T )
∂q∂t +
∂2P
∂q2
∂P
∂t
=
T ′(q)2 ∂
2P
∂t2 + 2T
′(q) ∂
2P
∂q∂t +
∂2P
∂q2
χµq
,
where χµq =
∫
log |f ′|dµq is the characteristic Lyapunov exponent of the measure
µq. Invoking Theorem 7.15 we see that
∂2P
∂t2
= σˆ2µq (− log |f ′|τ ),
∂2P
∂q∂t
= σˆ2µq (− log |f ′|τ , φ)
∂2P
∂q2
= σˆ2µq (φ),
Using these formulas a straightforward but lengthy calculation, based on Theo-
rem 7.15, shows that
(8.17) χµqT
′′(q) = T ′(q)2
∂2P
∂t2
+ 2T ′(q)
∂2P
∂q∂t
+
∂2P
∂q2
= σˆ2µq (−T ′(q) log |f ′|τ + φ).
Since σˆ2µq (−T ′(q) log |f ′|τ + φ) ≥ 0 (and χµq > 0), we conclude that T ′′(q) ≥ 0.
Passing to the proof of the the equivalence of the assertions (1) to (4), notice
that, in view of (8.16) and (8.17),
T ′′(q) = 0 if and only if σˆ2µq (−T ′(q) log |f ′|τ + φ) = 0,
which, in view of Proposition 6.21, implies that the function −T ′(q) log |f ′|τ + φ is
cohomologous to a constant, say a, in the class of Ho¨lder continuous functions on
J (f). But this can only happen if −T ′(q) log |f ′|τ + φ = h is a 0–tame potential
(cf. Theorem 6.20). In particular, this function is bounded and cohomologous to a
constant in which case we have the equality
σˆ2(h) = σ2(h)
in the CLT. Therefore T ′′(q) = 0 for all q ∈ R. Finally, the equivalence between
(3) and (4) is given in Theorem 6.19. 
8.3. Multifractal analysis
Recall that we investigate here the multifractal spectrum Fφ(α) = HD(Dφ(α))
where Dφ(α) =
{
z ∈ Jr(f) ; dµφ(z) = α
}
. One of our goals is to establish that the
multifractal formalism is satisfied meaning that Fφ and the temperature function
build a Legendre transform pair. If k is a strictly convex map on an interval I, then
the Legendre transform of k is the function h of the new variable p = k′(x) defined
by
h(p) = maxI{px− k(x)}
everywhere where this maximum exists. It can be proved that the domain of g
is either a point, an interval or a semi-line. It is also easy to show that g is
strictly convex and that the Legendre transform is involutive. We then say that
the functions k and h form a Legendre transform pair. The following fact gives a
useful characterization of a Legendre transform pair (see [Ro]).
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Fact 8.7. Two strictly convex functions k and g form a Legendre transform pair
if and only if g(p) = px− k(x) with p = k′(x).
Theorem 8.8. Let f : C → Cˆ be a divergence type and dynamically regular
meromorphic function of order ρ > 0 and let ϕ = −t log |f ′|τ+h be a tame potential.
Then the following statements are true.
(1) For every q ∈ R,
Fφ(α) = αq + T (q) with α = −T ′(q).
If µφ 6= µ−h log |f ′|τ then the functions α 7→ −Fφ(−α) and T (q) form a
Legendre transform pair.
(2) The function α 7→ Fφ(α) is real-analytic throughout its whole domain
(α1, α2) ⊂ [0,∞).
(3) α1 = α2 if and only if µφ = µ−h log |f ′|τ with h = HD(Jr(f)) (and then
α1 = α2 = h).
In order to prove this result we need the following auxiliary considerations. First
we define a set Jrr(f) ⊂ Jr(f) suitable for multifractal analysis on balls. Given
R > 0 and a point z ∈ Jr(f) let nj = nj(z,R) be the sequence of consecutive
visits of the point z to D(0, R) under the action of f , i.e. this sequence is strictly
increasing (perhaps finite, perhaps empty) with fnj (z) ∈ D(0, R) for all j ≥ 1 and
fn(z) 6∈ D(0, R) for all nj < n < nj+1. Let MR be the set of points z ∈ Jr(f) such
that
lim
j→∞
log |(fnj+1−nj )′(fnj (z))|
log |(fnj )′(z)| = 0 and limj→∞
nj+1
nj
= 1
where nj = nj(z,R). Denote then
Jrr(f) =
⋃
R>0
MR.
Observe that if z ∈MR then, for every p ≥ 1,
lim
j→∞
log |(fnj+p−nj )′(fnj (z))|
log |(fnj )′(z)| = 0 and limj→∞
nj+p
nj
= 1.
Now let us record the fact that this set Jrr(f) is dynamically significant.
Proposition 8.9. If µ is a Borel probability f–invariant ergodic measure on J (f)
with finite Lyapunov exponent χµ (which is in particular the case for every Gibbs
state µφ with φ a tame potential), then µ(Jrr(f)) = 1.
Proof. Let R > 0 such that D(0, R)∩J (f) 6= ∅. We keep the notation nj for
nj(z,R). Since
(fnj+1−nj )′(fnj (z)) =
(fnj+1)′(z)
(fnj )′(z)
and since by Birkhoff’s Ergodic Theorem
lim
j→∞
nj+1
nj
= 1
for µ–a.e. z ∈ Jr(f), the proof is concluded by applying Birkhoff’s Ergodic Theo-
rem to the integrable function log |f ′|. 
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Given a real number α ≥ 0, we define the following set.
Kφ(α) =
{
z ∈ Jr(f) : lim
n→∞
P(φ)n − Snφ(z)
log |(fn)′(z)| = α
}
.
Proposition 8.10. For every α ≥ 0, we have that
Kφ(α) ∩ Jrr(f) ⊂ Dφ(α).
Proof. We are to prove that if z ∈ Jrr(f), then
(8.18) lim
j→∞
P(φ)j − Sjφ(z)
log |(f j)′(z)| = α =⇒ limr→0
logµφ(D(z, r))
log r
= α.
And indeed, take z ∈ Jrr(f) and assume that the left-hand side limit of (8.18) is
equal to α. Let R > 0 such that z ∈ MR and denote again nj = nj(z,R). Fix
r ∈ (0, 1) small enough and let j = j(r) ≥ 1 be the largest integer such that
(8.19) r|(fnj)′(z)| ≤ δ/4.
Then
(8.20) r|(fnj+1)′(z)| > δ/4,
It follows from (8.20) and Koebe’s Distortion Theorem that
f−nj+1z
(
D
(
fnj+1(z), (4K)−1δ
)) ⊂ D(z, r)
and from (8.20) along with Koebe’s 14 -Distortion Theorem, that
f−njz
(
D
(
fnj (z), δ
)) ⊃ D(z, r).
Put
ψ = φ− P(φ).
Applying Lemma 5.20 we therefore get that
mφ(D(z, r)) ≤ mφ
(
f−njz
(
D
(
fnj(z), δ
))) ≤ Cφ exp(Snjψ(z))mφ(D(fnj (z), δ))
≤ Cφ exp
(
Snjψ(z)
)
and
mφ(D(z, r)) ≥ mφ
(
f−nj+1z
(
D
(
fnj+1(z), (4K)−1δ
)))
≥ C−1φ exp
(
Snj+1ψ(z)
)
mφ
(
D
(
fnj+1(z), (4K)−1δ
))
≥ TC−1φ exp
(
Snj+1ψ(z)
)
,
where T = inf{mφ(D(w, (4K)−1δ
)
: w ∈ J (f) ∩ D(0, R)} > 0. Using these two
estimates and both (8.19) and (8.20), we obtain
(8.21)
log(mφ(D(z, r)))
log r
≥ logCφ + Snjψ(z)
log r
≥ logCφ + Snjψ(z)
log(δ/4)− log
∣∣∣(fnj+1(z))′(z)∣∣∣
=
logCφ + Snjψ(z)
log(δ/4)− log
∣∣∣(fnj (z))′(z)∣∣∣− log ∣∣(fnj+1−nj )′ (fnj(z))∣∣ .
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and
(8.22)
log(mφ(D(z, r)))
log r
≤ logT − logCφ + Snj+1ψ(z)
log r
≤ log T − logCφ + Snj+1ψ(z)
log(δ/4)− log
∣∣∣(fnj (z))′(z)∣∣∣
=
logT − logCφ + Snj+1ψ(z)
log(δ/4)− log
∣∣∣(fnj+1(z))′(z)∣∣∣+ log ∣∣(fnj+1−nj )′ (fnj (z))∣∣ .
Dividing the numerators and the denominators of the right-hand sides of (8.21)
and (8.22) respectively by log
∣∣∣(fnj (z))′(z)∣∣∣ and log ∣∣∣(fnj+1(z))′(z)∣∣∣, and noting
also that limr→0 nj(r) = limr→0 nj(r)+1 = +∞, we thus get that
lim inf
r→0
log(mφ(D(z, r)))
log r
≥ α and lim sup
r→0
log(mφ(D(z, r)))
log r
≤ α.
Since limr→0
log(µφ(D(z,r)))
log r = limr→0
log(mφ(D(z,r)))
log r , we are done. 
Proof of Theorem 8.8. Remember that
mq = mqφ−T (q) log |f ′|τ = mφq,T (q) , µq = µφq,T (q)
and α = −T ′(q).
In order to prove (1), we first give the estimate of the function Fφ(α) from below. By
Birkhoff’s Ergodic Theorem and Proposition 8.9 there exists a Borel set X ⊂ Jrr(f)
such that µq(X) = 1, and such that for every x ∈ X ,
lim
n→∞
1
n
log |(fn)′(x)| =
∫
log |f ′|dµq and lim
n→∞
1
n
Snφq,T (q)(x) =
∫
φq,T (q)dµq.
Hence, using (8.15), we obtain for every x ∈ X
lim
n→∞
−Snφq,T (q)(x)
log |(fn)′(x)| = −
∫
φq,T (q)dµq∫
log |f ′|dµq = α,
In other words, X ⊂ Jrr(f) ∩ Kφq,T (q)(α) and hence, by Proposition 8.10, X ⊂
Dφ(α).
Thus, the Volume Lemma (Theorem 8.1), the fact that P(φq,T (q)) = 0, the
Variational Principle (Theorem 6.25) and (8.15) imply that
(8.23)
Fφ(α) = HD(Dφ(α)) ≥ HD(X) ≥ HD(µq) =
hµq (f)
χµq
=
T (q)χµq − q
∫
φdµq
χµq
= T (q)− q
∫
φdµq
χµq
= T (q)− qT ′(q).
This gives the required lower bound for Fφ. For the upper bound of Fφ let us fix
an element x ∈ Dφ(α). Since x ∈ Jr(f), there exist M > 0 and an unbounded
increasing sequence {kn}∞n=1 such that |fkn(x)| ≤ M for all n ≥ 1. The estimate
(8.12) gives us that
mq
(
D
(
x, δ|(fkn)′(x)|−1)) ≥ C exp(Skn(−T (q) log |f ′|+ qφ)(x))
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with some constant C independent of x and n. Hence,
(8.24)
lim inf
r→0
logmq(D(x, r))
log r
≤ lim inf
n→∞
logmq
(
D
(
x, δ|(fkn)′(x)|−1))
log
(
δ|(fkn)′(x)|−1)
≤ lim
n→∞
−T (q) log |(fkn)′(x)|+ qSknφ(x)
− log |(fkn)′(x)| .
Take now the measure mφ. By the same arguments as above one get’s from con-
formality of this measure that
mφ
(
D
(
x, δ|(fkn)′(x)|−1)) ≤ c exp(Skn(φ)(x)).
Since x ∈ Dφ(α) we get
α = lim
k→∞
logmφ
(
D
(
x, δ|(fkn)′(x)|−1))
log(δ|(fkn)′(x)|−1) ≥ limk→∞
Skn(φ)(x)
log(δ|(fkn)′(x)|−1) .
Together with (8.24) we finally have
lim inf
r→0
logmq(D(x, r))
log r
≤ T (q) + qα.
So the proof of item (1) is complete.
The assertion (2) results from (1) together with Theorem 8.6. The same The-
orem 8.6 yields also (3). 
CHAPTER 9
Multifractal Analysis of Analytic Families of
Dynamically Regular Functions
Fixing a uniformly balanced bounded deformation family of divergence type dy-
namically regular transcendental functions we perform the multifractal analysis for
potentials of the form
−t log |f ′λ|σ + h,
where h is a real-valued bounded harmonic function defined on an open neigh-
borhood of the Julia set of a fixed member of Λ. We show that the multifractal
function Fφ(λ, α) depends real analytically not only on the multifractal parameter
α but also on λ. As a by-product of our considerations in this chapter, we repro-
duce from [MyU2], providing all details, real-analytic dependence of HD(Jr(fλ))
on λ (Theorem 9.11). At the end of this chapter we provide a fairly easy sufficient
condition for the multifractal spectrum not to degenerate.
9.1. Extensions of Harmonic Functions
Fix d ≥ 1. Embed Cd into C2d by the formula
(x1 + iy1, x2 + iy2, . . . , xd + iyd) 7→ (x1, y1, x2, y2, . . . , xd, yd).
For every z ∈ Cd and every r > 0 denote by Dd(z, r) the d-dimensional poly-
disk in Cd centered at z and with ”radius” r. By B(X,R) we will denote the
R-neighbourhood of the set X . We will need the following lemma, which is of
general character independent of dynamics.
Lemma 9.1. For every M ≥ 0, for every R > 0, for every λ0 ∈ Cd, and for every
analytic function ψ : Dd(λ
0, R) → C bounded in modulus by M there exists an
analytic function ℜψ : D2d(λ0, R/4)→ C that is bounded in modulus by 4dM and
whose restriction to the polydisk Dd(λ
0, R/4) coincides with Reψ, the real part of
ψ.
Proof. Denote by N0 the set of all non-negative integers. Write the analytic
function ψ : Dd(λ
0, R)→ C in the form of its Taylor series expansion
ψ(λ1, λ2, . . . , λd) =
∑
α∈Nd0
aα(λ1 − λ01)α1(λ2 − λ02)α2 . . . (λd − λ0d)αd .
By Cauchy’s estimates we have
(9.1) |aα| ≤ M
R|α|
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for all α ∈ Nd0. We have
Reψ(λ1, λ2, . . . , λd) =
=
∑
α∈Nd0
Re
[
aα
(
α1∑
p=0
(
α1
p
)(
Reλ1 − Reλ01
)p(
Imλ1 − Imλ01
)α1−p
iα1−p
)
·
·
(
α2∑
p=0
(
α2
p
)(
Reλ2 − Reλ02
)p(
Imλ2 − Imλ02
)α2−p
iα2−p
)
· . . .
. . . ·
(
αd∑
p=0
(
α1
p
)(
Reλd − Reλ0d
)p(
Imλd − Imλ0d
)αd−piαd−p
)]
=
∑
β∈N2d0
Re

aβˆ
d∏
j=1
(
β
(1)
j + β
(2)
j
β
(1)
j
)
iβ
(2)
j
(
Reλj − Reλ0j
)β(1)j (Imλj − Imλ0j)β(2)j


=
∑
β∈N2d0
Re

aβˆ
d∏
j=1
(
β
(1)
j + β
(2)
j
β
(1)
j
)
iβ
(2)
j

(Reλj − Reλ0j)β(1)j (Imλj − Imλ0j)β(2)j ,
where we wrote β ∈ N2d0 in the form
(
β
(1)
1 , β
(2)
1 , β
(1)
2 , β
(2)
2 , . . . , β
(1)
d , β
(2)
d
)
and we also
put βˆ =
(
β
(1)
1 + β
(2)
1 , β
(1)
2 + β
(2)
2 , . . . , β
(1)
d + β
(2)
d
) ∈ Nd0. Set
cβ = Re

aβˆ
d∏
j=1
(
β
(1)
j + β
(2)
j
β
(1)
j
)
iβ
(2)
j

 .
Using (9.1), we get
|cβ | ≤ |aβˆ|
d∏
j=1
(
β
(1)
j + β
(2)
j
β
(1)
j
)
≤MR−|βˆ|
d∏
j=1
2β
(1)
j +β
(2)
j =MR−|β|2|β|.
Thus the formula
ℜψ(x1, y1, x2, y2, . . . , xd, yd) =
∑
β∈N2d0
cβ
d∏
j=1
(
xj − Reλ0j
)β(1)j (yj − Imλ0j)β(2)j
defines an analytic function on D2d(λ0, R/4) and
|ℜψ(x1, y1, x2, y2, . . . , xd, yd)| ≤ 4dM.
Obviously ℜψ|Dd(λ0,R/4) = Reψ|Dd(λ0,R/4), and we are done. 
Lemma 9.2. Suppose that X is a closed subset of C. Fix R > 0 and g : B(X,R)→
R, a bounded harmonic function. If gˆ : B(X,R) → C is a holomorphic function
whose real part is equal to g, then
L′g := sup{|gˆ′(z)| : z ∈ B(X,R/2)} <∞.
In particular gˆ : B(X,R/2) → C is Lipschitz continuous with Lipschitz constant
L′g.
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Proof. Since g : B(X,R) → R is bounded, there exists A ≥ 0 such that
−A ≤ g(z) ≤ A for all z ∈ B(X,R). Consider the function G(z) = exp(gˆ(z)),
z ∈ B(X,R). Then
(9.2) e−A ≤ |G(z)| ≤ eA
for all z ∈ B(X,R). Then for every z ∈ B(X,R/2), B(z,R/2) ⊂ B(X,R), and it
follows from Cauchy’s Estimate that
(9.3) |G′(z)| ≤ 2eAR−1.
Since G′(z) = G(z)gˆ′(z), we get gˆ′(z) = G′(z)/G(z), and applying (9.3) along with
(9.2), we obtain that for all z ∈ B(X,R/2)
|gˆ′(z)| = |G
′(z)|
|G(z)| ≤ 2e
2AR−1.
We are done. 
9.2. Holomorphic Families and Quasi-Conformal Conjugacies
Fix Λ, an open subset of Cd, d ≥ 1. We say that a family MΛ = {fλ}λ∈Λ of
dynamically regular meromorphic maps is analytic if the function λ 7→ fλ(z), λ ∈ Λ,
is meromorphic for all z ∈ C and the points of the singular set sing(f−1λ ) depend
continuously on λ ∈ Λ. We recall from the introduction that MΛ is of bounded
deformation if there is M > 0 such that for all j = 1, ..., N
(9.4)
∣∣∣∣∂fλ(z)∂λj
∣∣∣∣ ≤M |f ′λ(z)| , λ ∈ Λ and z ∈ J (fλ).
The Speiser class S is the family of meromorphic functions f : C → Cˆ that have
a finite set of singular values sing(f−1). We will work in the subclass S0 which
consists in dynamically regular functions f ∈ S that have a strictly positive and
finite order ρ = ρ(f) and that are of divergence type.
Recall that the family MΛ ⊂ S0 is of uniformly balanced growth provided every
fλ ∈MΛ satisfies the condition (2.9) with some fixed constants κ ≥ 1, α1 ∈ R and
α2 ≤ α2. We assume further that α1 ≥ 0.
The work of Lyubich and Man˜e´-Sad-Sullivan [L1, MSS] on the structural stability
of rational maps has been generalized to entire functions of the Speiser class by
Eremenko-Lyubich [EL]. Note also that they show that any entire function of the
Speiser class is naturally imbedded in a holomorphic family of functions in which the
singular points are local parameters. Here we collect and adapt to the meromorphic
setting the facts that are important for our needs. We also give an interpretation of
the bounded deformation assumption ofMΛ near fλ0 in terms of a bounded speed
of the involved holomorphic motions. A holomorphic motion of a set A ⊂ C over
U originating at λ0 is a map G : U ×A→ C satisfying the following conditions:
(1) The map λ 7→ G(λ, z) is holomorphic for every z ∈ A.
(2) The map Gλ : z 7→ Gλ(z) = G(λ, z) is injective for every λ ∈ U .
(3) Gλ0 = id.
The λ–lemma [MSS] asserts that such a holomorphic motion extends in a quasi-
conformal way to the closure of A. Further improvements, resulting in the final
version of Slodkowski [Sk], show that each map Gλ is the restriction of a global
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quasiconformal map of the sphere Cˆ. We recall that fλ0 ∈ MΛ (or simply λ ∈ Λ) is
holomorphically J-stable if there is a neighborhood U ⊂ Λ of λ0 and a holomorphic
motion Gλ of J (fλ0) over U such that Gλ(J (fλ0)) = J (fλ) and
Gλ ◦ fλ0 = fλ ◦Gλ on J (fλ0)
for every λ ∈ U .
Lemma 9.3. A function fλ0 ∈ MΛ is holomorphically J-stable if and only if for
every singular value aj,λ0 ∈ sing(f−1λ0 ) the family of functions
λ 7→ fnλ (aj,λ) , n ≥ 1,
is normal in a neighborhood of λ0.
Proof. This can be proved precisely like for rational functions because the
functions in the Speiser class S do not have wandering nor Baker domains (see [L2]
or [BM, p. 102]). 
From this criterion together with the description of the components of the Fatou
set one easily deduces the following.
Lemma 9.4. If MΛ is an analytic family of bounded deformation and uniformly
balanced growth, then each element fλ0 ∈ MΛ is holomorphically J–stable.
We now investigate the speed of the associated holomorphic motion.
Proposition 9.5. Suppose thatMΛ is an analytic family of bounded deformation
and uniformly balanced growth. Fix λ0 ∈ Λ and let Gλ be the associated holo-
morphic motion over Λ (cf. Lemma 9.4). Then there is a constant C > 0 such
that ∣∣∣∣∂Gλ(z)∂λj
∣∣∣∣ ≤ C
for every λ ∈ U , a sufficiently small neighbourhood of λ0 ∈ Λ, and every z ∈ J (fλ0)
and j = 1, ..., d. It follows that Gλ converges to the identity map uniformly on
J (fλ0) ∩ C (in the Euclidean metric) and, replacing U by a smaller neighborhood
if necessary, there exists 0 < τ ≤ 1 such that Gλ is τ -Ho¨lder for every λ ∈ U .
Proof. Let Gλ be the holomorphic motion such that fλ ◦ Gλ = Gλ ◦ fλ0 on
J (fλ0) for λ ∈ U and such that there are c > 0 and γ > 1 for which
(9.5) |(fnλ )′(z)| ≥ cγn for every n ≥ 1, z ∈ Jfλ and λ ∈ U.
(cf. Fact 4.5). Denote zλ = Gλ(z) and consider
Fn(λ, z) = f
n
λ (zλ)− zλ.
The derivative of this function with respect to λj gives
∂
∂λj
Fn(λ, z) =
∂fnλ
∂λj
(Gλ(z)) + (f
n
λ )
′(Gλ(z))
∂
∂λj
Gλ(z)− ∂
∂λj
Gλ(z).
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Suppose that z is a repelling periodic point of period n. Then λ 7→ Fn(λ, z) ≡ 0
and it follows from (9.5) that
∣∣∣∣∂Gλ(z)∂λj
∣∣∣∣ =
∣∣∣∣∣∣
∂fnλ
∂λj
(zλ)
1− (fnλ )′(zλ)
∣∣∣∣∣∣ 
∣∣∣∣∣∣
∂fnλ
∂λj
(zλ)
(fnλ )
′(zλ)
∣∣∣∣∣∣ = ∆n,j .
Since
∂fnλ
∂λj
(zλ) =
∂fλ
∂λj
(
fn−1λ (zλ)
)
+ f ′λ
(
fn−1λ (zλ)
)∂fn−1
λ
∂λj
(zλ) we have
∆n,j ≤
∣∣∣∂fλ∂λj (fn−1λ (zλ))
∣∣∣∣∣f ′λ(fn−1λ (zλ))∣∣
1∣∣(fn−1λ )′(zλ)∣∣ +∆n−1,j .
Making use of the expanding (9.5) and the bounded deformation (9.4) properties
it follows that
∆n,j ≤ M
cγn−1
+∆n−1,j .
The conclusion comes now from the density of the repelling cycles in the Julia set
J (fλ0): ∣∣∣∣∂Gλ(z)∂λj
∣∣∣∣  Mc γγ − 1 for every z ∈ J (fλ0).
The Ho¨lder continuity property is now standard (see [UZ2]). 
9.3. Real Analyticity of the Multifractal Function
Keep notation and terminology from the previous section. Fix t > ρ/τˆ , λ0 ∈ Λ, and
a bounded harmonic function h : B(J (fλ0), R) → R with some R ∈ (0, δ). By J-
stability of fλ0 proven in Lemma 9.4, there exists a sufficiently small neighbourhood
U ⊂ Λ of λ0 such that J(fλ) ⊂ B(J (fλ0), R/2) for all λ ∈ U . Then for all λ ∈ U
the function
φλ = −t log |f ′λ|τ + h : B(J (fλ0), R)→ R
restricted to J(fλ) is a tame function with respect to the map fλ : C → Cˆ. We
prove first the following.
Lemma 9.6. Both functions z 7→ h ◦ Gλ(z) − h(z) and z 7→ log |f ′λ(Gλ(z))|τ −
log |f ′λ0(z)|τ , z ∈ J (fλ0), are weakly β-Ho¨lder on a sufficiently small neighbourhood
U of λ0 ∈ Λ. The corresponding β-variations are uniformly bounded above, say by
V .
Proof. By Lemma 9.2 and by Proposition 9.5 the function z 7→ h◦Gλ(z)−h(z)
is β-Ho¨lder continuous (β < 1) with the β-variation uniformly bounded above in a
sufficiently small neighbourhood of λ0. By Corollary 4.8 the function log |f ′λ0(z)|τ
is weakly Lipshitz. Using again Corollary 4.8 along with Proposition 9.5, we get
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for all v ∈ J (f) and all z, w ∈ D(f(v), δ) that∣∣∣∣| log |f ′λ(Gλ(f−1λ0,v(w)))|τ − log |f ′λ(Gλ(f−1λ0,v(z)))|τ
∣∣∣∣ =
=
∣∣∣log |f ′λ(f−1λ,Gλ(v)(Gλ(w)))|τ − log |f ′λ(f−1λ,Gλ(v)(Gλ(z)))|τ
∣∣∣
=
∣∣∣log |(f−1λ,Gλ(v))′(Gλ(z))|τ − log |(f−1λ,Gλ(v))′(Gλ(w))|τ
∣∣∣
 |Gλ(z)−Gλ(w)|  |w − z|β.
We are done. 
Denote zλ = Gλ(z), z ∈ J (fλ0) and λ ∈ DCd(λ0, R). Remember that Gλ → id
uniformly in J (fλ0) (Proposition 9.5). Since 0 /∈ J (fλ0) the function
Ψz(λ) =
f ′λ(zλ)
f ′λ0(z)
(zλ
z
)τ ( fλ0(z)
fλ(zλ)
)τ
is well defined on the simply connected domain DCd(λ
0, R). Here we choose w 7→ wτ
so that this map fixes 1 which implies that
Ψz(λ
0) = 1 for every z ∈ J0 = J (fλ0) \ f−1λ0 (∞).
For this function one has the following uniform estimate.
Lemma 9.7. For every ε > 0 there is 0 < rε < R such that |Ψz(λ) − 1| < ε for
every λ ∈ DCd(λ0, rε) and every z ∈ J0.
Proof. Suppose to the contrary that there is ε > 0 such that for some rj → 0
there exists λj ∈ DCd(λ0, rj) and zj ∈ J0 with |Ψzj (λj)− 1| > ε. Then the family
of functions
F = {Ψz ; z ∈ J0}
cannot be normal on any domain DCd(λ
0, r), 0 < r < R. This is however not true.
Indeed, the uniform balanced growth condition (Definition 2.9) yields
|Ψz(λ)| ≤ κ2 |zλ|
α1 |fλ(zλ)|α2,λ(zλ)
|z|α1 |fλ0(z)|α2(z)
∣∣∣zλ
z
∣∣∣τ ∣∣∣∣ fλ0(z)fλ(zλ)
∣∣∣∣
τ
= κ2
∣∣∣zλ
z
∣∣∣τˆ ∣∣∣∣fλ(zλ)fλ0(z)
∣∣∣∣
α2(z)−τ
for every z ∈ J0 and |λ− λ0| < R. Since fλ(zλ) = Gλ ◦ fλ0(z), Gλ → Id uniformly
in C and since α2(z) ≤ α it follows immediately that F is normal on some disk
DCd(λ
0, r), 0 < r < R. 
Let log : D(1, 1) → C be the branch of logarithm uniquely determined by the
requirement that log 1 = 0. In view of Lemma 9.7 for every z ∈ J (fλ0), the
function λ 7→ logΨz, λ ∈ D(λ0, r) ⊂ U , is analytic and bounded above by log 2.
Consider its Taylor series expansion
logΨz(λ) =
∑
α∈Nd0
aα(z)(λ1 − λ01)α1(λ2 − λ02)α2 . . . (λd − λ0d)αd .
By the definition of holomorphic motion, Lemma 9.2, and Lemma 9.4, for every
z ∈ J (fλ0), the function λ 7→ (ˆh(Gλ(z)) − h(z)), λ ∈ D(λ0, r), is analytic and
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bounded above by 2||h||∞. Consider its Taylor series expansion
∆z(λ) =
∑
α∈Nd0
bα(z)(λ1 − λ01)α1(λ2 − λ02)α2 . . . (λd − λ0d)αd .
It follows from the proof of Lemma 9.1, that with its notation, the series
ℜ logΨz(x1, y1, x2, y2, . . . , xd, yd) =
∑
γ∈N2d0
Aγ(z)
d∏
j=1
(
xj − Reλ0j
)γ(1)j (yj − Imλ0j)γ(2)j
and
ℜ∆z(x1, y1, x2, y2, . . . , xd, yd) =
∑
γ∈N2d0
Bγ(z)
d∏
j=1
(
xj − Reλ0j
)γ(1)j (yj − Imλ0j)γ(2)j
define analytic functions on D2d(λ0, r/4) and ℜ logΨz|Dd(λ0,r/4) = Re logΨz =
log |Ψz| and ℜ∆z|Dd(λ0,r/4) = Re∆z = h(G(·)(z))− h(z)). In here
Aγ(z) = Re

aγˆ(z) d∏
j=1
(
γ
(1)
j + γ
(2)
j
γ
(1)
j
)
iγ
(2)
j

 .
and
Bγ(z) = Re

bγˆ(z) d∏
j=1
(
γ
(1)
j + γ
(2)
j
γ
(1)
j
)
iγ
(2)
j

 .
By Lemma 9.6, it follows from Cauchy’s estimates that for all α ∈ Nd0, all v ∈ J (fλ0)
and all z, w ∈ D(f(v), δ), we have
|aα(f−1λ0,v(w)) − aα(f−1λ0,v(z))|, |bα(f−1λ0,v(w)) − bα(f−1λ0,v(z))| ≤ V r−|α||w − z|β
Therefore, for every γ ∈ N2d0 , we get
(9.6)
|Aγ(f−1λ0,v(w)) −Aγ(f−1λ0,v(z))| =
=
∣∣∣Re(aγˆ(f−1λ0,v(w))iγ(2)j )− Re(aγˆ(f−1λ0,v(z))iγ(2)j )∣∣∣
d∏
j=1
(
γ
(1)
j + γ
(2)
j
γ
(1)
j
)
iγ
(2)
j
≤
∣∣∣aγˆ(f−1λ0,v(w))iγ(2)j − aγˆ(f−1λ0,v(z))iγ(2)j ∣∣∣
d∏
j=1
(
γ
(1)
j + γ
(2)
j
γ
(1)
j
)
iγ
(2)
j
=
∣∣∣aγˆ(f−1λ0,v(w)) − (aγˆ(f−1λ0,v(z))∣∣∣
d∏
j=1
(
γ
(1)
j + γ
(2)
j
γ
(1)
j
)
iγ
(2)
j
≤ 2|γ||aγˆ(f−1λ0,v(w)) −
(
aγˆ(f
−1
λ0,v(z))|
≤ 2|γ|V r−|γ||w − z|β .
and similarly,
(9.7) |Bγ(f−1λ0,v(w)) −Bγ(f−1λ0,v(z))| ≤ 2|γ|V r−|γ||w − z|β.
Now we can prove the following.
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Lemma 9.8. Fix (q0, T0) ∈ R2 such that q0t + T0 > ρ/τˆ . Then, with r > 0
as above, so small that (q0 − (r/4))t + T0 − (r/4) > ρ/τˆ , for every (λ, q, T ) ∈
D4((λ0, q0, T0), r/4), the function
ζλ,q,T := −(qt+ T )ℜ logΨ(·)(λ) + qℜ∆(·)(λ) : J (fλ0)→ C
is a member of Hwβ and
sup{|||ζλ,q,T |||β : (λ, q, T ) ∈ D4((λ0, q0, T0), r/4)} <∞.
Proof. It follows from Lemma 9.1 that for all (λ, q, T ) ∈ D4((λ0, q0, T0), r/4),
(9.8) ||ζλ,q,T ||∞ ≤ 44
(
2(|q0|+(r/4))||h||∞+ log 2
(
(|q0|+(r/4))|t|+ |T0|+(r/4)
))
.
Put Q1 = |q0| + (r/4) and Q2 = (|q0| + (r/4))|t| + |T0| + (r/4). It follows from
(9.6) and (9.6) that for all (λ, q, T ) ∈ D4((λ0, q0, T0), r/8), all v ∈ J (fλ0) and all
z, w ∈ D(f(v), δ), writing λ = (λ1,1, λ1,2, λ2,1, λ2,2 . . . , λd,1, λd,2), we have
|ζλ,q,T (f−1λ0,v(w)) − ζλ,q,T (f−1λ0,v(z))| =
= | − (qt+ T )(ℜ logΨ(f−1
λ0,v
(w))(λ) −ℜ logΨ(f−1
λ0,v
(z))(λ)
)
+
+ q
(ℜ∆(f−1
λ0,v
(w))(λ)−ℜ∆(f−1
λ0,v
(z))(λ)
)|
≤ Q2|ℜ logΨ(f−1
λ0,v
(w))(λ) −ℜ logΨ(f−1
λ0,v
(z))(λ)|
+Q1|ℜ∆(f−1
λ0,v
(w))(λ)−ℜ∆(f−1
λ0,v
(z))(λ)|
≤ Q2
∑
γ∈N2d0
d∏
j=1
(
λj,1 − Reλ0j
)γ(1)j (λj,2 − Imλ0j)γ(2)j |Bγ(f−1λ0,v(w)) −Bγ(f−1λ0,v(z))|+
+Q1
∑
γ∈N2d0
d∏
j=1
(
λj,1 − Reλ0j
)γ(1)j (λj,2 − Imλ0j)γ(2)j |Aγ(f−1λ0,v(w)) −Aγ(f−1λ0,v(z))|
≤ (Q1 +Q2)
∑
γ∈N2d0
V r−|γ|2|γ||w − z|β(r/4)|γ|
= (Q1 +Q2)V |w − z|β
∑
γ∈N2d0
2−|γ|
= 4dV (Q1 +Q2)|w − z|β.
So, Vβ(ζλ,q,T ) ≤ 4dV (Q1 +Q2) and we are done. 
Now we obtain easily the following key technical result of this section.
Lemma 9.9. For every (λ, q, T ) ∈ D4((λ0, q0, T0), r/4), the function
φλ,q,T = −(qt+ T ) log |f ′λ0 |τ + qh+ ζλ,q,T : J (fλ0)→ C
is a β-tame potential, the map (λ, q, T ) → Lφλ,q,T ∈ L(Hβ(J (fλ0))), (λ, q, T ) ∈
D4((λ0, q0, T0), r/4), is holomorphic and
φλ,q,T =
(
qφλ − T log |f ′λ|τ
) ◦Gλ,
for all (λ, q, T ) ∈ D(λ0, r/4)× (q0 − (r/4), q0 + (r/4))× (T0 − (r/4), T0 + (r/4)).
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Proof. Lemma 9.8 implies that φλ,q,T : J (fλ0)→ C is a weakly β-tame poten-
tial. The choice of q0, T0 and r > 0 (see Lemma 9.8 assures that this potential is
tame and that condition (d) of Theorem 7.2 is satisfied. Thus the condition (a) of
Theorem 7.2 is satisfied. Since the function (q, T ) 7→ qt+T is holomorphic and since
for every z ∈ J (fλ0), the function (λ, q, T ) 7→ ζλ,q,T (z) is holomorphic (as the func-
tions ℜ logΨz and ℜ∆z are), the conditions (b) and (c) of Theorem 7.2 are satisfied.
Thus Theorem 7.2 applies (with G = D4((λ0, q0, T0), r/4)) and yields analyticity
of the map (λ, q, T ) → Lφλ,q,T ∈ L(Hβ(J (fλ0))), (λ, q, T ) ∈ D4((λ0, q0, T0), r/4).
The last assertion of this lemma is obtained by the following calculation. Fix
(λ, q, T ) ∈ D(λ0, r/4)× (q0− (r/4), q0+(r/4))× (T0− (r/4), T0+(r/4)). Then, for
all z ∈ J (fλ0), we get
φλ,q,T = −(qt+ T ) log |f ′λ0(z)|τ + qh(z)− (qt+ T )ℜ logΨz(λ) + qℜ∆z(λ)
= −(qt+ T ) log |f ′λ0(z)|τ + qh(z)− (qt+ T ) log |Ψz(λ)|
+ q(h ◦Gλ(z)− h(z))
= −(qt+ T ) log |f ′λ0(z)|τ − (qt+ T )
(
log |f ′λ ◦Gλ(z)|τ
− log |f ′λ0(z)|+ qh ◦Gλ(z)
=
(−(qt+ T )(log |f ′λ|τ + qh) ◦Gλ(z)
=
(
qφλ − T log |f ′λ|τ
) ◦Gλ(z).
We are done. 
For every (λ, q, T ) ∈ Λ× Σ2
(
φλ,− log |f ′λ|τ
)
, let
(9.9) Pλ(q, T ) = P
(
qφλ − T log |f ′λ|τ
)
obviously taken with respect to the dynamical system fλ : C→ Cˆ. Fix now λ0 ∈ Λ
and (q0, T0) ∈ R2 such that q0t+ T0 > ρ/τˆ , i.e. (q0, T0) ∈ Σ2
(
φλ,− log |f ′λ|τ
) ∩ R2
assuming that λ ∈ D(λ0, r/4) with r/4 sufficiently small as above. Since the maps
fλ and fλ0 are topologically conjugate on their respective Julia sets via the map
Gλ, we get, using Lemma 9.9 that
(9.10) Pλ(q, T ) = P
(
φλ,q,T
)
,
where the topological pressure on the right-hand side of this equality is taken with
respect to the dynamical system fλ0 : C→ Cˆ. Now we can prove the following.
Corollary 9.10. The function (λ, q, t) 7→ Pλ(q, T ), (λ, q, T ) ∈ Λ × Σ2(φ, ψ) ∩ R2,
is real-analytic.
Proof. Keep λ0 ∈ Λ and (q0, T0) ∈ Σ2
(
φλ,− log |f ′λ|τ
) ∩ R2 fixed. Since, by
Lemma 9.9, φλ,q,T : J (fλ0) → R is a β-tame potential, using (9.10), it follows
from Theorem 6.5 that exp
(
Pλ(q, T )
)
((λ, q, T ) ∈ D(λ0, r/4) × (q0 − (r/4), q0 +
(r/4)) × (T0 − (r/4), T0 + (r/4))) is a simple isolated eigenvalue of the operator
Lφλ,q,T ∈ L(Hβ(J (fλ0))). Hence, in view of analyticity part of Lemma 9.9, Kato-
Rellich Perturbation Theorem ([ReSi], Theorem XII.8 cf. [Ka]) is applicable to
yield r1 ∈ (0, r/4] and a holomorphic function γ : D4((λ0, q0, T0), r1)→ C such that
γ(λ0, q0, t0) = exp
(
Pλ0(q0, T0)
)
and g(λ, q, t) is a simple isolated eigenvalue of the
operator Lφλ,q,T ∈ L(Hβ(J (fλ0))) for every (λ, q, T ) ∈ D4((λ0, q0, T0), r1) with the
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remainder of the spectrum uniformly separated from γ(λ, t). In particular there
exists r2 ∈ (0, r1] and η > 0 such that
(9.11) σ
(Lφλ,q,T ) ∩D(exp(Pλ0(q0, T0)), η) = {γ(λ, t)}
for all (λ, q, T ) ∈ D4((λ0, q0, T0), r2). Since exp
(
Pλ0(q0, T0)
)
is equal to the spectral
radius r
(Lφλ0,q0,T0 ) of the operator Lφλ0,q0,T0 , in view of semi-continuity of the
spectral set function (see Theorem 10.20 on p.256 in [Ru]), taking r2 appropriately
smaller, we also have that r
(Lφλ,q,T ) ∈ [0, exp(Pλ0(q0, T0))+η). Along with (9.11),
this implies that exp
(
Pλ(q, T )
)
= γ(λ, t). Consequently, the function (λ, t) 7→
Pλ(q, T ), (λ, q, T ) ∈ D4((λ0, q0, T0), r2) is real-analytic. 
Our first geometric result, proved in [MyU2] concerns real analyticity of the Haus-
dorff dimension of the radial Julia sets Jr(fλ), which is based on the corollary above
and on Theorem 8.3 (Bowen’s formula).
Theorem 9.11. IfMΛ is an analytic family of bounded deformation and uniformly
balanced growth with α1 ≥ 0, then the function λ 7→ HD(Jr(fλ)), λ ∈ Λ, is real-
analytic.
Proof. The proof is a direct consequence of Corollary 9.10, Theorem 8.3, which
asserts that Pλ
(
HD(Jr(fλ))
)
= 0, and the Implicite Function Theorem supported
by Theorem 7.14 from which follows that
∂
∂T
Pλ(T ) = −
∫
log |f ′λ|τdµ < 0,
where the differentiation is taken at the point (λ,HD(Jr(fλ))) and µ is the Gibbs
(equilibrium) state of the potential −HD(Jr(fλ)) log |f ′λ|τ . 
From now on assume that the bounded real-valued harmonic function h is defined
on the set WΛ =
⋃
λ∈ΛB(J(fλ), 2δfλ) and WΛ is disjoint from the postsingular
set of all maps fλ, λ ∈ Λ. So, in particular, our, up to here considerations are
independent of the point λ0ıΛ. In view of Lemma 8.2 and formula (9.9) for every
λ ∈ Λ and every q ∈ R there exists a unique ”temperature” value Tλ(q) ∈ R such
that (q, Tλ(q)) ∈ Σ2
(
φλ,− log |f ′λ|τ
) ∩ R2 such that Pλ(q, Tλ(q)) = 0. A direct
application of Corollary 9.10 and the Implicite Function Theorem supported by
Theorem 7.14, which asserts that
∂
∂T
|λ,q,Tλ(q)Pλ(q, T ) = −
∫
log |f ′λ|τdµq < 0
(µq is the Gibbs (equilibrium) state of the potential qφλ−Tλ(q) log |f ′λ|τ ), gives the
following.
Corollary 9.12. The temperature function (λ, q) 7→ Tλ(q), (λ, q) ∈ Λ × R, is
real-analytic.
In view of Theorem 8.8, for every λ ∈ Λ, the range of the function q 7→ −T ′λ(q),
q ∈ R, is an open interval (α1(λ), α2(λ) with 0 ≤ α1(λ) ≤ α2(λ) < +∞. As an
immediate consequence of Corollary 9.12, we get the following.
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Lemma 9.13. The functions λ 7→ α1(λ) and λ 7→ α2(λ), λ ∈ Λ, are respectively
upper and lower semi-continuous.
In turn, as an immediate consequence of this lemma, we get the following.
Proposition 9.14. Recall that φλ = −t log |f ′λ|τ + h :
⋃
λ∈ΛB(J(fλ), δfλ) → R.
Then the set
U(t, h) =
⋃
λ∈Λ
{λ} × (α1(λ), α2(λ)) ⊂ C× R
is open.
Given λ ∈ Λ, let µλ be the Gibbs state corresponding to the potential φλ and the
dynamical system fλ : J(fλ)→ J(fλ). We define the function Fφ : Ut,h → [0, 2] by
the formula
Fφ(λ, α) = Fφµλ(α).
The main theorem of this section and, in a sense, a culminating point of the whole
paper, is the following.
Theorem 9.15. The function Fφ : Ut,h → R is real-analytic.
Proof. It follows from Theorem 8.8 that for every (λ, q) ∈ Λ× R,
Fφ(λ,−T ′λ(q)) = Tλ(q)− qT ′λ(q).
Now, fix an element (λ0, α0) ∈ Ut,h. Then α0 ∈ (α1(λ0), α2(λ0)) and, in particu-
lar, α1(λ0) < α2(λ0). It then follows from Theorem 8.8 that there exists a unique
q0 ∈ R such that α0 = −T ′λ0(q0) and T ′′λ0(q0) 6= 0. Therefore, applying the Im-
plicit Function Theorem to the real-analytic function G(λ, α, q) = α + T ′λ(q) (see
Corollary 9.12), we see that there exists a real-analytic function ρ : V → R de-
fined on an open neighborhood V ⊂ Ut,h of (λ0, α0) such that ρ(λ0, α0) = q0 and
α = −T ′λ(ρ(λ, α)) for all (λ, α) ∈ V . Hence, Fφ(λ, α) = Tλ(ρ(λ, α)) + ρ(λ, α)α
for all (λ, α) ∈ V . Since compositions and products of real-analytic functions are
real-analytic, we are done. 
We now shall look a little bit closer at the structure of the set Ua,φ. We start with
the following trivial observation following immediately from its definition.
Proposition 9.16. The set Ut,h is vertically connected, i.e. for every λ ∈ Λ, the
set ({λ} × R) ∩ Ut,h is connected.
The family {φλ}λ∈Λ of tame potentials is called essential if for no λ ∈ Λ, the
function φλ is cohomologous to −HD(Jr(fλ)) log |f ′λ|τ in the class of all Ho¨lder
continuous functions.
Theorem 9.17. If the family {φλ}λ∈Λ of tame potential is essential, then the
orthogonal projection of U(t, h) on C is equal to Λ. If in addition Λ is connected,
then so is U(t, h).
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Proof. Let π1 : C × R → R be the projection onto the first coordinate. It
is obvious that π1(U(t, h)) ⊂ Λ. Since family {φλ}λ∈Λ is essential it follows from
Theorem 8.8 that α1(λ) < α2(λ) for all λ ∈ Λ. Consequently π1(U(t, h)) ⊃ Λ. Now,
it follows from Lemma 9.13 that for every λ ∈ Λ there exists radius r(λ) > 0 such
that the set D(λ, r(λ)) ⊂ Λ such that Uλ :=
⋃
γ∈D(λ,r(λ)){γ} × (α1(γ), α2(γ)) ⊂
U(t, h) is connected. Suppose now in addition that the set Λ ⊂ Λ is connected.
Fix two arbitrary points (λ, α), (λ, α′) ∈ U(t, h). Then there exists a compact
(polygonal) arc γ joining λ and λ′ in Λ. The standard compactness argument
shows that there exist finitely many points λ1, λ2, . . . , λn on γ such that λ1 = λ,
λn = λ
′ and B(λi, r(λi)) ∩B(λi+1, r(λi+1)) 6= ∅ for all i = 1, 2, . . . , n− 1. Then all
the sets U(φ,B(λi, r(λi))) ⊂ U(t, h), i = 1, 2, . . . , n− 1, are connected and
Uλi ∩ Uλi+1 =
⋃
{λ} × (α1(λ), α2(λ)) 6= ∅
for all i = 1, 2, . . . , n− 1, (λ, α) ∈ Uλ1 and (λ′, α′) ∈ Uλn where the usnion is taken
over the set φ,B(λi, r(λi)) ∩B(λi+1, r(λi+1))
)
. Hence, the set U(t, h) is connected
and we are done. 
The next result provides an extremely easy to verify sufficient condition for a har-
monic tame potential to be essential. It follows from Theorem 6.20
Proposition 9.18. If φλ = −t log |f ′λ|τ + h and t ≥ 2, then the family {φλ}λ∈Λ is
essential.
Proof. First notice that of φ and ψ are tame potentials cohomologous modulo
constant, then κ(φ) = κ(ψ). Since κ
(−HD(Jr(fλ)) log |f ′λ|) = HD(Jr(fλ)) and
since HD(Jr(fλ)) < 2 for all λ ∈ Hyp, we are done. 
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