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ABSTRACT
Tidal disruption events (TDEs) offer a unique opportunity to study a single super-massive black hole
(SMBH) under feeding conditions that change over timescales of days or months. However, the primary
mechanism for generating luminosity during the flares remains debated. Despite the increasing number
of observed TDEs, it is unclear whether most of the energy in the initial flare comes from accretion
near the gravitational radius or from circularizing debris at larger distances from the SMBH. The
energy dissipation efficiency increases with decreasing radii, therefore by measuring the total energy
emitted and estimating the efficiency we can derive clues about the nature of the emission mechanism.
Here we calculate the integrated energy, emission timescales, and average efficiencies for the TDEs
using the Modular Open Source Fitter for Transients (MOSFiT). Our calculations of the total energy
generally yield higher values than previous estimates. This is predominantly because, if the luminosity
follows the mass fallback rate, TDEs release a significant fraction of their energy long after their light
curve peaks. We use MOSFiT to calculate the conversion efficiency from mass to radiated energy, and
find that for many of the events it is similar to efficiencies inferred for active galactic nuclei. There are,
however, large systematic uncertainties in the measured efficiency due to model degeneracies between
the efficiency and the mass of the disrupted star, and these must be reduced before we can definitively
resolve the emission mechanism of individual TDEs.
Keywords: stars: black holes — galaxies: active — galaxies: supermassive black holes
1. INTRODUCTION
The luminosity of supermassive black holes (SMBHs)
residing in the nucleus of most, if not all, galaxies is
directly related to the rate at which they are supplied
with matter. While active galactic nuclei are supplied
by steady flows of fuel for thousands of years, tidal dis-
ruption events offer the distinctive possibility of inves-
tigating a single SMBH under feeding conditions that
vary over timescales of weeks or months (e.g., Dai et al.
2018).
Nonetheless, the recent breakthroughs in observations
of tidal disruption events have highlighted our incom-
plete theoretical understanding of these transients (e.g.,
Hung et al. 2017). The candidate flares rise and fall in
brightness over a period of weeks to months, with power-
law decline rates that agree (at least for the first several
months) with numerical predictions of the rates at which
stellar debris falls onto the SMBH (e.g., Guillochon &
Ramirez-Ruiz 2013). However, we still do not have a
good understanding of how infalling material circular-
bmockler@ucsc.edu
izes and accretes onto the SMBHs, or how or where the
emission we observe is generated. Because the source of
the emission appears to be obscured by an optically thick
reprocessing layer throughout most of the observed light
curve, our understanding of the inner processes gener-
ating the radiation remains incomplete (e.g., Roth et al.
2016).
The compilation of an energy inventory offers an
overview of the integrated effects of the energy transfers
involved in tidal disruption events. By estimating the
efficiency of conversion of mass into electromagnetic ra-
diation, it is possible to constrain whether the emission
originates from accretion onto the black hole, or whether
it originates at larger radii during the circularization of
bound stellar debris.
Observational studies have shown that the energy es-
timated from the observations of TDEs does not add
up to the total energy expected from the accretion of
half of a solar mass of material, which corresponds to
≈ 1053(/0.1)(M∗/0.5M) ergs assuming a commonly
used efficiency value of 0.1 (all but one of the events
discussed in this work have energy estimates below 1053
ergs). To solve this missing energy problem, it has been
suggested that if the luminosity is generated instead
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from circularization processes such as stream collisions,
which occur at larger radii from the black hole, the mass-
to-energy efficiency would decrease, lowering the total
expected energy and reducing the apparent tension be-
tween theory and observations (Piran et al. 2015). Other
papers addressing this discrepancy have suggested that
a large fraction of the rest mass energy is carried by out-
flows (Metzger & Stone 2016), or that additional energy
is emitted either at higher frequencies that are not cov-
ered by existing observations (Lu & Kumar 2018), or at
later times by an accretion disk with a very long viscous
timescale (van Velzen et al. 2019). To aid this discus-
sion we provide a robust calculation both of the total
energy radiated during these flares and the associated
conversion timescales.
Most observational studies of optical and UV TDEs
include estimates of the bolometric luminosity at peak
or at discovery. Some also include estimates of the ra-
diated energy by integrating the bolometric light curve.
For the transients discussed in this paper, the literature
estimates of bolometric luminosity curves are calculated
either by fitting a simple model to the observed light
curve (Gezari et al. 2008, 2012; Hung et al. 2017), ap-
plying a bolometric correction to the optical/UV light
curves (Chornock et al. 2014), or fitting thermal black-
body spectra to the photometric light curves (Holoien
et al. 2014, 2016a,b; Hung et al. 2017; Blagorodnova
et al. 2017).
While these are important steps towards estimating
the total energy emitted by these flares, the data often
does not have wide band coverage (many events have
limited UV coverage), and generally does not extend for
more than a few peak times, leading to large uncertain-
ties in the estimates of the total energy. Here we use
a different approach. We require the bolometric lumi-
nosity to follow the expected fallback rate of the stellar
debris, allowing us to fit the light curve of each event us-
ing the Markov-Chain Monte Carlo (mcmc) fitting code
MOSFiT (Guillochon et al. 2018; Mockler et al. 2019).
This allows for a robust estimate of the total energy
radiated to be made not only while observations were
taken, but also at early and late times before the tran-
sient was discovered and after the observing campaign
ended. The inventory, which is presented in Table 1, is
arranged by individual events and components within
energy and timescale categories, and includes energy es-
timates from the literature. The explanations for each
entry are presented in Section 2. A guide on how the
conversion efficiency of mass into electromagnetic radi-
ation is estimated is detailed in Section 3. Finally, Sec-
tion 4 discusses the implications of the compilation and
how it offers a way to assess how well we understand the
physical processes at play.
2. CALORIMETRY
To constrain the energy released in optical and UV
tidal disruption events, we assume that the bolomet-
ric luminosity follows the mass fallback rate and fit an
evolving blackbody to the optical and UV light curves.
The assumption that the luminosity follows the fallback
rate works well for the light curves of many optical and
UV TDEs (Mockler et al. 2019), and is the expected re-
sult if circularization is prompt and an accretion disk is
formed on timescales less than the fallback timescale or
if the emission is produced by circularization processes
such as stream collisions (e.g., Bonnerot et al. 2016).
By fitting a dynamic blackbody photosphere to the op-
tical and UV bands we are approximating the emission
as efficiently thermalized. This is the simplest approxi-
mation we can make for the reprocessing of the fallback
luminosity, and because optically large emitting bodies
can not generally outperform a blackbody of the same
size when radiating into free space, this provides us with
a robust estimate on the total radiated energy. The es-
timates of the total bolometric energy calculated using
our model can be found in Table 1. For this work we
have re-run the fits presented in Mockler et al. (2019)
with an expanded efficiency range, allowing the mini-
mum efficiency to go down to 5×10−4, to ensure we are
not biasing our results to higher efficiency estimates.
This additional freedom does not significantly change
our estimates of the integrated energy, however it does
change the median values for the efficiency and stellar
mass parameters. We discuss this further in Section 3.
We compare the total bolometric luminosity calcu-
lated with our model (Ebol) to Lpeak × tpeak. Transient
events are commonly characterized in the Lpeak − tpeak
plane, and Lpeak× tpeak seems like a natural way to ap-
proximate the energy released by a transient. We find
that in most cases Lpeak × tpeak is less than 1/3 of the
total emitted energy for TDEs. Therefore, we caution
against using Lpeak × tpeak when estimating the total
energy released for TDEs. We note that throughout
this paper we define tpeak = tpeak, ff as the ∆t between
when mass first begins to return to the black hole and
when the light curve peaks – the ‘time of peak from first
fallback’. This is less than tpeak as calculated from dis-
ruption, but can be more easily tied to observations, as
mass needs to return to the vicinity of the black hole
before stream collisions or accretion produce luminos-
ity. On the other hand, tpeak, ff will be larger than the
peak timescale calculated using the first observation of
the TDE, as our fits extrapolate back before the first
observation to the approximate first fallback time using
simulated mass fallback rates.
In Table 1, we also compare our total bolometric en-
ergy estimates with those derived directly from fitting
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TDE Ebol, lit Ebol Ebol
Ebol (obs.)
Ebol (full)
Lp×tp,ff
Ebol (full)
tp,ff
t50
tp,ff
t90
tp,ff
avg.   at Lp
Lp
LEdd
∆Mmin
(obs. times) (full curve)
(log10ergs) (log10ergs) (log10ergs) (days) (log10) (log10) (log10M)
(0.09 dex) (0.11 dex) (15 days) (0.24 dex) (0.32 dex) (0.68 dex) (0.17 dex)
10jh ≥ 51.3 51.4+0.1−0.1 51.6+0.1−0.1 0.68+0.02−0.03 0.32+0.01−0.02 55+1−1 3.3+0.4−0.2 37.4+27.9−7.3 −3.3+0.1−0.0 −3.3+0.1−0.0 0.15+0.02−0.02 −2.7+0.1−0.1
D1-9 ≥ 50.9 52.3+0.2−0.4 53.0+0.2−0.4 0.21+0.03−0.03 0.36+0.08−0.06 127+17−12 2.6+0.5−0.3 8.5+6.1−1.8 −1.8+0.5−0.6 −1.9+0.4−0.5 0.33+0.22−0.23 −1.3+0.2−0.4
D3-13 ≥ 52.3 52.3+0.1−0.2 52.9+0.2−0.2 0.20+0.01−0.02 0.43+0.04−0.06 123+6−7 2.4+0.2−0.1 6.6+1.9−0.9 −1.7+0.2−0.3 −1.8+0.2−0.2 0.31+0.16−0.12 −1.3+0.2−0.2
14ae ≈ 50.2 50.2+0.0−0.0 50.5+0.0−0.0 0.51+0.03−0.03 0.40+0.03−0.03 18+2−1 2.6+0.2−0.1 6.0+0.4−0.5 −3.3+0.2−0.2 −3.4+0.2−0.1 0.48+0.07−0.09 −3.7+0.0−0.0
14lia ≈ 50.8 51.1+0.2−0.2 51.6+0.3−0.3 0.35+0.07−0.05 0.24+0.07−0.06 40+9−8 4.4+2.0−1.3 23.6+27.2−11.8 −1.7+0.6−0.8 −1.9+0.6−0.7 0.46+0.12−0.15 −2.7+0.3−0.3
16fnl 49.3+0.1−0.1 50.1
+0.0
−0.0 50.4
+0.1
−0.1 0.51
+0.03
−0.04 0.35
+0.02
−0.04 20
+1
−1 2.7
+0.3
−0.1 12.9
+5.0
−2.9 −3.3+0.1−0.0 −3.4+0.1−0.0 0.30+0.04−0.04 −3.8+0.1−0.1
(49.5+0.0−0.0)
b (49.7+0.0−0.0)
b
15oi ≈ 50.8 50.4+0.2−0.2 50.9+0.2−0.3 0.37+0.09−0.05 0.29+0.09−0.06 31+5−4 3.8+1.9−1.2 34.4+23.2−22.5 −3.0+0.8−0.3 −3.0+0.8−0.3 0.19+0.07−0.06 −3.4+0.2−0.3
16axa ≈ 50.7 50.3+0.2−0.1 50.4+0.2−0.1 0.78+0.05−0.06 0.27+0.04−0.03 29+6−4 3.9+1.1−0.7 31.1+18.6−7.0 −2.8+0.3−0.4 −2.8+0.3−0.4 0.10+0.05−0.03 −3.9+0.2−0.1
11af 50.6+0.0−0.0 50.7
+0.0
−0.0 50.9
+0.1
−0.1 0.62
+0.05
−0.15 0.35
+0.04
−0.12 29
+2
−2 2.8
+2.3
−0.3 14.1
+25.7
−4.5 −2.9+1.0−0.4 −3.0+1.0−0.4 0.26+0.05−0.05 −3.4+0.1−0.1
09ge 52.0+0.1−0.6 50.5
+0.0
−0.0 50.6
+0.0
−0.0 0.64
+0.02
−0.02 0.27
+0.02
−0.01 36
+1
−1 3.9
+0.3
−0.4 30.8
+2.3
−3.2 −2.6+0.2−0.3 −2.6+0.2−0.3 0.09+0.02−0.01 −3.6+0.0−0.0
09djl – 51.0+0.3−0.2 51.2
+0.4
−0.3 0.58
+0.13
−0.12 0.21
+0.07
−0.06 26
+4
−3 5.1
+2.3
−1.2 23.5
+38.3
−11.2 −1.6+0.4−0.4 −1.7+0.4−0.4 0.43+0.21−0.18 −3.1+0.4−0.3
TDE2 – 51.5+0.1−0.1 52.1
+0.1
−0.1 0.25
+0.03
−0.03 0.09
+0.08
−0.05 40
+36
−13 11.0
+12.1
−5.2 93.1
+107.6
−43.1 −1.1+0.4−0.5 −1.7+0.7−0.5 0.86+0.09−0.33 −2.1+0.1−0.1
TDE1 – 51.0+0.2−0.2 51.3
+0.3
−0.2 0.45
+0.10
−0.11 0.24
+0.05
−0.04 52
+23
−17 4.6
+1.4
−1.2 38.5
+22.2
−15.1 −1.9+0.7−0.5 −1.9+0.6−0.5 0.19+0.22−0.11 −2.9+0.3−0.2
16aaa ≈ 52.7 51.2+0.6−0.4 51.3+0.6−0.4 0.88+0.06−0.09 0.23+0.09−0.09 33+10−5 4.6+2.9−1.7 21.4+40.5−11.0 −1.6+0.7−0.6 −1.7+0.5−0.6 0.37+0.30−0.26 −3.0+0.6−0.4
athis event had significant additional X-ray emission contemporaneous with the optical and UV emission, however we only include an
analysis of the energy emitted in optical and UV wavelengths in this work. The energy and efficiency estimates for this event are lower
limits.
bvalues in parentheses were calculated from fits without accounting for host extinction. iPTF16fnl preferred fits with high host extinction,
and the literature calculations did not include host extinction (see Section 2 for more information).
Table 1. The transients in the table are organized as follows: The first 9 events have UV detections during the same time
period as the optical detections. The events in bold have observations at or before the light curve peak. Systematic errors
for parameters are listed at the top of their respective columns, throughout the text we include the systematic errors in the
errors quoted for the parameters. Systematic errors for tpeak and efficiency () are taken from Mockler et al. (2019), additional
errors were calculated using the method described in the same paper and are based on the uncertainty in the stellar mass-radius
relation. Column descriptions: (1) transient names; (2) Bolometric energy estimates from the literature. The methods used
to calculate these estimates are described below in this caption; (3) Bolometric energy estimates from the MOSFiT fits, integrated
over the same time period used for the literature energy estimates in column 2. The literature energy estimate for PTF09ge
is from late-time dust emission and therefore the MOSFiT energy estimate for column 3 for this event was integrated over the
time period of the initial optical observations presented in Arcavi et al. (2014); (4) Column 2 divided by column 3; (5) The
peak bolometric luminosity multiplied by the timescale from first fallback to peak luminosity, divided by column 3; (6) The ∆t
between when the first stellar debris falls back to pericenter (‘first fallback’) and the time of peak luminosity. This is necessarily
less than the time from disruption to peak; (7) & (8) t50 and t90 are the respective times when 50% and 90% of the total energy
is radiated. The first 5% and last 5% are excluded from the integral. In columns 7 & 8 they are scaled by the peak timescale
calculated from first fallback; (9) The average observed efficiency, defined as Ebol/∆Mc
2, where ∆M is the total amount of
mass that is bound to the black hole; (10) The peak observed efficiency, defined as Lpeak/M˙peakc
2; (11) Eddington ratio at peak
luminosity; (12) The minimum amount of mass required to generate the integrated energy if the conversion from mass to energy
were 100% efficient (Ebol = ∆Mminc
2). Notes on literature energy estimates: The value for PS1-10jh was calculated by
integrating the light-curve model using a lower limit for the temperature and luminosity (Gezari et al. 2012). The values for
both D1-9 and D3-13 were calculated by integrating a t−5/3 power law starting at tdiscovery (after tpeak) using the lower limits to
the blackbody temperature and luminosity (Gezari et al. 2008). The value for PTF09ge was calculated from IR dust emission,
motivating that there is additional radiated energy not observed in the initial optical and UV light curve (van Velzen et al.
2016). The values for ASASSN-14ae, ASASSN-14li, ASASSN-15oi, iPTF16fnl, iPTF16axa, and OGLE16aaa were calculated by
integrating the blackbody fits to the observed optical and UV light curves (Holoien et al. 2014, 2016b,a; Blagorodnova et al.
2017; Hung et al. 2017; Wyrzykowski et al. 2017). According to Holoien et al. (2016b), the blackbody fit for ASASSN-14li
was ‘dominated by systematic errors’. For PS1-11af, Chornock et al. (2014) calculated the radiated energy by using a constant
bolometric correction to the light curve from a blackbody fit 10 rest-frame days after peak.
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the observational data. First, we integrate our bolo-
metric luminosity curve to only include the time ranges
used in the literature calculations. We find that most
of our calculations are similar to previous estimates (see
columns 2 and 3 of Table 1 for the energy estimates,
and the caption for a list of literature sources). We dis-
cuss the measurements that are inconsistent with the
literature below.
For the transient iPTF16fnl, we calculate a sig-
nificantly higher total energy when integrating over
the same time period as the observations (we find
log10Ebol = 50.1
+0.1
−0.1, Blagorodnova et al. 2017 find
log10Ebol = 49.3
+0.1
−0.1). Our original fit preferred a rela-
tively high value for the host extinction (log10NH, host =
20.9+0.4−0.4, we include host extinction as a parameter in
the mcmc fit of the light curve). The literature cal-
culation for iPTF16fnl does fit for host extinction, but
unlike this work found the best fit to prefer no host
extinction. We fit iPTF16fnl a second time without cor-
recting for any host extinction, and found a lower value
for the energy radiated during observations (log10Ebol =
49.5+0.1−0.1), consistent with Blagorodnova et al. (2017).
However, this fit has a likelihood score that is about
10 points lower than the fit with host extinction (160
vs 173), therefore we use the fit that includes a host
extinction correction in this work. We do include the
energy estimates from the fit without a host extinction
correction in Table 1, below the values for the fit that
includes host extinction.
We expect most of the literature estimates of the to-
tal energy emitted by transients in our catalog to be
less than the values we derive for the total energy (col-
umn 4 of Table 1). This is because we integrate out to
much later times than is possible with existing observa-
tions, and we always include the peak of the transient
even when the event was caught in the decay phase.
There are, however, two events that have literature es-
timates of the total energy that are significantly higher
than those presented in Table 1 (column 4). PTF09ge
and OGLE16aaa both have literature estimates of the
total bolometric energy that are higher than what we
derive. In the case of PTF09ge, the literature value
is calculated using IR emission measurements taken af-
ter the initial optical/UV light curve (van Velzen et al.
2016). The fact that this method finds a higher value for
the energy might imply that there is additional emission
that was not captured by the initial optical and UV ob-
servations but was effectively reprocessed by dust. For
OGLE16aaa, it is unclear why our calculation of the en-
ergy is lower than the one presented in the literature.
According to Wyrzykowski et al. (2017), the literature
estimate is derived using blackbody fits to the optical
and UV light curve. While our original fit was only to
the optical light curve, we re-fitted the event to also in-
clude the sparse UV data and obtained a similar value
for the total emitted energy, with a slightly reduced sta-
tistical error (log10Ebol = 51.4
+0.3
−0.2 erg).
One of the liveliest debated issues in the TDE field
concerns the nature of the luminosity decay after peak.
This is in part because the fallback rates do not con-
verge to the canonical t−5/3 power law until well after
peak, if they converge to it at all (e.g. Guillochon &
Ramirez-Ruiz 2013). The t−5/3 power law decay rate
is derived by assuming that the derivative of the mass-
energy distribution (dM/dE) is constant and the orbit
can be approximated as parabolic. This is a reason-
able approximation for the material near the core of
the star (the material least bound to the black hole)
in a full disruption. However, as numerous papers have
highlighted, this is never a good approximation at early
times, and for many disruptions it is also not a good
approximation at late times (e.g., Gafton & Rosswog
2019). Other power law decay rates have been pre-
dicted for the late-time emission from partial disruptions
(t−9/4, see Coughlin & Nixon 2019), and for disk emis-
sion (t−5/12, see Lodato & Rossi 2011; Auchettl et al.
2017). These power laws do a better job of approxi-
mating the emission decay rates for the relevant flares
at the relevant epochs, however, like the t−5/3 power
law, they have limited applicability. For this reason, we
caution against approximating the entire decay rate of
the emission as a single power law when calculating the
total radiated energy. At the very least, the late-time
asymptotic behavior must be treated separately from
the early time emission near the peak of the light curve
(van Velzen et al. 2019).
From the evolution of the cumulative energy, we also
derived t90 (t50) values for all events, which we define
here as the time frame during which 90% (50%) of the
bolometric energy is accumulated, not including the first
and last 5%. We clarify that we do not define t50 as
the time frame when the middle 50% of the energy is
emitted, as it is often defined for gamma-ray bursts,
rather we define it as the time when the first 50% of
the energy has been radiated (excluding the first and
last 5%). Calculating these estimates required using the
MOSFiT model to extrapolate the bolometric luminosity
out past the observations. In Table 1 we list the val-
ues for t50/tpeak and t90/tpeak for each fitted event in
Table 1. We find that t50 can occur anywhere from a
month to more than a year after peak, while reaching
t90 takes significantly more than a year and up to ≈ 10
years in some cases. This means that while observations
of TDEs often extend out to t50, they rarely extend out
to t90, contributing to the underestimation of the total
energy radiated that we discussed above.
The compilation of the radiated energy inventory
shown in Table 1 provides a robust lower limit on the in-
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tegrated effects of the energy transfer involved in TDEs.
The total observed isotropic energy (column 3 in Ta-
ble 1) that is radiated at optical and UV wavelengths
is usually larger than that emitted in X-rays during the
main flare. This is predominantly due to the fact that
νFν typically peaks closer to the UV than to the X-rays
(at least near the peak of the light curve). However, we
note that this is not always the case and it still possi-
ble that previous X-ray observations could have missed
the time when the X-ray luminosity was highest, result-
ing in a underestimate for some of the events (Auchettl
et al. 2017). It is possible that we are missing X-ray
emission due to inclination effects if our observational
line of sight is edge on through the accretion disk, as
opposed to closer to the poles (where jet emission would
be beamed, Dai et al. 2018). There are also recent re-
ports of an excess of late-time emission for some TDEs
(van Velzen et al. 2019) and we discuss the contribu-
tion of this emission to the total energy inventory in
Section 4.1.
3. EFFICIENCY
Estimating the radiative efficiency is appropriate for
our purpose of uncovering the energy transfer mecha-
nisms in tidal disruption flares. The total efficiency (),
as defined by Ebol = Mboundc
2, parameterizes the con-
version from rest mass to electromagnetic energy and
provides a robust limit on the radiative efficiency. Here
Mbound is the total mass bound to the black hole after
the disruption, which is ≈M∗/2 for a full disruption.
As discussed in Section 2, we are able to provide a ro-
bust estimate of the total energy radiated during these
events. However, more complicated modelling is re-
quired to estimate the efficiency of conversion from rest
mass to electromagnetic energy. To calculate the ra-
diative efficiency we first need a model that accurately
estimates the mass supply into the vicinity of the black
hole. As described in the previous section, we use the
results from hydrodynamic simulations in order to pro-
vide an estimate of the rate of mass return to pericenter.
The bolometric luminosity can then be simply written
as Lbol = M˙c
2. However, the magnitude of the mass
fallback rate (M˙) is also dependent on the mass (Mh)
and spin (a) of the black hole, the mass of the star (M?),
and the impact parameter of the disruption (β). Luckily,
the mass of the black hole significantly changes the peak
timescale (Mockler et al. 2019) while the impact param-
eter noticeably alters the shape of the fallback curve
(Guillochon & Ramirez-Ruiz 2013; Gafton & Rosswog
2019). As a result, the effects caused by changing these
two parameters can generally be disentangled from the
effects caused by altering the efficiency when fitting the
light curves. It is, however, more difficult to break the
degeneracy between the mass of the star and the effi-
ciency, which leads to large systematic uncertainties in
the determination of these parameters (Mockler et al.
2019).
As we mentioned briefly in Section 2, we have re-run
the fits presented in (Mockler et al. 2019) with the effi-
ciency prior range expanded by an order of magnitude,
from 5× 10−3− 4× 10−1 to 5× 10−4− 4× 10−1. As the
fits are to the same observational data as in (Mockler
et al. 2019), the light curves we obtain are very similar.
With this added flexibility, many of the events prefer
lower efficiencies and higher stellar masses than those
presented in Mockler et al. (2019).
However, we caution that the degeneracy between the
efficiency and the stellar mass makes it difficult to pin-
point a particular stellar mass, and therefore it is not
clear that these lower efficiency, higher stellar mass fits
are more accurate than the previous fits run with a
smaller efficiency prior range. For example, we note
that in these new fits, two of the events with the low-
est radiative efficiencies prefer very high stellar masses
that are strongly disfavored by IMF functions (PS1-10jh
prefers M∗ = 8.2+29.7−6.4 M and ASASSN-14ae prefers
M∗ = 5.4+22.0−4.3 M). Although there is significant un-
certainty in the determination of the mass of the dis-
rupted star and the associated radiative efficiency, we
note that the degeneracy between them does not notice-
ably change the determination of the bolometric energy
measured, as clearly shown in Figure 1. Additionally,
the black hole masses remain consistent with previous
estimates, as do the scaled impact parameters for all fits
except iPTF16axa, which now prefers a full disruption
rather than a partial disruption. iPTF16axa does not
have measurements near peak or strong upper limits,
and therefore the rise and the peak of the light curve
are not well constrained, which is likely why both a full
disruption and partial disruption can fit the light curve.
3.1. The mass distribution of tidally disrupted stars
We probe the degeneracy between stellar mass and
radiative efficiency by taking the best fit walker distri-
butions derived in Mockler et al. (2019), and varying the
efficiency and stellar mass parameters over the follow-
ing ranges: 0.0001 < 1; 0.01M < M? < 100M. This
makes it possible to visualize a large region of likelihood
space for these parameters, and the resulting likelihood
distributions for a subset of the transients are shown in
Figure 1. For the plot we chose transients that covered
a wide range in parameter space, and have limited the
number plotted because adding additional events would
overlap. For a given total radiated energy, we find that
there is a clear degeneracy between stellar mass and ef-
ficiency. However, the spread in total radiated energy
is, as expected, small.
Most common theories of tidal disruption rates fore-
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Figure 1. The role of stellar mass in TDEs. Bottom Panel:
The likelihood contours for stellar mass and efficiency pa-
rameters derived for five TDEs with a spread of bolometric
energy values. The contours have been calculated by taking
the parameter values from the converged walker distributions
from the MOSFiT fits, varying the efficiency parameter be-
tween 0.0001−1 and the stellar mass between 0.01−100, and
recalculating the likelihood of each parameter combination.
We kept the values from the converged walker distributions
constant for all parameters except for M∗ and efficiency. The
contours were arbitrarily chosen as log10likelihoodmax−30 as
this contour value clearly shows the stellar mass - efficiency
degeneracy for all plotted fits. Also shown are dashed lines
denoting constant bolometric energy. The lines show con-
stant Ebol for a given Maccreted/M∗. Impact parameter (and
therefore Maccreted/M∗) vary from TDE to TDE, therefore
the value of these lines can vary from event to event. How-
ever, the general trend of increasing Ebol as one moves up
and to the right in the plot is clearly shown in the data. Top
Panel: The Kroupa IMF is plotted for comparison (Kroupa
2001).
see the disrupted stars coming from within the radius of
influence of the SMBH (e.g., Frank & Rees 1976). Each
star within this region is expected to trace out a com-
plicated orbit under the combined influence of all other
stars and the SMBH itself. In these crowded regions,
two-body interactions alter the distribution of stars on
long timescales and, as a result, we expect the disrupted
stars to come from near the peak of the IMF (see top
panel in Figure 1). If this is the case, we expect the
radiative efficiencies to be & 10−2.
Recently, there have been several theories put for-
ward to explain the surprising finding that tidal dis-
ruption events preferentially occur in an unusual sub-
type of galaxies known as E+A galaxies (Arcavi et al.
2014; French et al. 2016; Law-Smith et al. 2017). These
theories include an overdensity of stars near the SMBH
(Stone et al. 2018; Law-Smith et al. 2017), the pres-
ence of a SMBH companion (Arcavi et al. 2014; Li
et al. 2015), and star formation in eccentric disks around
SMBHs (Madigan et al. 2018). Common to all of these
theories is the idea that stars deep in the potential well
of the SMBH interact with one another coherently, re-
sulting in rapid angular momentum evolution (Rauch &
Tremaine 1996). Within this formalism, higher mass
stars could, in principle, be preferentially disrupted
(compared to the IMF), and as such, systematically
lower radiative efficiencies might be possible (Figure 1).
3.2. The efficiency of super-Eddington accretion
Radiative efficiency can be temporarily reduced near
the peak of the flare if the mass accretion rate exceeds
the Eddington limit of the SMBH. In this case much of
the returning debris must either escape in a radiatively
driven wind or be accreted inefficiently (Ramirez-Ruiz &
Rosswog 2009; Strubbe & Quataert 2009). In the second
case, a sizable fraction of the mass would be fed to the
black hole far more rapidly than it could be accepted if
the radiative efficiency were high. This can add to the
difficulty of measuring the efficiency of conversion from
the rest mass energy to luminosity. For example, in Dai
et al. (2018), the authors ran a state of the art simulation
of a super-Eddington accretion disk around a massive
black hole with a spin of 0.8 and a mass fallback rate
of ≈ 15M˙Edd and found a reduced mass to luminosity
efficiency of 2.7%. According to the same model, events
with significant optical emission required the observer
to be viewing the event along the direction of the disk
to allow for sufficient reprocessing of emission. As such,
their mass to observed luminosity efficiency was even
lower than 2.7% (the majority of emission was beamed
along the polar direction). This is much lower than the
expected Novikov-Thorne efficiency of 12.2% for a black
hole with a spin of 0.8 (Novikov & Thorne 1973).
The MOSFiT TDE model approximates the effect of
the super-Eddington regime on the observed luminos-
ity with a soft cut on the luminosity as it approaches
LEdd, reducing the efficiency of conversion between M˙
and Lbol near LEdd (Mockler et al. 2019). The average
efficiency and the efficiency at peak derived from our
model are listed in Table 1, column 9. As expected, the
peak efficiency is generally lower than the average effi-
ciency, most noticeably for flares with peak luminosities
near the Eddington limit. We note that using the peak
efficiency to estimate either the total radiative efficiency
or the total energy radiated during these events will lead
to an underestimation in these quantities.
The maximum possible peak efficiency of a tidal dis-
ruption event is dependent on the Eddington limit of
the SMBH, however it is also dependent on the mass of
the disrupted star and the impact parameter of the dis-
ruption. In Figure 2, the dashed lines show Lpeak/Ledd
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for full disruptions of different stellar masses, assuming
a peak efficiency of 10%.
For example, black holes below ≈ 107M will be
super-Eddington at 10% peak efficiency for (full) dis-
ruptions of stars above ≈ 0.3M. This implies that
most of the black holes in our sample can only reach
peak efficiencies of 10% if they disrupt low mass stars,
or they break the Eddington limit. On the other hand,
as the mass of the black hole increases past 107M, the
Schwarzschild radius begins to encroach on the tidal ra-
dius for main-sequence stars. Once the Schwarzschild
radius grows larger than the tidal radius, most disrup-
tions will occur within the black hole’s event horizon,
and there will be no observable flares.1
In Figure 2 these disallowed regions of parameter
space are shaded in gray, providing additional con-
straints on the stellar masses for the tidal disruption
flares around the largest black holes in this sample. The
most massive black hole in this sample, the black hole
in the host galaxy of D1-9 (J022517.0-043258), can only
disrupt stars & 0.6M. The total energy released in
the flare around this black hole is also quite large, and
requires the conversion of 0.5M of mass to energy if
the efficiency is ∼ 10%, and a correspondingly larger
amount of mass for lower efficiencies (from Table 1,
1053ergs ≈ 0.1× 0.5M× c2). Therefore, both the mass
of the host black hole and the luminosity of the flare
suggest that the disrupted star for the TDE D1-9 was
above the peak of the IMF, and likely & 1M.
While there is scatter in the Eddington fraction for
this sample of TDEs, with values varying between ∼
(0.1 − 0.9) Lpeak/Ledd, the median of the distribution
is 0.3+0.3−0.2 Lpeak/Ledd (the median value calculated from
the fits in Mockler et al. (2019) was 0.3+0.4−0.2). This is sim-
ilar to the median Eddington fraction derived for AGN
(Kollmeier et al. 2006). However, if observed TDE rates
are driven by the brightest events, we might expect most
of the flares to be pushing up against their black holes’
respective Eddington limits (Kochanek 2016).
Very high Eddington ratios would likely produce flat-
tened light curves that would no longer appear to follow
the shape of the mass fallback rates near the peak of the
light curve (or wherever the mass fallback rate is super-
Eddington), due to the significant mass wasted during
super-Eddington accretion. Most of the events in this
sample (and all of those with well-sampled observations
1 The exact value of the maximum black hole mass able to pro-
duce an observable flare depends on the spin of the black hole and
the stellar structure of the star. It also depends on whether or not
partial disruptions are included in the calculation, as stars can be
partially disrupted at larger radii than are required for full dis-
ruptions. This calculation must be done using general relativity,
as the tidal forces at a given radius are noticeably different in GR
for high mass black holes (Servin & Kesden 2017)
Figure 2. Using dashed lines, we plot the Eddington ratio
for simulated flares using several stellar masses and assum-
ing an efficiency of 0.1 at peak (a typical AGN efficiency
that would produce super-Eddington flares for most TDEs).
The shaded regions show were Rt < Rs – the approximate
point where stars will be disrupted inside the black hole’s
event horizon (the lightest shading corresponds to 0.3M,
the medium shading to 1M, and the darkest shading to
3M). Eddington limited accretion has a maximum effi-
ciency determined by the accretion radius, mass accretion
rate, and Eddington limit, and the median value of the Ed-
dington ratio for this sample is Lpeak/Ledd = 0.3
+0.3
−0.2.
at peak) appear to follow the shape of the expected mass
fallback rates and do not push up against the Eddington
limit. We note that the fit for TDE2 does prefer a par-
ticularly high Eddington fraction (≈ 0.9) and its light
curve is flatter than the rest of the sample, as shown
in Figure 1 of Mockler et al. (2019). Unfortunately, as
there are no observations at peak for TDE2, that section
of the light curve is extrapolated and has large uncer-
tainties, making it is difficult to determine the accuracy
of the flattened portion of the light curve.
4. DISCUSSION
4.1. Late-time energy release
As we have shown in Mockler et al. (2019), the lumi-
nosity evolution of tidal disruption events broadly fol-
lows the fallback rate of debris. As shown in column
8 of Table 1, t50 of the radiated energy occurs long af-
ter tpeak for the majority of the fitted events (t50 occurs
later than 100 days after peak for 7 of the 14 events,
and t50 > 3× tpeak for 9 of the 14 events). As a result,
a significant fraction of the total energy is available to
be emitted at late times. To check our estimates of the
total bolometric energy released in these events, we need
observations out to at least t50.
A recent search by van Velzen et al. (2019) for late-
time emission from TDEs at times & 10 × tpeak found
that 10 transients were still emitting at FUV wave-
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lengths (the optical emission had faded below host lev-
els). The same study found that power law fits to
early-time FUV emission under-predicted the late-time
FUV emission for PTF09ge, PTF09djl, ASASSN-14ae,
iPTF16fnl, PS1-10jh, and ASASSN-14li, implying that
at these frequencies and at times & 10× tpeak, the emis-
sion was decaying at a slower rate than predicted by
the extrapolations of power law fits to observations near
peak.
To compare the observed late-time emission to predic-
tions from the MOSFiT model, we let Lbol = M˙c
2, and
used the photosphere evolution determined from our fits
to the early light curve (with a minimum photosphere
radius = Rcirc) to get estimates of the FUV emission at
late times (& 10×tpeak). This assumption that the pho-
tosphere evolution can be extrapolated from early times
is likely inaccurate at very late times (& 10 × tpeak),
however we use it to compare with the predictions made
by extrapolating the power law fit to the early light
curves. We find that our estimates of the late time νLν
values sometimes under-predict and other times over-
predict the observed values, as shown in Figure 3. The
early time photosphere evolution no longer provides a
good description for the late-time emission, and we find
that like van Velzen et al. (2019), we also under-predict
the FUV luminosity for PTF09ge, PTF09djl, iPTF16fnl,
ASASSN-14ae, ASASSN-14li, and PS1-10jh. In general,
the discrepancies between our predictions and observa-
tions are smaller than those calculated in van Velzen
et al. (2019), and our predictions are within an order of
magnitude of the observed values for all events except
PTF09djl.
In the bottom panel of Figure 3 we also compare the
predicted Lbol from our model to the value derived by
van Velzen et al. (2019) by fitting blackbody fits to the
late-time observations. The values from our model come
from assuming that the efficiency of conversion from
mass to energy remains constant at late times, and Lbol
continues to follow the mass fallback rate. The pre-
dicted values for Lbol are consistent with the blackbody
fits within the quoted uncertainties for most events (the
uncertainties are quite large as Lbol, obs is derived from
observations in FUV bands only). There is enough en-
ergy in our MOSFiT predictions to produce the observed
FUV luminosity, and for the transients with measured
FUV luminosities that are only a factor of a few different
from the model predictions, it is likely that a different
blackbody radius could reproduce the FUV luminosity.
However, for the events with the largest discrepancies
between the observations and the model predictions (e.g.
PTF09djl), it is clear that a simple reprocessing model
fails to provide a reasonable description of the observed
FUV luminosity.
One way to get better constraints on the energy re-
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Figure 3. We compare the predicted values for νLν and
Lbol from the MOSFiT model to the observed FUV luminosi-
ties and corresponding Lbol estimates from van Velzen et al.
(2019). The ‘predicted’ values are calculated by extrapo-
lating the MOSFiT fits out to the relevant observation times.
The x-axis is in units of time from first mass fallback nor-
malized by the peak timescale (this removes the influence
Mh has on the light curve timescale). The uncertainties in
the model luminosities come from the fits to early-time data
(this is easily seen for the inset light curves). The model
uncertainties are then added in quadrature with the uncer-
tainties from the observations. Top Panel: νLν is calculated
at γ = 1500A˚. νLν, observed is derived from HST observations
with the F125LP and F150LP filters. The MOSFiT extrapo-
lation set the minimum photosphere radius to Risco. Bottom
Panel: To calculate Lbol, predicted, the model efficiency was
assumed to be constant at late times. Lbol, observed was es-
timated from blackbody fits to observations in the F125LP
and F150LP filters. There is significant uncertainty in the
estimate of Lbol, observed due to the lack of SED coverage. We
note that iPTF16fnl has a late-time observation in just one
filter, therefore Lbol, observed was calculated using the tem-
perature estimated from blackbody fits at early times and
we are thus unable to accurately estimate the associated un-
certainties for this measurement. Inset Plots: We plot νLν
and Lbol light curves for ASASSN-14li to give the reader an
idea of how the discrepancies between the model and the ob-
servations shown in this plot map to a typical light curve.
The green shaded curves are the model fits extrapolated out
past the late time observations, the black points are the late
time observations. The x-axes are the same as the larger
plots, (time from tff)/tpeak.
leased at late times is to obtain X-ray limits. Two of the
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events with late-time FUV measurements also have X-
ray detections from Jonker et al. (2020). Both PTF09ge
and ASASSN-14ae were detected by Chandra, strength-
ening the case made by van Velzen et al. (2019) that
the bolometric luminosity of these events remains higher
than expected from extrapolations of early time light
curves (assuming the X-ray emission does not result
from an underlying AGN). As we discuss in Section 2,
there is further evidence that PTF09ge was more en-
ergetic than its initial UV/optical light curve suggests.
The bolometric energy estimated from IR dust emission
is significantly higher than the estimate from blackbody
fits to the light curve (see Table 1 and van Velzen et al.
(2016)), which suggests the presence of additional high
energy emission missed in the initial observations.
In van Velzen et al. (2019), the authors point out
that the late-time FUV observations from flares around
larger mass black holes are closer to their predictions
from early light curve extrapolations than the observa-
tions from smaller mass black holes. The smaller mass
black holes required the addition of a second, shallower
power law to match the data. However, the timescale of
evolution of the light curve is strongly dependent on the
black hole mass. Therefore, it is necessary to scale the
light curve by the black hole mass in order to effectively
compare them. In fact, two of the most extreme under-
predictions to observations are for the transients whose
late time observations were taken after the largest num-
ber of peak timescales (PTF09djl and PTF09ge). Taken
in this context, because the timescales of mass fallback
are lengthened for larger mass black holes, the fact that
van Velzen et al. (2019) find more dramatic light curve
evolution around smaller mass black holes is likely due
to the fact that their mass fallback rate (and therefore
their reprocessing layers and accretion rates) evolve on
shorter timescales.
4.2. Comparison to AGN
While it is an important first step towards understand-
ing how energy is generated in TDEs, this work leaves a
number of important questions regarding the radiation
physics of TDEs and exactly how and where the TDE
emission is generated.
The simplest model for TDE emission is thermal ra-
diation from an accretion disk at Rt, however it fails to
accurately describe the observations. It predicts tem-
peratures that are too high by a factor of about 5, and
an optical luminosity more than an order of magnitude
too dim (e.g., Gezari et al. 2008). This suggests that
X-rays from accretion are being reprocessed into the op-
tical part of the spectrum by a debris envelope with a
much larger effective photosphere, perhaps 10-100 times
Rt. The origin of the extended gas remains unknown.
It has been suggested that a large quasi-static envelope
can be supported by radiation pressure (e.g., Loeb &
Ulmer 1997). An alternative explanation is that the
extended gas instead results from strong accretion disk
outflows (e.g., Strubbe & Quataert 2009). Other works
have suggested that the luminosity is not powered by ac-
cretion at all, but by shocks produced as material falls
back, collides, and circularizes at large radii (e.g., Pi-
ran et al. 2015). In the absence of radiation transfer
studies, it is difficult to distinguish between the pro-
posed theories of the origin of TDE emission, and several
basic questions about the spectrum formation in these
environments remain open. As discussed in Section 3,
estimating the efficiency of conversion between M˙ and
Lbol helps us understand the nature of the processes
producing the emission. The theoretically expected ef-
ficiencies for accretion disks around non-spinning and
maximally spinning super-massive black holes are 0.057
and 0.42 respectively (Novikov & Thorne 1973). Obser-
vational studies of AGN have found the mean accretion
efficiency for AGN to be ≈ 0.08−0.1 with large variation
between individual AGN (Marconi et al. 2004; Davis &
Laor 2011). It is likely that the efficiency at peak for
TDEs is lower than the average efficiency for AGN, sim-
ply because many TDEs approach their Eddington limit
at peak (as discussed in Section 3). However, we might
expect the efficiency averaged over the full TDE evolu-
tion to be comparable to AGN if the majority of the
luminosity is coming from accretion.
In Figure 4 (left panel) we compare the average ef-
ficiencies estimated by our model with the efficiencies
measured for AGN in Davis & Laor (2011). There is sig-
nificant spread in the measured efficiencies for the TDEs
in our sample, and we find that while many of the ef-
ficiencies we estimate are consistent with AGN efficien-
cies within the large associated uncertainties, the lowest
efficiencies in our sample are much lower than those ex-
pected from AGN. We also note that the radii of the
innermost stable orbits (Risco) for the two most massive
events in our sample are larger than the tidal radii for
the disruptions of 1M stars. For an accretion disk to
form effectively, the disruption would likely need to oc-
cur outside of Risco, or a significant fraction of the debris
will plunge directly into the black hole (Gafton & Ross-
wog 2019). In principal, this constraint can help narrow
the range of possible stellar masses for TDEs, however in
this case, D1-9 and D3-13 prefer masses & 1M in both
the fits with the expanded efficiency range used in this
paper and the original fits in Mockler et al. 2019. We
note that the trend of increasing efficiency with increas-
ing AGN black hole mass in Davis & Laor (2011) has
been argued to be due in part to selection effects, how-
ever the plotted estimates are thought to be relatively
accurate (Laor & Davis 2011; Raimundo et al. 2012).
In Figure 4 (right panel) we plot the average effi-
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Figure 4. Left Panel: We compare the average efficiencies (integrated over the full light curve) of our sample of TDEs with
AGN efficiencies from Davis & Laor (2011) as a function of black hole mass. Our data is plotted as colored circles, while the
AGN data from Davis & Laor (2011) is plotted as gray squares. The trend of increasing efficiency with increasing black hole
mass in the AGN data has been argued to be due at least in part to selection effects (Raimundo et al. 2012; Laor & Davis 2011).
We plot two vertical lines denoting where Rt < Risco for a 1M ZAMS star disrupted by black holes with spins of a = 0 and
a = 1 respectively (Risco = 3Rs if a = 0, Risco = 0.5Rs if a = 1). Right Panel: We plot the average efficiencies of our sample
versus the circularization radius in units of gravitational radii, with a dashed line denoting the maximum efficiency of conversion
between kinetic energy (KE) and radiated energy at a given radius (assuming the gas is virialized post-collision). While the
dashed line is the maximum theoretical efficiency of stream collisions at a given radius, simulations by Jiang et al. (2016) found
the stream collision efficiency to be much lower – the radiated energy was ≈ 2 − 7% of the total KE. If these collisions occur
at the circularization radius, we might expect the efficiencies to fall within the gray shaded region in the plot. However, the
collision radius of the most bound debris will be much larger than the circularization radius unless the disruption is very deep
and the black hole is very large, therefore the efficiency of the stream collisions will likely be much lower (Rcoll ≈ 6× Rcirc for
the most bound debris in a full disruption of a solar mass star by a 5× 106M Schwarzschild black hole) (Jiang et al. 2016; Dai
et al. 2015; Guillochon & Ramirez-Ruiz 2015).
ciencies of our TDE sample versus the circularization
radius in units of gravitational radius. We find that
most of the efficiencies derived are also consistent within
the errors to the maximum possible efficiencies from
stream collisions, yet many of the events are in tension
with the expected efficiencies from the stream collision
model. Assuming gas remains approximately virialized,
the maximum fraction of the rest mass energy available
for dissipation (and therefore the maximum possible ra-
diative efficiency) at a given radius from the black hole is
≈ 0.5×v2esc/c2 = 0.5×Rg/Rconv, where vesc is the escape
speed at a given radius, Rg is the gravitational radius,
and Rconv is the radius at which the rest mass energy
is dissipated. This is a very conservative limit, and in
reality the efficiency from stream collision is likely much
lower (as we will discuss in the following paragraphs).
Therefore, if most of the early time emission came from
stream collisions or circularization processes instead of
from accretion, these processes would need to occur close
to the black hole for many of the transients in this sam-
ple (. 100Rg for half of the events, see Figure 4), and
they would need to be very efficient at converting kinetic
energy to radiation.
A natural size scale for the accretion disk is the cir-
cularization radius (Rcirc). The circularization radius is
calculated from the tidal radius and the impact param-
eter, Rcirc = 2Rp = 2Rt/β, and defines the radius of a
circular orbit with the same angular momentum as an
eccentric orbit with pericenter radius ‘Rp’. The smallest
possible radius at which stream collisions could occur is
the pericenter radius, however the expected stream col-
lision radius for the most bound debris is always larger
than the circularization radius for full disruptions of
main sequence stars by Scharwzschild black holes. The
radius at which streams collide is dependent on the orbit
of the bound debris, which can be approximated using
the the mass and radius of the star, the mass (and spin)
of the black hole, and the impact parameter of disrup-
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tion (Jiang et al. 2016; Dai et al. 2015).
For example, given a Schwarzschild 5× 106M black
hole, Rcoll ≈ 6Rcirc for a 0.3M or 1M star, and
Rcoll ≈ 17Rcirc for a 10M star assuming critical disrup-
tions of both stars (β = 0.9 for the 0.3M star, β = 1.8
for the 1 and 10 M stars; Guillochon & Ramirez-Ruiz
2015). We see that Rcirc provides an approximate size
scale for the transition between where accretion pro-
cesses occur and where stream collisions occur.
We thus conclude that it is only energetically feasible
for stream collisions to power events with efficiencies
close to the maximum efficiency at the circularization
radius if collisions occurring near this radius have con-
version efficiencies between kinetic energy and radiated
energy that are larger than 50%. In Jiang et al. (2016),
the conversion rate between kinetic energy and radiated
luminosity for stream collisions is found to be ≈ 2− 7%
(or ≈ 4 − 14% of 1/2 of the total kinetic energy – the
fraction available to be radiated if the material is viri-
alized), emphasizing that realistic efficiencies for stream
collisions are likely much less than 50%.
About half of the events in this sample have effi-
ciency estimates that are comparable to the maximum
efficiency at the circularization radius, while the other
half have efficiency estimates that are closer to 2-7% of
the KE at the circularization radius (of course there are
still large systematic uncertainties, as discussed in Sec-
tion 3). We note that the degeneracy in M∗− does not
significantly change this result, as using a higher/lower
efficiency requires a lower/higher stellar mass and the
circularization radius increases with stellar mass. Us-
ing a lower efficiency requires using a larger circulariza-
tion radius, and vice versa, moving events diagonally in
the  − Rcirc plane. More precisely, Rcirc ∝ M1/3∗ R∗ ∝
M
1/3+ξ
∗ – the stellar radius, R∗, can be approximated as
R∗ ∝ Mξ∗ with 2/3 & ξ & 1 for most zero age main se-
quence (ZAMS) stars (Tout et al. 1996). Therefore, as
you increase/decrease efficiency and decrease/increase
M∗, you move along lines in  − Rcirc space that are
approximately parallel to  ∝ 1/Rcirc ∝ v2circ/c2. Of
course, if the ‘scaled’ impact parameter is constant (the
approximate fraction of mass bound to the black hole
remains the same), then the physical impact param-
eter (β) will change as one changes stellar structure.
However, for main sequence stars it will generally not
change the circularization radius by more than a factor
of ≈ 2, except in the case of super-critical disruptions
(Rcirc ∝ 1/β, and a full disruption of a lower mass ZAMS
star occurs at β ≈ 0.9, while a full disruption of a solar
mass ZAMS star occurs at approximately β ≈ 1.8).
It remains possible that some fraction of TDEs are
powered by stream collisions early on in their light
curves, while others are powered by accretion. While
it is likely that the flares with the highest measured ef-
ficiencies originate at small radii close to the black hole,
and the flares with the lowest measured efficiencies orig-
inate further from the gravitational radius, it is clearly
necessary to reduce the uncertainty in these efficiency
estimates before we can derive more stringent conclu-
sions.
4.3. Summary and Future Prospects
• In TDEs, a significant fraction of the total energy
is radiated at late times. This is because the lumi-
nosity is observed to follow the mass fallback rate
of stellar debris onto the SMBH. Estimates of the
energy radiated during initial observations consti-
tute . 50% of the total estimated radiated energy
for the majority of the events in our sample (see
Table 1).
• The late time luminosity (& 10 peak timescales)
extrapolated by assuming the luminosity continues
to follow the fallback rate is consistent with the
blackbody bolometric luminosities estimated from
observations in van Velzen et al. (2019) for 8 out of
the 9 events in both samples, but the associated
uncertainties are extremely large (see Figure 3).
In their work, van Velzen et al. (2019) argue that
in order to explain the FUV luminosity, the total
energy released at late times is significantly larger
than the blackbody estimate suggests. If this is
proven true with X-ray observations, our conclu-
sion that the energy estimated during UV/optical
observations is . 50% of the total radiated en-
ergy is highly conservative. This would mean that
the corresponding radiative efficiencies need to be
larger than those estimated here.
• The efficiency () of conversion from mass to radi-
ated energy is somewhat degenerate with the mass
of the disrupted star (see Figure 1). Calculating
this efficiency requires untangling the amount of
mass feeding the black hole from the luminosity
of the event. The mass fallback rates used in the
MOSFiT model are self-similar over large ranges of
stellar masses (Mockler et al. 2019), encumbering
our attempts to isolate the effects of the stellar
mass from those of the efficiency on the observed
light curve.
• The efficiency () of conversion from mass to ra-
diated energy for tidal disruption flares are con-
sistent with AGN efficiencies and, in most cases,
with stream collision efficiencies (see Figure 4).
• We find that near the peak of the transient light
curve, the mass fallback rate is often close to, or
greater than, the Eddington mass fallback rate,
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resulting in peak luminosities that are a signifi-
cant fraction of the Eddington limits of the black
holes (see Figure 2). This often requires that the
efficiency is reduced near the peak of the light
curve (see Dai et al. (2018) for simulation work
addressing this efficiency ‘suppression’). There-
fore estimates of the efficiency comparing the peak
bolometric luminosity to theoretical mass fallback
rates will likely under-predict the average value of
the efficiency.
We have shown that for a TDE with a well-resolved
light curve permit a significant reduction of the number
of potential combinations of star and SMBH properties.
However, when attempting to estimate the conversion
efficiency from mass to electromagnetic radiation from
a well-resolved light curve, the largest model uncertainty
in our measurement comes from the degeneracy between
the efficiency and the mass of the disrupted star. Our
current mass fallback rates rely on polytropic solutions
to stellar density profiles. An important step towards
improving our stellar mass estimate is to use mass fall-
back curves that are based on more accurate stellar
structures. There have been several promising develop-
ments in this area, as multiple groups have recently pro-
duced simulations of disruptions using realistic (MESA)
stellar profiles. Although none of these studies vary over
the full impact parameter range of the disrupted stars
(as was done in Guillochon & Ramirez-Ruiz (2013) using
polytropes), they already highlighting some measurable
differences in the shape of the fallback rate curve, par-
ticularly for higher mass (3M) stars (Law-Smith et al.
2019; Golightly et al. 2019; Ryu et al. 2020). It is our
hope that incorporating this information into our models
in future work will make it easier to constrain the mass
of the disrupted star, and thus the associated radiative
efficiency. Interestingly, Law-Smith et al. (2019) have
shown that the composition of the debris that falls back
to the black hole changes with time and is dependent on
the mass and age of the star. It is thus of paramount
importance to improve our understanding on how these
composition anomalies might imprint themselves on the
observed TDE spectra, so that we can better constrain
the stellar mass of the disrupted star. This will enable
a better characterization of both the mass to energy ef-
ficiency and the properties of the nuclear star clusters
that surround the disrupting SMBHs.
We are indebted to J. Guillochon and K. Auchettl for
their collaboration and for thier illuminating perspec-
tives on many of the ideas included in this work. Our
thoughts on the topics discussed here have been clari-
fied through useful exchanges with J. Dai, J. Law-Smith,
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UCSC. Calculations for this work also made use of an
HPC facility funded by a grant from VILLUM FONDEN
(project number 16599) and affiliated with the Univer-
sity of Copenhagen.
REFERENCES
Arcavi, I., Gal-Yam, A., Sullivan, M., et al. 2014, ApJ, 793, 38
Auchettl, K., Guillochon, J., & Ramirez-Ruiz, E. 2017, ApJ, 838,
149
Blagorodnova, N., Gezari, S., Hung, T., et al. 2017, The
Astrophysical Journal, 844, 46
Bonnerot, C., Rossi, E. M., Lodato, G., & Price, D. J. 2016,
MNRAS, 455, 2253
Chornock, R., Berger, E., Gezari, S., et al. 2014, ApJ, 780, 44
Coughlin, E. R., & Nixon, C. J. 2019, ApJL, 883, L17
Dai, L., McKinney, J. C., & Miller, M. C. 2015, ApJL, 812, L39
Dai, L., McKinney, J. C., Roth, N., Ramirez-Ruiz, E., & Miller,
M. C. 2018, ApJL, 859, L20
Davis, S. W., & Laor, A. 2011, The Astrophysical Journal, 728,
98
Frank, J., & Rees, M. J. 1976, MNRAS, 176, 633
French, K. D., Arcavi, I., & Zabludoff, A. 2016, ApJL, 818, L21
Gafton, E., & Rosswog, S. 2019, MNRAS, 487, 4790
Gezari, S., Basa, S., Martin, D. C., et al. 2008, ApJ, 676, 944
Gezari, S., Chornock, R., Rest, A., et al. 2012, Nature, 485, 217
Golightly, E. C. A., Nixon, C. J., & Coughlin, E. R. 2019, ApJL,
882, L26
Guillochon, J., Nicholl, M., Villar, V. A., et al. 2018, ApJS, 236,
6
Guillochon, J., & Ramirez-Ruiz, E. 2013, ApJ, 767, 25
—. 2015, ApJ, 809, 166
Holoien, T. W.-S., Prieto, J. L., Bersier, D., et al. 2014,
MNRAS, 445, 3263
Holoien, T. W. S., Kochanek, C. S., Prieto, J. L., et al. 2016a,
MNRAS, 463, 3813
Holoien, T. W.-S., Kochanek, C. S., Prieto, J. L., et al. 2016b,
MNRAS, 455, 2918
Hung, T., Gezari, S., Blagorodnova, N., et al. 2017, The
Astrophysical Journal, 842, 29
Jiang, Y.-F., Guillochon, J., & Loeb, A. 2016, ApJ, 830, 125
Jonker, P. G., Stone, N. C., Generozov, A., Velzen, S. v., &
Metzger, B. 2020, ApJ, 889, 166
Kochanek, C. S. 2016, MNRAS, arXiv:1601.06787 [astro-ph.HE]
Kollmeier, J. A., Onken, C. A., Kochanek, C. S., et al. 2006,
ApJ, 648, 128
Kroupa, P. 2001, MNRAS, 322, 231
Laor, A., & Davis, S. 2011, arXiv e-prints, arXiv:1110.0653
Law-Smith, J., Guillochon, J., & Ramirez-Ruiz, E. 2019, ApJL,
882, L25
An Energy Inventory of Tidal Disruption Events 13
Law-Smith, J., Ramirez-Ruiz, E., Ellison, S. L., & Foley, R. J.
2017, ApJ, 850, 22
Li, G., Naoz, S., Kocsis, B., & Loeb, A. 2015, MNRAS, 451, 1341
Lodato, G., & Rossi, E. M. 2011, MNRAS, 410, 359
Loeb, A., & Ulmer, A. 1997, ApJ, 489, 573
Lu, W., & Kumar, P. 2018, ApJ, 865, 128
Madigan, A.-M., Halle, A., Moody, M., et al. 2018, ApJ, 853, 141
Marconi, A., Risaliti, G., Gilli, R., et al. 2004, The Interplay
among Black Holes, 222, 49
Metzger, B. D., & Stone, N. C. 2016, MNRAS, 461, 948
Mockler, B., Guillochon, J., & Ramirez-Ruiz, E. 2019, The
Astrophysical Journal, 872, 151
Novikov, I. D., & Thorne, K. S. 1973, in Black Holes (Les Astres
Occlus), 343
Piran, T., Svirski, G., Krolik, J., Cheng, R. M., & Shiokawa, H.
2015, ApJ, 806, 164
Raimundo, S. I., Fabian, A. C., Vasudevan, R. V., Gandhi, P., &
Wu, J. 2012, Monthly Notices of the Royal Astronomical
Society, 419, 2529
Ramirez-Ruiz, E., & Rosswog, S. 2009, ApJL, 697, L77
Rauch, K. P., & Tremaine, S. 1996, NewA, 1, 149
Roth, N., Kasen, D., Guillochon, J., & Ramirez-Ruiz, E. 2016,
ApJ, 827, 3
Ryu, T., Krolik, J., Piran, T., & Noble, S. C. 2020, arXiv
e-prints, arXiv:2001.03501
Servin, J., & Kesden, M. 2017, Phys. Rev. D, 95, 083001
Stone, N. C., Generozov, A., Vasiliev, E., & Metzger, B. D. 2018,
MNRAS, 480, 5060
Strubbe, L. E., & Quataert, E. 2009, MNRAS, 400, 2070
Tout, C. A., Pols, O. R., Eggleton, P. P., & Han, Z. 1996,
MNRAS, 281, 257
van Velzen, S., Mendez, A. J., Krolik, J. H., & Gorjian, V. 2016,
The Astrophysical Journal, 829, 19
van Velzen, S., Stone, N. C., Metzger, B. D., et al. 2019, The
Astrophysical Journal, 878, 82
van Velzen, S., Anderson, G. E., Stone, N. C., et al. 2016,
Science, 351, 62
Wyrzykowski,  L., Zielin´ski, M., Kostrzewa-Rutkowska, Z., et al.
2017, MNRAS, 465, L114
