Abstract: At present, most fault diagnosis for grinding system is based on artificial judgments, which is inefficient, low accurate, high cost and easy to cause casualties. The traditional neural network has an unsatisfying performance to predict on high dimensional dataset, and is hard to extract crucial features, which brings about terrible classification results. To solve the above problems, the paper present a deep learning based on autoencoder to realize the intelligent diagnosis for grinding system. The algorithm applies autoencoder to extract features from fault dataset, and transit the non-linearized features to Softmax classification to recognize the fault category. This paper compares autoencoder-based deep learning networks and the traditional BP neural networks in experiments, and it is concluded that the autoencoderbased deep learning outperforms BP networks in the unbalanced classification. The classification precision is up to 92.4% by using the proposed method.
INTRODUCTION
The grinding process is one of the most important aspects of beneficiation production and its main task is to dissociate useful minerals and gangue monomer by mineral grinding and grading, to create the conditions for the subsequent sorting operations. The grinding process is a typical process of the industrial process. This process often results in instability of grinding by its slow production process, a long lag time, complicated mechanism, and various external distorting factors including random changes in ore, water, properties and loading capacity. Apart from data visualization and storage, there is little complete fault diagnosis system for keeping the stability of equipment such as the core one of the grinding and grading process, ball mill. This is fundamentally caused by factors of person and techniques. Because of the poor environment of mine, difficulties exist when attracting experts, and the grinding fault diagnostic technique developed slowly. Nowadays, with the development of information science and technology, it draws highly expectation and attention to analyzing data collected and transmitted by I/O for efficient fault diagnosis. This paper proposes a deep learning technique based on an ensemble of autoencoder and softmax classifier to realize intelligent fault diagnosis in the process of a V-type grinding system. In this paper, firstly, preprocessing is applied to the dataset which has been collected for a long term. The input vector dimension, the faulty representation method is defined, the missing data and the noise data are handled properly, and the mapping between feature vectors and label data is established by association analysis of the dataset. Secondly, build a BP neural network, and the input data are the feature vector without feature transformation. The BP neural network performs poorly, which shows the limitation of the BP neural network when putting in high-dimension vector. In order to solve the problem of poor performance to identify the high-dimensional feature vectors of BP neural network, the features are extracted and transformed nonlinearly by autoencoder. By cascading BP network and softmax classifier behind autoencoder separately, two models are built for predicting faults. It can be concluded from the experiment, that the autoencoder softmax deep learning network performs better than BP neural network. The second section introduces related works of the classification and development of fault analysis; the third section introduces data preprocessing and fault recognition using BP network; the fourth section is divided into two parts, one is for introducing principle of autoencoder and softmax classifier, and the other is for the comparison and analysis of experiment results between autoencoder, BP network, and softmax classifier. The final section is the conclusion and significance of this paper.
RELATED WORK
With the improvement of industrial production indicators, the technique of fault analysis developed to an extent. The fault analysis methods can be divided into two kinds: methods based on mathematical models, and methods based on artificial intelligence.
Methods based on mathematical models: LiuQiang [1] proposed a multivariate statistical monitoring method for industrial process with complex data characteristics and the advantages, progresses, applicable ranges and the possibility of the combination of data-based and knowledge-based fault diagnosis are discussed, respectively. LiYong [2] proposed a simplifying algorithm based on the combination of principal component analysis and Bayes network, for the fault diagnosis of uncertainty issue. With this method, redundant information can be eliminated to increase the accuracy and reliability of diagnostic results. Mark L. Darby [3] proposed an effective method based on the combination of unknown input observer and the famous Beard fault detection filter. The fault information is obtained by comparing the output of the system with the output of the observer. As a result of difficulties and limitations for mathematical models with complex systems, artificial intelligence based methods arise to solve this. Artificial intelligence diagnosis method based on neural network, which takes implicit representation and expresses some knowledge of a problem in the same network, is universal and easy to realize the overall acquisition of knowledge and parallel association reasoning. In the article [4] , an intelligent level detection method based on fuzzy neural network multi-sensor fusion is proposed. The parameters of variables collected by multisensors are fuzzified according to the fuzzy rules, and the neural network is constructed for data fusion. In the article [5] , an improved BP algorithm with momentum term and a chaotic map is adopted to solve the problem that the neural network tends to fall into a local minimum. By introducing the momentum term and chaos map, the chaotic neural network model of ball mill fault diagnosis is established. In the article [6] , a method of the combination of multilayer perceptron neural network and system identification is used to establish the prediction model of predicting fine mining position. The advantages of neural network models are high classification accuracy, strong robustness, and fault tolerance, the ability to deal with or approximate complex nonlinear functions, and the ability to detect the dependence of different inputs. However, the traditional neural network suffers from overfitting, slow convergence, and huge amounts of computation derived from numerous parameters. In order to solve the problems such as few fault samples, strong nonlinearity, multi-fault processing, and the disadvantages of traditional intelligent diagnosis methods, a new method based on decision tree (DT) and relation vector machine (RVM) fault diagnosis method is proposed. [7] The multi-class classification problem is decomposed into multiple class-two classification problems by constructing an ensemble of decision binary trees. The advantages of DTs and RVMs are that it enables process discrete data and continuous data simultaneously, deals with interaction of variables, which are suitable for small scale data. The disadvantage is a shortage of predicting numerical results. In summary, the most appropriate method varies with situations. Owing to the feature of ball mill data: large amounts of data, multi-variable, strong coupling and large inertia. In this paper, a combination of Autoencoder and Softmax deep learning algorithm is put forward, to achieve high-precision classification for high-dimensional input data.
FAULT RECOGNITION ON BP
At first, the artificial neural network has a strong learning ability for knowledge and its ability to parallel processing of data can greatly improve its speed of dealing with information. Based on this idea, we used neural network technology in the grinding process in order to obtain the desired diagnostic results.
Data analysis and Preprocessing
This paper was based on the datasets provided by the post record of the V-type grinding system. The dataset was analyzed to realize the classification and prediction of the faults which arose during the grinding system operation. Dataset form were some data (temperature, pressure, sound, vibration, etc.) which were collected at the acquisition point of the system for every hour. It covered a total of 1000 hours, 30 measurement indicators. It is obviously far difficult to analyze and solve these 1000 groups of data in the 30 dimension by a direct way. It is easy to found that there are a number of these 30 measurement indicators will never change in any conditions so these data can be removed these before the analysis. With this method, the vertical dimension of the dataset will decrease from 30 dimensions to 24 dimensions. There is still a good deal of missing data in the dataset. As to the processing of these data, the missing data was filled by averaging the data within 5 hours before and after the missing data. Grinding control system itself is a multi-variable and strong-coupling system where the detection points detect the temperature, current, voltage, vibration and other signals of the running equipment. These signals will be doped with a variety of noise in the collection process, which are some data whose parameter beyond (far below) the normal value of the data in the dataset. The effect of diagnosis will be affected by the noise and the accuracy has a certain degree of decline. Therefore, in the data preprocessing process, removing those showing significant noise data to build the training sample dataset, so that the diagnostic effect will significantly improve. Faults in grinding production are generally divided into grinding equipment faults such as ball mill faults and production process faults just like unbalance of material input and output etc. This paper mainly focused on the analysis of the faults given by the project. The final purpose was to diagnose the faults so that the faults should be regarded as the label. In order to characterize these factors this paper adopted "one-hot vector", that is, for the first type of fault in the corresponding position is 1 and the rest of the position is 0.It also equivalent to the use of binary coding. These faults were divided into eight kinds so the label "one-hot vector" was a two-dimension binary vector.
Tabel1. The reasons and characterization of faults Faults phenomenon Faults reasons Faults characterization
Normal
No reason 100 000 00
The lower of mine pressure
Leakage of the ore box at the feed end 010 000 00
Increase of mine pressure Cyclone perforation 001 000 00
Main motor currents and clutch cylinder's pressure are high.
Cylinder failure 000 100 00
The oil pressure low, mailbox temperature high. It is shown in Table 1 that the types of failures are divided into 8 kinds such as ore feeding box leakage, cyclone perforation cylinder failure and so on. There was a strong correlation between the several kinds of faults, as a result, more difficult to identify. By analyzing the data can we found that when established the map relation between the feature vector and the target. The labels corresponding to the 1000 sets of feature vectors were 865 kinds of freefaults and 135 kinds of faulty. It was an apparently serious imbalance classification problem. Here we choose the twodimensional feature of the analysis shown in Fig 1. It can be seen from fig.1 that the first kind of fault in these eight faults, that is, the free-faults accounts a large proportion. What's more, the third, fourth, and fifth kinds of faults account much smaller proportion than the first. It is a severe imbalance classification problem and faults distribution is scattered that is not conducive for the classifier to diagnose the faults. Therefore, we will not take the correct classification rate of the fault class that accounts smaller proportion as assessment criteria when solving the problem. 
Foundation of BP-network and Size Selection
At first, the artificial neural network has a strong learning ability for knowledge and its ability to parallel processing of data can greatly improve its speed of dealing with information. Based on this idea, we used neural network technology in the grinding process in order to obtain the desired diagnostic results. Nowadays, BP neural network is applied to many feedforward networks. It has many advantages such as fast learning speed, good approximation ability, and strong classification ability. In this paper, BP neural network is used to diagnose the faults in the grinding process and the functional structure of the system is shown in Fig 2 . The traditional BP neural network is easy to fall into the local minimum points. In this paper, the batch method was used to train the neural network, which was not influenced by the ordering of the learning samples in the process of training. The self-adjustment method of learning rate was used to accelerate the convergence speed. The model of BP neural network constructed in this paper was a threelayer neural network. It was namely input layer, hidden layer, and an output layer. Due to the no significant correlation between the data and the large differences between the order and magnitude, so this paper will normalize the data before importing them to the network.
Experiment and Result Analysis
In the beginning, the 1000 groups dataset was divided into 900 groups data as the training sample set and the remaining 100 groups data as the test dataset to cross validation in case of the network over-fitting. The data will be processed in batches when the training sample set is importing to the network, that is, every 100 groups of data an epoch. The weights and thresholds are saved after training the network and the next test set will be imported into the trained network to verify the network reliability and diagnostic accuracy. The output of the network can be divided into two types: one is fault-free and the other is faulty after the input of the training sample set. The next is to analyze what's the kind of the fault. The problem of fault identification in this paper is not a traditional classification problem which is a serious problem of classification imbalance. The main assessment criteria in the unbalanced classification can be given by using the confusion matrix, as shown in True Positive TN Here we will illustrate the confusion matrix by a simple two-value classification problem. In a two-value classification problem, if a positive example is judged as positive then a true case (True Positive, TP) is considered to be generated. A negative example is correctly taken as a negative example and it is assumed that a True Negative (TN) is generated. Accordingly, the other two cases are called false negatives (FN, False Positive, and False Positive, respectively). These four cases are shown in Table 2 . There will be a fault as a positive example and a free-fault as a negative example. In this case, the definition of the following evaluation criteria are formed: 1) Error rate :
(1) This criteria is not practical for the non-existence of nonequilibrium classification and when a category is more important than other categories. It is also not particularly suitable for this question and only a reference assessment criteria.
2) The accuracy rate of fault prediction:
(2) This criteria gives the proportion of real cases predicted to be positive samples. If there are N samples are judged as faults category by the classifier in this experiment. In the N predicted faults category, there are n true fault category samples, then the accuracy rate of fault prediction is the ratio of n to N.
3) The accuracy rate of free-fault prediction: Faults 21 24 Free-Faults 24 55 It is can be calculated from the experimental results that the accuracy rate of fault prediction is 46.7%, the correct rate of free-fault is 69.6%, and the error rate is 26% of the BP neural network without any feature transformation. It can be seen that if the input characteristics are imported into the neural network without any characteristic change, then the performance of the network in the accuracy of the fault recognition is relatively poor and the error rate is high. This also further shows that the traditional BP neural network does not apply to high-dimensional inputs of the imbalanced classification problem.
AUTOENCODER SOFTMAX CLASSIFIER
The input dimension of the training sample set is 24 while for the neural network, the higher the input dimension is, the worse the training effect is. We can apply the method which is similar to the image lossless compression technique to further extract the features of the training set. For this reason, Autoencoder self-coding neural network is a good choice.
The introduction of Autoencoder and softmax structure
The autoencoder neural network is an unsupervised learning algorithm that allows the output value is equal to the input value. If the number of hidden layer neuron in the neural network is far smaller than that of the input layer and the output layer which forces the self-coding neural network to learn the compressed representation of the input data. Assuming that the data imported by the neural network are completely random data, then it will be too difficult to learn this random data compression. On the 1 
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one hand, if plenty of the features are related to each other, the self-encoding algorithm can find the correlation between these associated data and reconstruct the input data in the output layer. On the other hand, if the number of neurons in the hidden layer of the neural network is larger or equal to the input layer we can also add the sparseness limit to the neurons in the hidden layer. In this condition, the self-coding neural network can still discover the correlation between the input data. The output value of the hidden layer of the Autoencodersoftmax classifier network is just similar to the pooled feature value, but it contains almost all the information of the input vectors. The number of neurons in the output layer is nine, which are just corresponding to the nine kinds of fault categories. Different from the traditional neural network, the output layer becomes a Softmax classifier. The concrete structure of the network is shown in Fig 3. The final weights and the thresholds will be saved when Autoencoder network training is finished. The following work is to train the Autoencoder softmax classifier network with the weights and thresholds of the previously trained network. This training algorithm is named L-BFGS that is to minimize the cross-entropy. Cross-entropy, which is generated by information compression is used to measure the inefficiency of our predictions to describe the truth. If the cross-entropy is smaller, the efficiency will be lower and the accuracy will be higher. 
The comparisons of identifying effect between Auto-BP and Auto-softmax networks
In the BP network and Autoencoder-Softmax deep learning network experiment, we select 900 sets of data as the training sample set and the remaining 100 sets of data as the test set to cross-validation. Several kinds of classification assessment standards are proposed based on chapter 3.3. This article conduct comparison experiment between Autoencoder-BP neural network and Autoencoder-Softmax deep learning network. Feature extraction is performed by Autoencoder selfcoding network before the 24-dimension feature vectors are input to the network. The self-coding network can also be treated as a neural network whose objective function is to make the output as much as equal to the input so that it can achieve lossless compression in the hidden layer. In order to verify the performance of the self-encoding network, we select the eight-dimensional features to observe the restoration effect that is shown in figure 4 . It can be seen from the above figure, the vast majority of the restoration feature points are still close to the feature points encoded. Therefore, we can conclude that after several steps training self-coding network can reproduce the input preferably. In other words, the extracted feature of hidden layer contains most of the information of the input feature, that is, the higher-dimensional input vectors of the original network can be replaced by a set of more obvious feature vectors of the output in the hidden layer. shows that the number of features of selfencoding is significantly reduced compared with the number of features before encoding. It is just the result of the self-coding to the high-dimensional redundant feature lossless compression. Not only the number of features decreased, but also the distribution of the fault point is more concentrated so that we can use the classifier to achieve accurate classification. Table 4 , it can be calculated that the accuracy rate of fault prediction is 66.7% for Autoencoder-BP network, 78.6% for free-fault prediction, and the error rate is 15.0%. It can be seen that compared with the traditional BP neural network, the accuracy rate of fault prediction is improved meanwhile the error rate is decreased. Table 5 in the above formula we can get the following: Autoencoder-Softmax deep learning network gains that the accuracy rate of fault prediction is 82.2%, the free-fault is 90.3%, and the error rate decreases to 8%. Comparing these three algorithms the result is shown in Fig 6 . From Fig.6 it can be concluded that the AutoencoderSoftmax deep-learning network is superior to the previous two networks in predicting free-faults and the error rate is greatly reduced. What's more, the deep learning network has a good performance on the imbalanced classification problem.
The experiment result of Autoencoder-BP neutral network
The experiment result of Autoencoder-Softmax deep-learning network
CONCLUSION
The proposed autoencoder softmax deep learning networks can qualified extract efficient features from a burdensome dataset of feature vectors, and the high dimensions of inputs can be almost losslessly compressed down to lower level to release the computational cost. In unbalanced classification, the traditional BP networks have an unsatisfying classification precision to faults, and its convergence is relatively slow, which easily causes the optimal result to get in a local minimum. Though batching has been used to accelerate convergence, the precision has no obvious increase. On the contrary, the convergence speed and classification precision of autoencoder softmax deep learning networks are superior to BP networks. In the paper, by using autoencoder the accuracy of fault prediction is 90.3%, the accuracy of non-fault predication is 82.2%. In brief, the proposed method will provide a theoretical foundation for nontraditional classification, and will give far-reaching significance to the field of fault identification.
