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Abstract
Edge flames are fundamental flame structures essential to the description of flame hole dy-
namics in turbulent combustion and the stabilization of lifted jet flames. In this thesis we
concentrate on the role of boundary conditions and how they, in turn, can induce an un-
desirable streamwise pressure gradient in the trailing diffusion flame that affects the edge
flame speed. A novel numerical scheme is designed to solve the nonlinear eigenvalue prob-
lem based on the variable-density zero Mach number reactive Navier-Stokes equations. It
employs a homotopy method to gradually map the solutions from the constant-density edge
flame to the more challenging variable-density edge flame. The flow and the combustion
fields are segregated within an outer Picard iteration embedded in a Newton method, which
is solved sequentially using GMRES with proper multigrid preconditioners. This efficient
algorithm enables the parametric study of the effects of differential diffusion and strain rate
on edge flame structure and propagation velocity for variable-density flows. Previous studies
observe that the ratio of the edge flame speed to the premixed stoichiometric laminar flame
velocity scales approximately as the square root of the ratio of the cold stream density to
the stoichiometric density. In our simulations, where no pressure gradient is present, it is
found that the speedup of the normalized edge flame velocity might be superlinear on the
density ratio. This result is new and complements previous results, for different boundary
conditions, which suggests that the edge flame speed is a strong function of the particular
hydrodynamic boundary conditions employed in the simulations.
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Chapter 1
Introduction
Flames have many practical applications and are of great scientific interest. The combustion
of fossil fuels in most energy conversion systems, including internal combustion engines and
gas turbines, provides a great proportion of the world’s energy requirements. A better
understanding of the physico-chemical processes presented in flames would facilitate the
design of more efficient and clean combustion devices, as well as the development of better
techniques for fuel efficiency, pollution, noise control, fire hazard safety, the use of alternative
fuels, etc.
In most practical situations combustion of gaseous fuels occurs in a turbulent flow field.
Reactive turbulent flow is a very complex and challenging problem to model due to wide
range of length and time scales. One of many approaches to gain some insight into the
reactive turbulent flows is by studying combustion occurring in laminar flow conditions.
For example, specific aspects of the interaction between the chemical and turbulent flow
processes are simulated in simple laminar flow configurations where they can be studied
in detail. Subsequently, the knowledge gained by such studies may be applied to model
combustion in turbulent flows.
1.1 Edge Flames
Combustion is generally classified as either non-premixed or premixed. A non-premixed flame
is when the oxidizer and fuel are supplied from the opposite sides of the thin reaction zone,
where heat generated by the chemical reaction increases the temperature within the reaction
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zone while the temperature outside the reaction zone remains low. The reactants that
are initially separated diffuse towards the reaction zone, therefore mixing and combustion
take place simultaneously. When the oxidizer and fuel are homogeneously mixed prior to
entering the combustion chamber, premixed flames are formed. In many applications, the
most efficient combustion takes place such that both non-premixed and premixed flames
coexist in what is referred to as partially premixed combustion. For example if the fuel
and oxidizer enter the combustion chamber separately, but partially mix by turbulence,
combustion happens in a stratified medium when the mixture is ignited. Those cases often
show interesting phenomena that requires special attention different from the conventional
non-premixed/premixed combustion studies.
Canonical problems for studying partially premixed combustion cover a wide range of
scenarios from liquid gasoline spray injected into an engine cylinder to the stabilization of
lifted turbulent non-premixed jet flames. In a turbulent flow, when the enhanced thermal
gradient caused by the velocity fluctuation that is beyond the level of strain rate that can
be sustained by the chemical reactions exceeds the rate of heat release from the chemical
reactions, local extinction of the flame surface may occur. Such locally quenched region is
often referred to as a ‘flame hole’, and the spatial transition between burning and quenched
mixtures along the length of the flame sheet at the flame hole perimeter can be thought of
as an intermediate flame structure called an edge flame. The edge flame defines the flame
boundary of a flame surface with the quenched regions. After the onset of extinction, edge
flame acts as a reignition/extinction front and the flame hole evolves with time. The propa-
gation speed of the edge flame determines important properties such as the rate of change of
the turbulent flame surface. Depending on the positive or negative value of the propagation
speed, the flame hole can shrink or expand, leading to re-establishing burning in extinguished
mixture or extending extinction throughout the diffusion flame sheet. The direction of the
edge flame propagation is along a surface that is in the vicinity of stoichiometric mixture [1].
Therefore, edge flames are the micro-structural elements responsible for extinction/reignition
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dynamics as well as some observed global failure modes of partially extinguished flames; e.g.,
flame blow off.
The propagation dynamics of edge flames is mainly dominated by the mixture fraction
gradient, or equivalently by the characteristic time of the reactants diffusing across the flame
thickness [2–4]. Long diffusion time resulting from small mixture gradients produces strong
and advancing edge flames whose premixed fronts react in a much shorter chemical time
scale, followed by a strong trailing diffusion flame. On the opposite, short diffusion time
resulting from large composition gradients produces highly curved wings and possibly the
absence of the tri-brachial structure, resulting in a slender edge flame followed by a weak
diffusion flame, where the chemical depletion process is slowed down by the short residence
time of the reactants in the flame.
The edge flame may propagate at a negative velocity at very high strain rates. This is
accompanied by the thickening of the reaction zone and also by a reduction in the reaction
rate. At even higher strain rate, extinction may occur. Edge flames with negative burning
velocities have been theoretically predicted by [5, 6], and have also been numerically simu-
lated by [7] for premixed flames propagating in counterflow geometry. The existence of such
a flame has been demonstrated experimentally in a counterflow configuration by [8].
The edge flame was first observed in the laboratory by Phillips [9] in two-dimensional
mixing layers with stratified methane concentration. Since this pioneer work, more sub-
sequent experiments have confirmed the existence of edge flames in laminar flows [10–12].
Some of the earliest analysis on edge flames were given by Lin˜a´n and Crespo [13] and Ohki
and Tsuge [14]. Subsequently the theoretical foundation for the analysis of two-dimensional
edge flame structure was established by Dold and Hartley [15–17] using a constant-density
model with a single-step chemical reaction and large activation energy. They have focused
on the regime of flame propagation in weakly nonuniform mixtures. A number of theoretical
and numerical studies of edge flame has been conducted base on one-step chemistry [18–22],
to name a few, as well as a few experimental observations [23–25] in which extinction by
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strain produces the edge flame.
There have been several reviews addressing various issues related to edge flames: Williams
reviewed quasi-steady flamelets [26], Buckmaster discussed various theoretical models [27],
Hilbert focused on detailed chemistry effect [28], Chung and Lyons concentrated on experi-
mental lifted jet flames [29, 30], and Matalon focused on flames dynamics in mixing layers
[31–33].
Various factors affect the propagation speed of edge flames. Buckmaster and Matalon
[34] investigated the effect of Lewis number on edge flames in weakly stratified mixtures
using large activation energy asymptotics. They found that the rich premixed flame can
extend ahead of the edge flame tip. The effect of preferential diffusion was also studied for
the strained mixture [22, 35–37]. Im and Chen [38, 39] studied the effect of flow strain by
direct numerical simulation. The effect of gravity on edge flames through buoyancy has also
been investigated by Azzoni et al. [40], Kioni et al. [12], and Chen and Echekki [41].
Numerous experimental works have investigated the structure and stability of laminar
counterflow edge flames [42–44]. The propagation of unsteady edge flames in laminar non-
premixed jet was investigated in [45–47]. The experimental work on edge flames in micro-
gravity environment was conducted in [48].
1.2 Occurrence of Edge Flame
The edge flame propagation is essential in many practical applications where fuel and oxidizer
are supplied separately into a combustion chamber and partially mixed by turbulence, such
as aircraft gas turbines and direct injection gasoline engines [49–51]. Another example is the
fire hazard associated with flame spreading over methane layers that often form at the roof
of coal mine roadways [9]; this problem motivated the earliest investigation of edge flames.
The edge flame propagation speed also determines the lift-off distance in lifted jet flames
near the rim of a burner. The flame lift-off distance is one of the necessary factors for stable
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and efficient operation of large industrial boilers [49], where lifting the flame base off the
burner has the advantage of avoiding thermal contact between the flame and the rim as well
as erosion of the burner material.
Other scenarios where the edge flame propagation plays important roles include the tran-
sient ignition/extinction processes [1, 52, 53], jet flame stabilization/blowoff mechanisms
[23, 54–60], and the mixing layer downstream from a splitter plate [61, 62]. Moreover, due to
the edge flame’s ability to propagate, the dynamics of the edge flame determines the stabi-
lization of turbulent non-premixed combustion, which is essential to achieve high combustion
efficiency and for the safety, control and smooth operational conditions of many combustion
systems [49]. In small scale application such as microcombustor, which has potential use
in power generation, fuel and oxidizer initially separated by a plate in microscale channel
were mixed and ignited. Edge flame dynamics was analyzed to predict flame stabilization,
oscillation, and extinctions [63]. It has also been suggested that edge flames play key roles in
the prediction of pollutant formation [28], fire safety strategy establishment [64], and droplet
or porous shear flames in convective flow [65].
1.3 Edge Flame Structure
Edge flames are typically composed of three canonical-like flames: one fuel-lean premixed
branch, one fuel-rich premixed branch, and a trailing diffusion flame branch; hence some
call them tribrachial flames [27]. Two curved premixed flame fronts have the ability to
propagate, leaving behind a trailing diffusion flame. Since the premixed flame speed is
maximum for near stoichiometric conditions, the parts of the flame front on the stoichiometric
line tend to move faster than those further out, causing the flame front to be curved with
the concave surface facing the extinguished mixture and convex surface facing hot diffusion
flame. Figure 1.1 shows such a typical situation for a right-to-left propagating edge flame
(reaction rates shown as color contour levels). Edge flames with tribrachial nature typically
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Figure 1.1: Schematic illustration of an edge flame propagating horizontally. Red lines are
reaction rate contours.
present positive propagation speed and travel toward the unburned mixture. The curvature
of the premixed flame front provides qualitative behavior of edge flame speed: the larger
the radius of curvature, the faster propagation speed. The maximum reaction rate of edge
flame occurs at the triple point where two premixed flames connect with the diffusion trailing
flame and the mixture is at the stoichiometric condition. The trailing diffusion flame lies on
the stoichiometric line, which can be a curve when each reactant possess various transport
property. The strong mixing nature in the edge flame head suggests the maximum heat
release occurring at the triple point are larger than those in the trailing diffusion flame.
The edge flame can appear as a single edge without any tribrachial wings when they are
close to extinction, that is, they retreat away from the unburned reactants with negative
flame speed [10]. In this case the maximum temperature can happen in the diffusion flame
tail, unlike edge flame in ignition mode, and the maximum reaction rate in trailing diffusion
flame dominates [36].
For detailed chemistry models, the maximum heat release and reactant consumption do
not coincide at the leading edge of the stoichiometric line, and the shape of edge flame is
asymmetric [38]. It is shown that OH radical is concentrated in the vicinity of the stoi-
chiometric conditions and that the structure of the triple flame is influenced by the heat
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exchange between the three branches and by heat loss at the curved flame front near the
triple point [11, 66].
1.4 Edge Flames in Unstrained Mixing Layer
Lifted Jet
The structure, stabilization, and dynamics of the upstream part of the flame front located at
a certain liftoff distance can be described by the edge flame in unstrained planar mixing layer.
This liftoff distance depends strongly on the ratio of the fuel stream velocity to the planar
stoichiometric flame velocity, on the coflow velocity ratio, and weakly on the dimensionless
stoichiometric temperature increase and the air-to-fuel mass stoichiometric ratio.
Laminar [11, 40, 41, 67–69] and turbulent [70–73] jet flames are widely investigated over
the years for their broad variety of applications, such as in large industrial boilers. The
flame is lifted from the burner to avoid thermal contact between the flame and the rim,
to minimize the erosion of burner material. The reactant mixing is enhanced across the
lift-off distance prior to burn. The disadvantage of this configuration is that the flame is
subject to instabilities more easily than when attached flames are used and must therefore
be continuously controlled [49]. Turbulent jet flames occur in variety of configurations. The
most commonly seen is probably a fuel jet injected into an oxidizer environment. In other
applications, fuel and oxidizer are well-premixed within the nozzle before exiting to burn, or
fuel and oxidizer are supplied from separated co-flow streams. Nonetheless, the behavior of
these jet flames can be generally categorized into: attached flame, lifted flame, oscillation,
and blow off.
At sufficiently low flow rate or low exit velocity, a turbulent jet diffusion flame is attached
to the nozzle. Increasing the jet velocity makes the diffusion flame sheet stretched and
finally disrupted. As a consequence the flame lifts off from the rim and stabilizes itself
further downstream within the jet. The lift-off height increases with increasing jet velocity
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but cannot exceed a critical value at which the flame completely blows off. When reducing
the jet exit velocity of a lifted flame, another critical value is reached at which the flame
reattaches to the burner. This velocity is different from the liftoff velocity and there is a
hysteresis between liftoff and reattachment [49]. If the flame has very weak intensity that is
near extinction conditions, large volumetric heat loss induced by radiation and large Lewis
number may cause jet flame to oscillate [74, 75].
The effects of thermal expansion on the propagation velocity of edge flames in mixing lay-
ers were first studied by Ruetsch et al. [76] in the limit of sufficiently small scalar dissipation
rate. Due to the flow redirection ahead of the curved premixed wings, the streamlines just
upstream of the front are redirected outwards and the flow is slowed down before reaching
the flame. As a result, the flame-front propagation velocity relative to the upstream mixing
layer is significantly larger than the stoichiometric planar flame velocity. The predicted ratio
of the propagation velocity to the planar flame velocity is close to the square root of the
unburned gas density to that of hot gas density according to their analysis. Subsequently
the numerical study of lifted round jet methane-air diffusion flames was due to Plessing et
al. [11] accounting for thermal expansion effects and detailed reaction mechanism. Kioni et
al. [12] performed experimental and numerical investigation on the structure of a laminar
methane-air edge flame using low-Mach number approximation. Large disparity in the con-
centrations of hydroxyl radical between the rich and lean premixed wings of the edge flame
was observed. PIV measurements reveal a considerable modification of the structure of the
velocity field upstream of the leading edge of the flame. The velocity just upstream of the
leading edge of the flame is approximately equal to the burning velocity of the stoichiometric
mixture.
Splitter Plate
In the configuration of a mixing layer near a splitter plate, fuel and oxidizer streams that are
separated by the plate flow parallelly into a channel at possibly different velocities. Partial
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mixing occurs behind the edge of the plate. When the mixture is ignited, an edge flame
is formed with its tribrachial structure pointing towards the tip of the splitter plate. The
trailing diffusion flame is responsible for consuming the remaining reactants that are not
burned by the premixed fronts. The application can be found in micro-combustors and fuel
injectors [61–63, 77–79]. The dynamics of the edge flame in this scenario is similar to that
in lifted turbulent coflow jet. The edge flame can either attach, liftoff, or oscillate in the
mixing layers behind the splitter plate. It is also possible that the combustion is completely
extinguished.
Using large activation energy asymptotics, Lin˜a´n and Crespo [13] analyzed the unsteady
combustion initiated at one side of the mixing layer, and subsequently develops into a de-
flagration wave that propagates across the mixing layer. Combustion occurs first in the
premixed flame mode where the deficient reactant is consumed. Later in the diffusion flame
mode, the excess of reactants, which is left behind the premixed flames, is consumed after
diffusing through the combustion products.
The heat conducted upstream to the separating plate plays an important role in deter-
mining flame stabilization [61, 77]. It is found that the radiative heat loss alone can initiate
edge flame oscillations, which also takes place when the flow rate is sufficiently high and
Lewis number is sufficiently larger than one. The constant-density model is relaxed without
coupling hydrodynamics and chemical reaction in the subsequent studies [78, 79].
The full thermal expansion on the edge flame dynamics is examined in Kurdyumov and
Matalon’s later work [62]. They observed that the effect of gas expansion reduced the flame
standoff distance through reducing density in the preheat zone, thus the flow accelerates
when crossing the flame. The mechanism is consistent to the flow redirection found in the
study of Ruetsch et al. [76]. The onset of oscillations at high flow rates is identified in their
study.
Bieri and Matalon [63] studied the dynamics of edge flames in a confined channel. Nar-
rower channel enhances the fuel and oxidizer mixing ahead of the premixed flame segment,
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therefore the flame can be stabilized for smaller Damko¨hler number, standoff distance is
shorter (with fixed Damko¨hler number), and flame segment extends throughout the entire
channel width in the transverse direction. As the Lewis number decreases, the range of
Damko¨hler number for which the edge flame can be stabilized increases due to the resulting
increase in molecular diffusivity enhanced mixing. As a result of heat loss, the flame stand-
off distance increases, the range of Damko¨hler number decreases, the length of the trailing
diffusion flame is decreased, and the reaction is isolated closer to the center of the channel;
narrow channel is more sensitive to heat losses.
1.5 Edge Flames in Strained Mixing Layer
Laminar counterflow flames have been recognized as being suitable for fundamental studies
of diffusion flames and their combustion characteristics, such as flame structure, kinetics,
and extinction behavior [80]. Therefore, edge flames in strained mixing layer has been
investigated over the years to gain insight into the response of the edge flame dynamics,
especially to different rates of strain. Such information would provide accurate description
to locally quenched region and ends of diffusion flames for turbulent combustion modelling.
Uniformly-straining flow field is generated by placing two jets opposing with each other in
a counterflow geometry, whereas nonuniform straining field is created between two opposed
nonparallel jets [24]. When the strain rate is sufficiently low, a diffusion flame sheet is
sustained where the mixture is at their stoichiometric condition. Increasing strain rate, or
equivalently decreasing the distance between slots, reduces the time that the reactants need
to diffuse across the mixing layer. As a result the diffusion flame is quenched when the strain
rate is above a critical value.
The most common flow configurations that have been used to study uniformly strained
flames and edge flames is perhaps the axisymmetric counterflow jet apparatus. The exten-
sional strain occurs in both coordinate directions parallel to the flame surface. On the other
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hand, a counterflow slot-jet apparatus provides extensional strain in the direction orthogonal
to the plane of the slots but there is very little strain or convection in the direction along the
length of the slots. Thus, the flame is strained only in one of the two coordinates in the plane
of the flame [81]. One way to generate the strained edge flame structure is to extinguish part
of the diffusion flame sheet, both in numerical and experimental studies. Depending on the
configurations, the strain could be in the plane orthogonal to the direction of propagation
of the edge flame, in the direction of edge flame propagation, or both. For example, an edge
flame in slot-jet counterflow can be placed in a way that it is nearly unstrained in the direc-
tion of propagation. Therefore, it is chosen in this research (and in many previous studies,
for examples, [36, 82]) as a prototype edge flame configuration to isolate the effect of strain
orientation.
In a series of papers [15–17, 83], edge flames in counterflow geometry were investigated
through asymptotic analysis. The result showed that the edge flame propagation speed
depends on the transverse mixture fraction gradient and is bounded from above by the
maximum adiabatic laminar flame speed of the system. The edge flame propagation speed
is positive, advancing to the quenched mixture, for small strain rates, and becomes negative
towards the higher critical value of strain rate at which the diffusion flame would extinguish
uniformly.
These early theoretical studies of edge flames in strained counterflow assume constant
gas density in order to suppress the effects of hydrodynamics, such as the thermal expansion
of the gases due to heat release, and thereby focus on diffusive-thermal effects. The restric-
tion was removed by Kioni et al. [10, 84], who presented a similarity formulation for the
full Navier-Stokes equations in primitive variables including the conservation equations for
species mass and energy that reduces the spatially three-dimensional problem to two space
dimensions. However, for counterflow geometry, the simulations were only carried out in the
thermo-diffusive model. Corresponding experiments were also conducted in these studies.
Considering edge flame as an unsteady two-dimensional wave between vigorous combus-
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tion and weak combustion, Vedarajan and Buckmaster [20] calculated edge flame speed as a
function of strain rate in premixed reactants. They have reported that edge flames extinguish
at a lower Damko¨hler number that would have supported the underlying one-dimensional
diffusion flame.
The role of preferential diffusion on flame propagation has been studied in the case of
strained reacting counterflows for non-premixed mixture [36, 37] and premixed mixture [22]
using constant-density thermo-diffusive model. The expression of the edge flame propaga-
tion speed and shape in terms of Damko¨hler number, or equivalently dimensionless flame
thickness, for different values of Lewis number is obtained analytically and numerically. The
flame curvature determined by the transverse enthalpy gradients in the frozen mixing layer
leads to the edge flame propagation speeds grow with decreasing values of the Lewis number.
The propagation speed can be greater than the corresponding planar adiabatic flame speed
when the Lewis number is less than unity. Moreover, the position of the stoichiometric sur-
face behind the triple point is found to be shifted from the upstream stoichiometric surface
if the Lewis numbers of the reactants differ.
The combined effect of strain and heat loss is studied by Daou et al. [75, 82] for various
combustion regimes. It is found that the heat loss intensity reduces the edge flame propaga-
tion speed for any values of strain. For small heat loss, the propagation speed decreases as
strain increases. Such correlation is not always valid for larger heat loss. For sufficiently large
heat loss, the trailing diffusion flame is extinguished at both large and small strain limits.
Moreover, for sufficiently small dimensionless flame thickness, ‘the dependence of propaga-
tion speed on heat loss intensity is similar to that of the non-adiabatic planar premixed
flame.
In the experiments of methane diffusion flame in counterflow conducted by [43], the
measurement of edge flame propagation velocity as a function of Damko¨hler number was
presented ‘for propagating edge flames in moderate Damko¨hler number and for standing
triple flames in large Damko¨hler number’. It is reported that the ratio of the propagation
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velocity to the planar flame speed reaches the square root of the ratio of the unburned gas
density to the burned gas density.
In the slot-jet burner experiments conducted by Cha and Ronney [81], the edge flame
propagation speed is measured as a function of strain rate, mixing strength, stoichiometric
mixture fraction, and Lewis number. While the extinction limit of edge flames depends on
Lewis number and stoichiometric mixture fraction at high strain rate, the heat loss dominated
by conductive transfer to the jet exits in the experiments determines the extinction limit at
low strain rate conditions.
Using the similarity formulation proposed by Kioni et al. [10] and Galilean-like trans-
formation, the edge flames in low-Mach number counterflow were investigated by Michaelis
and Rogg [85]. They modelled combustion thermal expansion by a continuous distribution
of point sources at the location of the flame using potential theory. It was found that the
global edge flame speed can be four times higher than the corresponding laminar flame speed
due to the upstream flow ahead of the flame driven by gas expansion.
1.6 Research Objective
In this thesis we focus on the edge flames in a counterflow geometry in order to study
the response of flame propagation to strain. Zero heat release assumption is relaxed so
that hydrodynamic fields are fully coupled with combustion fields through the equation of
state. This problem is mathematically modelled by a system of two-dimensional nonlinear
equations (Navier-Stokes equations and the conservation equations for species mass and
energy) and appropriate boundary conditions. The main challenge is to develop a stable and
efficient numerical scheme so that the full parametric investigation of the resulting eigenvalue
boundary value problems is possible. The goal is to carry out a comprehensive study of the
edge flame. The study includes examining the edge flames’ structure, propagation speed,
and dynamic characteristics and their dependence on strain rate and reactant properties, and
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identifying conditions corresponding to advancing or retreating edges and conditions leading
to total flame extinguishment (or blowoff). The results would enhance our understanding of
flame stabilization, which is crucial for maintaining high combustion efficiency and for the
safety, control and smooth operational conditions of many combustion systems.
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Chapter 2
Problem Description
x
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Figure 2.1: Edge flame in the strained mixing layer configuration.
We consider a freely-propagating edge flame in a strained mixing layer configuration,
which is a stagnation plane type of flow with velocity component (u, v, w) as sketched in figure
2.1. The temperatures of the free fuel and oxidizer streams are TFu and TOu, the densities are
ρFu and ρOu, and the strain rates are αFu and αOu, respectively. The subscript u indicates
values of unburned mixture. In the constant-density case or absence of chemical reaction,
a stagnation-point flow is formed in the y-z plane with velocity field (v, w) = (−αy, αz),
where α denotes the strain rate.
Because we are interested in heat release effects, we allow for density changes in the
flow and employ the variable-density Navier-Stokes equations. The computational model is
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based on the low Mach number limit of these equations coupled to the transport equations
for mass and energy [86]. The mixture obeys the ideal gas equation of state. We ignore
radiant heat transfer and body forces in this study. In the context of variable-density, the
flow admits a similarity solution where the dependence on z appears explicitly only in w
and the pressure P , according to w = zw˜(x, y, t) and P = −Cz2/2 + P˜ (x, y, t), respectively.
All other quantities depend on time, t, and the coordinates x and y only. The similarity
allows us to reduce the three-dimensional problem to a nominally two-dimensional problem
in a strained mixing layer along the x-axis. The similarity formulation has been adopted
to analyze counter flow problems for years and Kioni et al. [10] solved for edge flames in
the limiting case of the thermo-diffusional model, where the density is assumed constant. In
this study, we relax the assumption of constant-density that has been used in many previous
studies. The flow fields need to be found in order to take account for the large density
variation caused by heat release.
Since the edge flame is supposed to steadily travel from right to left (for sufficiently low
rate of strain) in the laboratory reference of frame traveling-wave solution can be expressed
as φ(t, x) = φ(x+u0t) = φ(x˜), where φ represents all dependent variables, x˜ is the streamwise
(horizontal) coordinate in the reference frame that moves with the edge flame, and u0 is the
edge flame propagation speed (assumed positive according to the previous convention), i.e.,
the nonlinear eigenvalue we seek. As a result, the partial derivative with respect to time t
in the governing equations can be written as ∂φ/∂t = u0 ∂φ/∂x˜.
2.1 The Governing Equations
The resulting dimensional governing equations in primitive variables (assuming constant
transport properties) after dropping the tilde in x˜ for notational simplicity are given by
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Continuity:
∂ρ
∂t
+ u0
∂ρ
∂x
+
∂ρu
∂x
+
∂ρv
∂y
+ ρw˜ = 0, (2.1.1)
Momentum:
∂u
∂t
+ u0
∂u
∂x
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+
µ
ρ
(
∂2u
∂x2
+
∂2u
∂y2
)
, (2.1.2)
∂v
∂t
+ u0
∂v
∂x
+ u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂p
∂y
+
µ
ρ
(
∂2v
∂x2
+
∂2v
∂y2
)
, (2.1.3)
∂w˜
∂t
+ u0
∂w˜
∂x
+ u
∂w˜
∂x
+ v
∂w˜
∂y
+ w˜2 =
C
ρ
+
µ
ρ
(
∂2w˜
∂x2
+
∂2w˜
∂y2
)
, (2.1.4)
Energy:
∂T
∂t
+ u0
∂T
∂x
+ u
∂T
∂x
+ v
∂T
∂y
=
1
ρ
λ
cp
(
∂2T
∂x2
+
∂2T
∂y2
)
+
q
cp
ω˙
ρ
, (2.1.5)
Species:
∂Yk
∂t
+ u0
∂Yk
∂x
+ u
∂Yk
∂x
+ v
∂Yk
∂y
=
ρuDk
ρ
(
∂2Yk
∂x2
+
∂2Yk
∂y2
)
− sk ω˙
ρ
, k = O and F, (2.1.6)
Ideal gas equation of state:
ρT = ρOuTOu = ρFuTFu = R. (2.1.7)
It is important to note that we are seeking only steady solutions to the above governing
equations. The unsteady terms in these equations are kept to illustrate the possible pseudo-
time marching scheme for the non-linear solver, but they are subsequently dropped in the
boundary value problem method.
Since the velocity components (u, v, w˜) are not functions of z in the similarity formulation,
the momentum diffusion terms in Eqs. (2.1.2)–(2.1.4) have been simplified by defining the
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effective pressure as
p(x, y, t) = P˜ (x, y, t)− µ
3
(
∂u
∂x
+
∂v
∂y
+ w˜
)
.
In these equations, the density, pressure, and temperature of the mixture are given by
ρ, p, and T , respectively, and YF denotes the mass fraction of fuel, YO the mass fraction of
oxidizer, λ the thermal conductivity of the mixture, cp the constant pressure heat capacity
of the mixture, Dk the molecular diffusivity of the k-th species, µ the dynamic viscosity of
the gas mixture, and q the heat released per unit mass of fuel. The subscript u indicates
values of unburned mixture. Note that Eq. (2.1.7) is derived from treating the pressure in
the ideal gas equation of state as constant, an approximation which is consistent with the
assumption of low Mach number flow.
Note that a necessary condition for these equations to have a solution is that C =
ρFuα
2
Fu = ρOuα
2
Ou , where αFu = w˜(y → −∞) and αOu = w˜(y → +∞). This implies that
it is not possible to stipulate a single strain rate in the problem if the density is allowed
to take different values at the opposed freestreams in our similarity model. Fortunately,
the difference in freestream density is not usually large in gaseous reacting systems, and
this implies that the variation in strain between the two free streams will also be small.
Appendix B describes an asymptotic analysis of the one-dimensional distinguished limit and
provides the leading order solutions when the difference in freestream strains is small.
The fuel and the oxidizer obey a single overall irreversible reaction of the type
Fuel + s Oxidizer → Product + q,
in which s denotes the mass of oxidizer consumed per unit mass of fuel, also known as the
stoichiometric ratio. The coefficients of the reaction term in the species equations are sF = 1
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and sO = s. The relations between mass and molar quantities are given by
s =
νOWO
νFWF
and q =
1
νFWF
(νFWFhF + νOWOhO − νPWPhP ) ,
where νF , νO, and νP are the molar stoichiometric coefficient of the fuel, oxidizer, and
product, respectively, and Wk is the molecular weight and hk the specific enthalpy, both of
species k. Mass conservation requires νFWF + νOWO = νPWP .
The single-step reaction rate of fuel consumed per unit volume and unit time, ω˙, is
assumed to follow an Arrhenius law of the form
ω˙ = Bρ2YFYO exp
(
−Ta
T
)
,
where B and Ta = E/R represent the pre-exponential factor and the activation temperature,
respectively. In this study, the main effort is directed at the development of a coupled flow-
chemistry solver in the difficult variable-density zero Mach number limit, and we expressly
postpone effects of complex chemistry and transport to future development.
2.1.1 Non-dimensionalization
The non-dimensionalization of the equations uses the average density of two streams, ρu =
(ρFu+ρOu)/2, and strain, α = (αFu+αOu)/2, as reference scales. We introduce the following
non-dimensional quantities,
x∗ =
x
L
, y∗ =
y
L
, u∗ =
u
αL
, v∗ =
v
αL
, w˜∗ =
w˜
α
, p∗ =
p
ρu(αL)2
,
t∗ = αt, θ =
T − Tst
Tad − Tst , yf =
YF
YFu
, yo =
YO
YOu
, ρ∗ =
ρ
ρu
, u∗0 =
u0
SL
.
In order to ensure the scaled advection and diffusion terms are approximately in the same
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order, we chose the length scale to be the thickness of the mixing layer,
L =
√
λ
ρucpα
. (2.1.8)
To aid in the identification of the relevant temperature scale, the definition of Tst, the
temperature where the stoichiometric condition YO|x→−∞ = s YF |x→−∞, is satisfied at the
inflow boundary, is introduced. Let us multiply Eq. (2.1.5) by cp/q and add to Eq. (2.1.6)
for fuel, giving
ρ
(
∂
∂t
+ u
∂
∂x
+ v
∂
∂y
)(
cp
q
T + YF
)
=
λ
cp
(
∂2
∂x2
+
∂2
∂y2
)(
cp
q
T +
YF
LeF
)
, (2.1.9)
where LeF = λ/(cpρuDF ) denotes the Lewis number of the fuel. Similarly, subtracting
Eq. (2.1.6) for fuel from the same equation for oxidizer divided by s resulting in
ρ
(
∂
∂t
+ u
∂
∂x
+ v
∂
∂y
)(
YF − YO
s
)
=
λ
cp
(
∂2
∂x2
+
∂2
∂y2
)(
YF
LeF
− YO
s LeO
)
, (2.1.10)
where LeO = λ/(cpρuDO) denotes the Lewis number of the oxidizer.
We can then introduce an intermediate variable Z such that
YF
LeF
− YO
s LeO
= A1 + A2 Z, (2.1.11)
because the right-hand side of Eq. (2.1.10) has higher order derivatives. The constant A1
and A2 are determined by evaluating Eq. (2.1.11) at the boundaries: Z = 0 on the oxidizer
size and Z = 1 on the fuel size. Therefore, a mixture fraction Z for unequal Lewis numbers
of fuel and oxidizer streams can be defined as
Z =
φLeO
LeF
yf − yo + 1
φLeO
LeF
+ 1
, (2.1.12)
where φ = sYFu/YOu denotes the equivalence ratio. At stoichiometric conditions YF = YO = 0
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we obtain the stoichiometric mixture fraction value
Zst =
(
1 + φ
LeO
LeF
)
−1
. (2.1.13)
Using similar technique, the adiabatic flame temperature Tad can be determined by iden-
tifying T cp/q + YF/LeF as a linear function of Z:
Tad = Tst +
q
cp
YFu
LeF
Zst, (2.1.14)
where Tst = TOu + (TFu − TOu)Zst is the temperature at the stoichiometric conditions.
The premixed flame speed SL is chosen to normalize the edge flame propagation speed
u0. The approach to find SL will be discussed in § C.
The scaled reaction rate Ω˙ is given by
Ω˙ = B∗ρ2yfyo exp
(
β(θ − 1)
1 + αh(θ − 1)
)
,
where
B∗ =
BρuYOu
α
exp
(
− Ta
Tad
)
is the non-dimensional pre-exponential constant, β = Ta(Tad − Tst)/T 2ad is the Zel’dovich
number, a sensitivity measure of the reaction rate to temperature, and αh = (Tad − Tst)/Tad
is a heat-release parameter characterizing the temperature rise, or equivalently, the amount
of heat released in the flame.
After dropping the superscript ∗, the scaled governing equations can be written in terms
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of these dimensionless variables,
∂ρ
∂t
+ γu0
∂ρ
∂x
+
∂ρu
∂x
+
∂ρv
∂y
+ ρw˜ = 0, (2.1.15)
∂u
∂t
+ γu0
∂u
∂x
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+
Pr
ρ
(
∂2u
∂x2
+
∂2u
∂y2
)
, (2.1.16)
∂v
∂t
+ γu0
∂v
∂x
+ u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂p
∂y
+
Pr
ρ
(
∂2v
∂x2
+
∂2v
∂y2
)
, (2.1.17)
∂w˜
∂t
+ γu0
∂w˜
∂x
+ u
∂w˜
∂x
+ v
∂w˜
∂y
+ w˜2 =
c
ρ
+
Pr
ρ
(
∂2w˜
∂x2
+
∂2w˜
∂y2
)
, (2.1.18)
∂θ
∂t
+ γu0
∂θ
∂x
+ u
∂θ
∂x
+ v
∂θ
∂y
=
1
ρ
(
∂2θ
∂x2
+
∂2θ
∂y2
)
+
LeF
Zst
Ω˙
ρ
, (2.1.19)
∂yo
∂t
+ γu0
∂yo
∂x
+ u
∂yo
∂x
+ v
∂yo
∂y
=
1
LeO
1
ρ
∇2yo − φΩ˙
ρ
, (2.1.20)
∂yf
∂t
+ γu0
∂yf
∂x
+ u
∂yf
∂x
+ v
∂yf
∂y
=
1
LeF
1
ρ
∇2yf − Ω˙
ρ
, (2.1.21)
ρ [1 + αh(θ − 1)] = r. (2.1.22)
Here Pr = µ/(ρuαL
2) = µcp/λ is the Prandtl number, γ = SL/(αL) is the nondimen-
sional premixed speed, c = ρFuα
2
Fu/(ρuα
2), and r = R/(Tadρu).
2.2 Boundary Conditions
In this section, we describe the problem from a frame of reference in which the edge flame is
stationary in a rectangular computational domain Ω. A detailed discussion of the boundary
conditions is required to ensure that unique solutions of this BVP can be obtained (at least
as it pertains to necessary conditions). The oxidizer and fuel free streams approach the
center of the domain from y → +∞ and y → −∞, respectively. Regarding the conditions at
far upstream and downstream sides of the domain at x→ ±∞, due to the need of numerical
stability, the upstream or downstream direction depends on the sign of u0. When u0 > 0
the upstream side is located at x → −∞. Notice that the physics at either x → −∞
or x → +∞ boundary does not change when u0 changes sign, it is the type of boundary
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conditions (Dirichlet or Neumann) that change; Dirichlet conditions are applied at upstream,
whereas Neumann conditions at downstream.
2.2.1 Upstream and Downstream Boundary Conditions
To find solutions for upstream and downstream boundary conditions at x→ ±∞, the multi-
dimensional system of equations Eqs. (2.1.15)–(2.1.21) is reduced to one-dimensional system
by removing all derivatives with respective to x (except that of the pressure):
∂ρv
∂y
+ ρw˜ = 0, (2.2.1)
v
∂u
∂y
= −1
ρ
∂p
∂x
+
Pr
ρ
∂2u
∂y2
, (2.2.2)
v
∂v
∂y
= −1
ρ
∂p
∂y
+
Pr
ρ
∂2v
∂y2
, (2.2.3)
v
∂w˜
∂y
+ w˜2 =
c
ρ
+
Pr
ρ
∂2w˜
∂y2
, (2.2.4)
v
∂θ
∂y
=
1
ρ
∂2θ
∂y2
+
1
Zst
Ω˙
ρ
, (2.2.5)
v
∂yo
∂y
=
1
LeO
1
ρ
∂2yo
∂y2
− φΩ˙
ρ
, (2.2.6)
v
∂yf
∂y
=
1
LeF
1
ρ
∂2yf
∂y2
− Ω˙
ρ
, (2.2.7)
ρ [1 + αh(θ − 1)] = r. (2.2.8)
Quenched mixture exists far ahead of the edge flame at x→ −∞. Therefore the chemistry
is assumed to be frozen and u = 0. The purely mixing similarity solution for (v, w˜, ρ, θ, yk)
is obtained by numerically solving Eq. (2.2.1) and Eqs. (2.2.4)–(2.2.8) together with Ω˙ = 0.
These solutions provide the Dirichlet conditions required in the two-dimensional problem.
The one-dimensional pressure profile is found with v, ρ, and Eq. (2.2.3). Zero summation of
the pressure across y-direction is imposed to remove the problem of rank deficiency.
Far downstream, at the exit from the computational domain, x → +∞, the flow and
combustion fields at the outflow boundary approach a one-dimensional counter-flow diffusion
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flame where all quantities are functions of y only. It is assumed that at the outlet the solution
must become parallel to the x coordinate direction. This corresponds to Neumann boundary
conditions
∂v
∂x
=
∂w˜
∂x
=
∂θ
∂x
=
∂yo
∂x
=
∂yf
∂x
= 0. (2.2.9)
Eqs. (2.2.1)–(2.2.8) reveal that there is an invariant family of one-dimensional diffu-
sion flames whose thermochemical fields are identical but possibly different u distribution if
∂p/∂x 6= 0; i.e., p = pf (y) + pXx, with a constant pX to be determined. The pX denotes
the streamwise pressure gradient, and pf (y) the pressure obtained from the one-dimensional
diffusion flame equations, Eq. (2.2.1) and Eqs. (2.2.3)–(2.2.8). The subscript “f” denotes a
pure one-dimensional diffusion flame field. For each pX one obtains, a non-zero u(y) satisfy-
ing the given velocity conditions (u(|y| → ∞) = 0) exists by integrating Eq. (2.2.2). While
this solution is perfectly valid, it does not correspond to the canonical situation of a freely
propagating edge flame we are seeking (for example, it might be reasonable to consider this
case in a flame confined by a duct). Therefore, the pressure derivative normal to the outflow
boundary is further imposed to be zero.
The preferred outlet condition [87] for the streamwise velocity is
p− Pr∂u
∂x
= pf (y). (2.2.10)
As the solution converges (with increasing domain size and grid refinement), p→ pf (y) and
∂u/∂x→ 0.
Eqs. (2.2.1)–(2.2.8) are translationally invariant in the y direction and one can anchor the
solution by fixing the value of v at y = 0. But, note that in principle one is free to choose any
value of v(0). Certainly, the natural choice is v(0) = 0, which implies that stagnation-plane
flow is centered. Other values of v(0) will result in as yet unexplored edge flames that will
appear to have their heads rotated appropriately for their trailing diffusion flames to match
the boundary conditions imposed.
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The boundary conditions for the above-mentioned one-dimensional frozen mixing and
diffusion flame problems are determined by the far field free stream conditions, which will
be discussed in the next section.
2.2.2 Far Field Free Streams Conditions
Flow conditions of fuel and oxidizer streams are respectively given on top and bottom bound-
aries as Dirichlet boundary conditions. The y component of velocity, v, in the fuel and
oxidizer streams can be written as vF = vc(y) + v
′
F (x, y) and vO = vc(y) + v
′
O(x, y), re-
spectively; here vc(y) is the cold one-dimensional stagnation-plane transverse velocity, and
v′F (x, y) and v
′
O(x, y) are unknown functions characterizing the mass displacement produced
by heat release in the flame. In general, v′F (x, y) and v
′
O(x, y) must be determined as part
of the solution of the problem [10, 85]. The x component of velocity, u, is allowed to have
deviations to satisfy the continuity equation on the upper and lower boundaries of the com-
putational domain. The complete set of general boundary conditions in lower fuel and upper
oxidizer streams is given by
at y → −∞,u = u′F (x, y), v = vc(y) + v′F , w˜ = 1 +∆, ρ = 1− δ, θ = θFu , yo = 0, yf = 1,
at y → +∞,u = u′O(x, y), v = vc(y) + v′O, w˜ = 1−∆, ρ = 1 + δ, θ = θOu , yo = 1, yf = 0,
where
δ =
ρOu − ρFu
ρOu + ρFu
, ∆ =
αFu − αOu
αFu + αOu
, θFu =
TFu − Tst
Tad − Tst , and θOu =
TOu − Tst
Tad − Tst . (2.2.11)
Compatibility of these boundary conditions with the inflow at the corners imposes the
condition u′F = u
′
O = 0 as x → −∞. At large strains, when u0 becomes negative, we must
replace this compatibility condition with u′F = u
′
O = 0 as x→ +∞, since the flow is reversed.
The boundary conditions at the left-upper corner and left-bottom corner give the com-
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patibility condition in z-momentum equation
c = (1− δ)(1 + ∆)2 = (1 + δ)(1−∆)2,
which suggests δ depends on ∆, or vice versa, by
δ =
2∆
1 +∆2
and ∆ =
1−√1− δ2
δ
. (2.2.12)
Similarly, substituting the boundary conditions into the equation of state Eq. (2.1.22)
gives the relation between θFu and θOu
θFu =
1 + δ
1− δ (θOu − 1) +
2δ
αh(1− δ) + 1, (2.2.13)
which gives the definition of r for given free streams conditions
r =
(1 + δ)(1− αh)
1 + Zst
2δ
1−δ
. (2.2.14)
In the limiting case where two free streams are with equal density (δ = 0), θFu = θOu and
r = 1− αh based on the above two equations.
Determination of Velocities at Far Field
Due to heat release, the trailing diffusion flame generates a velocity displacement. The frozen
flow solution, given by u = 0 and v = vc(y), needs to transition to the displaced velocity
profile in the flame region, whose behaviorfor large |y| is u = 0 and v = vc(y) + v′k,f , where
k = O, F and v′k,f denote the displacement velocities at the fuel and oxidizer sides of the
diffusion flame that one desires to impose; i.e., which member of the translational family of
solutions is considered. To simplified the problem slightly, the transverse velocity transition
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from frozen to diffusion flame in the far field is assumed to be of the form
v′k =
v′k,f
2
[1 + erf(η)] , (2.2.15)
where η = x/δ(y) with δ(y) some unknown function of y to be determined. From the far
field continuity equation we have
∂u
∂x
= −∂v
′
∂y
=
v′k,f√
π
e−η
2 x
δ(y)2
dδ
dy
. (2.2.16)
Integrating with respect to x, gives
u = A(y) +
v′k,f√
π
1
δ(y)
dδ
dy
∫ x
0
η′e−η
′2
dx′
= A(y)− v
′
k,f
2
√
π
dδ
dy
∫ x/δ(y)
0
−2η′e−η′2dη′
= A(y) +
v′k,f
2
√
π
dδ
dy
(1− e−η2). (2.2.17)
Since u must approach zero as |x| → ∞, this implies that
A(y) = − v
′
k,f
2
√
π
dδ
dy
, (2.2.18)
Therefore, a consistent solution that satisfies boundary conditions and the incompressibility
condition is
u = − v
′
k,f
2
√
π
dδ
dy
e−η
2
. (2.2.19)
One can verify that the vorticity associated with this solution is given by
ω =
v′k,f√
πδ(y)
(
1 + η2
(
dδ
dy
)2
+
δ(y)
2
d2δ
dy2
)
e−η
2
, (2.2.20)
and that it decays to zero at the cold and diffusion flame sides of the edge flame.
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In this study, the most general form of the boundary conditions is introduced as
u′k = −
v′k,f
2
√
π
k0e
−(
x−x0
δo
)2 , (2.2.21)
v′k =
v′k,f
2
[
1 + erf
(
x− x0
δ0
)]
, (2.2.22)
where δ0, k0, and x0 are to be determined. It is not necessary to postulate a δ(y) since y
is constant at the boundary, and the only quantity needed is the value of δ at |y| = ∞.
Furthermore, shift in the origin of the x coordinate system has to be allowed because the
edge flame is anchored at x = 0 using an independently defined condition, which will be
discussed in the next section. This means that the boundary conditions cannot be presumed
to be centered at x = 0 as well.
One alternative strategy is to try to construct the potential flow solution induced by
a distribution of mass sources residing along the approximate location where the diffusion
flame sits, see [85]. The difficulty in this approach is that the resulting free stream stream-
wise velocity has discontinuous derivatives, which generate convergence difficulties of the
numerical scheme.
The original boundary value problem has a solution for any acceptable u′k and v
′
k bound-
ary conditions. But for arbitrary boundary conditions, the solution will develop a pressure
distribution that may be undesirable. In particular, it is natural to consider first the edge
flames without pressure gradient at the outlet. This brings the opportunity of choosing δ0,
k0, and x0 in order for the outlet pressure gradient to be as small as possible. (Because
there are only three parameters, it would be unreasonable to expect that the outlet pressure
gradient will be identically zero.) To achieve this goal, the following auxiliary condition is
appended to the original boundary value problem,
J =
∫
x=outlet
(
∂p
∂x
)2
dy, (2.2.23)
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and require δo, k and x0 to be determined such that J is minimum.
The main difficulty of solving these equations is that the derivatives of the integral of
squared pressure gradient with respect to the parameters need to be determined, but these
will require the derivatives of all the flow variables with respect to δ0, k0, and x0. This
will result in an expensive computational problem that is approximated by evaluating J at
a finite number of points and interpolating to the approximate minimum, using a gradient
descent method.
2.3 Flame Anchoring
X
-1 0 1 2
θ
dθ/dx
Figure 2.2: Sketch of the temperature and temperature gradient profiles along the stoichio-
metric line. The quenched mixture is to the left, whereas the tail of diffusion flame is to the
right.
The existence of the eigenvalue u0 allows travelling wave solutions of the system. There-
fore it is necessary to complement Eqs. (2.1.15)–(2.1.22) with an anchoring condition that
fixes the translation invariance of the solutions of these equations along the x direction.
This extra condition will determine the eigenvalue u0. The common practice to deal with
this requirement in one-dimensional problems is to fix the value of the temperature at one
particular point in the domain [88]. In the present two-dimensional boundary value prob-
lem, fixing the temperature at a particular grid point is problematic unless Zst = 0.5 and
the Lewis numbers are unity. This happens because anchoring the temperature pointwise
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implies slight shifting of the solution as the parameters of the problem are varied. Here, a
different strategy is employed because we desire a temperature anchoring condition that is
as smooth as possible, to aid the numerical method when finding solutions, and to improve
convergence of the nonlinear solver.
Figure 2.2 shows a sketch of the nondimensional temperature profile and its derivative
along the edge flame center. The location of the peak of ∂θ/∂x is a good indicator of the
edge flame tip, since it happens near the peak reaction rate zone. Therefore, we define the
location of edge flame tip, xc, by the following equation
xc =
∫
Z=Zst
x′ ∂θ
∂x
dx′∫
Z=Zst
∂θ
∂x
dx′
, (2.3.1)
in which the integral is computed along the stoichiometric line Z(x, y) = Zst. This equation
denotes the center of mass of ∂θ/∂x and it is desirable because the integral nature of the
formula removes undesirable numerical noise that might appear if a more localized definition
is used.
In the steady boundary value formulation, the anchoring condition is xc = 0 and it is
solved simultaneously with the Navier-Stokes equations and scalar transport equations.
In the transient method used to initialize the steady solver, xc is driven to zero (the
center of the coordinate system) by a proportional-derivative controller, according to
∂u0
∂t
= −αcxc − βc∂xc
∂t
, (2.3.2)
where αc and βc are prescribed constants that determine the fluctuation frequency and
damping of the controller response. The edge flame is stabilized in the computational domain
when both xc and u0 become time independent, which implies the stabilized flame tip is
anchored at xc = 0.
When the Lewis numbers of fuel and oxidizer are both equal to one and the free stream
temperatures are identical, the edge flame structure is symmetric about the x-axis and the
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stoichiometric line is parallel to the x-axis. Then, Eq. (2.3.1) can be simplified through
integration by parts to
xc =
xmaxθ(xmax)− xminθ(xmin)−
∫
θ(x′)dx′
θ(xmax)− θ(xmin) , (2.3.3)
where xmax and xmin denote the upper and lower boundaries of the computational domain
in the x-coordinate direction, respectively. However, in unequal species diffusivities the
stoichiometric line is curved, and the more precise Eq. (2.3.1) is used directly.
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Chapter 3
Numerical Scheme
3.1 Computational Domain
The computational domain Ω is discretized using a rectangular, Cartesian tensor-product
mesh, with nx × ny cells. The computational cell has integer indices (i, j), and the grid
spacing is denoted by ∆xi and ∆yj in the x and y-coordinate directions, respectively. Since
most combustion simulations usually consist of sharp changes in dependent variables in small
regions (relative to the entire computational domain), e.g., sudden temperature raise near
reaction zone, bilinearly stretched variable grid spacing is adopted to concentrate the grid
around the edge flame, boundary condition transition, and trailing diffusion flame. The fine
grid is chosen such that there are at least ten nodes across the premixed flame wings and
diffusion flame tail. If there are not enough points to capture the maximum reaction rate,
the thin reaction sheet risks being quenched artificially.
The computational domain in the transverse (y-) direction is six to ten times the mixing
layer thickness L. On the other hand in the streamwise (x-) direction, the domain is carefully
chosen to preserve the tail of the temperature profile ahead of the edge flame, which extends
further upstream when strain rate increases, and the homogeneity of all variables in x-
direction at the outflow boundary. The number of grid points is chosen based on the results
of convergence tests. If globally uniform grid is adopted, it would result in more than
1000×1000 points in order to have a well-resolved edge flame. While such fine grid is within
the capacity of single thread computing, it may be considered a waste of resource because
outside the flame region changes are fairly smooth across the domain. Therefore it is natural
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to use a non-uniform grid in order to better place grid points around the reaction zones to
resolve the detail, and less points at the far field to save computational resource.
In the present numerical solver, we can define the region where fine grids will be applied,
along with the grid size in that fine region. Based on total domain size and total number
of grid points, the solver determines the coarse grid size. The grid size is then smoothened
based on running average across certain number of points to generate smooth transition
from coarse region to fine region, and vice versa. In x-direction, the fine regions include the
neighborhood of boundary u transition and the neighborhood of edge flame. In y-direction,
the regions are near the top/bottom walls and the neighborhood of edge flame. Notice
that the mesh is fixed once the boundary velocity transition is given. Since the edge flame is
expected to be anchored within the fine grid region, adaptive meshing during iterations is not
required, which makes the solver straightforward and inexpensive in terms of computational
cost.
3.2 Spatial Discretization
The flow variables follow a staggered grid arrangement, where u and v are evaluated at cell
faces, whereas the other variables w˜, p, θ, and yk are evaluated at cell centers. The spatial
discretization employs a finite element method to derive the discrete governing equations in
tensor product form with lumped mass matrix (effectively making the discretization finite-
difference like, except at the boundaries). In the interior and at inflow (Dirichlet) boundaries
of the computational domain, the method reverts to the second-order finite-difference for-
mulas. At the outflow (Neumann) boundaries, the Galerkin procedure provides a weak form
admitting point-wise evaluation for practical computations, as it will be detailed below. This
approach ensures a consistent generalization to handle different boundary conditions. The
standard procedure to obtain the weak form of a partial differential equation is to integrate
the PDE against C∞0 test functions φ over the domain Ω. That is, we form the scalar prod-
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uct of the PDE with test functions, and then integrate by parts to move derivatives of the
dependent variables in the PDE to the test function. The approach for the Navier-Stokes
equations is the same, in principle. We begin by expressing the dependent variables via
linear combinations of a series of basis functions:
u(x, y) =
nx∑
i=1
ny∑
j=1
ui+ 1
2
,j ψi+ 1
2
,j(x, y), (3.2.1)
v(x, y) =
nx∑
i=1
ny−1∑
j=1
vi,j+ 1
2
ψi,j+ 1
2
(x, y), (3.2.2)
θ(x, y) =
nx∑
i=1
ny∑
j=1
θi,j ψi,j(x, y), (3.2.3)
p(x, y) =
nx∑
i=1
ny∑
j=1
pi,j ψ¯i,j(x, y), (3.2.4)
yk(x, y) =
nx∑
i=1
ny∑
j=1
yk,i,j ψi,j(x, y), (3.2.5)
where ui+1/2,j is the nodal value of u at the i-th u-velocity node in the x-direction and the
j-th node in the y-direction; similarly for the other variables. The basis functions ψi,j are
chosen to be only in H1(Ω), i.e., piecewise linear functions shown in figure 3.1, and the
basis functions for pressure ψ¯i,j are piecewise constant, since only first-order derivatives of
the pressure are present in the Navier-Stokes equations. For the x-momentum equation, a
tensor-product (direction-by-direction) discretization, is obtained from
∫
Ω
∂u
∂t
ψ(x)dx+
∫
Ω
[
(γu0 + u)
∂u
∂x
+ v
∂u
∂y
]
ψ(x)dx =
∫
Ω
ψ(x)
ρ
(
−∂p
∂x
+ Pr∇2u
)
dx. (3.2.6)
Outflow Discretization and Boundary Condition
We concentrate on the derivation of the right-hand side of Eq. (3.2.6) at the outlet boundary,
since all other terms are treated in the usual way and are consistent with established ap-
proaches. The horizontal components in this term can be rewritten by integration by parts
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(a) (b)
Figure 3.1: A computational cell of the domain Ω at the outflow boundary. Symbols denote
the location of the u and x-momentum balance () , v and y-momentum balance (), and all
other variables and conservation equations (©), respectively. Piecewise linear interpolants
for test functions ψ(x) are denotes by colored lines: for u and x-momentum equation (a)
and v and y-momentum equation (b). Notice the right half of ψi extends only half of the
cell size due to the presence of boundary.
according to
∫
Ω
ψ(x)
ρ
(
−∂p
∂x
+ Pr
∂2u
∂x2
)
dx =
[
ψ(x)
ρ
(
−p+ Pr∂u
∂x
)]
∂Ω
−
∫
Ω
∂
∂x
[
ψ(x)
ρ
](
−p+ Pr∂u
∂x
)
dx.
(3.2.7)
The determination of which boundary is an outlet or inlet is made dynamically as a
function of the sign of u0; positive u0, which is assumed in this section, results in left and
right boundaries being inlet and outlets, respectively, and vice versa. The boundary part
appearing in the first term in the right-hand side of Eq. (3.2.7) has only a contribution from
the right-most boundary – the actual boundary of the computational domain – (since ψ(x)
is zero at the left-most boundary of the cell). This term will be approximated according to
[
ψ(x)
ρ
(
−p + Pr∂u
∂x
)]
∂Ω
= − pf
ρnx
, (3.2.8)
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where
pf = p− Pr∂u
∂x
∣∣∣∣
x=xbc
(3.2.9)
is known, according to the natural boundary condition advocated by Gresho and Sani [89].
In our case, pf can be determined easily from the diffusion flame solution at x→∞ detailed
in § 2.2.1. The second term in the right-hand side of Eq. (3.2.7) can be calculated according
to
∫
Ω
∂
∂x
[
ψ(x)
ρ
](
−p+ Pr∂u
∂x
)
dx =
(
−pnx + Pr
unx+ 1
2
− unx− 1
2
∆xnx
)∫
Ω
∂
∂x
[
ψ(x)
ρ
]
dx
=
(
−pnx + Pr
unx+ 1
2
− unx− 1
2
∆xnx
)[
ψ(x)
ρ
]
∂Ω
=
1
ρnx
(
−pnx + Pr
unx+ 1
2
− unx− 1
2
∆xnx
)
. (3.2.10)
Since the integral of the boundary test function is equal to one half of the grid size, the
pressure-viscous term in the horizontal direction, Eqs. (3.2.8)–(3.2.10), results in the final
discretization
∫
Ω
ψ(x)
ρ
(
− ∂p
∂x
+ Pr ∂
2u
∂x2
)
dx∫
Ω
ψ(x)dx
=
2
∆x ρnx
(
−pf + pnx − Pr
unx+ 1
2
− unx− 1
2
∆xnx
)
. (3.2.11)
The boundary condition of the dependent unknowns other than u and p is straightforward:
any nodal value at the point (nx+1, j) equals the nodal value at (nx, j) for its homogeneity
in streamwise direction.
3.3 Method of Solution
In this section, procedures to obtain one strained variable-density edge flame solution is
presented, as shown in figure 3.2. Detailed description of the adopted transient and steady
state method will be discussed in the following sections.
We start from the one-dimension analytical diffusion flame solution in counterflow ge-
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Figure 3.2: The procedure diagram of variable-density edge flame solution.
ometry with constant-density and infinitely fast chemistry assumptions. The close forms of
temperature and species fields are well-known and consist of error functions in either side
of the flame sheet [90]. In the two-dimensional domain, the one-dimensional solution has
variation in y-direction and is homogeneous in x-direction. A brief pseudo-time marching
stage using 2nd-order L-stable ASIRK method [91], see § 3.4, is adopted to find the one-
dimensional diffusion flame that satisfies Eqs. (2.1.19)–(2.1.21) and ρ = 1. The solution is
relaxed and stabilized shortly, and saved for the next step.
Next, the frozen flow solution, still in constant-density context and also analytically
known, is applied to be the inlet boundary condition. With the solution from the previous
step as initial condition, the pseudo-time marching is invoked again to allow the solution
to approximate the constant-density edge-flame configuration. The anchoring equation will
move the edge flame to the anchoring point and adjust u0 accordingly. After a few hundred
time steps, the current time marching solution is used as the initial guess for the nonlinear
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Newton-Raphson method that finds the solution to the discretized Eqs. (2.1.15)–(2.1.22).
Once the solution is found for constant-density approximation, the strategy is to increase
the density variation in small increments and use the converged solution for the previous
level of density variation as the starting guess to the nonlinear solver until full effect of
heat expansion is included, i.e., Eq. (2.1.22) is satisfied exactly. This procedure is referred
as ‘Homotopy Transformation’; see § 3.5. The system of discretized nonlinear equations is
solved by a novel boundary value problem method, which is designed to increase iteration
convergence; see § 3.6 for detail. As the homotopy parameter changes, new boundary con-
ditions need to be calculated because they depend on the level of thermal expansion. The
optimization of δ0, k0 and x0 to ensure approximate zero pressure gradient at the outlet is
accomplished by a multidimensional minimization routine available in GNU Science Library.
After the first full homotopy transformation is complete, we can vary the controlling
parameters of the problem by direct (standard) continuation, since a full variable-density
solution is now available.
3.4 Transient Method
Discretization of the spatial derivatives yields a very large ODE system in time,
X˙ = f(X) + g(X), (3.4.1)
where f corresponds to convection terms, g to the diffusion and stiff (reaction) terms, and
X to the ensemble of dependent variables u, v, w˜, p, θ, yk, and u0. The semi-discrete
equations are advanced in time using the IMEX (implicit-explicit) time integration method.
An IMEX scheme consists of applying an implicit discretization for g and an explicit one for
f , because g is usually stiff and linear while f is not stiff and often nonlinear. Reaction rate
terms for globally one-step chemistry are generally the most stiff terms in reactive scalar
transport equations, thus limit the size of time step if they are integrated explicitly. In our
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approach, the pressure gradient terms are treated implicitly, and other terms explicitly. The
robustness and accuracy of the transient method are not the primary concerns, since the
transient method is used only to provide good initial estimate for the subsequent boundary
value problem method.
Applying divergence operator to the semi-discrete equation of momentums and imposing
the discrete divergence-free condition at the next stage or time step leads to a discrete
pressure Poisson equation, in which the pressure field at the next time level is decoupled
from the velocity field. At each step, the new pressure is solved from the pressure Poisson
equation with known flow fields, and then the velocity components are updated with the
updated pressure field. This ensures the incompressibility condition is satisfied discretely to
the order of 10−12 at each time step, maintaining efficiency and stability. The downside is
that the resulting pressure Poisson equation is expensive to solve, so it is natural to choose
multi-step methods with only one pressure Poisson equation for each time step. We have
implemented a second-order AB2-CN method, which employs Crank-Nicolson method to
pressure gradient terms and Adam-Bashforth (AB2) method to convection, diffusion, and
reaction terms [92]. This time-stepping scheme for the x- and y-momentum conservation
equation can be written as
~un+1 = ~un +∆t
{
3
2
f(~un)− 1
2
f(~un−1)− 1
2
(∇pn +∇pn+1)} , (3.4.2)
and for other equations the scheme is
X′n+1 = X′n +∆t
{
3
2
f(X′n)− 1
2
f(X′n−1)
}
, (3.4.3)
in which ~u is the velocity vector (u, v) and X′ is the unknown (w˜, θ, yk, u0).
The multi-step AB2-CN method requires the data from two previous time steps and con-
stant size of time step. Therefore, a two-stage IMEX Runge-Kutta method is implemented
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to provide the earlier time levels during startup or time step adaptation. One step from tn
to tn+1 = tn +∆t of the L-stable, two-stage, second-order DIRK scheme [91] consists of two
stages is given as follows:
Stage 1:
∇2p1 = aˆ2,1
a1,1
(Dxf(u
n) +Dyf(v
n) + f(wn)) +
1
∆t
1
a2,1
(Dxu
n +Dyv
n + wn)
u1 =un +∆t(aˆ2,1f(u
n)− a1,1Dxp1)
v1 =vn +∆t(aˆ2,1f(v
n)− a1,1Dyp1)
X′1 =X′n +∆taˆ2,1f(X
′n)
Stage 2:
∇2p2 = aˆ3,1
a2,2
(Dxf(u
n) +Dyf(v
n) + f(wn)) +
aˆ3,2
a2,2
(Dxf(u
1) +Dyf(v
1) + f(w1))
+
1
∆t
1
a2,2
(Dxu
n +Dyv
n + wn)− a2,1
a2,2
∇2p1
un+1 =un +∆t
[
aˆ3,1f(u
n) + aˆ3,2f(u
1)− a2,1Dxp1 − a2,2Dxp2
]
vn+1 =vn +∆t
[
aˆ3,1f(v
n) + aˆ3,2f(v
1)− a2,1Dyp1 − a2,2Dyp2
]
X′n+1 =X′n +∆t
[
aˆ3,1f(X
′n) + aˆ3,2f(X
′1)
]
The parameters are,
a1,1 = γ, a2,1 = 1− γ, a2,2 = γ, aˆ2,1 = γ, aˆ3,1 = 1− 1/2γ, aˆ3,2 = 1/2γ, γ = 1−
√
2/2.
When the transient method is adopted in the constant-density context, only the scalar
equations and anchoring equation are advanced explicitly. The hydrodynamic fields remain
unchanged as a counterflow configuration, i.e., (u, v, w˜, p) = (0,−y, 1,−y2/2).
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3.5 Homotopy Transformation from Constant- to
Variable-Density Flow
Solving variable-density edge flame problem with transient methods is difficult due to the
complexity of the consistent pressure-Poisson equation. One novelty in the present work is
the use of a homotopy method to continuously map the simple-to-obtain constant-density so-
lution to the variable-density hydrodynamically-coupled solution. A typical linear homotopy
for the solution of f(x) = 0 is a blending of the form
(1− ζ)g(x) + ζf(x) = 0, (3.5.1)
where ζ as a homotopy parameter and g(x) is a function for which the solution of g(x) = 0
is not difficult. This artificial parameter allows one to map the solution continuously by
following a smooth transformation of the governing equations that connect two physical
solutions through intermediate states whose physical relevance is immaterial. Homotopy is
a well-established technique to solve nonlinear boundary value problems [93]. To be more
precise, one of the most difficult aspects of solving non-linear boundary value problems is
the specification of an initial condition that is sufficiently close to the exact solution such
that the iterative method can reliably find the eigenvalue. The homotopy accomplishes this
by using a well-known (or easy to calculate) solution, e.g., ζ = 0, as a starting point to find
a solution at a nearby point, ζ > 0, using a standard Newton-Raphson method. Continuing
this process in small increments in ζ , one is able to find the desired physical solution in a
reliable manner (the sought after solution that corresponds to ζ = 1).
We chose to introduce the homotopy by changing the equation of state, Eq. (2.1.22)
according to
1
ρ
= 1− ζ + ζ 1 + αh(θ − 1)
r
. (3.5.2)
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Moreover, boundary conditions are also changed as ζ varies. In the low heat release limit,
the equal fresh stream temperature imposes the unity strain rate and density of oxidizer and
fuel sides. Within the process of homotopy transformation, the boundary conditions for w˜
and other scalar variables are given as
at y → −∞ w˜ = 1 +∆h, θ =
(
r
ρFu,h
− 1
)
1
αh
+ 1, ρ = ρFu,h, yo = 0, yf = 1,
at y → +∞ w˜ = 1−∆h, θ =
(
r
ρOu,h
− 1
)
1
αh
+ 1, ρ = ρOu,h, yo = 1, yf = 0,
where
ρFu,h =
(
1− ζ + ζ
1− δ
)
−1
=
1− δ
1− δ + ζδ ,
and ρOu,h =
(
1− ζ + ζ
1 + δ
)
−1
=
1 + δ
1 + δ − ζδ ,
and ∆h satisfies c = ρFu,h(1−∆h)2 = ρOu,h(1 + ∆h)2.
At each ζ , time independent version of Eqs. (2.1.15)–(2.1.22) and Eq. (2.3.2) is solved
by a boundary value problem method for steady state solutions, which would in turn be
used as the initial estimate for the next value of ζ . A multidimensional minimization routine
available in GNU Science Library is incorporated to find the streamwise and transverse
velocity boundary conditions that minimize the integral outflow pressure gradient squared
J .
Homotopy mapping is not required to calculate every single variable-density edge flame
solution. Once a variable-density edge flame solution is obtained, we can use it as initial
estimate to find other flames by continuation in variable-density context (fixing ζ = 1).
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3.6 Boundary Value Problem Method
3.6.1 Mixed Newton-Picard iteration
Applying spatial discretization to the system of time-independent continuous equations con-
verts the problem of finding a solution of the differential equations into one of finding an
approximation to this solution at each point of the mesh in two dimensions. With the dif-
ference equations written in residual form, we seek the solution of the system of nonlinear
equations F (X) = 0. This system of equations is complicated not by the size of the prob-
lem (which is not tremendous by modern standards) but mostly by the different natures of
the equations that constitute the system. Experience with this system led us to consider
a mixed Newton-Picard iteration procedure that accelerates convergence considerably. The
system of conservation equations is therefore partitioned into two parts: the energy, species,
and flame anchoring equations form a thermo-chemical subsystem Fs = 0, consisting of
Eqs. (2.1.19)–(2.1.22) and Eq. (2.3.1), and the fluid-mechanical subsystem, Fu = 0, consist-
ing of Eqs. (2.1.15)–(2.1.18). The vector X is decomposed into a thermo-chemical vector,
Xs = {θ, yk}, the edge flame propagation speed u0, and the flow fields Xu = {u, v, w˜, p}.
Hence, rather than solving a single large system of nonlinear equations, two smaller
subsystems are solved using a damped matrix-free Newton method for inner iterations. In
the thermo-chemical problem, the anchoring equation is solved separately from the energy
and species conservation equations using the Schur complement decomposition, which we
will describe in § 3.6.2. This allows faster convergence rates since when this equation is
combined with the thermo-chemical subsystem, it produces a system with a saddle-point
structure that is difficult to solve numerically.
The Newton iteration for a generic system of equations, F (X∗) = 0, with an initial
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estimate X0, which is sufficiently close to the exact solution, X∗, is given by
J(Xn) δXn = −F (Xn),
Xn+1 = Xn + δXn,
where at each iteration the corrections are solved to update the previous solution vector.
Here Xn represents the n-th solution iterate. The sparse matrix J(Xn) is the Jacobian
matrix ∂F (Xn)/ ∂X, and is computed exactly. At each Newton step, the linear system is
solved approximately for the update δXn using the restarted Generalized Minimal Residual
(GMRES) [94] with multigrid preconditioning using the hypre library. The quadratically
convergent Newton iteration is continued until the 2-norm of the residual of the system falls
below a desirable tolerance level.
For stability of the iteration we use a damped Newton’s method to ensure the size of
||δXn|| and ||F (Xn)|| are appropriately reduced at each iteration [88, 95]. Let δXn denote
the correction of the ordinary Newton method and δXn the correction of the modified Newton
method, given by
δXn = −J(Xn)−1 F (Xn),
δXn+1 = −J(Xn)−1 F (Xn+1),
where
Xn+1 = Xn + λq δXn,
and λ0 = 1. The value of λq is selected in such a way as to ensure that
‖δXn+1‖ < ‖δXn‖. (3.6.1)
44
In this study, if the above criteria on step size is not satisfied, the damping factor is decreased
recursively according to λq+1 = λq/2 until the criterion Eq. (3.6.1) is satisfied. This process
is repeated until an update satisfies this criterion. If this does not happen after a number
of trials, typically q < 8, the algorithm stops since it is decided that the initial condition
is not sufficiently close to allow the Newton method to converge. In this case, a smaller
continuation step will be chosen.
The outer loop is a Picard iteration, with iteration index m, that obeys
1. Solve the thermo-chemical subsystem Fs(X
m+1
s , u
m+1
0 ) = 0.
2. Solve the fluid-mechanical subsystem Fu(X
m+1
u ) = 0.
3. Go back to 1 until the solution converges.
Such successive iteration scheme does not guarantee a convergence to the solution in certain
conditions. It is found that using Uzawa’s method to relax the update would improve the
convergence property in the expense of convergence rate. That is, Xn+1 = Xn + ωδXn for
0 < ω < 1. Typically ω = 0.5 for both subsystems.
The computational cost and memory usage per iteration step is substantially reduced.
Another advantage of segregating the entire system is evident in figure 3.3, which plots the
eigenvalues of the matrix J(Xn) for Fu = 0 and Fs = 0 in a small uniform grid for illustra-
tion purpose. The rate of convergence of the GMRES method depends on the distribution
of eigenvalues in the complex plane. The main differences between these two spectra are a)
eigenvalues for fluid-dynamical subsystem cluster near the origin due to the mass conserva-
tion equation and b) large real eigenvalues for thermo-chemical subsystem due to reaction
rate terms. Such different characteristics implies that it may require different precondition-
ing and numerical strategies for each subproblem, which will be discussed in detail in the
later section.
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Figure 3.3: The spectra of matrix A for (a) fluid dynamics subsystem and (b) thermo-
chemical subsystem in uniform grid.
3.6.2 Schur Complement
The flame anchoring Eq. (2.3.1) does not have an advection-diffusion-reaction structure like
reactive scalar transport equations in thermo-chemical subsystem. This affects the conver-
gence of the iterative linear solver in the Newton method negatively. Therefore it is separately
treated in the linear solver. The linear system of equations at the n-th step of the Newton
method can be written as 
A Ju
Ja 0



δXns
δun0

 = −

F ns
xnc

 , (3.6.2)
where A is the Jacobian matrix of advection-diffusion-reaction system excluding the u0 terms,
which are collected in Ju, and Ja is the Jacobian matrix from the anchoring condition. The
Schur complement is used here to reduce the problem to two subproblems for the benefit of
memory savings and faster algorithms. In the following, we derive how to obtain δXns and
δun0 . Since A
−1 exists in our case, one can eliminate δXns and obtains a smaller system for
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the propagation speed update δun0 ,
AδXns = −F ns − Ju δun0 ,
Ja
(
A−1 (−F ns − Ju δun0)
)
= −xnc ,
⇒ δun0 =
−JaA−1F ns + xnc
JaA−1 Ju
.
Once the propagation speed update is solved, we can compute the update of the other
chemistry variables as
δXns = −A−1F ns − A−1 Ju δun0 .
Notice that the vectors A−1F ns and A
−1 Ju are already calculated in the previous step, so this
step requires only standard vector operations. These manipulation is generally referred-to
as the Schur complement form of Eq. (3.6.2). There are several advantages of this approach.
First, by excluding the flame anchoring equation, each row of the interior subdomain A
shares similar non-zero structure with the other rows, making A a banded matrix. This in
turn allows the use of a simple and efficient preconditioner with more desirable convergence
properties.
3.6.3 Preconditioning Strategy
The idea of preconditioning is to transform the original system to a new one which has the
same solution, but is easier to solve, or iterative methods will converge in fewer iterations.
Here we choose left preconditioning to the GMRES algorithm according toM−1Ax =M−1b.
The preconditioned GMRES algorithm attempts to minimize the residual norm ||M−1(b −
Axm)||2, instead of ||b−Axm||2, over a Krylov subspace span{z0,M−1Az0, ..., (M−1A)m−1z0},
where z0 = M
−1(b− Ax0).
A preconditionerMz = r should approximate the original linear system coefficient matrix
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well enough such that the GMRES iterates for the preconditioned system converges faster
than the GMRES iterates for the original system. Also, the preconditioners should be
relatively cheap to use in a linear solve. For thermo-chemical subsystem, the preconditioner
solves convection-diffusion part of the scalar transport equations. This choice avoids the
strong stiffness of the reaction rate terms and decouples each scalar conservation equations
from each other. Since each scalar variable is solved individually in the preconditioner,
it allows greater performance. For fluid-mechanical subsystem, the preconditioner solves
only the diffusion terms of the Navier-Stokes equations. Nonlinearity of advection terms
is avoided and, similar to the thermo-chemical subsystem, each component of velocities is
calculated separately in the preconditioner, saving memory usage and number of iterations.
The reduced-system preconditioners use the Boomer Algebraic Multigrid method available
in the hypre library [96].
3.7 Negative Propagation Speed
One of the novelties in this study is the ability to access the negative propagation speed
for the strained edge flames. For the positive propagation speed, the upstream boundary
conditions at x→ −∞ are the quenched mixture solution described in Chapter 2.2.1: solving
Eqs. (2.2.1)–(2.2.8) with u = 0, w˜, and Ω˙ = 0 as Dirichlet boundary conditions. The
downstream boundary conditions at x → +∞ are Eq. (2.2.9), meaning the nodal values at
the ghost points equal to that at the cell centers of the right-most cells, and Eq. (2.2.10),
where pf(y) is determined by the one-dimensional diffusion flame described by Eqs. (2.2.1)–
(2.2.8). The pressure field is the only result needed from the one-dimensional diffusion flame
solution.
When the propagation speed is negative, the boundary conditions at upstream and down-
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stream are switched. Neumann boundary conditions Eq. (2.2.9) and
p− Pr∂u
∂x
= pq(y). (3.7.1)
for the x → −∞ boundary, while Dirichlet boundary conditions Eqs. (2.2.1)–(2.2.8) are
used. Eq. (3.7.1) on the quenched side of edge flame is the counterpart of Eq. (2.2.10), and
the subscript “q” denotes the quenched mixture solution. Notice that despite the sign of the
propagation speed, both of the one-dimensional quenched mixture and diffusion flame solu-
tions are required. But only the one-dimensional pressure field is used in the discretization
for the Neumann boundary.
The type of inflow-outflow boundary conditions is determined based on the sign of the
propagation speed u0. In practice, although Dirichlet-Neumann boundary conditions are
supposed to match with the positive propagation speed, they also work for the slightly
negative propagation speed, and vice versa. When the resultant propagation speed is close
to zero, this feature prevents the numerical solver from oscillating between these two types
of x boundary conditions, and consequently saves calculations.
3.8 GSL Minimizer
As discussed in § 2.2.2, the parameters determining boundary velocity transition are chosen
so that the integral of outflow pressure gradient squared is minimized. A multi-dimensional
minimization routine provided by GNU Scientific Library [97] is adopted to find the opti-
mized parameters (x0, δ0, k0). The algorithm takes initial guess of a vector and user-defined
objective function, calculate the gradient of the function, and perform a one-dimensional
line search along the direction for minimization. The search direction is then updated with
local derivatives and function values. The minimization process is stopped when the size
of n-dimensional simplex is smaller than user-specified precision. The multi-dimensional
minimizer routine provides necessary minimizer initialization, state update and convergence
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test.
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Chapter 4
Results
4.1 Numerical Solver Assessment
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Figure 4.1: Variation of normalized edge flame speed as a function of stain for three dif-
ferent Lewis number from current method (symbols) and [36] (continuous curve). All cases
correspond to φ = 1, βDL = 8, αDLh = 0.85, and LeO = 1.
To verify the code and formulation, the results of the constant-density cases (ζ = 0) have
been compared with the results in previous numerical simulations [36] for the cases of equal
stream temperature. The mixture fraction defined in this study uses a slightly different
definition of the adiabatic flame temperature Tad and stoichiometric mixture fraction Zst,
which result in slightly different chemistry parameters αh and β between this study and
Daou and Lin˜a´n’s [36]. For the purpose of comparing data between these two studies, αh
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and β in this study can be written as,
αh =
αDLh
YFu
YF,st
Zst
LeF
αDLh
YFu
YF,st
Zst
LeF
+ (1− αDLh )
(4.1.1)
β = βDL
αh/α
DL
h
αDLh
YFu
YF,st
Zst
LeF
+ (1− αDLh )
, (4.1.2)
where αDLh and β
DL follow the definitions in Daou and Lin˜a´n’s study. One can verify that
the definitions of αh and β are identical for equal Lewis number case. Another correlation is
given to relate the normalized strain rate ǫ in Daou and Lin˜a´n’s paper to B∗ in this study,
ǫ =
√
βDL5YOu
8B∗YO,st
exp
(
βDL
αDLh
− β
αh
)
. (4.1.3)
Figure 4.1 shows a plot of the edge flame velocity versus the normalized strain rate ǫ for
LeF = 1.625, 1, and 0.375 obtained from numerical simulations by Daou and Lin˜a´n [36]
(solid line) and from our code (solid circles). The edge flame velocity is normalized by the
premixed flame speed at the stoichiometric conditions of the frozen flow ahead of the edge
flame, SL, in constant-density assumption. Since steadily propagating edge flames cannot
sustain in highly strained flow, the curves in figure 4.1 reach the upper limit in ǫ at the
extinction value ǫext. The extinction strain is controlled by the one-dimensional diffusion
flame far downstream.
We observe that the results of propagation speed from our code also agree very well
with the results reported by Daou and Lin˜a´n [36] for unity and high Lewis numbers. On
the other hand for lower Lewis number, the normalized propagation speed from the current
method starts to deviate from Daou and Lin˜a´n’s result for ǫ > 3, the edge flame changes
from advancing to retreating at smaller ǫ, and it extinguishes at ǫext ≈ 7, before the reported
ǫext ≈ 9.3.
Figure 4.2 shows a closed-up view to the edge flame for (a) (ǫ, LeF ) = (0.66, 1.625) and (b)
(ǫ, LeF ) = (6.5, 0.375). The contours of temperature are superposed on a color representation
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Figure 4.2: Closed-up view to the edge flame for (a) (ǫ, LeF ) = (0.66, 1.625) and (b)
(ǫ, LeF ) = (6.5, 0.375). The contours of temperature are superposed on a color represen-
tation of the reaction rate.
of the reaction rate. In figure 4.2 (a), where the small strain rate is investigated, the canonical
triple-branch structure of edge flames is clearly seen. The positive propagation speed in this
case suggests that this edge flame advances to the quenched mixture in the negative x-
direction. The intensity of reaction in the premixed front is much larger than that in the
diffusion flame tail due to abundant reactants in the strained mixing layer in the quenched
side. The lower premixed wing consumes the excessive oxidizer on the fuel size in the
mixing layer, leaving the tail flame to get the oxidizer only from the diffusion of oxidizer
stream, similarly for the upper premixed wing. Therefore, the characteristics of the flame is
transformed from the premixed flame to diffusion flame right downstream of the premixed
front. As the strain rate increases, the length of the premixed wings and their curvature
both reduce, and the triple-branch structure of edge flame degenerates into a single planar
flame sheet, similar to what is shown in figure 4.2 (b), until it extinguishes. In the cases of
low fuel Lewis number and high strain rate in figure 4.2 (b), we observed that the maximum
temperature of the edge flame is higher than the flame temperature in diffusion flame tail,
which agrees with the results shown by Daou and Lin˜a´n [36].
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4.2 Edge Flame Solutions for LeF = 1
In the following sections we present the results of variable-density edge flames in a strained
mixing layer with different fuel Lewis numbers. In all cases the fixed parameters are φ = 1,
β = 8, αh = 0.85, δ = 0, and LeO = 1. The temperature of both fresh fuel and oxidizer
streams are chosen to be equal. The computational domain has been chosen carefully in
order for all fields to approach asymptotically their domain independent value.
Figure 4.3 to 4.5 show color contours of each dependent variable and mixture fraction for
B∗ = 1.2×105, 3.5×104, and 2×104. The values of B∗ are chosen such that the edge flame is
strongly advancing, nearly stationary, and nearly quenched, respectively. The propagation
speed u0 is 8.18, −7.68 × 10−3, and −2.71 for B∗ = 1.2 × 105, 3.5 × 104, and 2 × 104,
respectively. For the advancing edge flame in figure 4.3, strong flame front creates a high
pressure zone in front of the edge flame tip and positive streamwise velocity gradient in the
x-direction across the edge flame tip. The u velocity drops to about −4.8 at the upstream
of the flame front, and increases to 0.7 right behind of the edge flame tip. The negative
pressure region near top/bottom boundary at around x = −11 indicates the location of
boundary condition transition. The negative value implies a sharp transition, which will be
discussed later in detail. The magnitude increase of w˜ along stagnation plane y = 0 from
upstream to downstream coincides with that of trailing diffusion flame, which indicates the
trailing diffusion flame is locally subject to the strain that is larger than the global strain
α. This effect appears due to the similarity formulation chosen in this study, the effect of
edge flame on hydrodynamic field is restricted to be two-dimensional. The mixing layer,
along with the oxidizer and fuel mass concentration, spreads around the premixed wings,
and converges at downstream. The change of mixing layer thickness is the effect of gas
expansion; the smaller density at or near burning mixture increases the effective diffusivity
of species concentration (Lekρ)
−1, see Eqs. (2.1.20)–(2.1.21). In constant-density edge flames
the mixing layer thickness remains the same at any given x-location.
A nearly stationary edge flame is shown in figure 4.4. The streamwise velocity raises
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to 1.3 as opposed to advancing edge flame where the streamwise velocity suffers a deep dip
before increasing. The trailing diffusion flame creates a valley in the pressure field on the
stagnation plane. The mixing layer slightly converges near x = −3 because of the converging
v-velocity contours, and then expands near the edge flame. The mixing layer convergence
downstream is not obvious comparing to the advancing edge flame in figure 4.3.
When the propagation speed u0 is negative, the edge flame retreats from the quenched
region ahead of it and its structure changes from triple-branch to single-branch, as shown in
figure 4.5. The maximum value of reaction rate Ω˙ scales with the coefficient B∗. The edge
flame’s effect on mass concentration fields extends far more upstream than the two cases
shown previously. Similar to constant-density cases, the retreating edge flame leaves a wide
preheat zone at the extinguished side. Combining with stronger mixing, the preheat zone
could be a suitable environment for autoignition.
Figure 4.6 shows a closed-up view to the edge flame in the moving reference frame for
three different values of B∗. In figure 4.6(a) for larger B∗ (smaller normalized strain rate),
the canonical triple-branch structure of edge flames is clearly seen. Overall observations are
consistent with known edge flame physics. Including that the intensity of reaction in the
premixed front is much larger than that in the diffusion flame tail due to abundant reactants
in the strained mixing layer in the quenched side. The lower premixed wing consumes the
excessive oxidizer on the fuel size in the mixing layer, leaving the tail diffusion flame to
obtain the oxidizer only through diffusion from the incoming free stream, similarly for the
upper premixed wing. As B∗ decreases (increasing strain rate), the length of the premixed
wings and their curvature both reduce, and the triple-branch structure of the edge flame
merges into a single diffusion flame sheet with a small head, similar to figure 4.6(b). Further
reduction of B∗ leads to extinction. The new observations pertain to the shape of the flow
streamlines because that is how density variation couples with the hydrodynamics. Nearly-
horizontal streamlines suggest large positive propagation speed, which means the edge flame
advances to the quenched mixture in the negative x-direction. This is the case observed in
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figure 4.6(a). Here, the flow divergence effect clearly seen ahead of the edge flame agrees
with the behavior observed by others previously, c.f. [62, 63, 76, 98]. Behind the edge flame,
we observe that the flow converges towards the stagnation plane much faster than in the few
variable-density edge flames studied numerically previously. For example, [76] and [98] do
not show much bending of the streamlines behind the edge flame, while [62] shows a smaller
degree of streamline turning toward the stagnation plane ([63] shows obvious bending of
the streamlines but this is purely a hydrodynamic effect due to the duct geometry – the
flow bends even without the edge flame present). Interestingly, the experiment of [12] shows
convergence of the streamlines towards the stagnation plane, as in the present results. Part
of this behavior is due to the counterflow field that pushes the streamlines toward the center
plane. But, there is a more pronounced bending of the streamlines towards the center
plane due to the fact that our boundary conditions are requiring the solution to achieve
zero streamwise pressure gradient in the trailing diffusion flame, which mimics more closely
experimental condition encountered in open flame burners.
Figure 4.7(a), (c), and (e) show composites plot of isocontours of v and the reaction rate
along the stoichiometric line for different B∗. For equal Lewis numbers discussed in this
section, the stoichiometric line is the centerline of the computational domain, y = 0. We
observe that the optimized boundary conditions that minimize the pressure gradient at the
outlet result in a sharp transition at a location that depends on the value of B∗. For the
strong edge flame, B∗ = 1.2 × 105, the boundary condition transition occurs ahead of the
edge flame at x0 = −10.81, while for the weakest edge flame shown, B∗ = 2 × 104, the
transition takes place behind the edge flame at x0 = 2.73. The thickness of the region where
v′O and v
′
F jump from zero on the frozen flow region to the value of the displacement velocity
of the diffusion flame appears to be vanishing small. In the simulations, the parameter δ0
obtained from the optimization routine is limited by the grid size, which is refined locally
to maximize resolution. This sharp transition in the bottom and top boundary conditions
is only evident when the vertical extent of the computational domain is made sufficiently
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large (narrower domains give the impression that the transition is smooth). The location
where the transition takes place x0 changes with ymax because of the flow physics induced
by them. Figure 4.7 (b), (d), and (f) show the vorticity of the flow for different level of
the strain. The velocity transition on the boundary injects a finite amount of vorticity
through the boundary at x0. Moreover, it appears the edge flame tip generates a positive
vorticity on the oxidizer side and a negative vorticity on the fuel side. The x-location of this
pair of vortical structures moves upstream as B∗ decreases. The edge flame self-generated
vorticity interacts with the boundary-generated vorticity in order to prevent the generation
of an accumulated pressure gradient behind the head of the edge flame. If one increases the
computational domain vertically, the vorticity injection point at the boundary must move
further upstream/downstream for the edge flame with a positive/negative propagation speed
respectively, in order for advection to carry this vorticity through the same path towards the
edge flame.
Figure 4.8 shows an elevation map (carpet plot) of the pressure field for an edge flame
with B∗ = 1.2 × 105. The edge flame in this figure is travelling from right to left (flow
in the opposite direction). We observe that both upstream and downstream (x direction)
pressure gradients are nearly zero, thanks to the boundary conditions we employ. Notable
in the figure is the sharp pressure dips at the top/bottom boundaries where the injection
of vorticity takes place. Another observation is that the maximal pressure takes place at
the edge flame head. Such high pressure pushes the fluid away from the edge flame head,
causing the aforementioned flow divergence phenomenon.
Figure 4.9 shows the streamwise velocity and temperature profiles along the stoichio-
metric line. For the strong edge flame shown in figure 4.9(a), the flow decelerates in the
streamwise direction by more than 50% of the propagation speed u0 before reaching the
edge flame head. The temperature raise across the edge flame head occurs at nearly the
same location as that of the streamwise acceleration. Far downstream, the temperature ap-
proaches its asymptotic value from above. The effect of thermal expansion locally increases
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the streamwise velocity around the tip for the stationary edge flame in figure 4.9(b). The
change in u peaks when the temperature reaches its local maximum at around x = 0. At
the downstream, the density variation increases the local strain rate by increasing vertical
transverse velocity gradient and w˜ around the trailing diffusion flame. As expected, the tem-
perature downstream declines slightly with the strength of the flame. For the fast retreating
edge flame shown in figure 4.9(c), the thermal leakage to the upstream mixture from the
weak edge flame further complex the streamwise velocity and increases it by approximately
18% of the propagation speed ahead of the edge flame tip. The temperature raise can be
seen to start from about x = −10, comparing to figure 4.9(b) which shows an increase
from about x = −3. Based on figure 4.6(c) the hydrodynamic fields are still dominated by
the stagnation-plane flow; due to weak strength of combustion, the thermal expansion only
creates small amount of disturbance to the flow.
4.3 Edge Flame Solutions for LeF = 0.4
Shown in figure 4.10 to figure 4.12 are color contours of each dependent variable and mixture
fraction corresponding to B∗ = 1.5×105, 8×104, and 4×104. Similar to the previous section,
the values of B∗ are chosen such that the edge flame is strongly advancing, nearly stationary,
and nearly quenched, respectively. Since the equivalent ratio is fixed at φ = 1 for all cases,
the stoichiometric mixture fraction Zst is 0.2857 according to Eq. (2.1.13).
As in the unity LeF cases, the shape evolution of the edge flames as their propagation
velocities decrease is from triple-branch structure to single-branch. The advancing edge flame
locally raises the streamwise velocity at the downstream of the flame front, while the same
local streamwise velocity increase occurs at the quenched side for the retreating edge flame.
Unequal Lewis numbers cause the asymmetrical premixed wings and curved trailing dif-
fusion flame. The premixed wing on the fuel side is more obvious than its counterpart on the
oxidizer side, because the diffusivity of fuel is higher than that of oxidizer. The flow fields
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also present asymmetry. Large portion of the edge flame and especially the edge flame head
locate above the stagnation plane to the oxidizer side due to higher fuel diffusivity. The edge
flame tip slightly tilts towards the stagnation plane regardless the flame structure.
Shown in figure 4.13 are three subfigures corresponding to B∗ = 1.5×105, 8×104, and 4×
104. With the effect of differential diffusions the flow penetrates through the other side of
the diffusion flame, unlike unity Lewis number cases where the flow converges to the trailing
diffusion flame and stays on it. The maximal reaction rate declines with B∗, and its location
moves from the edge flame tip to the trailing diffusion flame when B∗ < 4× 104.
The hydrodynamics effect of edge flames can also be observed in the vorticity contours in
figure 4.14. The fuel-lean premixed branch of edge flame in y > 0 generates positive vorticity
just ahead of the flame front, while the fuel-rich premixed branch generates negative vorticity.
These vorticity increases the magnitude of the vorticity that is injected from the boundary,
mixes with the vorticity with the opposite direction, and produces nearly zero pressure
gradient at the outflow.
Similar to the unity Lewis number cases, the vorticity from top/bottom boundary is
injected at where the velocity transition happens, i.e., x0. Granted the parameters for
boundary velocity transition (x0, δ0, k0) are different for top or bottom boundary due to
asymmetric flow fields, they are chosen to be the same for the ease of calculations. Expanding
from three-dimensional minimization problem to six-dimensional minimization one could
easily increase the computation time by four folds or more. The integral of pressure gradient
square, J , and maximal streamwise velocity at the outflow boundary turn out to be the same
order with the same quantities for unity Lewis number cases. Therefore, allowing different
boundary velocity transition for top or bottom boundary would only affect the solutions in
the next order.
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4.4 Edge Flame Solutions for LeF = 1.2
For fuel Lewis number larger than 1, two edge flames are plotted in figure 4.15 and 4.16.
Observations in previous edge flames are still valid here, except the edge flame tip and
trailing diffusion flame locate at the fuel side. The amount of deviation is not obvious
though. Comparing figure 4.15 with figure 4.11, two cases with the same B∗ but different
LeF , it is shown that the greater LeF case has larger propagation speed u0 at given B
∗.
Flow diverging and converging discussed before is apparent in figure 4.17, and the inter-
action of the edge flame generated vorticity with the boundary generated vorticity, shown
in figure 4.18, is similar to the previous cases.
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Figure 4.3: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (1.2 × 105, 1). The black or white line contours shown in each picture rep-
resent the reaction rate field Ω˙. The propagation speed u0 is 8.18. The resultant boundary
condition parameters are (x0, δ0, k0) = (−10.8, 2.91× 10−4,−5.99).
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Figure 4.4: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (3.5 × 104, 1). The black or white line contours shown in each picture rep-
resent the reaction rate field Ω˙. The propagation speed u0 is −3.87 × 10−3. The resultant
boundary condition parameters are (x0, δ0, k0) = (−0.67, 2.73× 10−2,−12.0).
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Figure 4.5: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (2 × 104, 1). The black or white line contours shown in each picture repre-
sent the reaction rate field Ω˙. The propagation speed u0 is −2.84. The resultant boundary
condition parameters are (x0, δ0, k0) = (2.73, 7.11× 10−2,−14.13).
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(a) (b)
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Figure 4.6: Zoom of reaction rate Ω˙ contours with (u+u0, v) streamlines at (a) B
∗ = 1.2×105
(b) B∗ = 3.5× 104, and (c) B∗ = 2× 104 for LeF = 1.
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Figure 4.7: Left column: vertical velocity v at selected y location (black solid lines) and
reaction rate along the stoichiometric line (orange solid line). Right column: vorticity color
contour and reaction rate Ω˙ black contour. From top to bottom: edge flames for B∗ =
1.2× 105, 3.5× 104, and 2× 104.
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Figure 4.8: Pressure field elevation map for B∗ = 1.2 × 105 with overlaid temperature
isocontours.
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Figure 4.9: Horizontal velocity (black dashed line) and temperature (orange solid line) along
the stoichiometric line for (a) B∗ = 1.2× 105 (b) 3.5× 104, and (c) 2× 104.
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Figure 4.10: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (1.5 × 105, 0.4). The black or white line contours shown in each picture repre-
sent the reaction rate field Ω˙. The propagation speed u0 is 2.02. The resultant boundary
condition parameters are (x0, δ0, k0) = (−3.16, 2.93× 10−2,−8.72).
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Figure 4.11: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (8× 104, 0.4). The black or white line contours shown in each picture represent
the reaction rate field Ω˙. The propagation speed u0 is −0.316. The resultant boundary
condition parameters are (x0, δ0, k0) = (−0.289, 5.68× 10−3,−5.56).
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Figure 4.12: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (4 × 104, 0.4). The black or white line contours shown in each picture rep-
resent the reaction rate field Ω˙. The propagation speed u0 is −2.72. The resultant boundary
condition parameters are (x0, δ0, k0) = (2.59, 7.87× 10−2,−11.22).
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(c)
Figure 4.13: Zoom of reaction rate Ω˙ contours with (u + u0, v) streamlines at (a) B
∗ =
1.5 × 105, (b) B∗ = 8 × 104, and (c) B∗ = 4 × 104 for LeF = 0.4. The dash-dotted line
represents the stoichiometric line, where Z = Zst = 0.2857.
70
(a) (b)
(c)
Figure 4.14: Vorticity color contour and reaction rate Ω˙ black contour for LeF = 0.4 and (a)
B∗ = 1.5× 105 (b) B∗ = 8× 104 (c) B∗ = 4× 104.
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Figure 4.15: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (8 × 104, 1.2). The black or white line contours shown in each picture rep-
resent the reaction rate field Ω˙. The propagation speed u0 is 7.69. The resultant boundary
condition parameters are (x0, δ0, k0) = (−6.98, 3.26× 10−2,−7.23).
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Figure 4.16: Color contours of hydrodynamic, chemistry, and passive scalar fields for
(B∗, LeF ) = (2.5 × 104, 1.2). The black or white line contours shown in each picture repre-
sent the reaction rate field Ω˙. The propagation speed u0 is −0.196. The resultant boundary
condition parameters are (x0, δ0, k0) = (−0.572, 2.41× 10−2,−8.51).
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(a) (b)
Figure 4.17: Zoom of reaction rate Ω˙ contours with (u+u0, v) streamlines at (a) B
∗ = 8×104
and (b) B∗ = 2.5 × 104 for LeF = 1.2. The dash-dotted line represents the stoichiometric
line, where Z = Zst = 0.5455.
(a) (b)
Figure 4.18: Vorticity color contour and reaction rate Ω˙ black contour for LeF = 1.2 and (a)
B∗ = 8× 104 and (b) B∗ = 2.5× 104.
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Chapter 5
Normalized Propagation Speed
The enhancement in the propagation speed over the premixed flame speed was found to be the
square root of the ratio of the unburned gas density to the burned gas density in the scaling
analysis by Ruetsch et al. [76] in 1995. Since then, several numerical works on different
flames or flow configurations have observed the same correlation, including methanol-air
combustion [66], lifted methane flame [11, 12, 41, 67], hydrogen-air combustion in mixing
layer [38, 99], and methane-air flame in axisymmetric counterflow [43]. The experiments on
the methane jet [45], methane-air axisymmetric counterflow [43], propane jet under normal
and micro gravity conditions [47], methane-air axisymmetric counterflow [100] have also
confirmed the correlation. In this chapter, an analysis of the edge flame propagation speed
from our calculations will be presented.
Figure 5.1 shows the normalized edge flame velocity with respect to the premixed flame
velocity at the corresponding stoichiometric conditions in the frozen mixture for (φ, αh, β, LeO) =
(1, 0.85, 8, 1). The premixed flame speed SL is solved in a standalone numerical solver, see
Appendix C. The term Le3F in the y-axis is for scaling three dataset into one plot, and the
value of 3 is determined by trial and error. We do not claim any interpretation beyond the
plotting purpose. The x-axis is B∗ normalized by the extinction limit B∗ext for given LeF .
The extinction of edge flame is controlled by the trailing diffusion flame, which can only
sustain certain amount of strain before extinction. Therefore the steadily propagating edge
flames exist within a range of B∗. Figure 5.2 plots the lower limit of this range, B∗ext, versus
Lewis number of fuel stream, LeF . It is found that B
∗
ext decreases monotonically with in-
creasing LeF . Such trend is consistent with Daou and Lin˜a´n’s study [36] in constant-density
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Figure 5.1: Normalized edge flame propagation speed as function of reduced B∗. The y-axis
is scaled by the variable-density planar premixed flame velocity SL and LeF . Blue triangles
represent the data for LeF = 0.4, black circles for LeF = 1, and red squares for LeF = 1.2.
Symbols denote the edge flame eigenvalue calculations and the curves denote fitted functions
described in table 5.1.
approximation. It is shown in figure 5.1 that the normalized edge flame velocity increases
monotonically with the normalized B∗ for three different LeF studied here. Daou and Lin˜a´n
[36] observed an overshoot in the normalized velocity in LeF < 1 cases. Such overshoot has
not appeared in our calculations.
Table 5.1: Coefficients for u0/SL = c∞ − c1B∗−1/4 in respect to various LeF .
LeF c∞ c1
0.4 85.347 1.3679× 103
1.0 9.1807 1.2381× 102
1.2 9.3480 1.2096× 102
The calculations show that the edge flame velocity exceeds the laminar premixed velocity
as B∗ increases; equivalently as the strain decreases when LeF is fixed. This is the well-
known speed-up of variable-density edge flames in comparison with their constant-density
counterparts. We can extrapolate the results to infinite B∗ by assuming uo/SL ≈ c∞ −
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Figure 5.2: The value of B∗ corresponding to the extinction of the planar diffusion flame,
B∗ext, as a function of LeF for (φ, αh, β) = (1, 0.85, 8).
c1B
∗−1/4, a correlation suggested in [36, 69], and determining the constants by fitting to
the numerical calculations. The coefficients obtained with the data in figure 5.1 are listed
in table 5.1. Note that only the last few data points from the simulations are used for the
curving fitting. The important observation is that the normalized asymptotic flame speed,
c∞, is much higher than that reported in the literature, which has been shown to scale as the
square root of the density ratio, which in our case is
√
ρst/ρo =
√
1/(1− αh) = 2.582. In
fact the scaling we observe is slightly superlinear. We attribute this behavior to the intricate
role that the flow boundary conditions play in the fully hydrodynamically-coupled eigenvalue
problem. Close inspection of the available details of previous computational results suggest
that those edge flames were experiencing an adverse pressure gradient [85], which should
decelerate them. In our attempt to remove the outlet pressure gradient, it appears that
we created a freely propagating edge flame that is able to travel at higher speeds than
anticipated. This observation hinges on the assumption that our highest B∗ is sufficiently
large for the two-term asymptotic formula to be accurate, which seem to be valid assumption
for the simulation conducted so far.
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When fuel Lewis number varies from unity, the normalized propagation velocities are
approximately the same in the negative side. It is the positive propagation velocities that
are increased drastically when LeF < 1. The edge flame velocity changes sign at higher
B∗/B∗ext when LeF increases.
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Chapter 6
Conclusion
The edge flame propagation may be essential to describe the flame hole evolution and jet
flame dynamics. In this work, laminar variable-density non-premixed edge flame propagat-
ing in a strained mixing layer has been examined. With the similarity in z-direction, the
edge flame has been simplified in a two-dimensional rectangular domain. The effect of den-
sity variation is included in this work to study the interaction between hydrodynamics and
combustion in edge flames. A simple model for velocity boundary conditions on both free
stream sides has been established, and three degrees of freedom are provided from the model
to achieve a clean diffusion flame at the burning side of the edge flame.
A numerical scheme to solve laminar variable-density edge flame propagating in a strained
mixing layer has been successfully developed. Such scheme solves the nonlinear eigenvalue
problem, including reactive Navier-Stokes equations and global one-step reaction, for its
steady state solution. Both time-dependent and boundary value problem methods have
been adopted. AB2-CN and ASIRK methods are used to advance the combustions fields in
constant-density context. A homotopy transformation has been developed to gradually map
the solution from the easier-to-find constant-density edge flame to more challenging variable-
density one. The hydrodynamic fields are separated from the combustion fields, creating two
subsystem that are solved iteratively until the entire system of equations converges. Newton’s
Method is used to solve each subsystem, and the preconditioned GMRES method is used to
solve the update for Newton’s Method. The preconditioners are customized based on the
characteristics of subsystem. Finally, a multidimensional optimizer is adopted to minimize
the integrated pressure gradient at the downstream.
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The numerical scheme summaried above is efficient enough to perform many edge flame
simulations in reasonable timeframe and computational resource. Such feature has been al-
lowing us to explore the effect of strain rate and Lewis number on the edge flame propagation
speed, as well as to attemp to build a database of the propagation speed. A novelty of the
current approach is that it is now possible to study edge flames at larger strain rates where
the displacement speed of the edge flame is negative (which has not been shown before when
thermal expansion is included).
It has been found that the edge flame speed normalized by the premied laminar flame
speed at the stoichiometric conditions of the frozen flow ahead of the edge flame is faster
than the square root of the unburned to stoichiometri density ratio, which was found in
previous variable-density studies of edge flames.
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Appendix A
Molar Based Governing Equations
In this appendix, as a convenient reference, we discuss another common expression for chem-
ical reaction that is based on moles of species, rather than based on mass of species described
in Chapter 2. The equations to convert the parameters from one expression to another will
also be introduced.
The global one-step reaction can be written in the type
νF Fuel + νO Oxidizer → νP Product,
where νF , νO, and νP are the molar stoichiometric coefficient of the fuel, oxidizer, and
product, respectively. Its reaction rate of the Arrhenius form
ω˙m =
Bm
T 2
YFYO exp
(
− E
RT
)
.
Mass conservation requires νFWF + νOWO = νPWP with Wk being the molecular weight of
the k-th species.
The corresponding energy and species equations are
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
=
1
ρ
λ
cp
(
∂2T
∂x2
+
∂2T
∂y2
)
+
Q
cp
ω˙m
ρ
,
∂Yk
∂t
+ u
∂Yk
∂x
+ v
∂Yk
∂y
= Dk
(
∂2Yk
∂x2
+
∂2Yk
∂y2
)
− νjWk ω˙
m
ρ
, k = O,F,
where Q is the heat released by the complete combustion of νF mole of fuel.
The parameters mentioned above can be easily linked to the heat released by the com-
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bustion of unit mass of fuel, q, and the mass fractions of fuel and oxidizer correspond to
stoichiometric condition, s, by the equations in the following
q =
Q
νFWF
, s =
νOWO
νFWF
.
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Appendix B
Inert Flow Field
In this section we derive the one-dimensional solution of the flow field in a counter flow con-
figuration when there is no combustion. Two streams with possibly different temperatures
impinge against each other along the y coordinate direction. The density variation consid-
ered here is assumed to be small for us to obtain the first-order approximation through an
asymptotic expansion in the small parameter defined as the density difference between the
free streams.
The non-dimensionalized one-dimensional continuity, z-momentum, temperature, and
species equations with variable-density (but no reaction) are
∂ρv
∂y
+ ρw˜ = 0,
v
∂w˜
∂y
+ w˜2 =
c
ρ
+
Pr
ρ
∂2w˜
∂y2
,
v
∂θ
∂y
=
1
ρ
∂2θ
∂y2
,
v
∂yk
∂y
=
1
ρLek
∂2yk
∂y2
.
The equation of state is given by
1
ρ
=
1 + αh(ζθ − 1)
r
.
If we define non-dimensional densities of the two free streams as
ρFu = 1− δ, ρOu = 1 + δ,
83
and then to first order we have
w˜Fu ≡
αFu
α
= 1 +
δ
2
, w˜Ou ≡
αOu
α
= 1− δ
2
,
and from the equation of state
θFu =
1
ζ
[
1 +
1
αh
(r(1 + δ)− 1)
]
, θOu =
1
ζ
[
1 +
1
αh
(r(1− δ)− 1)
]
.
The case ζ ≡ 0 needs to be treated separately since it does not correspond to an ideal gas
equation of state.
Substituting the following asymptotic expansions
ρ = 1 + δρ1 + ...,
v = −y + δv1 + ...,
w˜ = 1 + δw˜1 + ...,
θ =
1
ζ
[
1 +
1
αh
(r(1− δρ1)− 1)
]
+ ...,
yk = yk0 + δyk1 + ...,
into the governing equations gives the zeroth-order species equations, which have solutions
yo0 =
1
2
[
1 + erf
(√
LeO
2
y
)]
and yf0 =
1
2
[
1− erf
(√
LeF
2
y
)]
,
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and the first-order equations
∂v1
∂y
+ w˜1 − ydρ1
dy
= 0, (B.0.1)
−y∂w˜1
∂y
+ 2w˜1 − Pr∂
2w˜1
∂y2
+ ρ1 = 0, (B.0.2)
−y∂ρ1
∂y
− ∂
2ρ1
∂y2
= 0, (B.0.3)
1
Lek
∂2yk1
∂y2
+ y
∂yk1
∂y
=
1
Lek
ρ1
∂2yk0
∂y2
+ v1
∂yk0
∂y
. (B.0.4)
The solution of Eq. (B.0.3) that satisfies the boundary conditions is
ρ1 = erf
(
y√
2
)
.
The reduced strain obeys
Pr
∂2w˜1
∂y2
+ y
∂w˜1
∂y
− 2w˜1 = erf
(
y√
2
)
,
and v1 can be obtained from
v1 =
∫ y
0
(
y′
dρ1
dy′
− w˜1
)
dy′.
With known fields of yk0, ρ1, and v1, the first-order approximation of species k can be
obtained by solving Eq. (B.0.4).
The stoichiometric conditions are obtained by introducing the previous solutions into
Eq. (2.1.12), and evaluating at Zst, resulting in
φLeO(yf0 + δyf1) = LeF (yo0 + δyo1) +O(δ
2). (B.0.5)
Introducing
yst = yst0 + δyst1 + ...
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in Eq. (B.0.5) gives, to leading order, the stoichiometric location from the solution of the
implicit equation,
φ
LeO
LeF
− 1 = erf
(√
LeO
2
yst0
)
+ φ
LeO
LeF
erf
(√
LeF
2
yst0
)
.
Once yst0 is found, we revert back to Eq. (B.0.5) and linearize about this value, to give the
first-order correction,
yst1 =
LeF yo1(yst0)− φLeO yf1(yst0)
φLeO y′f0(yst0)− LeF y′o0(yst0)
.
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Appendix C
Definition of Premixed Flame Speed
SL
The common practice to analyze the edge flame propagation speed is to normalize it with
respect to the premixed flame speed SL. For this purpose, a standalone numerical solver
is developed to determine the flame speed of a one-dimensional variable-density premixed
flame in unstrained stoichiometric mixture. The procedures are similar to what have been
introduced in previous sections regarding one-dimensional diffusion flames. Namely, the
one-dimensional conservation equations derived from the non-dimensional two-dimensional
equations, Eqs. (2.1.15)–(2.1.22), with the corresponding boundary conditions that describe
the specific premixed flame configuration.
We consider a one-dimensional premixed flame moving in negative x-direction at speed
−SL. The negative sign is chosen so that the sign of SL is always positive. The fresh
stoichiometric mixture is supplied from the left in front of the flame front, which leaves
heated products behind to the right side of the domain. After Galilean transformation
and change of variable the flame front is fixed at a specific location in the computational
domain, the upstream velocity for fresh mixture is zero, and SL appears in the system of
conservation equations as an eigenvalue that needs to be determined. The non-dimensional
time-dependent equations can be written as follows:
87
∂ρ
∂t
+ γ
∂ρ
∂x
+
∂ρu
∂x
= 0, (C.0.1)
∂u
∂t
+ γ
∂u
∂x
+ u
∂u
∂x
= −1
ρ
∂p
∂x
+
Pr
ρ
∂2u
∂x2
, (C.0.2)
∂θ
∂t
+ γ
∂θ
∂x
+ u
∂θ
∂x
=
1
ρ
∂2θ
∂x2
+
1
Zst
Ω˙
ρ
, (C.0.3)
∂yo
∂t
+ γ
∂yo
∂x
+ u
∂yo
∂x
=
1
LeO
1
ρ
∂2yo
∂x2
− φΩ˙
ρ
, (C.0.4)
∂yf
∂t
+ γ
∂yf
∂x
+ u
∂yf
∂x
=
1
LeF
1
ρ
∂2yf
∂x2
− Ω˙
ρ
, (C.0.5)
ρ [1 + αh(θ − 1)] = r, (C.0.6)
with corresponding boundary conditions
at x→ −∞ u = 0, θ = 0, yo = yost , yf = yfst , (C.0.7)
at x→ +∞ ∂u
∂x
= 0,
∂θ
∂x
= 0, yo = 0, yf = 0, (C.0.8)
where yost and yfst denote the oxidizer and fuel concentration at where the stoichiomet-
ric condition, respectively. Their values are determined by solving a cold one-dimensional
strained mixing problem with separated oxidizer and fuel streams discussed in section 2.2.1.
A straightforward solution is to solve Eq. (C.0.1) and Eqs. (C.0.3)–(C.0.5) together to get
velocity and scalars. All density and its derivatives in the solver are replaced by functions of
temperature that are derived from Eq. (C.0.6). The variation of pressure in x-direction can be
obtained by solving Eq. (C.0.2) with updated flow and combustion fields. However, solving
the mass conservation equation and combustion equations simultaneously is difficult. Our
implicit solver had difficulties converging to a solution. Therefore, we replace Eq. (C.0.1) with
a derived mass conservation equation, which would be a quasi-advection-diffusion-reaction
(ADR) equation. Since now four equations have similar ADR structure, the convergence
property of the boundary value problem is much more favorable.
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We take derivative of Eq. (C.0.6) with respect to x,
∂ρ
∂x
[1 + αh(θ − 1)] + ραh ∂θ
∂x
= 0.
⇒ ∂ρ
∂x
+
ρ2
r
αh
∂θ
∂x
= 0.
Substituting
∂ρ
∂x
with Eq. (C.0.1) and
∂θ
∂x
with Eq. (C.0.3) gives
− ρ
γ + u
∂u
∂x
+
ρ2
r
αh
1
ρ(γ + u)
(
∂2θ
∂x2
+
Ω˙
Zst
)
= 0.
The derived mass conservation can be obtained by simplifying the above equation
∂u
∂x
=
αh
r
(
∂2θ
∂x2
+
Ω˙
Zst
)
. (C.0.9)
The eigenvalue γ is one of the unknowns too. Therefore a controller/anchoring equation
is included in the system of equations. In steady state problem method, the temperature at
the middle of the computational domain is set to be 0.5. In transient method, a proportional
controller, ∂γ/∂t = αcxc, is introduced, where αc is a positive constant chosen by user and
xc is the residual of the objective function.
In summary, Eqs. (C.0.2)–(C.0.6) and Eq. (C.0.9) are solved together with the boundary
conditions listed before for one-dimensional premixed flame solution and its propagation
speed SL.
In terms of numerical scheme, the discrete unknowns (u, θ, yo, yf) are arranged in a uni-
form staggered grid. Upwinding discretization is adopted to the first order derivatives in
space, while second order central differencing to the second order derivatives. Analytic Ja-
cobian matrix is provided to accelerate the solution process. For time marching, backward
Euler method is adopted until the 2-norm of the residual of the entire system is smaller than
the user-prescribed tolerance. Then the time-derivative terms are removed from the function
evaluation and Jacobian matrix in order to calculate the solution from steady state equa-
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Figure C.1: The premixed flame speed SL versus B
∗ for LeF = 1.2 (red square), LeF =
1 (black circle), and LeF = 0.4 (blue triangle). Other parameters are (φ, αh, β, LeO) =
(1, 0.85, 8, 1).
tions. The computational grid is a stretched rectangular grid. The result of SL may vary if
the premixed flame is not well-resolved. Therefore, the grid is recursively refined until the
delta peak reaction rate is smaller than 0.01%, which results in more than 50 points across
the reaction zone. The data used in this study is plotted in figure C.1.
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