Abstract. In this paper, we study the perturbation bound for the spectral radius of an m thorder n-dimensional non-negative tensor A. The main contribution of this paper is to show that when A is perturbed to a non-negative tensorÃ by ∆A, the absolute difference between the spectral radii of A andÃ is bounded by the largest magnitude of the ratio of the i-th component of ∆Ax m−1 and the i-th component x m−1 , where x is an eigenvector associated with the largest eigenvalue of A in magnitude and its entries are positive. We further derive the bound in terms of the entries of A only when x is not known in advance. Based on the perturbation analysis, we make use of the NQZ algorithm to estimate the spectral radius of a non-negative tensor in general. On the other hand, we study the backward error matrix ∆A and obtain its smallest error bound for its perturbed largest eigenvalue and associated eigenvector of an irreducible non-negative tensor. Based on the backward error analysis, we can estimate the stability of computation of the largest eigenvalue of an irreducible non-negative tensor by the NQZ algorithm. Numerical examples are presented to illustrate the theoretical results of our perturbation analysis.
1. Introduction. Let R be the real field. We consider an m th order n-dimensional tensor A consisting of n m entries in R:
A is called non-negative (or, respectively, positive) if a i1,i2,··· ,im ≥ 0 (or, respectively, a i1,i2,··· ,im > 0). In the following discussion, for a given vector y = (y 1 , y 2 , · · · , y n ) T ∈ R n , we define a tensor-vector multiplication Ay m−1 to be n-dimensional column vector with its i 1 -th entries given by n ∑ i2,··· ,im=1 a i1,i2,··· ,im y i2 · · · y im , 1 ≤ i 1 ≤ n.
(1.1)
Also we let P = {(y 1 , y 2 , · · · , y n ) | y i ≥ 0} be the positive cone, and let the interior of P be denoted int(P) = {(y 1 , y 2 , · · · , y n ) | y i > 0}. When y ∈ P (or y ∈ int(P)), y is a non-negative (or a positive) vector. We denote the i-th component of y by (y) i or y i , and the (i 1 , i 2 , · · · , i m )-th entry of A by (A) i1,i2,··· ,im or a i1,i2,··· ,im . In recent studies of numerical multi-linear algebra, eigenvalue problems for tensors have brought special attention. There are many related applications in information retrieval and data mining, see for instance [4, 8] .
Definition 1.1. Let A be an m th -order n-dimensional tensor and C be the set of all complex numbers. Assume that Ax m−1 is not identical to zero. We say (λ, x) ∈ C × (C n \{0}) is an H-eigenpair of A if
Here,
The spectral radius ρ(A) of A is defined by the largest eigenvalue of A in magnitude.
This definition was introduced by Qi [10] when m is even and A is symmetric. Independently, Lim [5] gave such a definition but restricted x to be a real vector and λ to be a real number. In [1] , the Perron-Frobenius Theorem for non-negative matrices has been generalized to the class of non-negative tensors. Yang and Yang [13] generalized the weak Perron-Frobenius theorem to general non-negative tensors. In these papers, the concept of irreducibility in non-negative matrices has been extended to non-negative tensors. We call x to be a Perron vector of a non-negative tensor corresponding to its largest non-negative eigenvalue.
Some algorithms for computing the largest eigenvalue of an irreducible tensor were proposed; see for instance [2, 6, 7] . However the perturbation analysis and the backward error analysis for these algorithms have not been studied, which are important to the analysis of the accuracy and stability for computing the largest eigenvalue by these algorithms.
In this paper, we are interested to study the perturbation bound for the spectral radius of an m th -order n-dimensional non-negative tensor A. The main contribution of this paper is to show that when A is perturbed to a non-negative tensorÃ by ∆A, and A has a positive Perron vector x, we have
where D x is a diagonal matrix
e., the absolute difference between the spectral radii of A andÃ is bounded by the largest magnitude of the ratio of the i-th component of ∆Ax m−1 and the i-th component x m−1 . We further derive the bound based on the entries of A when x is not necessary to be known. Moreover, there is no convergence result of numerical algorithms [7, 6] for for computing the spectral radius of a non-negative tensor in general. We will make use of our perturbation results to estimate the spectral radius of a non-negative tensor in general via the NQZ algorithm. 1 For an m th -order n-dimensional tensor P = (p i 1 ,i 2 ,...,im ) and an n-by-n matrix Q = (q i j ,i j ′ ), the tensor-matrix multiplication [3] R = P × j Q is a tensor (r i 1 ,i 2 ,...,im ) of order m and dimension n with its entries given by
The maximum norm of a tensor is defined as follows:
On the other hand, we will study the backward error matrix ∆A and obtain its smallest error bound of ∆A for
such thatÃ is an irreducible non-negative tensor,λ is the largest eigenvalue ofÃ and x is a Perron vector ofÃ by the NQZ algorithm. Our theoretical results show that ∆A = (δa i1,i2,...,im ) can be chosen as follows:
where r =λx [m−1] − Ax m−1 . By using these backward error results, we will evaluate the stability of computation of the largest eigenvalue of an irreducible non-negative tensor by the NQZ algorithm.
The paper is organized as follows. In Section 2, we review the existing results and present the results for the perturbation bound of the spectral radius of a non-negative tensor. In Section 3, we give the explicit expression of the backward error for the computation of the largest eigenvalue of an irreducible non-negative tensor by the NQZ algorithm. Finally, concluding remarks are given in Section 4. 
The Perturbation
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Proof. By Theorem 1.3, we note that
The result follows. 
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By using (2.4) with i 1 = i * , we give the combination of (2.2) and (2.3) as follows:
Since the eigenvalue of AD
is the same as the eigenvalue of A, by using Lemma 2.1, (2.5) becomes
The right hand side of (2.1) is established. By using the above argument, we can show the left hand side of (2.1). By Theorem 2.4, it is easy to obtain the following corollary. Corollary 2.5. Suppose A is an m th -order n-dimensional non-negative tensor, A = A + ∆A is the perturbed non-negative tensor of A, andÃ has a positive Perron vector z. Then we have
It is noted that A can also be written as the perturbed tensor ofÃ, i.e., A = A − ∆A. Then by Corollary 2.5, we have the following bound.
Corollary 2.6. Suppose A is an m th -order n-dimensional non-negative tensor with a positive Perron vector x, andÃ = A + ∆A is the perturbed non-negative tensor of A. Then we have
According to Corollary 2.6, we know that the absolute difference between the spectral radii of A andÃ is bounded by the largest magnitude of the ratio of the i-th component of ∆Ax m−1 and the i-th component x m−1 . In Corollary 2.6., a Perron vector x must be known in advance so that the perturbation bound can be computed. Here we derive the perturbation bound in terms of the entries of A only.
Lemma 2.7. Suppose A is an m th -order (m ≥ 3) n-dimensional non-negative tensor with a positive Perron vector x. Then we have
1 ≤ x s x t ≤ min 2≤k≤m                        max 1≤i1,i k ≤n n ∑ i 2 , · · · , i m = 1 except i k a i1,i2,··· ,im min 1≤i1,i k ≤n n ∑ i 2 , · · · , i m = 1 except i k a i1,i2,··· ,im                        ,(2.
9)
where x s = max 1≤i≤n x i and x t = min 1≤i≤n x i .
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Proof. We set y = x ∥x∥1 . Then it is easy to see that
, and y s = max 1≤i≤n y i and y t = min 1≤i≤n y i . The left hand side of (2.9) is straightforward. Now we consider
It implies that
Similarly, we get
Thus, we obtain 
Proof. By using (2.7) in Corollary 2.6, we have
The result follows.
Remark 2:
The perturbation bound in Theorem 2.8 can be achieved by considering A = J andÃ = J + εI, where ε is a positive real number and J is a tensor with all the entries being equal to one. It is clear that J is irreducible, i.e., J has the unique positive Perron vector. And we just note that the largest eigenvalues of J and J + εI are equal to n m−1 and n m−1 + ε respectively, ∥∆A∥ ∞ = ε, and τ (J ) = 1.
We note that when a non-negative tensor is irreducible, there exists a unique positive Perron vector, see Theorem 1.3, and also there exists an integer k * in between 2 and m such that 
where τ (A) is defined in (2.11) .
Let us state the following lemma to handle the case when A is reducible. Lemma 2.10. Suppose A is an m th -order n-dimensional non-negative tensor, and
The proof of this lemma is similar to Theorem 2.3 given in [13] . Suppose that A is reducible. Let
LetÃ k = A k + ∆A to be a perturbed non-negative of A k . By applying Corollary 2.9 to A k andÃ k , we have
Therefore, when k → ∞, by Lemma 2.10, we have the following theorem.
Theorem 2.11. Suppose A is an m th -order n-dimensional non-negative tensor, andÃ = A + ∆A is the perturbed non-negative tensor of A. Then we have
|ρ(Ã) − ρ(A)| ≤ τ (A)∥∆A∥ ∞ , where τ (A) is defined in (2.11).

Example 1:
We conduct an experiment to verify the perturbation bound. We randomly construct a positive tensor A where each entry is generated by uniform distribution [0, 1]. We further check the value of each entry must be greater than zero, and therefore the constructed tensor is positive. In the experiment, A is perturbed to a positive tensorÃ by adding ε∆A, where ε is a positive number and ∆A is a positive tensor randomly generated by the above mentioned method. We study 4 Otherwise,
the absolute difference |ρ −ρ| between the spectral radii of A andÃ and the perturbation bound in Corollary 2.6. In Figure 2 .1, we show the results for n = 5, 10 and m = 3, 4. For each point in the figure, we give the average value of |ρ −ρ|, ∥∆AD 
Application to the NQZ Algorithm.
In this subsection, we apply our perturbation results to the NQZ algorithm [7] which is an iterative method for finding the spectral radius of a non-negative tensor. The NQZ algorithm presented in [7] is given as follows:
It is shown in [7] that the sequences {λ} and {λ} converge to some numbers λ and λ respectively, and we have λ ≤ ρ(A) ≤ λ. If λ = λ, the gap is zero and therefore both the sequences {λ} and {λ} converge to ρ(A). However, a positive gap may happen, which can be seen in an example given in [7] . Pearson [9] introduced the notion of essentially positive tensors and showed the convergence of the NQZ algorithm for essentially positive tensors. Chang et al. [2] further established the convergence of the NQZ algorithm for primitive tensors. Definition 2.12. An m th -order n-dimensional tensor A is essentially positive if Ay m−1 ∈ int(P) for any nonzero y ∈ P.
Definition 2.13. An m th -order n-dimensional tensor A is called primitive if there exists a positive integer k such that A
k y ∈ int(P) for any nonzero y ∈ P. An essentially positive tensor is a primitive tensor, and a primitive tensor is an irreducible nonnegative tensor but not vice versa.
Now we demonstrate how to use of the results in Theorem 2.4 to estimate the spectral radius of a nonnegative tensor via the NQZ algorithm. For example, when A is a reducible nonnegative tensor, then the NQZ algorithm may not be convergent. Our idea is to take a small perturbation ∆A = εJ , where ε is a very small positive number and J is a tensor with all the entries being equal to one. It is clear that A = A + εJ is essentially positive. Therefore, when we apply the NQZ algorithm to compute the largest eigenvalue ofÃ, it is convergent. Without loss of generality, we normalize the output vector u in the NQZ algorithm. In particular, the 1-norm of u is employed. The output of the algorithm contains a positive numberλ and u > 0 with ∥u∥ 1 = 1 (i.e., ∑ n i=1 u i = 1). We note that
Then by Theorem 2.4, we have
Let u s = max 1≤i≤n u i and u t = min 1≤i≤n u i . By considering m ≥ 3, we know that
i.e., we have
On the other hand,
By putting (2.13) and (2.14) into (2.12), we have
.
This shows that we can compute ρ(A) by the NQZ algorithm for some nonnegative tensors with a specified precision.
Remark 3:
Liu et al. [6] modified the NQZ algorithm for computing the spectral radius of A + εI, where A is an irreducible non-negative tensor and ε is a very small number, and showed that the algorithm converges to ρ(A) + ε. This fact can be explained by our theoretical analysis in Theorem 2.4 by setting ∆A = εI. We just note that the left and right sides of the inequality in (2.1) are equal to ε, i.e.,
However, when the given non-negative tensor is not irreducible, then their results cannot be valid. However, our approach can still be used to estimate the spectral radius of a non-negative tensor in general.
Example 2:
In [2] , the following 3 rd order 3-dimensional non-negative tensor is considered: a 1,2,2 = a 1,3,3 = a 2,1,1 = a 3,1,1 = 1 and the other entries are equal to zero. It can be shown that this tensor A is irreducible, but not primitive. There is no convergence result of the NQZ algorithm for such A, and the spectral radius of A is equal to √ 2 ≈ 1.414213562373095, see [2] . In this example, we take the perturbation ∆A = εJ . We apply the NQZ algorithm to compute the spectral radius ofÃ to approximate the actual one. According to Table 2 
.1, the results show that ρ(A) is about ρ(Ã) + O(ε).
Example 3:
We consider the following 3 rd order 3-dimensional non-negative tensor: a 1,1,1 = a 1,2,2 = a 1,3,3 = a 2,1,1 = a 2,2,2 = a 2,3,3 = a 3,1,1 = a 3,2,2 = a 3,3,3 = 1 and the other entries are equal to zero. It can be shown that this tensor A is reducible. The spectral radius of A is equal to 3. There is no convergence result of the NQZ algorithm for such reducible non-negative tensor. It is interesting to note that this tensor satisfies (2.15) . In this example, we take the perturbation ∆A = εJ . The Thus the approximation is more accurate for the largest eigenvalue than for the associated eigenvector.
Backward Error Bound.
In this section, we study the backward error matrix ∆A and obtain its smallest error bound of ∆A for
such that A andÃ = A + ∆A are irreducible non-negative tensors,λ is the largest eigenvalue ofÃ andx is a Perron vector ofÃ. The backward error for the eigenpair is defined by as follows:
where Ω = {∆A is a non−negative tensor such that A + ∆A is irreducible } (3.2)
and
Before we show the results of the backward error in the computation of the largest eigenvalue of an irreducible non-negative tensor. We need the following lemma given in [12, Theorem 9.1].
Lemma 3.1. Let U ∈ C p×q , V ∈ C r×s and W ∈ C p×s . Let
if and only if X ̸ = ∅, and when 
Proof. We note that
In order to analyze x, we rewrite the above equation into a linear system as follows:
where ∆A is an n-by-n m−1 matrix with its entries given by
It follows from Lemma 3.1 that
where b † is an 1-by-n m−1 vector given by b/∥b∥ 2 and Z is an n-by-n m−1 matrix. Therefore, we obtain
The minimization of ∥∆A∥ † is also positive. Let us consider two cases. We note that if r is a zero vector, thenλ is the largest eigenvalue of A, and the problem is solved. Now we consider r is not a zero vector. It follows that at least one row of ∆A = rb † must be positive. It can be shown thatÃ is irreducible. The argument is that for any nonempty proper index subset J ⊂ {1, 2, · · · , n} such that a i1,i2,··· ,im + δ i1,i2,··· ,im > 0, ∀i 1 ∈ J, ∀i 2 , ..., i m / ∈ J.
Hence the result follows.
Remark 4:
When m = 2, the results of the backward error is reduced to the results in Theorem 6.3.2 in [12] , i.e.,
Example 4: Let us conduct an experiment to check the backward error when we use NQZ algorithm for computing the largest eigenvalue of an irreducible non-negative tensor. We randomly construct a positive tensor A where each entry is generated by uniform distribution [0, 1]. We further check the value of each entry must be greater than zero, and therefore the constructed tensor is positive. In Table 3 .1, we show the average backward error based on the computed results for 100 randomly constructed positive tensors. We see from the table that the backward error can be very small, but it still depends on the order m of and the dimension n of the tensor. The backward error is large when m or n is large. 4. Concluding Remarks. In summary, we have studied and derived the perturbation bounds for the spectral radius of a non-negative tensor with a positive Perron vector. Numerical examples have been given to demonstrate our theoretical results. Also we have investigated the backward error matrix ∆A and obtain its smallest error bound for its perturbed largest eigenvalue and associated eigenvector of an irreducible non-negative tensor. Numerical examples have been shown that the backward error can be very small. These results may show that the NQZ algorithm may be backward stable for the computation of the largest eigenvalue of an irreducible non-negative tensor.
In this paper, we do not study the perturbation bound of the eigenvector corresponding to the largest eigenvalue of a non-negative tensor. This would be an interesting research topic for future consideration.
