Introduction
In the theory of modules over commutative rings there are several possibilities of defining associated prime ideals. The usual definition of an associated prime ideal p for a module M is that p is the annihilator of an element of M. In [2] §1 exercise 17 a generalization of this notion is given. p is called weakly associated (faiblement associé) to M if p is minimal in the set of the prime ideals containing the annihilator of an element of M (see Definition 2.13). In this paper a further generalization of this notion will be given (Definition 2.1). We use ideas of Krull [3] . As long as the modules are noetherian all these definitions are equivalent. But for non noetherian R-modules this is no longer true, even if the ring R is noetherian. In this paper we give a selfcontained introduction to the various concepts and discuss their relation with the support and the radical of a module. Then we illustrate by examples the scope of the notions. For a comprehensive introduction the theory we refer to the now classic lecture notes [7] of Serre and to [2] . Another extensive exposition of the general theory with many examples was given by Stefan Mittelbach in [5] . Throughout this paper "ring" always denotes a commutative ring with unit element denoted by 1. If M is an R-module we always assume that 1 · x = x for all x ∈ M. In the first section we recall some basic definitions and facts from "additive ideal theory".
1. Primary Decomposition 1.1. Primary and Coprimary Modules. Primary Decomposition. Let R be a ring, M an R-module. Definition 1.1. A submodule F of M is called "indecomposable in M" iff from F = F 1 ∩F 2 , F 1 , F 2 submodules of M, it follows that F 1 = F or F 2 = F . Remark 1.2. Obviously F is indecomposable in M iff (0) is indecomposable in M/F . It is well known that in a noetherian R-Module every submodule is can be written as an intersection of finitely many indecomposable submodules. If ρ ∈ p and x ∈ M then for for every i there is an n i ∈ N with ρ n i · x ∈ N i . Then with n := max{n 1 , . . . , n r } we have ρ n · x ∈ N. 2) Every zero divisor for M/N is an element of p: Let ρ ∈ R be a zero divisor for M/N. Then there exists an x ∈ M \ N with ρ · x ∈ N. Then x / ∈ N i 0 for an i 0 and ρ · x ∈ N i 0 . Then ρ is a zero divisor for M/N i 0 and therefore ρ ∈ p. Definition 1.13. Let N be a submodule of M. A decomposition
where the F i are p i -primary in M is called a "primary decomposition (or representation) of N in M". The p i are called the "prime ideals belonging to the primary decomposition" A primary decomposition of N in M is called "reduced" (or "irredundant") or a "normal decomposition (or representation) of N in M" if the following two conditions hold:
No F i contains the intersection of the others Remark 1.14. From a primary decomposition one can obtain a normal representation: Group together the F i which are primary for the same prime ideal p and take their intersection. By Proposition 1.12 this is again a p-primary submodule of M. This take care of condition (1) of Definition 1.13. Then omit a primary submodule that contains the intersection of the others. Proceed until also condition (2) of Definition 1.13 is satisfied. Notation. For an R S -submodule U of M S we denote by U ∩ M the full inverse image of U under ψ:
For an R-submodule N of M we denote by R S · N the R S -submodule of M S generated by ψ(N):
Remark 1.17. Since forming the quotient module is an exact functor we can identify the submodule R S · N of M S with the quotient module N S . Also the notation A S for a set A is compatible with the notation A S if A is an R-module.
(2) For each R-submodule N of M we have
∈ U and therefore
The operation of extending a submodule of M to M S and then restricting it back to M plays an important role. Therefore an extra name is introduced: Definition 1.19. For any R-submodule N of M and any multiplicatively closed subset S of R we define
If no confusion can arise we will also write
The basic properties of these operations are summarized in the following Proposition, the proof of which is immediate: Proposition 1.20. Let S, T be multiplicatively closed subsets of R; N, N, N i submodules of M. Then:
(But in general these are only sets, not modules !)
but equality does not hold in general (Example 1.21). 
as R-modules and as R ′ -modules.
An immediate consequence of Proposition 1.20 is the following:
is an order preserving isomorphism between the lattice of the R S -submodules of M S and the lattice of those R-submodules of M which are S-components. (The order is defined by " ⊇ " and the lattice operations are " ∩ ", " + " in M S and " ∩ ", " S( + ) " in M.) between the primary submodules U of M S and those primary submodules N of M whose prime ideals p don't intersect with S, i.e. p ∩ S = ∅: More precisely:
Proof.
(1) Let U ⊂ M S be P-primary in M S , N := U ∩ M and r ∈ R an arbitrary zero divisor for M/N. Then there is a x ∈ M \ N with r · x ∈ N. It follows that
is a zero divisor for M S /U, then r 1 ∈ P and so r ∈ P ∩ R = p. Further every element r ∈ p is nilpotent for M: Let x ∈ M arbitrary. Then there is a n ∈ N with
Then there is an s ∈ p ∩ S. s is nilpotent for M/N, i.e. for each x ∈ M there is an n ∈ N with s n · x ∈ N and s n ∈ S since S is multiplicatively closed. Therefore by definition x ∈ S M (N) and so S M (N) = M. 2 nd case: p ∩ S = ∅. Then P := R S · p is a prime ideal of R S . We claim that R S · N is P-primary in M S and S M (N) = N. Proof: First we show S(N) = N. S(N) ⊇ N is always true (Proposition 1.20). To show the other inclusion let x ∈ S(N) be arbitrary. Then there is an s ∈ S with s · x ∈ N. If x / ∈ N then s would be a zero divisor for M/N and therefore s ∈ p ∩ S = ∅ ! So we have that S(N) = N. Now we show that M S /(R S · N) is P-coprimary: Let r s be an arbitrary zero divisor for M S /N S . There is an 
Let
is a normal (resp. primary) decomposition of S(N) in M and
Proof. From Proposition 1.24 (3) we know that
Further from Proposition 1.20 (5) and Proposition 1.24 (2) and (3) we have
If p i = p k then P i = P k , and if one of the (N i ) S could be omitted in the representation i∈I ′ (N i ) S then the N i could be omitted in the representation 
Then p ∈ q j , since F j is q j -primary in M, and so finally p 1 ⊆ q j for all j ∈ J ′ . On the other hand by definition of J ′ we have q j ⊆ p 1 , and so q j = p 1 for all j ∈ J ′ . Therefore J = {j 0 } contains exactly one element j 0 , (q j 0 = p 1 ) and therefore F j 0 = S(N) = N 1 , i.e. N 1 belongs also to the second normal decomposition of N in M.
For the next Proposition we need the following facts about prime ideals: Proof. By Proposition 1.27 there is an i 0 ∈ {1, . . . , r} with
Another immediate consequence of Proposition 1.27 is: Remark 1.29. Let a be an arbitrary ideal, p 1 , . . . , p r prime ideals in R, and a p i for i = 1, . . . , r. Then there exists an a ∈ a with a / ∈ p i for all i = 1, . . . , r.
Proof. Otherwise a would be contained in the union of the p i and therefore in one of the p i .
Proposition 1.30. Let p be a prime ideal of R and N
Choose an a ∈ p such that a / ∈ p i for all p i with p i ⊆ p (such an a exists by Remark 1.29) Let S := ∁p and
Proof. Since the p i are prime ideals we have:
. By the choice of a the condition a / ∈ p i automatically holds for all p i ⊆ p and so we get:
Together with Proposition 1.25 we obtain T (N) =
The situation is quite different for a prime ideal that occurs in a normal decomposition: Proof.
. Now let T S be an arbitrary multiplicatively closed set bigger than S. Then 
Associated and Essential Prime Ideals
We would like to define the "associated" prime ideals of a module M as those that belong to a normal representation of (0) in M. But for non noetherian modules such a decomposition may not exist. Nevertheless we can use the characterization given in Corollary 1.32 which makes sense also in the non noetherian case (compare [3] , Definition on page 742):
The set of all prime ideals associated to M is denoted by Ass(M). If N is a proper submodule of M then the associated prime ideals of M/N are called the "essential prime ideals for N in M".
Proof. By Proposition 1.20 (10) we have
Immediately from the definition together with Corollary 1.32 follows:
In this case there are only finitely many essential prime ideals for N in M.
Since in a p-coprimary module (0) = (0) is a normal representation of (0) in M one has:
Remark 2.4. If M is p-coprimary then Ass(M) = {p} (The converse is also true: Corollary 4.4.) Remark 2.5.
(
There is a one-one correspondence between Ass(M) and Ass(M ′ ), given by
(1) If there was an s ∈ Ann R (M) but s / ∈ p we would obtain ∁p((0)) = M and therefore also T ((0)) = M = ∁p((0)) for all T ∁p, which means that p / ∈ Ass(M). (2) Since the prime ideals of R ′ are in one-to-one correspondence under ϕ with those prime ideals of R that contains Ann R (M), and by (1) we know that the elements of Ass(M) contain Ann R (M), we only need to show that
Then T ′ := ϕ(T ) ∁p ′ and vice versa. On the other hand we know from 1.20
ν and therefore also p s is a zero divisor for M p . ⇐: Let p be a prime ideal of R such that each element of p · R p is a zero divisor for M p , and let T be a multiplicatively closed set with T ∁p. Then there exists a p ∈ T ∩ p. By assumption p 1 is a zero divisor for M p . So there are x ∈ M and s ∈ ∁p such that
By definition of T we have s ′ · p ∈ T and therefore x ∈ T ((0)). But x / ∈ ∁p, since otherwise x s = 0 in M p contrary to our assumptions. So we get T ((0)) ∁p((0)) and therefore p ∈ Ass(M).
Since there are no zero divisors for the zero module we get: is a zero divisor for M p . Therefore there is an x ∈ M with x 1 = 0 and
Corollary 2.9. Let S be a multiplicatively closed subset of R and P a prime ideal of R S . Then
Proof. Let p ∈ Ass(N). By Proposition 2.6 each element of p · R p is a zero divisior for N p ⊆ M p and therefore also for M p . Again by Proposition 2.6 we get p ∈ Ass(M). (1) p is minimal among the prime ideals containing Ann R (x).
x 1 = 0, and each element of p · R p is nilpotent for
= 0 in M p , because else there would be a s ∈ ∁p with s · x = 0 in M. Then s ∈ Ann R (x) ⊆ p, which contradicts s ∈ ∁p. Now let p be an arbitrary element of p, and S := ∁p · {p
= R S and consequently and therefore also each element of p · R p is nilpotent for R p · x.
(2) ⇒ (3): By assumption each element of p · R p is nilpotent for R p · x and therefore a zero divisor for R p · x, because R p · x = (0). Since the elements of R p \ p · R p are the units of R p , p · R p is the set of all zero divisors for R p · x. Consequently R p · x is p · R p -coprimary. 
Corollary 2.12. Let 0 = x ∈ M be an arbitrary element of M and p minimal among the prime ideals containing Ann(x). Then p ∈ Ass(M).
Proof. By Proposition 2.11
(1) A prime ideal p of R is called "associated of the first kind to M" iff there exists an x ∈ M such that p is minimal among all prime ideals that contain Ann R (x): 
Proof. (2) follows from Corollary 2.12.
and therefore there also exists a prime ideal p ′ which is minimal among the prime ideals containing Ann R (x). By definition p ′ ∈ Ass 1 (M) ⊆ Ass(M). Conversely: If Ass(M) = ∅ then M = (0) (and then also Ass 1 (M) = ∅ as was just shown), since by Corollary 2.7 one even has M p = (0) for all p ∈ Ass(M).
(4) For the residue class1 ∈ R/a we have Ann R (1) = a. Therefore the prime ideals p which are minimal among the prime ideals containing a belong to Ass 1 (R/a), which means that p is essential of the first kind for a in R. Proposition 2.15. Let S be a multiplicatively closed subset of R and P a prime ideal of R S . Then
Proof. We use the same notations as in the proof of Corollary 2.9. P ∈ Ass 1 (M) ⇔ there exists x ∈ M such that P is minimal among the prime ideals containing Ann R S
= R p · x, which again by Proposition 2.11, is equivalent to p being minimal among the prime ideals of R containing Ann R (x), i.e. p ∈ Ass 1 (M).
Proposition 2.16.
(1) Each p ∈ Ass(M) is the union of certain p ′ ∈ Ass 1 (M). More exactly: Proof. (1) Let p ∈ Ass(M) and P ′ ∈ Ass 1 (M p ). Then P ′ ∩ R ⊆ p, and by Proposition 2.15 P ′ ∩ R ∈ Ass 1 (M). Therefore p ⊇
Conversely: Let p ∈ p. Then by Proposition 2.6 p 1 is a zero divisor for M p . Therefore there exists 0 =
. Let P ′ x be minimal among the prime ideals containing Ann Rp R p · . Then by Definition 2.13 P
(2) This is an immediate consequence of Corollary 1.28.
(3) Let p = i p i with p i ∈ Ass(M) be a prime ideal. Then p ⊇ p i and therefore
is a zero divisor of M p : Since p ∈ p i 0 for some i 0 and p i 0 ∈ Ass(M) it follows from Proposition 2.6 that p 1 ∈ R p i 0 is a zero divisor for M p i 0 . Then there is an x ∈ M with
∈ R p is a zero divisor for M p . Proposition 2.6 then yields p ∈ Ass(M).
An immediate consequence of Proposition 2.16 (1) and (2) 
Proof. From Ass 1 (M) ⊆ Ass(M) follows
p, and because of Proposition 2.16 (1) one has also the converse inclusion. That shows the first equality.
To show the second equality we only need to show that every zero divisor for M lies in a p ∈ Ass(M), because the other inclusion follows from Corollary 2.8. Let r ∈ R be a zero divisor for M. Then there exists an x ∈ M, x = 0 with r ∈ Ann R (x). Since Ann R (x) = R there exist prime ideals in R containing Ann R (x). A minimal element among these primes belongs to Ass(M) by Corollary 2.12 and contains r.
Since Ass(M) describes the zero divisors for M it is plausible that there is also connection with the annihilators of submodules of N: 
Trivially "⊇" holds. To show the inequality first remark that by Proposition N) ) by taking the inverse images in R one would obtain (using Proposition 1.20 (1) and the definition of the ∁p-components): N) ), contradiction. Further, again by Proposition 1.20 (1), we know that R p · ∁p (Ann R (N)) = R p · Ann R (N), and R p · Ann R (N) = Ann Rp (N p ) , because N is finitely generated (Remark 2.22 (5)), so that finally
is an x ∈ N with
since N is finitely generated (Remark 2.22 (5)). Therefore
So we have shown that for any T ∁p we have T M ((0)) ∁p M ((0)) and consequently p ∈ Ass(M).
(2): Now let p be essential of the first kind for Ann R (N) in R, i.e. p ∈ Ass 1 (R/ Ann R (N)). By definition there is an r ∈ R such that p is minimal among the prime ideals containing the annihilator Ann R (r) of the residue classr of r mod Ann R (N). Then by Proposition 2.11r 1 = 0, and for each
, since N is finitely generated (Remark 2.22 (5)). Then there is an x ∈ N with
showing that each element of p · R p is nilpotent for R p · (r · x). Proposition 2.11 then yields that p is minimal among the prime ideals containing Ann R (r · x) and therefore p ∈ Ass 1 (M). 
Hence Ann R (N) has a primary decomposition in R. (4) Let F be p-primary in M and U a finitely generated submodule of M. Then
If U is finitely generated equality holds. Especially: If U is finitely generated then Ann
Proof. (1), (2), (3) are obvious.
(4): Trivially (F :
By hypothesis F is p-primary in M. Then for each p ∈ p and each x ∈ U there is a ν ∈ N with p ν · x ∈ F . Now by hypothesis U is finitely generated. Given a p ∈ p we define n to the maximum of the ν i such that for a finite set of generators x i of U we have
. It follows that each element of p is nilpotent for R/(F : U). On the other hand, if r ∈ R is any zero divisor for R/(F : U) there exists a y ∈ R \ (F : U) with r · y ∈ (F : U), i.e. y · U F , but r · y · U ⊆ F . Therefore there is a z ∈ y · U, z / ∈ F with r · z ∈ r · y · U ⊆ F . So r is also a zero divisor for M/F and hence r ∈ p since F is p-primary in M, and we have shown that (F : U) is p-primary in R. Remark 2.23. Without the assumption that U is finitely generated the conclusion of Remark 2.22 (4) may be false as can be seen from Example 5.10 with
is not p-primary in R.
In the classical case of noetherian modules one defines the associated prime ideals of M as those prime ideals which are annihilators of elements of M and not just minimal elements in the set of all prime ideals containing the annihilator of an element. Here we will denote the set of these prime ideals by Ass 0 (M):
Definition 2.24.
Remark 2.25. Proof. (1) Let U be a p-coprimary submodule of M. Then by definition U = (0). Choose an 0 = x ∈ U. By Remark 1.6 R · x is p-coprimary and therefore by Proposition 1.24 R p · x is p · R p -coprimary. By Proposition 2.11 and the definition of Ass 1 (M) we get p ∈ Ass 1 (M).
(2) By hypothesis there exists a primary and therefore also a normal decomposition of (0) in M:
Without loss of generality we may assume that p = p 1 . We distinguish two cases:
reduced. We show that U is p-coprimary: Since F 1 is p-primary in M, for each p ∈ p and each x ∈ M there exists a ν ∈ N with p ν · x ∈ F 1 . Applying this to an x ∈ U we get p ν · x ∈ F 1 ∩ U = (0). Therefore each element of p is nilpotent for U. Now let r be an arbitrary zero divisor for U . Then there is an 0 = x ∈ U with r · x = 0. We have x / ∈ F 1 , since else x ∈ F 1 ∩ U = (0), but r · x = 0 ∈ F 1 . Therefore r is a zero divisor for M/F 1 , hence r ∈ p. It follows that U is pcoprimary. Then any 0 = x ∈ U generates a cyclic p-coprimary submodule of M.
(3) Since Ass(M) ⊇ Ass 1 (M) ⊇ Ass 0 (M) all we have to show is that for each p ∈ Ass(M) there exists a cyclic submodule of M whose annihilator is p. By (2) we have a cyclic p-coprimary submodule U of M. Since each element of p is nilpotent for U and p and U are finitely generated there exists a ν ∈ N with p ν · U = (0). Choose ν minimal with that property, then p ν−1 · U = (0). Let 0 = y ∈ p ν−1 · U. Then p · y = 0 and every r ∈ R with r · y = 0 lies in p since R · y is p-coprimary as a submodule of U. Therefore Ann(y) = p.
(4) Let R be noetherian. Since Ass 1 (M) ⊇ Ass 0 (M) all we have to show is that each p ∈ Ass 1 (M) belongs to Ass 0 (M): For p ∈ Ass 1 (M) there exists an x ∈ M such that p is minimal among the prime ideals containing a := Ann R (x). Let V := R · x ⊆ M. Then by definition p ∈ Ass 1 (V ). But V ∼ = R/a is a noetherian R-module since R is noetherian. By (3) we then get p ∈ Ass 0 (V ), i.e. there is an element y ∈ V with p = Ann R (y). But since y ∈ V ⊆ M we obtain p ∈ Ass 0 (M).
(5) Let M be noetherian, a := Ann R (M), and R ′ := R/a. Then M can be regarded in a natural way as an R ′ -module M ′ and by [6] Corollary (3.17) R ′ is a noetherian ring. Therefore by (3) ( ( ∈ M p and therefore p ∈ Supp(M). (1) ⇒ (5) holds by Remark 3.2 (4). Now let M be finitely generated. Then we show (5) ⇒ (1): Let p ⊇ Ann R (M). For a finitely generated R-module one has
From (2)⇒(1) we get:
Proof. a = Ann R (R/a) and M := R/a is a finitely generated R-module. ( (1) r M (N) is an ideal of R. = R S . Then there would be a prime ideal
. Therefore p ∈ Supp(M) and so r ∈ p, contradiction! with n ∈ N, ν i ∈ N 0 , ε i ∈ {0, 1}, ε i = 0 if ν i > 0 and coefficients in k never contains these products. Therefore the elements of the set A are also linearely independent over k.
(2) No element of R \ p is a zero divisor of R: Let F ∈ R ′ and F = n i=0 F i its decomposition into homogeneous polynomials (with respect to the total degree, all X i , Y i having degree 1). Then F represents an element of R \ p modulo a ′ iff F 0 = 0, and F ∈ a ′ iff all F i ∈ a ′ since a ′ is generated by monomials (homogeneous elements). Now let T = n i=1 T i ∈ R ′ represent an element t ∈ R\p and let Z = m i=1 Z i ∈ R ′ represent an arbitrary element z ∈ R with t · z = 0, i.e. T · Z ∈ a ′ . We may assume that T 0 = 1.
T µ · Z ν is a homogeneous decomposition. Therefore by the preceding remark ν+µ=λ T µ · Z ν ∈ a ′ for all λ. We show by induction on λ that all Z i ∈ a ′ and therefore z = 0: λ = 0: Z 0 ∈ a ′ ∩ k=(0). Now let Z 0 , . . . , Z n ∈ a ′ . Then from Z n+1 + Z n · T 1 + · · · + Z 0 · T n+1 ∈ a ′ we obtain Z n+1 ∈ a ′ .
(3) From (2) we see that the canonical homomorphism M → M p is injective and so 
