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Numerical simulationWe develop a new effective mathematical formulation and resulting universal computa-
tional algorithm capable of tackling various HF models in the framework of a uniﬁed
approach. The scheme is not limited to any particular elasticity operator or crack propaga-
tion regime. Its basic assumptions are: (i) proper choice of independent and dependent
variables (with the direct utilization of a new one – the reduced particle velocity), (ii) trac-
ing the fracture front by use of the Stefan condition (speed equation), which can be inte-
grated in closed form and provides an explicit relation between the crack propagation
speed and the coefﬁcients in the asymptotic expansion of the crack opening, (iii) proper
regularization techniques, (iv) improved temporal approximation, (v) modular algorithm
architecture. The application of the new dependent variable, the reduced particle velocity,
instead of the usual ﬂuid ﬂow rate, facilitates the computation of the crack propagation
speed from the local relation based on the speed equation. This way, we avoid numerical
evaluation of the undetermined limit of the product of fracture aperture and pressure gra-
dient at the crack tip (or alternatively the limit resulting from ratio of the ﬂuid ﬂow rate
and the crack opening), which always poses a considerable computational challenge. As
a result, the position of the crack front is accurately determined from an explicit formula
derived from the speed equation. This approach leads to a robust numerical scheme. Its
performance is demonstrated using classical examples of 1D models for hydraulic fractur-
ing: PKN and KGD models under various fracture propagation regimes. Solution accuracy is
veriﬁed against dedicated analytical benchmarks and other solutions available in the liter-
ature. The scheme can be directly extended to more general 2D and 3D cases.
 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Hydraulic fracture is a process of a crack propagating in a solid material, as a result of pressurized liquid injection. It can
be observed in many natural phenomena, like magma driven dykes (Rubin, 1995), sub-glacial drainage of water (Tsai & Rice,
2010) and others (Board, Rorke, Williams, & Gay, 1992; Moschovidis et al., 2000; Pine & Cundall, 1985). Recently it has been
used for reservoir stimulation in the oil and gas industry to maximize hydrocarbon extraction. Although this technology can
be backdated to the 1930s (Grebe & Stoesser, 1935), it has been in the last twenty years that hydrofracturing has become
commonplace.
Mathematical modeling of this multiphysics process is a challenging task. The main difﬁculties are: (a) strong
non-linearities related to the interaction between the solid and ﬂuid phases, (b) singularities in the physical ﬁelds near
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multiscale effects. The complexity of the problem necessitates various simpliﬁcations dated back to works of Sneddon and
Elliot (1946), Harrison, Kieschnick, and McGuire (1954), Howard and Fast (1957), Hubbert and Willis (1957) and Crittendon
(1959). These studies together with the later works led to the formulation of the basic 1D models of hydraulic fractures: (i)
the PKN model (Nordgren, 1972; Perkins & Kern, 1961), (ii) the KGD model (Geertsma & de Klerk, 1969; Khristianovic &
Zheltov, 1955), (iii) the radial or penny shaped model (Sneddon, 1946). However, in the 1980s the need for more advanced
and accurate modeling emerged. The so called pseudo 3D models (P3D) appeared (Mack & Warpinski, 2000). They approx-
imate the behavior of the planar 3D fractures, including those in the stratiﬁed reservoirs, with minimal computational costs.
Another attempt at advancing the mathematical modeling was the introduction of the planar 3D models (PL3D) (Advani, Lee,
& Lee, 1990; Clifton & Abou-Sayed, 1981; Vandamme & Curran, 1989), in which case the crack footprint and the internal ﬂuid
ﬂow are described by the 2D mesh of cells and combined with the full 3D elasticity equations, allowing one to determine the
fracture aperture as a function of the ﬂuid pressure. In recent years, there have also been attempts to develop full 3D models
utilizing various numerical techniques, e.g. ﬁnite element method (Chen, 2013; Hunsweck, Shen, & Lew, 2012; Lecampion,
2009; Wangen, 2013), boundary element method (or combination of the two (Carter, Desroches, Ingraffea, & Wawrzynek,
2000; Yamamoto, Shimamoto, & Sukemura, 2004)), the discrete element methods (Damjanac, Detournay, & Cundall,
2013) or other techniques (Kresse, 2013; Lavrov, Larsen, Holt, Bauer, & Pradhan, 2014). A broad review of the topic can
be found in Adachi, Siebrits, Peirce, and Desroches (2007) where it is has been shown that, in spite of substantial progress
made, there is still a demand for further improvements in efﬁciency and credibility of computations to tackle multiscale
effects, complex geometries and properties of the rock and fracturing ﬂuids, and to possibly perform the computations in
real time.
Alongside the development of mathematical models, fundamental research, aimed at identifying the basic solution fea-
tures related to the underlying physics of the process, has been carried out. Special attention has been paid to the near-tip
behavior of the solution. The early works introducing the correct tip asymptotics can be backdated to the 1980s (Spence &
Sharp (1985) – for the KGD model, Kemp (1990) – for the PKN model). More comprehensive studies on this problem were
presented in Desroches et al. (1994) for the zero toughness impermeable case, in Lenoach (1995) for the zero toughness
leak-off dominated variant. In Carbonell, Desroches, and Detournay (1999), the near-tip process in an impermeable elastic
medium for the plane strain conditions was modeled with the account of a lag between the fracture tip and the ﬂuid front.
Savitski and Detournay (2002) have proposed asymptotic solutions in the case of a penny shaped fracture driven by the
Newtonian ﬂuid for both small and large toughness values. The analysis for plain strain and penny shaped fractures prop-
agating in the toughness dominated regime in permeable rock was delivered in Bunger, Detournay, and Garagash (2005),
giving the early and large time asymptotes. Results pertaining to the plain strain fracture driven by the shear-thinning ﬂuids
can be found in Garagash (2006).
Simultaneously, recognition of the importance of the near-tip behavior of solutions has led to classiﬁcation of the basic
fracture propagation modes (Detournay, 2004; Garagash, 2009; Garagash, Detournay, & Adachi, 2011). They have been cat-
egorized in the parametric space which is encompassed by four limiting physical regimes: (i) leak-off dominated, (ii) storage
dominated, (iii) toughness dominated, (iv) viscosity dominated. The hydraulic fracture is considered to evolve in time
between these speciﬁc modes depending on the injection rate, the rock and fracturing ﬂuid properties. A number of
semi-analytical and numerical solutions have been constructed for such asymptotic regimes. In particular, the case of zero
toughness impermeable rock was analyzed in Adachi and Detournay (2002) and Savitski and Detournay (2002), small tough-
ness zero-leak-off variant in Garagash and Detournay (2005), large toughness impermeable in Garagash (2007), and ﬁnite
toughness permeable in Mitchell, Kuske, and Peirce (2007).
All these efforts have underlined the importance of the multiscale character of the problem. It is now well understood
that the coupling between non-linear, non-local and history dependent physical ﬁelds results in a complex solution struc-
ture, where relative importance of the mentioned processes depends on temporal and spatial scales. It has been proved that
the global behavior of a ﬂuid driven fracture is controlled by the near-tip region, and this has consequences for the compu-
tational implementation. Furthermore, in the hydraulic fracture problem, the nature of the moving boundary results in
degeneration of the governing equations and the boundary conditions at the crack tip, which makes tracing the fracture front
an extremely difﬁcult task (Detournay & Peirce, 2014; Peirce, 2015). All these factors clearly indicate the challenge in under-
standing the solution structure (especially the tip asymptotics) and its appropriate application in the computational
schemes. In the recent studies by Lecampion et al. (2013) it has been shown that the algorithms which use the appropriate
multi-scale hydraulic fracture asymptote in the near tip region provide much better results than those which do not apply it.
Moreover, when accounting for the proper tip asymptotics, very good results can be obtained even for coarse meshing. The
analysis given in Linkov (2012), Mishuris, Wrobel, and Linkov (2012), Wrobel and Mishuris (2013) and Kusmierczyk,
Mishuris, and Wrobel (2013) proves that proper mathematical formulation of the problem of hydraulic fracture facilitates
the correct introduction of the basic asymptotic features of the solution to the numerical algorithm. This in turn results
in an appreciable improvement in the accuracy and efﬁciency of computations.
We propose a new uniﬁed approach that yields universal numerical algorithm capable of tackling various HF models. Its
basic assumptions are: (i) proper choice of independent and dependent variables (including a new one – the reduced particle
velocity), (ii) tracing the fracture front by use of the Stefan condition (speed equation) which can be integrated in a closed
form to give an explicit relation between the crack propagation speed and the leading coefﬁcients of the crack opening
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solution, (v) modular algorithm architecture.
The application of the new dependent variable, the reduced particle velocity, instead of the usual ﬂuid ﬂow rate, facili-
tates the computation of the crack propagation speed from the local relation based on the speed equation. This way we avoid
numerical evaluation of the undetermined limit of the product of fracture aperture and pressure gradient at the crack tip (or
alternatively the limit resulting from division of the ﬂuid ﬂow rate by the crack opening), which poses a considerable com-
putational challenge. As a result the position of the crack front can be accurately determined explicitly. With regards to the
numerical modeling of hydraulic fractures, this condition was originally introduced by Kemp (1990) but was later aban-
doned. Recently, it has been rediscovered by Linkov (2011a, 2011b). The tip asymptotics is utilized in the numerical scheme
together with appropriate regularization techniques. Some elements of the employed scheme have been presented in
Kusmierczyk et al. (2013), Mishuris et al. (2012) and Wrobel and Mishuris (2013), where a broad discussion on the advan-
tages of application of proper dependent variables and regularization techniques can be found. One of the key points of the
developed universal algorithm is utilization of the explicit relation between the crack propagation speed and the leading
terms of the crack opening asymptotic expansion in the form (51)–(54). For the PKN model it was found and described in
Kusmierczyk et al. (2013) and Wrobel and Mishuris (2013), while for the KGD formulation respective results have been
recently reported at a number of conferences.
The above developments lead to a robust and efﬁcient numerical scheme. Its performance is demonstrated against clas-
sical 1D models: PKN and KGD ones. The solution accuracy is veriﬁed against analytical benchmarks and solutions available
in the literature. Most of the ideas developed here, can be directly extended to more general 2D and 3D cases.
The paper is organized as follows. In Section 2 a general mathematical description of the problem is given. Moreover the
basic idea of fracture front tracing is explained, also the motivation for and advantages of the applied approach are pre-
sented. We introduce here a dimensionless formulation of the problem, which is henceforth used. Section 3 contains a
detailed characterization of the solution tip asymptotics, and its link to the mechanism of crack tip tracing. A universal math-
ematical description is proposed for different elasticity operators and crack propagation regimes. A complete deﬁnition of
the mechanism of crack front tracing based on the speed equation (Stefan condition) is given. In Section 4, a new dependent
variable, the reduced particle velocity, is introduced. The governing equations are reformulated in terms of the new variable.
Section 5 describes the reduction of the problem to a self-similar version for two different time-dependent functions: the
power function and the exponential one. Then the self-similar variant of the universal algorithm is presented. The perfor-
mance of the algorithm is veriﬁed against dedicated analytical benchmarks (detailed description in Appendix B) as well
as the reference solutions available in the literature. Fully analytical benchmarks for the KGD variant of the problem are
introduced here for the ﬁrst time. In Section 6, the idea of a universal solver is adapted to the transient case where the
improved approximation of the temporal derivative is one of the key elements. Extensive accuracy analysis is given. Final
discussion and conclusions are presented in Section 7.
2. Problem formulation
2.1. Governing equations for 1-D model of hydraulic fracture
Let us consider a rectilinear crack l < x < l fully ﬁlled by Newtonian ﬂuid injected at midpoint (x ¼ 0) at a given rate
q0ðtÞ. As a result, the crack front (x ¼ l) moves and the crack length, l ¼ lðtÞ, is a function of time. Below we present a classic
set of the governing equations for the 1D formulation of the problem, which can be found in e.g. Economides and Nolte
(2000), Adachi and Detournay (2002) and Kovalyshen and Detournay (2009) for various hydrofracturing models. As usual,
due to symmetry of the problem, we analyze only one of the symmetrical parts of the crack x 2 ½0; lðtÞ.
The continuity equation has the form:@w
@t
þ @q
@x
þ ql ¼ 0; t > 0; 0 < x < lðtÞ: ð1ÞThe ﬂuid ﬂow inside the fracture is described by the Poiseuille equation which, in case of Newtonian ﬂuid, is described as:q ¼  1
M
w3
@p
@x
; t > 0; 0 < x < lðtÞ: ð2ÞIn the above equationsw ¼ wðt; xÞ stands for the crack opening, q ¼ qðt; xÞ is the ﬂuid ﬂow rate, p ¼ pðt; xÞ (p ¼ pf  r0; r0
– conﬁning stress) refers to the net ﬂuid pressure. Constant M is computed as M ¼ 12l, where l denotes the dynamic vis-
cosity. Function ql ¼ qlðt; xÞ, in the right-hand side of the continuity equation (1), is the volumetric rate of ﬂuid loss to the
rock formation in the direction perpendicular to the crack surfaces per unit length of the fracture. Usually it is assumed
to be given (local formulation) (Mikhailov, Economides, & Nikolaevskiy, 2011; Nordgren, 1972). More accurate analysis
involves a nonlocal formulation where the mass transfer in the entire external domain should be taken into account
(Kovalyshen, 2010). We will comment on the possible behavior of ql later on.
These equations are to be supplemented by the relation describing the deformation of rock under applied hydraulic
pressure. Thus, the net pressure in the fracture is given by the relationship:
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where operator A refers to the chosen elasticity relation (which assumes the predeﬁned fracture geometry). We consider
two most popular linear models (local and nonlocal, respectively):
 the PKN model (Nordgren, 1972)
A1w ¼ k1w; ð4Þ
 the KGD model (Sneddon & Lowengrub, 1969)
A2w ¼ k22p
Z lðtÞ
0
@wðt; sÞ
@s
s
x2  s2 ds: ð5Þ
In the PKN model, constant k1 was given by Nordgren (1972) for an elliptical crack of height h, while E and m are the elas-
ticity modulus and Poisson’s ratio. Constant k2 in the KGD model follows, for example, from Sneddon and Lowengrub (1969)
and Muskhelishvili (1992):k1 ¼ 2ph
E
1 m ; k2 ¼
E
1 m2 : ð6ÞThe multiplier k1 may depend on x and/or w as well: k1 ¼ k1ðx;wÞ, constituting the so-called pseudo 3D model (P3D) (Linkov
& Mishuris, 2013; Mack & Warpinski, 2000). This case can also be considered in the framework of the presented approach.
The inverse operators for (4) and (5) are:A11 p ¼
1
k1
p; ð7Þ
A12 p ¼
4
pk2
Z lðtÞ
0
pðt; sÞ ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  x2
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  s2
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  x2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  s2
q

ds: ð8Þ
Note that the original Cauchy type singular integral in the elasticity equation (5) is deﬁned (compare Sneddon & Lowengrub
(1969)) over the entire crack, lðtÞ < x < lðtÞ, and that representation (5) is valid only under the assumption@w
@x
ðt;0Þ ¼ 0: ð9ÞOn the other hand, the form (8) of the integral operator A12 guarantees this property if the net pressure is smooth enough
(differentiable) near the zero point and the following condition holds:Z lðtÞ
0
pðt; sÞdsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  s2
q <1; ð10Þ
that is easily checked by differentiation. This condition has a clear physical sense: the stress intensity factor (SIF) deﬁned by
the integral in (10) is ﬁnite. Thus, when Eq. (8) instead of (5) is utilized, (9) is satisﬁed automatically. Moreover, using
condition (10) one can also prove that@w
@x
ðt;0Þ ¼ O x log xð Þ; x! 0: ð11ÞThe foregoing equations should be supplemented by the initial and boundary conditions. Thus, the inﬂux boundary
condition and two boundary conditions at the crack tip are:qðt;0Þ ¼ q0ðtÞ; ð12Þ
wðt; lðtÞÞ ¼ 0; qðt; lðtÞÞ ¼ 0: ð13ÞWe use in this paper the non-zero initial conditions:lð0Þ ¼ l}; wð0; xÞ ¼ w}ðxÞ; x 2 ð0; l}Þ: ð14Þ
Usually, the uniform initial conditions are suggested instead (e.g. Nordgren (1972)):wðx;0Þ ¼ 0; lð0Þ ¼ 0: ð15Þ
However, for time dependent problems, it is quite common to replace them by the condition (14), where small values of
l} ¼ lsf ðt0Þ and w}ðxÞ ¼ wsf ðx; t0Þ for x 6 l} are taken from the corresponding self-similar solution which neglects the
leak-off to the formation (early time asymptote). Note that the condition (14) describes a preexisting hydraulic fracture.
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the toughness driven regime of the KGD model, the following propagation condition is imposed:KIðtÞ ¼ KIC ; ð16Þ
where KIC is the material toughness (Rice, 1968) while KI is the already mentioned SIF computed by the following formula
(Muskhelishvili, 1992) (compare (10)):KI ¼ 2
ﬃﬃﬃﬃﬃﬃﬃ
lðtÞ
p
r Z lðtÞ
0
pðt; sÞdsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðtÞ  s2
q : ð17Þ
Note that the tip asymptote for the crack opening is deﬁned in this case as:wðt; xÞ  8ð1 m
2Þﬃﬃﬃﬃﬃﬃ
2p
p KI
E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lðtÞ  x
q
; x! lðtÞ: ð18ÞFinally, the global ﬂuid balance equation takes the form:Z lðtÞ
0
½wðt; xÞ w}ðxÞdx
Z t
0
q0ðtÞdt þ
Z lðtÞ
0
Z t
0
qlðt; xÞdtdx ¼ 0: ð19ÞIt is usually used to determine the crack length (see e.g. Adachi et al. (2007)).
The above set of equations and conditions constitute the classical 1-D model of hydraulic fracture (Adachi et al., 2007;
Linkov, 2012).
In our analysis we will utilize another dependent variable, the average ﬂuid velocity through the fracture cross-sections
(called also a particle velocity), v, deﬁned as follows:vðt; xÞ ¼ qðt; xÞ
wðt; xÞ ¼ 
1
M
w2
@p
@x
; 0 < x < lðtÞ: ð20ÞThis variable has been frequently mentioned in publications (see for example Garagash (2007) and Garagash et al. (2011)),
but has not been used directly in computational algorithms. In Mack and Warpinski (2000) and Linkov (2012) it was
suggested to incorporate it as a dependent variable instead of the net pressure or the ﬂuid ﬂux in order to improve the
algorithm performance. Our analysis follows this suggestion.
Throughout this paper we assume that there are no ﬂow stagnation or inversion points along the fracture, which means
that vðt; xÞ should be ﬁnite and positive.0 < vðt; xÞ <1; t > 0; 0 < x < lðtÞ: ð21Þ
As a result, the spacial derivative of the net pressure is negative along the entire fracture@p
@x
< 0; t > 0; 0 < x < lðtÞ: ð22ÞTaking into account the fact that the crack opening vanishes at the crack tip (compare (13)1), Eq. (20) yields@p
@x
! 1; x! lðtÞ: ð23Þ2.2. Description of the crack front movement
Tracing the fracture front evolution is one of the major challenges in the problem of hydraulic fracture. In the recent paper
by Detournay and Peirce (2014), various approaches to this task have been discussed. In the numerical scheme proposed in
Sections 5 and 6 below, we use a strategy for ﬁnding the fracture tip different from that advocated in Detournay and Peirce
(2014). Note that the above-mentioned paper brieﬂy discusses our approach but this discussion may be misleading. For this
reason and in order to eliminate any confusion, we clarify the key points of our method.
We emphasize that the standard methods of simulating hydrofracturing mostly employ the crack opening,wðt;xÞ, and the
ﬂuid ﬂow rate, qðt;xÞ as the dependent variables. This allows one to directly account for respective boundary conditions at
the fracture tip (compare (13)), and has other beneﬁts discussed in Adachi et al. (2007). However, when determining the
crack tip position, this approach causes serious difﬁculties, as comprehensively analyzed in Detournay and Peirce (2014),
where in particular, the authors pointed out the major computational problem of evaluation of the ﬂuid front velocity
(x ¼ x 2 @X) from the equationvðt; xÞ ¼ lim
x!x
qðt;xÞ
wðt;xÞ ; ð24Þwhere both dependent variables vanish at the crack tip.
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particle velocity (the average through a channel cross section ﬂuid ﬂow velocity), vðt;xÞ, instead of the ﬂuid ﬂux, qðt;xÞ. The
next crucial assumption used in our paper is a condition that
 the particle velocity has ﬁnite value at the crack front.
This assumption is satisﬁed for most hydraulic fracture models, with some reservations in the cases of severe leak-off
regimes (e.g. ﬂuid driven regime for the KGD model combined with a Carter law – see e.g. Mitchell et al. (2007)). Note that
the assumption has a clear physical motivation as all the basic equations were derived neglecting the inertia effects (no
acceleration terms are present in them). Obviously, the ﬁnite velocity of the fracture tip is consistent with experiments
(Bohlolia & de Paterb, 2006; Bunger, Gordeliy, & Detournay, 2013; Garagash et al., 2009; Rubin, 1983).
The ﬁrst consequence of the chosen set of dependent variables is that, when the ﬁrst of the conditions (13) is satisﬁed, the
second one is fulﬁlled automatically. Moreover, the difﬁculties mentioned in Detournay and Peirce (2014), as well as those
related to computing of the crack propagation speed from relation (24) are fully eliminated.
Naturally, this new approach requires reformulation of all the governing equations in terms of the new dependent
variables wðt;xÞ and vðt;xÞ. However, one needs to ﬁnd:
 the relationship between the crack propagation speed, vcr , and the ﬁnite ﬂuid front velocity, v.
This question is not speciﬁc to our approach. It arises in any formulation of the hydraulic fracture problem (which is not
always, however, clearly highlighted). As stated in Detournay and Peirce (2014), the case where the ﬂuid front coincides with
the fracture tip is much more challenging from the computational point of view. In problems with moving boundaries such a
condition is usually called the Stefan condition (Detournay & Peirce, 2014; Lin, 1988; Stefan, 1889). In mathematical modeling
of hydraulic fractures it was probably Kemp (1990) who ﬁrst explicitly used this condition. The Stefan condition is usually
employed in the analysis of hydrofracturing in its implicit form as a compatibility condition (e.g. Garagash & Detournay
(2005) and Garagash (2006)) and has been deﬁned in an explicit way for the steady state problems (Detournay &
Garagash, 2003; Garagash et al., 2011).
Kemp’s condition has recently been rediscovered by Linkov (2011a) and called by him the speed equation. In our analysis,
we shall use both names, the Stefan condition and the speed equation, interchangeably. The recalled condition has the follow-
ing form in the 1D formulation:dl
dt
¼ vðtÞ 	 vðt; lðtÞÞ; ð25Þwhere the left-hand side of (25) is the speed of the fracture tip, while the right-hand side is the ﬂuid front velocity. Eq. (25) is
valid under the assumption that the ﬂuid front coincides with the fracture tip. This implies that there is no lag between them.
Also the invasive zone ahead of the crack (the area ahead of the fracture tip penetrated by ﬂuid) and, in some cases, the
Carter leak-off should be excluded from consideration. In those three aforementioned cases, the speed equation (25) can
be still utilized by supplementing the right hand-side with an additional term which takes into account the respective
phenomenon (lag, invasive zone, severe leak-off).
As an additional argument to justify the speed equation (25), one can examine a possible behavior of the leak-off function
ql near the crack tip. Note that ql in (1) describes the rate of ﬂuid ﬂow from the fracture into the surrounding formation, and
generally is not known in advance. To describe this phenomenon, one needs to formulate a coupled problem linking the
processes within the fracture to those in the rock formation which depends on various external conditions (geometry, poros-
ity, permeability, ﬂuid saturation and others). This nonlocal formulation complicates the problem enormously. The usual
way to overcome this difﬁculty is to treat the function ql ¼ qlðt; x;w; pÞ as a given one (which anyway can be dependent
on the processes within the fracture by the known relation through the crack opening, the net pressure and the properties
of the adherent rock). Only in the case of impermeable rock the problem of hydraulic fracture simpliﬁes in this respect and
one can set ql ¼ 0.
In the local empirical formulation, the leak-off function is assumed to be solution dependent relation. We impose the
following behavior of ql near the crack tip:ql  QðtÞ lðtÞ  xð Þg; as x! lðtÞ; ð26Þ
where gP 1=2. Note that g ¼ 1=2 corresponds to the classic empirical Carter law (Carter, 1957).
It is well known (see for example Adachi & Detournay (2002), Garagash & Detournay (2005), Mitchell et al. (2007),
Kovalyshen & Detournay (2009), Garagash et al. (2011) and Kusmierczyk et al. (2013)) that the leading term of the crack
opening asymptotic expansion in the near-tip region can be expressed as:wðt; xÞ  w0ðtÞðlðtÞ  xÞa0 ; as x! lðtÞ ð27Þ
and it does not depend on the value of g (w0ðtÞ is to be found as an element of the solution). Here, the constant a0 depends
only on the particular elasticity operator for the problem and the crack propagation regime (Mitchell et al., 2007) (see
Table 1). However, further terms of the asymptotics of the crack opening and other dependent variables depend essentially
Table 1
The values of basic constants involved in the asymptotic expansions of w; v and / for the zero leak-off case.
HF model m j a0 a1 a2 b1 b2 f0 f1 f2
PKN 1 0 1/3 4/3 7/3 1 2 1 2 3
KGD (ﬂuid driven) 2 0 2/3 5/3 8/3 1 2 1 2 3
KGD (toughness driven) 2 1 1/2 1 3/2 1 3/2 1 3/2 2
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smoothness of the particle velocity function in the vicinity of the fracture front.
Let us then discuss the possible behavior of the function ql, taking into account one of the basic assumptions used when
deriving the lubrication equation. Namely, it is assumed that the ﬂuid ﬂow inside a thin channel is predominantly directed
along the channel walls. Indeed, the assumption used when deriving the lubrication approximation is that there is no pres-
sure gradient normal to wall. As a result, the ﬂow in this direction vanishes (e.g. Zimmerman, Kumar, & Bodvarsson (1991)).
This, in turn, implies thatqlðt; xÞ 
 q0xðt; xÞ; t > 0; 0 < x < lðtÞ; ð28Þ
at any point along the crack surfaces including the fracture tip. On the other hand, the ﬂuid ﬂux near the crack tip behaves
similarly to the crack opening (since the particle velocity is ﬁnite at the crack tip). As a result, the following condition should
be accepted:1þ gP a0: ð29Þ
Throughout this paper we assume that the condition (29) holds true in its stronger version:1þ g > a0: ð30Þ
This condition is equivalent to the speed equation in the form (25), as it follows immediately from the continuity equation
(1).
The assumption (30) fails when one considers the toughness driven KGD model (a0 ¼ 1=2) with the classical Carter law
(g ¼ 1=2). In this particular case, an additional term 2QðtÞw10 ðtÞ should be introduced in the right-hand side of (25) to
guarantee its validity as one can easily check by substituting (27) and (26) into (1) for q ¼ wv . Here QðtÞ is a known function
or a functional deﬁned on the solution QðtÞ ¼ F½w;v ðtÞ. However, in the case of the ﬂuid driven KGD model
(g ¼ 1=2;a0 ¼ 2=3), failure to comply with condition (29) results in an inﬁnite value of the crack propagation speed (in this
case, many authors tend to accept the validity of the Carter law only at some distance from the fracture tip – see e.g. Mitchell
et al. (2007)).
The authors believe that the empirical Carter law loses its physical sense at the crack tip. For example, it was shown in
Kusmierczyk et al. (2013) that for the PKN model a perturbation of the law in a very small region near the fracture front (at a
distance less than 104 of the crack length) produces a change in the fracture length, which amounts to a few percent. In
other words, a change in the law over a distance less than 1 mm would result in the deviation of the crack length greater
than 1 m, which is unrealistic.
In the following we restrict ourselves to the case (26) with assumption (30), and consequently with the speed equation in
the form (25). The latter will be used throughout this paper to trace the fracture front. On the other hand, the speed equation
serves as the boundary condition at the crack tip for the dependent variable, which is now the particle velocity, v, not the
ﬂuid ﬂux as in the standard formulation. The advantages of such an approach have already been shown in Linkov (2011a,
2011b, 2012), Mishuris et al. (2012) and Kusmierczyk et al. (2013).
2.3. Problem normalization
Let us normalize the problem by introducing the following dimensionless variables:~x ¼ x
lðtÞ ;
~t ¼ t
tn
; ~wð~t; ~xÞ ¼ wðt; xÞ
l
; Lð~tÞ ¼ lðtÞ
l
; ~qlð~t; ~xÞ ¼ tnl qlðt; xÞ;
~qð~t; ~xÞ ¼ tn
l2
qðt; xÞ; ~pð~t; ~xÞ
¼ tn
M
p ðt; xÞ; ~vð~t; ~xÞ ¼ tn
l
vðt; xÞ; tn ¼ Mkm ; ð31Þwhere ~x 2 ½0;1, and parameterm takes value either 1 or 2 for the PKN and KGDmodel, respectively. The value ofm 1 coin-
cides with the order of homogeneity of the operator Am. Parameter l is to be chosen as convenient. Note that the normal-
ization (31) is not attributed to any particular inﬂux regime, elasticity operator or asymptotic behavior of the solution.
In the normalized variables, the continuity equation (1) takes the form:@ ~w
@~t
 L
0
L
~x
@ ~w
@~x
þ 1
L
@ð ~w~vÞ
@~x
þ ~ql ¼ 0; ð32Þ
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The normalized particle velocity yields:~v ¼ ~q
~w
¼ 1
L
~w2
@~p
@~x
ð33Þand the speed equation (25) transforms now to:dL
d~t
¼  1
Lð~tÞ
~w2
@ ~A ~w
@~x
" #
~x¼1
: ð34ÞThe normalized elasticity equation (3) takes the form:~p ¼ ~A~w; ð35Þ
where an identity operator,~A1 ¼ ~A11 ¼ I ð36Þ
corresponds to the PKN model, while the integral operators for the KGD model are~A2 ~w ¼  1
2pLð~tÞ
Z 1
0
@ ~wð~t;gÞ
@g
g
g2  ~x2 dg ð37Þand~w ¼ ~A12 ~p ¼
4
p
Lð~tÞ
Z 1
0
~pðt;gÞ ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ~x2
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ~x2
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p

dg ð38Þ
for Eqs. (5) and (8), respectively. In our computations we shall use an alternative form of (38) obtained using integration by
parts:~w ¼  4
p
Lð~tÞ
Z 1
0
@~pðt;gÞ
@g
Kðg; ~xÞdgþ 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
Lð~tÞ
p
s
~KI
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ~x2
p
; ð39Þwhere the kernel Kðg; xÞ is:Kðg; xÞ ¼ ðg xÞ ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p

þ x ln 1þ gxþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p
1þ gx
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p
 !
ð40Þand ~KI ¼ KIð1 m2Þ=ðE
ﬃﬃﬃ
l
p
Þ stands for the dimensionless toughness. Consequently, the asymptotic estimate (18) can be now
rewritten in the form:~wð~t; ~xÞ ¼ 8ﬃﬃﬃﬃﬃﬃ
2p
p ~KI
ﬃﬃﬃﬃﬃﬃﬃﬃ
Lð~tÞ
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ~x
p
; ~x! 1: ð41ÞFrom deﬁnition (17) one can determine the dimensionless toughness as:~KIðtÞ ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃ
Lð~tÞ
p
s Z 1
0
~pð~t; sÞdsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s2
p : ð42ÞThe boundary conditions (12) and (13)1 are converted to:~wð~t;0Þ~vð~t;0Þ ¼ ~q0ð~tÞ; ~wð~t;1Þ ¼ 0: ð43Þ
The initial conditions are now:Lð0Þ ¼ l}
l
; ~wð0; ~xÞ ¼ ~wð~xÞ 	 1lw}ðl}
~xÞ; ~x 2 ½0;1: ð44ÞThe transformation of the global ﬂuid balance equation (19) gives:Z 1
0
Lð~tÞ ~wð~t; ~xÞ  Lð0Þwð~xÞ
 
d~x
Z ~t
0
~q0ð~tÞd~t þ
Z ~t
0
Lð~tÞ
Z 1
0
~qlð~t; ~xÞd~xd~t ¼ 0: ð45ÞThe latter is valid under the assumption that the process of hydraulic fracturing is monotonous (L0ðtÞ > 0).
Remark 1. Note that the normalized boundary conditions (compare (13)2, (9))~qð~t;1Þ ¼ 0; @ ~w
@~x
ð~t;0Þ ¼ 0 ð46Þ
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code.
For simplicity, from now on, we omit the ‘‘’’ symbol for all normalized variables and parameters, and consider respective
dimensionless values only.3. Tip asymptotics and the crack propagation speed
In Kusmierczyk et al. (2013) andWrobel and Mishuris (2013) it was demonstrated that, in order to utilize the speed equa-
tion (34) efﬁciently, one needs to properly employ the tip asymptotics. This is the key point of the proposed method: such an
approach makes it possible to evaluate the crack propagation speed without the technical difﬁculties discussed in Detournay
and Peirce (2014) and uncertainties related to dividing two inﬁnitesimally small values near the crack tip (the ﬂuid ﬂow rate
and the crack opening). We shall show that there is a unique relationship between the crack length and the multipliers of one
(or two) leading term(s) of the solution’s tip asymptotics. This relationship has a universal form and can be used regardless of
the elasticity operator or crack propagation regime. The analysis presented below is nothing but a direct extension (for the
KGD model) of the approach introduced and veriﬁed in Kusmierczyk et al. (2013) and Wrobel and Mishuris (2013).
It has been proved that the crack aperture in the vicinity of the fracture tip can be expressed as (see Garagash et al. (2011)
and Kusmierczyk et al. (2013) and the references therein, where most of the information can be found for at least the two
leading terms):wðt; xÞ ¼ w0ðtÞð1 xmÞa0 þw1ðtÞð1 xmÞa1 þ O ð1 xmÞa2 lnjð1 xmÞ
 
; x! 1; ð47Þ
where powers ai are given in Table 1 for the respective hydraulic fracture models. In the case of non-local elasticity, it is more
convenient to base the asymptotic representation on terms ð1 x2Þ. For the PKN and the ﬂuid driven KGD models j ¼ 0,
while in general for the toughness driven variant of KGD: j ¼ 1. The powers, starting from the second one (the third one
in toughness driven KGD model), were taken for the case with leak-off vanishing at the crack tip at least as fast as for
the crack opening: gP a0 (compare (26)). However, the algorithm proposed in the paper is applicable to any other
permissible leak-off regime – see (29) and the discussions there. In such a case the table is to be modiﬁed, e.g. respective
data for the PKN model can be found in Kusmierczyk et al. (2013).
The asymptotic behavior (47) guarantees that the condition (21) is satisﬁed near the crack tip. As a consequence, the
asymptotics of particle velocity yields:vðt; xÞ ¼ v0ðtÞ þ v1ðtÞð1 xmÞb1 þ O ð1 xmÞb2
 	
; x! 1: ð48ÞThe values of bi (0 < b1 < b2) are collected in Table 1 for various models in the case of impermeable rock. Note that
v0ðtÞ ¼ vðt;1Þ, is bounded and equal to the crack propagation speed:v0ðtÞ ¼ dLdt ¼ 
1
L
w2
@p
@x

 
x¼1
<1: ð49ÞIt can be checked that, for all considered elasticity equations and fracture propagation regimes, the limiting value of the
right-hand side of Eq. (49) is deﬁned by no more than the ﬁrst two terms of the asymptotic expansion for the crack opening
(47). Indeed, let us adopt the following symbolic representation:lim
x!1
w2
@
@x
Aw ¼ CA LðwÞ
Lm1
< 0; ð50Þwhere LðwÞ is a functional on the fracture aperture w, related to the form of the elasticity operator, while CA is a known con-
stant. In other words, the formulav0 ¼ 1Lm CALðwÞ ð51Þis a universal one (valid for all elasticity formulations) and constitutes a relation between the crack propagation speed and
the multiplier(s) of the leading term(s) of the crack opening tip asymptotics.
The values of the constants CA and the functionals LðwÞ for respective models are:
 PKN modelCA ¼ 13 ; LðwÞ ¼ w
3
0; ð52Þ
 KGD model – ﬂuid driven regimeCA ¼ 2
9
ﬃﬃﬃ
3
p ; LðwÞ ¼ w30; ð53Þ
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2
0w1: ð54Þ
Note that, when using the asymptotic expansion (47) based on arguments ð1 xÞ instead of ð1 x2Þ, one needs to modify
relations (53) and (54).
Taking into account that v0ðtÞ ¼ L0ðtÞ, Eq. (51) can be directly integrated to compute the crack length:LðtÞ ¼ Lmþ1ð0Þ þ ðmþ 1ÞCA
Z t
0
LðwÞds

  1
mþ1
: ð55ÞThis universal formula in turn, sets a nonlocal relation between the crack length and the leading term(s) of wðt; xÞ asymptotic
expansion (47).
For the toughness driven regime of KGD model the following condition is satisﬁed:w0ðtÞ ¼ 4ﬃﬃﬃpp KI
ﬃﬃﬃﬃﬃﬃﬃﬃ
LðtÞ
p
: ð56ÞAs a result, a slightly different approach to deﬁne the crack length at any time, t, can be applied. Namely, by combining (56)
with (50), (54) and (49) one obtains an alternative formula:LðtÞ ¼ L2ð0Þ þ CIK2I
Z t
0
w1ðsÞds

 1
2
; CI ¼ 32p2 : ð57ÞMoreover, the formula (56) itself can be directly used to determine the fracture length:LðtÞ ¼ p
16K2I
w20ðtÞ: ð58ÞThus, for the toughness driven KGD model it is possible to use different strategies for the computations. Namely, for small
toughness is natural to use the representation (57), for large toughness – (58), while a strategy based on two ﬁrst terms in
the asymptotic expansion (47) and formulae (55) and (54) can be adopted for any KI .
Remark 2. It follows from the foregoing analysis that numerical evaluation of the leading coefﬁcient (or two ﬁrst multipliers
for the toughness driven KGD model) in the asymptotic representation (47) plays a crucial role in computing the crack
length. This will be discussed in detail in Section 6.Remark 3. There is another way to determine the crack length by employing the balance condition (45). Indeed, this relation
represents the Volterra integral equation of the second kind with respect to the crack length LðtÞ. Such an equation has
always a unique solution and there are effective numerical methods to solve it (Linz, 1987). The kernel of the equation, which
is an indeﬁnite integral itself, should be, generally speaking, modiﬁed at every time step and thus this approach is not cost
effective. However, in case of impermeable rock (ql ¼ 0) the integral equation degenerates and the crack length can be found
explicitly regardless of the elasticity operator and fracture propagation regime.4. Problem reformulation in terms of reduced particle velocity
In this section we reformulate the problem by replacing the particle velocity with a new dependent variable, the reduced
particle velocity, and demonstrate its advantages.
Let us introduce a new dependent variable called, from now on, the reduced particle velocity:/ðt; xÞ ¼ vðt; xÞ  xv0ðtÞ: ð59Þ
Its asymptotic behavior can be described qualitatively as (compare with Table 1):/ðt; xÞ ¼ /0ðtÞð1 xmÞf0 þ /1ðtÞð1 xmÞf1 þ O ð1 xmÞf2
 	
; x! 1: ð60ÞIn numerical implementation / possess all the advantages of the particle velocity, v, allowing simultaneously to set a new
boundary condition/ðt;1Þ ¼ 0 ð61Þ
instead of vðt;1Þ ¼ v0ðtÞ, with the unknown speed of the crack, v0ðtÞ. Qualitatively the new variable, /, exhibits similar
asymptotic behavior to the crack opening – it tends to zero at the fracture tip. Thus, we can deﬁne a respective boundary
condition for this variable (see (61)).
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@t
þ 1
L
@
@x
ðw/Þ þ v0
L
wþ ql ¼ 0: ð62ÞThe boundary condition (43)1 can be now replaced by:wðt;0Þ/ðt;0Þ ¼ q0ðtÞ; ð63Þ
while the crack tip conditions are (43)2 and (61).
Note, that the following solvability condition for Eq. (62) should be satisﬁed:Z 1
0
@w
@t
ðt; xÞ þ qlðt; xÞ
 
dxþ v0ðtÞ
LðtÞ
Z 1
0
wðt; xÞdx ¼ 1
LðtÞ q0ðtÞ: ð64ÞIt constitutes a local equivalent of the global balance condition (45) and, since w > 0 for any x 2 ½0;1Þ, it allows one to
uniquely deﬁne the value of the crack propagation speed, v0, at every time step. As a result, Eq. (62) always has a unique
solution with respect to the reduced particle velocity, /.
From (33), the pressure derivative can be expressed as:@p
@x
¼  L
w2
/þ xv0ð Þ: ð65ÞIn the case of PKN model (p ¼ w), Eq. (65) can be transformed to a functional equation with respect to the crack opening, w,
which can be written in a symbolic manner:w ¼ Bwð/; L;w;v0Þ: ð66Þ
Here the right-hand side is represented by one of two equivalent relationships:wðt; xÞ ¼ LðtÞ
Z 1
x
/ðt;gÞ þ gv0ðtÞ
w2ðt;gÞ dg ð67Þorwðt; xÞ ¼ 3LðtÞ
Z 1
x
ð/ðt;gÞ þ gv0ðtÞÞdg

 1=3
: ð68ÞThe latter representation corresponds to the proper variable approach discussed in Linkov (2012) and Mishuris et al. (2012)
and is usually more effective in computations. In particular, it does not require iterations in numerical computing. However,
in the case of the P3D model, Eq. (66) takes the formwðt; xÞ ¼ LðtÞ
Fðwðt; xÞ; xÞ
Z 1
x
/ðt;gÞ þ gv0ðtÞ
w2ðt;gÞ dg; ð69Þwhere Fðw; xÞ is the proportionality coefﬁcient in the elasticity relation, p ¼ Fðw; xÞw, (see Mack & Warpinski (2000) and
Linkov & Mishuris (2013)). For this single reason, we stay with both representations (67) and (68). Respective implications
for the numerics shall be discussed later on.
In case of the KGD model, Eq. (65) should be combined with the transformed form of elasticity relation (39) to eliminate
the pressure gradient, p0x, and to ﬁnd the crack opening, w, again in form (66)wðt; xÞ ¼ 4
p
L2ðtÞ
Z 1
0
/ðt;gÞ þ gv0ðtÞ
w2ðt;gÞ Kðg; xÞdgþ 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
LðtÞ
p
r
KI
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
: ð70ÞIt is obvious that the boundary condition (43)2 holds automatically. It can be proved that for the KGD model, also condition
(46)2 is fulﬁlled by deﬁnition.
As a result, the basic system of equations utilizes now two dependent variables: the crack opening, wðt; xÞ, and the
reduced particle velocity, /ðt; xÞ. We will be looking for a solution to the lubrication equation (62), under boundary condi-
tions (61) and (63), initial conditions (44) and the speed equation (49) written in one of the transformed forms (55), (57),
(58). Finally, the pressure in the KGD model can be computed by integrating Eq. (65):pðt; xÞ ¼ LðtÞ
Z x
0
/ðt;gÞ þ gv0ðtÞ
w2ðt;gÞ dgþ pðtÞ; ð71Þwhere the constant p is deﬁned for the KGD model from (35) and (37)pðtÞ ¼ 
1
2pLðtÞ
Z 1
0
@wðt;gÞ
@g
dg
g
: ð72Þ
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ity at the fracture inlet is bounded.
5. Self-similar solution
Let us search for a solution of the problem described in the previous section in the following manner:wðt; xÞ ¼ wðtÞw^ðxÞ; pðt; xÞ ¼ wðtÞ
Lm1ðtÞ p^ðxÞ; qðt; xÞ ¼
w4ðtÞ
LmðtÞ q^ðxÞ; vðt; xÞ ¼
w3ðtÞ
LmðtÞ v^ðxÞ; /ðt; xÞ ¼
w3ðtÞ
LmðtÞ /^ðxÞ: ð73ÞAs shown in Appendix A, such a separation of variables enables one to reduce the problem to the time-independent form
in the case when wðtÞ is a power law or exponential function of time. Such a formulation will be called henceforth the
self-similar formulation. Respective spatial components of the solution (depending exclusively on x) are marked by
‘hat’-symbol.
Below we demonstrate the basic assumptions and features of the universal algorithm, considering ﬁrst the self-similar
formulation of the problem.
5.1. Problem formulation
As follows from the self-similar formulation given in Appendix A, a set of governing equations can be written in general
form as:
 equation determining the reduced velocity following from (62) (self-similar equivalents: (105) or (112))/^ðxÞ ¼ Lðw^Þ
w^ðxÞ
Z 1
x
vw^ðnÞ þ ,q^lðnÞð Þdn; ð74Þ
 equation allowing the computation of the crack opening, which follows from (65) and the respective inverse elasticity
operator (self-similar versions: (91) and (93))
w^ ¼ Bw 1w^2 /^þ xLðw^ÞCA
 	 
; ð75Þ
 boundary conditions:
w^ð0Þ/^ð0Þ ¼ q^0; w^ð1Þ ¼ 0; /^ð1Þ ¼ 0; ð76Þ
 solvability condition allowing one to determine the value of the parameter v^0 ¼ Lðw^Þ, which follows immediately
from (74) and (76). It is equivalent to the global ﬂuid balance equation (45) (self-similar counterparts: (108) or (113))
1
Lðw^Þ q^0  v
Z 1
0
w^ðxÞdx ,
Z 1
0
q^lðxÞdx ¼ 0: ð77Þ
For the PKN model operator Bw from (75) has one of the following alternative forms:Bww^ðxÞ ¼
Z 1
x
/^ðgÞ þ gLðw^ÞCA
w^2ðgÞ dg ð78ÞorBww^ðxÞ ¼ 3
Z 1
x
ð/^ðgÞ þ gLðw^ÞCAÞdg

 1=3
: ð79ÞFor the KGD variant of the problem it is directly deﬁned by relation (93) which is a self-similar equivalent of (39):Bww^ðxÞ ¼ 4p
Z 1
0
/^ðgÞ þ gLðw^ÞCA
w^2ðgÞ Kðg; xÞdgþ
4ﬃﬃﬃ
p
p K^I
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
; ð80Þwhere the kernel Kðg; xÞ is deﬁned in (40).
Note that the general form of the speed equation (49) and the additional boundary condition (46)2 for the KGD model
((107) in self-similar formulation) are satisﬁed by the system (74)–(77) automatically.
Positive constants v and , from Eq. (74) depend on the type of the function w deﬁning the self-similar solution and are
given by (112) and (105), respectively. All the values of different parameters used in the above equations are collected in
Tables 1 and 2.
Table 2
Values of the auxiliary parameters in the self-similar formulations
reﬂecting different time dependent behaviors.
Type of the self-similar law v ,
wðtÞ ¼ ect CA mþ43 CA mþ13c
wðtÞ ¼ ðaþ tÞc CA ðmþ1Þc3cþ1 þ 1
h i
CA mþ13cþ1
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The solution of the self-similar problem formulated above is sought in the framework of the universal algorithm. The uni-
versality refers to the fact, that only some parameters in respective blocks should be changed to adjust the solver to work
with different variants of the problem (PKN, KGD in both considered regimes). The algorithm consists of the following iter-
ative steps:
 In the ﬁrst stage we assume some initial approximation of the crack opening, w^ ¼ w^ði1Þ. Eqs. (77) and (74) are utilized to
compute LðiÞðw^Þ and the reduced velocity /^ðiÞ. In general (77) yields Lðw^Þ which, when substituted into (74), enables the
integration of the latter to obtain /^. In the manner of the so-called e-regularization technique (Kusmierczyk et al., 2013;
Linkov, 2011a) the integration is carried out over truncated spatial interval x 2 ½0;1 e, where e is a small parameter (a
comprehensive description of this form of the e – regularization technique, together with methods for its implementation,
can be found in Kusmierczyk et al. (2013)). The boundary condition (76)3 is replaced by the condition resulting from the
asymptotics (60), speciﬁed at x ¼ 1 e. The regularized boundary condition is introduced in the form:/^N ¼ s1ðf0; f1Þ/^N1 þ s2ðf0; f1Þ/^N2; ð81Þ
where the subscripts of /^ refer to the indices of nodal points of the spatial mesh (containing N nodes). The values of mul-
tipliers s1ð2Þðf0; f1Þ depend on the particular asymptotic behavior of the function /^ (see (60) and Table 1) and the applied
spatial meshing.
As a result, function /^ðiÞðxÞ and the constant Lði;1Þðw^Þ computed at this stage satisfy, together with predeﬁned w^ði1Þ: (i) the
ﬂuid balance equation (77), (ii) the continuity equation (74), (iii) the regularized boundary condition for / (81) (equiv-
alent to (76)3), (iv) the inﬂux boundary condition (76)1 – indirectly, through the ﬂuid balance equation.
 At the second stage of each iterative loop, the values of /^ðiÞ obtained previously are utilized to compute the next iteration
of w^ðiÞ from (75). Note, that by the properties of the operator Bw corresponding to the KGD model, condition (107) is sat-
isﬁed automatically.
While computing respective integral operators Bw, it is crucial to preserve appropriate asymptotic behavior of the inte-
grands, resulting from (47) and (60). Moreover, at this stage Lði;2Þðw^Þ is considered a natural regularization parameter,
chosen to satisfy the inﬂux boundary condition (76)1. Hence, w^ðiÞ computed at this stage satisﬁes respective elasticity rela-
tion and boundary condition (76)2 through the boundary conditionw^N ¼ s1ða0;a1Þw^N1 þ s2ða0;a1Þw^N2: ð82Þ
 The aforementioned two stages of the iterative loop are repeated until all components of the solutions /^; w^ and Lðw^Þ
have converged with the prescribed tolerances.Remark 4. As shown in Kusmierczyk et al. (2013), the relationships (81) and (82) allow one to determine numerically the
multipliers of the ﬁrst two leading terms of the asymptotics of /^ and w^.Remark 5. Similarly, as shown in Wrobel and Mishuris (2013), the performance of the algorithm improves signiﬁcantly
when instead of the dependent variables w^ and /^ one uses the difference between them and their leading asymptotic terms:Dw^ ¼ w^w0ð1 xÞa0 ; D/^ ¼ /^ /0ð1 xÞf0 :
Then the leading asymptotic terms in the left and right-hand sides of Eqs. (74) and (75) are canceled analytically and the
functions Dw^ and D/^ are computed in the iterative process. Moreover, while searching for the regularization parameter
Lðw^Þ we take into account its relation to the respective coefﬁcients in the asymptotic expansion of the solution (compare
(52)–(54)). This, in turn, leads to nonlinear equation solved with the Newton – Raphson method. Finally, the qualitative
asymptotic behavior of the new dependent variables Dw^ and D/^ is also known in advance and the respective exponents
should be appropriately adopted in the e-regularization technique.
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leading asymptotic terms of the integrands. This provides better accuracy and efﬁciency when integrating.Remark 7. Note, that, due to the modular algorithm architecture, the subroutine for computing the crack opening can be
easily replaced in accordance with the chosen elasticity operator.5.3. Algorithm performance in the self-similar formulation
Since the self-similar variant of the algorithm constitutes the integral part of the algorithm for the transient problem, it is
the ﬁrst major step towards constructing the general numerical scheme. In the following four subsections we investigate the
properties of the universal algorithm against several analytical benchmarks and compare the results to the data available in
literature.
5.3.1. Analysis of the algorithm – PKN model
For the PKN model, we use two different benchmark solutions. The ﬁrst of them uses formula (115) for three base func-
tions of the type (121). All the resulting quantities can be obtained by the way described in Appendix B. Note that this bench-
mark solution, called hereafter benchmark I, assumes a predeﬁned non-zero leak-off function. The second benchmark
example is taken from Mishuris et al. (2012) (pp. 7–8, Eqs. (38) and (39), therein). In this case there is zero leak-off in the
formulation. This solution is called from now on benchmark II.
In the following we analyze the accuracy of computations described by two parameters: dw^ and d/^ – the maximal relative
errors of the crack opening and the reduced velocity, respectively. The corresponding results are presented in Fig. 1(a) and
(b). These errors were estimated for a number of nodal points varying from 10 to 300, where the spatial mesh density was
increased at both ends of the interval (in a manner described in Wrobel & Mishuris (2013)). For comparison, we additionally
show in Fig. 1(a) the accuracy of computations performed by the extremely efﬁcient integral solver proposed in Wrobel and
Mishuris (2013) for the PKN model. The latter algorithm does not utilize the reduced velocity. Its computation needs
additional post-processing, and thus d/^ is not shown in this case.
The results presented in Fig. 1 demonstrate that the solution error depends on the type of benchmark. In this particular
case there is a clear explanation for this fact, as benchmark II excludes an error introduced by the numerical integration of the
leak-off function. In the analyzed range of N, a clear trend of accuracy improvement with growing mesh density can be
observed. However, the error reduction becomes slower with N growth.
The comparison of the results with those for the integral solver shows that the latter can provide better accuracy for
smaller N. It also gives greater potential for the solution improvement for large values of N. On the other hand, for both
benchmarks, there exists an intermediate interval where the solver based on the universal algorithm gives better accuracy.
Summarizing, for both benchmarks the overall accuracy is extremely high, comparable with that provided by the integral
solver and much better that the level of accuracy reported in Kovalyshen and Detournay (2009).
Remark 8. Computations shown in this subsection were done with the operator Bw deﬁned in (79) as the respective
algorithm provided better accuracy. When using the alternative operator (78), the accuracy was up to one order of
magnitude worse for both the crack opening, w, and the reduced partial velocity, /. However, when moving forward to the
transient state scheme, we observed no difference in accuracy between these approaches. The reason for this is rather clear:(a) (b)
Fig. 1. PKN model. Relative errors of the self-similar solution for: (a) the crack opening w^, (b) the reduced particle velocity /^. Dashed lines in (a) correspond
to the results obtained by integral solver described in Wrobel and Mishuris (2013).
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the temporal derivative, even though we take its more accurate approximation than that used in the standard
hydrofracturing algorithms (compare Adachi et al. (2007)).5.3.2. Analysis of the algorithm – accuracy of computations for the KGD model
In this subsection we estimate the solution accuracy for two analytical benchmarks (for the ﬂuid and toughness driven
regimes respectively) given in Appendix B.
The benchmark solution for the ﬂuid driven regime is based on the representation (124) composed of three terms. For the
toughness driven mode we apply the basis (129) for four terms. The computations for different numbers of nodal points N
ranging from 20 to 500 were performed. The lower limit of N was set to 20 instead of 10, as the proper numerical compu-
tation of the inverse elasticity operator (93) necessitates ﬁner meshing than its equivalent in the PKN model (identity oper-
ator). Again, the mesh density was increased at both ends of the spatial interval.
Similarly to the PKNmodel, the accuracy depends on the type of the benchmark. In the analyzed range of N the increase of
mesh density gives monotonic reduction of the error. This trend attenuates with growing N, however for N < 500 it is still far
away from the stabilization level. In the benchmarks under consideration it is sufﬁcient to take merely 20 nodal points to
have the accuracy of the level 105 for both, the crack aperture and the reduced velocity. For N ¼ 100 the error of compu-
tations does not exceed the level of 107 for both regimes. Thus, the universal algorithm shows the same quality of perfor-
mance in terms of the accuracy and efﬁciency for both the KGD and PKN models (the latter being slightly less challenging for
computations). The toughness driven benchmark considered here does not refer to any of the boundary cases, namely nei-
ther to the small or to the large toughness regimes. These will be discussed later on.
5.3.3. Fluid driven KGD model for impermeable rock – comparison with other results
Having identiﬁed the accuracy of the algorithm, we now perform similar comparison against various classical results
(both numerical and semi-analytical) available in the literature. We start with the numerical solution given in terms of series
approximation in Adachi and Detournay (2002). The authors analyzed the ﬂuid driven regime (KGD model) for a number of
shear-thinning ﬂuids. The constant inﬂux and impermeability of the rock formation (ql ¼ 0) were also assumed. In our case
only the data for the newtonian ﬂuid (n = 1) will be used. For the same problem, a semi-analytical approximate solution has
been recently proposed in Linkov (2012). Finally, one can ﬁnd in Garagash and Detournay (2005) a simple approximations for
the crack opening and the net ﬂuid pressure, originally introduced in Adachi (2001).
In the following we compare our numerical results with those given in the mentioned papers. In order to make sure that
the accuracy of our computations is at least of the order 107, we take a mesh composed of 300 nodal points (compare Fig. 2)
whose density was increased at both ends of the interval. We compare the results in terms of: (i) self-similar crack opening,
(ii) self-similar ﬂuid pressure, (iii) self-similar particle velocity and (iv) self-similar ﬂuid ﬂow rate. The explicit formulae for
the ﬁrst three dependent variables are given in Linkov (2012). Although in Adachi and Detournay (2002) there is no data for
the particle velocity, it can be easily obtained through the ﬂux and the fracture opening (v^ ¼ q^=w^) or the fracture opening
and pressure derivative (v^ ¼ w^2p^0). Similarly, the lacking data for the ﬂuid ﬂow rate in Linkov (2012) can be recreated as
q^ ¼ w^v^ . Unfortunately, there are no direct formulae in Garagash and Detournay (2005) for either the ﬂuid ﬂow rate or the
ﬂuid pressure derivative. Thus, aiming at a fair comparison, we do not show here results for v^ and q^ (which could be obtained
by pressure differentiation). As for the results by the universal algorithm, the particle velocity is retrieved directly from
the reduced particle velocity, /^, while the computation of the ﬂuid pressure necessitates additional post-processing
(integration).(a) (b)
Fig. 2. KGD model. Relative errors of the self-similar solution for: (a) the crack opening w^, (b) the reduced particle velocity /^.
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mation from Adachi (2001), which is discussed later on. Results by Adachi and Detournay (2002) are denoted in the ﬁgures as
Adachi 2002.
Considering the crack opening and ﬂuid pressure, one can see that the curves corresponding to the universal algorithm
and the solution presented in Adachi and Detournay (2002) are indistinguishable from each other in the used scale (the x
interval in Fig. 4 is truncated, since the pressure tends to inﬁnity for x! 1). The solution found in Linkov (2012) provides
a very good approximation for the fracture aperture, however for the ﬂuid pressure it deviates from other results. When ana-
lyzing the particle velocity, we decided to use twomethods of v^ computation for the data from Adachi and Detournay (2002),
as each of them produces a slightly different result. The method refereed to as Adachi 2002(1) utilizes w^ and p^0 (v^ ¼ w^2p^0),
while for Adachi 2002(2) we employed q^ and w^ (v^ ¼ q^=w^). Both methods are equivalent in the case of an exact solution. It
shows that the values given by the universal algorithm are in a good agreement with those by Adachi 2002(1) except for
the fracture tip, where the apparent deterioration of the latter solution takes place. However, in this region Adachi
2002(2) turns out to be perfectly consistent with our results. The solution from Linkov (2012) is hardly distinguishable from
that by the universal algorithm for x > 0:8, but deviates when x decreases.
Finally, for the ﬂuid ﬂow rate, q^, we observe a good agreement between our data and that by Adachi 2002(1) (series
approximation of q^ given in the paper) over the whole interval. Results by Adachi 2002(2) (ﬂux recreated as and
q^ ¼ w^3p^0) and Linkov (2012) diverge from ours for decreasing x.
The above analysis conﬁrms the credibility of our solution, which together with the previous accuracy estimation allows
us to treat it now as a numerical benchmark in and of itself. Following the idea from Adachi (2001) and Linkov (2012), we
propose a new improved approximation of the dependent variables analyzed above, which provides higher accuracy than
other known semi-analytical formulae and can be treated as the reference data when testing other numerical algorithms.
Namely, we express the fracture opening, w^, the ﬂuid pressure, p^, and the particle velocity, v^ , in the following manner:w^ðxÞ ¼
ﬃﬃﬃ
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; ð85Þwhere B is the beta function, 2F1 denotes the Gauss hypergeometric function, and the respective multipliers from (84) and
(85) assume values: p1 ¼ 0:274395; p2 ¼ 0:56408; p3 ¼ 0:547395, p4 ¼ 0:15621; p5 ¼ 0:02495; p6 ¼ 0:007285;
v1 ¼ 0:1; v2 ¼ 0:10542; v3 ¼ 0:02875; v4 ¼ 0:02739; v5 ¼ 0:0752. The approximation for the ﬂuid ﬂow rate, q^, can
be easily obtained from the product of the fracture opening (83) and particle velocity (85). Note that the term multiplied
by 0.3 in (83) is exactly the special term, w^N , used in representation (124) for the pressure derivative correction.
In Figs. 5 and 6 we show comparisons between the improved approximation and the results known from Adachi and
Detournay (2002), Linkov (2012) and Adachi (2001), referring them all to our numerical reference solution. For the crack
opening, w^, the particle velocity, v^ , and the ﬂuid ﬂow rate, q^, their relative deviations dw^; dv^ and dq^ from the numerical solu-
tion are given. Again, v^ and q^ from Adachi and Detournay (2002) are computed in two alternative ways described above. For
the ﬂuid pressure we show the absolute difference, Dp^, as the pressure curve intersects the x-axis.(a) (b)
Fig. 3. KGD model. Results for the self-similar problem: (a) the crack opening w^, (b) the ﬂuid pressure p^.
(a) (b)
Fig. 4. KGD model. Results for the self-similar problem: (a) particle velocity v^ , (b) ﬂuid ﬂow rate q^.
(a) (b)
Fig. 5. KGD model. Comparison of various approximate formulae with the accurate numerical solution: (a) the relative deviation of the crack opening w^, (b)
the absolute deviation of the ﬂuid pressure p^.
(a) (b)
Fig. 6. KGD model. Comparison of various approximate results against the accurate numerical computations: (a) the relative deviation of the particle
velocity v^ , (b) the relative deviation of the ﬂuid ﬂow rate q^.
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value of deviation is less than 0.2%). The same level of error of approximation is obtained for the ﬂuid ﬂow rate. For the ﬂuid
pressure, the improved approximation gives a maximal deviation from the numerical benchmark of the order 105. Finally, for
the particle velocity, the error of the approximation is of order 104.
40 M. Wrobel, G. Mishuris / International Journal of Engineering Science 94 (2015) 23–58For all the considered parameters, the improved approximation gives a better agreement with the accurate numerical solu-
tion than any of the known results. Note, that this analysis also reveals the level of accuracy of all previously reported
approximations. It shows that the solution from Adachi and Detournay (2002) is better than the one proposed in Linkov
(2012) in an average sense. However, its quality deteriorates near the fracture tip, where the latter exhibits the correct
tip asymptotics. For the particle velocity and ﬂuid ﬂow rate, the solution from Adachi and Detournay (2002) could be
improved by merging two representations obtained by two different ways of deﬁning q^: series approximation near the frac-
ture tip and q^ ¼ w^3p^0 on the rest of the interval. On the other hand, the approximation from Adachi (2001) preserves the tip
asymptotic behavior much better than the series approximation Adachi and Detournay (2002). However, it gets worse when
moving away from the fracture tip.
Remark 9. Respective formulae deﬁning the improved approximation should be treated independently, i.e. when trying to
recreate the particle velocity by using (83) and differentiating (84), one cannot expect the same accuracy as for (85).5.3.4. Toughness driven KGD model for impermeable rock – comparison with other results
For the toughness driven regime of the KGD model, it is difﬁcult to ﬁnd formulae in the literature which could be directly
compared with our solution in the same way as done above. Such solutions are either not complete, in a sense they do not
describe all the components analyzed above (rather only the crack opening and the ﬂuid pressure), or one can ﬁnd only the
values of a few ﬁrst multipliers of the respective base functions approximating the solution. As a result, it is practically
impossible to provide a fair and credible comparison. In some cases, in order to rebuilt the solution given by the author,
one needs also to repeat the respective numerical algorithm. Then, the quality of the comparison would essentially depend
on the algorithm implementation.
We compare our numerical results with those few sources available. First, we start with the classical example from
Spence and Sharp (1985), where the authors provide a number of numerical results obtained by the method of series approx-
imation for different variants of the problem (p. 300, Table 1). Unfortunately, the format of the data record (two or three
decimal digits), and the fact that multipliers for merely three leading terms are given, allow us to consider the reconstructed
solution rather as a rough approximation. We recreated that solution for the data corresponding to the ﬁrst case
(a ¼ 1; k ¼ 2=3) from the aforementioned Table 1. The self-similar stress intensity factor K^ was computed in accordance
with the given coefﬁcients. The utilized spatial mesh was composed of 300 nodal points with the density reﬁned near
the end points (compare Fig. 2). The comparison of our results with those from Spence and Sharp (1985) is given in Fig. 7.
Here only the crack opening,w, and its relative deviation are shown. The representation of the net ﬂuid pressure based on
only three terms is far from completeness (and does not reﬂect the proper asymptotic behavior). Thus the comparison would
be unfair in this case. One can see that the maximal relative error of the solution from Spence and Sharp (1985) amounts to
3.5% (compare Fig. 7(b)) and is located at some distance away from the crack tip. The asymptotic behaviors of both solutions
in the near-tip region coincide with each other, being directly embedded into the respective numerical schemes.
Another reference solution used in this subsection is the one given in Garagash (2006) for the large toughness (small vis-
cosity) regime. The author provides the data sufﬁcient to recreate the crack opening and the net ﬂuid pressure (Table II – pp.
1458, with respective formulae for the opening and pressure approximations), for three different values of the ﬂuid behavior
index. Since in this paper we consider Newtonian ﬂuids, only the data corresponding to the case n ¼ 1 was taken (the correct
value of the ﬁrst coefﬁcient should be two times smaller than that reported: 6:05  103 Garagash, 2014). As previously, we(a) (b)
Fig. 7. KGD model. Spence & Sharp solution – comparison of the numerical solution with data provided in Spence and Sharp (1985): (a) the crack opening, w^,
(b) relative deviation between crack openings.
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should provide an error of the level 107.
The relative difference between our numerical solution and the one reconstructed from the data given in Garagash (2006)
(based on 13-terms approximation) is shown in Fig. 8. For comparison we present also the less accurate two-terms approx-
imate solution available in Garagash (2007).
It shows that the solution based on 13 terms yields a very good accuracy. For the fracture aperture, w^, its relative devi-
ation from our solution is of the order 105. The lowest discrepancy between respective solutions can be observed in the
near-tip region, which demonstrates high quality of our numerical computations. Indeed the solution from Garagash
(2006) represents the accurate asymptotics there. For the net ﬂuid pressure, p^, the absolute deviation is of one order greater.
Similar analysis for the two-terms approximation from Garagash (2007) gives the level of 103 for the crack opening, and
102 of the net ﬂuid pressure. We believe that Fig. 8 reveals the accuracy of semi-analytical solutions proposed in
Garagash (2006, 2007). It is worth mentioning that the error measure introduced in Garagash (2006), the quadratic global
error eðNÞ (Eq. (E1), p. 1471 therein), is of the level 106 for N ¼ 10 (see Fig. E2, p. 1472 therein). This establishes, in this par-
ticular case, a relationship between the recalled measure and the relative error of the solution.
In the foregoing analysis, we have compared our numerical solution with known results conﬁrming its high accuracy.
Now, we analyse the performance of our algorithm for different values of the normalized self-similar stress intensity factor.
Special attention is paid to the problem of small toughness as it constitutes the most challenging case for the computations,
which was underlined in Lecampion et al. (2013). In such a limiting variant of the problem, it is convenient to have a refer-
ence to the ﬂuid-driven solution discussed in Figs. 3 and 4.
For this reason, let us impose the same inﬂux magnitude as in the recalled case. Then, by changing (decreasing) the values
of K^I , we investigate different variants of the problem. It is not a surprise that for sufﬁciently small K^I the numerical results
converge to the ﬂuid driven reference solution. The relative deviations between the latter and the solutions, dw^, for three
variants of K^I: 0.1, 0.05, 0.01, are shown in Fig. 9, where: dw^ ¼ jw^T  w^F j=jw^T j, for w^T being the solution of the toughness
driven variant and w^F refereing to the ﬂuid driven case.
As can be seen, the greatest discrepancies can be observed in the vicinity of the crack tip, where the respective asymp-
totics do not correspond to each other. It is enough to take K^I ¼ 0:01 to have the relative deviation from the ﬂuid driven solu-
tion of the order 106 along almost the entire spatial interval. This fact calls into question the sensibility of conducting
computations for the toughness driven regime with such small values of K^I , especially as the efﬁciency of computations
deteriorates as K^I decreases.
Remark 10. Note that in case of very small toughness, the parameter e in the e-regularization technique should be
extremely small to capture the tip asymptotics. Indeed, in our computations it was e ¼ 109. Moreover, when decreasing K^I
to very low values, we arrive at a situation where the relative difference between the small toughness solution and the ﬂuid
driven one is of the same order as the error of computation.
In Fig. 10 we present the evolution of the crack opening at inlet, w^ð0Þ, and the crack propagation speed, v^ð1Þ, for
continuously growing K^I , ranging from 0 (ﬂuid driven solution) to 10 (large toughness solution). It shows that, for greater
values of the self-similar stress intensity factor, w^ð0Þ increases as a linear function of K^I , while the crack propagation speed is
inversely proportional to this parameter:Fig. 8.
absolut(a) (b)
KGD model. Comparison of the numerical results with data provided in Garagash (2006, 2007): (a) relative deviation of the crack opening, w^, (b)
e deviation of the net ﬂuid pressure, p^.
Fig. 9. KGD model. Relative deviation of the toughness driven numerical solution from the ﬂuid driven reference solution for different values of the self-
similar stress intensity factor, K^ I .
(a) (b)
Fig. 10. KGD model. Results for different values of K^I (K^I ¼ 0 corresponds to the ﬂuid driven regime): (a) crack opening at the inlet, w^ð0Þ, (b) crack
propagation speed, v^ð1Þ.
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To complete the analysis, in Figs. 11 and 12 we depict the data for K^I ¼ 0:1; 0:5;1;2. As one can expect, an increase in K^I
entails growth in the fracture width with simultaneous deceleration of the crack. When analyzing the pressure graphs, one
can see that the average value of p^ is growing, which is a result of the increasing contribution of the square root term in the
crack opening (this single term gives a constant over x component of pressure). The values of pressure derivatives decrease
with K^I growth. This, together with the counteracting trend for w^, enables us to reach one of two extreme regimes: (i) ﬂuid
driven regime (zero toughness), (ii) storage regime (inﬁnite toughness). The latter is illustrated for the ﬂuid ﬂux in Fig. 12(b)
by the data for K^I ¼ 103. One can see that the transient state between two boundary cases is relatively small.6. Solution of the problem in transient regime
In this section we discuss an extension of the algorithm presented above to the time-dependent variant of the problem.
The main assumptions and blocks of the algorithm remain the same. The new features introduced here are subroutines for
approximating the temporal derivative and the crack length computation. Presented numerical examples demonstrate the
performance of the general variant of the algorithm.
(a) (b)
Fig. 11. KGD model. Solutions for different values of the self-similar stress intensity factor, K^I: (a) the crack opening, w^, (b) the net ﬂuid pressure, p^.
(a) (b)
Fig. 12. KGD model. Solutions for different values of the self-similar stress intensity factor, K^I: (a) the particle velocity, v^ , (b) the ﬂuid ﬂow rate, q^.
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Analogously as it was for the self-similar variant of the problem, let us write the basic system of equations, collecting
them in the order of employment in the algorithm. The fundamental difference between the scheme presented in the pre-
vious section and the one for the transient problem is the introduction of a mechanism for approximation of the temporal
derivative, which shall be accounted for while computing the reduced velocity. Here the initial condition is also
implemented. Finally, the crack length should be estimated for both main stages of the algorithm (for / and w).
We consistently use in the computations the following representation of the temporal derivative of the crack opening:@w
@t

tiþ1
¼ 2wðx; tiþ1Þ wðx; tiÞ
tiþ1  ti 
@w
@t

ti
: ð86ÞThis representation has already been utilized in Wrobel and Mishuris (2013), where its advantages were discussed. The rep-
resentation (86) yields an accuracy of OððDtÞ2Þ, while the standard ﬁnite difference provides the order of OðDtÞ only. Note
that at every time step the value of the derivative for the previous time instant is known. At the initial time it is taken from
the initial conditions and the continuity equation. Then, by formula (86) one can update w0t for tiþ1.
Below we itemize the basic set of equations employed in the universal algorithm for the transient regime:
 Eq. (86) to compute the temporal derivative,
 equation deﬁning the reduced velocity in the following form (compare (62))/ ¼ L
w
Z 1
x
@w
@t
þ CALðwÞ
Lmþ1
wþ ql
 
dg; ð87Þ
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pute the crucial parameter LðwÞZ 1
0
@wðt; xÞ
@t
dx q0ðtÞ
LðtÞ þ CA
LðwÞ
Lmþ1ðtÞ
Z 1
0
wðt; xÞdxþ
Z 1
0
qlðt; xÞdx ¼ 0; ð88Þ
 equation to compute the crack opening obtained by merging (65) with the respective form of the inverse elasticity oper-
ator Bw (compare (67) and (68) or (39))w ¼ Bw LðtÞw2 /þ xLðwÞ
CA
LmðtÞ
  
; ð89Þ
 boundary conditions: (43)2, (61) and (63),
 initial conditions (44),
 relation to compute the crack length: (55) and (57) or (58), respectively.
6.2. Computational algorithm for the transient regime
The solution to the transient variant of the problem, described by the system of equations collected above, is sought in the
framework of an iterative algorithm. The main idea and assumptions of the numerical scheme are the same as for the
self-similar formulation. By analogy to the description given in Section 5.2, we can deﬁne the following stages of computa-
tions when looking for an unknown solution at the time instant tiþ1:
 Preliminary step. The process is initiated by specifying the ﬁrst approximation of the crack opening wðj1Þðtiþ1; xÞ. One can
use here the preconditioning based on the temporal derivative w0tðti; xÞ and the initial condition wðti; xÞ. The ﬁrst approx-
imation of the crack length Lðj1Þðtiþ1Þ can be also easily computed by preconditioning based on the value of the parameter
LðwiÞ from the previous time step (or initial conditions).
 First step. According to (86) the temporal derivative of the crack opening is computed. Note, that when obtaining the ﬁnal
solutionwðtiþ1; xÞ, one automatically has its temporal derivative too. Next, Eq. (88) yields LðjÞðwiþ1Þ, which substituted into
(87) gives the reduced particle velocity /ðjÞiþ1. The integration in (87) is carried out with application of the e-regularization
technique, where the regularized tip condition has the form of (81). As a result, functions LðjÞðwiþ1Þ and /ðjÞiþ1 computed at
this stage satisfy: (i) ﬂuid balance equation (88), (ii) continuity equation (87), (iii) regularized boundary condition for /
(see (81)) which is an equivalent of (61), (iv) the inﬂux boundary condition (63) indirectly through the ﬂuid balance
equation.
 Second step. The crack length is updated by substituting LðjÞðwiþ1Þ into one of (55)–(58). Then, the next approximation of
the crack opening wðjÞiþ1 is obtained from (89). The technique of numerical computation of the operator Bw is exactly the
same as it was for the self-similar variant of the problem. Also here, LðjÞðwiþ1Þ is considered a natural regularization
parameter, used to satisfy the inﬂux boundary condition (63).
The aforementioned two steps of the algorithm are repeated until respective components of the solution have converged
to within a prescribed tolerance.
Remark 11. The modular algorithm architecture enables us to easily introduce the subroutine for the crack length
computation as an additional block. Naturally, this block was not present in the self-similar variant of the algorithm.6.3. Algorithm performance in the transient regime
In this part of the paper we present a brief investigation into the performance of the universal algorithm for various
hydraulic fracture models. The aim of this analysis is just to highlight its main peculiarities.
6.3.1. Algorithm performance for the PKN model
We utilize for the computations the benchmark solution described in Section 5.3.1 as benchmark I for the time dependent
term of the power law type (see (109)), where c ¼ 1=3. For the transient regime, the accuracy and performance of the algo-
rithm depends on discretization of both independent variables. For this reason, four different variants of spatial and temporal
meshing are considered. The number of spatial mesh points is denoted by N, while M stands for the number of predeﬁned
time steps. We analyze respective combinations for N ¼ 20; N ¼ 100 andM ¼ 50; M ¼ 100. The time stepping strategy was
taken from Wrobel and Mishuris (2013) (p. 162 formula (60) therein). The target time, t ¼ 100, is the same for all compu-
tations. As previously for the self-similar problem, the spatial mesh density was increased at both ends of the interval.
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the relative error of the reduced particle velocity, d/, (iii) the relative error of the crack length, dL, (iv) and ﬁnally the relative
error of the temporal derivative of the crack opening, dw0t .
The computational errors for the crack opening, reduced velocity and the temporal derivative are shown in Figs. 13–18.
When analyzing the solution errors for w and /, one can see that the relation between N and M is of crucial importance,
while in general the ﬁner meshing produces better results. For example, for N ¼ 20 there is almost no difference in accuracy
betweenM ¼ 50 andM ¼ 100. In this case, the overall solution error is limited by the accuracy resulting from a coarse spatial
meshing. However, better stabilization of the error in time can be seen for M ¼ 100 (compare Figs. 13 and 15). On the other
hand, when the spatial meshing is appreciably improved (N ¼ 100), the same change in the time step (from M ¼ 50 to
M ¼ 100) yields results up to one order of magnitude better (see Figs. 14 and 16). In all the investigated cases one can
see a very low error of w and / when x ¼ 0. It shows very good fulﬁllment of the inﬂux boundary condition (63).
The graphs for evolution of the crack length error, dL, over time are collected in Fig. 17 for all the considered discretization
variants. It shows that the accuracy of the crack length is primarily determined by the quality of spatial meshing. It is directly
related to the quality of computation of the parameter LðwÞ deﬁning the crack propagation speed (compare (52)–(54)),
which in fact is based on the leading asymptotic term(s) of the crack opening. Indeed, better accuracy for the crack opening
w near the crack tip corresponds to better accuracy for the crack length L. Note that a low sensitivity of the results to the time
step density for a ﬁxed N is a direct consequence of using the general relations (51) and (55) following from the speed
equation.
In the end of this subsection let us discuss the issue of approximating the temporal derivative of the crack opening by
formula (86). In Fig. 18 we show the relative errors of w0t for two ways of computing it: (a) by formula (86), (b) by the
two-point ﬁnite difference (FD). The presented example involves N ¼ M ¼ 100. As can be seen, although the character of
the dw0t distribution is similar for both variants, the ﬁrst one gives an error two orders of magnitude lower than the second.
For the coarser temporal meshing (M ¼ 50) we obtained approximately two times larger errors (we do not show this exam-
ple in separate ﬁgures), however the mutual relation between both cases remained the same.
The advantages of using formula (86) in computations instead of the simplest FD scheme becomes less pronounced when
one uses a rough spatial mesh. For example, when N ¼ 20 (M ¼ 50;100) the errors for both approximations are of a similar
order (2–4%) to that shown in Fig. 18(b).
In general, approximation (86) is not worse than that the two-points FD, giving increasingly greater superiority when
reﬁning the computational mesh. Note that in our analysis the FD approximation w0t is in fact a post-processing. It is difﬁcult
to speculate to what degree it would deteriorate the overall solution accuracy when implemented in the algorithm instead of
(86). Such a replacement, however, would neither introduce any simpliﬁcation to the numerical scheme nor decrease the
computational cost. The only beneﬁt of this would be a minor saving in the memory (as there is no need to store the values
of w0t from the previous time step).
6.3.2. The algorithm performance for the ﬂuid driven KGD model
In the following we present an analysis of the algorithm performance for the ﬂuid driven KGD model, in a way analogous
to that implemented in the previous chapter. To this end, we utilize the benchmark example already employed in
Section 5.3.2 for the self-similar variant of the problem. The time dependent term taken here, to construct the transient solu-
tion, is the power law type (see (109)), with the parameter c ¼ 1=3. The analyzed variants of mesh densities are deﬁned by
N ¼ 30; N ¼ 100 and M ¼ 50; M ¼ 100. This time we do not use the lower value of N (N ¼ 20), as the numerical computa-
tion of the inverse elasticity operator (39) in such a case becomes more sensitive to the mesh density near the crack tip. As
we do not want to include in this paper an additional analysis of the inﬂuence of this parameter (mesh density in the near-tip
region) on the computations we decided to take N ¼ 30, providing ‘fair’ comparison for both spatial meshes. However even(a) (b)
Fig. 13. PKN model. The relative errors of solution for N ¼ 20 (spatial mesh), M ¼ 50 (temporal mesh): (a) the error of crack opening, dw, (b) the error of
reduced particle velocity, d/.
(a) (b)
Fig. 14. PKN model. The relative errors of solution for N ¼ 100 (spatial mesh), M ¼ 50 (temporal mesh): (a) the error of crack opening, dw, (b) the error of
reduced particle velocity, d/.
(a) (b)
Fig. 15. PKN model. The relative errors of solution for N ¼ 20 (spatial mesh), M ¼ 100 (temporal mesh): (a) the error of crack opening, dw, (b) the error of
reduced particle velocity, d/.
(a) (b)
Fig. 16. PKN model. The relative errors of solution for N ¼ 100 (spatial mesh), M ¼ 100 (temporal mesh): (a) the error of crack opening, dw, (b) the error of
reduced particle velocity, d/.
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ing the mesh density near the tip. To assess the accuracy, we analyze the same parameters as previously for the PKN model.
The results are displayed in Figs. 19–24.
When analyzing the error of the crack aperture, one can see that a mere 30 points of spatial meshing produces sufﬁcient
potential to improve the accuracy by taking more time steps. Indeed, for a ﬁxed number of time steps, M ¼ 50, the level of
the relative error for the crack opening, dw, is the same for both N ¼ 30 and N ¼ 100 (only some improvement in smoothness
of the error distribution can be observed – compare Figs. 19 and 21). On the other hand, by using more time steps (M ¼ 100
instead of M ¼ 50), the error of the crack opening, w, can be reduced by an order of magnitude.
Fig. 17. PKN model. The crack length error, dL for various spatial and temporal meshing.
(a) (b)
Fig. 18. PKN model. The relative error of the solutions temporal derivative for N ¼ 100 (spatial mesh), M ¼ 100 (temporal mesh): (a) improved temporal
approximation (b) ordinary ﬁnite difference.
(a) (b)
Fig. 19. KGD model ﬂuid driven regime. The relative error of the solution for N ¼ 30 (spatial mesh), M ¼ 50 (temporal mesh): (a) the error of crack opening,
dw, (b) the error of reduced particle velocity, d/.
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enough to provide optimal results especially near the crack tip. By taking N ¼ 100, one can appreciably improve the accuracy
of the reduced velocity (up to one order of magnitude) and prevent the escalation of the error near the fracture tip. For any
particular number of the spatial mesh points, N, there exists an optimal number (within assumed time stepping strategy) of
the time steps, M, at which the maximal achievable accuracy is obtained (saturation level). Further increases in M do not
produce better results unless the spatial mesh is reﬁned.
(a) (b)
Fig. 21. KGD model ﬂuid driven regime. The relative error of the solution for N ¼ 100 (spatial mesh),M ¼ 50 (temporal mesh): (a) the error of crack opening,
dw, (b) the error of reduced particle velocity, d/.
(a) (b)
Fig. 20. KGD model ﬂuid driven regime. The relative error of the solution for N ¼ 30 (spatial mesh),M ¼ 100 (temporal mesh): (a) the error of crack opening,
dw, (b) the error of reduced particle velocity, d/.
(a) (b)
Fig. 22. KGD model ﬂuid driven regime. The relative error of the solution for N ¼ 100 (spatial mesh),M ¼ 100 (temporal mesh): (a) the error of crack opening,
dw, (b) the error of reduced particle velocity, d/.
48 M. Wrobel, G. Mishuris / International Journal of Engineering Science 94 (2015) 23–58Finally, the error of the crack length, L, is almost the same for a ﬁxed number of the time stepsM regardless of the spatial
mesh under consideration (respective curves in Fig. 20 are hardly distinguishable). The explanation of this fact lies in the
quality of computation of the parameter LðwÞ deﬁning the crack speed: the better accuracy the of w (especially near the
crack tip), the better the accuracy of L. It is notable that, although this trend is the same as for the PKN model, its realization
is obtained by different means: by increasing the number of the time stepsM in the PKN case, and by decreasing the step size
for the spatial discretization (increasing N) for the KGD formulation.
Fig. 23. KGD model ﬂuid driven regime. The crack length error, dL.
(a) (b)
Fig. 24. KGD model – ﬂuid driven regime. The relative error of the solutions temporal derivative for N ¼ 100 (spatial mesh), M ¼ 100 (temporal mesh): (a)
improved temporal approximation (b) ordinary ﬁnite difference.
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mula (86), comparing it with the standard two-points FD approach. In Fig. 24, we display the distributions of the relative
error of w0t for N ¼ M ¼ 100. Again, the superiority of approximation (86) is clear. The values of dw0t are of the same level
as for the PKN model, however the error distribution for the improved temporal approximation becomes non-uniform.
When changing the mesh densities the same tendencies were observed as in the PKN case. Thus, the conclusions drawn
beforehand hold true also here.
6.3.3. The algorithm performance for the toughness driven KGD model
In the last part of this subsection we investigate the algorithm performance for a transient regime of the toughness driven
KGD model. The benchmark used in this case is constructed in the same way as that for the ﬂuid driven regime. The time
dependent term is the same as previously taken for the ﬂuid driven variant. In the analysis of the accuracy of computations,
the combinations of spatial and temporal meshing remain the same as in the case of the ﬂuid drive regime. The results are
displayed in Figs. 25–31.
The error distributions for N ¼ 30 show that, for this number of nodal points, the solution cannot be further improved by
taking more time steps (the limiting factor here is the spatial meshing). When analyzing N ¼ 100 it turns out that, not
only does the error of the solution decrease, but there also exists the potential for increasing the accuracy by taking more
densely packed time steps. The graph for dL, Fig. 29, exhibits rather a surprising result. First, we can see the ﬂuctuations
in the crack length error with time for N ¼ 30. Respective curves for N ¼ 100 are already smooth, however, the level of
the error, dL, does not decrease. As mentioned previously, the quality of the fracture length computation depends on the
accuracy of the parameter LðwÞ deﬁning the crack speed. In the toughness driven regime, this value utilizes the multipliers
of the ﬁrst two leading terms of the asymptotic expansion of w (instead of the only one leading term in the PKN or the ﬂuid
driven KGD models) – see (54). In this way, the second term which by its nature is approximated with lower accuracy than
the leading one, appreciably affects the error of LðtÞ, limiting its potential for improvement with increasing N.
(a) (b)
Fig. 25. KGD model toughness driven regime. The relative error of the solution for N ¼ 30 (spatial mesh), M ¼ 50 (temporal mesh): (a) the error for the crack
opening, dw, (b) the error for the reduced particle velocity, d/.
(a) (b)
Fig. 26. KGD model toughness driven regime. The relative error of the solution for N ¼ 30 (spatial mesh),M ¼ 100 (temporal mesh): (a) the error for the crack
opening, dw, (b) the error for the reduced particle velocity, d/.
(a) (b)
Fig. 27. KGD model toughness driven regime. The relative error of the solution for N ¼ 100 (spatial mesh),M ¼ 50 (temporal mesh): (a) the error for the crack
opening, dw, (b) the error for the reduced particle velocity, d/.
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ative error of w0t for both methods of approximation (formula (86) and the two-point FD scheme, respectively) are shown in
Fig. 30 (N ¼ M ¼ 100). As can be seen, the relative error for the improved temporal approximation is of the order 103 – one
order of magnitude worse than that previously revealed for the PKN and ﬂuid driven KGD models. However it is still much
lower than that of the classic FD approach (see Fig. 30(b)). One can also observe in Fig. 30(a) a pronounced growth of dw0t at
both ends of the spatial interval, which magniﬁes with time. This trend is caused, to a large extent, by the behavior of w0t
itself, which yields a time asymptote proportional to ðaþ tÞc1 (compare (109)). Indeed, in Fig. 31 we show the absolute val-
ues of the error of the temporal derivative Dw0t , and for formula (86) one obtains its stable (or even decreasing with time)
(a) (b)
Fig. 28. KGD model toughness driven regime. The relative error of the solution for N ¼ 100 (spatial mesh), M ¼ 100 (temporal mesh): (a) the error for the
crack opening, dw, (b) the error for the reduced particle velocity, d/.
Fig. 29. KGD model toughness driven regime. The crack length error, dL.
(a) (b)
Fig. 30. KGD model – toughness driven regime. The relative error of the solutions temporal derivative for N ¼ 100 (spatial mesh), M ¼ 100 (temporal mesh):
(a) improved temporal approximation (b) two-point ﬁnite difference.
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the same as previously obtained for the PKN and ﬂuid driven KGD models.
7. Discussion and conclusions
In this paper the classic problem of hydraulic fracture, considered in its general form, has been revisited and reformulated
in terms of a new pair of the dependent variables, with both having a clear physical sense: the crack opening, w, and the
(a) (b)
Fig. 31. KGD model – toughness driven regime. The absolute error of the solutions temporal derivative for N ¼ 100 (spatial mesh),M ¼ 100 (temporal mesh):
(a) improved temporal approximation (b) two-point ﬁnite difference.
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was shown that the new formulation is mathematically complete and well deﬁned. In particular, uniﬁed equation, (51),
directly relating the crack propagation speed to the asymptotics of the crack opening was evaluated, using the speed equation,
for various elasticity operators and fracture propagation regimes. Self-similar formulations of the problem for different
hydraulic fracture models have been given. In this setting, a universal algorithm for the computational simulation of hydrau-
lic fracture has been developed. It enables one to account for various elasticity operators, ﬂuid ﬂow and fracture propagation
regimes within the framework of a uniﬁed scheme.
The proposed algorithm has a modular architecture and consists of two basic modules:
 the ﬁrst one, a universal one, computes the reduced particle velocity, and is the same regardless of the variant of the prob-
lem under consideration,
 the second one, evaluating the crack opening, should be adjusted depending on which elasticity operator is used. In order
to account for a speciﬁc crack propagation (ﬂuid/toughness driven) regime, one only needs to adjust the values of the
respective parameters which describe the asymptotics of the crack opening and the reduced velocity near the crack
tip. Thus, preliminary knowledge of asymptotic behavior of the solution is crucial.
The crack propagation speed is computed using formula, (51), derived from the speed equation with utilization of the
solvability condition (the ﬂuid balance equation) providing the explicit formula, (55), relating the crack length to the tip asymp-
totics of the crack opening.
Various numerical techniques are utilized in the proposed method. The reduced particle velocity is a crucial component of
the scheme. The key points of the algorithm are: (i) proper handling of the independent variables (appropriate spatial and
temporal meshing), (ii) relevant regularization techniques, in particular the so-called e-regularization and operator regular-
ization of the governing equations, taking the solvability condition into account when necessary, (iii) explicit formula for the
crack propagation speed for the fracture front tracing, (iv) rigorous utilization of the solution tip asymptotics, (v) improved
approximation of the temporal derivative of the crack opening.
Extensive analysis of performance of the algorithm, for both its self-similar and the general time-dependent formulations,
has been done and comparison made with analytical benchmark solutions developed for various models of hydraulic frac-
ture. Some of them were adopted from the authors previous papers, while others (KGD models) are discussed in Appendix B.
Also, reference solutions available in the literature have been used.The following conclusions can be drawn:
(i) the algorithm is numerically stable regardless of the hydraulic fracture model used;
(ii) the accuracy of produced results is appreciably better than that of other solutions available in the literature;
(iii) in most cases the computational cost is very low. A properly distributed spatial mesh composed of several dozen of
points provides accuracy better than 0.1%. Only the case of very small toughness may necessitate ﬁner meshing.
To summarize, the particle velocity based universal algorithm developed in this paper is capable of tackling various hydrau-
lic fracture models under different crack propagation regimes. Its ﬂexibility is a result of its adaptive character and modular
code architecture. The method of tracing the fracture front, based on the speed equation, is stable and accurate. The key issue
related to its realization is application of the explicit formulae for the crack propagation speed and the solution tip asymp-
totics, together with resulting formulae for the crack length. It was shown that the new algorithm is more accurate than any
other available in the literature.
Additionally, taking advantage of the algorithm’s accuracy, semi-analytic formulae for solving the KGD model in the ﬂuid
driven regime have been evaluated, with a solution which yields all necessary components: the crack opening,w, the particle
velocity, v, the ﬂuid pressure, p (the ﬂuid ﬂux should be computed as q ¼ wv).
M. Wrobel, G. Mishuris / International Journal of Engineering Science 94 (2015) 23–58 53Although we restrict ourselves in this paper only to the Newtonian ﬂuids, the algorithm may be easily adapted to other
rheological models. This approach can also be extended to 2D fractures.
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Appendix A. Self-similar solutions
A.1. General representation
Let us assume the following separation of variables for the crack opening and the net pressure:wðt; xÞ ¼ wðtÞw^ðxÞ; pðt; xÞ ¼ wðtÞ
Lm1ðtÞ p^ðxÞ: ð90Þwhere wðtÞ is a smooth continuous function of time and will be speciﬁed later. As a consequence, the qualitative asymptotic
behavior of the respective spatial functions in (90) remains the same as their time dependent counterparts (e.g. w^ðxÞ com-
plies with (47)). The elasticity equations (35), (36) and (39) are transformed to:w^ðxÞ ¼ A1p^ðxÞ; ð91Þ
w^ðxÞ ¼ p^ðxÞ; ð92Þ
w^ ¼  4
p
Z 1
0
dp^
ds
Kðs; xÞdsþ 4ﬃﬃﬃ
p
p K^I
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
ð93Þfor the PKN and KGD models, respectively. For a constant and non-zero value of the dimensionless toughness, (39) can be
transformed to its time independent counterpart (93) only if:wðtÞﬃﬃﬃﬃﬃﬃﬃﬃ
LðtÞp ¼ const ¼ c: ð94ÞThen the self-similar stress intensity factor, K^I , is expressed as:K^I ¼ 2cﬃﬃﬃpp
Z 1
0
p^ðgÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g2
p dg: ð95Þ
However, if one assumes that the normalized material toughness, ~KI , changes with time as:~KIðtÞ ¼ K^I wðtÞﬃﬃﬃﬃﬃﬃﬃﬃ
LðtÞp ; ð96Þthen (93) and (95) are satisﬁed automatically (the latter for c ¼ 1).
Eq. (93) is the inversion of the self-similar form of the operator (37):p^ðxÞ ¼  1
2p
Z 1
0
dw^
dg
gdg
g2  x2 : ð97ÞThe ﬂuid ﬂow rate, particle velocity and reduced particle velocity functions can be expressed as:qðt; xÞ ¼ w
4ðtÞ
Lm
q^ðxÞ; vðt; xÞ ¼ w
3ðtÞ
LmðtÞ v^ðxÞ; /ðt; xÞ ¼
w3ðtÞ
LmðtÞ /^ðxÞ; ð98Þ
q^ðxÞ ¼ w^3 dp^
dx
; v^ðxÞ ¼ /^ðxÞ þ xv^0; ð99Þwherev^ ¼ w^2 dp^
dx
; or
dp^
dx
¼  1
w^2
/^ðxÞ þ xv^0
 	
: ð100ÞBased on these assumptions, Eq. (62) can be transformed into:dw
dt
w^þ w
4
Lmþ1
d
dx
w^/^
 	
þ L
0
L
ww^þ ql ¼ 0: ð101ÞFunctions wðtÞ; LðtÞ and qlðt; xÞ should be properly speciﬁed in order to eliminate the time variable from the above equation.
Then, the problem reduces to the time-independent form.
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Let the function wðtÞ have the form:wðtÞ ¼ ect ; ð102Þ
where c > 0 is an arbitrary constant. Then, substituting (98)2 into (55), and taking the initial crack length as:Lð0Þ ¼ ðmþ 1ÞCALðw^Þ
3c

  1
mþ1
;one can derive the following relation for LðtÞ:LðtÞ ¼ ðmþ 1ÞCALðw^Þ
3c

  1
mþ1
e
3ct
mþ1: ð103ÞThen, if one assumes that the leak-off function complies with the representation:qlðt; xÞ ¼ ect q^lðxÞ; ð104Þ
the governing equation (101) after simple transformations can be reduced to:1
CALðw^Þ
d
dx
ðw^/^Þ ¼ mþ 4
3
w^mþ 1
3c
q^l: ð105ÞIn this way we obtain an ordinary differential equation equipped with the following boundary conditions:w^ð1Þ ¼ 0; /^ð1Þ ¼ 0; w^ð0Þ/^ð0Þ ¼ q^0: ð106Þ
Additionally, for the KGD model the following symmetry condition holds:dw^
dx

x¼0
¼ 0: ð107ÞThe equivalent of the ﬂuid balance equation (45) is:1
CALðw^Þ q^0 
mþ 4
3
Z 1
0
w^dxmþ 1
3c
Z 1
0
q^ldx ¼ 0: ð108ÞA.2. Self-similar solution of the power law type
In this variant of the self-similar solution let us take:wðtÞ ¼ ðaþ tÞc; ð109Þ
where aP 0 and c > 0 are some constants. In the same way as previously, one can obtain a relation for the crack length in
the form:LðtÞ ¼ ðmþ 1ÞCALðw^Þ
3cþ 1

  1
mþ1
ðaþ tÞ3cþ1mþ1 ð110Þprovided that:Lð0Þ ¼ ðmþ 1ÞCALðw^Þ
3cþ 1

  1
mþ1
a
3cþ1
mþ1 :Additionally if the leak-off function can be expressed as:qlðt; xÞ ¼ ðaþ tÞc1q^lðxÞ; ð111Þ
Eq. (101) converts to:1
CALðw^Þ
d
dx
ðw^/^Þ ¼  ðmþ 1Þc
3cþ 1 þ 1

 
w^ mþ 1
3cþ 1 q^l: ð112ÞBoundary conditions for the above differential equation remain the same as (106) and (107). Finally, the global ﬂuid balance
equation can be transformed to:1
CALðw^Þ q^0 
ðmþ 1Þc
3cþ 1 þ 1

  Z 1
0
w^dx mþ 1
3cþ 1
Z 1
0
q^ldx ¼ 0: ð113Þ
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In the following we introduce a set of analytical benchmark solutions for the considered problem. The ideas behind their
construction are the same regardless of the hydraulic fracture model in use, and have already been employed in Mishuris
et al. (2012), Wrobel and Mishuris (2013) and Kusmierczyk et al. (2013) for the PKN model. The basic concept is to use
an analytical solution to the self-similar problem deﬁned in Appendix A, and extended it into the time-dependent form using
relations (90), (98), (99) and (103) or (110).
Let us concentrate now on ﬁnding some examples of analytical solutions to the self-similar equation:1
Lðw^Þ
d
dx
ðw^/^Þ ¼ vw^ ,q^l; ð114Þwhich is a generalization of (105) and (112). The corresponding constants v and , in (105) can be determined by direct
comparison with Eqs. (105) and (112), and are given in Table 2.
The boundary conditions (106) are to be satisﬁed, together with respective form of the balance equation ((108) or (113)).
Depending on the hydraulic fracture model one of the operators (92)–(93) shall be in use.
The general idea behind constructing a benchmark solution is quite straightforward. At ﬁrst, assume that the crack
opening function can be expressed as a weighted sum of properly chosen base functions:w^ðxÞ ¼
XN
i¼0
kiw^iðxÞ: ð115ÞThe functions w^iðxÞ should be selected in a way which enables one to: (i) comply with the respective asymptotic represen-
tation (47), (ii) analytically compute the pressure operators (91), (iii) satisfy the boundary conditions (106) (and (107) for
KGD). Provided that (ii) is fulﬁlled, the pressure function can be calculated in a closed form from (91) to give:p^ðxÞ ¼
XN
i¼0
kip^iðxÞ; ð116Þwhere each of the functions p^iðxÞ corresponds to the respective function w^iðxÞ. Then, according to (100)1 the particle velocity
is deﬁned:v^ðxÞ ¼ 
XN
i¼0
kiw^iðxÞ
" #2XN
i¼0
ki
d
dx
p^iðxÞ ð117Þand consequently we have its leading term as:v^0 ¼ v^ð1Þ ¼ CALðw^Þ: ð118Þ
The reduced velocity is determined using (117) and (118) according to (99)2:/^ðxÞ ¼ 
XN
i¼0
kiw^iðxÞ
" #2XN
i¼0
ki
d
dx
p^iðxÞ  xCALðw^Þ: ð119ÞNext, by substituting (115) and (119) into Eq. (114), we can deﬁne the benchmark leak-off function q^lðxÞ. Finally the value
of q^0 is determined by substituting (115) and (119) into the boundary condition (106)3:q^0 ¼ 
XN
i¼0
kiw^ið0Þ
" #3XN
i¼0
ki
dp^i
dx

x¼0
: ð120ÞIn this way, the analytic benchmark solution is fully deﬁned by (115) and (119), corresponding leak-off function and corre-
sponding inﬂux value (120). Clearly, the ﬂuid balance equation ((108) or (113)) is satisﬁed automatically.
B.1. PKN model
For the PKN model let us adopt the following N þ 1 test functions (i ¼ 0;1; . . . ;N):
w^iðxÞ ¼ ð1 xÞiþ1=3; i 6 N  1; w^NðxÞ ¼ exð1 xÞNþ1=3: ð121ÞThe base function w^NðxÞ was taken in the speciﬁed form in order to introduce an additional non-linear effect to the
benchmark, without violating the asymptotic behavior.
By applying representation (121) in (115) and elasticity operator (92) one obtains the formula for the pressure function,
p^ðxÞ, which after differentiation yields:
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dx
p^ðxÞ ¼ 
XN1
i¼0
kiðiþ 1=3Þð1 xÞi2=3 þ kNðN þ x 2=3Þexð1 xÞN2=3
" #
: ð122ÞThen by formulae (117)–(120) one can construct the benchmark solution, taking Lðw^Þ ¼ k30.
In general, the leak-off behavior near the crack tip can be controlled by the powers of the base functions w^i, for i > 1 (e.g.
if one wants to mimic the Carter law, each power starting from the second one should be 1/6 greater than the previous –
compare Kusmierczyk et al. (2013)). The representation used in this paper gives:q^lðxÞ ¼ O ð1 xÞa0
 
; x! 1; ð123Þ
which is the same as the asymptotics of the crack opening itself. However, even in such a case, proper manipulation of the
multipliers can provide better behavior of ql.
B.2. KGD model: ﬂuid driven regime
For this model we assume that the self-similar crack aperture is deﬁned by the following base functions:w^iðxÞ ¼ ð1 x2Þai Cai1=22ðiþ1Þ2ðxÞ; i 6 N  1; w^NðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
 2
3
ð1 x2Þ3=2  x2 ln 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
x
; ð124Þwhere Cai1=22ðiþ1Þ2ðxÞ is the ultraspherical or Gegenbauer polynomial. The term wNðxÞ was introduced to obtain a non-zero
pressure gradient for x ¼ 0. In our case we take in computations N ¼ 2, where a0 ¼ 2=3; a1 ¼ 5=3. Note that:w^NðxÞ ¼ O ð1 x2Þ5=2
 	
; x! 1: ð125ÞA representation similar to (124) (except for the last term) was used in Adachi and Detournay (2002) to deﬁne the base
functions for the series approximation of solution. This general representation was utilized in order to solve the problem for
a variety of shear-thinning ﬂuids. In a similar way (124) with the proper values of ai can be employed to construct
benchmark solutions for non-Newtonian ﬂuids.
By applying (124) in (97) and subsequent differentiation one obtains an analytical formula for the pressure gradient:d
dx
p^ðxÞ ¼ 
XN1
i¼0
kiFiðai; xÞ  kNðx p=4Þ
" #
; ð126Þwhere:F0ða0; xÞ ¼ p1a0ð2a0  1ÞBð1=2;a0Þx2F1ð3=2 a0;2;3=2; x2Þ; ð127Þ
Fiðai; xÞ ¼ ð1 2aiÞð2iþ 1Þ4pðiþ aÞ xB 
1
2
 i;aþ iþ 1
 
 ½2ðiþ 1Þðiþ 1þ aÞ  2 5i 2F1 32 i a; iþ 1;
3
2
; x2
 
2a
3
ðiþ 1Þð2i 3þ 2aÞx2  2F1 52 i a; iþ 2;
5
2
; x2
 
; iP 1 ð128ÞB is the beta function, and 2F1 is the Gauss hypergeometric function.
Then from (117)–(120) we have the complete benchmark solution, where Lðw^Þ ¼ k30.
B.3. KGD model: toughness driven regime
In the case of the toughness driven KGD model we consider the benchmark where the crack opening is represented by a
sum of four functions:w^i1ðxÞ ¼ ð1 x2Þ
i
2; i ¼ 1;2; w^2ðxÞ ¼ ð1 x2Þ
3
2 lnð1 x2Þ; w^3ðxÞ ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
þ x2 ln 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p : ð129ÞThe above representation is consistent with (47) and Table 1. The special term w^N gives a non-zero pressure gradient at x ¼ 0
and:w^NðxÞ ¼ O ð1 x2Þ3=2
 	
; x! 1: ð130ÞObviously it can be replaced by w^N from (124) if convenient. Also further terms of type w^i from (124) can be used here,
provided that the powers ai are greater than those from the leading terms of the asymptotics.
Then by operator (97) one obtains respective pressure components p^i from (116), where p^0ðxÞ ¼ p=2. Thus, the
components of the pressure derivative are:
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1
px
 1
1 x2þ2F1ð1=2;1;1=2; x
2Þ

 
;
p^02ðxÞ ¼ 
x
2
ð5 6 ln2Þ  3
2
arcsinðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
 x
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
 
; p^03ðxÞ ¼ 
p
2
:
ð131ÞFinally, by applying (129) and (131) in (117)–(120) one constructs the benchmark solution, where Lðw^Þ ¼ k20k1. Moreover,
decreasing/increasing this value, one tests the algorithms on the small/large toughness regimes. In the case of KGD model
(both regimes), the leak-off function, ql, constructed above for the benchmarks, generally speaking, will behave in the same
manner as in (123).
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