The future of video coding for 3DTV lies in the combination of depth maps and corresponding textures. Most current video coding standards, however, are only optimized for visual quality and are not able to efficiently compress depth maps. We present in this work a content adaptive depth map meshing with tritree and entropy encoding for 3D videos. We show that this approach outperforms the intra frame prediction of AVC/H.264 for the coding of depth maps of still images. We also demonstrate by combining AVC/H.264 with our algorithm that we are able to increase the visual quality of the encoded texture on average by 6 dB. This work is currently limited to still images but an extension to intra coding of 3D video is straightforward. Index Terms-AVC/H.264, 3D scene analysis, 3DTV, depth map compression, content adaptive meshing.
INTRODUCTION
Three dimensional television (3DTV) is on its way to play an important role not only in the consumer business, but also in broadcasting since companies have started their broadcasting services in 3DTV. So far, the two different views needed for 3DTV have been mostly coded separately and simulcasted with AVC/H.264. In the near future, its extension for multiview coding (MVC, AVC/H.264 -Annex H) will enable us to exploit the interdependencies between the two different views for a more efficient coding. Still, we will see in the long term a shift from the coding of two separate views to a combination of one view representing the texture of the scene and an accompanying depth map describing the disparities between the two original views [1] . The two views needed for 3D perception can then be rendered from the depth map and the texture. Therefore, there is a need for methods and algorithms to efficiently compress depth maps.
Current coding technology for video and image compression e.g. AVC/H.264 and JPEG2000, was designed to optimize the perceived visual quality of 2D video using the mean squared error (MSE) or the peak signal to noise ratio (PSNR) as a quality metric. These metrics, however, describe the overall pixel errors of a compressed disparity image represented by a depth map insufficiently, see [2, 3] . Take for example the case where each pixel of an image has an absolute difference of 2 between the original and the reconstructed depth map. The overall MSE is 4 but the pixel error rate (PERR) is 100%. In addition, MSE does not take the discontinuities of depth maps into account, see [4] . This will result in a lot of errors especially at high compression ratios which will lead to a significant amount of errors in the 3D reconstruction of the scene [2] .
To overcome such limitations, we propose in this paper a more efficient depth map compression scheme based on content adaptive meshing with tritree and entropy encoding. Our method is able to achieve similar depth error rates but at a much higher compression ratio than with AVC/H.264. The results we obtained show that we can increase the visual quality of the AVC/H.264 coded texture while maintaining the same overall bit rate. Our algorithm is an extension of our previous work in [2] . The contribution of this work can be described in two points. Firstly, we extend the comparisons and test our scheme versus AVC/H.264. Secondly, we propose an efficient 3D video coding scheme by integrating tritree with AVC/H.264. This paper is organized as follows: we will present in Section 2 our some related work and then introduce depth map compression scheme. In Section 3, we compare the performance of our scheme to AVC/H.264. In Section 4, we introduce a new a approach to increase the overall visual quality by combining tritree with AVC/H.264. In the end, we present some concluding remarks in Section 5.
DEPTH MAP COMPRESSION
Our approach for depth map compression is composed of two parts. Firstly, the depth map is approximated with a content adaptive mesh. This is done by detecting the non-uniform samples of the depth map in such a way that the error is minimal. The depth map will be partitioned into an adaptive mesh, where the size of the triangles is small near depth discontinuities, i.e. edges in the depth map, and large elsewhere. This provides a higher sampling rate in critical areas and a lower sampling rate in the smooth areas. The non-uniform samples or nodes are able to interpolate all the other pixels of the depth map using the mesh up to predefined error. Secondly, we compress the mesh and the (sparse) disparity values by entropy encoding. The proposed approach will be explained is the sequel. But, we will first start with a brief review on the related work.
Related Work
In [5] , the method is based on the generation of adaptive meshes. The mesh, however, does only deal with small depth details and no depth discontinuities. This was later improved in [6] by detecting discontinuities, modeling them and using a constrained triangulation. Our approach already takes discontinuities during the meshing into account by increasing the sampling rate at these locations. In [7] a JPEG2000 encoder is modified to consider region of interest coding and reshaping of the dynamic range of depth maps. In [8] maps are hierarchically decomposed into four regions depending on the location of edges, merged and then encoded using AVC/H.264.
Content Adaptive Meshing with Tritree
The pixels of a disparity map form a 3D space represented by the 2D coordinates of the pixels in the depth map and the corresponding disparity value. Each triangle T of the mesh is defined by three vertices vi(xi, yi, di), with i = 1, 2, 3. Thus a plane Π is described by T using the normal equation
where pn(xn, yn, dn) denotes a pixel with coordinates (xn, yn) and depth value dn on Π, η is the normal vector on Π and k a constant satisfying k = − η·vi. The vector η = (η1, η2, η3) can be computed as the cross product of any two edges of the triangle. To recover the disparity valuedn of a pixel inside T , we can rearrange (1):
In order to determine the content adaptive mesh of a disparity map, it is necessary to find all triangles T and their vertices in the map that can reconstruct the depth information of all pixels within each triangle T . To determine the quality of the reconstructed depth values within each triangle, the percentage of the PERR is used. The goal is to minimize the PERR over each triangle of the mesh.
Using binary space partioning, we first divide the disparity map along one of the diagonals into two triangles. Then we check if each triangle satifies a certain PERR threshold . If not, the triangle will be recursively subdivided into further triangles until the condition is met or no further subdivisions are possible. This leads to a triangular tree or Tritree, which we will also use to refer to our scheme. Also we gained implicitly a binary tree representation of the mesh. Another advantage is that the described algorithm can easily be parallelized to increase the computational performance. In Fig. 1 an example using the image Art from the Middelbury stereo data set [9] is shown. For more details about this scheme, please refer to [10] .
Entropy Encoding
The mesh generated in Section 2.2 is then further compressed by employing entropy coding as described in [2] . As the depth map itself, but also the sparse depth map are highly correlated since it is a piecewise smooth surface [4] , its histogram is rather uniform and thus not well suited for entropy coding. If we, however, use differential coding by predicting the next disparity from the preceding disparity, we achieve a more peak shaped distribution, better suited to entropy coding. We used two of the most popular entropy coding techniques: Huffman coding and arithmetic coding.
COMPARISION WITH AVC/H.264
In this section we will compare our depth map coding approach with AVC/H.264. Although AVC/H.264 was designed to primarily encode video and its high encoding performance is largely due to its sophisticated methods for motion compensation in the inter frame prediction, it has been shown that its encoding performance for still images using only intra frame prediction is superior to dedicated still image encoding standards as JPEG2000 [11] . Therefore we decided to use the images and depth maps from the Middlebury stereo data sets [9, 12] to get a first impression of the performance of our approach compared to AVC/H.264. We used both Huffman and arithmetic coding for our approach. For completeness, we also include JPEG2000 in the comparison. We used the AVC/H.264 reference software [13] version 15.2 which was tuned to use only intra frame coding with activated rate distortion optimization.
The results for the images Teddy, Cones, Art and Moebius are presented in Fig. 3 . In this first two columns, we present the pixel error rate (PERR) and the MSE versus the compression factor, which is nothing but the inverse of the compression ratio. In the third column, we plot the PERR versus the number of bits required to represent each pixel or Bits per Pixel (BPP). We can clearly see that our approach compresses the depth maps with a much lower PERR or depth pixel error rate than both AVC/H.264 and JPEG2000. Also we achieve a much better coding efficiency, as we need far fewer BPP for a comparable PERR in the depth map. The difference between entropy coding with Huffman or arithmetic coding ist negligible. Not surprisingly, both AVC/H.264 and JPEG2000 deliver a much better MSE than our approach, as both are using MSE in the form of PSNR to minimize the prediction error during the encoding. We can confirm the superior encoding performance of AVC/H.264 compared to JPEG2000 also for depth maps with regard to the MSE and PERR. It should be noted, however, that at least in our case JPEG2000 seemingly encodes more efficiently with regards to the BPP than AVC/H.264.
COMBINING AVC/H.264 AND TRITREE FOR 3DTV
We can see in Table 1 that for the same depth bit error rate of 1% we save at least 0.72 bits per pixel and on average 0.95 bits per pixel with our approach compared to AVC/H.264.
Assuming we have a fixed overall bit rate or bit budget available and a fixed target PERR, we can invest the bits saved by using Tritree to compress the depth map into the encoding of the texture with AVC/H.264 and achieve an overall better visual quality. Therefore we propose to combine both by using AVC/H.264 to compress the texture and Tritree to compress the depth map. Our proposed combined system is shown in Fig.2 . As current 3DTV systems in most cases need to utilize existing infrastructure and can therefore not increase the overall bit rate of the signal, the texture and the depth map are usually mixed into one frame: typical arrangements are checkerboard, interleaved, side-by-side and up-down. Hence we first split our input signal into the texture and depth map component. Then we proceed to encode the texture with AVC/H.264, while encoding the depth map with Tritree. After decoding texture and depth map separately, we once again mix both components into the necessary output format. To demonstrate the gain in visual quality that can be achieved by our proposed combination of AVC/H.264 and Tritree, we use once again Teddy, Cones, Art and Moebius from [9, 12] . As a starting point, we assume 1.00 BPP for the encoded texture of all images and selected the closest available rate point. Then we consider the bits per pixel saved by Tritree as shown in Table 1 . These saved bits per pixel from the depth map are then added to the bit budget for the texture coding with AVC/H.264 e.g. for Teddy 1.03 + 1.01 = 2.04 BPP were allocated for texture coding. We should keep in mind that the overall bit rate for both texture and depth map together remained constant. We just redistributed the bits between both parts. In Table 2 we can see that the PSNR for the selected images is increased noticeably and on average we gain about 6 dB. While PSNR may not be best suited to describe the perceived visual quality of depth maps, it is a good indicator for the improvement we achieve with the quality of the texture images.
But we should also keep in mind that the definition of overall visual quality for 3D i.e. visual quality of the texture and depth perception is still an open research area and neither objective metrics nor subjective methods are available, yet [14] .
CONCLUSION
We introduced an efficient depth map compression for 3DTV based on content adaptive meshing with tritree and entropy encoding, called Tritree. Our comparison with AVC/H.264 showed that our approach compresses depth maps more efficiently thus saving bits spent on coding the depth map. Based on these results, we proposed a system combining the Tritree approach for depth map coding and AVC/H.264 for texture coding. By reallocating the bits saved by Tritree, we gained on average an improvement in visual quality for the texture of 6 dB while keeping the overall bit rate constant.
Even tough we only considered still images and the intra frame prediction capabilities of AVC/H.264, we believe that our approach can also be extended to video, especially for pure intra frame prediction. Future work will therefore include the application of Tritree on 3D video, but also the implementation of our proposed combination in the framework of the AVC/H.264 reference software, in order to exploit the full possibilities of inter frame prediction.
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