Multiple object tracking consists of detecting and identifying objects in video. In some applications, such as robotics and surveillance, it is desired that the tracking is performed in real-time. This poses a challenge in that it requires the algorithm to run as fast as the frame-rate of the video. Today's top performing tracking methods run at only a few frames per second, and can thus not be used in real-time. Further, when determining the speed of the tracker, it is common to not include the time it takes to detect objects. We argue that this way of measuring speed is not relevant for robotics or embedded systems, where the detecting of objects is done on the same machine as the tracking. We propose that one way of running a method in real-time is to not look at every frame, but skip frames to make the video have the same frame-rate as the tracking method. However, we believe that this will lead to decreased performance.
Introduction
The fields of image and video analysis have gained a lot of attention over the last years, in part due to the success of deep learning models. Most state-of-the-art methods use convolutional neural networks (CNNs) -deep networks which have shown to produce good results without the need for manual feature extraction. The shift of attention towards CNNs for image analysis happened in 2012, when Krizhevsky et al. [1] convincingly won the ILSVRC (ImageNet Large-Scale Visual Recognition Challenge) [2] , a competition used for benchmarking image analysis models. The challenge was in image classification, where the goal is to label each image with one of multiple classes -e.g. to tell if a picture is of a cat or a dog. More accurate models have since been created, and in 2015 computers could outperform humans in this task [3] . The use of CNNs has not been limited to image recognition, but has been successfully adopted in tasks such as object detection (localising objects of given classes), semantic segmentation (labelling each pixel in the image), and image captioning (producing a descriptive text of the content) [4, 5] . Video analysis is closely related to the field of image analysis, a video being multiple images stacked in time. Similar challenges as in image analysis have been tackled, including video classification and object detection in video, but also tasks exclusive to video, such as object tracking (identifying objects across multiple frames), trajectory prediction (estimating paths of objects) and action recognition (classifying actions in a video sequence). As in image analysis, CNNs have produced great results for these tasks [6, 7] .
Having accurate image and video analysis models is fundamental to autonomous vehicles and robots. Object detection models can enable self-driving cars to avoid collisions, and some level of scene understanding is required for robots to react to their surroundings. With the increased use of unmanned aerial vehicles (UAVs) -commonly known as drones -for tasks such as surveillance, delivery, and search and rescue [8] , it is important to develop tools suitable for these applications and adapted to UAVs. Often, it is required to identify and track humans and other moving objects. For example, in surveillance tasks, it can be essential to track humans in order to detect unusual behaviour. Unfortunately, not all video analysis models are usable on UAVs; the most powerful models require high-end computational hardware, but for UAVs that should be light and inexpensive, the hardware is necessarily restricted.
Problem definition
When a video contains multiple moving objects that we wish to track, we refer to this as multiple object tracking. See Figure 1 .1 for an illustration. In some sense, the task is an extension of object detection, since in addition to detecting objects, we need to connect detections between frames to get a consistent tracking. Object detection is still an unsolved problem, and the most powerful methods are limited by their speed [9] . Adding tracking capabilities on top of the detector usually slows down the algorithm further. Because of this, multiple object tracking is difficult to do in real-time, since the best algorithms can only analyse a few frames per second at best, even on powerful hardware [10] . For such algorithms to run in real-time, it would be necessary to skip multiple frames in order to prevent an ever-increasing delay. To the best of our knowledge, not much work has been done to investigate how sampling of frames would affect the tracking performance. Indeed, in MOTChallenge, a yearly competition and benchmark of multiple object tracking, there is little incentive to make models capable of running in real-time.
In this project, we wish to investigate how real-time multiple object tracking would work. To do this, a multiple object tracking system is implemented, which is evaluated on existing datasets to enable comparison with other work. Since the goal is for the method to run in real-time, an important factor is the speed of the tracker. Because of this, it is decided that a simple approach is preferred over a slow but potentially more powerful one. By comparing with work on public leaderboards, we will get an objective evaluation of our method. To get an understanding on how more powerful models would perform if run in real-time by sampling frames, our model is run with different configurations and different sampling rates on a large dataset. The effect on performance from decreasing the frame-rate is measured, with the hope of gaining insight on how other models would fare under such circumstances.
As a use case for real-time tracking, one can imagine that the complete model is deployed on small UAVs with restricted hardware. The UAVs communicate information wirelessly to a ground control station, and due to the low bandwidth and to prevent latency, video footage is not transferred. Instead, all computations are done on the UAVs, and the extracted information is sent as messages at regular intervals. The system is required to work in real-time and in an online fashion, i.e. to give an output steadily and without much delay. This is particularly challenging given the restricted hardware of the UAVs, which prevents the usage of memory and computing heavy models.
In MOTChallenge, the users are provided with text files of detections for each frame in the dataset, as a way to ensure that everyone is on equal ground, and that the tracking capability is actually measured, as opposed to the detection quality. This motivates the use of a paradigm called tracking-by-detection (see Section 2.2), which is agnostic to the type of detector used. Our method is also tested on Okutama-Action [11] , which has the benefit of providing two pre-trained models, one for object detection and one for action recognition, along with the detections they output as text files. By modifying the output of the action recognition model slightly, it can be used for normal object detection. The benefit of having two different models is that the tracking performance can be measured when provided detections of different quality. 
Research question
In this thesis, we will investigate if existing online, tracking-by-detection models can successfully be used to track multiple objects in real-time. To answer this, we will implement a tracking system and evaluate its performance under different configurations. To further investigate real-time tracking, we will also measure how the frame-rate of the video affects the ability to track, since skipping frames is a way to make most models work in real-time. The hope is that the findings can guide future research on real-time tracking, or at least increase the interest in this problem. The thesis will be considered successful either if we find a model that can be used for real-time multiple object tracking, or if we gain insights into what is required in order to achieve this.
Limitations
Since the goal is to have real-time tracking, only tracking methods with low inference speed are considered. This means that methods using appearance features to associate objects between frames are not considered, since computing such features is relatively slow. Instead, only geometrical and positional properties are used. Additionally, to achieve the modularity required to use either object detection or action recognition models, no model that requires a specific type of object detector is considered. For the same reason, methods that incorporate the predicted location from the tracking to guide or improve the object detector are not used. Last, the aim of the thesis is not to propose a new tracking model, and thus we will use and combine ideas from existing methods and attempt to implement them in an efficient way.
Outline
The thesis is organised as follows: Chapter 2 introduces the reader to relevant theory, and presents previous work on multiple object tracking. The exact details of the approach of this project, which builds on the theory of the preceding chapter, along with the experiments run, are presented in Chapter 3. The results of the experiments are given in Chapter 4, and are compared to that of previous work. Chapter 5 concludes the thesis with a discussion on the performance of the model, and ideas for future work.
Related work
This chapter introduces the reader to the task of tracking, the challenges that exist and previously proposed methods to solve them. After a general description of the topic in Section 2.1, the idea of tracking-by-detection is presented in Section 2.2, which lays the foundation for our work. A brief discussion on real-time tracking is held in Section 2.3. Last, commonly used datasets as well as evaluation metrics are listed in Section 2.4 and Section 2.5 respectively.
Multiple object tracking
As the name suggests, multiple object tracking consists of keeping track of objects in a video as they move around. A formal description would be: for each frame in a video, localise and identify all objects of interest, so that the identities are consistent throughout the video. In other words, a good model has to accurately detect objects in each frame, and provide a consistent labelling of them. See Figure 1 .1 for an illustration. Challenges arise when objects are partially or completely occluded, or temporarily leave the field of view, since ideally the objects should keep their former IDs when reappearing. Furthermore, objects whose paths intersect might confuse the model and cause it to erroneously switch their IDs.
Different scenarios exist that allow for different types of models. An important distinction is that of online versus offline models [12] . An online model receives video input on a frame-by-frame basis, and has to give an output for each frame. This means that, in addition to the current frame, only information from past frames can be used. Offline models, on the other hand, have access to the entire video, which means that information from both past and future frames can be used. The task can then be viewed as an optimisation problem, where the goal is to find a set of paths that minimise some global loss function. This has been solved using linear programming [13, 14] and k-shortest path optimisation methods [15] . Since offline trackers have access to more information, one can expect better performance from these models. It should be noted, however, that real-time usage requires online models, as future frames are obviously unavailable. For a discussion on real-time models, see Section 2.3. Unless otherwise stated, the rest of this chapter is dedicated to online models. Models can be further categorised into single class and multiple class models [16] . In the former, all tracked objects are of the same class, e.g. person, while in the latter, multiple classes are present, e.g. pedestrian, bicycle and car. On one hand, having multiple classes introduces the problem of classifying each object. On the other hand, this could act as a distinguishing feature when the paths of objects of separate classes intersect.
An extensive survey from 2006 of object tracking systems [17] showed that research until then had focused on finding good features, object representations and motion models to improve the tracking quality. It was noted that most methods assumed some restriction on the setting that greatly facilitated the tracking. For example, by assuming a static camera, it was possible to find all moving objects by applying background subtraction [18] . Other common assumptions were that objects had a high contrast with respect to the background, moved smoothly and with little to no occlusion. Yilmaz et al. [17] identified these assumptions to be greatly limiting when it comes to real-world application, stating that while said assumptions increased the performance, they made the models too specific.
Tracking-by-detection
The survey of Yilmaz et al. [17] was published before deep learning gained attention in image analysis in 2012, when Krizhevsky et al. [1] won the ILSVRC using deep learning. Today's convolutional neural networks (CNNs) greatly outperform previous methods in the task of image classification. An overview of CNNs is presented in Section 2.2.1. For object detection, three datasets commonly used for benchmarking are ImageNet [2] , Pascal VOC [19] and MS COCO [20] . The best performing models for all three challenges use CNNs [21, 22, 23] , indicating that the detection capability today has far surpassed that of 2006. This in turn has lead to a renewed interest in a particular tracking paradigm, called tracking-by-detection.
Although all tracking systems need to detect the objects at some stage [17] , trackingby-detection methods make a clear distinction between the detection and tracking of objects. The general idea is to for each frame, first localise all objects using an object detector, then associate detected objects between frames using features such as location and appearance. Avidan [24] was early to use this approach, by using a pre-trained support vector machine (SVM) to detect vehicles, and optical flow-like equations to connect detections between frames. It is noted by Bewley et al. [25] and Yu et al. [26] , however, that the performance of tracking-by-detection models is heavily dependent on the accuracy of the detection model, which indicates that CNN-based object detectors could greatly boost the tracking performance, even with simple tracking models. As discussed in Section 2.3 however, having a powerful detector can come at the cost of reduced frame-rate in realtime scenarios.
A common methodology is to split the tracking into two phases: prediction of object location, and matching of detections and predictions [25] . That is, for each new frame, the complete tracking model does the following: (1) Detect objects of interest, (2) Predict new locations of objects from previous frames, (3) Associate objects between frames by similarity of detected and predicted locations. Although some methods diverge from this approach slightly, e.g. by matching objects in multiple steps based on confidence values [27] , or keeping multiple hypotheses active [28, 29] , most works differ simply doing these three steps in distinct ways.
Detection
The goal in object detection is, as the name suggests, to detect all objects of a certain class in an image. Alternatively, multiple classes can exist, in which case it is also required to correctly classify each object. The input to an object detector is an image, and the output is a list of bounding boxes, with labels in the case of multiple classes. A bounding box is usually represented by the pixel coordinates of the top-left and bottom-right corner of the bounding box, or the coordinates of the centre as well as the width and height of the box. Furthermore, most object detectors provide a confidence value with each box, indicating how trustworthy the detection is. A common performance measure of an object detector is the mean average precision over all classes (see Section 2.5). As stated above, object detection methods using CNNs are state-of-the-art, outperforming previous methods such as SVMs.
Convolutional neural network A CNN is a type of artificial neural network, designed to take advantage of structures in images and similar data. In 1990, LeCun et al. [30] used a small CNN to recognise handwritten digits -this was the first successful use of CNNs. The network, named LeNet, consisted of 5 layers: 2 sets of a convolutional layer followed by a pooling layer, and finally a fully connected layer. The architecture of LeNet is shown in Figure 2 .1. Though modern CNNs are much deeper (i.e. have more layers), the general structure of alternating convolutional and pooling layers, followed by fully connected layers, remains [4] . Figure 2 .1: A convolutional neural network, with 5 layers: 2 convolutional layers, each followed by a pooling layer, and finally a fully connected layer. 1 Fully connected layers have a weight associated with each pair of input and output. The output is computed as the inner product of the weights and the input. These weights have to be learned, and since the number of weights is proportional to the number of inputs and to the number of outputs, the number of parameters quickly grows for fully connected layers. Convolutional layers, on the other hand, have a small set of weights referred to as filters. To compute the output, each filter is swept across the input, and at each position the inner product between the filter and the input at that location is computed. This has the benefit of sharing weights, which drastically reduces the number of parameters. Additionally, once a filter has learned to capture a certain structure, it is able to find it anywhere in the image, since the filter will be applied at all positions. This is desirable for images, since the same objects and structures could appear anywhere. Last, pooling layers are used to reduce the dimensionality of the data. Like convolutional layers, pooling is done at each position of the input, though usually with no overlap. Different variants exist, but in max pooling, which is the most commonly used, the output is computed as the maximum value of the input. Notably, pooling layers have no learnable parameters [4] .
Popular well-performing CNN architectures used for object detection are R-FCN [31] , Faster R-CNN [32] and SSD [33] .
Prediction
A multitude of approaches have been suggested for how to predict new locations of tracked objects. Some examples include computing the optical flow 2 to determine the new position [34] , or using recurrent neural networks [35, 36] , Kalman filters [25, 37, 16] or particle filters [38, 27, 26] to model the velocity of objects, and with this predict the position in future frames.
Filtering problem
Modelling the velocity by only looking at the position at discrete time steps is an example of the filtering problem. At each time step t, the goal is to model the state x t given potentially noisy observations z 1:t . A visualisation of the process is given in Equation (2.1). In the case of tracking-by-detection, the observations are the detected bounding boxes in each frame. To model the movement of objects, the hidden state contains information about the position and the velocity, which has to be inferred by looking only at the observations.
To predict the position in a upcoming frame k + 1 equates to predicting the value of z k+1 . Knowing the time difference between k and k + 1, an estimated new position is obtained by adding the velocity of x k (which is estimated by solving the filtering problem) to z k (which is given by the object detector). More information can be added to x, such as acceleration, and change in size and shape of the bounding box, though this is done at the cost of increased complexity. Two methods to solve the filtering problem are presented below.
Kalman filter
The Kalman filter is a way of optimally estimating the state of a linear dynamical system. Kalman [39] presented the theory in 1960 and showed that the estimation minimises the mean of the squared error, given that the noise is normally distributed.
Assume we have a state x ∈ R n and a control signal u ∈ R l . Let the state be governed by the equation
where A is the state transition model, B is the control-input model and w k is the process noise. Further, assume the state is not directly measurable, but is related to the observable variable z ∈ R m as
where H is the observation model and v k is the observation noise. The random variables w k and v k are assumed to be independent and normally distributed with zero mean and covariance Q and R respectively. The Kalman filter computes the optimal state estimatex by recursively combining previous estimates with new observations. It consists of two distinct phases: predict, where the optimal statexk prior to observing z k is computed; and update, where after observing z k , the optimal posterior statex k is computed. Additionally, it computes the prior and posterior estimate error covariance P 5) and the update step is
6)
where I is the identity matrix, Q is the process noise covariance and R is the measurement noise covariance. K k is called the Kalman gain, and influences how much the observation impacts the state estimate. In addition to specifying the process matrices A, B, Q, H and R, initial estimates ofx and P have to be provided when using a Kalman filter [40] .
Particle filter Assume we have a hidden state x ∈ R n and an observation z ∈ R m that are governed by the following equations:
Here, f and h are (potentially nonlinear) known functions, and w and v are noise, mutually independent and with known probability density functions. Particle filters can be used to approximate the probability distribution p(x t |z 1:t ) online in a nonlinear dynamical system, such as the one above [41] . It can be noted that if f and h are linear, and the noise is Gaussian, then Equations (2.9) and (2.10) can be solved optimally using a Kalman filter (compare with Equations (2.2) and (2.3)).
To approximate p(x t |z 1:t ), a set of N particles is used, each of which represents a sample from the distribution. Increasing the number of particles leads to more accurate approximations, but also more computations. The algorithm consists of two steps, predict and update, similar to the Kalman filter. In the predict step, each particle is updated using Equation (2.9), giving N samples {x i t } N i=1 corresponding to p(x t |z 1:t−1 ). Subsequently in the update step, each particle is given a weight w i k = p(z k |x i k ) indicating how well it corresponds to the observation z k . After normalising the weights, a new set of N particles is obtained by sampling with replacement from {x i t } N i=1 , using the weights to determine the probability of selecting a particle. The new set of particles approximates p(x t |z 1:t ). The initial positions of the particles need to be specified, distributed e.g. normally around the first observation, or uniformly in the space of possible states [42] .
Association
The association task consists of determining what detection corresponds to what object, based on the predictions from the previous step, or alternatively if a detection represents a new object. Problems arise when tracked objects leave the scene or are otherwise not detected, new objects enter the scene, the detector produces false positives -i.e. "detecting" an object that does not exist -or when the predicted positions differ greatly from reality.
Assignment problem
In the case where the number of detections is equal to the number of tracked objects, this is a case of the assignment problem, in which the goal is to find an optimal matching between two sets of object. Commonly, one set is called agents and the other tasks. There is a cost c ij associated with assigning a task j to an agent i, and the objective is to find an assignment with minimum total cost, such that no agent is assigned more than one task, and no task is assigned to more than one agent. Formally, if A is the set of agents, T the set of tasks, and x ij represents the assignment, taking value 1 if task j is assigned to agent i and 0 otherwise, then the objective is to minimise i∈A j∈T
13)
(2.14)
One can also consider the same problem, but with the goal of maximising the cost rather than minimising it. Hungarian algorithm The Hungarian algorithm [43] , also known as Kuhn-Munkres algorithm, solves the assignment problem in polynomial time, with time complexity O(n 3 ) where n is the number of agents (and tasks) [44] . The input to the algorithm is a cost matrix C, where C(i, j) is the cost c ij , and in four steps the matrix is manipulated to give the optimal matching. In the case where the number of agents is not equal to the number of tasks, C can be padded with rows or columns with large values to make it square. Inversely, if the goal is to find a matching with maximum cost, the matrix can be padded with zeros. Then in the final matching, assignments corresponding to added rows or columns are discarded.
Similarity measures
In order to compute the cost matrix C between detections and predictions, we need to define what it means for two bounding boxes to be (dis)similar. A simple way is to compute the intersection over union (IoU), also known as the Jaccard index, between two bounding boxes A and B as
where | · | denotes the area. This has the benefit of combining distance and similarity in size and shape in a nice way, but unfortunately it gives 0 for any two bounding boxes that do not intersect. This means that if the predictions are too inaccurate, all values in the cost matrix could be 0, meaning that all assignments are equally good. Despite this, IoU has successfully been used either as the only measure [25] or in tandem with appearance information [37] . More sophisticated tracking models combine different similarity measures to calculate the cost, most of which can loosely be separated into three categories: distance measures, shape measures, and appearance measures. These are summed or multiplied with different weights, yielding a single value indicating the overall similarity between bounding boxes. Distance and shape measures look only at the position and geometry of the bounding boxes, whereas appearance features are calculated from the actual pixels within each bounding box.
Below, let A and B be two bounding boxes and C(A, B) be the affinity between them. Further, let W , H and (X, Y ) be the width, the height and the centre coordinate of a bounding box respectively. Sanchez-Matilla et al. [27] propose the following affinity measure, where a low value indicates similarity:
where
The denominators Q dist and Q shp have the values of the diagonal and the area of the image respectively, and work to normalise the two factors. The two parts are multiplied instead of summed, to promote bounding boxes that are similar both in shape and in position, rather than in only one aspect. The factors are the Euclidean distance of the position and the shape respectively, which one could argue makes the formula intuitive and easy to understand. Measuring the difference in position and shape exponentially, and also using appearance features, Yu et al. [26] define the cost as:
In the non-symmetrical formula for c dist , A is assumed to be a detection, and B a prediction. The vectors feat in c app are extracted by a CNN with a 128-dimensional output. The weights w 1 and w 2 are set to 0.5 and 1.5 respectively. Compared to the two other similarity measures, this formula is more complicated, and thus the output might not be easy to interpret. However, it has the benefit of always giving an output between 0 and 1, indicating no and complete similarity respectively. Simpler appearance features have also been proposed, such as colour histograms and HOG features [45] . Though using appearance features can lead to increased performance, it has the downside of longer computation times.
Real-time tracking
There is no clear definition in multiple object tracking on what inference speed is required for a model to be said to work in real-time. Instead, it is said that a model is realtime if it can give output as fast as, or faster than, the rate of which input is given [46] . That is, a tracker is real-time if it can analyse 60 s of video in less than one minute -otherwise, it is not. However, the video is not continuous, but is captured at a certain framerate, and the frames are input to the tracker with a constant interval. This means that a 60 s video captured at 30 FPS results in 1800 (60 × 30) images to be processed by the tracker, but decreasing the frame-rate to 10 FPS gives only 600 (60 × 10) images. Since online methods are required to give an output before the next input is provided, the delay of the system (i.e. the time it takes to get an output after providing an input) is directly related to the speed in which images are analysed. For example, if a tracker can analyse images in 30 FPS, then the delay is 1/30 s. Of course, additional delay can arise from the time it takes to send the output to the user, though this overhead can be expected to be constant, and is not a part of the tracker.
Arguably, for some real-world applications of tracking, it is not required to analyse 30 frames each second; we can adjust the frame-rate of the input to the speed of the tracker and say that anything above 1 FPS (i.e. a delay of less than 1 s) is acceptable. Of course, in certain applications a shorter delay might be necessary, and thus a higher frame-rate would be required. One way to achieve real-time performance is to skip all incoming frames until the tracker is done analysing a given frame, so that the input is always the most recently captured one. This way, the delay is constant, and we can say that the tracker runs in real-time. However, the lower the frame-rate, the farther we can expect objects to have moved between frames. This indicates that decreasing the frame-rate makes tracking harder, since it is easier to predict where an object will be 0.1 s from now, rather than 1 s. As seen in the leaderboard of MOTChallenge [10] , most current research on online tracking requires a low frame-rate on the input in order to run in real-time. In fact, only one submission runs faster than 30 FPS, but its accuracy is less than 2/3 of that of the best models, see Table 4 .3. However, for the other models, we expect the performance to decrease when the input is sampled to make them run in real-time, as argued above.
Since in tracking-by-detection it is assumed that detections are provided independently of the tracker, most research only presents the speed of the tracker. With the definition given above, the trackers can be said to be real-time if they can process more frames each second than the frame-rate of the video [14, 25, 37] , which is correct under the assumption that the detections can be provided at this speed. However, in machines that need to both produce the detections and compute the tracking, as is the case for embedded systems, the resources are necessarily shared between the two tasks, which will decrease the frame-rate at which the system can operate in real-time. Thus, when determining what frame-rate a tracker can run at, the time it takes for the detector to analyse an image should be added to that of the tracker. This means that there is a tradeoff when designing the detector; a more powerful detector gives more accurate detections, which facilitates the tracking, but at the same time runs slower [9, 47] which makes tracking harder since more frames must be skipped. Unfortunately, very little work has been done on investigating this trade-off, with the models submitted to MOTChallenge always considering every frame, independent of the speed of the trackers.
Datasets
Multiple benchmarks exist for evaluating tracking models, the most common of which are presented below.
MOTChallenge [48] MOTChallenge is a yearly competition used to benchmark multiple object tracking models. The dataset -video sequences labelled with bounding boxes for each pedestrian -is collected from multiple sources, which differ in resolution, frame rate, illumination etc. There are two variations of the challenge, each with a public leaderboard online to promote competition and comparison of models. In one task, you are only given the raw video sequences, and thus need to both detect and track the objects; in the other you are given the sequences along with a set of detections, and the task is to make an as accurate tracker as possible using these detections. Since the provided detections are not state-of-the-art, the results of the first task is generally better. However, the second task is arguably more interesting, since it measures only the trackers, when having access to the same detections. Submissions are compared using multiple metrics (see Section 2.5), and a tool is provided to compute these metrics for any data. There is a large number of competitors each year, which makes this challenge ideal for evaluating your work. A sample frame is shown in Figure 2 .2. ImageNet VID [2] Having previously been a competition in image recognition, ImageNet now features challenges in object detection in images and video, as well as object tracking. The sequences contain labelled objects from 30 different categories. Mean average precision is used as the only metric, which makes comparison with other methods more limited. An example frame with instances of the class bicycle is shown in Figure 2 .3. Okutama-Action [11] A recently published dataset is Okutama-Action, which consists of aerial-view video captured from UAVs. It was designed to feature challenges likely to exist in real-world applications of UAVs, including abrupt camera movement, different view-angles and varying altitude. Because of the altitude, which ranges from 10 to 45 meters, the area of interest is generally small, see Figure 2 .4 for a sample frame. Okutama-Action features only pedestrians, but provides two distinct annotations: one for object tracking and one for action recognition. The videos are of high resolution (3840x2160) and contain up to 10 concurrent humans. For the task of action recognition, 12 action classes are available, a few of which are displayed in Figure 2 .5. Since the dataset is recently published, no previous results are available for comparison. 
Evaluation metrics
Common ways to measure the quality of object detection models include calculating the accuracy and the mean average precision (mAP) at given IoU thresholds. That is, to calculate the accuracy at IoU 0.5, you count detections as correct if they have IoU ≥ 0.5 with the ground truth, and incorrect otherwise. As stated earlier, these values can heavily influence the performance of tracking-by-detection models, and thus comparing two trackers that use different detectors is not as meaningful. However, even with the same detection accuracy and precision, the quality can be vastly different between different tracking models, so additional metrics are needed.
As made obvious in the previous section, different datasets use different metrics to compare multiple object tracking models. However, in 2008 Bernardin and Stiefelhagen [49] proposed two standardised metrics to be used for multiple object tracking, referred to as the CLEAR MOT metrics. These metrics, MOTA and MOTP, along with the additional metrics used in MOTChallenge, are presented below.
FP False positives is the total number of occurrences where an object is detected although no object exists.
FN
False negatives is the total number of occurrences where an existing object is not detected.
ID Sw.
Identity switches is the number of times an object is assigned a new ID in its track.
MOTA Multiple object tracking accuracy is a combination of three errors: it is computed as
where for frame t, g t is the number of objects present, fn t the number of false negatives, fp t the number of false positives, and id_sw t the number of identity switches. A perfect tracker has MOTA = 100%.
MOTP Multiple object tracking precision measures the alignment of the predicted bounding boxes and the ground truth. Notably, it does not take into account any tracking performance such as keeping consistent trajectories, but is heavily reliant on the detection quality. The original formula was 24) where d i t is the distance between the ground truth and prediction of object i, and c t the number of matches found in frame t. However, this is slightly modified in MOTChallenge so that a perfect tracker has MOTP = 100%.
FAF False alarm per frame is the average number of false positives in each frame.
MT Mostly tracked targets is the number of ground-truth tracks that are assigned the same label for at least 80% of the video.
ML
Mostly lost targets is the number of ground-truth tracks that are assigned the same label for at most 20% of the video.
Frag Fragmentation counts the number of times an object is lost in a frame but then redetected in a future frame, thus fragmenting the track.
Hz The speed of a tracker is measured in Hz (frames per second). Unless otherwise stated, only the tracking is timed, i.e. the speed of the detector is not included.
Chapter 3

Method
The work of this project is split into two distinct but related parts. The first is to implement a competitive multiple object tracker, with emphasis on speed. Our model, which we refer to as C++SORT, is described in Section 3.1. To evaluate the tracker, the datasets from MOTChallenge (see Section 2.4) are used, mainly because of the public leaderboards which facilitate comparison to other work. The exact configuration of the tracker used on these datasets is presented in Section 3.2.
Second, we investigate how the frame-rate of the video influences the performance of the tracker. This is interesting, since most state-of-the-art methods are not able to run in real-time (see Section 2.3). We answer this by running our method with different configurations on the same video sequences, sampled at multiple different frame-rates. Additionally, we do a case study where we run our full model, including object detection, in real-time. A more detailed description of this is given in Section 3.3.
C++SORT
Our work follows the tracking-by-detection paradigm, which implies that the task of detecting objects in each frame is done separately from the tracking. Usually, as in MOTChallenge, we are not concerned with obtaining the detections, but assume that we have some way of extracting them, and use the detections as input to the tracking algorithm. To speed up the construction and deployment of tracking-by-detection models, the detections are often computed offline before-hand, and are stored as text files for fast feeding to the tracker. Note that in our work, the tracker makes no assumption on the nature of the detections even in the case where they are obtained online, nor does it attempt to guide the detector based on current trackings.
We use the method of Bewley et al. [25] , called SORT -Simple Online and Realtime Tracking. We do, however, extend the method slightly by considering other prediction methods than Kalman filters and other similarity measures than the IoU. To distinguish the methods and their results, we refer to our model as C++SORT, which also reveals the choice of language (see Section 3.4). Much of the relevant theory is presented in Section 2.2 and its subsections.
In short, the idea is to keep track of each object by modelling its movement across the frame with a predictor, which could be e.g. a Kalman filter or a particle filter (see Section 2.2.2). For each frame, the following happens: objects are detected, new locations of already tracked objects are predicted using the predictors, and the detected and tracked objects are matched based on the similarities of the bounding boxes. The predictors are then updated with their associated detections, and the estimated positions are returned as trackings. Additionally, new predictors are initiated for any unmatched detection, and unused predictors are removed. The method is presented in more rigour in Algorithm 1.
Algorithm 1 C++SORT
Initialise new predictor with detection end for Remove predictors that have had no associated detection the last maxAge frames for all predictors do if predictor had associated detection this and the last minHitStreak frames then Add state of predictor to trackings end if end for return trackings end for
Detection
In MOTChallenge, detections are provided as text files, with each row containing the following information on one detection: frame number, x-position, y-position, width, height and confidence (ranging from 0 to 1). Note that the provided detections are not perfect, meaning that the positions can be slightly off, and that some false positives and false negatives are expected. The confidence value is used to determine which detections to use in the tracker. By a small grid search, 0.4 was found to be a good value to use as threshold in Algorithm 1. In addition to the information stated above, the true ID is provided in the ground truth, which is obviously only available for the training set.
For Okutama-Action, a type of CNN called SSD [33] is trained and used to detect objects. In the task of human detection, it has only one output, but for action recognition it has one for each action type. However, since humans are the only actors, and every human is labelled with an action each frame, the output of the action recognition network can be used for tracking, if the action label is ignored. The network trained for action recognition is slower and less accurate than the other one, since action recognition is a more difficult task than human detection. The networks along with text files with the detections are publicly available. Additionally, we have access to the ground truth of both the training and the test set. For more details on the networks, including how they were trained, see the work of Barekatain et al. [11] .
Prediction
Two ways of predicting new positions are investigated, namely Kalman filters and particle filters, the theory of which are presented in Section 2.2.2. Each predictor tracks a single object, which it does by modelling its movement with a filter. In addition to this, it keeps track of some meta data such as how long the object has been visible, or for how long the predictor has been inactive. Unfortunately, the use of particle filters is not successful, and due to a much slower run speed, no extensive experiments are run with this type of predictor.
For either approach, the state x contains information on the centre pixel coordinate, the area, the width-height ratio, the velocity and the change in area over time,
dt , of a bounding box. The observation z on the other hand only has the values which can be observed in a single frame, namely the centre coordinate, the area and the width-height ratio of each bounding box. The area and ratio pair is preferred over storing the width and height, since the width-height ratio is assumed to be fairly constant throughout a video sequence. This is also the reason why the change in ratio over time is not modelled in x.
Getting the predicted new location of an object in frame k + 1 equates to computing x k+1 (and then the observation variable z k+1 ) in the equations for the dynamic systems, Equations (2.2), (2.3), (2.9) and (2.10). However, all variables in z are contained in x, so calculating z is done by simply removing the fields exclusive to x. Since we do not have a control signal u, the computation for the Kalman filter is x k+1 = Ax k . For the particle filter, it is a bit more complicated. The state is represented by a set of N particles, each of which has its own guess of the true values. To get the predicted new location, each particle has to be propagated one step, similarly to the Kalman filter. After that, however, the particles need to be combined into a single measure. For simplicity, we use an unweighted average, but one could also consider using the particles' weights when computing the mean. The weight we use when resampling the particles is the IoU of the particles state and the bounding box of the detected object. This way, particles that are close to detected objects get a high weight, whereas particles that do not intersect with the bounding box are removed.
After the association step, which is described in the next section, the predictors should propagate their states to the next time step. If a predictor has an associated detection, it is updated as described in Section 2.2.2. Otherwise, x k+1 is computed without adjusting for any observation, i.e. only the prediction step for the Kalman filter. When using a particle filter, noise is added to the propagation of each particle, since there is an increased uncertainty regarding the tracked object's true position.
As a very primitive baseline, a third model, referred to as stationary predictor, is used when running the experiments on Okutama-Action. As the name implies, this model assumes that all objects are stationary, i.e. it does not model their velocities. The intuition is that this predictor should suffer more from decreased frame-rates than the Kalman fil-ter and the particle filter, since objects will have moved a greater distance in between frames.
Association
As described in Section 2.2.3, the goal in the association step is to find an optimal match between predictors and detections. The quality of a match is determined by the sum of the cost of each associated predictor-detection pair. Depending on if a high cost indicates similarity or dissimilarity, the summed cost should be maximised or minimised respectively.
The first step when finding an optimal match is generating the cost matrix. This is a matrix where each element c i,j is the (dis)similarity between predictor i and detection j. Given the cost matrix, the Hungarian algorithm can find the optimal match between predictors and detections. It is, however, beneficial to have a threshold value used to reject associations if the cost is too high or too low. Otherwise, if two consecutive frames contain two persons -but in the first frame only one person is detected, and in the second frame only the other is detected -the method would believe the two detections to be the same person, when it should be obvious that this is not the case given the distance between the two.
Three similarity measures are compared, referred to as IoU cost, linear cost and exponential cost. Notably, all measures only use the geometrical and positional properties of the bounding boxes, i.e. no information of the appearance or colour histograms are used. This decision was made since such measures would slow down the computation, or introduce unwanted dependencies on the object detector, if information from its hidden layers were to be used.
The IoU cost is precisely the IoU between the predicted and the detected bounding boxes, as given in Equation (2.15):
For this measure, a high value indicates similarity, and a threshold of 0.3 was found to give good results. This measure does have the downside that bounding boxes with no intersection get the similarity value 0, independent of how far away they are, and thus it can not be known how dissimilar they are more than that they do not intersect. This is however overruled by the fact that a threshold is used, so all bad matches are removed anyway. Using the formula proposed by Sanchez-Matilla et al. [27] , the linear cost is similar to Equation (2.16). However, for implementation reasons the cost is inverted to become
With this modification, this measure shares the property of the other two that a high value indicates similarity. It was found that 10000 is a good value to use as threshold. The third measure, the exponential cost, is the one proposed by Yu et al. [26] in Equation (2.19), but without the use of appearance features. We thus get
Again, a value close to 1 indicates similarity, and 0.5 was used as threshold to discard dissimilar bounding boxes.
MOTChallenge
For the MOTChallenge, there are two tracking datasets available, called 2D MOT 2015 (from now on referred to as MOT15) and MOT16. By evaluating on the training set, it was found that the IoU cost was the best for this dataset, though the exponential cost gave similar results. A small grid search was used to find optimal values on parameters in Algorithm 1, such as thresholds, and maximum age and minimum hit streak of predictors. The thresholds are the ones presented previously in this chapter, maxAge was set to 1 and minHeatStreak to 3. After deciding on models and parameter values, the method was run on the test set, and the output was submitted to MOTChallenge. The results, along with the results of other groups, are presented in Section 4.1. Notably, this is the same configuration as used by Bewley et al. [25] . However, they have only evaluated the model with custom detections, making it harder to compare with other work, since the quality of detections can heavily influence the tracking performance. Furthermore, we expect a faster run time due to our choice of programming language (see Section 3.4).
Tracking with different frame-rates
The second part of this project, as stated in the beginning of this chapter, is to investigate how the performance of the tracker is affected by the frame-rate of the input video. Since the video sequences in MOTChallenge are diverse in terms of resolution and frame-rate, it was decided to not run these experiments on that dataset, but instead run them on the Okutama-Action dataset. Because all sequences in Okutama-Action have the same framerate, and are more similar to each other in general, it is expected that there will not be a few sequences which are more heavily affected by change in frame-rate, thereby skewing the average performance. Furthermore, Okutama-Action has the advantage that we have access to two different object detectors and their detections, as well as the ground truth for both the training and the test set. The parameters are set to the same values as for MOTChallenge. This was decided on after running a small grid search on the training set. Each experiment session consists of running a particular configuration on the test set with seven different frame-rates: 30, 15, 10, 6, 3, 2 and 1. Since the videos are captured in 30 FPS, a frame-rate of 30 means that all frames are used, while a frame-rate of 1 means that only every 30th frame is used. In total, 18 different configurations are used (three different detection sets, three different similarity measures, and two different predictors). The detections are from the human detection model, the action recognition and the ground truth for the task of object detection. Notably, for the ground truth, no information about the IDs are used, i.e. it corresponds to having a perfect object detector. The similarity measures are the ones mentioned previously -the IoU, the linear and the exponential cost functions. Since no good results are obtained with particle filters, only the Kalman filter and the stationary predictor are used. The main results are given in Section 4.2, while complete tables of all sessions are found in Appendix A.
Detecting and tracking in real-time
As discussed in Section 2.3, the frame-rate in which a tracker can run in real-time is affected not only by the speed of the tracker, but also by the speed of the detector. As a case study, the full model -that is, detecting objects online with the use of CNNs rather than loading the detection text files -is run on the Okutama-Action dataset. Rather than using a fixed frame-rate, the number of frames skipped depends on the speed of the model, to make sure that there is no cumulative delay. In a real life scenario, the model would be fed the last recorded frame as soon as it is done computing the current one; in our case, we measure the time it takes for the model to analyse each frame, and skip the corresponding number of frames. Unfortunately, when feeding frames in this manner we are not able to use the MOTChallenge DevKit to measure the performance, so instead the average frame-rate is measured and the results of the other experiments are used to see what values this corresponds to. To simulate the use case of deploying the full model on an embedded system, this experiment is run on a Jetson TX1 Developer Kit, which, thanks to its size, could be mounted on a UAV to analyse the video as it is captured. The outcome of this experiment is presented in Section 4.2.1.
Environment
Our work is done in C++, instead of in Python as the work of Bewley et al. [25] . This is necessary, since the environment in which our code is to be integrated is written in C++, and thus using another language would lead to undesired overhead. Furthermore, C++ is expected to result in faster run time compared to languages such as Python.
The deep learning models are done in Caffe [50] , which has native support for C++, and GPU computations using CUDA. In an attempt to make the code easier to deploy on new machines, only two external libraries are used in addition to Caffe: dlib [51] and Boost.
Some scripts used for visualisation and pre-processing of data are made in Python. The code of this project, along with instructions on how to deploy it, is available at https: //github.com/samuelmurray/tracking-by-detection.
MOTChallenge provides a DevKit with Matlab scripts used to evaluate a tracker. The output of the tracker is saved as text files, and these are input to the Matlab scripts. The input is compared to the ground truth, which also has to be provided, and the different metrics are calculated and presented.
The experiments are, unless otherwise stated, run on a 2012 MacBook Air, with a 1.8 GHz Intel Core i5, and Intel HD Graphics 4000.
Results
In this chapter, the results of the different experiments are presented. The results on MOTChallenge are presented in Section 4.1, and those from the suite of experiments run with different configurations, at different frame-rates, are shown in Section 4.2. Due to the large number of metrics used and the number of experiments run, only the most important results are presented in this chapter, while complete tables are found in Appendix A.
MOTChallenge
The model described in Chapter 3 was run on the datasets of the previous two years of MOTChallenge, MOT15 and MOT16. Different configurations of the model were run on the training set, to see which were most effective. The results of the top performing configurations are shown in Tables 4.1 and 4.2 for the two years respectively. For both datasets, using a Kalman filter with the exponential or the IoU cost proved most successful. Additionally, for MOT15, we ran the same configurations with the ground truth as input, instead of the provided detections. As can be seen in the Table 4 .1: Results of using using Kalman filters with two different similarity measures on the MOT15 training set. The upper half is from using the provided detections; the bottom half is from using the ground truth as input.
Though by a small margin, the IoU cost outperformed the exponential cost (at least when using the normal detections) and was thus used for the test set of MOT15 and MOT16. The results are presented in Tables 4.3 and 4.4. Also in these tables are results of other groups, taken from the online leaderboards [10] . Only groups that use the provided detections and whose methods are online (as opposed to offline, see Section 2. Table 4 .4: Leaderboard of the MOT16 test set, from MOTChallenge. The best value in each category is boldface. The method of this report, C++SORT, is highlighted in grey.
Our work is called C++SORT, and is highlighted in grey. The best score in each metric is highlighted in bold. In both of the challenges, our work vastly outperformed the competitors in speed (Hz). Also, in MOT16 it was the best method in terms of MOTP and FAF. However, in the same year it was ranked last when measuring the number of mostly tracked (MT) and mostly lost (ML) paths, as well as the number of ID switches and fragmentations. In MOT15, however, our work arguably fell in the middle ground, not being the worst in any metric, but also only winning in terms of speed. As a final note, SORT [25] , for which results using the provided detections are not available, runs at 260.5 FPS on MOT15, indicating that the choice of programming language can heavily affect the speed.
Tracking with different frame-rates
Our model was run on the test set of Okutama-Action using 18 different configurations, each run while sampling the video at seven different intervals. A sampling interval of i means that every ith frame is used, and corresponds to a frame-rate of 1/i FPS. The performance in terms of MOTA, MOTP and percentage of paths not labelled "mostly lost" for the different frame-rates are shown in In general, for all metrics, the tracker performed better with more accurate detections. It is also noted that the MOTA and the percentage of tracked paths drops rapidly with a decreased frame-rate. In general, using Kalman filters boosted the performance slightly compared to using stationary predictions, though not consistently. the MOTP started to increase when the frame-rate was low enough, and also that stationary predictions could outperform the use of Kalman filters. When using stationary predictions and ground truth detections as input, all similarity measures had an MOTP close to 100%, for any frame-rate.
Real-time tracking
When running the full model on the Jetson TX1 Developer Kit, it could run in 4 FPS when using the human detection model, and in 2 FPS when using the model for action recognition. This corresponds to a sampling interval of 7.5 and 15 respectively. As can be seen in Figures 4.1 to 4 .3, the performance at such frame-rates is significantly lower than when using all frames. Figure 4 .4 highlights this by showing the MOTA of the best configurations at the sampling intervals corresponding to real-time running. Compared to the performance when analysing all frames, running C++SORT in real-time with the human detection model leads to a drop of almost 50%. When using the action recognition model, the performance drops to a third compared to when using all frames. 
Discussion and conclusions
The thesis is concluded in this chapter. First, a discussion about the method and the results is held in Section 5.1, followed by ethical aspects in Section 5.2 and some concluding remarks in Section 5.3. Last, a few suggestions on extensions and future work is given in Section 5.4.
Method and results
By studying the results in Section 4.1, it is apparent that even a simple approach such as the one described in this report can be competitive, at least when considering the speed. Our method, C++SORT, is by far the fastest algorithm, outpacing the other by factors of 10 ∼ 1000. In fact, there is only one other method, RNN_LSTM [35] , that runs above 30 FPS, and consequentially no other method could run on Okutama-Action in real-time, even with provided detections. Even SORT [25] , which is the same method implemented in another language, runs at less than 1/4 of the speed of C++SORT. One could argue that the frame-rate C++SORT achieves is unnecessarily high, since video footage is normally captured at around 30 FPS. There are two counter arguments to this statement. First, if one were to run the same models on less powerful hardware, some of the slower algorithms would be impractical to use, while our approach could potentially still run in real-time. This could be the case in e.g. small scale robotics, where the use of powerful hardware might not be feasible due to size or budget. Second, and maybe more importantly, the speed displayed on the leaderboards is measuring only the tracker, and not the detector. As discussed in Section 2.3, this might not be indicative of the performance in a real world scenario. If the tracker is to be run in real-time, as video footage is captured, then the detections will not be available as text files. Instead, each frame will need to be processed by an object detector, before being passed to the tracker. On embedded systems, it is likely that the detector and the tracker will share resources, and thus the frame-rate of the tracker will be limited by the speed of the detector. Having a very fast tracking system ensures that the tracker will not add any notable delay to the entire system of detection and tracking. For example, if the object detector runs at 10 FPS, and the tracker runs at 1000 FPS, then the computation time of the tracker is negligible. However, if the tracker also runs at 10 FPS, the effective frame-rate will be 5 FPS.
The results of the experiments on Okutama-Action, with different configurations run at multiple sampling intervals, highlight the importance of a fast tracker. case study on the Jetson TX1 Developer Kit shows that running a model in real-time by skipping frames decreases the performance by around 50%, and in some cases up to 90% -e.g. the percentage of tracked paths when using the IoU cost with action recognition. Although this experiment was only run on C++SORT, it is believed that a similar drop would occur for other methods as well. One could, however, argue that methods which use appearance features should be more robust to decreased frame-rates, since predicting new locations of objects might be hard at low frame-rates, while appearance features might change less.
From the same experiments, it is also obvious that the detection quality is highly influential on the tracking performance. At full frame-rate, almost every configuration gives near-perfect performance when using the ground truth detections as input. This might not be too surprising, since if the detections are perfect, then no special care has to be taken of false positives or false negatives, and thus a good strategy is to always associate the closest detected objects in two consecutive frames. One can note however, that this is not sufficient to recover the ID of occluded objects once they return, since even perfect detections will not contain information on objects in frames where they are occluded. What is more interesting is that even with perfect detections, the performance is low at low frame-rates. One possible explanation for this is that our method is simply not good enough at predicting new locations of tracked objects. It could also be that low frame-rate tracking is a significantly harder problem, that requires different approaches to solve. For example, the use of appearance features could be the missing component, an option that is not explored in this work.
Some words have to be said about the metric MOTP. As seen in the definition in Equation (2.24), MOTP is determined by how accurate the placement of the bounding boxes of objects are. In tracking-by-detection, this is more related to the detection quality, and not the actual tracking. Thus, having access to the same detections, two different tracking-by-detection models can be expected to get similar MOTP. This is clearly the case in MOTChallenge, where the MOTP of all groups are almost the same, while other metrics vary greatly (see Tables 4.3 and 4.4) . This also explains why the plots of MOTP in Figure 4 .2 look so different from the other two metrics. Decreasing the frame-rate does not make it more difficult to determine if a detection is correct or not, it only makes it harder to connect detections to long, consistent paths. The reason why stationary predictions in Figure 4 .2b outperforms the use of Kalman filters in Figure 4 .2a is probably that the stationary predictor trusts the location of the detection fully, whereas the other method uses information from both the Kalman filter and from the detection to determine the true location of the object. But if the detections are accurate -as is the case when using the ground truth -it is better to use only this information instead of adjusting it by a Kalman filter.
The comparison between using Kalman filters and stationary predictions is important to make for the other two metrics as well. In general, the use of Kalman filters leads to increased performance, though not by a large margin, as seen in Figures 4.1 and 4 .3. The fact that stationary predictions give similar result even at low frame-rate is surprising; it was believed that as the time in-between frames increased, the need for accurate predictions would make the use of Kalman filters more rewarding. However, as discussed above, it seems that even when using Kalman filters, our model is not able to predict new locations well enough to set it apart from the version using stationary predictions.
As a final remark, it is interesting to note that no similarity measure gets the best performance in more than one metric -the exponential cost results in the highest MOTA, the IoU cost gives the highest MOTP, and the linear cost gets the highest percentage of tracked objects. However, as we made a point earlier that MOTP might not be a very meaningful metric for tracking-by-detection systems, it seems that the IoU cost is the least effective similarity measure, at least at slightly reduced frame-rates. The linear cost, on the other hand, shows a strange behaviour when used with the ground truth, in that it performs poorly a full frame-rate, but well when the sampling interval is increased a few steps. This could be related to the fact that the formula to calculate the linear cost, Equation (3.2), was inverted, which made finding a good threshold value more difficult.
Ethics
The first application of multiple object tracking to come to the reader's mind is probably surveillance. A government or company that is constantly tracking the population is a recurring theme in science fiction books and movies. And while there are potential privacy issues connected with tracking people's movement, there are more effective ways of doing that, such as collecting GPS information from cell phones. Also, real-time performance is not necessarily required for surveillance tasks, unless combined with automatic detection of suspicious behaviour (e.g. for crime prevention).
Another use case, where running in real-time can be of the essence, is robotics. To enable robots to navigate in an environment with other moving objects, it can be important for the robot to keep track of those objects, to avoid them or to interact with them. Whether or not it is desirable to have robots understanding their surrounding -or indeed to have robots at all -is a big question, with many arguments for either side. Although having access to better tracking algorithms could lead to the development of dangerous robots, we argue that this is already possible without our work, and in fact without any tracking capabilities.
However, the potential risks of this technology should not be ignored. If that is not already the case, it is likely that tracking systems will be incorporated in future weapons, for missile guidance or even target localisation and assignment. It is unfortunate that much of today's technology can be used in the weapon industry, but we firmly believe that our work -and the field of multiple object tracking -is not connected to the development of weapons. Instead, we hope that fast tracking methods can be used to help people in their daily lives and that the benefits outweigh the potential downsides.
Conclusion
The goal of this work was to implement a fast and competitive tracker, and use it to investigate if real-time multiple object tracking is possible. For this, C++SORT -a reimplementation and slight extension of SORT [25] -was created, which when compared to other work available on public leaderboards shows decent performance while being many times faster. By doing a small case study where video was sampled at a low frame-rate to simulate a real-world scenario of real-time tracking, it was seen that the performance reported on MOTChallenge is not representative of the current state of realtime tracking. On certain metrics, the performance dropped as much as 90% when running C++SORT in real-time, and though other models might be more robust under low frame-rates, it is likely that their performance also drops substantially. This is especially likely for the slower trackers, which will have to use a very high sampling interval in order to work in real-time.
The hope is that this work will inspire others to develop faster tracking algorithms, which can run in real-time. Alternatively, since today's CNN based object detectors seem to be a bottleneck in terms of speed, it would be interesting to see work on low framerate tracking, thus using the power of CNNs without being limited by their speed. One way to motivate people to work on this would be if MOTChallenge had a task specifically focused on real-time tracking, forcing researchers to develop fast detectors and trackers, or a challenge with low frame-rate video, with some restriction on the speed of the trackers.
Future work
Early on, the decision was made to not use any appearance features in the similarity measure, as to not reduce the speed of the tracker. However, after running the experiments and seeing that none of the three measures used could handle low frame-rate video, it would be interesting to see if this could be solved by using appearance features, or if the problem lies elsewhere in our approach.
It was shown clearly that the detection quality greatly impacts the tracking capabilities of our method, which has been suggested by others to be true for tracking-bydetection models in general [25, 26] . This work was mostly focused on the trade-off between speed and performance of the tracker, but an alternative would be to look at the same thing when choosing an object detector. Increased accuracy for object detectors comes at the cost of decreased speed, and so it is not clear what model to use for realtime tracking. It is possible that there is an optimal balance between performance and speed, that gives good enough detections for the tracker to work with, but does not lead to a too low frame-rate.
A.1 Human detection
Results from using the human detection are given below. 
A.2 Action recognition
Results from using the action recognition are given below. 
A.3 Ground truth
Results from using the ground truth are given below. 
