In this paper, we study an efficient algorithm for constructing node sets of high-quality quasi-Monte Carlo integration rules for weighted Korobov, Walsh, and Sobolev spaces. The algorithm presented is a reduced fast successive coordinate search (SCS) algorithm, which is adapted to situations where the weights in the function space show a sufficiently fast decay. The new SCS algorithm is designed to work for the construction of lattice points, and, in a modified version, for polynomial lattice points, and the corresponding integration rules can be used to treat functions in different kinds of function spaces. We show that the integration rules constructed by our algorithms satisfy error bounds of optimal convergence order. Furthermore, we give details on efficient implementation such that we obtain a considerable speed-up of previously known SCS algorithms. This improvement is illustrated by numerical results. Furthermore, our main theorems yield previously unknown generalizations of earlier results.
Introduction
Quasi-Monte Carlo (QMC) rules are equal-weight integration rules that are used for approximating integrals of functions over [0, 1] 
As opposed to Monte Carlo rules, where the integration nodes x 0 , . . . , x N −1 are selected at random, QMC integration is based on the idea of deterministically choosing the integration node set P = {x 0 , . . . , x N −1 }; here, the set P is interpreted as a multi-set, i.e., points are considered taking their multiplicity into account. For introductions to QMC methods and their applications we refer to [6, 9, 18, 19, 21] .
Modern approaches to efficient QMC methods usually consider numerical integration for elements of Banach spaces, or, using a narrower setting, as in the present paper, for elements of certain reproducing kernel Hilbert spaces (H, · H ). For further information on reproducing kernel Hilbert spaces, see [1] , and for details on the relation between such spaces and QMC theory, we refer to [28, 29] . In this context, the criterion considered for assessing the quality of a QMC integration rule based on a node set P = {x 0 , . . . , x N −1 } for integration in a space (H, · H ) is the worst-case error, e N,s (H, P) := sup
f (x n ) .
In this paper, we consider special types of QMC rules, namely lattice rules and polynomial lattice rules. Lattice rules (see, e.g., [21, 27] for introductions) are based on the choice of a positive integer N and a so-called generating vector z ∈ {0, 1, . . . , N − 1} s . Using these parameters, an N -element lattice point set is given by the points
Here, we write {x} = x − ⌊x⌋ for real numbers x, and apply {·} componentwise for vectors. Further details on these point sets and the function spaces whose elements can be integrated numerically using lattice rules will be given below in Section 2. Polynomial lattice rules, see, e.g., [9, 21] are of a similar structure as lattice rules, but arithmetic over the reals is replaced by arithmetic of polynomials over finite fields. We will give further details on polynomial lattice rules in Section 6.
Returning to lattice rules, the crucial question regarding these integration rules is how to find a generating vector z that guarantees a low worst-case error of integration in a given function space. In general, there are no explicit constructions of good generating vectors for dimensions s ≥ 3. One way to find good generating vectors is the component-by-component (CBC) construction, which is based on greedy algorithms choosing one component of the generating vector at a time. It was shown in [17] for prime N and in [3] for non-prime N that it is possible to find generating vectors yielding essentially optimal results for certain spaces of s-variate functions by the CBC construction. Furthermore, it was shown in [25, 26] that the computational cost of these algorithms is of order O(sN log N ). While the technique outlined in [25, 26] is very sophisticated, and the computational cost of order O(sN log N ) is excellent in comparison to previously known results, there is one drawback that remains. For s and N that are simultaneously large this cost may be still too high to construct z. In the paper [4] it was therefore shown that this order of magnitude can be reduced further under suitable circumstances. The idea underlying the main result in [4] is to use the concept of weighted function spaces in the CBC construction. We will now shortly comment on weighted spaces and tractability, in order to describe the general idea of the paper [4] and also of the present paper.
The idea to use weighted function spaces in the context of quasi-Monte Carlo methods was introduced in the seminal paper [28] . Motivated by applications from financial mathematics, where different variables may have very different influence on a computational problem, Sloan and Woźniakowski introduced additional parameters in the definition of the function spaces under consideration, namely weights. These are given by a set of nonnegative real numbers (γ u ) u⊆ [s] . Here and in the following, we write [s] to denote the index set {1, . . . , s}. The weight γ u models the importance of the projection of a given integrand f in the function space onto the variables x j with j ∈ u. A small value of γ u means that the corresponding group of variables has only little influence on the problem, whereas a large value of γ u means the opposite. A special but important subcase is the case of product weights, where γ u = j∈u γ j for a (usually nonincreasing) sequence (γ j ) j≥1 of positive integers. In this case, γ j can be thought of as modeling the influence of the variable γ j .
The effect of studying weighted spaces in integration problems is that, if the influence of the variables (or, in other words, the weights) in the problem decay sufficiently fast for coordinates with high indices, one can vanquish the curse of dimensionality that is inherent to many highdimensional problems. Indeed, under certain summability conditions on the weights, it is even possible to obtain bounds on the integration error that do not depend on the dimension of the problem at all. This is a property known as tractability, and we refer to the trilogy of Novak and Woźniakowski [22] - [24] for extensive information on this subject.
The paper [4] incorporated the weights of a given function space in the CBC construction of lattice rules that yield a low integration error for the same function space. Indeed, depending on the weights, the size of the search space for each component of the generating vector z was adjusted to the corresponding coordinate weight. This reduction is the motivation for calling the modified CBC algorithm from [4] a "reduced" CBC construction. It was also shown in [4] that the reduced CBC construction can be adapted to the existing fast CBC construction of Nuyens and Cools. Furthermore, it was shown that in the case of sufficiently fast decaying product weights the computational cost of the resulting reduced fast CBC construction can be independent of the dimension. These results also hold analogously for the case of polynomial lattice rules.
A different modification of the fast CBC construction was presented in the recent paper [11] , where a so-called successive coordinate search (SCS) algorithm was presented. In this approach, one starts with a given generating vector z 0 of a lattice rule. Then, the single components of this starting vector are improved on a step-by-step basis. The difference in the SCS approach, as opposed to the CBC approach, is that the algorithm has the starting vector as an input and the generating vector is not constructed from scratch. In particular, one could use the output of the fast CBC algorithm (or alternatively, of a previous instance of the SCS algorithm) as the input for the SCS algorithm and thereby further improve on the quality of the corresponding lattice rule. It is also possible to have a fast implementation of the SCS algorithm which has a computational cost of O(sN log N ), which is the same as that of the fast CBC construction. The paper [11] contains, apart from a theoretical analysis of the algorithm, also numerical results on the performance of the SCS algorithms. The numerical results show that the SCS algorithm can yield a significant improvement of the CBC algorithm for particular parameter settings (in particular, the performance is influenced by the choice of weights γ u in the problem).
In the present paper, we would like to combine the approaches in [4] and [11] , and present a reduced fast SCS algorithm. This algorithm should be particularly well suited for situations in which one requires the construction of a large number of lattice points in high dimensions, with sufficiently fast decaying weights. The reduced fast SCS algorithm will again work by improving on a given starting vector z 0 , on a step-by-step basis (one component after the other). In comparison to the usual SCS algorithm presented in [11] , however, the search spaces for the single components of the output vector will be reduced according to the coordinate weights, thus speeding up the construction method. We are going to show that for suitable choices of weights the construction cost of the reduced fast SCS algorithm can be made independent of the dimension, and that its result can be at least as good as that of the reduced fast CBC construction presented in [4] . Our results will be shown for integration algorithms for functions in weighted Korobov spaces, but, as we shall see below, they also can be transferred to hold for certain Sobolev spaces of functions. Apart from introducing and analyzing the reduced SCS algorithm for the construction of lattice points, our results imply a generalization of the results that have been presented in the paper [11] , in the sense that the SCS algorithm now works for N being a prime power, and for general coordinate weights (as opposed to prime N and product weights in [11] ).
We will also show that the SCS algorithm, as well as the reduced (fast) SCS algorithm can be adapted for constructing polynomial lattice rules which can be used for integrating functions in Walsh spaces and again certain Sobolev spaces. We stress that the present paper is the first paper where SCS algorithms for the polynomial lattice rule case are analyzed.
Moreover, we will present numerical results demonstrating that the reduced SCS algorithm constructs lattice rules which exhibit the same error convergence rate as the (reduced) CBC construction provided the weights decay sufficiently fast. Additionally, we will demonstrate the speed of the reduced SCS algorithm via timings.
The rest of the paper is structured as follows. In Section 2, we introduce Korobov spaces and point out how results for these are related to results for Sobolev spaces. Section 3 contains our main results regarding the reduced SCS construction for lattice rules. This is followed by remarks on how to obtain a fast implementation of the reduced SCS construction in Section 4 and numerical results for lattice rules in Section 5. We conclude the paper with a section on corresponding results for polynomial lattice rules.
Korobov spaces and related Sobolev spaces
We consider a weighted Korobov space with general weights as studied in [10, 23] . Let us first introduce some notation. We denote by Z the set of integers, by Z * the set of integers excluding 0, and by N the set of positive integers. As above, for s ∈ N we write [s] = {1, 2, . . . , s}. For a vector x = (x 1 , . . . , x s ) ∈ [0, 1] s and for u ⊆ [s], we write x u = (x j ) j∈u ∈ [0, 1] |u| and (x u , 0) ∈ [0, 1] s for the vector (y 1 , . . . , y s ) with y j = x j if j ∈ u and y j = 0 if j ∈ u. For integer vectors h ∈ Z s , and u ⊆ [s], we analogously write h u to denote the projection of h onto those components with indices in u.
As outlined in the introduction, the importance of the different components or groups of components of the functions from the Korobov space to be defined is specified by a sequence of positive weights γ = (γ u ) u⊆ [s] , where we may assume that γ ∅ = 1. The smoothness of the functions in the space is described with a parameter α > 1.
The weighted Korobov space, denoted by H(K s,α,γ ), is a reproducing kernel Hilbert space with kernel function
The corresponding inner product is
where
. It is known (see, e.g., [10] ) that the squared worst-case error of a lattice rule generated by a vector z ∈ Z s in the weighted Korobov space H(K s,α,γ ) is given by
is called the dual lattice of the lattice generated by z. In order to avoid too many parameters in the notation, we do not include the weights γ when referring to the worst-case error e N,s , unless this is essential for the context.
The worst-case error of lattice rules in a Korobov space can be related to the worst-case error in certain Sobolev spaces. Indeed, consider a tensor product Sobolev space H sob s,γ of absolutely continuous functions whose mixed partial derivatives of order 1 in each variable are square integrable, with norm (see [13] )
where ∂ |u| f /∂x u denotes the mixed partial derivative with respect to all variables j ∈ u. As pointed out in [6, Section 5] , the root mean square worst-case error e N,s,γ for QMC integration in H sob s,γ using randomly shifted lattice rules (1/N )
, where e N,s,γ (z, ∆) is the worst-case error for QMC integration in H sob s,γ using a randomly shifted integration lattice, is essentially the same as the worst-case error e N,s,γ in the weighted Korobov space H(K s,2,γ ) using the unshifted version of the lattice rules. In fact, we have
where 2π 2 γ denotes the weights ((2π 2 ) |u| γ u ) ∅ =u⊆ [s] . For a connection to the so-called anchored Sobolev space see, e.g., [14, Section 4] . In a slightly different setting, the random shift can be replaced by the tent transform φ(x) = 1 − |1 − 2x| in each variable. For a vector x ∈ [0, 1] s let φ(x) be defined component-wise. Let e N,s,γ (z) be the worst-case error in the unanchored weighted Sobolev space H sob s,γ using the QMC rule (1/N )
. Then it is known due to [7] that
. Hence we also have a direct connection between integration in the Korobov space using lattice rules and integration in the unanchored Sobolev space using tent-transformed lattice rules. Thus, the results that will be shown in the following are valid for the root mean square worst-case error and the worst-case error using tent-transformed lattice rules in the unanchored Sobolev space as well as for the worst-case error in the Korobov space. Hence it suffices to state them only for e N,s . Equation (2) can be used to obtain results also for e N,s,γ and Equation (3) can be used to obtain results for e N,s,γ .
What is more, there is also a connection between the worst-case errors for numerical integration using polynomial lattice rules in the Walsh space that we will introduce in Section 6 and the anchored [ We further assume we are given integers w j ordered in a non-decreasing fashion, i.e., w 1 ≤ w 2 ≤ w 3 ≤ · · · . Additionally, we set s * as the largest j such that w j < m. Next we define the reduced search space Z N,w j for the j-th component of the generating vector as
and Y j = b w j for j ∈ {1, . . . , s}. Then we consider the following algorithm for the construction of the generating vector z based on some initial vector z 0 .
, be general weights, and let the worst-case error e N,s in the weighted Korobov space H(K s,α,γ ) be defined as in Section 2. Let w 1 ≤ w 2 ≤ · · · ≤ w s and Y j = b w j for j ∈ {1, . . . , s}. Then we construct the generating vector z = (Y 1 z 1 , . . . , Y s z s ) as follows.
• Input:
• Increase d until z 1 , . . . , z s are found. 
We introduce the following notation:
and hence we obtain
In the following we write, for d ∈ {1, . . . , s},
) as a function of z d is equivalent to minimizing only those parts that depend on z d , namely
we consider this quantity for all d and note that
We shall now make use of an inequality which is sometimes referred to as Jensen's inequality (see [12, 15] ):
Using Jensen's inequality we obtain, for λ ∈ (
By the standard averaging argument we obtain that, since the best choice for z d is at least as good as the average,
We now use the notationẑ
For the sake of readability, we will sometimes writeẑ (d) = (ẑ 1 , . . . ,ẑ s ) for short. Next, we establish an upper estimate for the quantity
where we used Jensen's inequality twice to obtain the first estimate, and where we write (N ) to denote mod N for short. This implies in turn that
and
For T 1 we consider the two possible cases w d ≥ m and w d < m. Then we obtain:
and we obtain
Therefore, in both possible cases, it holds that
Similarly, we investigate the term T 2 for both cases.
• If w d ≥ m, then z ∈ Z N,w d = {1} and b max(0,m−w d ) = b 0 = 1, and so
•
, we get
Hence we obtain
Thus, we obtain for T 2 ,
Combining both cases, T 2 is always bounded by
Hence, for the quantity
and so the squared worst-case error is bounded by
which proves the claim. ✷ Corollary 2. Let the assumptions in Algorithm 1 hold. Let z = (Y 1 z 1 , . . . , Y s z s ) be constructed by Algorithm 1. Then we have for all δ ∈ (0,
Proof. By Theorem 1 we have, for λ ∈ ( 
Furthermore, the constant C s,α,γ,δ is bounded independently of the dimension s if
Proof. Similar to the proof of Corollary 2, we see that
Thus,
Hence we have that
, and setting
Furthermore, note that since
and (as log(
the constant C s,α,γ,δ is finite, and therefore bounded independently of the dimension s, if
✷ A straightforward but important consequence of Algorithm 1 and Theorem 1 is that we obtain a generalization of one of the main results in [11] . In that paper, the (unreduced) SCS algorithm was considered for prime N and for product weights. The following theorem generalizes this result to prime powers N and to arbitrary weights. In particular, e N,s (z) ∈ O(N −α/2+δ ) for δ arbitrarily close to zero, where the implied constant is independent of s if
Proof. The result follows immediately by considering Algorithm 1, Theorem 1, and Corollary 2 for the special case w 1 = w 2 = · · · = w d = 0. ✷
Fast SCS construction for product weights
For product weights γ u = j∈u γ j and ξ = (ξ 1 , . . . , ξ s ) ∈ {0, 1, . . . , N − 1} s , the squared worstcase error can be written as
where ω is a real-valued function satisfying ω(x) = ω(1 − x) for x ∈ [0, 1], cf., e.g., [16] and [17] . For our purposes, we assume that the function ω can be evaluated in N distinct arguments at a cost of at most O(N log N ); this assumption is justified for the setting studied in this paper, see, e.g., [19] . Now, for one step of the reduced SCS algorithm with w d < m, we need to find a component
is minimized as a function of z d . This is obviously equivalent to minimizing
Thus, the component z d is given by the z ∈ Z N,w d which minimizes
In the following we write Z N to denote the set of integers {0, 1, . . . , N − 1}. We note that T with w < m, the matrix Ω b m ,w is of special block-circulant structure which allows a fast computation of the above matrix-vector product. The following two theorems, which will be shown in a combined proof, illustrate this structure for the cases b = 2 and b = 2, respectively. In the following, for t, r ≥ 1, we denote by g b r the set
2 − 1}, and furthermore set 1 t ⊗ A and A ⊗ 1 t as the vertical and horizontal stacking of t instances of the matrix A, respectively. 
where for ℓ ∈ {w + 1, w + 2, . . . , m} and r ∈ {1, . . . , m} we define 
where for ℓ ∈ {w + 2, w + 3, . . . , m} and r ∈ {1, . . . , m} we define 
Next, note that for b = 2 and b = 2 the set U b r can be written as
where (−1)
2 − 1}. For b = 2 this follows from the fact that for the cyclic group U b r with generator g we always have that −1 ≡ g ϕ(b r )/2 . Hence, coming back to Equation (4) 
where the penultimate equality follows through the reasoning above and since ω(x) = ω(1 − x). The same statement holds true for w = r − 1 and b = 2. For the case b = 2 and w = r − 1 we obtain a special case since then the above substitution yields
For w ≥ r the matrix M g b r reduces to
For the special case b = 2 there occurs the additional term B
, however, for w ≥ 1 and the substitutionk = kb w this results in ω(0). Now, using the theorems in [2] and putting all derived cases together we obtain the structure of Ω 
Computational complexity of the reduced SCS construction
Firstly, denote by s * the largest integer such that w s * < m. In order to achieve a low computational complexity, we consider initial vectors z 0 of the form
withz j ∈ Z N,w j for all j ∈ {1, . . . , s}. The fast implementation of the reduced successive coordinate search algorithm can then be formulated as follows.
Algorithm 2 (Reduced fast SCS algorithm). (c) Set d = 1 and s * to be the largest integer such that w s * < m.
While d ≤ min{s, s * }: (1 + γ j ω(0)) . [25, 26] ) and the results of Theorems 5 and 6. This then gives the last term and proves the theorem. ✷ Remark 8. Note that in the implementation of Algorithm 2, the vector q also has to be ordered with respect to a generator g as in Theorems 5 and 6 in order to exploit the special structure of the matrix Ω b m ,w .
Partition the vector q
Furthermore, for initial vectors z 0 as in (5), we obtain the following useful result.
Theorem 9. Let the initial vector z 0 ∈ {0, 1, . . . , N − 1} s be of the form (5) and denote by z the result of Algorithm 1 seeded with z 0 . Then the generating vector z satisfies
i.e., the constructed vector z is always at least as good as the initial vector z 0 with respect to the associated worst-case error.
Proof. For this special choice of initial vectors, the statement follows directly from the formulation of Algorithm 1. Since the value of z 0 d is in each minimization step d ∈ [s] amongst the candidates for z d the worst-case error e N,s never grows. ✷
Numerical results
In this section, the results from Sections 3 and 4 which led to the reduced fast SCS construction, stated in Algorithm 2, will be illustrated via numerical experiments. Here we consider the construction of rank-1 lattices in weighted Korobov spaces H(K s,α,γ ) of smoothness α > 1, and, as in Section 4, we assume product weights γ u = j∈u γ j . For ξ = (ξ 1 , . . . , ξ s ) ∈ {0, 1, . . . , N −1} s the worst-case error is then given by
and it is easy to check that the symmetry assumption which was previously imposed on ω is satisfied. For an even smoothness parameter α, the sum of exponentials in (6) simplifies to the Bernoulli polynomial B α ({kξ j /N }) modulo a constant, see, e.g., [6] . For ease of implementation, we will therefore restrict our experiments to the case α = 2 so that the worst-case error reads
Due to the connection between Korobov and (unanchored) Sobolev spaces pointed out in Section 2, the presented results remain also valid for integration in weighted Sobolev spaces using randomly shifted or tent-transformed lattice rules. The subsequent sections are devoted to illustrating the key features of the reduced fast SCS algorithm, i.e., the error convergence rate of the constructed lattices, the computational complexity of the algorithm, and the precise worst-case errors. In order to carry out a rigorous analysis, we will always compare the obtained results with those of the reduced and unreduced CBC construction and the unreduced SCS construction as in [11] . The different algorithms have all been implemented using Matlab R2016b.
Error convergence behavior
We consider the convergence rate of the worst-case error e N,s for different weight sequences γ = (γ j ) j≥1 and reduction indices w j of the form w j = ⌊c log b j⌋ with c > 0. According to Corollary 3, the almost optimal error convergence rate of O(N −1+δ ) for the reduced CBC and SCS algorithm will always be achieved for N → ∞. Additionally, Corollary 3 implies that a constant independent of s can be achieved provided that the chosen weights γ j satisfy
It is to be expected that parameter choices which satisfy the condition in (7) will yield a nicer error behavior also in numerical experiments, since the negative influence of high s is not present anymore. In particular, if (7) is satisfied, there should not be much difference in the error behavior of the vectors obtained by reduced and unreduced algorithms, respectively, since the negative influence of the w j washes away. Nevertheless, there are situations where the almost optimal convergence order O(N −1+δ ) is only visible for larger values of N than those considered in our numerical experiments. In that sense, our numerical results are to be understood as illustrating a kind of "pre-asymptotic" error behavior.
Here, we consider two common types of weight sequences with the general form γ j = q j with 0 < q < 1 or γ j = 1/j a with a > 1. For the former type of weights, Corollary 3 assures the optimal error convergence rate, with constant independent of s, for any q. For the latter type, we see that since
the convergence of the series on the right-hand side of (7) is only guaranteed for small δ if a > 2(1 + c). In Figures 1 and 2 we display the results of numerical experiments using different weights γ j for a moderate and rapid reduction of w j = ⌊2 log b j⌋ and ⌊ Error convergence in the Korobov space with s = 100, α = 2, b = 3, w j = ⌊2 log b j⌋. As expected, Figures 1 and 2 illustrate that for weight sequences of geometric decay the convergence order is the same for the reduced and unreduced algorithms (see Cases (a) and (b) in both figures). Furthermore, note that the weights γ j = 1/j 3 do not satisfy condition (7) for any of the chosen w j such that, as we expected, the pre-asymptotic convergence order displayed by the unreduced CBC and SCS constructions is better than that of the reduced CBC and SCS constructions. This becomes evident by considering Case (c) in Figures 1 and 2 . Note that the choice of γ j = 1/j 8 and w j = ⌊ 7 2 log b j⌋ also does not satisfy a > 2(1 + c), however, we still observe almost no difference between the reduced and the unreduced algorithms (see Case (d) in Figure 2 ). As can be seen from Figures 1 and 2 , the error rates of the reduced and unreduced version of the algorithms are the same if the condition from Corollary 3 holds, but they differ by a multiplicative constant. The larger the w j , the larger this multiplicative constant is (compare between Figures 1 and 2 ). An explanation for this observation is given by identifying the observed constant with the constant C s,α,γ,δ of Corollary 3.
Timings for the reduced fast SCS algorithm
Here, we illustrate the computational complexity of the reduced fast SCS construction in Algorithm 2 which was stated in Theorem 7. For that purpose, let b = 2 and N = b m and let the weight sequence γ = (γ j ) j≥1 be given by γ j = (0.7) j . Note that the choice of the weights γ j does not influence the construction cost of the considered algorithms. In Tables 1, 2 and  Tables 3, 4 below, we report on the computation times for the construction of the generating vector z via the four considered algorithms for the two reductions given by w j = ⌊ 3 2 log b j⌋ and w j = ⌊3 log b j⌋, respectively. Again, the two SCS algorithms (cf. Tables 2 and 4) are seeded with initial vectors z 0 = (Y 1 , . . . , Y s ) and z 0 = (1, . . . , 1), respectively. We emphasize that the used algorithms solely construct the generating vector z but do not calculate the worst-case error e N,s (z), which allows for an unbiased comparison between the considered algorithms. The computations and timings were performed on an Intel Core i5-2400S CPU with 2.5GHz using Matlab. Table 1 : Computation times (in seconds) for constructing the generating vector z using the unreduced (normal font) and reduced CBC (bold font) construction. The associated lattice can be used for integration in the Korobov space with α = 2, b = 2, γ j = (0.7) j and w j = Table 2 : Computation times (in seconds) for constructing the generating vector z using the unreduced (normal font) and reduced SCS (bold font) construction. The associated lattice can be used for integration in the Korobov space with α = 2, b = 2, γ j = (0.7) j and w j = Table 3 : Computation times (in seconds) for constructing the generating vector z using the unreduced (normal font) and reduced CBC (bold font) construction. The associated lattice can be used for integration in the Korobov space with α = 2, b = 2, γ j = (0.7) j and w j = ⌊3 log b j⌋. According to Theorem 7 and [4] , the reduced fast CBC and SCS algorithm both construct a generating vector in O (mb m + min{s, s * } b m ) operations while the unreduced constructions require O (smb m ) operations. Tables 1 to 4 illustrate a drastic reduction of the construction cost between the classic (fast) unreduced CBC and SCS constructions and their reduced counterparts. The magnitude of this speed-up depends on the chosen reduction indices w j . For values of N = 2 18 and N = 2 20 and dimensions s = 1000 and s = 2000, the reduction factor ranges from 4 to 6.5 and 49 to 190 for reductions of w j = 3 2 log b j and w j = ⌊3 log b j⌋, respectively. The higher the dimension s is, the larger the reduction of the computational cost becomes. We note that the speed-up for the reduced fast CBC construction is higher than for the reduced fast SCS algorithm, however, both lie in similar ranges. Our results show that the reduced constructions yield a considerable reduction of the computational cost while the deterioration of the associated error values is only marginal (see Subsections 5.1 and 5.3). Similar results have been observed in [4] for the reduced fast CBC construction. We would like to stress that, as we expected, our implementations of the different CBC constructions in Matlab appear to be much faster than the CBC algorithms used in [4] (cf. Table 1 ) which were implemented in Mathematica.
Analysis of the worst-case errors
We investigate the precise values of the worst-case errors e N,s (z) for generating vectors z constructed by the reduced and unreduced component-by-component constructions and the reduced SCS construction. Based on the results in Subsection 5.1, we expect the error values of the two reduced algorithms to be very similar. Let b = 3 and N = b m and consider a dimension of s = 100. In Tables 5 and 6 we display the results of numerical tests for different weight sequences γ = (γ j ) j∈N and reduction indices w j = 3 2 log b j and w j = 5 2 log b j . For the construction of z via the reduced SCS algorithm we have to choose suitable initial vectors z 0 of the form (5). In our experiments we thus consider q different seed vectors with
where thez j are uniform random draws from the set Z N,w j for all j ∈ {1, . . . , s}. The reduced fast SCS algorithm is then applied to all of these q seed vectors z 0 1 , . . . , z 0 q yielding generating vectors z 1 , . . . , z q . The smallest associated worst-case error of these q vectors is then displayed in the tables below. Note that the construction cost for this procedure is O (qmb m + q min{s, s * } b m ), which is feasible for small q. Table 5 : log 10 -worst-case errors log 10 e N,s (z) with generating vector z being either constructed via the unreduced (normal font) and reduced (underlined) CBC construction or being the best vector constructed by the reduced SCS (bold font) algorithm. The errors are computed for the Korobov space with α = 2, s = 100, b = 3, q = 100 and w j = Table 6 : log 10 -worst-case errors log 10 e N,s (z) with generating vector z being either constructed via the unreduced (normal font) and reduced (underlined) CBC construction or being the best vector constructed by the reduced SCS (bold font) algorithm. The errors are computed for the Korobov space with α = 2, s = 100, b = 3, q = 100 and w j = The results in Tables 5 and 6 show that the reduced fast SCS algorithm generates lattice rules with similar errors as the reduced CBC algorithm as was to be expected from the results in Section 5.1. Furthermore, we note that it is possible to obtain better error values than with the reduced CBC construction, at the price of increased computational costs. The loss of accuracy as compared to the classic CBC construction is for both reduced algorithms only marginal. The only exception to this is the case γ j = 1/j 3 in Table 6 . As discussed in Subsection 5.1, this is most likely due to the fact that the weights γ j do not decay fast enough (cf. Case (c) in Figure  2 ).
6 Walsh spaces and polynomial lattice point sets 6 .1 Walsh spaces Similar results to those for lattice point sets from the previous sections can be shown for polynomial lattice point sets over finite fields F b of prime order b with modulus x m . Here we only sketch these results and the necessary notation, as they are in analogy to those for Korobov spaces and lattice point sets.
As a quality criterion we use the worst-case error of QMC rules in a weighted Walsh space, as introduced in [8] for the case of product weights, with general weights. For a prime number b and h ∈ N define ψ b (h) := ⌊log b (h)⌋. We furthermore write
for h ∈ N 0 and set
For the multivariate case with dimension s ∈ N and h = (h 1 , . . . , h s ) we set r α (h) = In the following, we will consider the prime number b as fixed, and then simply write wal h or wal h instead of b wal h or b wal h , respectively. The weighted Walsh space H(K wal s,α,γ ) is a reproducing kernel Hilbert space with kernel function of the form
and inner product
where f (h) = [0,1] s f (t)wal h (t) dt is the h-th Walsh coefficient of f and (h u , 0) ∈ N s denotes the vector whose j-th component is equal to the corresponding one of h u if j ∈ u and zero if j ∈ u. For integration in H(K wal s,α,γ ) we use a special instance of polynomial lattice point sets over the finite field F b with prime b. Polynomial lattice point sets are special examples of (t, m, s)-nets in base b, which were proposed by Niederreiter in [20] (see also [21, Ch. 4.4] ). Let F b ((x −1 )) be the field of formal Laurent series over F b with elements of the form
where w is an arbitrary integer and all t ℓ ∈ F b . Note that the field of rational functions is a subfield of F b ((x −1 )). We further denote by F b [x] the set of all polynomials over F b and define the map ν :
In the following we write, for a nonnegative integer h with base b representation
where the h i with i > a are set equal to zero. For vectors of nonnegative integers h ∈ N s ,
The worst-case error of a polynomial lattice rule based on P(g, x m ) with g ∈ (F b [x] ) s in the weighted Walsh space H(K wal s,α,γ ) is given by (see [5] )
,
The reduced SCS algorithm for polynomial lattice rules
Let us now assume again that f (x) = x m for some integer m and that we are given weights γ u , u ⊆ [s], and a non-decreasing sequence of integers w j with w 1 ≤ w 2 ≤ w 3 ≤ · · · . Then we define the restricted search set for the j-th component of the generating vector g as
and note that these sets depend on the integers w j . Additionally, we note that the cardinality of the search space is |G N,w j | = b m−w j −1 . Moreover, we put Y j (x) = x w j , and again with a misuse of notation we sometimes write Y j = x w j .
We then consider the following algorithm for the construction of the generating vector g based on some initial vector
be general weights, and let the worst-case error e N,s in the weighted Walsh space H(K wal s,α,γ ) be defined as above. Furthermore, let w 1 ≤ w 2 ≤ · · · ≤ w s and Y j (x) = x w j for j ∈ {1, . . . , s}. Then we construct the generating vector g = (Y 1 g 1 , . . . , Y s g s ) as follows.
• Input: Starting vector g 0 = (g 0 1 , . . . , g 0 s ) ∈ {g ∈ F b [x] : deg(g) < m} s .
• • Increase d until g 1 , . . . , g s are found.
Theorem 10. Let the assumptions in Algorithm 3 hold. Let g = (Y 1 g 1 , . . . , Y s g s ) be constructed by Algorithm 3. Then, for λ ∈ ( Proof. The proof works analogously to the proof of Theorem 1.
✷
The following corollary is derived in a similar way from Theorem 10 as Corollary 2 is derived from Theorem 1.
Corollary 11. Let the assumptions in Algorithm 3 hold. Let g = (Y 1 g 1 , . . . , Y s g s ) be constructed by Algorithm 3. Then we have for all δ ∈ (0, By setting all w j equal to zero in Algorithm 3, we obtain an (unreduced) SCS algorithm, and the corresponding analogous results in Theorem 10 and Corollaries 11 and 12. We would like to point out that an SCS algorithm for the polynomial lattice case has not existed previously. 
Fast implementation of the reduced SCS algorithm for polynomial lattice points
By using the same theory that was used in [4, Section 5] , it is possible to obtain a fast implementation of the SCS algorithm also for the polynomial lattice rule case. Indeed, the precomputation outlined in Algorithm 2 can be done similarly for polynomial lattice points by using an analogous error expression that was shown in [5] . Furthermore, as outlined for the reduced CBC construction of polynomial lattice rules in [4] , the matrix-vector multiplication can be implemented such that it uses a number of operations that exceeds the order of magnitude in the lattice case only by one logarithmic factor. These observations lead to the following theorem. 
Conclusion
In this paper, we studied a combination of the SCS algorithm introduced in [11] , and the reduced construction approach introduced in [4] , with the goal of pooling the advantages of these two methods: by the reduced construction method, we can drastically reduce the computational cost compared to the unreduced algorithm, and by an SCS construction we may obtain better numerical error values for the corresponding integration rules. We showed that our new algorithm yields generating vectors of lattice rules achieving an almost optimal convergence rate, where the weights in the function space can help in overcoming the curse of dimensionality. By our new results, we extended previous results to arbitrary weights and non-prime numbers of points. Furthermore, the considered algorithms were implemented in an efficient way using a modern programming language; numerical tests confirm our main results. Similar observations hold for the case of polynomial lattice rules. It would be interesting to study further improvements on CBC or SCS algorithms, for example the choice of good initial vectors z 0 . These problems are left open for future research.
