In this paper, we address the problem of the sensor placement for estimating the direction of a narrow-band source, randomly located in the far-field of a planar antenna array. Estimation performance is evaluated by means of the expectation of the conditional Cramer Rao bound (ECRB), which depends on the prior probabilistic distribution of the DOA angles. We study the particular, but practical, case where the azimuth angle is uniformly distributed. Surprisingly, it turns out that the optimal arrays are not isotropic, i.e. they do not have the same accuracy in all possible look directions. In fact, optimal arrays computed here increase performance by about 10% compared to optimal isotropic arrays computed in a previous work.
INTRODUCTION
Estimation of the Direction of Arrival (DOA) is a major topic in signal processing with connections to many important applications. Despite a long research effort, the sensor placement problem has often been overlooked, with only a few known facts about the impact of the array geometry on the estimation performance [1, 2, 3, 4] . One reason is a sophisticated expression of the Cramer-Rao bound (CRB), even in the single source case [5] . An other reason is the antenna ambiguity problem [6] that translates into a set of sophisticated constraints. Recently, the CRB in [5] was shown to be a simple sinusoidal function of the azimuth and elevation angles [7] . Later, by imposing an ambiguity-free curve-like array structure, unconstrained optimization problems have been developed and solved numerically [8] . The most interesting outcome of this optimization was the so-called isotropic antenna array, that exhibits the same accuracy (in terms of the CRB) regardless of the actual source location [9] . Optimum isotropic array geometries have been found that were not only more accurate [the associated CRB, on both azimuth and elevation, are reduced by as much as 29% compared to Uniform Circular Arrays (UCA)], but also non-intuitive, because they have a V-like geometry that has no central-symmetry.
The present paper is an adaptation of ideas from [7, 8] to a different context. Instead of having a fixed (though unknown) position, the source is randomly located in the antenna far-field. Instead of being characterized by the DOA (azimuth and elevation ) angles, its position is rather characterized by a prior probabilistic distribution of these angles. A new optimization criterion is subsequently derived, using elements from the Bayesian estimation theory [10] and solved while imposing an ambiguity-free array structure and assuming a uniformly distributed source (azimuth) angle of arrival. The outcome of the optimization procedure are, once again, concave curve-like arrays. Surprisingly enough, optimum antenna arrays for a prior uniformly distributed DOA are not isotropic. Hence, the newly obtained optimum arrays are able to outperform those obtained in [9] to achieve a larger 36% reduction of the (Bayesian) CRB, compared to the UCA.
DATA MODEL AND PREVIOUS RESULTS
A source is emitting a narrow-band signal s(t) that is Gaussian zero-mean distributed, centered at frequency c/λ. A planar antenna array is made of M identical and omnidirectional sensors placed in the (x, y) plane. As shown in Fig. 1 , the position of the m-th sensor is given by the polar coordinates ρ m and φ m or, equivalently, by the complex number γ m= ρ m exp (jφ m ). A source DOA located in the antenna far-field is characterized by its angles: the azimuth angle Φ and the elevation angle Θ. If x m (t), m = 1, · · · , M, is the snapshot induced by the source at time index t at the m-th sensor, then
T stands for the Mdimensional array output. The observation is the following
where
T denotes an additive noise that is Gaussian, zero-mean distributed whose components on the different sensors are assumed to be mutually independent. The different snapshots x(t) are independent and identically distributed. We denote σ
, a variety of techniques, notably the MUSIC algorithm [11] can estimate the angle (Φ, Θ) with a variance that attains asymptotically (with respect to N ) the lowest MSE achievable by an unbiased estimator, the so-called CRB [5] . Under the above assumptions, the CRB associated with the unknown deterministic parameters (σ and has been proven [7] to have a very simple and attractive sinusoidal form:
with
only depends on the observation SNR, the antenna size M and the number of snapshots N , and
is a function of the source azimuth angle and the arraygeometry dependent constants
Obviously, an antenna array for which S 1 = 0 has a constant CRB regardless of the source actual (azimuth) angle, and, for this reason, is referred to as isotropic. UCA is an example of such an antenna.
AN OPTIMIZATION CRITERION FOR THE RANDOMLY LOCATED SOURCE
We assume that the source is randomly located in the space, with (Φ, Θ) following some known prior joint distribution. In this context, lower bounds on the MSE matrix associated with an arbitrary estimate ( Φ, Θ)
can be given [10] . In particular R( Φ, Θ) is lower bounded by the celebrated Bayesian Cramer Rao bound (BCRB). Because this bound is based on the expectation of the Fisher information matrix, i.e., the inverse of (1) If we further assume independent azimuth and elevation prior distributions with respective PDF f (Φ) and g (Θ), we havē
We compare to the M -sized UCA with inter-sensor spacing d for which B =B (Φ) = 4λ 2 sin 2 (π/M )/(Md 2 ). Given the above, and letting ϕ Φ be the characteristic function relative to the random parameter Φ, we prove that The above will serve as our performance measures, advantageously independent from the distribution of the elevation angle.
AMBIGUITY-FREE ARRAY STRUCTURE
As depicted in Fig. 2 , for a planar array in the (x, y) plane, we assume the first sensor to be placed at the origin. To ensure a minimal inter-sensors distance d (practically fixed to λ/2), and guarantee an array exempt from (first-order) ambiguities [6, Th. 9] , sensors are placed such that for all m ≥ 2,
At the same time, the so-structured array is now more conveniently characterized by a set of bounded parameters
both of them depend on ψ 1 , · · · , ψ M −1 only. One can easily prove thatC
The optimization problem is, hence, made independent from the actual inter-sensor placement.
UNIFORMLY DISTRIBUTED AZIMUTH
For uniformly prior distributed azimuth angle,
leading to a unique performance criterion
where B does not depend on the array geometry. Consequently, the optimization problem consists in minimizing
e. the unconstrained maximization of
Contrarily to an intuition, the optimal array for a uniformly located source does not have to be isotropic. If
and (3) implying that (4) is verified by isotropic arrays. Nevertheless, it is minimized by a non-isotropic one, as will be confirmed by the exhaustive search. Without loss of generality, we can impose ψ 1 = 0 (T 0 and |T 1 | are unchanged if the array is rotated) and ψ 2 ∈ [0, π] (T 0 and |T 1 | are unchanged if the array is replaced by the one obtained by x-axis symmetry). We are left to determine, by means of an exhaustive search, parameters ψ 2 , ψ 3 , · · · that maximize (5) . The resulting optimal arrays are shown in Fig. 3 . None of them is isotropic (T 1 is non-zero), except when M = 4 (optimal array is the UCA). The optimum 2 /T0, i.e. (5)] and of optimal isotropic arrays (maximizing T0 under T1 = 0 [8] ). Arrays with 9 or more sensors have been computed assuming a concave array geometry.
isotropic ones have been computed in [8] and their performance is given in Tab. 1 comparatively to the optimum arrays computed here. It is clear that a significant improvement is obtained by relaxing the condition T 1 = 0. This justifies the interest of the analysis given in this paper which is leading to the non-trivial conclusion that the optimal array for a source that is uniformly prior distributed around the array is not isotropic.
The complexity of the systematic search is exponential and becomes unpractical for large array sizes (adding one more sensor means that the grid size is multiplied by 50 in our computations). At the same time, we notice, from the obtained results, that the array has a concave geometry. We implement this feature into the search procedure so that larger array sizes can be investigated while maintaining a small search step (π/50 in our computations). A concave array is one that verifies
Optimal isotropic antenna arrays with sizes M ≥ 9 are computed using the so-modified search procedure. The obtained optimal arrays are plotted in Fig. 3 , and their performance, expressed in terms of the normalized CRB, are shown in Tab. 1. As a conclusion, as the antenna size increases, optimal arrays show a normalized CRB equal to 0.64, compared to 0.71 for optimal isotropic arrays from [9] .
CONCLUSION
By using tools from the Bayesian estimation theory, we express the ECRB as function of the prior probabilistic distribution of the DOA angles of a randomly located source. A geometry-dependent performance measure is subsequently defined and optimized in the special case of a uniformly distributed azimuth angle. Optimal arrays are computed and turn to be different from optimal isotropic arrays computed in [8, 9] . They reduce the ECRB by 36% compared to UCA, and by 10% compared to optimal isotropic arrays in [8, 9] . Extension of this work to other specific a priori distributions of (Φ, Θ) is underway.
