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Abstract
A classification of the (countable) direct limits of finite dimensional involution simple
associative algebras over an algebraically closed field of arbitrary characteristic is obtained.
This also classifies the corresponding dimension groups. The set of invariants consists of two
supernatural numbers and two real parameters.
1 Introduction
The ground field F is algebraically closed of arbitrary characteristic. Let A be an associative
algebra over F (not necessarily containing an identity element). Assume A has an involution,
that is, a linear transformation ∗ of A such that (a∗)∗ = a and (ab)∗ = b∗a∗ for all a, b ∈ A.
We will sometimes denote this algebra by (A, ∗) to reflect the fact that A is an algebra with
involution. Note that our involution is F-linear, i.e. we consider involutions of the first kind
only. The algebra A is called involution simple if A2 6= 0 and it has no non-trivial ∗-invariant
ideals.
We say that an infinite dimensional algebra A is locally (semi)simple if any finite subset of
A is contained in a finite dimensional (semi)simple subalgebra. Note that we do not require
A to have an identity element. If A has an involution and these subalgebras can be chosen
involution simple with respect to the inherited involution then A is called locally involution
simple. Observe that A itself is involution simple in that case. The aim of this paper is to
classify locally involution simple associative algebras over F of countable dimension.
Let A be a locally simple associative algebra of countable dimension over F. It follows from
the definition that there is a chain of simple subalgebras A1 ⊂ A2 ⊂ A3 ⊂ . . . of A such that
A = ∪∞i=1Ai. One can also view A as the direct limit lim−→Ai for the sequence
A1 → A2 → A3 → . . . (1)
of injective homomorphisms of finite dimensional simple associative algebras Ai. Since F is
algebraically closed, each Ai can be identified with the algebra Mni(F) of all ni × ni matrices
over F for some ni. Moreover, each embedding Ai → Ai+1 can be written in the following matrix
form
M 7→ diag(M, . . . ,M, 0, . . . , 0), M ∈Mni(F). (2)
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Therefore in order to describe locally simple associative algebras of countable dimension one
needs to classify the direct limits of the sequences of matrix algebras (1). Elliot [6] did this
in terms of systems of idempotents. It has been shown later that Elliot’s invariant can be
interpreted in terms of the K0-functor (see Theorem 3.8). As a particular case of our main
results we get another parametrization of these algebras.
Assume now that the algebra A is locally involution simple, i.e. we have a sequence (1) of
involution simple finite dimensional algebras Ai and A = lim−→Ai. Note that all homomorphisms
in (1) respect the involution but do not necessarily preserve the identity element. It is well known
that every involution simple finite dimensional F-algebra is either a full matrix algebra or the
direct sum of two isomorphic matrix algebras. Therefore the combinatorial picture is much more
complicated than in (2). However it is still possible to provide an explicit parametrization (see
our main Theorems 4.1 and 5.2).
In Section 3 we prove that two locally involution simple algebras of the same type (orthogonal,
symplectic or special) are isomorphic if and only if they are isomorphic as associative algebras
(Theorem 3.4). This partially reduces the classification problem to locally semisimple associative
algebras. These algebras are normally classified by ordered dimension groups (see Theorem 3.8).
However, as it is pointed out in [4], although dimension groups are relatively easy objects, their
isomorphism classes are not, and general classification is not available. Some examples of known
isomorphism classes of the dimension groups can be found in [4]. Our main Theorem 4.1 gives
complete classification of the dimension groups which correspond to the locally involution simple
algebras. These are the direct limits of the sequences Z3 → Z3 → · · · → Z3 → . . . where the
embeddings are given by the Bratteli diagrams (21).
Another approach (K-theoretical in nature) to the classification of locally involution simple
associative algebras can be found within the general theory of compact group actions on locally
semisimple algebras, see [11, 3]. In the case of order 2 automorphisms this was done by Fack
and Mare´chal [9] (unital embeddings given by the Bratteli diagrams (20)) and Elliott and Su [7]
(in terms of K-theoretical invariants).
Our approach uses some technique developed by Baranov and Zhilinskii for the classification
of the diagonal direct limits of finite dimensional simple Lie algebras over an algebraically closed
field of characteristic zero [2]. It is shown in [1] that there is a natural bijective correspondence
between such Lie algebras and locally involution simple associative algebras, so the classification
should be similar. Unfortunately the proofs in [1, 2] are very dependent on characteristic zero and
fail to work in positive characteristic. In the present paper we provide new, characteristic free,
proofs. However, the case of characteristic 2 still requires special attention and the classification
is slightly different in that case.
Note that our results do not exhaust the problem of classification of all involution simple
locally finite dimensional associative algebras (of countable dimension), since there are examples
of such algebras which are not locally semisimple (see [8, 15]).
2 Preliminaries
Recall that an associative algebra A with involution is called involution simple if A2 6= 0 and it
has no non-trivial ∗-invariant ideals. The following is well-known.
Proposition 2.1 Let A be an involution simple associative algebra. Then either A is simple as
an algebra or A has exactly two non-zero proper ideals B1 and B2. Moreover both B1 and B2
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are simple algebras, B∗1 = B2 and A = B1 ⊕B2.
Proof. Assume A is not simple. Let B1 be a non-zero proper ideal of A. Then B2 = B
∗
1 is also
an ideal of A. Since B1+B2 and B1 ∩B2 are ∗-invariant ideals of A and A is involution simple,
one has B1 +B2 = A and B1 ∩B2 = 0, i.e. A = B1 ⊕B2. Now, if B is a non-zero proper ideal
of B1 then B ⊕ B
∗ is a non-zero proper ∗-invariant ideal of B1 ⊕ B2 = A. Therefore B = B1
and both B1 and B2 are simple algebras.
Assume now that C is another non-zero proper ideal of A. Then by the above argument,
A = C ⊕ C∗. If B1 ⊆ C or B2 ⊆ C then it is easy to see that C = B1 or B2. Assume this
is not the case. Let B = B1 ∩ C. Then B + B
∗ is a proper ∗-invariant ideal of A, so B = 0.
In particular, B1C ⊆ B1 ∩ C = 0. Similarly, B2C = 0 and B1C
∗ = B2C
∗ = 0. This implies
AA = (B1 +B2)(C + C
∗) = 0, which is a contradiction.
Let A be a finite dimensional associative algebra over F with involution ∗. Assume that A
is involution simple. Then by Proposition 2.1, A is either simple or A = B⊕B∗ the sum of two
(anti)isomorphic simple subalgebras. Thus, we can identify A with either EndV or EndV1 ⊕
EndV2 for some finite dimensional vector spaces V , V1, and V2 over F with dimV1 = dimV2. By
fixing bases of V , V1, and V2, one can represent the algebras EndV and EndV1 ⊕EndV2 in the
matrix forms Mn(F) and Mm(F) ⊕Mm(F), respectively, where n = dimV and m = dimV1 =
dimV2. We say that these are their matrix realizations. We say that a matrix realization of
(EndV, ∗) is canonical if the involution in the chosen basis has one of the following two forms:
X 7→ Xt, X ∈Mn(F) (transpose); (3)
X 7→ Xτ , X ∈Mn(F) (symplectic transpose). (4)
In the latter case n is even and Xτ = −JXtJ where J = diag
((
0 1
−1 0
)
, . . . ,
(
0 1
−1 0
))
(n/2 blocks). We say that a matrix realization of (EndV1⊕EndV2, ∗) is canonical if the involution
in the chosen basis has the following form:
(X1,X2) 7→ (X
t
2,X
t
1), X1,X2 ∈Mm(F). (5)
It is well known that any finite dimensional involution simple algebra over an algebraically
closed field has a canonical matrix realization. Indeed, let us first consider the algebra EndV .
Let b : V × V → F be a nondegenerate symmetric or skew-symmetric bilinear form on V . For
each x ∈ EndV define αb(x) by the following property
b(αb(x)v,w) = b(v, xw) for all v,w ∈ V.
Then the map
αb : EndV → EndV
is an involution of the algebra EndV , called the adjoint involution with respect to b. More
exactly we have the following fact.
Theorem 2.2 ([12, Ch.1, Introduction]) The map b 7→ αb induces a one-to-one correspon-
dence between the equivalence classes of nondegenerate symmetric and skew-symmetric bilinear
forms on V modulo multiplication by a factor in F× and involutions (of the first kind) on EndV .
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Recall that a bilinear form is called alternating if b(v, v) = 0 for all v ∈ V . Obviously, if
charF 6= 2, then the form b is alternating if and only if it is skew-symmetric. If charF = 2, then
b is alternating if and only if it is symmetric and for any choice of basis of V , all diagonal entries
of the matrix of b are zeros. An involution α of EndV is called symplectic (resp. orthogonal) if
it is adjoint to an alternating (resp. symmetric non-alternating) bilinear form on V . Recall that
each finite dimensional orthogonal (resp. symplectic) vector space over an algebraically closed
field has an orthonormal (resp. hyperbolic) basis. That is, the matrix of b in this basis is either
the identity (in the orthogonal case) or J (see above) in the symplectic case (see for example
[14, Theorems 11.10 and 11.14]). It is easy to see that the adjoint involution in this basis is
canonical, i.e. of the forms (3) and (4), respectively. Thus, we get the following well-known fact.
Proposition 2.3 Let V be a vector space of dimension n over F and let ∗ be an involution of
EndV . Then the algebra (EndV, ∗) has a canonical matrix realization.
To prove a similar result for the algebra EndV1⊕EndV2, we need the following simple fact.
Proposition 2.4 Each involution of the matrix algebra Mn(F) is of the following form: X 7→
CXtC−1 where C is an invertible matrix.
Proof. The matrix transpose X 7→ Xt is a natural involution of Mn(F). Thus the map X 7→
(X∗)t is an automorphism ofMn(F). By Skolem-Noether theorem each automorphism ofMn(F)
is inner, i.e. there exists an invertible matrix K such that (X∗)t = K−1XK. Therefore X∗ =
KtXt(K−1)t = KtXt(Kt)−1, as required.
Proposition 2.5 Let V1 and V2 be vector spaces of dimension m and let ∗ be an involution of
the algebra EndV1⊕EndV2 such that (EndV1)
∗ = EndV2. Then for every matrix realization of
EndV1 there is a matrix realization of EndV2 such that the corresponding matrix realization of
(EndV1 ⊕ EndV2, ∗) is canonical.
Proof. Fix any matrix realizations of EndV1 and EndV2, i.e. identify these algebras with the
algebra Mm(F). Then the map ∗ : EndV1 → EndV2 gives an involution X 7→ X
∗ of Mm(F).
By Proposition 2.4, X∗ = CXtC−1. It remains to change basis of V2 (i.e. matrix realization of
EndV2), to eliminate C.
Let A be an involution simple finite dimensional algebra over F. We say that A is of type
S, or of symplectic type, if A is simple as an algebra and the involution is symplectic. Similarly
we define the orthogonal type O. If A is not simple, then we say that A is of type A, or of
special type. Note that algebras of type S are not isomorphic to those of type O (as algebras
with involution). Thus the canonical matrix realizations (as in Propositions 2.3 and 2.5) give
a complete classification of finite dimensional involution simple algebras over an algebraically
closed field.
Remark 2.6 We will also use other canonical forms for involutions. Let n be even. Define the
following n× n matrices:
J+ = diag
((
0 1
1 0
)
, . . . ,
(
0 1
1 0
))
, Q± =
(
0 I
±I 0
)
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where I is the identity n/2 × n/2 matrix. Then J+ and Q+ define nondegenerate bilinear
symmetric forms on the naturalMn(F)-module. If charF 6= 2, these forms are non-alternating, so
induce orthogonal involutions onMn(F): τ+ : X 7→ J+X
tJ+ and θ+ : X 7→ Q+X
tQ+. In view of
Proposition 2.3, by choosing an appropriate basis, these involutions can be represented as matrix
transpose. Thus each orthogonal involution (for charF 6= 2 and algebras of even degree) can be
represented as τ+ (resp. θ+) in a suitable basis. Similarly, the involution θ− : X 7→ −Q−X
tQ−
is symplectic and each symplectic involution (for any characteristic) can be represented in this
form.
The following simple fact will be used later.
Lemma 2.7 Let B be a finite dimensional involution simple algebra of even dimension. Let
e be the identity element of B. If charF = 2, assume that B is not of type O. Then B has
idempotents f and g such that e = f + g, fg = gf = 0, and f∗ = g.
Proof. This is obvious if B is of type A. Assume that B is symplectic. Represent B as
in Proposition 2.3. Then one can easily check that f = diag(1, 0, 1, 0, . . . , 1, 0) and g =
diag(0, 1, 0, 1, . . . , 0, 1) are the required idempotents. If the involution ∗ of B is orthogonal,
then by Remark 2.6, it can be represented as X∗ = J+X
tJ+, X ∈ Mn(F). Then it is easy to
check that the same idempotents f and g as in the symplectic case satisfy the required conditions.
Now we are going to study embeddings of involution simple algebras, i.e. injective homomor-
phisms ε : A1 → A2 which respect involution. We do not require these embeddings to preserve
the identity element. Since the embeddings respect involution we often use the same symbol “∗”
to denote the involution of A1 and A2. We usually identify A1 with its image ε(A1) in A2. If Ai
is of type A, we denote by Bi and Ci its simple components (so Ai = Bi⊕Ci and Bi ∼= Ci). It is
convenient to assume Bi = Ai if Ai is of type S or O. We denote by ei, fi, and gi the identities
of Ai, Bi, and Ci, respectively. Thus ei = fi+ gi if Ai is of type A, and ei = fi otherwise. Note
that f∗i = gi if Ai is of type A.
Recall that Bi ∼=Mni(F) for some ni ∈ N. We say that ni is the degree of Ai. Denote by Vi
the natural Bi-module of dimension ni and by Wi the natural module for Ci (if Ci 6= 0). We
consider these modules as Ai-modules in a natural way. If Ai is not of type A, we denote by bi
a nondegenerate bilinear form on Vi corresponding to the involution ∗ on Ai (see Theorem 2.2).
Denote by Ti the trivial one-dimensional Ai-module (with zero action). Now the restriction
of the A2-module V2 to A1 is completely reducible, so can be described as follows.
V2↓A1 = V1 ⊕ · · · ⊕ V1︸ ︷︷ ︸
l
⊕W1 ⊕ · · · ⊕W1︸ ︷︷ ︸
r
⊕T1 ⊕ · · · ⊕ T1︸ ︷︷ ︸
z
(6)
where l, r, z ∈ N ∪ {0} and r = 0 if A1 is not of type A.
Definition 2.8 The triple (l, r, z) in (6) is called the signature of the embedding ε : A1 → A2.
Remark 2.9 If both A1 and A2 are of type A, then the signature depends on the choice of the
simple components of A1 and A2, e.g. by swapping B1 and C1 (or B2 and C2, see (8) below),
the signature (l, r, z) is replaced by (r, l, z). Thus we can and will assume that l ≥ r.
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Definition 2.10 We say that a homomorphism ε : Mn1 → Mn2 of signature (l, 0, z) of two
matrix algebras is canonical if
ε(M) = diag(M, . . . ,M︸ ︷︷ ︸
l
, 0, . . . , 0︸ ︷︷ ︸
z
), M ∈Mn1(F). (7)
We say that a homomorphism ε :Mn1 ⊕Mn1 →Mn2 ⊕Mn2 of signature (l, r, z) is canonical if
ε(M,N) = (diag(M, . . . ,M︸ ︷︷ ︸
l
, N, . . . ,N︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
),diag(N, . . . ,N︸ ︷︷ ︸
l
,M, . . . ,M︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
)) (8)
for all M,N ∈Mn1(F).
We say that an embedding ε : A1 → A2 of finite dimensional involution simple algebras
over F of the same type (A, O, or S) is (canonically) representable if for every canonical matrix
realization of A1 there exists a canonical matrix realization of A2 such that the matrix embedding
ε is canonical.
Remark 2.11 (1) It is easy to see that canonical matrix homomorphisms (7)-(8) commute with
the canonical matrix involutions (3)-(5) (e.g. in type O the canonical involution is just matrix
transpose).
(2) Note that compositions of canonical matrix homomorphisms are canonical.
We are going to show that all embeddings of involution simple algebras of the same type are
representable, except for types O and S in characteristic 2.
Proposition 2.12 Let ε : A1 → A2 be an embedding of finite dimensional involution simple
algebras over F of type A. Then ε is representable.
Proof. Let ni be the degree of Ai. Fix any bases of V1 and W1 such that the corresponding
matrix realization Mn1(F) ⊕Mn1(F) of A1 is canonical (i.e. the involution has the form (5)).
Let piB (resp. piC) denote the projection A2 → B2 (resp. A2 → C2). Fix any basis of V2 which
agree with the bases of V1 and W1 and the decomposition (6), i.e. the projection piBε(A1) has
the following matrix form.
piBε(M,N) = diag(M, . . . ,M︸ ︷︷ ︸
l
, N, . . . ,N︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
), M,N ∈Mn1(F).
Fix a basis of W2 such that the corresponding matrix realization of (A2, ∗) is canonical (see
Proposition 2.5). Then
ε(M,N) = ε((N t,M t)∗) = (ε(N t,M t))∗ = ((piCε(N
t,M t))t, (piBε(N
t,M t))t),
so
piCε(M,N) = (piBε(N
t,M t))t = diag(N, . . . ,N︸ ︷︷ ︸
l
,M, . . . ,M︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
).
Therefore
ε(M,N) = (diag(M, . . . ,M︸ ︷︷ ︸
l
, N, . . . ,N︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
),diag(N, . . . ,N︸ ︷︷ ︸
l
,M, . . . ,M︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
))
as required.
Our aim now is to prove a similar result for orthogonal and symplectic algebras in charac-
teristic 6= 2. We need some auxiliary lemmas.
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Lemma 2.13 ([12, 2.23]) Let D1 and D2 be finite dimensional simple algebras over F with
involutions α1 and α2, respectively. Then α = α1 ⊗ α2 is an involution of D1 ⊗F D2.
(i) If α1 and α2 are orthogonal, then α is orthogonal.
(ii) If α1 is orthogonal and α2 is symplectic, then α is symplectic.
(iii) If α1 and α2 are symplectic, then α is orthogonal in the case of charF 6= 2 and symplectic
otherwise.
Recall that e1 is the identity element of A1. We will use the notation A¯1 = e1A2e1 and
V¯1 = e1V2. Let b¯1 be the restriction of the form b2 to V¯1.
Lemma 2.14 Assume that A2 is not of type A. Then
(i) A¯1 is a ∗-invariant simple subalgebra of A2;
(ii) V¯1 is an irreducible A¯1-module and V¯1 = A¯1V2;
(iii) the form b¯1 on V¯1 is nondegenerate and corresponds to the involution ∗ on A¯1; moreover,
b¯1 has the same type as b2 except in the case when charF = 2 and A2 is of type O.
Proof. Note that e1 is an idempotent of A2 and e
∗
1 = e1, so (i) and (ii) are clear. Now assume
that b¯1 is degenerate, i.e. there exists v ∈ V2 such that e1v 6= 0 and b2(e1v, e1w) = 0 for all
w ∈ V2. Then
b2(e1v,w) = b2(e1e1v,w) = b2(e1v, e1w) = 0 for all w ∈ V2,
which contradicts to nondegeneracy of b2. It remains to note that if b2 is alternating (resp.
symmetric), then b¯1 is alternating (resp. symmetric).
Lemma 2.15 Let ε : A1 → A2 be an embedding of involution simple algebras of types different
from A and let αi denotes the involution of Ai. Fix any canonical matrix realization (Mn1(F), α1)
of A1. Then there exists a matrix realization (Mn2(F), α2) of A2 such that the following hold.
(i) The embedding ε is the composition of the following embeddings of algebras with involution.
(Mn1(F), α1)
η
−→ (Mn1(F)⊗F Mk(F), α1 ⊗ β1)
ι
−→ (Mkn1(F), β2)
ζ
−→ (Mn2(F), α2)
where η(X) = X ⊗ e with e the identity element of Mk(F), ι is the natural isomorphism,
and ζ is a natural embedding (i.e. of signature (1, 0, z)).
(ii) If charF 6= 2 and A1 and A2 are both of type O, then α1 = β1 = β2 = α2 = t (matrix
transpose)
(iii) If charF 6= 2 and A1 and A2 are both of type S, then α1 = β2 = α2 = τ (symplectic
transpose) and β1 = t.
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Proof. Let A¯1 be as in Lemma 2.14 and let β2 be the restriction of α2 to A¯1. Let B be the
centralizer of A1 in A¯1. Note that A1 and A¯1 are simple and have the same identity element.
Therefore B is simple and A¯1 = A1B ∼= A1 ⊗F B (see e.g. [12, 1.5]). Clearly, B is β2-invariant.
Denote by β1 the restriction of β2 to B. Then (A¯1, β2) ∼= (A1 ⊗F B,α1 ⊗ α2). We get the
following chain of embeddings of algebras with involution:
A1 −→ A1 ⊗F B ≃ A¯1 −→ A2.
Identifying A1 with Mn1(F), B with Mk(F) for some k, A¯1 with Mkn1(F), and A2 with Mn2(F),
we prove (i).
Assume now that charF 6= 2 and A1 and A2 are of the same type S (resp. O), i.e. α1 and
α2 are of type S (resp. O). Then by Lemma 2.14, β2 is of type S (resp. O). Therefore by
Lemma 2.13, β1 is of type O. Fixing an appropriate isomorphism B ∼= Mk(F), by Lemma 2.3,
we can assume that β1 is a matrix transpose. Using the same lemma we get that β2 can
be represented as τ (resp. t). Now by Lemma 2.14, the restriction of the form b1 to V¯1 is
nondegenerate. Thus V2 = V¯1⊕ V¯
⊥
1 . By choosing a suitable basis in V¯
⊥
1 , we can easily represent
α2 as τ (resp. t).
As a corollary we get the following analogue of Proposition 2.12 for symplectic and orthogonal
algebras.
Proposition 2.16 Let ε : A1 → A2 be an embedding of finite dimensional involution simple
algebras over F of the same type S or O. Assume that charF 6= 2. Then ε is representable.
That is, for every canonical matrix realization of A1 there exists a canonical matrix realization
of A2 such that the embedding ε is of the form (7).
Proposition 2.19 below shows that the case of characteristic 2 is exceptional indeed.
We will also need the following result, which describes embeddings of involution simple
algebras of different types. Recall that (l, r, z) is the signature of the embedding ε : A1 → A2.
Proposition 2.17 Let ε : A1 → A2 be an embedding of finite dimensional involution simple
algebras over F. Assume that charF 6= 2.
(i) If A1 is of type A and A2 is not of type A, then l = r.
(ii) If A1 is of type S (resp., O) and A2 is of type O (resp., S), then l is even.
(iii) If A1 and A2 are both not of type A and l is even, then there exist an algebra D of type
A, an embedding η : A1 → D with the signature (l/2, 0, 0) and an embedding ζ : D → A2
with the signature (1, 1, z) such that ε = ζη.
(iv) If A1 and A2 are of type A and l = r, then there exist an algebra D of type O (resp., S),
embeddings η : A1 → D of signature (l, l, 0) and ζ : D → A2 of signature (1, 0, z) such that
ε = ζη.
Proof. (i) Recall that Ai = Bi⊕Ci whereBi and Ci are the simple components of Ai andB
∗
i = Ci.
And fi and gi = f
∗
i are the identities of Bi and Ci, respectively. Obviously, l = (dim f1A2f1)/n1
and r = (dim g1A2g1)/n1 where n1 = dimV1 = dimW1. Since (f1A2f1)∗ = g1A2g1, we get that
l = r. Note that this is valid for the case of charF = 2 as well.
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(ii) Represent the embedding A1 → A2 as in Lemma 2.15(i). Note that k = l. By
Lemma 2.14(iii), β2 has the same type as α2. Thus the types of α1 and β2 are different.
By Lemma 2.13, β1 must be symplectic. Therefore k = l is even.
(iii) Represent the embedding A1 → A2 as in Lemma 2.15(i). Denote by B the algebra
Mk(F). By assumption, k = l is even. Let e be the identity element of B. By Lemma 2.7, B has
two idempotents f and g such that e = f + g, fg = gf = 0, and f∗ = g. Then Bf = fBf and
Bg = gBg are simple subalgebras of B, Bf ∩ Bg = 0, BfBg = BgBf = 0, and B
∗
f = Bg. Thus
B′ = Bf ⊕Bg is an involution simple subalgebra of B of type A. Therefore D = A1 ⊗FB
′ is an
involution simple subalgebra of A1⊗FB of type A. Since e = f + g, D contains A1. Clearly the
signature of the embedding A1 → D is (l/2, 0, 0) and the signature of the embedding D → A2
is (1, 1, z).
(iv) Let A = Mn(F) ⊕ Mn(F) be an involution simple algebra with standard involution
(X,Y )∗ = (Y t,Xt). Let k ≤ n and let the algebra D = Mk(F) have an involution α. Define a
”corner” embedding ϕ : D → A via ϕ(Z) = (Z¯, (Zα)t) where Z¯ = diag(Z, 0 . . . , 0). Since t ◦ α
is an automorphism of D, ϕ is an algebra homomorphism. Moreover, one can easily check that
ϕ respects involution:
ϕ(Zα) = (Zα, Zt) = (Z¯, (Zα)t)∗ = ϕ(Z)∗
By Proposition 2.12, the embedding ε can be represented as in (8) with l = r and involution ∗
acting as (X,Y )∗ = (Y t,Xt) on both algebras. Now let α be either symplectic involution θ− or
orthogonal involution θ+ (see Remark 2.6) of the algebra D =M2l(F). Let ζ = ϕ : D → A2 be
the corner embedding of algebras with involution described above. Note that it is an embedding
of signature (1, 0, z). Observe that((
a b
c d
)θ±)t
=
(
dt ±bt
±ct at
)t
=
(
d ±c
±b a
)
, for
(
a b
c d
)
∈M2l(F),
where a, b, c, d are square matrices of size l. Therefore, it is easy to see from formula (8) that
ε(A1) ⊂ ζ(D). Define by η the following composition of embeddings:
A1 −→ ε(A1) −→ ϕ(D)
ζ−1
−→ D.
Then η is of signature (l, r, 0) and ε = ζη, as required.
It remains to consider the case of characteristic 2, which is a bit more complicated.
Lemma 2.18 Let charF = 2 and let ε : A1 → A2 be an embedding of involution simple algebras
preserving the identity element (i.e. ε(e1) = e2). Assume that A2 is of type O. Then A1 is of
type O.
Proof. Assume that A1 is of type A or S. Then by Lemma 2.7, A1 has idempotents f and g
such that e1 = f + g, fg = gf = 0, and f
∗ = g. Let b be a symmetric nondegenerate form on
V2 corresponding to the involution. Then for all v ∈ V2 we have
b(v, v) = b((f + g)v, v) = b(fv, v) + b(v, fv) = 0,
as b is symmetric. Therefore b is alternating, so A2 is symplectic, which contradicts the assump-
tion.
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Proposition 2.19 Let charF = 2 and let ε : A1 → A2 be an embedding of involution simple
algebras of the same type X = O or S. Then the following conditions are equivalent.
(i) The embedding ε is representable.
(ii) Each ∗-invariant involution simple subalgebra D of A2 containing A1 is of type X.
Moreover, if the embedding ε is not representable, then there exists a ∗-invariant involution
simple subalgebra D of A2 which is of type A and contains A1.
Proof. By Lemma 2.15(i), the embedding ε can be represented as the composition of embeddings
A1 → C → A2 where C = e1A2e1 ∼= A1⊗Mk(F) is involution simple of type O or S and has the
same identity element e1 as A1, and the embedding C → A2 is natural (of signature (1, 0, z)).
(i)⇒ (ii) (X = O): Assume that ε is representable and there exists a ∗-invariant involution
simple subalgebra D of A2 containing A1 which is not of type O. The matrix presentation (7)
shows that C is of type O. Let eD be the identity element of D. Since eD is an idempotent, the
algebra F = eDA2eD is a ∗-invariant simple subalgebra of A2 containing D. By Lemma 2.18,
it cannot be orthogonal. Therefore F is of type S. Note that F contains C and e1Fe1 = C.
Therefore by Lemma 2.14(iii), C must be of the same type S, which is a contradiction.
(i)⇒ (ii) (X = S): Assume that ε is representable and there exists a ∗-invariant involution
simple subalgebra D of A2 containing A1 which is not of type S. First assume that D is of
type A. Then e1De1 is an involution simple subalgebra of C = e1A2e1 of type A containing
A1. Recall that C ∼= A1 ⊗Mk(F). Therefore e1De1 ∼= A1 ⊗ E where E is an involution simple
subalgebra of Mk(F) of type A with the same identity element. Since ε is representable, the
involution on Mk(F) is orthogonal, which contradicts to Lemma 2.18.
Suppose now that D is of type O. As in the case X = O, the algebra F = eDA2eD is a ∗-
invariant simple subalgebra of A2 containing C. By Lemma 2.14(iii), F is symplectic. Therefore
F ∼= D⊗FMq(F) with a symplectic involution onMq(F) (Lemma 2.13(i)). By Lemma 2.7,Mq(F)
has two idempotents f and g such that f + g is the identity element of Mq(F), fg = gf = 0,
and f∗ = g. Therefore D′ = D ⊗ f ⊕D ⊗ g is an involution simple subalgebra of A2 of type A
containing A1. However the case of typeA subalgebra containing A1 has been already considered
in the previous paragraph.
(ii) ⇒ (i) and ”Moreover” part: Assume that the embedding ε is not representable. We
are going to show that A2 contains an involution simple subalgebra of type A containing A1.
Recall that C ∼= A1 ⊗Mk(F) and the restriction of the involution ∗ on C has the form α1 ⊗ α2
where α1 is the involution of A1 and α2 is an involution of Mk(F). Clearly if α2 is orthogonal,
then ε is representable (see the proof of Lemma 2.15). Therefore α2 is symplectic. Then, as
above, Mk(F) has two idempotents f and g such that f + g is the identity element of Mk(F),
fg = gf = 0, and f∗ = g. Therefore D = A1 ⊗ f ⊕A1 ⊗ g is an involution simple subalgebra of
A2 of type A containing A1. The proposition follows.
The following results show how embedding signatures behave under compositions.
Proposition 2.20 Let ε1 : A1 → A2 and ε2 : A2 → A3 be embeddings of involution simple
algebras of the same type with the signatures (l1, r1, z1) and (l2, r2, z2), respectively. Denote by
(l, r, z) the signature of ε = ε2ε1. Then
l = l1l2 + r1r2, (9)
r = r1l2 + l1r2, (10)
z = z1(l2 + r2) + z2.
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Proof. For types S and O one has r = r1 = r2 = 0, so the statement immediately follows from
(6). For type A, the embeddings are representable so one can use (8).
Note that l+ r = (l1 + r1)(l2 + r2) and l− r = (l1 − r1)(l2 − r2). Thus, the following is true.
Corollary 2.21 Let A1 → · · · → Ak be a sequence of embeddings of involution simple algebras
of the same type. Let (li, ri, zi) be the signature of Ai → Ai+1, (l, r, z) the signature of A1 → Ak,
si = li + ri, ci = li − ri, s = l + r, c = l − r. Then s = s1 . . . sk−1 and c = c1 . . . ck−1.
Recall that ni is the degree of Ai (so Ai ∼=Mni(F) or Mni(F)⊕Mni(F)).
Lemma 2.22 Let ε1 : A1 → A2 and ε : A1 → A3 be representable embeddings of involution sim-
ple algebras of the same type (A, S or O) with the signatures (l1, r1, z1) and (l, r, z), respectively.
Assume that a triple of non-negative integers (l2, r2, z2) satisfies the following conditions
l + r = (l1 + r1)(l2 + r2), (11)
l − r = (l1 − r1)(l2 − r2), (12)
n3 = n2(l2 + r2) + z2 (13)
where ni is the degree of Ai. Then there exists a representable embedding ε2 : A2 → A3 with the
signature (l2, r2, z2) such that ε = ε2ε1.
Proof. Fix any canonical matrix realizations of A1, A2, A3 such that the matrix embeddings
ε1 and ε become canonical (see Definition 2.10). Consider the canonical matrix embedding
ε2 : A2 → A3 with signature (l2, r2, z2). The embedding ε2 is well-defined because of (13) and
respects the involution (see Remark 2.11(1)). By Remark 2.11(2), the matrix homomorphism
ε2ε1 is canonical. By rewriting the conditions (11) and (12) in the form (9) and (10) we see that
both canonical homomorphisms ε and ε2ε1 have the same signature, so ε = ε2ε1.
Our classification will be given in terms of so-called supernatural (or Steinitz) numbers. They
are defined as follows. Let (p1, p2, . . . ) be the increasing sequence of all prime numbers. The set
of all mappings from {p1, p2, . . . } into the set {0, 1, 2, . . . }∪{∞} is called the set of supernatural
(or Steinitz) numbers. If a supernatural number takes a value α1 at p1, α2 at p2,. . . , this element
will be denoted by pα11 p
α2
2 . . . . The supernatural numbers can be regarded as formal products
of powers of primes where infinity is permitted as a power. The set of natural numbers N can
be identified in an evident way with a subset of supernatural numbers. If Π = pα11 p
α2
2 . . . and
Π′ = p
α′
1
1 p
α′
2
2 . . . are two supernatural numbers, we set ΠΠ
′ = p
α1+α′1
1 p
α2+α′2
2 . . . . We say that Π
divides Π′ if and only if α1 ≤ α
′
1, α2 ≤ α
′
2 . . . . Let q ∈ Q. We write Π = qΠ
′ (or q ∈ ΠΠ′ ) if
there exists n ∈ N such that nq ∈ N and nΠ = nqΠ′. If there exists non-zero q ∈ Q such that
Π = qΠ′, then we say that Π and Π′ are Q-equivalent and denote this relation by Π
Q
∼ Π′. Let
S = (s1, s2, . . . ) be a sequence of natural numbers. Denote by Π(S) the supernatural number
s1s2s3 . . . . We will use the following simple observation.
Proposition 2.23 ([2, Proposition 3.2]) Let S = (si)i∈I and S
′ = (s′j)j∈J be sequences of
natural numbers. Then q ∈ Π(S)Π(S′) if and only if for each i ∈ I and k ∈ J there exist j = j(i) ∈ J
and l = l(k) ∈ I such that s1 . . . si divides qs
′
1 . . . s
′
j (over Z) and qs
′
1 . . . s
′
k divides s1 . . . sl (over
Z).
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3 Bratteli diagrams and dimension groups
Let
A1 → A2 → A3 → · · · → Ai → Ai+1 → . . . (14)
be a sequence of embeddings of finite dimensional involution simple algebras over F. Assume
that all Ai are of the same type and charF 6= 2. Then, as we proved in Propositions 2.12 and
2.16, all embeddings Ai → Ai+1 are representable, so one can assume that all Ai are matrix (or
double matrix) algebras and the embeddings and involutions are canonical. This justifies the
following definition.
Definition 3.1 Let A be a locally involution simple associative algebra of countable dimension.
We say that A is canonically representable if it is isomorphic to the direct limit of the sequence
(14) where all Ai are matrix (resp. double matrix) algebras with canonical involutions of the
same type X (= A,S or O) and all embeddings are canonical. In that case we say that the
sequence (14) is a canonical representation for A and A is of type X.
Note that the type X of the algebra A may not be unique.
Proposition 2.19 shows that some of the embeddings Ai → Ai+1 may not be representable
in characteristic 2. Fortunately, there is a way to modify the sequence (14), without changing
the limit algebra, in order to get representable embeddings even in characteristic 2.
Theorem 3.2 Let A be a locally involution simple associative algebra over F of countable di-
mension. Then A is canonically representable.
Proof. Let A1 → A2 → A3 → . . . be a sequence of embeddings of involution simple finite
dimensional associative algebras such that A = lim−→Ai. Choose an infinite subsequence of al-
gebras of the same type. If charF 6= 2, or charF = 2 and all algebras are of type A, then all
embeddings are representable by Propositions 2.12 and 2.16. Assume charF = 2. If there is an
infinite number of non-representable embeddings, then by Proposition 2.19, we can replace the
subsequence by a sequence of embeddings of algebras of type A. Otherwise, we get the result
by removing a finite number of algebras in the beginning of the sequence.
Theorem 3.2 reduces classification of locally involution simple algebras to the following two
problems:
(a) classification of the direct limits of canonical sequences of the same type;
(b) classification of intertype isomorphisms.
We are going to simplify Problem (a) even further and reduce it to the algebras without
involution. We need the following trivial observation.
Proposition 3.3 Let A1 → A2 → A3 → . . . and A
′
1 → A
′
2 → A
′
3 → . . . be two sequences of
embeddings of algebras (or algebras with involution). Then lim−→Ai
∼= lim−→A
′
j if and only if there
exist sequences of indices i1 < i2 < . . . and j1 < j2 < . . . and homomorphisms ϕk : Aik → A
′
jk
and ϕ′k : A
′
jk
→ Aik+1 (k = 1, 2, . . . ) such that the following diagram commutes.
Ai1 −→ Ai2 −→ . . . Aik −→ Aik+1 −→ . . .
↓ϕ1 րϕ′1 ↓ϕ2 րϕ′2 ↓ϕk րϕ′k ↓ϕk+1 րϕ
′
k+1
A′j1 −→ A
′
j2
−→ . . . A′jk −→ A
′
jk+1
−→ . . .
(15)
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Proof. Set A = lim−→Ai and A
′ = lim−→A
′
j . Assume that there exists an isomorphism ϕ : A → A
′.
Fix any index i1. Then there exists j1 such that ϕ(Ai1) ⊆ A
′
j1
. Similarly, there exists i2 such that
ϕ−1(A′j1) ⊆ Ai2 , and so on. Denote by ϕk the restriction of ϕ to Aik , and by ϕ
′
k the restriction
of ϕ−1 to A′jk , k = 1, 2, . . . . Then the diagram above commutes. The converse statement is
obvious.
Theorem 3.4 Two locally involution simple associative algebras of the same type over F of
countable dimension are isomorphic if and only if they are isomorphic as associative algebras.
Proof. Let A and A′ be two locally involution simple associative algebras and let A = lim−→Ai
and A′ = lim−→A
′
j be their canonical representations. Assume that A and A
′ are isomorphic
as associative algebras. Using Proposition 3.3, we get a commutative diagram (15), where
ϕk : Aik → A
′
jk
and ϕ′k : A
′
jk
→ Aik+1 are algebra homomorphisms, not necessarily respecting
the involution. Let εk : Aik → Aik+1 and ε
′
k : A
′
jk
→ A′jk+1 be the horizontal maps. Note
that they are canonical and respect the involution. Denote by ψk (resp. ψ
′
k) the canonical map
Aik → A
′
jk
(resp. A′jk → Aik+1) of the same signature as ϕk (resp. ϕ
′
k). Then by Remark
2.11(1) these maps respect the involution. It remains to show that they make the diagram (15)
commutative. Note that the signature of ψ′kψk equals to the signature of ϕ
′
kϕk = εk. Since both
ψ′kψk and εk are canonical, we get that ψ
′
kψk = εk. Similarly, one proves that ψk+1ψ
′
k = ε
′
k.
Therefore the diagram (15) commutes with respect to the maps ψk and ψ
′
k. Proposition 3.3
implies that A and A′ are isomorphic as algebras with involution.
The converse statement is trivial.
Theorem 3.4 reduces Problem (a) to classifying the direct limits of finite dimensional semisim-
ple algebras. This is usually done in terms of Bratteli diagrams, the K0-functor and dimension
groups. To make the statements of the results a little bit clearer it is best to work in the
category of unital algebras (i.e. algebras with identity elements and with identity preserving
homomorphisms). In our case this can be easily achieved by adjoining an external identity
element.
Definition 3.5 Let A be an associative algebra. Define the algebra Aˆ as follows. If A has an
identity element, put Aˆ = A. Otherwise, put Aˆ = A+ F1
Aˆ
where 1
Aˆ
is the identity element of
Aˆ.
Note that if A has an involution then this involution trivially extends to Aˆ.
Lemma 3.6 Let A be a locally semisimple associative algebra. Then Aˆ is locally semisimple in
the category of unital algebras.
Proof. Let A = lim−→Ai with Ai finite dimensional semisimple. If A contains an identity element
1A, then A is the direct limit of those Ai which contain 1A, as required. If A has no identity
element, then Aˆ = A+F1
Aˆ
= lim−→Bi where Bi = Ai+F1Aˆ are obviously finite dimensional and
semisimple.
Proposition 3.7 Let A and A′ be involution simple associative algebras. Then A ∼= A′ as
associative algebras if and only if Aˆ ∼= Aˆ′ as associative algebras.
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Proof. By construction, A ∼= A′ implies Aˆ ∼= Aˆ′. Assume now that Aˆ ∼= Aˆ′. We need to show
that A ∼= A′. Denote by Soc(A) the sum of all minimal ideals of A. Then by Proposition 2.1,
Soc(A) = A. Obviously, Soc(A) ⊆ Soc(Aˆ). We claim that Soc(A) = Soc(Aˆ). Indeed, this is
obvious if A = Aˆ. Assume A 6= Aˆ, i.e. A has no identity element. Let M be a minimal ideal of
Aˆ such that M 6⊆ Soc(A). Then M ∩ Soc(A) = 0. But Soc(A) = A is an ideal of codimension
1 in Aˆ. Therefore M is one-dimensional and Aˆ = A ⊕M . Write 1
Aˆ
= a + m where a ∈ A
and m ∈M . Then obviously a is an identity element of A, which is a contradiction. Therefore,
A = Soc(Aˆ) ∼= Soc(Aˆ′) = A′, as required.
Locally semisimple algebras are best described in terms of their Bratteli diagrams. These
are defined as follows. Let B be the direct limit of the infinite sequence
B1 → B2 → B3 → . . . (16)
where the Bi are finite dimensional semisimple algebras over F. Let S
1
i , S
2
i , . . . S
ki
i be the simple
components of Bi, i.e. Bi = S
1
i ⊕S
2
i ⊕· · ·⊕S
ki
i . Let V
j
i be the natural S
j
i -module. Then V
j
i can
be considered as an Bi-module. Denote by m
jq
i the multiplicity of V
j
i in the restriction of V
q
i+1
to Sji (i.e. m
jq
i is the number of copies of S
j
i that are mapped to S
q
i+1). The Bratteli diagram of
the sequence (16) consists of the vertices V = {V ji | i = 1, 2, 3, . . . ; 1 ≤ j ≤ ki} and edges. Two
vertices V ji and V
q
i+1 are connected by an edge if and only if m
jq
i > 0. In that case the edge is
labelled by the number mjqi . Let n
j
i = dimV
j
i be the degree of S
j
i . Then obviously
ki∑
j=1
mjqi n
j
i ≤ n
q
i+1 (17)
Moreover, if all homomorphisms in (16) are unital then we have equality in (17) for all i and q,
so the whole sequence (16) can be reconstructed from its Bratteli diagram provided the degrees
of the simple components of the first term B1 are known (in the case of non-unital embeddings
extra data is needed).
Now let A be a locally involution simple associative algebra of type X (= A,S or O) over F
of countable dimension. By Theorem 3.2, A is the direct limit of the sequence (14) where all Ai
are matrix (resp. double matrix) algebras with canonical involutions of the same type X and
all embeddings are canonical.
We will denote by (li, ri, zi) the signature of the embedding Ai → Ai+1 and by ni the degree
of Ai (i.e. Ai = Mni(F) and ri = 0 for X = S,O and Ai = Mni(F) ⊕Mni(F) for X = A). By
Remark 2.9, for type A algebras we can and will assume that li ≥ ri for all i. It is convenient
to add to the sequence an algebra of degree 1 (the 1-dimensional algebra F is considered to be
of both types O and S), so we will assume that n1 = 1, l1 = n2 and r1 = z1 = 0. Denote
by T the triple sequence (li, ri, zi)i∈N. Since ni+1 = (li + ri)ni + zi for all i, the canonical
sequence (14) is uniquely determined by the triple sequence T and type X. We will denote by
A(T ,X) the corresponding locally involution simple associative algebra over F, by A(T ) the
corresponding locally semisimple algebra (i.e. the direct limit of the associative algebras (14)
disregarding the involution) and by Aˆ(T ) the corresponding algebra with an identity element
(see Definition 3.5). Recall that by Theorem 3.4 and Proposition 3.7, A(T ,X) ∼= A(T ′,X) if
and only if A(T ) ∼= A(T ′) (equivalently, Aˆ(T ) ∼= Aˆ(T ′)).
If A has an identity element 1A (i.e. A = Aˆ) then we can and will assume that 1A ∈ Ai for all
i. Put Bi = Ai if 1A ∈ A and Bi = Ai+F1Aˆ otherwise, see the proof of Lemma 3.6. Then Bi is
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semisimple, with possibly one extra 1-dimensional simple component. Moreover, all embeddings
Bi → Bi+1 are unital and Aˆ = lim−→Bi. Recall that X is the type of A. We will denote by B(T )
the Bratteli diagram B(Aˆ) of the algebra Aˆ with respect to the sequence B1 → B2 → B3 → . . . .
If 1A ∈ A and the type X = S,O, then all zi = 0 and it is easy to see that B(T ) is
• l1 • l2 • l3 . . . (18)
The locally semisimple algebras of this type are just the limits of “pure diagonal” matrix em-
beddings Mni → Mni+1 given by M 7→ diag(M, . . . ,M) (li blocks), M ∈ Mni(F). They were
first classified by Glimm [10] (in C∗-algebras setting). It is easy to see that two algebras of this
type are isomorphic if and only if their corresponding supernatural numbers Π = l1l2l3 . . . are
equal.
If 1A 6∈ A and the type X = S,O, then B(T ) is
• l1 • l2 • l3 . . .
• 1
z1♣♣♣
♣♣♣♣♣♣♣♣
• 1
z2♣♣♣
♣♣♣♣♣♣♣♣
• 1
z3♦♦♦
♦♦♦♦♦♦♦♦
. . .
(19)
The corresponding locally semisimple algebras A(T ) are the direct limits of matrix embeddings
of the shape (2). They were first classified by Dixmier [5] (in C∗-algebras setting). Dixmier’s
parametrization consists of the supernatural number Π = l1l2l3 . . . and one real parameter θ,
which is in fact the inverse of our density index δ, see below. The diagrams of this shape also
parametrize so-called “diagonal” direct limits of finite symmetric and alternating groups [13].
If 1A ∈ A and the type X = A, then B(T ) is
• l1
r1
◆◆
◆
◆◆
◆◆
◆◆
◆◆
• l2
r2
◆◆
◆
◆◆
◆◆
◆◆
◆◆
• l3
r3
❖❖
❖
❖❖
❖❖
❖❖
❖❖
❖
. . .
• l1
r1♣♣♣
♣♣♣♣♣♣♣♣
• l2
r2♣♣♣
♣♣♣♣♣♣♣♣
• l3
r3♦♦♦
♦♦♦♦♦♦♦♦
. . .
(20)
The corresponding algebras were first classified by Fack and Mare´chal [9] (in C∗-algebras setting).
If 1A 6∈ A and the type X = A, then B(T ) is
• l1
r1
◆◆
◆
◆◆
◆◆
◆◆
◆◆
• l2
r2
◆◆
◆
◆◆
◆◆
◆◆
◆◆
• l3
r3
❖❖
❖
❖❖
❖❖
❖❖
❖❖
❖
. . .
• l1
r1♣♣♣
♣♣♣♣♣♣♣♣
• l2
r2♣♣♣
♣♣♣♣♣♣♣♣
• l3
r3♦♦♦
♦♦♦♦♦♦♦♦
. . .
• 1
z1
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
z1♣♣♣
♣♣♣♣♣♣♣♣
• 1
z2
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
z2♣♣♣
♣♣♣♣♣♣♣♣
• 1
z3
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
z3♦♦♦
♦♦♦♦♦♦♦♦
. . .
(21)
This is the most general case. We parametrize the corresponding algebras by two supernatural
numbers and two real parameters (see Theorem 4.1).
Let B = lim−→Bi be a unital locally semisimple algebra and let K0(B) be its Grothendieck
group with positive cone K0(B)
+. Note that the homomorphism Bi → Bi+1 induces the homo-
morphism of the abelian groups K0(Bi) → K0(Bi+1) and K0(B) can be obtained as the direct
limit lim−→K0(Bi). Since Bi are finite dimensional and semisimple, one has (K0(Bi),K0(Bi)
+) =
(Zki ,Zki+ ) where ki is the number of the simple components of Bi. Therefore the abelian group
K0(B) is the direct limit of the sequence
Zk1 → Zk2 → · · · → Zki → Zki+1 → . . .
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Moreover, the embedding on the ith level is given by the adjacency (or multiplicities) matrix
of the ith level of the Bratteli diagram of B. For example, for the algebra Aˆ in (21) the group
K0(Aˆ) is the direct limit of the sequence Z
3 → Z3 → · · · → Z3 → . . . were the embedding on
the ith level is given by the matrix

 li ri ziri li zi
0 0 1

 .
Let 1B be the identity element of B and let [1B ] be the corresponding element of K0(B)
+.
The triple (K0(B),K0(B)
+, [1B ]) is called the dimension group of B and is a complete invariant
for unital locally semisimple algebras. More exactly the following is true.
Theorem 3.8 [6] Let B1 and B2 be unital locally semisimple algebras. Then B1 ∼= B2 if and
only if there is an order-isomorphism ϕ : K0(B1)→ K0(B2) such that ϕ([1B1 ]) = [1B2 ].
A similar result holds for non-unital algebras if one replaces [1B ] by the scale of K0(B).
For a triple sequence T we denote by G(T ) the dimension group of the unital locally semisim-
ple algebra Aˆ(T ).
4 The classification of algebras of the same type and the corre-
sponding dimension groups
In this section, T = (li, ri, zi)i∈N is the triple sequence of the canonically represented locally
involution simple algebra A = A(T ,X) of type X. Recall that li ≥ ri and li + ri ≥ 1 for all i.
The degrees ni of the subalgebras Ai satisfy the following: n1 = 1 and ni+1 = (li+ ri)ni+ zi for
all i ≥ 1.
Set si = li + ri, ci = li − ri (i = 1, 2, . . . ), S = (si)i∈N, C = (ci)i∈N, s
k
i = si . . . sk−1 and
cki = ci . . . ck−1. Put δi = s
i
1/ni. Then
δi+1 =
si+11
ni+1
=
si1si
nisi + zi
=
si1
ni + (zi/si)
≤ δi. (22)
The limit
δ = lim
i→∞
δi
is called the density index of T and is denoted by δ(T ). Since δ2 = s1/n2 = 1, we have 0 ≤ δ ≤ 1.
If δ = 0, then the triple sequence is called sparse. If there exists i such that for all j > i we
have δj = δi 6= 0, then the triple sequence is called pure. In view of (22) this is equivalent to
the following. There exists i such that for all j ≥ i we have zj = 0. In this case, by removing
a finite number of terms from the canonically represented sequence without changing the limit
algebra, we may and will assume that zi = 0 for all i. We say that the triple sequence is dense
if and only if 0 < δ < δi for all i.
If there exists i such that cj = sj (equivalently, rj = 0) for all j ≥ i, then T is called one-sided.
Otherwise, it is called two-sided. If for each i there exists j > i such that cj = 0 (equivalently,
lj = rj), then T is called (two-sided) symmetric. Otherwise it is called non-symmetric. In the
latter case we may and will assume that ci > 0 for all i ∈ N. Set σi =
c1...ci
s1...si
. The limit
σ = lim
i→∞
σi
16
is called the symmetry index of T and is denoted by σ(T ). Observe that 0 ≤ σ ≤ 1. Two-sided
non-symmetric triple sequences with σ = 0 are called weakly non-symmetric, and those with
σ 6= 0 are called strongly non-symmetric.
Thus all triple sequences can be partitioned into three classes with respect to density and
into four classes with respect to symmetry.
Density types
(D1) Sparse (δ = 0).
(D2) Dense (δi > δ > 0 for all i).
(D3) Pure (δi = δ > 0 for some i).
Symmetry types
(S1) One-sided (rj = 0 for all j ≫ 1).
(S2) Two-sided symmetric (lj = rj for an infinite set of j).
(S3) Two-sided weakly non-symmetric (rj > 0 for an infinite set of j, lk > rk for all k ≫ 1, and
σ = 0).
(S4) Two-sided strongly non-symmetric (rj > 0 for an infinite set of j, lk > rk for all k ≫ 1,
and σ 6= 0).
Now we are ready to prove our main classification result for algebras of the same type.
Theorem 4.1 Let T = {(li, ri, zi) | i ∈ N} and T
′ = {(l′i, r
′
i, z
′
i) | i ∈ N} be triple sequences and
let X = A,S or O. Set δ = δ(T ), σ = σ(T ), δ′ = δ(T ′) and σ′ = σ(T ′). Then the locally
involution simple algebras A(T ,X) and A(T ′,X) (respectively, the locally semisimple algebras
A(T ) and A(T ′); respectively, the dimension groups G(T ) and G(T ′)) are isomorphic if and
only if the following conditions hold.
(A1) The triple sequences T and T
′ have the same density type.
(A2) Π(S)
Q
∼ Π(S ′).
(A3)
δ
δ′
∈ Π(S)Π(S′) for dense and pure triple sequences (types (D2) and (D3)).
(B1) The triple sequences T and T
′ have the same symmetry type.
(B2) Π(C)
Q
∼ Π(C′) for two-sided non-symmetric triple sequences (types (S3) and (S4)).
(B3) There exists α ∈
Π(S)
Π(S′) such that α
σ
σ′
∈ Π(C)Π(C′) for two-sided strongly non-symmetric triple
sequences (type (S4)). Moreover, α = δ
δ′
if in addition the triple sequences are dense or
pure (types (D2) and (D3)).
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Proof. The proof is similar to that in the case of Lie algebras in characteristic zero (see [2]). First
we will prove necessity. By Theorem 3.4 and Propositions 3.7 and 3.8, it is enough to prove
the result for the locally semisimple algebras A(T ) and A(T ′). We will prove the following
more general statement (which will later be used for intertype isomorphisms, Theorem 5.2). If
A(T ,X) ∼= A(T ′,X ′) (we do not demand that X = X ′), then T and T ′ satisfy the conditions
(A1), (A2), (A3). Moreover, if X = X
′ = A, then the conditions (B1), (B2), (B3) hold. Let
(Ai)i∈I and (A
′
j)j∈J (I
∼= J ∼= N) be canonically represented sequences of involution simple
algebras of types X and X ′, corresponding to the triple sequences T and T ′, respectively. We
have A ∼= A′ where A = lim−→Ai, A
′ = lim−→A
′
i. By Proposition 3.3, there exist subsequences
i1 < i2 < . . . of I, j1 < j2 < . . . of J , and embeddings εk : Aik → A
′
jk
, ε′k : A
′
jk
→ Aik+1
(k = 1, 2, . . . ) such that the following diagram is commutative.
Ai1 −→ . . . −→ Aik −→ Aik+1 −→ . . . −→ Aim −→ . . .
↓ε1 րε′1 ր ↓εk րε′k ↓εk+1 ր ր ↓εm ր
A′j1 −→ . . . −→ A
′
jk
−→ A′jk+1 −→ . . . −→ A
′
jm
−→ . . .
(23)
Let (pk, qk, uk) (resp., (p
′
k, q
′
k, u
′
k)) be the signature of εk (resp., ε
′
k). Let ni be the degree of Ai.
Set si = li+ ri, ci = li− ri, δi = s
i
1/ni, δ = limi→∞ δi. The numbers n
′
j, s
′
j,... for the algebra A
′
are defined similarly. We have
n′jm = (pm + qm)nim + um = (pm + qm)s
im
1 δ
−1
im
+ um = (pm + qm)s
ik
1 s
im
ik
δ−1im + um. (24)
On the other hand,
n′jm = s
′jm
1 (δ
′
jm)
−1 = s′jk1 s
′jm
jk
(δ′jm)
−1. (25)
In view of commutativity of the diagram and by Corollary 2.21 we have
simik (pm + qm) = (pk + qk)s
′jm
jk
. (26)
Dividing (24) and (25) by s′jmjk , we get (pk + qk)s
ik
1 δ
−1
im
+ um/s
′jm
jk
= s′jk1 (δ
′
jm
)−1, so
(pk + qk)s
ik
1 δ
′
jm
≤ s′jk1 δim . (27)
Taking m→∞, we obtain (pk + qk)s
ik
1 δ
′ ≤ s′jk1 δ. Similarly, we get (p
′
k + q
′
k)s
′jk
1 δ ≤ s
ik+1
1 δ
′. By
Corollary 2.21, we have (pk + qk)(p
′
k + q
′
k) = s
ik+1
ik
. Hence
(pk + qk)s
ik
1 δ
′ ≤ s′jk1 δ ≤ (p
′
k + q
′
k)
−1s
ik+1
1 δ
′ = (pk + qk)s
ik
1 δ
′.
Therefore
(pk + qk)s
ik
1 δ
′ = s′jk1 δ, (28)
(p′k + q
′
k)s
′jk
1 δ = s
ik+1
1 δ
′. (29)
Clearly δ = 0 if and only if δ′ = 0. Therefore T is sparse if and only if T ′ is so. If the triple
sequence T is pure, then δ = δim for some m. Subtracting (28) from (27), we get
0 ≤ (pk + qk)s
ik
1 (δ
′
jm
− δ′) ≤ s′jk1 (δim − δ) = 0.
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Therefore δ′jm = δ
′, so T ′ is also pure. By symmetry, T is pure if and only if T ′ is pure. So (A1)
holds.
By (26), simik divides (pk+qk)s
′jm
jk
for all m > k. On the other hand, in view of commutativity
of the diagram we have
s
im+1
ik
= (pk + qk)s
′jm
jk
(p′m + q
′
m), (30)
so (pk + qk)s
′jm
jk
divides s
im+1
ik
. Therefore by Proposition 2.23,
Π(Sik) = (pk + qk)Π(S
′
jk
), (31)
where Sik = (sik , sik+1, . . . ), S
′
jk
= (s′jk , s
′
jk+1
, . . . ). It follows that Π(S)
Q
∼ Π(S ′), so (A2) holds.
Finally, if δ and δ′ are nonzero (dense or pure sequences), then by (28) and (29), sik1 di-
vides (δ/δ′)s′jk1 and (δ/δ
′)s′jk1 divides s
ik+1
1 for any k. Therefore by Proposition 2.23, Π(S) =
(δ/δ′)Π(S ′), and (A3) holds.
Assume now that X = X ′ = A. By Corollary 2.21, one can write down equalities for
“differences” similar to (26) and (30):
cimik (pm − qm) = (pk − qk)c
′jm
jk
; (32)
c
im+1
ik
= (pk − qk)c
′jm
jk
(p′m − q
′
m). (33)
If T ′ is symmetric, then by definition, for each k there exists m such that c′jmjk = 0. It follows
from (33) that c
im+1
ik
= 0, so T is symmetric. Therefore, T is symmetric if and only if T ′ is so.
Assume that T is non-symmetric. Recall that in this case one can suppose that all ci and c
′
j are
nonzero. Dividing (33) by (30), we get
c
im+1
ik
s
im+1
ik
=
(pk − qk)
(pk + qk)
c′jmjk
s′jmjk
(p′m − q
′
m)
(p′m + q
′
m)
, (34)
or equivalently,
σ
im+1
1 ·
sik1
cik1
= σ′jm1 ·
(pk − qk)
(pk + qk)
s′jk1
c′jk1
(p′m − q
′
m)
(p′m + q
′
m)
. (35)
Taking m→∞, we get
σ ·
sik1
cik1
≤ σ′ ·
(pk − qk)
(pk + qk)
s′jk1
c′jk1
. (36)
Similarly, dividing (32) by (26) and taking m→∞, we get
σ ·
sik1
cik1
≥ σ′ ·
(pk − qk)
(pk + qk)
s′jk1
c′jk1
. (37)
Combining with (36), we obtain
σ ·
sik1
cik1
= σ′ ·
(pk − qk)
(pk + qk)
s′jk1
c′jk1
. (38)
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It follows that σ = 0 if and only if σ′ = 0. That is, T is weakly non-symmetric if and only if T ′
is so. Assume that T ′ is one-sided. Then σ′ = σ′jm1 for some m. Subtracting (38) from (35), we
have 0 ≤ (σ
im+1
1 − σ)s
ik
1 /c
ik
1 ≤ 0. Therefore σ
im+1
1 = σ, i.e. T is one-sided. So (B1) holds.
Similarly to (31), one can get
Π(Cik) = (pk − qk)Π(C
′
jk
). (39)
It follows that Π(C)
Q
∼ Π(C′), so (B2) holds.
Assume now that T and T ′ are strongly non-symmetric, i.e. σ 6= 0 and σ′ 6= 0. Set
α = (pk + qk)s
ik
1 /s
′jk
1 . Then (38) can be rewritten in the form
σ
σ′
αc′jk1 = (pk − qk)c
ik
1 . (40)
Observe that α ∈ Π(S)Π(S′) . Indeed, using (31), we have
αΠ(S ′) = (pk + qk)s
ik
1 Π(S
′
jk
) = sik1 Π(Sik) = Π(S).
Moreover, if T and T ′ are dense or pure, then by (28), α = δ/δ′. It follows from (40) and (39)
that
σ
σ′
αΠ(C′) = (pk − qk)c
ik
1 Π(C
′
jk
) = cik1 Π(Cik) = Π(C).
Therefore, σ
σ′
α ∈ Π(C)Π(C′) . This proves (B3). 
To prove the sufficiency in Theorem 4.1, we need the following lemma.
Lemma 4.2 Let T and T ′ satisfy the conditions (A1), (A2), (A3), (B1), (B2), (B3) of the theo-
rem. Fix α ∈ Π(S)Π(S′) (α = δ/δ
′ if T and T ′ are dense or pure), β ∈ Π(C)Π(C′) for the case of two-sided
non-symmetric triple sequences (β/α = σ/σ′ if T and T ′ are strongly non-symmetric). Let
i, j, a, b be integers such that
(a) αs′j1 = as
i
1,
(b) βc′j1 = bc
i
1 (for two-sided non-symmetric T and T
′).
Then there exists k > i such that a′ = ski /a and b
′ = cki /b are integers of the same parity (a
′ is
even and cki = 0 for the case of symmetric T and T
′), a′ ≥ b′ and nk ≥ a
′n′j.
Proof. If otherwise is not specified we assume that T and T ′ are two-sided non-symmetric.
The case of one-sided and symmetric sequences can be settled by removing from the proof the
arguments with ci, β, b.
Since α ∈ Π(S)Π(S′) and αs
′j
1 = as
i
1, we have
Π(Si) = α(s
i
1)
−1s′j1Π(S
′
j) = aΠ(S
′
j). (41)
Similarly, we get
Π(Ci) = bΠ(C
′
j). (42)
Therefore there exists k1 > i such that a
′ = ski /a and b
′ = cki /b are integers for all k ≥ k1. Since
for each m the integers s′m = l
′
m + r
′
m and c
′
m = l
′
m − r
′
m have the same parity, 2 divides Π(S
′
j)
if and only if 2 divides Π(C′j) (for symmetric sequences 2 divides Π(S
′
j) always). Therefore by
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(41) and (42), there exists k2 ≥ k1 such that the integers a
′ and b′ have the same parity (a′ is
even and cki = 0 for the case of symmetric T and T
′) for all k ≥ k2. Set γk = b
′/a′. In view of
(a) and (b), we have
γk =
cki
b
·
a
ski
=
ci1c
k
i
βc′j1
·
αs′j1
si1s
k
i
=
α
β
·
σk1
σ′j1
.
If T and T ′ are weakly non-symmetric, then σk1 → 0 as k → ∞, so γk → 0. If T and T
′ are
strongly non-symmetric, then by assumption β/α = σ/σ′, so
γk →
α
β
·
σ
σ′j1
=
σ′
σ′j1
< 1
as k →∞. In both cases there exists k3 ≥ k2 such that γk ≤ 1 (i.e. a
′ ≥ b′) for all k ≥ k3.
Set νk = nk/a
′ − n′j. We have to show that νk ≥ 0 for sufficiently large k. One has
νk =
nk
a′
− n′j =
sk1
a′δk
−
s′j1
δ′j
=
asi1
δk
−
s′j1
δ′j
= s′j1 (
α
δk
−
1
δ′j
).
(The last equality follows from (a).) If T and T ′ are sparse, then δk → 0 as k →∞, so νk → +∞.
Therefore there exists k4 ≥ k3 such that νk ≥ 0 for all k ≥ k4. Let T and T
′ be dense. Then
α = δ/δ′ and δ′j > δ
′. Therefore
νk = s
′j
1 (
δ
δk
·
1
δ′
−
1
δ′j
)→ s′j1 (
1
δ′
−
1
δ′j
) > 0,
as k → ∞. Hence there exists k4 ≥ k3 such that νk ≥ 0 for all k ≥ k4. Let T and T
′ be pure.
Then there exists k4 ≥ k3 such that δ = δk for all k ≥ k4. Therefore
νk = s
′j
1 (
1
δ′
−
1
δ′j
) ≥ 0,
for all k ≥ k4. So each k ≥ k4 satisfies the assumptions of the theorem.
Proof of sufficiency in Theorem 4.1. According to Proposition 3.3 we have to construct
sequences i1 < i2 < . . . , j1 < j2 < . . . , and embeddings εk : Aik → A
′
jk
, ε′k : A
′
jk
→ Aik+1
(k = 1, 2, . . . ) such that the diagram (23) is commutative. Fix α ∈ Π(S)Π(S′) (α = δ/δ
′ if T and
T ′ are dense or pure) and β ∈ Π(C)Π(C′) for the case of two-sided non-symmetric triple sequences
(β/α = σ/σ′ if T and T ′ are strongly non-symmetric). Fix also j0 ∈ J . Since Π(S
′) = α−1Π(S)
and Π(C′) = β−1Π(C), by Proposition 2.23, there exists i1 ∈ I such that
(a0) α
−1si11 = a0s
′j0
1 ,
(b0) β
−1ci11 = b0c
′j0
1 (for two-sided non-symmetric T and T
′)
where a0, b0 ∈ N. Applying Lemma 4.2 (interchanging T and T
′), we find j1 such that a1 =
s′j1j0 /a0 and b1 = c
′j1
j0
/b0 are integers of the same parity (a1 is even if T and T
′ are symmetric),
a1 ≥ b1 and n
′
j1
≥ a1ni1 . Set p1 = (a1+b1)/2, q1 = (a1−b1)/2, u1 = n
′
j1
−a1ni1 (p1 = q1 = a1/2
for symmetric sequences). Consider the canonical embedding ε1 : Ai1 → A
′
j1
with the signature
(p1, q1, u1). We have
(a1) αs
′j1
1 = a1s
i1
1 ,
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(b1) βc
′j1
1 = b1c
i1
1 .
Proceed by induction. Assume that sequences i1 < · · · < ik, j1 < · · · < jk and embeddings
ε1, ε
′
1, . . . , εk have been constructed, and the following conditions hold.
(ak) αs
′jk
1 = aks
ik
1 ,
(bk) βc
′jk
1 = bkc
ik
1
where ak = pk + qk, bk = pk − qk. Construct an embedding ε
′
k as follows. By Lemma 4.2,
there exists ik+1 > ik such that a
′
k = s
ik+1
ik
/ak and b
′
k = c
ik+1
ik
/bk are integers of the same parity
(a′k is even if T and T
′ are symmetric), a′k ≥ b
′
k and nik+1 ≥ a
′
kn
′
jk
. Set p′k = (a
′
k + b
′
k)/2,
q′k = (a
′
k − b
′
k)/2, u
′
k = nik+1 − a
′
kn
′
jk
(p′k = q
′
k = a
′
k/2 for symmetric sequences). Since
(pk + qk)(p
′
k + q
′
k) = aka
′
k = s
ik+1
ik
,
(pk − qk)(p
′
k − q
′
k) = bkb
′
k = c
ik+1
ik
,
and u′k ≥ 0, by Lemma 2.22 there exists an embedding ε
′
k : A
′
jk
→ Aik+1 such that ιk = ε
′
kεk
where ιk denotes the embedding Aik → Aik+1 . Observe that
(a′k) α
−1s
ik+1
1 = a
′
ks
′jk
1 ,
(b′k) β
−1c
ik+1
1 = b
′
ks
′jk
1 .
Therefore Lemma 4.2 can be applied once more (interchanging T and T ′). So the result follows
by induction. 
Remark 4.3 It is not difficult to see that for pure triple sequences one can always assume that
all zi = 0 (by removing a finite number of terms in the sequences). In this case δ = 1, so the
condition (A3) can be rewritten in the form Π(S) = Π(S
′).
5 Isomorphisms of algebras of different types
In this section we find conditions under which A(T ,X) ∼= A(T ′,X ′) where T and T ′ are triple
sequences and X 6= X ′. We also give a general parametrization of countable locally involution
simple algebras.
Lemma 5.1 Let T be a two-sided symmetric triple sequence, S = S(T ). Then 2∞ divides Π(S).
Proof. By definition, li = ri (in particular, si = li + ri is even) for an infinite set of i. Therefore
2∞ divides Π(S).
Theorem 5.2 Let T , T ′ be triple sequences.
(i) Let charF 6= 2. Then A(T ,A) ∼= A(T ′,O) (resp.,A(T ,A) ∼= A(T ′,S)) if and only if T is
two-sided symmetric, 2∞ divides Π(S ′) and the conditions (A1), (A2), (A3) of Theorem 4.1
hold.
(ii) Let charF 6= 2. A(T ,O) ∼= A(T ′,S) if and only if 2∞ divides both Π(S) and Π(S ′), and
the conditions (A1), (A2), (A3) of Theorem 4.1 hold.
(iii) Let charF = 2. If X,X ′ ∈ {A,O,S} are different, then A(T ,X) is not isomorphic to
A(T ′,X ′).
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Proof. (i). Set A = A(T ,A) and A′ = A(T ′,O). Assume that A ∼= A′. Then, as it was
established in the proof of Theorem 4.1, the conditions (A1), (A2) and (A3) hold. Now denote by
(xk, yk, zk) the signature of Aik → Aik+1 (see diagram (23)). Since the diagram is commutative,
we have xk = pkp
′
k and yk = qkp
′
k where (pk, qk, uk) and (p
′
k, 0, u
′
k) are the signatures of εk and
ε′k, respectively. By Proposition 2.17(i), pk = qk, so xk = yk. Therefore c
ik+1
ik
= xk − yk = 0,
so T is two-sided symmetric. By Lemma 5.1, 2∞ divides Π(S). Therefore in view of condition
(A2), 2
∞ divides Π(S ′).
Conversely. Let A = A(T ,A) and A′ = A(T ′,O) be such that T is two-sided symmetric,
2∞ divides Π(S ′) and the conditions (A1), (A2) and (A3) hold. Then there exists a sequence of
indices j1 < j2 < . . . such that s
′jk+1
jk
is even for all k = 1, 2, . . . . By Proposition 2.17(iii), there
exists an algebra A′′k of type A and representable embeddings A
′
jk
→ A′′k and A
′′
k → A
′
jk+1
such
that the diagram
A′jk −→ A
′
jk+1
ց ր
A′′k
is commutative. Set A′′ = lim−→A
′′
k. Let T
′′ be the corresponding triple sequence. We have
A′′ = A(T ′′,A). By construction, A′′ ∼= A′. Moreover, by the above arguments (the proof
of necessity) T ′′ is symmetric and the conditions (A1), (A2) and (A3) (for T
′ and T ′′) hold.
Since the same is true for the pair T , T ′, we conclude that the pair T , T ′′ also satisfies these
conditions. Indeed, (A1) trivially holds. Further, since Π(S
′)
Q
∼ Π(S ′′) and Π(S)
Q
∼ Π(S ′), we
have Π(S)
Q
∼ Π(S ′′). Finally, if δ
′
δ′′
∈ Π(S
′)
Π(S′′) and
δ
δ′
∈ Π(S)Π(S′) , then
Π(S ′) =
δ′
δ′′
Π(S ′′) =
δ′
δ
Π(S),
so δ
δ′′
∈ Π(S)Π(S′′) . Consequently, by Theorem 4.1, A(T ,A)
∼= A(T ′′,A), i.e. A ∼= A′′. Therefore
A ∼= A′. The proof for the case A′ = A(T ′,S) is similar.
(ii). Let A(T ,O) ∼= A(T ′,S). Using Proposition 2.17 (ii), (iii), it is not difficult to con-
struct an algebra A(T ′′,A) ∼= A(T ,O) ∼= A(T ′,S). The claim now follows from Theorem 5.2 (i).
To prove the converse statement we construct A(T ′′,A) isomorphic to A(T ,O) and use Theo-
rem 5.2 (i).
(iii). By definition of A(T ,X), all the corresponding embeddings are representable. Thus
the claim follows from Proposition 2.19.
It remains to discuss the general parametrization. Let A be a locally involution simple
associative algebra over F of countable dimension. Then by Theorem 3.2, A is canonically
representable, i.e. A is the direct limit of a sequence (Ai)i∈N of subalgebras of the same type
X = A, O, or S such that all embeddings are canonical. Fix any such system of subalgebras.
This gives the triple sequence T = ((li, ri, zi))i∈N, the sequences of “sums” S = (li + ri)i∈N
and (for X = A only) “differences” C = (li − ri)i∈N. Now we can determine the density type
D=(D1), (D2) or (D3), the density index δ = δ(T ), supernatural number ΠS = Π(S), and (for
X = A only) the symmetry type S=(S1), (S2), (S3), or (S4), the symmetry index σ = σ(T ),
and supernatural number ΠC = Π(C). So one can associate with any algebra A a tuple
P(A) = (X,D,S, δ, σ,ΠS ,ΠC)
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where X,D,S describe a type of A; δ and σ are real numbers (0 ≤ δ, σ ≤ 1); ΠS and ΠC are
supernatural numbers. For X = S,O (and X = A with one-sided or symmetric T ) we use a
shorter list of invariants:
A 7→ (X,D, δ,ΠS ).
By Theorem 4.1, the tuples associated with two nonisomorphic algebras are distinct. The
question under what conditions A and A′ with tuples P(A) and P(A′) are isomorphic has been
resolved in Theorems 4.1 and 5.2.
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