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1. EINF~~HRUNG 
Erstmals beschdftigten sich Birkhoff und Garabedian [I] mit der Kon- 
struktion von glatten Interpolationsfunktionen iiber einem nichtrechteckigem 
Gitter. Das Problem der Berechnung von Splinefunktionen tiber einem Polar- 
gitter behandelte Chi [2]. Er versuchte iiber dem Polargitter. 
mit dem Ansatz 
eine glatte Funktion zu konstruieren. Im 2. Abschnitt wird gezeigt, daR 
dieser Versuch nicht zum Ziel fiihrt, da aus dem Ansatz (1) die Unstetigkeit 
von v fur 9 = vi und rj < r < rj+l folgt. Im 3. Abschnitt wird bewiesen, 
da13 man mit dem Ansatz 
k=O 
Z=O 
fur xi < x < xill ,yj .< y < yj,.l , f E C2([xl , x,]) 
und g E CYbl , ~ml) (2) 
eine interpolierende F&he mit u E Cz([xl , x,] x [ y1 , ym]) iiber einem 
Rechteckgitter x1 < x2 < ... < x, , y1 < yz < ... < y, konstruieren kann, 
in dem alle Nullstellen von (dfldx)( x in [x1 , x,] bzw. alle Nullstellen von ) 
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(d,/&)(y) in [ yi, y,,,] vorkommen miissen. lm 4. Abschnitt wird eine 
Verbesserung des Ansatzes (1) iiber einem Polargitter untersucht. Es ist der 
Ansatz (2) mit x = q, y z-1 r, f(q) = cos v, g(r) = r, d.h. 
wobei U(x, y) = zr(v(x, JJ), Y(X, y)) iiber dem gesamten Kreisgebiet zweimal 
und nur im Nullpunkt einmal stetig differenzierbar ist. Ein Nachteil dieses 
Ansatzes ist, bei dem durch die Einfiihrung des cos eine einmal stetige 
Differenzierbarkeit im Nullpunkt erreicht wird, dal3 fiir diese interpolierende 
Flache immer (Z/ay)(x, 0) = 0 ist. 
Als Ergibnis der Suche nach einer glatten, allgemein konstruierbaren 
Interpolationsfunktion tiber einem Polargitter wird im 5. Abschnitt der 
folgende modifizierte Splinefunktionenansatz dargelegt. 
llfg7. r) = (I - h(r))(w,, + rU(Y)) + h(r) 5 aij?4(~ - d”(r - rj>“, (3) 
I;=0 
l&O 
wobei h E C2([r, , T,,J) mit 
(4 h(r) = 1;: r = r1 , r > r2, 
(b) f (rJ = $ (r2) = $ (rl) = $ (r2) = 0 
und U(q) = c cos p t d sin 9). 
2. SPLINES VON c. CHI EMBER EINEM POLARGITTER 
Sei G,, das folgende Polargitter 
Ferner sei 
Chi [2] ftihrte iiber G,, die Funktion (1) fiir (y, r) E F$” ein und behauptete, 
SPLINE~ CJBER EINEM POLARGITTER 191 
da13 sie glatt sei. Aus diesem Ansatz folgt aber, da13 entlang der Grenzlinie, 
zwischen Fim_T und FE’, d.h. fiir y = 9)i , rj < r < rj+l , immer 
gelten mu& da das Koordinatensystem so gedreht werden sollte, da8 in 
F;r vi = 0 ist. Die Gl erc . h ung (4) ftihrt bei Erftillung zur Forderung 
1% ai-ljkL(qi - FiJi: rk = UfjOl ) I = O(1) 3, rj < r < rj+l 
und hieraus wiirde eine Uberbestimmung der Splinekoeffizienten aijkl folgen. 
Bei Nichterfiillung von (4) fi.ihrt dieses zu einer Unstetigkeit von II entlang 
p = vi , rj < r < rj+l . Diese Unstetigkeit resultiert aus der Verkniipfung 
der Argumente qr im Ansatz (1). 
3. VERALLGEMEINERTE SPLINES UBER EINEM RECHTECKGITTER 
Fiir j-6 C2([x, , x,]) sei IV,” die Menge aller Nullstellen von (&/dx)(x) 
in [x1 ., x,]: 
N,” =z < x 5: y A x(x) = Oi I-.- 1-n dx ! 
mit c(.f) = card(N,“). 
Die Ellemente von N,” seien streng monoton steigend angeordnet: 
Nf” = k, , xi, ,‘.., Xic,J mit xi, < xi, < ... < xi <(iI 
und i, < i2 < -.* < iccr) . 
Sei GF = (x1, x2 ,..., x,} eine Unterteilung von [x1 , x,] in IZ - 1 Teil- 
intervalle mit x1 < x, < **a < x, derart, dalj mindestens die Nullstellen 
van hWx)(4 (x E [x1 , x,]) in Gf, vorkommen: 
NzCGf” f 72. 
Durch Gzm wird das folgende Rechteckgitter definiert: 
G’,“, = Gf,” x G;:‘. 
Ferner gelte fiir k = O(1) c(f), I = O(1) c( g): 
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THEOREM 1. Gegeben sei ein Rechteckgitter Cz,, mit f‘~ P([s, ) xJ, 
c(f) ( co, 
g c W[ Y:, ?.,d Ulld c(g) -I x, 
u(x, y) durch (2) in Ft.“fiir i -~= l(1) II - I,j z l(1) M - 1, 
tm Werte zlij in den Gitterpunkten von G:,:,, , 
2m Werte pij =- (au/i.u)(xi , yJfiir i = 1, I?, j = l(1) lt2 
mit pij = 0, falls i = i, = 1 oder i = i,(,, = II, 
2n Werte qij = (8U/?y)(x, , yj)fik i = l(1) H,j = 1, HI 
mit qij =-= 0, falls j = j, = 1 oder j = J&) = m, 
4 Werte rij = (&4/~x ily)(xi , yJfiir i = 1, n, j = 1, m 
mit rij = 0,falls i = il ~z 1, i == iecr) == n,j = j, = 1, j = jctO) = m. 
Dann existiert ein u(x, y) mit 
(a> f.4 EC*([x, -4 x b1 , .bA 
(b) u(.x~ ,JJ~) :- uijfiir i = l(l)n,j = l(l)nz, 
(c) (&4jt?x)(x,, yJ = pij fiir i = 1, n, j = l(1) m, 
(d) (8u/?y)(sl , yj) = qij fiir i = l(1) n, j = 1, m, 
(e) (@u/%.u i3y)(xi, yj) = rzj fiir i = 1, n, j = 1, m. 
Beweis. In R;; mit 0 < k :,< c(f) und 0 .< I L< c(g) werden folgende 
Substitutionen eingeftirt: 
,Y(x) = Sff(.Y) y-= .f(x)l, jx y) = s, g( .Y> = ! g( .r>l 
mit .yr - sign(.f(x,,,.,) ~~ f(-YJ) und s, = sign(d~jI+J - g(Y7J). 
Da f(x) in [xi, , xihtl] und g(y) in [yj, , yi,,-,] streng monoton wachsen oder 
fallen, sind sie dort such umkehrbar. 
x = p&i), y = g-y.7, j) 
Fiir u(x, y) folgt 
46 Y> = 4-‘@A g-Y%? 9) 
== t b&x - xi)“( y - yj)” = z(X, j) 
k=U 
2=0 
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In Rz; konnte u(x, JJ) also auf eine bikubische Splinefunktion ~(2, j7) zurtick- 
geftihrt werden. In [3] wurde gezeigt, da13 z E Cz([Xi, , Zi,+,l x [ uj, , Jj,+l]) 
mit 
Z(Xi , j&) = uij fur i = ili( 1) ik+r , j = j,(l) jr,, gilt. 
Die vorzugebenden partiellen Ableitungen am Rand von Ri{ zur Konstruk- 
tion von z werden wie folgt gewahlt: 
. . . 
1 = lk > lk+l 3 j = j,(l)j,+, : g.3, , Yj) = 0, falls xi E N,” 
= (d&&J ’ 
(54 
sonst; 
i= ik(l)ik+r, j=j,,j,+,:- ;; (Xi , yj) = 0, falls yj E N,” 
4i.i (5b) 
(dY/dv)( YJ ’ 
sonst; 
i = ik , ik+l, j = jz ,A+1 &~&) = 0, falls xi E N,” oder yj E N,” 
(54 
= (dF,dx)(x7y(dp,dy)( y;) ’ sonst. 
Da w E C2([xi, , xib+J) und J E C2([yjl , vq,+,]) gilt, ist u(x, JJ) = Z(Z, j) 
ebenfalls ein Element aus C2(R$:) mit den Ergenschaften (b), (c), (d) und (e). 
Urn (II) tiber dem gesamten Definitionsbereich zu beweisen, mu13 u entlang 
der Grenzlinie zwischen den einzelnen R$ betrachtet werden. 
Aus Symmetriegriinden wird u nur zwischen Ri’d,, und Rzy untersucht. Sei 
i = ik und j, < j < j,,, . Dann gilt 
(wobei uii(x, y) die Einschrankung von u(x, JJ) in FE’ ist) denn die vorzu- 
gebenden Werte uii (j = jr(l)jl+J mit den Ableitungen (&@y)(Zi , yj) 
(j = jr , jr+3 fur die eindimensionalen Splinefunktionen zi-,&& , 7) und 
zii(Zi , j?) sind identisch. 
Ferner gilt 
&l az dX a224 -=-- a2z dx dji 
ax ax dx ' 
-=- 
ax a~ ax aj dx dy ’ 
a2u a2z dx 2 
axz = @ d.x t-1 
, az d2X 
' ax dx2 
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und hieraus folgt 
dX 
wegen z (xi) = 0 und 
wobei die letzte Gleichung eine Folgerung aus (5a) und (5~) ist. Damit ist 
(a) und das Theorem 1 bewiesen. 
4. COSINUSSPLINES UBER EINEM POLARGITTER 
Es sei K,(a) = ((x, y) 1 x 2 $- y2 < a”} ein Kreisgebiet mit dem Radius 
a und R,(a) = {(x, y) 1 0 < x2 t y2 < a) ein Kreisgebiet ohne Nullpunkt. 
THEOREM 2. Gegeben sei ein Polargitter G& mitf(p) = cos y, g(r) = Y, 
cp1 = r1 = 0 und lpn = 27r 
~(9, r) durch (2) in F;* fur i = l(1) n - 1, j = l(1)m - 1, nm Werte uij 
in den Gitterpunkten von G& mit 
Uil = %l fiir i = 2(l) n und uli = uni fiir j = 2(l) m, 
2m Werte pij = :i (q7,i , rJ =-: 0 fur i = I, II, j = l(1) nr, 
17 Werte qinL = g ((pi 2 r?n> fur i = l(1)n mit qlm == qnm, 
au 
n Werte qiI = av (pi, 0) = c cos vi fur i = l(1) n, 
wobei c eine beliebige reelle Zahl ist, 
4 Werte rij = fur i= l,n,j= 1,m. 
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Dann existiert ein u(y, r) mit 
(4 zX5 Y> = U(Y(X, Y), r(x, Y>> E CIVWmN n C2K(rm))9 
(b)l (&/ax)(O, 0) = c, (&@y)(O, 0) = 0, 
(c) u(yi, rJ = uij fur i = l(1) n,j = l(1) m, 
(d) (au/&)(yi , r,) = qinz fur i = l(1) n, 
(e) (&f/Lk)(y, 0) = c cos y. 
Beweis. Da alle Bedingungen des Theorem 1 erftillt sind, folgt sofort 
(c) und (d) mit u E C2([0, 27r] x [0, rm]). Weil such y E C2(R,(r,)) und 
r E C2(Ke(rm)) ist, gilt US C2(Ke(rz)), denn fur die Grenzlinie {(x, 0) ] 
0 < x < r,} kann Folgendes gezeigt werden: 
i&(x, 0) = ulj(O, x) = u,-~~(~T, x) = U,-lj(x, 0), wegen 
uIj = unj fur j = l(1) m mit qll = qnl und qlm = qnm ,
Z!$ (x, 0) = 2 (0, x) zg (x, 0) + $ (0, x) $ (x, 0) = 0, 
,. 
wegen 2 (x, 0) = 0 und 3 
3Y 
ay (0,x) = 0, wobei die letzte 
Gleichung eine Folgerung aus plj = 0 fur j = l(1) m mit 
rll = rim = 0 ist, 
analog beweist man (&,-,Jay)(x, 0) = 0, 
gg (x, 0) = * (x, 0) und g! (x, 0) = E!!$ (x, 0). 
Bleibt noch, urn (a) zu beweisen, U im Nullpunkt zu betrachten. Aus den 
gegebenen Werten uil = uI1 fur i = 2(l) n mit pI1 = pnI = 0 zur Berechnung 
von u(y, 0) = Cz=, ailkO(cos v - cos &” folgt, da13 u(y, 0) = uI1 gilt mit 
%oo = Ull , %lO = ai120 = ai130 = 0. 
Ebenfalls folgt aus den Werten qil = c cos qi fur i = l(1) n mit rll = ml = 0 
fi.ir (&dj&)(p 0): 
g (y, 0) = i Uilkl(COS y - cos p)Jk = c cos y 
I;=0 
mit aiIoI = c cos qi , aill = c, ai121 = UilZ1 = 0. 
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(Damit ist gleichzeitig (e) bewiesen.) Mit diesen in Fz’ bestimmten Koeffi- 
zienten erhalt man fur 
die folgende Darstellung 
qx, y) = 2411 - cx + b,X2 + b,X3 t- b3y2 + b,xy2 + bsxr 
+ b,x2r + b,y2r f b8(x3/r). 
Man erhalt hieraus sofort 
$p(X,Y) = Ull I $5 (au/ax)(x, y) = c, pn$ @i+y)(x, y) = 0. 
Damit sind (a), (b) und das Theorem bewiesen. 
Bemerkung 1. Durch die Wahl vonf(F) = cos q~ konnte erreicht werden, 
da13 C(x, y) = u(q$x, y), r(x, y)) im Nullpunkt einmal stetig differenzierbar 
wit-d. Der Nachteil dieses Ansatzes ist, daB 
g (x, 0) = 0 fur -r,,, < .Y :< rTn gilt, denn es ist 
NE,, = iv+, 1 qiz > qiJ = (0, r, 274, 
(mit k = 1 fur 0 < x < r, und k = 2 fiir -r, < x < 0) wegen 
(&/ay)(x, 0) = 0 und 
au&j fur k = 1,2 nach Theorem 1. 
5. MODIFIZIERTE SPLINES L?BER EINEM POLARGITTER 
Sei durch K,(a) die folgende Menge definiert 
K,(u) = {(v, r) / 0 < y < 27r A 0 < r < a}. 
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Ferner sei durch s(q~, r) eine bikubische Splinefunktion fiber KJrJ bezeichnet 
mit 
s(y, r) = sii(q’, r) = i ai&9 - vJ”(r - ri)” 
k=O 
l=O 
fiir (cp, r) E FE!. 
THEOREM 3. Gegeben sei ein Polargitter G,,, , ~(9, r) durch (3) in Fr 
fiir i == l(1)n - I,j = l(l)m - 1, 
nm Werte Wij in den Gitterpunkten van G,, , wobei 
wil = wll fiir i = 2(l) n und wnj = wlj fiir j = 2(l) m, 
II Werte qim = $(F~, rm)fiir i = l(1) n mit qlm = qnm , 
zjr’ei reelle Zahlen c und A, 
/7(r) == -$-r5 - s-r4 + $- r3, Jblls rl ,< r < r2 
5 1, ,falls r > r2 . 
Dann existiert ein w(q~‘, r) mit 
(a> w E C2UWm)), 
(b) ~(9~) rj) = wijfiir i = l(1) n,j = l(1) m, 
(c) (aw/8r)(yi , rm) = qim fiir i = l(1) n, 
(d) W(X, y) = w(q(x, y), r(x, y)) ist aus C?(K,(r,)) mit 
z (0,O) = c, g (0,O) =d, 
g 640) = $ (0, 0) = gg (($0) = 0. 
Beweis. In [3] wurde gezeigt, da0 s E C2(K,(r,)) ist. Da h(r) = 1 fiir 
r 3 r2 und w(v’, 0) = wI1 folgt aus [3] sofort (b) und (c). Urn (a) zu beweisen, 
ist n0c.h die Stetigkeit von w entlang 
bzw. 
((vi, r) 1 2 < i < n - 1 h rl G r < r,> 
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zu priifen. Fur den letzten Fall sind die Stetigkeiten von 
gesichert, da 
intervallunabhangig ist. Fur den ersten Fall gilt: 
wobei vi < q < vi+l ist. Analog beweist man die Stetigkeiten von 
Damit ist such (a) bewiesen. Urn nun noch (d) zu zeigen, mu13 W(x, y) r= 
w(q(x, y), r(x, y)) entlang der Geraden 
und insbesondere im Nullpunkt betrachtet werden. Durch die Verwendung 
der eindimensionalen 2rr-periodischen Splineinterpolation in q-Richtung 
zur Gewinnung der partiellen Ableitungen 
pii = * (yi , rj) 
2Y 
bzw. 
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durch die jeweiligen 12 Punkte (vi, ri) (i = l(1) n, wnj = W,j), d.h. durch 
LGsung der Gleichungssysteme 
A Fi+l Pij + 2(4 yi + d q’i+l) Pi+li + d (Pi Pi+Zj 
bzw. 
dvi+lrij + Wv-3 + d9)i+A ri+lj + dp)iri+2j 
=3 Lpjq,,++ 
( d”,. ‘1 4h+1,), 
i = O(1) n - 2 
% 
mit qij = -$ (Fi , rj), dgij = qi+Ij - qii , 
rni = rlj , roi = rnplj , 
fi.ir j == l(1) m ist gewghrleistet, da13 
gilt. Hieraus folgt aber sofort die Stetigkeit von 
gg$ (x3 Y> entlang ((x, 0) I 0 < x < r& fiir k + I < 2. 
Bleibt noch die Stetigkeit von W(x, y) im Nullpunkt zu zeigen. Es gilt 
W(x, Y> = 454x, Y>, r(x, Y)) = (1 - W-Mwll + cx + &I + W-1 sdy, r> 
und hieraus folgt 
Ferner ist 
iii? qx, y) = WI1 .
g(X,Y)= -$&(Wl~+c.\.+&)+(l -h(r))C+z$%j(p?,r) 




Analog beweist man (&G/+)(0, 0) = d bzw. 
g (0,O) = g (0,O) = -&go, 0) = 0. 
‘, 
Damit ist (d) und das Theorem 3 bewiesen. 
Bemerkung 2. Das oben eingefiihrte h(r) hat die Aufgabe, die Ebene 
(wII + cn + dy) im Nullpunkt einzublenden, urn die zweimalige stetige 
Differenzierbarkeit von W(x, y) = w(y~(x, y), r(x, y)) im Nullpunkt zu 
erreichen. Das h(r) mit den in (3) gestellten Forderungen ist nicht eindeutig 
bestimmt. Urn keine unerwiinschten Schwingungen zwischen r1 und Y, fiir 
~(9, r) zu erhalten, ist es ratsam h(r) als eine in [rl , r?] streng monoton 
steigende Funktion, wie etwa im Theorem 3, zu wahlen. 
Bemerkung 3. Im Beweis des Theorem 3 wurde die Wahl der vorzu- 
gebenden Ableitungen (2sil/?rj(~i , 0) offengelassen, da sie keinen 
Bedingungen in Bezug auf die Behauptung unterliegen. Urn eine mijglichst 
gutte Interpolation in der Nahe des Nullpunktes zu erhalten, wird empfohlen 
qil = c cos cpi + dsin qi zu setzen. 
Bemerkung 4. Eine Mijglichkeit zur Bestimmung der vorzugebenden 
Anstiege 
m- 
c = $ (0,O) 
?- 
und d = g (0,O) 
ware die Anwendung der Methode der kleinsten Quadrate zur Losung von 
n-1 
zI (~3~~ - rz(c cos 9i + d sin (ri) - e)” -+ min. 
Die Algorithmen zur Berechnung von u(q, r) und ~(9, r) wurden mit Hilfe 
eines Algolprogramms erfolgreich auf ihre Funktionalitat getestet. 
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