Abstract-This study demonstrates that robots can achieve socially acceptable interactions using loosely synchronized head gaze-speech acts. Prior approaches use tightly synchronized head gaze-speech, which requires significant human effort and time to manually annotate synchronization events in advance, restricts interactive dialog, or requires that the operator acts as a puppeteer. This paper describes how autonomous synchronization of head gaze can be achieved by exploiting affordances in the sentence structure and time delays. A 93-participant user study was conducted in a simulated disaster site. The rescue robot "Survivor Buddy" generated head gaze for a victim management scenario using a 911 dialog. The study used pre-and postinteraction questionnaires to compare the social acceptance level of loosely synchronized head gaze-speech against tightly synchronized head gaze-speech (manual annotation) and no head gaze-speech conditions. The results indicated that for attributes of Self-Assessment Manikin, i.e., Arousal, Robot Likeability, Human-Like Behavior, Understanding Robot Behavior, Gaze-Speech Synchronization, Looking at Objects at Appropriate Times, and Natural Movement, the loosely synchronized head gaze-speech is similar to tightly synchronized head gaze-speech and preferred to the no head gaze-speech case. This study contributes to a fundamental understanding of the role of social head gaze in social acceptance for human-machine interaction, how social gaze can be produced, and promotes practical implementation in social robots.
require synchronization because communication occurs across two different but highly interdependent channels: head gaze and speech. While engaging in a verbal conversation with a human, the robot generates fixate and avert gaze acts that are tightly synchronized with speech to facilitate turn taking. If the topic of the discussion is an object in the environment, the robot uses referential gaze to fixate toward the object 800 ms to 1 s, before it utters the object's name. The tight synchronization between head gaze and speech (TSHG-S) has been well modeled in the human-human literature [23] [24] [25] [26] and ensures high-quality communication between humans. However, social robots using models for turn taking in conversations [23] , [24] and referential gaze for looking at objects in the environment [25] , [26] suffer from three limitations. First, TSHG-S requires manual annotation and semantic content understanding. This requires significant human effort and time. Second, if the robot uses a preset library to select appropriate head gaze behaviors, the head gaze cannot be generated in open-ended interactive scenarios. This is problematic when the social robot's verbal responses cannot be anticipated a priori. Third, tight synchronization of gaze and speech that mimics human gaze may not be feasible due to limitations of the robot. These might include the absence of a high degree of motor control, flexibility of joint movements, and/or velocity limits. This paper examines the use of what is known as affordances to generate socially acceptable head gaze acts loosely synchronized with real-time synthetic speech (LSHG-S) for humanrobot interaction. In behavioral robotics, affordances are conditions or objects that are directly perceivable without any memory, inference, or interpretation [27] . Social acceptance is a measure of how well the robot performs across three categories of measures: Participants' Positive Affective State, Participants' Perception of the Robot, and Consistency and Appropriateness of the Robot's Head Movements. The occurrence of turn events and semantics in dialog that activate head gaze acts can be substituted with affordances from the sentence structure of dialog and time delays. These affordances are computationally trivial, support autonomous generation, are independent of semantics, and are useful for interactive open-ended conversations. If a robot is an autonomous agent and can generate dialog, the sentence structure and time delays will be transparently available to the robot, and the proposed method can be used. In the case of a teleoperated robot [28] , [29] or wizard of oz experiment [30] , the proposed method can be utilized if the robot operator can provide the dialog, from which the sentence structure and time delays can be determined. There are two potential problems with using LSHG-S. First, the loosely synchronized gaze acts may not precisely match the dialog presented, because there is no semantic understanding in the proposed approach. The lag between the robot's speech and gaze acts may annoy or confuse the human. Second, a social robot that interacts with a human in a realistic scenario will possibly use all five functions of head gaze. The change in synchronization for two functions such as engaging in a verbal conversation and referential gaze may impact the human's perception of the robot's overall head gaze during the interaction. Therefore, a study was conducted with the "Survivor Buddy" rescue robot (see Fig. 1 ) to determine whether LSHG-S is socially acceptable for human-robot interaction.
The scope of this study is limited to the investigation of head gaze generation in human-robot interaction, focusing on gazespeech synchronization, and does not include generation of arm or manipulator gestures, such as pointing.
This paper is organized as follows. Section II provides a summary of related work. Section III describes the approach for the development of LSHG-S. Section IV discusses the implementation of LSHG-S, using affordances and production rules on the Survivor Buddy robot. Section V describes the methods of the human participant study. Section VI presents the data analysis and results from pre-and postinteraction questionnaires that demonstrate the social acceptance of LSHG-S. Section VII presents an interpretation of the results, discusses the factors that might influence the naturalness of head gaze-speech synchronization, and the limitations of the user study. Section VIII concludes that LSHG-S is adequate for human-robot interaction and ends with a short summary of the contributions of the study.
II. RELATED WORK
Historically, social head gaze for engaging in a verbal conversation or referential gaze occurs across two different but highly interdependent channels: head gaze and speech. For example, in everyday face-to-face conversation, humans routinely use head gaze acts like fixate and avert in coordination with their speech. The remaining three functions: looking interested in humans, exhibiting aliveness, and showing various mental states do not use the speech channel, and hence, studies focusing on these functions are not considered in this review. Fourteen studies have been conducted on the topic to date [5] [6] [7] [8] [9] , [11] , [13] [14] [15] [16] [17] , [19] , [21] , [22] . The criteria for examination of each study are type of synchronization, synchronization method, type of speech, head gaze generation mechanism, and the human-human interaction model(s) used (see Table I ). Turn Taking [23] , [24] , Referential Gaze [25] , [26] Each of the 14 studies [5] [6] [7] [8] [9] , [11] , [13] [14] [15] [16] [17] , [19] , [21] , [22] use TSHG-S. This method is precise and implements models of human-human interaction for conversational turn taking [23] , [24] , [31] and referential head gaze [25] , [26] , or relies on a human-human interaction experiment conducted specifically for determining the synchronization event [11] , [17] , [19] . TSHG-S has been shown to have many benefits for humans, such as increased task performance [6] , [7] , [11] , [19] , increased engagement [5] , [6] , [13] , [19] , improved understandability [6] , [13] , improved likeability [7] , [11] , [19] , and increased positive feelings [6] , [34] . However, to date, the use of LSHG-S has not been investigated.
Manual annotation is the most popular method for tightly synchronizing head gaze with speech. There are six different synchronization events discussed in the literature relating to manual annotation. The first three consist of turn events: Start of Turn [7] [8] [9] , [13] , [14] , [16] , [18] , Middle of Turn [7] , [18] , and End of Turn [7] [8] [9] , [13] , [14] , [18] . The last three include linguistic events: First Word in Rheme [7] , [18] , First Word in Theme [7] , [18] , and Utterance of Object [14] , [15] , [21] , [22] . The theme specifies the topic of a sentence, i.e., what the sentence is all about, while the rheme specifies what is new or interesting about the topic [35] . A person identifies and marks the synchronization events in prerecorded audio files containing dialog [5] , [7] [8] [9] , [11] , [13] [14] [15] , [17] , [19] , [21] , [22] or text used to generate synthetic speech [6] , [13] . Manual annotation requires significant human time and effort. It requires that the robot head gaze behaviors be prescripted [19] , [21] , [22] , or selected from a preset library of one-directional sentences and phrases using production rules [5] [6] [7] [8] [9] , [11] , [13] [14] [15] , [17] . The use of prerecorded audio limits the interactivity of the dialog to the extent of the preset library; therefore, the robot is not able to adapt its dialog to the needs of the current interaction. Synthetic speech is advantageous for interactive conversations because speech can be generated in real time based on a textual input, and the robot can adapt to situations through the generation of dynamic dialog. However, without any methods that support autonomous annotation, the original limitations on interactivity still persist.
The only research that uses autonomous head gaze for conversation is by Matsusaka et al. [16] , which models conversational strategy for robot participation in a group conversation. However, of the three possible turn events in conversations (Start of Turn, Middle of Turn, and End of Turn), this study only identifies autonomously the start of a turn. The implementation does not use any linguistic events and has not been validated in an experiment.
Findings from Kirchhof & Ruiter [36] suggest that gesture comprehension is temporally and semantically more flexible than gesture production in humans, and that a higher tolerance exists for modeling gestures in robots. The implementations of social head gaze are still at the manual Wizard-of-Oz stage, and no work has considered formal methods that transfer findings to support autonomous implementations. This paper examines the effect of LSHG-S, using close approximations of turn and linguistic events from humanhuman interaction models, to determine if it is adequate for human-robot interaction.
III. APPROACH
The approach toward the development of LSHG-S requires two steps: 1) the substitution of affordances for linguistic and internal contexts of head gaze, and 2) the use of production rules to map affordances onto gaze acts. Affordances are popular with behavioral roboticists, because they simplify computation [27] . For example, during a human-human conversation, a person always averts his or her gaze at the beginning of a turn, and at the start of the "theme" [18] . The limitation of using "theme" and "rheme" is that they are subjective and vary with sentences. A word that is at the beginning of the "rheme" in one sentence, need not mark the beginning of the "rheme" in another sentence. However, in straightforward simple sentences, the theme is at the beginning of the sentence, and the rheme is at the end [35] . Thus, punctuation (! ?, and carriage return at the end of a paragraph) in text-to-speech or inflection in voice recognition are approximations of the location of the "theme" or "rheme" and act as affordances. The advantages of using these affordances over the "theme" or "rheme" are that they are unique, can be easily computed, and support autonomous annotation.
Production rules are IF-THEN statements; if an affordance is perceived, the gaze act is called. Using production rules, a text sentence can be parsed, and the head gaze act(s) generated as the text is converted to speech. The production rules directly correspond to the five functions of head gaze, and a single head gaze function may be comprised of one or more production rules. The production rules are specific to the affordances observed, the gaze acts that are implemented, and the mechanical properties of the robot.
The proposed approach for the realization of head gaze through the use of affordances and production rules does not require manual annotation.
It enables interactive open-ended conversations and can be tailored to the limitations of specific robots and applications.
IV. IMPLEMENTATION
The proposed method for loosely synchronizing head gaze with real-time synthetic speech was implemented on an affective robot for victim management, named "Survivor Buddy." The mechanisms for executing head gaze acts, perceiving the affordances, and the production rules used to map affordances on to gaze act(s) are discussed in this section. The experiment conducted to evaluate this implementation is discussed in Section V.
A. Robot Platform
The proposed head gaze generation method was implemented on Survivor Buddy, an affective multimedia head mounted on an Inuktun Extreme-VGTV robot (see Figs. 1 and 3 ). Survivor Buddy has four degrees of freedom (DOF) and is capable of very agile movements [37] . Survivor Buddy's head is a 7-in touch screen monitor with a webcam and microphone manufactured by MIMO Monitors. The neck of the robot contains the speaker system.
The software implementation of the system is in C# and uses Microsoft text-to-speech with the Microsoft Anna voice. The implementation currently requires typed text and punctuation. This is available transparently to a robot that is operated autonomously or can be provided by the operator if it is tele-operated.
B. Head Gaze Acts
The robot used five head gaze acts: fixate, avert, concurrence, confusion, and scan. The gaze acts are robot-dependent, as each robot would have its own implementation of acts based on its DOF and motor characteristics. The Survivor Buddy robot moved with an average velocity of 33
• /s for all gaze acts. The implementation specifics of the gaze acts matched the known parameters used by earlier implementations of head gaze in the literature and are described below.
1) Fixate moves the robot's head to a position facing the human directly. Fixation occurs for an indefinite duration until another gaze act activates [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . [14] , [15] , [21] , [22] The Object Name Tag 2) Avert is a +/− 7
• simultaneous horizontal and vertical movement of the head, away from the fixation point. Aversion occurs for an indefinite duration until another gaze act activates [4] , [7] [8] [9] , [11] , [13] [14] [15] [16] [17] [18] .
3) Concurrence is a repetitive vertical head movement of +/− 10 • [6] , [13] . Concurrence occurs once every 3 s.
4) Confusion is a head roll of +/− 20
• . The head returns to the fixation point after 1 s [2] . 5) Scan is a fixation persisting between 0.77 and 1 s to a series of three random points in space [2] , [6] , [11] .
C. Affordances
The Table II ). Table II lists the eight social contexts in the literature for turn events, linguistic events, and internal states, that require semantic or speech understanding (column 1) and how this research substitutes an affordance of either sentence structure or time delay (column 2) for a linguistic or internal context, which produces a social head gaze act.
The first four affordances (rows 1-4) in Table II The rationale for the approximation is that in the English language, the theme occurs at the beginning of an independent clause or simple sentence, and rheme occurs toward the end of the independent clause or simple sentence [35] .
The next three affordances (rows 5-7) are approximations for the internal states of the robot. The affordance listed on row 5 approximates the internal state acknowledge by thresholding the time interval between the robot's responses to the human during dialog. If the Elapsed Listening Time > 6 s, the internal state of the robot is set to acknowledge. The affordance for the internal state aliveness from row 6 is a timeout based on the idleness of the robot. If the Elapsed Idle Time > 15 s, the internal state of the robot is set to aliveness. Since the existing literature does not provide guidance on specific values for back-channels and acknowledgements [6] , [13] , or aliveness [2] , a suitable timeout was estimated by the researchers to communicate the corresponding function of head gaze effectively.
The affordance listed in Row 7 is based on typing and used only when an operator is using the robot. This affordance approximates the internal state confused [2] of the robot by thresholding the number of deletes and retypes in a time interval t. If the Number of Deletes/Retypes by an Operator > 5 within a Time Interval t = 15 s, the internal state reflects confusion.
The affordance listed in Row 8 is a Object Name Tag inserted before an object name. This affordance approximates the gaze at an object in the environment from 800 ms to 1 s before Utterance of Object [14] , [15] , [21] , [22] to gaze at the object at the onset of Utterance of Object. The Object Name Tag can be inserted either manually when there is an operator present and typing a sentence or can be autonomously inserted by a reasoning system.
D. Production Rules
A total of nine production rules (see Table III ) identified by the reference architecture for social head gaze [34] , [38] were implemented on the Survivor Buddy robot to map the function on to the gaze act. Production rule 1 is used by the robot for Looking Interested in a human. The robot fixates toward the human to indicate attention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , [39] , [40] . Production Rules 2-6 are designed for engaging in a verbal conversation with the human. The robot uses rules of turn taking to fixate and avert from the human [4] , [7] [8] [9] , [11] , [13] [14] [15] , [17] , [18] . Exhibiting aliveness is implemented on the robot using production rule 7. The robot uses the scan gaze act to randomly look at different points in space, and to indicate it is alive and functioning properly [2] , [6] . Showing Various Mental State, such as confusion, is accomplished by production rule 8 [2] . Production Rule 9 is used to implement Referential Gaze, where the robot fixates toward an object in the environment when it utters the object name in speech [2] , [6] , [13] [14] [15] , [20] [21] [22] .
These nine production rules reflect the five functions of social head gaze and provide an exhaustive coverage of the social head gaze phenomena. The implementation of the production rules occur in parallel and use separate threads; therefore, multiple production rules may be active at any time t and need to be coordinated. Coordination ensures that synchronization occurs across two different channels-speech and gaze. It also ensures that the robot is sensitive to the current social function and conveys the appropriate meaning. Production rule coordination is accomplished in this implementation by allowing rules Engaging in a Verbal Conversation [4] , [7] [8] [9] , [16] , [11] , [13] , [17] , [18] IF The Object Name Tag, THEN Fixate toward the object in the environment 8 and 9 to run to completion without interruption. All other production rules (1-7) can be interrupted by the most recent production rule. Some of the gaze acts are probabilistic in nature (p = value) indicating the probability of activation of the gaze act. These production rules were identified from the literature (see Table III ) of head gaze in human-robot interaction and can be expanded if new studies identify new uses of head gaze.
E. Differences Between LSHG-S and TSHG-S Implementations
The differences between the LSHG-S and TSHG-S implementations were in the timing and occurrence of head gaze acts in coordination with speech. This is illustrated with an example from the script: "You have been found in an area of the collapsed building that suffered a lot of damage. Did you happen to see what cause the collapse?"
The activation of production rules for LSHG-S is as follows. The input from the script fills the buffer variable that interleaves both speech and head gaze. The affordance Initial word "You" activates production rule 2 and inserts the <Avert, 1> head gaze tag. Next, affordance After 75% of words between punctuations activates production rule 4 and inserts <Fixate, 0.70> after the word "suffered." An <Avert, .73> gaze tag is inserted when the affordance Word following a punctuation . is perceived, before the word "Did" as described by production rule 3. Using production rule 4, another middle of turn <Fixate, .7 > is inserted after the word "caused" when the affordance After 75% of words between punctuations . and ? is perceived. Finally, the affordance Carriage Return activates production rule 5 to insert a <Fixate, 1> to indicate the end of turn. The contents of the buffer variable at the end of the robot's current turn is shown in Fig. 2 . This passes through the Microsoft speech system, which converts the text-to-speech and triggers the head gaze act when it encounters a head gaze tag. The runtime for this implementation is O(n), where n is the length of the text that needs to be parsed.
The head gaze generation for TSHG-S uses the contexts from the literature, such as First Word in Theme, First Word in Rheme, etc. (see Table II ). These were identified by manual inspection using definitions described by Halliday [35] and marked with the corresponding head gaze acts on a prerecorded audio file (see Fig. 2 ). This same procedure was used in [7] and [18] . The Microsoft speech system triggers the head gaze act when it encounters a head gaze marker.
The timings for two head gaze acts-<Fixate, .7> and <Fixate, 1>-are different. In case of LSHG-S, <Fixate, .7> occurs after the word "suffered," whereas in TSHG-S, it occurs at the onset of the word "that." Similarly, the head gaze act <Fixate, 1> for LSHG-S occurs when a Carriage Return is perceived; however, for TSHG-S, that same <Fixate, 1> occurs at the onset of the word "see." Additionally, in the example described previously, LSHG-S had one extra <Fixate, .7> head gaze act after the word "caused."
V. METHODS
Three hypotheses concerning the impact of the LSHG-S were formed, and 23 measures were used to evaluate the overall social acceptance of the robot.
A. Experimental Design
A one-factor experiment was designed to evaluate three head gaze conditions: 1) LSHG-S; 2) TSHG-S; and 3) no head gazespeech (NHG-S).
The scenario was a simulated disaster scenario of a parking garage collapse (see Fig. 3 ), wherein Survivor Buddy, the rescue robot shown in Fig. 3 , has a dialog with a trapped victim based on 911 dispatch and triage protocols. This setup is an extension of [41] , which illustrated that an extreme setting heightens affective responses from participants. The environment was comprised of the trapped victim, prop concrete floors, columns with rebar, simulated glass pieces, and objects typically found in a parking garage, such as a fire extinguisher, license plate, parking level sign, and exit sign. The environment also had a full theatrical stage lighting system in order to provide optimum visibility without sacrificing a lifelike effect. The participant interacted with Survivor Buddy for approximately 15 min. As per the 911 dispatch protocol, the dialog focused on assessing the participant's physical health and gaining information about the location and nature of the event. The dialog ensured the activation of each of the nine production rules at least once (none of the previous studies reported a dialog that captured all nine production rules) with a total of 162 possible gaze acts.
The experiment utilized a priori sensor data for object locations, participant head locations, and internal state confused of the robot. A hidden operator ("wizard") [30] stepped through conversation turns using predefined sentences and phrases rather than real-time typing. This approach overcame limitations in existing state-of-the-art object and speech recognition systems and ensured repeatability and consistency across conditions. This led to the robot (via the hidden operator) controlling the direction of the conversation. In the LSHG-S condition, Survivor Buddy displayed gaze behaviors, using the proposed method for the generation of head gaze based on sentence structure and time delays. The TSHG-S condition displayed gaze behaviors based on the semantic content of the dialog, which was similar to gaze behaviors exhibited in human-human conversation. In the NHG-S condition, Survivor Buddy looked directly at the participant throughout the interaction, without displaying any head gaze acts, and used only speech to interact.
B. Hypotheses
Three hypotheses were tested in this experiment.
1) Hypothesis 1 (H1):
Participants who interact with a robot exhibiting the LSHG-S condition will evaluate their experiences more positively than participants who interact with a robot exhibiting the NHG-S condition.
2) Hypothesis 2 (H2):
Participants who interact with a robot exhibiting the LSHG-S condition will evaluate the robot more positively than participants who interact with a robot exhibiting the NHG-S condition.
3) Hypothesis 3 (H3):
The LSHG-S condition's improvements over the NHG-S condition will be comparable with those of the TSHG-S condition.
C. Participants
The participants included 53 males and 40 females within an age range of 18-67 (M = 32.38, SD = 14.84). People with diverse backgrounds like students, engineers, administrators, firefighters, technicians, and doctors participated in the experiment. The ethnic backgrounds of the participants consisted of 68.8% Caucasian, 7.5% Asian, 14% Hispanic, 3.2% African American, and 6.5% Middle Eastern. Of the 93 participants, 64 reported owning a pet, and eight reported owning a robot. The participants' familiarity with robots was low (M = 2.09, SD = 1.67, Md = 1, IQR = 1 on a scale of 1 to 7). Video gaming experience (number of hours per week) was low (M = 3.23, SD = 5.7, Md = 1, IQR = 4).
D. Procedure
The experiment was conducted in three phases: 1) participant check-in, consent, and preinteraction questionnaires; 2) interaction with the robot; and 3) postinteraction questionnaires and debriefing. Phase 2 is described in detail below. (Phases 1 and 3 are straightforward.)
In phase 2, the participants were asked to lay in a simulated confined space: a wooden structure (0.91 m × 0.91 m × 2.44 m). The participant covered themselves with a sleeping bag, and the lights illuminating the pathway to the wooden structure in the experiment site were turned OFF. The participants saw a brief dramatic video, which showed a first-person view of a parking garage collapse. The video ended with flashes of light, followed by lighting sufficient to see the robot. At this point in the experiment, the simulation of a collapsed parking structure disaster environment and the robot system were made visible to the participant (see Fig. 3 ). The Survivor Buddy robot system was at a distance of 1.22 m, within the participant's personal zone [40] , so as to increase the likelihood of social interaction. The screen displayed only a Survivor Buddy logo so that the only social cues were voice and head gaze acts. The interaction with the participant lasted approximately 15 min, and the robot followed a predefined script consisting of questions and simple directions. The robot could also repeat portions of the script upon request. The robot supervisor (hidden from view) would activate the text for the robot's turns in the dialog. The dialog initially followed the 911 dispatch protocol focusing on assessing the victim's physical health, gaining information about the location, and the nature of the event. Then, the dialog shifted to questions that assessed mental function. For example, "Paper is used commonly for writing. Can you name as many alternative uses as you can?" The interaction concluded with the participant being informed that rescuers had arrived, and Survivor Buddy's head closing to signify no further engagement.
E. Experimental Measures
The experiment used preinteraction and postinteraction questionnaires to evaluate the social acceptance of the robot. The preinteraction questionnaire consisted of nine attributes regarding the participant's age, occupation, gender, education level, prior robot experience, ethnicity, prior video gaming experience, robot ownership, and pet ownership. For this experiment, Summation of the the total number of alternate uses participants generated within 30 s for three items: "shoe," "sheet of paper," and "license plate" during the interaction.
Memory [44] Summation of the the total number of memorized items recalled by the participant during the interaction. The robot read off 20 different memory items ("vacuum," "cat," "doorknob," etc.) then the robot diverted the participants attention for 30 s. The robot then allowed 30 s for participants to state as many of the items as they could remember.
Person at Ease [45] Index of four items: "I was scared," "I felt stressed," "I felt frustrated," and "I felt trapped."
.71
SAM: Arousal [42] "How agitated/comforted did you feel about your interaction with the robot presented?" -Chance of Rescue [45] Index of three items: "I was confident the rescuers would find me," "I believed that rescuers were on their way," and "I felt optimistic."
.78
Participants' Perception of the Robot Robot Empathy [45] Index of five items: "kind," "sincere," "empathetic," "sympathetic," and "concerned about me."
.76
Robot Loyalty [45] Index of four items: "the robot's primary purpose was to help me," "the robot would only do things that were in my best interest," "the robot was more loyal to me than the rescuers," and "the robot was on my side."
Robot Integrity [45] Index of five items: "likeable," "trustworthy," "helpful," "honest," and "reliable."
.77
Robot Caring [45] Index of five items: "the robot liked me," "the robot saw the situation from my perspective," "the robot was concerned about me," "the robot was empathetic," and "the robot wanted me to be rescued."
.75
Robot Engagement [6] , [13] , [46] "The robot was engaging." -Robot Likeability [45] Index of five items: "I liked the robot," "the robot was friendly," "the robot made me feel relaxed," "I trusted the robot," and "the robot made me feel safe."
.87
Human-Like Behavior [7] "The robot behaved human-like." -Robot Intelligence [7] "Intelligent." -Robot Detachment [45] Index of three items: "humorless," "unemotional," and "cold." .53 (unreliable) Robot Confidence [45] Index of three items: "confident," "in control," and"masculine." .26 (unreliable) Robot Competence [45] Index of eight items: "committed to the task," "competent," "experienced," "informed," "intelligent," "qualified," "skilled," and"trained."
.84
Robot Unpleasantness [45] Index of seven items: "difficult to use," "dishonest," "incompetent," "rude," "unhelpful," "unkind," and "unpleasant."
.79
Robot Extraversion [45] Index of seven items: "outgoing," "extraverted," "vivacious," "jovial," "enthusiastic," "cheerful," and "perky."
Consistency and Appropriateness of the Robot's Head Movements
Understandability of Robot Behaviors [46] Index of three items: "I always knew what object the robot looked at," "I could easily tell which objects the robot looked at," and "I could understand the robot."
.86
Gaze-Speech Synchronization [46] "The robot synched its movements with what it was saying." -Looking at Objects at Appropriate Times [46] "The robot looked at the objects at appropriate times." -Natural Movement [7] , [46] "The robot movements were natural." -The unreliable measures were not analyzed further.
23 measures were used to assess the interaction. The postinteraction questionnaire consisted of 21 measures modeled after [7] , [40] , [45] , [46] , and two objective measures, Memory and Creativity, captured during the interaction. Creativity and Memory were measured as part of this study because research has demonstrated that these measures inversely correlate with stress [47] , [48] . Stress indicates arousal, which is a dimension of affect [49] . Two questions from the Self Assessment Manikin (SAM) [42] used a nine point Semantic Differential scale. The rest of the questions used a seven-point Likert scale, with one indicating strong disagreement or strongly negative, and seven indicating strong agreement or strongly positive. Measures with multiple items were checked for internal consistency using a Cronbach's Alpha statistic [50] (Cronbach's α > 0.70 is considered to be reliable). Several questions were reverse coded to prevent participants from uniformly selecting a single rating. To better understand and interpret the results from such a large set of measures, the measures were categorized into one of three groups-Participants' Positive Affective State, Participants' Perception of the Robot, and the Consistency and Appropriateness of the Robot's Head Movements as shown in Table IV . Table IV reports the list of items and their reliability with regard to the 23 measures used to evaluate the performance of LSHG-S.
VI. DATA ANALYSIS AND RESULTS
This section presents the details of the data analysis, resulting statistics, and evaluations of the proposed hypotheses. 
A. Data Analysis
The data analysis consisted of an univariate ANOVA for each reliable measure and a posthoc analysis using Tukey's HSD. There was homogeneity of variances for each of the measures, as assessed by Levene's Test of Homogeneity of Variance. The assumption of normality is met because the Central Limit Theorem [51] states that the sample means will be normally distributed for sample sizes greater than 30 (the sample size for the study was 93), even if the population is positively skewed, negatively skewed, or even binomial. In order to avoid Type I error, the Bonferroni correction [52] for multiple testing was applied. The corrected significance level after the Bonferroni correction [52] is p < 0.0024 (0.05/21).
An ANCOVA was performed to further account for other potential sources of variance like Gender, Age, Video Gaming Experience, Robot OwnerShip, Pet Ownership, Past Experience with Robots, and Ethnicity. Table V lists the main effects (column 2) from the ANOVA, Tukeys' posthoc results between the conditions (columns 3-5) for the seven significant measures (column 1), the mean, standard deviation, median, and interquartile range for each of the measures (columns [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and the Levene's Test of Homogeneity of Variance (column 18). The eta-squared (η 2 ) and Cohen's d effect sizes can be interpreted using the scale [53] shown in Table VI. Table VII summarizes the results for each hypothesis. 
B. Results for Social Acceptance
The when viewed holistically, give insight into the social acceptance of each head gaze generation method. To develop an intuitive understanding of the results, the means for each condition of the three categories of measures were represented on a radar plot. Fig. 4 illustrates the results with Bonferroni correction. The area under the radar plot (see Fig. 4 ) reflects a measure of overall social acceptance. Both LSHG-S and TSHG-S conditions have comparable areas with similar shapes suggesting that the LSHG-S condition engendered high levels of social acceptance similar to the TSHG-S condition. The TSHG-S and LSHG-S conditions have a larger area under the graph when compared with the NHG-S condition, suggesting that they achieved greater social acceptance than NHG-S.
C. Influence of Covariates on the Measured Attributes
Using an ANCOVA, the influence of Gender, Age, Video Gaming Experience, Robot Ownership, Pet Ownership, Past Experience with Robots, and Ethnicity on the 21 measured attributes was analyzed. 
VII. DISCUSSION
The results show that social robots can achieve adequate and appropriate head gaze-speech synchronization by exploiting affordances in the sentence structure of dialog and time delays.
A. Interpretation and Discussion of the Results
The results from this experiment revealed that LSHG-S was socially acceptable for human-robot interaction. LSHG-S performs at least, as well as the TSHG-S, when compared with NHG-S and is preferred to NHG-S for the following seven attributes: SAM: Arousal, Robot Likeability, Human-Like Behavior, Understanding Robot Behavior, Gaze-Speech Synchronization, Looking at Objects at Appropriate Times, and Natural Movement. The results for Consistency and Appropriateness of the Robot's Head Movements are particularly strong and suggest that head gaze behaviors generated by the robot were consistent, appropriate, and sensitive to the context. The results reinforce findings from Kirchhof & Ruiter [36] that gesture comprehension is temporally more flexible than gesture production, and participants tolerate loose synchronization of head gaze with speech.
These results are surprising because LSHG-S did not use semantic understanding to precisely match head gaze with dialog. The findings from this experiment suggests that 1) affordances in the sentence structure of dialog and time delays that were developed as a part of this research effort are adequate and acceptable for human-robot interaction, and 2) the LSHG-S is a more viable and practical method for the generation of head gaze than the commonly used TSHG-S.
While the overall results are significant for social robotics in general, it has strong applicability to eldercare and therapeutic robotics, in addition to the victim management application presented in this paper. A rescue operation might take up to 6-10 h after a victim is located [39] , during which it is psychologically helpful for the "victim" to perceive the robot to be social and following human interpersonal communication norms [40] .
B. Four Factors Relevant for User Perception of Speech-Gaze Synchronization
This paper identifies four factors that are important for user perception of speech-gaze synchronization, which could also explain why the LSHG-S condition performed well.
1) Gesture comprehension is temporally more flexible than gesture production: The gesture-speech synchrony might be a consequence of the production system, but may not be essential for comprehension [36] . If people were very sensitive to TSHG-S, then the results would have indicated that the participants would have a preference for the TSHG-S over LSHG-S, which was not the case. The semantic and temporal flexibility of head gaze production with robots requires further investigation. 2) Expectation of gaze in a semihumanoid robot: The expectations of gaze from a robot with a low degree of anthropomorphism and a more mechanical appearance may not be as high as those required for human interpersonal interactions. Survivor Buddy has a low degree of anthropomorphism, with a mechanical appearance. It does not have eyes, hands, or even the shape of a human head. We believe that even though Survivor Buddy has an intelligent conversation with the participants, they do not hold it to the same high standards required in human interpersonal communication, or even human-android communication. 3) Importance of synchronization at the start and end of turns is greater than at the middle of turns-Yamazaki et al. [9] discuss that timing is critical at the start and end of turns for conversation. Cassell et al. [18] emphasize the importance of middle of turn events for superior performance; however, the timing of these events has not been examined. The proposed method has precise synchronization at the start and end of turns; however, it approximates the semantic structure during the middle of turns to support autonomous generation. These approximations did not adversely impact the participants, and resulted in performance similar to that of TSHG-S. The timing of the middle of turn events may be of relatively low importance. 4) Absence of lips: Humans perceive speech-lip asynchrony as unnatural [54] , and prior work suggests that speech needs to be tightly synchronized with lips, but not with gestures [36] . In the experiment, the Survivor Buddy robot did not have lips. This could possible explain why the participants did not perceive LSHG-S to be unnatural, but instead found it to be equivalent to that of TSHG-S.
C. Limitations of the Experiment
The current implementation has four limitations, which present opportunities for future work.
1) Implementation used a priori sensor data: The robot did not have object recognition or speech recognition capabilities. This is because this research focused on the generation of appropriate head gaze behaviors, not recognition of objects or speech, which are challenging research areas in their own right. However, these limitations can be expected to be addressed in the future. 2) Limited to head gaze, no eye gaze: The implementation generated only head gaze acts and ignored eye gaze. However, the inference from the sentence structure and timing could readily extend to eye gaze, if the robot had mechanical or virtual eyes. Of the two body components, head gaze may be more immediately valuable as many robots do not have eyes capable of gaze. For example, robot animals often have fixed cameras or lights for eyes, and nonanthropomorphic robots do not have eyes at all. 3) Single domain validation: The experiment showed that gaze primitives validated in other domains (TSHG-S condition) had positive results for victim management, as shown by the high rating of the TSHG-S condition. Because the performance of the LSHG-S condition (which used approximations) was as good as the TSHG-S condition for victim management in a search and rescue domain, the expectation is that the results will transfer to other domains. The next step is to validate the system in the field using a very realistic setting. Validation of the system in other domains can be explored in future work. 4) Controlled conversational interaction: The conversational interaction was directed by the robot (using a hidden operator). This method was adopted because speech recognition tools are unreliable and affect the repeatability and consistency of the experiment across conditions. Future speech recognition systems will permit the participants to have a collaborative dynamic conversation with the robot.
VIII. CONCLUSION
This paper is the first to propose and evaluate the effects of LSHG-S for five functions: communicating attention, engaging in a verbal conversation, exhibiting aliveness, showing various mental states, and referential gaze to objects in the environment. LSHG-S was realized using eight novel affordances for turn taking and semantics from the sentence structure, time delays, and nine production rules. The proposed method was implemented on an affective robot for victim management and evaluated in a user study. The results from the experiment demonstrated high efficacy of LSHG-S in the key attributes of SAM: Arousal, Robot Likeability, Human-Like Behavior, Understanding Robot Behavior, Gaze-Speech Synchronization, Looking at Objects at Appropriate Times, and Natural Movement. Additionally, LSHG-S performs at least, as well as the TSHG-S, when compared with NHG-S for each of these seven measures. The overall results indicate that the affordances developed as a part of this research effort are adequate and socially acceptable for human-robot interaction.
The proposed method contributes three benefits for social robotics. First, it supports autonomous annotation of head gaze in text, that is independent of the semantics of the dialog. The method reduces the workload of researchers, as they are no longer required to tediously hand code every scenario, Wizardof-Oz style. Second, the robot can generate socially acceptable head gaze behaviors in real time for very open-ended interactive scenarios. These advantages are very important in situations where robot responses cannot be anticipated a priori (e.g., personal robots for eldercare). Third, the synchronization of head gaze with speech is flexible and promotes practical implementation in robots with lesser capabilities. In short, LSHG-S is efficient, effective, and flexible.
This research also contributes to the general understanding of human-robot interaction, in particular, addressing the question-where is less competence tolerable? as well as the practical implementation of the theory. The experiment raises two new research questions: What is the extent to which humans tolerate loose synchronization of head gaze and speech? and What factors affect expected synchronization of head gazespeech? For example, What role does people's (perceived) appearance of the robot have on head gaze-speech synchronization? Additional studies need to be conducted to address these questions.
