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vResumen
En este trabajo se exponen modelos estad´ısticos aplicados a la prediccio´n de lesiones
en futbolistas, mediante el uso de la tecnolog´ıa GPS para obtener los datos necesarios.
En el primer cap´ıtulo se introducen los conocimientos sobre las lesiones y sobre los dis-
positivos GPS y su utilidad para el registro de datos y la posterior interpretacio´n de los
mismos. Los tres cap´ıtulos posteriores se centran en tres modelos matema´ticos y sus co-
rrespondientes aplicaciones pra´cticas. En el segundo cap´ıtulo se lleva a cabo el Ana´lisis de
Componentes Principales, con el objetivo de reducir el nu´mero de variables a algunos fac-
tores significativos que se correlacionan con las lesiones. En el tercer cap´ıtulo se presenta
el ANOVA de Medidas Repetidas para estudiar el efecto de la mejora del equilibrio en la
reduccio´n del nu´mero de lesiones. Por u´ltimo, en el cap´ıtulo cuatro se trata el modelo de
Regresio´n de Cox para estudiar los factores de riesgo que afectan a lesiones en una parte
concreta del cuerpo: el muslo.
vi
Abstract
In this final project for graduation are developed some statistical models applied to injury
prevention in football players. These models use GPS technology in order to obtain the
necessary data. The first chapter introduces some knowledges about injuries and GPS de-
vices, which are useful for data recording and subsequent interpretation. The next three
chapters focuses on three mathematical models and their corresponding practical appli-
cations. In the second chapter the Principal Components Analysis is carried out with the
aim of reducing the number of variables to some significant factors that correlate with
injuries. The third chapter presents the ANOVA of Repeated Measures with the goal of
studying if the effect of equilibrium’s improvement helps to reduce the number of injuries.
Finally, chapter four deals with the Cox Regression model to study the risk factors that
affect injuries in a specific part of the body: the thigh.
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1. Introduccio´n
“Un hombre con ideas nuevas es un loco,
hasta que estas triunfan”
Marcelo Bielsa (1955-)
En este cap´ıtulo se tratan conceptos ba´sicos sobre las lesiones en futbolistas y sobre los
dispositivos GPS. Estos conocimientos son necesario para una mejor recogida de datos y
para una mejor interpretacio´n de los mismos, una vez aplicados los modelos estad´ısticos,
que se desarrollaran en posteriores cap´ıtulos.
1.1. Conceptos previos
En esta seccio´n se expondra´n algunos conceptos ba´sicos sobre las lesiones en el fu´tbol (ver
Fuller y cols. (2006))
Entrenamiento. Un entrenamiento se define como un conjunto de actividades f´ısicas,
tanto individuales como en equipo, bajo el control del entrenador y del cuerpo te´cnico,
que esta´n enfocadas a mantener o mejorar las habilidades o la condicio´n f´ısica de los fut-
bolistas.
El calentamiento pre-partido y la sesio´n de enfriamiento post-partido deben registrarse
como entrenamiento. Las charlas de motivacio´n del equipo, los debates sobre las ta´cticas,
y las sesiones con psico´logos deportivos, nutricionistas, y cualquier otro tipo que no re-
quieran de actividad f´ısica no deben registrarse como entrenamiento. Las actividades de
entrenamiento personal llevadas a cabo por los jugadores fuera del equipo y que no son
planificadas por el entrenador o el equipo te´cnico no deben ser registradas como entrena-
miento. Cualquier actividad que forma parte de la rehabilitacio´n de una lesio´n no debe
ser registrado como entrenamiento.
Partido. Un partido se define como un juego entre dos equipos de diferentes clubes.
Un partido entre dos equipos del mismo club debe ser considerada como un entrenamiento.
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Cualquier partido que forme parte de la rehabilitacio´n de una lesio´n no debe ser registrado
como partido.
Lesio´n. Definimos una lesio´n como cualquier dan˜o que sufre un jugador como consecuen-
cia de un partido o un entrenamiento, independientemente de la necesidad de atencio´n
me´dica requerida o el tiempo perdido en las futuras actividades futbol´ısticas.
La atencio´n me´dica se refiere a una evaluacio´n de la condicio´n me´dica de un jugador por
un me´dico cualificado. El hecho de que un jugador no pueda participar plenamente en el
entrenamiento o en futuros partidos es independiente de que la sesio´n de entrenamiento
tenga lugar el d´ıa despue´s de la lesio´n o de si el jugador ha sido seleccionado para jugar en
el siguiente partido. El te´rmino futuro se refiere a cualquier hora despue´s de la aparicio´n
de lesiones, incluyendo el d´ıa de la lesio´n. Es importante reconocer que la tolerancia de un
jugador al dolor puede crear diferencias en la incidencia de lesiones registradas en los estu-
dios. Si un jugador sufre mu´ltiples lesiones en un mismo evento, se debe registrar como un
lesionado con mu´ltiples diagno´sticos. Las lesiones que no esta´n relacionados con el fu´tbol
no deben registrarse en estos estudios. Los jugadores tambie´n pueden experimentar otros
problemas me´dicos, que pueden ser necesarios en estudios espec´ıficos para registrar estos
problemas. Sin embargo, su incidencia se debe informar por separado de la incidencia de
problemas f´ısicos.
Lesio´n recurrente. Definimos una lesio´n recurrente como una lesio´n del mismo tipo y
en el mismo sitio que una lesio´n previa y que ocurre despue´s de que un jugador regrese
a la pra´ctica de fu´tbol completa despue´s de dicha lesio´n previa. Una lesio´n recurrente se
clasifica segu´n el instante de aparicio´n en:
Recurrencia temprana: Si la lesio´n recurrente se da durante los dos meses pos-
teriores al regreso completo a la actividad futbol´ıstica.
Recurrencia tard´ıa: Si la lesio´n se produce entre los 2 y los 12 meses posteriores.
Recurrencia demorada: Si es despue´s de los 12 meses.
Es esencial adoptar el mismo tipo de registro para lesiones recurrentes que para otro tipo
de lesiones. Cuando las lesiones recurrentes se registran, se debe indicar el mu´sculo es-
pec´ıfico o ligamento donde se ha producido, en lugar de la ubicacio´n general de la lesio´n.
Las lesiones sufridas antes del inicio de un estudio tambie´n se deben considerar cuando se
identifica una lesio´n recurrente. Lesiones tales como contusiones, conmociones cerebrales
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y secuelas que resultan de una lesio´n anterior no deben registrarse como recurrentes.
Gravedad de la lesio´n. Definimos la gravedad de la lesio´n como el nu´mero de d´ıas
trascurridos desde la fecha en la que se produce la lesio´n hasta la fecha en la que el
jugador participa en los entrenamientos y esta´ en condiciones para disputar un partido.
El d´ıa en que se produce una lesio´n es el d´ıa cero y no se cuenta cuando se determina
la gravedad de la lesio´n. Por lo tanto, si un jugador no puede participar plenamente
en el d´ıa que se produce la lesio´n, pero esta´ disponible para la participacio´n completa
al d´ıa siguiente, el incidente debe ser registrado como una lesio´n de pe´rdida de tiempo
con una gravedad de cero d´ıas. Si un jugador lesionado deja un estudio o un estudio
termina antes de que la lesio´n de un jugador se haya resuelto, el me´dico responsable debe
estimar el nu´mero total de d´ıas que transcurrira´n antes de que el jugador regrese a la
participacio´n plena si el jugador hubiera permanecido en el estudio. Si un jugador se retira
de la actividad profesional, como consecuencia directa de una lesio´n sufrida durante un
estudio antes de regresar a la plena participacio´n, la lesio´n se debe informar por separado
como una “lesio´n que termina su carrera”.
1.1.1. Ejemplos de registro de lesiones segu´n su definicio´n
En los estudios se llevara´ a cabo un registro de las lesiones en base a las definiciones dadas
anteriormente. A continuacio´n se exponen algunos ejemplos:
1. Un defensa sufrio´ una lesio´n en el muslo durante un partido que requiere 30 d´ıas de
rehabilitacio´n antes de poder volver a los entrenamientos. El jugador sufrio´ otra lesio´n en
los isquiotibiales del mismo mu´sculo (misma pierna) 3 semanas ma´s tarde y que requiere
otros 50 d´ıas de rehabilitacio´n antes poder volver a los entrenamientos. Con respecto a
la atencio´n me´dica el primer incidente debe ser registrado como una lesio´n (severidad: 30
d´ıas); el segundo incidente como una lesio´n recurrente (severidad: 50 d´ıas). Respecto al
tiempo perdido, el primer incidente debe ser registrado como una lesio´n (severidad: 30
d´ıas); el segundo incidente como una lesio´n recurrente (severidad: 50 d´ıas).
2. Un portero empezo´ a sentir una molestia en el hombro y busco´ atencio´n me´dica; la cual
no le impidio´ entrenar normalmente o jugar partidos a pesar de que le causaba un poco de
dolor. El fisioterapeuta del equipo recomendo´ un programa de entrenamiento individual
para el portero para evitar agravar la situacio´n. Con respecto a la atencio´n me´dica, el
episodio debe registrarse como una lesio´n (gravedad: 0 d´ıas). Respecto al tiempo perdido,
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como el portero fue capaz de realizar los entrenamientos y los partidos con normalidad,
no se debe registrar como una lesio´n con pe´rdida de tiempo.
3. Un delantero sufrio´ un esguince de tobillo durante un partido, pero siguio´ jugando;
recibio´ la atencio´n me´dica despue´s del partido. El jugador termino´ el entrenamiento com-
pleto con un vendaje en el tobillo (con un poco de dolor) durante 6 d´ıas, pero la lesio´n se
agravo´ durante el partido. Se requiere 15 d´ıas de rehabilitacio´n. Con respecto a la aten-
cio´n me´dica, el primer incidente debe ser registrado como una lesio´n (gravedad: 0 d´ıas) y
cuando ocurrio´ el segundo incidente, la gravedad de la lesio´n debe ser reclasificado a 15
d´ıas. Respecto al tiempo perdido, el primer incidente no debe ser registrado y el segundo
incidente debe ser registrado como una lesio´n (15 d´ıas).
1.2. Clasificacio´n de lesiones
Agrupacio´n principal Categor´ıa
Equivalente
OSICS Ochar (1996) al a´rea
del cuerpo
Cabeza y cuello
Cabeza/Cara
Cuello/Columna vertical
N
H
Miembros superiores
Hombro / Clav´ıcula
Parte superior del brazo
Codo
Antebrazo
Mun˜eca
Mano / Dedo de la mano / Pulgar
S
U
E
R
W
P
Tronco
Esterno´n / Costillas / Parte superior de la espalda
Abdomen
Zona lumbar / Pelvis / Sacro
C,D
O
B,L
Miembros inferiores
Cadera/Ingle
Muslo
Rodilla
Parte inferior de la pierna / Tendo´n de Aquiles
Tobillo
Pie / Dedo del pie
G
T
K
Q,A
A
F
Tabla 1-1.: Principales grupos y categor´ıas para clasificar la localizacio´n de una lesio´n.
Cuando se requiere un diagno´stico de una lesio´n, un me´dico cualificado debe proporcio-
nar un diagno´stico espec´ıfico por escrito o utilizar un sistema de codificacio´n de lesiones
espec´ıfica del deporte, tales como el sistema Orchard (ve´ase Ochar (1996)). Las lesiones
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se pueden clasificar de diferentes modos.
Segu´n la ubicacio´n. La ubicacio´n de las lesiones debe ser registrada utilizando las cate-
gor´ıas de ubicacio´n individuales indicadas en la Tabla 1.1. En un estudio donde el nu´mero
de lesiones es pequen˜o, puede ser necesario agrupar las categor´ıas de ubicacio´n individua-
les en la categor´ıa de principales grupos con fines de ana´lisis.
El tipo de lesio´n. El tipo de lesio´n debe ser registrado usando las categor´ıas enumeradas
en la Tabla 1.2. En un estudio donde el nu´mero de lesiones es pequen˜o, puede ser necesario
agrupar las categor´ıas de ubicacio´n individuales en la categor´ıa de principales grupos con
fines de ana´lisis. Si el propo´sito de un estudio es investigar otros problemas me´dicos, es-
tos deben ser registrados en encabezados separados de los que se enumeran en la Tabla 1.2.
Agrupacio´n principal Categor´ıa
Equivalente
OSICS Ochar (1996) del cara´cter
de la patolog´ıa
Fracturas y tensio´n o´sea
Fractura
Otras lesiones o´seas
F
G,Q,S
Articulacio´n (no o´seo)
y ligamento
Dislocacio´n / Subluxacio´n
Esguince / Lesio´n del ligamento
Lesio´n de menisco o cart´ılago
D,U
J,L
C
Mu´sculo y tendo´n
Rotura del mu´sculo / Desgarro /
Deformacio´n / Calambres
Lesio´n en el tendo´n / Ruptura /
Tendinosis / Bursitis
M,Y
T,R
Contusiones Hematoma / Contusio´n / Moreto´n H
Desgarre y lesio´n de piel
Abrasio´n
Laceracio´n
K
K
Sistema nervioso
central/perife´rico
Conmocio´n cerebral
(con o sin pe´rdida de la conciencia)
Lesio´n nerviosa
N
N
Otros
Lesiones dentales
Otras lesiones
G
Tabla 1-2.: Principales grupos y categorias para la clasificacio´n del tipo de lesiones
Otras cuestiones sobre la clasificacio´n de lesiones. Las lesiones tambie´n deben cla-
sificarse en cuanto a si se produjo durante una sesio´n de entrenamiento o partido, y si
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fueron el resultado del contacto con otro jugador u otro objeto. Tambie´n puede ser apro-
piado registrar si la accio´n causante de la lesio´n es una violacio´n del reglamento.
Estudio de poblacio´n La poblacio´n de estudio normalmente debe consistir en ma´s de
un equipo de jugadores y el estudio debe durar un per´ıodo mı´nimo de una temporada
(incluyendo pretemporada), 12 meses, o la duracio´n de un torneo. Los jugadores que se
unen/abandonan el estudio deben ser incluidos/excluidos desde la fecha de incorpora-
cio´n/salida. Los jugadores que tienen una lesio´n existente en el inicio de un estudio no
deben ser excluidos del estudio, pero dichas lesiones no se incluira´n como parte del estudio.
1.3. Implementacio´n de cuestiones
Los formularios de recogida de datos estandarizados, que pueden ser en formato electro´ni-
co o papel, se deben mantener en el mismo formato a lo largo del estudio.
Formulario de datos “ba´sicos” del jugador. Dependera´ del propo´sito principal del
estudio. Se requerira´n para´metros como la edad del jugador, el ge´nero, su posicio´n en el
campo, la estatura y la masa corporal. Para otros estudios tales como las intervenciones e
investigaciones de las relaciones entre los factores de riesgo y la incidencia de las lesiones,
se necesitara´ ma´s informacio´n de base.
Formulario de lesiones. Debe incluir los nu´meros de referencia del equipo y los juga-
dores, la fecha de la lesio´n, si la lesio´n ha sido durante un partido o un entrenamiento,
informacio´n describiendo las circunstancias que rodean a la lesio´n, y la fecha que el fut-
bolista vuelve por completo a entrenamientos y partidos. La naturaleza de la lesio´n (lo-
calizacio´n, tipo, parte lesionada, recurrencia) tambie´n debe ser incluida. La informacio´n
sobre lesiones debe actualizarse si se obtiene ma´s informacio´n en una fecha posterior.
Formulario de entrenamientos y partidos. El formulario debe registrar la fecha, tipo
y duracio´n (en minutos) de cada entrenamiento/partido. Estos datos pueden ser recogidos
para cada jugador o para un grupo de jugadores. La recogida de los datos individuales de
los jugadores, especialmente para las sesiones de entrenamiento, implica mucho tiempo, y
este nivel de detalle so´lo debe ser registrado si la informacio´n es requerida espec´ıficamente
para satisfacer los objetivos del estudio. Sin embargo, para los estudios donde los jugadores
esta´n expuestos en varias de situaciones, como club y la seleccio´n, o cuando la intencio´n es
investigar las relaciones entre la incidencia de lesiones y los factores de riesgo individuales,
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los datos reales de cada jugador si deben ser registrados. Si se recogen datos sobre un
grupo, el nu´mero de partidos y sesiones de formacio´n, la duracio´n de cada sesio´n de
entrenamiento, y el nu´mero de jugadores que asisten a cada sesio´n de entrenamiento
deben ser registrados. Los datos de los entrenamiento deben recogerse preferentemente
para cada sesio´n de entrenamiento, pero, como mı´nimo, la informacio´n debe ser recogida
semanalmente.
Para los estudios de registro de datos de partido por equipos, el tiempo de exposicio´n
total de un jugador en horas para un equipo esta´ dado por:
T =
NM · PM ·DM
60
,
donde NM es el nu´mero de partidos jugados por el equipo, PM es el nu´mero de jugadores
en el equipo (normalmente 11), y DM es la duracio´n (en minutos) de los partidos (nor-
malmente 90). La recopilacio´n de datos por equipo no tiene en cuenta el tiempo perdido
porque los jugadores esta´n temporal o permanentemente ausentes durante un partido,
por ejemplo, cuando esta´n siento atendidos o cuando les sacan una tarjeta roja. Para
los estudios de recogida de datos de entrenamiento, el tiempo total del entrenamiento en
horas esta´ dado por:
TTOT =
∑
∀T
PT ·DT
60
,
por cada sesio´n de entrenamiento durante todo el estudio, donde PT es el nu´mero de
jugadores que asisten a una sesio´n de entrenamiento y DT es la duracio´n de la sesio´n de
entrenamiento en minutos. La recopilacio´n de datos basados en un equipo en lugar de los
datos individuales no tiene en cuenta el tiempo perdido en el entrenamiento (cuando un
jugador no completa una sesio´n de entrenamiento completo).
Otras cuestiones sobre implementacio´n. Sea cual sea el me´todo de recoger datos de
la lesio´n que se adopte, es esencial que se utilice consistentemente para todos los aspectos
del estudio. El formato y contenido de cada estudio deben ser aprobados y y deben seguir
los protocolos definidos por un comite´ de e´tica institucional apropiado. Se deben asignar
co´digos de referencia individuales a cada jugador, que son conocidos so´lo por el personal de
recogida de informacio´n con el fin de mantener la confidencialidad de los jugadores cuando
se analizan los datos. Los jugadores que participan en un estudio deben ser informados
del propo´sito y el formato del estudio. Los jugadores deben conservar siempre el derecho
de no participar y retirarse de un estudio en cualquier momento. Es beneficioso tener a
una persona de contacto en cada equipo, que no tiene que el propio jugador. Se debe
mantener un contacto regular con dicha persona para compartir informacio´n relevante a
lo largo del estudio.
8 1 Introduccio´n
1.4. Tecnolog´ıa GPS
A continuacio´n se introducira´n algunas nociones ba´sicas sobre la tecnolog´ıa “Global Po-
sitional System” (GPS) y su aplicacio´n a los deportes de equipo (vea´se Twist, Waldron,
Worsfold, y Gabbett (2013)). La tecnolog´ıa GPS (Figura 1-1) es un sistema de posiciona-
miento que mediante la tecnolog´ıa disponible de sate´lites construye la ubicacio´n geogra´fica
y los movimientos de un individuo. Una integracio´n adicional de varios Sistemas Meca´ni-
cos Micro Electromeca´nicos (MEMS) y la telemetr´ıa de la frecuencia card´ıaca permiten a
los expertos cuantificar la carga interna y externa a la que esta´n expuestas los jugadores
de deportes de equipo (en concreto nos centraremos en los jugadores de fu´tbol) durante
el entrenamiento y la competicio´n.
Figura 1-1.: Dispositivos GPS.
La validez y fiabilidad de los sistemas de GPS al evaluar el movimiento de los futbolistas
esta´n influenciados por varios factores, entre ellos la velocidad de movimiento, la distan-
cia recorrida, la trayectoria del movimiento individual y la recepcio´n de GPS debido al
ambiente.
Los sistemas GPS proporcionan una serie de datos que se analizara´n con el objetivo de
beneficiar al equipo en a´mbitos como la prevencio´n de lesiones o la estrategia de cambios
durante los partidos, como se explica ma´s adelante.
A la hora de analizar los datos hay que tener en cuenta que el contacto f´ısico aumenta
las demandas fisiolo´gicas y la fatiga de los jugadores, adema´s de la duracio´n e intensidad
del trabajo y los per´ıodos de descanso. Adema´s hay que observar que con el fin de pre-
parar al futbolista para la competicio´n, el tipo, la intensidad, el volumen y la frecuencia
de la formacio´n dependera´n de la fase del an˜o. Con esta informacio´n se puede gestionar
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la fatiga puntual y a largo plazo, minimizar lesiones y optimizar la recuperacio´n de un
jugador. En el caso de un equipo de fu´tbol profesional, este puede jugar unos 38-64 par-
tidos por temporada, por lo general con uno o dos partidos por semana compaginados
con entrenamientos regulares que suelen consistir en el acondicionamiento metabo´lico, el
entrenamiento de resistencia, habilidades y elementos ta´cticos.
En la actualidad, todos los equipos disponen de la tecnolog´ıa GPS. Cada uno de ellos
trabaja con diferentes marcas, entre ellas destacan GPSPORTS, que trabaja con equipos
como el Real Madrid, Atle´tico de Madrid o Sevilla, y “RealTrack Systems Wimu, la cual
tiene un acuerdo con LaLiga que ofrece a los equipos informes con datos como las distan-
cias grabadas a alta demanda metabo´lica (HMLD), valores de las acciones cinema´ticas de
alta densidad (KHIA), potencia metabo´lica, distancia recorrida a alta velocidad (HSR),
distancia recorrida de alta intensidad (HIBD), aceleraciones/desaceleraciones de alta y
media intensidad y la distancia explosiva entre otros.
1.4.1. Funcionamiento y validez de la tecnolog´ıa GPS
Los dispositivos GPS se fabrican actualmente con frecuencias de muestreo de 1, 5 y 10
Hz (la velocidad a la que la unidad recopila datos). La literatura sugiere que el GPS con
una tasa de frecuencia ma´s alta proporciona una mayor validez para la medicio´n de la
distancia. Al comparar la precisio´n de la adquisicio´n de distancias entre un GPS de 1 y 5
Hz, el error esta´ndar de un sprint de 10 m fue de 32.4 y 30.9 %, respectivamente (ve´ase
Jennings, Cormack, Coutts, y cols. (2010)). Por el contrario, un GPS de 10 Hz mostro´ un
error esta´ndar de 10.9 % en un sprint de 15 m (ve´ase Aughey (2011)). Recientemente, se ha
conocido que los dispositivos GPS a 1 Hz pueden no ser capaces de registrar movimientos
que tardan menos de un segundo en completarse (ve´ase Johnston, Watsford, Pine, y cols
(2012)). Las unidades ma´s nuevas de 10 Hz son capaces de medir el cambio ma´s pequen˜o
que vale la pena en la aceleracio´n y desaceleracio´n, mientras que la unidad de 5 Hz no
puede hacerlo (ve´ase Varley y Aughey (2012)). Los mayores errores que se producen en la
medicio´n de la distancia con los dispositivos GPS de 1 y 5 Hz frente a los de 10 Hz indican
que la frecuencia de muestreo puede limitar la precisio´n de las mediciones de distancia y
la velocidad.
La velocidad de un movimiento afecta la validez de la distancia medida por GPS. La
primera validacio´n de un dispositivo GPS mostro´ varias velocidades de marcha y carre-
ra (2–20 km ·h−1) que estaban altamente correlacionadas (r= 0,99) con un crono´metro
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(ve´ase Schutz y Chambaz (1997)). Un estudio ma´s reciente (ve´ase Portas, Rush, Barnes, y
cols (2009)) muestra que el error de medicio´n de la distancia del GPS es ma´s bajo durante
la marcha (aprox. 1.8 ms−1; error esta´ndar de estimacio´n [SEE] 0.7 %) y ma´s alto durante
la carrera (aprox. 6 ms−1; VER 5.6 %). Del mismo modo otros estudios (ve´ase Johnston
y cols. (2012)) informaron que el GPS es capaz de medir patrones de velocidad de trabajo
realizados a velocidades menores de 20 km ·h−1; sin embargo, se recomienda precaucio´n al
analizar los patrones de velocidad de trabajo a velocidades mayores de 20 km ·h−1. Estos
resultados indican que la velocidad de movimiento afecta a la precisio´n.
La validez de las medidas de distancia mejora con actividades de mayor duracio´n (ve´ase
Jennings y cols. (2010)); por ejemplo, el coeficiente de variacio´n (CV) disminuyo´ de 32.4
a 9.0 % para distancias de sprint de 10 y 40 m, respectivamente. El CV se redujo aun ma´s
al 3.8 % para un rango de velocidades completado en un circuito de carrera de deportes
de equipo modificado de 140 m (ve´ase Jennings y cols. (2010)).
Los factores de frecuencia de muestreo, distancia y velocidad, que afectan la validez del
GPS, tambie´n afectan la exactitud del GPS. El impacto de la frecuencia de muestreo aun
no esta´ claro; por ejemplo, el CV de una tarea de fu´tbol lineal se ha mostrado como del
4.4 a 4.5 % para un GPS de 1 Hz y del 4.6 a 5.3 % para un 5 Hz (ve´ase Portas, Rush,
Barnes, y cols (2010)). Sin embargo, otro estudio (ve´ase Jennings y cols. (2010)) informo´
el CV de un sprint de 10 m como del 77 y 39 % para 1 y 5 Hz, respectivamente. Ma´s
recientemente, una tasa de muestreo ma´s alta de 10 Hz ha demostrado una mejora en
la exactitud durante la velocidad constante y la fase de aceleracio´n o desaceleracio´n (CV
menor al 5.3 y 6 %, respectivamente) (ve´ase Varley y Aughey (2012)). Si bien los datos
son actualmente ambiguos y pueden explicarse a trave´s del uso de diferentes fabricantes
y modelos de GPS (ve´ase Aughey (2011)), parece que un aumento de la frecuencia de
muestreo parece mejorar la exactitud del GPS.
La exactitud del GPS disminuye con la mayor velocidad de movimiento. El CV de pa-
seo a pie para un GPS de 5 Hz fue del 1.4–2.6 %, mientras que el CV de carrera a una
distancia de 20 m fue del 19.7–30 %. De manera similar, se anotaron los CV del 30.8 y
77.2 %, respectivamente, para caminar y correr a una distancia de 10 m con un GPS de
1 Hz (ve´ase Jennings y cols. (2010)). La exactitud de los dispositivos GPS tambie´n se
ve afectada negativamente por los movimientos que requieren cambios en la direccio´n. El
CV para cambios graduales y ajustados de movimientos de direccio´n al caminar se ha
mostrado como el 11.5 y 15.2 %, respectivamente (ve´ase Jennings y cols. (2010)).
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En general, los estudios concluyen que los dispositivos GPS tienen un nivel aceptable de
validez y exactitud para evaluar los patrones de movimiento a velocidades ma´s bajas y a
mayores esfuerzos de distancia. La menor exactitud de las unidades de GPS para medir
con precisio´n los patrones de movimiento durante carreras de l´ınea recta de alta velocidad
y corta duracio´n, y los esfuerzos que requieren cambios en la direccio´n pueden limitar la
precisio´n para evaluar estos aspectos en los deportes de equipo. Sin embargo, las unidades
de GPS con mayor frecuencia de muestreo demuestran mejoras en la exactitud y en la
validez y pueden utilizarse en el monitoreo de la actividad f´ısica en situaciones como los
deportes de equipo, siempre que se tome precaucio´n al interpretar los sprints individuales
y los cambios ra´pidos en direccio´n y velocidad.
1.4.2. Aplicaciones pra´cticas de la tecnolog´ıa GPS
Uso del GPS para evaluar los patrones de movimiento de los equipos
La tecnolog´ıa GPS se puede utilizar para cuantificar el movimiento de los futbolistas tanto
en el entrenamiento como en la competicio´n. Si bien el uso de dispositivos GPS porta´tiles
en “deportes de colisio´n” como el rugby es ahora una pra´ctica comu´n, su aplicacio´n en
el a´mbito del fu´tbol profesional sigue estando limitada debido a las preocupaciones sobre
la seguridad de los jugadores. Dichas preocupaciones se relacionan con el taman˜o f´ısico
de los dispositivos GPS porta´tiles y la posicio´n en la que se colocan al jugador (columna
tora´cica), como se puede ver en la siguiente imagen (Figura 1-2).
Figura 1-2.: Dispositivos GPS.
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Con la aparicio´n de la tecnolog´ıa GPS se ha mejorado la comprensio´n de las exigencias
asociadas a los deportes de equipo, en particular del fu´tbol, y a aumentar la informacio´n
de las actividades diarias de los deportistas.
La aplicacio´n de la tecnolog´ıa GPS en los deportes de equipo tambie´n ha manifestado
los diferentes patrones de carrera observados entre los distintos deportes. Por ejemplo, un
informe de un partido de fu´tbol amistoso demostro´ que los jugadores recorren aproxima-
damente 10-11 km (aprox. 111-122 m · min−1), de los cuales aproximadamente 2,5 km
(27,7 m ·min−1) se cubren a alta intensidad. Si bien las diferencias de posicio´n no se han
evaluado, en el fu´tbol para adultos, utilizando el GPS, hay informes de partidos juveniles
(16-18 an˜os) que han demostrado que los jugadores de medio campo cubren hasta 8,6 km
(107,5 m·min−1), con aproximadamente 1,1 km cubiertos a alta intensidad. Lo que es ma´s
que lo que recorren los defensas centrales (7,6 km) y los delanteros (7,8 km), que tambie´n
realizaron carreras de menor intensidad (aprox. 0.7 km). Los estudios tambie´n sen˜alan
que los jugadores adultos de fu´tbol australiano son los que mayor distancia recorren de
todos los deportes de equipo estudiados (12,3 km), lo que equivale a 124 m ·min−1, que
es similar a los jugadores adultos de fu´tbol. Se ha especulado que el mayor grado de ac-
tividad de los movimientos en el fu´tbol y el fu´tbol australiano es una consecuencia de la
naturaleza abierta de estos deportes, en contraposicio´n el rugby, donde las leyes de fuera
de juego sirven para restringir el espacio de paso disponible. El mismo razonamiento se
puede explicar a las diferencias de posicio´n, con lo que los jugadores no´madas (fu´tbol aus-
traliano) y los mediocentros (fu´tbol) poseen mayor libertad de movimiento por el campo
de juego.
Es importante sen˜alar la necesidad de llegar a un consenso con respecto a la clasificacio´n
de movimiento de alta intensidad para permitir una verdadera comparacio´n entre los es-
tudios.
Sprints repetidos y esfuerzos repetidos en deportes de equipo
El ana´lisis de la actividad de “sprint repetido” y “esfuerzo repetido”, mediante GPS
durante las competenciones, ha mejorado la comprensio´n del rendimiento deportivo en
equipo. La actividad repetida del sprint se define a menudo como la ocurrencia de tres
o ma´s sprints, separados por menos de 21 segundos de ejercicio de intensidad moderada
a baja. Esfuerzos repetidos difieren de los ana´lisis tradicionales de sprints repetidos, al
utilizar la integracio´n de GPS porta´til con sistemas microelectromeca´nicos (MEMS). En
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el entrenamiento, los acelero´metros triaxiales integrados, encargados de medir la acelera-
cio´n y vibracio´n en mu´ltiples sectores, se usan para generar una medida conocida como
“carga de cuerpo”, que se deriva de la ra´ız cuadrada de la suma de la tasa instanta´nea al
cuadrado del cambio en la aceleracio´n en cada uno de los tres ejes ortogonales (anterior-
posterior [x], medio-lateral [y] y vertical [z]). Los me´todos que capturan los casos de
aceleracio´n/deceleracio´n utilizando el acelero´metro integrado en los GPS deben ser con-
siderados como indicadores u´tiles de esfuerzo durante la actividad del deporte en equipo.
En deportes donde las colisiones son menos frecuentes, como es el caso del fu´tbol donde
de hecho esta´n penalizadas, la actividad de sprint repetida ha surgido como un indicador
u´til de rendimiento. El ana´lisis de GPS en el fu´tbol juvenil ha informado que los jugadores
ofensivos son los que realizan ma´s sprints repetidos (aprox. 14) por partido y los defensas
centrales (jugadores defensivos) los que menos (aprox. 5). Durante un episodio de seis
sprints repetidos, la duracio´n promedio de un sprint se fue mayor durante los partidos
internacionales (2,32 s) en comparacio´n con los partidos nacionales (1,83 s), con un per´ıodo
de recuperacio´n ma´s corto de 11.9 s en partidos internacionales en comparacio´n con 14.6
s en partidos nacionales.
Informacio´n sobre pra´cticas de entrenamiento usando datos de GPS de la
competencia
Los resultados de los estudios que utilizan dispositivos GPS para monitorear a los jugado-
res de deportes de equipo durante la competicio´n han ayudado a proporcionar directrices
ma´s claras para trabajar los entrenamientos. Recientemente, los datos de GPS se han uti-
lizado para disen˜ar simulaciones espec´ıficas de partidos que puede ser utilizado tanto para
fines de acondicionamiento y como de monitorizacio´n. Por otra parte, el rendimiento de los
jugadores durante escenarios de entrenamiento se puede controlar utilizando los mismos
dispositivos GPS utilizados durante la competicio´n; algo que no se puede hacer cuando se
utilizan otros modos de ana´lisis de movimiento, tales como sistemas de ca´maras mu´ltiples.
Monitoreo de la fatiga transitoria usando dispositivos GPS en el deporte de equipo
competencia
La fatiga, en el caso de un partido, se considera tradicionalmente como la disminucio´n de
intensidad del movimiento en funcio´n del tiempo del partido.
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La fatiga transitoria se refiere a los per´ıodos de intensidad significativamente ma´s baja
que siguen inmediatamente a un per´ıodo de ma´xima intensidad. A menudo se utiliza la
tecnolog´ıa GPS para medir la capacidad en tiempo real, es posible que esta informacio´n
pueda ayudar en la estrategia de cambios durante los partidos.
Tecnolog´ıa GPS aplicada a las lesiones.
Varios estudios han investigado la influencia del volumen de entrenamiento, la intensidad
y la frecuencia en el rendimiento de los deportistas, mejorando el rendimiento, gene-
ralmente, mejorando con aumentando la carga de entrenamiento (ve´ase Foster, Daines,
Hector, Snyder, y Welsh (1996), Stewart y Hopkins (2000)). Sin embargo, tambie´n se ha
demostrado que una mala actividad en el entrenamiento produce una mayor incidencia
de lesiones que ocurren cuando las cargas de entrenamiento son ma´s altas (ve´ase Foster
(1998), Gabbett (2004a)).
Estudios previos de atletas de deportes de equipo han mostrado relaciones positivas sig-
nificativas entre las cargas de entrenamiento y la cantidad de lesiones de entrenamiento
(ve´ase JGabbett y Jenkins (2011), Gabbett (2004a)), lo que sugiere que cuanto ma´s se
entrene, ma´s lesiones se sufrira´n. Adema´s, se ha demostrado que las reducciones en las
cargas de entrenamiento reducen la cantidad de lesiones de entrenamiento y dan como
resultado mayores mejoras en la potencia aero´bica ma´xima (ve´ase Gabbett (2004b)). Cla-
ramente, el entrenamiento para el fu´tbol refleja una equilibrio entre la carga mı´nima de
entrenamiento requerida para obtener una mejora en la condicio´n f´ısica y la carga ma´xima
de entrenamiento tolerable antes de incrementar la cantidad de lesiones. Una proporcio´n
considerable de las lesiones sufridas por los deportistas de deportes de equipo sin contac-
to, en particular de los futbolistas, son problemas de los tejidos blandos que se producen
como resultado de cargas de entrenamiento excesivas, recuperacio´n inadecuada y sobre
entrenamiento (ve´ase Gabbett (2003), Gabbett (2005), Gabbett y Domrow (2007)). Es-
tas lesiones, que en gran medida se pueden prevenir, pueden afectar negativamente a
los equipos. La tecnolog´ıa GPS tiene aplicaciones para los entrenadores encargados del
acondicionamiento f´ısico y que son responsables de disen˜ar y entregar perio´dicamente
programas de entrenamiento. Los entrenadores pueden conocer ra´pidamente la carga de
entrenamiento de los jugadores, y as´ı saber cua´les pueden ser susceptibles de sufrir lesio-
nes o enfermedades debido al sobreentrenamiento. De hecho, los entrenadores a menudo
usan datos de GPS para restringir la cantidad de alta intensidad en carrera de los depor-
tistas que presentes en una sesio´n de entrenamiento determinada o en varias sesiones de
entrenamiento.
2. Ana´lisis de Componentes Principales
“Cada derrota es una victoria en s´ı misma”
Francisco Maturana (1949-)
En este cap´ıtulo se desarrolla el Ana´lisis de Componentes Principales. Posteriormente se
aplica a unos ciertos datos con el objetivo de reducir el nu´mero de variables a algunos
factores significativos que se correlacionan con las lesiones.
2.1. Desarrollo teo´rico
El ana´lisis de componentes principales tiene como objetivo reducir la dimensionalidad, es
decir, conseguir explicar un conjunto p de variables usando un nu´mero menor de ellas.
Dadas n observaciones de p variables, se analiza si es posible representar adecuadamen-
te esta informacio´n con un nu´mero menor de variables, construidas como combinaciones
lineales de las originales. Las nuevas variables que sustituyen a las originales tienen que
tener ma´xima correlacio´n con las variables originales.
Este me´todo es de gran utilidad, por una parte permite representar o´ptimamente en un
espacio de dimensio´n pequen˜a observaciones de un espacio general p-dimensional. Por
otra parte, permite transformar las variables originales, en general correladas, en nuevas
variables incorreladas, facilitando la interpretacio´n de los datos.
Es importante sen˜alar que en el ana´lisis de componentes principales se trabaja con varia-
bles tipificadas. Por lo tanto, en lo que sigue, se supone que a cada variable previamente
se le ha restado su media y dividido por su desviacio´n t´ıpica.
16 2 Ana´lisis de Componentes Principales
2.1.1. Ca´lculo de las componentes
Ca´lculo de la primera componente
Sea
X =

X11 · · · X1p
...
. . .
...
Xn1 · · · Xnp

la matriz de datos multivariantes donde las filas representan los individuos y las columnas
las p variables continuas analizadas. La primera componente principal es una combinacio´n
lineal de las variables originales y viene dada por:
z1 = Xa1.
z1 tiene media 0 porque las variables originales tambie´n tienen media 0. Su varianza
vendra´ dada por:
1
n
z′1z1 =
1
n
a′1X
′Xa1 = a′1Sa1, (2-1)
donde S es la matriz de varianzas y covarianzas de las observaciones.
Se supone a′1a1 = 1 y usando el multiplicador de Lagrange quedar´ıa:
M = a′1Sa1 − λ(a′1a1 − 1).
A continuacio´n se maximiza esta expresio´n. Para ello se deriva respecto a la componente
a1 y posteriormente se iguala a 0 de la siguiente forma:
∂M
∂a1
= 2Sa1 − 2λa1 = 0,
siendo su solucio´n:
Sa1 = λa1. (2-2)
Por tanto a1 es un vector propio de la matriz S, y λ su correspondiente valor propio.
Seguidamente se determina que´ valor propio de S es la solucio´n de (2-2), para ello se usa
la siguiente ecuacio´n,
a′1Sa1 = λa
′
1a1 = λ,
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y se concluye, por (2-1), que λ es la varianza de z1. Como esta es la cantidad que queremos
maximizar, λ sera´ el mayor valor propio de la matriz S. Su vector asociado, a1, define los
coeficientes de cada variable en la primera componente principal.
Ca´lculo de la segunda componente
En este caso la cuestio´n es conseguir el mejor plano de proyeccio´n X. Se calcula estable-
ciendo como funcio´n objetivo que la suma de las varianzas de z1 = Xa1 y z2 = Xa2 sea
ma´xima, donde a1 y a2 son los vectores que definen el plano. La funcio´n objetivo sera´:
φ = a′1Sa1 + a
′
2Sa2 − λ1(a′1a1 − 1)− λ2(a′2a2 − 1) (2-3)
que tiene las restricciones de que las direcciones deben de tener mo´dulo unitario (a′iai) = 1,
i = 1, 2. Derivando e igualando a cero:
∂φ
∂a1
= 2Sa1 − 2λ1a1 = 0
∂φ
∂a2
= 2Sa2 − 2λ2a2 = 0
La solucio´n de este sistema es:
Sa1 = λ1a1,
Sa2 = λ2a2
que implica que a1 y a2 deben ser vectores propios de S. Sustituyendo en (2-3) los vectores
propios de norma uno, se tiene que, en el ma´ximo, la funcio´n objetivo es
φ = λ1 + λ2.
Adema´s λ1 y λ2 son los dos autovalores mayores de la matriz S y a1 y a2 sus respectivos
autovectores. Se observa que la covarianza entre z1 y z2, dada por a
′
1Sa2 es cero debido
a que a′1a2 = 0, y las variables z1 y z2 esta´n incorreladas.
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Generalizacio´n
Los r mayores valores propios de S definen al espacio de dimensio´n r que mejor representa
a los puntos. Estas direcciones se denominan direcciones principales de los datos y a las
nuevas variables por ellas definidas componentes principales.
Se calculan los valores propios o ra´ıces caracter´ısticas λ1, ..., λp, de la matriz de varianzas
y covarianzas de las variables, S, mediante:
|S− λI| = 0,
se tiene que existen tantas componentes principales como variables, ya que generalmente,
la matriz X (y por tanto la S) tiene rango p.
Los vectores asociados a λ1, ..., λp verifican:
(S− λiI)ai = 0
Como S es sime´trica, los te´rminos λi son reales, y positivos por ser S definida positiva.
Como S es sime´trica los vectores asociados a λj y λh, ra´ıces distintas, son ortogonales.
En el caso en el que S sea semidefinida positiva de rango r < p, lo que ocurre si p − r
variables son combinacio´n lineal de las dema´s, habra´ solamente r ra´ıces caracter´ısticas
positivas y el resto sera´n ceros.
Las nuevas variables esta´n relacionadas con las originales mediante:
Z = XA,
siendo Z la matriz cuyas columnas son los valores de los p componentes en los n individuos,
y donde A′A = I. Se calculan los componentes principales aplicando una transformacio´n
ortogonal A a las variables X (ejes originales) para obtener unas nuevas variables Z in-
correladas entre s´ı.
2.1.2. Propiedades de los componentes
Las componentes principales son nuevas variables con las siguientes propiedades:
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1. La suma de las varianzas de los componentes es igual a la suma de las varianzas de
las variables originales, y la varianza generalizada de los componentes es igual a la original.
2. El cociente entre la varianza de un componente, el valor propio asociado a su vector
propio, y la suma de los valores propios de la matriz da la proporcio´n de la variabilidad
explicada.
3. Sea ai es el vector de coeficientes de la componente zi, las covarianzas entre cada
componente principal y las variables X vienen dadas por:
Cov[zi;x1, ..., xp] = λiai = (λiai1, ..., λiaip)
4. Las correlacio´n entre un componente principal y una variable X es proporcional al coefi-
ciente de esa variable en la definicio´n del componente, y el coeficiente de proporcionalidad
es el cociente entre la desviacio´n t´ıpica del componente y la desviacio´n t´ıpica de la variable.
5. Las r componentes principales proporcionan una prediccio´n exacta de las r variables
que las conforman.
6. La estandarizacio´n multivariante de los datos originales se obtiene estandarizando las
componentes principales.
7. Las componentes principales no esta´n correlacionadas, es decir, las direcciones de las
componentes principales son ortogonales (ve´ase Figura 2-1).
Figura 2-1.: Representacio´n de dos componentes principales.
20 2 Ana´lisis de Componentes Principales
2.1.3. Interpretacio´n de los componentes
Cuando la primera componente principal tiene todas sus coordenadas positivas significa
que existe una alta correlacio´n positiva entre todas las variables originales. En este caso,
la primera componente principal puede interpretarse como un promedio ponderado de
todas las variables. El resto de componentes, por lo general, tienen coordenadas positivas
y negativas y esto implica que el conjunto de variables originales se dividan en grupos. En
este caso los factores pueden escribirse como medias ponderadas de dos grupos de distinto
signo.
Seleccio´n del nu´mero de componentes
Entre las reglas para seleccionar el nu´mero de componentes principales destacan princi-
palmente las siguientes:
1. Se realiza un gra´fico de λi frente a i. Se seleccionan componentes hasta que tengan un
valor aproximado a λi.
2. Seleccionar componentes hasta cubrir un porcentaje determinado de varianza.
3. Fijada la varianza media,
∑
λi
p
, se eliminan los componentes que tengan valores propios
menores que e´sta.
Valores at´ıpicos
Antes de empezar con el ana´lisis de componentes principales se debe comprobar que no
existen valores at´ıpicos, ya que estos pueden modificar la matriz de covarianzas.
El efecto que tienen estos valores at´ıpicos grandes es aumentar considerablemente las va-
rianzas de esas variables y disminuir las covarianzas con las restantes. Por tanto, un valor
at´ıpico suficientemente grande modifica todos los componentes que podemos obtener.
Distribucio´n de los componentes
Los componentes principales pueden verse como un conjunto nuevo de variables y estudiar
su distribucio´n individual y conjunta. Por construccio´n estara´n incorrelados, pero pueden
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existir relaciones no lineales entre ellos.
2.2. Aplicacio´n pra´ctica
El propo´sito de Kampakis (2016) es construir un modelo para predecir lesiones intr´ınsecas
en base a los datos del GPS. Se usa para ello el me´todo de componentes principales.
2.2.1. Variables
Se describen a continuacio´n las principales variables del conjunto de datos.
Distancia recorrida: Valor para la distancia recorrida en un partido de 90 minutos,
var´ıa entre 9 y 13 km.
Alta velocidad en carrera: Mide la distancia recorrida cuando un jugador se mueve en
las zonas 5 o 6.
Intensidad de la velociadad: Mide la cantidad de esfuerzo f´ısico total para la sesio´n
basada en la velocidad y es una variable producida por el GPS.
Aceleraciones y desaceleraciones: Un movimiento se registra como una aceleracio´n
o desaceleracio´n solamente cuando la medicio´n excede 0,5 m/s2 y cuando su duracio´n es
mayor a medio segundo.
Metabolismo: La energ´ıa metabo´lica mide la velocidad a la que se gasta energ´ıa.
Carga de estre´s dina´mico: Es una variable que sirve para medir la fatiga.
Impactos: El propo´sito de la variable ı¨mpactos.es detectar cada movimiento, ya sea sal-
tando o dando un solo paso.
Carga total: Esta variable utiliza los datos del acelero´metro para medir las fuerzas apli-
cadas al jugador durante toda la sesio´n.
Baja velocidad de carga: Esta variable es equivalente a “carga total”, pero captura
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u´nica actividad que esta´ por debajo de un cierto umbral y la actividad esta´tica. Para estos
datos, el umbral se ha establecido como a cualquier actividad en las zonas 1 o 2.
Sprints: Se basan en acciones por encima de cierto umbral de velocidad que duran al
menos 1 segundo. El sprint se detiene cuando la velocidad cae por debajo de 80 % del um-
bral de sprint. Debido a eso, no todas las aceleraciones o desaceleraciones cuentan como
carreras cortas.
Gasto de energ´ıa: Esta medida proporciona la energ´ıa total asociada con la ejecucio´n,
incluida la actividad de aceleracio´n y desaceleracio´n.
Equilibrio: Mide el impacto que tiene lugar en cada lado del cuerpo. Un valor de 0 indica
una sesio´n perfectamente equilibrado.
2.2.2. Datos
Los datos se obtuvieron de los registros de GPS de 29 jugadores de fu´tbol profesional
desde julio a diciembre de 2014 y de un registro de los d´ıas que estuvieron lesionados. Se
utilizo´ el sistema GPS so´lo durante el entrenamiento y no durante los partidos, debido a
las regulaciones de primera divisio´n.
Hab´ıa 68 variables de GPS registradas junto con la duracio´n de la sesio´n de entrenamiento,
dando 69 variables en total. El gran nu´mero de variables se debe al uso de distintas zonas
para la medicio´n de una sola variable, donde cada zona representa un rango de velocidad
respecto a la velocidad ma´xima para cada futbolista. En la Tabla 2-2 se muestra una
divisio´n en seis zonas, donde la primera zona corresponde al rango de velocidad de entre
el 0 % y el 35 % respecto a la velocidad ma´xima de cada futbolista y la ultima corresponde
a un rago de entre el 75 % y el 100 % respecto a la velocidad ma´xima de cada jugador.
Zona Z1 Z2 Z3 Z4 Z5 Z6
L´ımite <35 % \ <35-45 % <45-55 % <55-65 % <65-75 % >75 %
Tabla 2-1.: Ejemplo de diferentes zonas definidas como regiones de la velocidad ma´xima.
La Figura 2-2 (Kampakis (2016)) muestra la correlacio´n para las variables, en los que
las variables con alta correlacio´n han sido agrupadas juntas. Hay varios grupos que pue-
den ser identificados a lo largo del gra´fico. En primer lugar, hay grupos de variables que
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esta´n midiendo la misma variable en diferentes zonas. Por ejemplo, los impactos en las
zonas 1 a 6 esta´n correlacionados entre s´ı, as´ı como desaceleraciones de las zonas uno a seis.
Hay tambie´n algunas otras correlaciones que se pueden observar. Aceleraciones y desace-
leraciones esta´n correlacionados. Del mismo modo, el nu´mero total de pasos y la carga
total se correlacionan con la distancia. Adema´s, los impactos se correlacionan con la carga
de la tensio´n dina´mica.
Figura 2-2.: Correlaciones de las variables del GPS
Fuente: Kampakis (2016)
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2.2.3. Definicio´n del problema
Enfoque A
En primer lugar, se eliminaron todos los jugadores que no hab´ıan sido lesionados. En
segundo lugar, de los jugadores que hab´ıan sido lesionados, so´lo se estudiaron aquellos
que ten´ıan lesiones no producidas por contacto. Estas lesiones son suceptibles de ser pre-
dichas por variables aportadas por los datos GPS. Esto dejo´ un total de 11 jugadores en
el conjunto de datos.
El conjunto de datos se agrupo´ por jugador y semana, de manera que cada variable co-
rrespond´ıa a un jugador i y una semana j. Se tiene una variable binaria que indica si el
jugador se lesiono´ una semana o no.
La agregacio´n por semanas fue elegida porque la semana es una divisio´n natural para la
programacio´n en el fu´tbol ya que cada semana se caracteriza por al menos un partido, y
el programa de entrenamiento esta´ disen˜ado sobre una base semanal.
La media fue utilizada como un resumen de agregacio´n para agregar los casos durante la
semana. Para cada jugador lesionado, hab´ıa por lo menos 2 sesiones de entrenamiento,
antes de que se produjera la lesio´n.
El u´ltimo conjunto de datos consistio´ en 206 filas y 68 variables de GPS, adema´s de la
variable de respuesta y la duracio´n de la sesio´n de entrenamiento. De las 206 filas, hubo
11 casos de lesiones (correspondientes a las semanas que cada jugador hab´ıa estado lesio-
nado).
El problema planteado consist´ıa en saber si es posible predecir si se va a producir una
lesio´n en una semana en base a los datos GPS recogidos: se centro´ so´lo en las lesiones que
se producen por un factor identificable durante el entrenamiento.
Enfoque B
En este caso el proceso es ide´ntico al anterior, pero esta´n incluidos todos los jugadores,
incluso los no lesionados. Esto condujo a un conjunto de datos de 426 filas y 70 las varia-
bles en total (el mismo que en el enfoque A), incluyendo la variable de clase.
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2.2.4. Modelo
Se utiliza el me´todo de componentes principales (CP), el cual sirve para reducir la dimen-
sionalidad del problema con respecto a una variable de respuesta dada. En la Tabla 2-2
se exponen los para´metros del modelo.
Modelo Parametros
Componentes principales α ∈{0,0.01,. . . ,0.5}, num components∈{2:50}
Tabla 2-2.: Para´metros del modelo.
2.2.5. Resultados
Enfoque A
La Tabla 2-3 muestra los mejores para´metros del modelo para el enfoque A. La precisio´n
y kappa se muestran como media ± desviacio´n t´ıpica.
Modelo Para´metros Exactitud Kappa Precisio´n Recall
CP
α=0.01
num components=41
88.8 %±1.8 % 0.21±0.04 0.55±0.09 0.33±0.07
Tabla 2-3.: Mejores para´metros del modelo para el enfoque A.
La Figura 2-3 muestra el levelplot del para´metro α y el nu´mero de componentes princi-
pales, con el color que representa el estad´ıstico kappa. Parece que los mejores valores se
consiguen cuando α < 0, 05 y cuando se usan ma´s de 20 componentes.
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Figura 2-3.: Levelplot del enfoque A
Fuente: Kampakis (2016)
Enfoque B
La Tabla 2-4 muestra los mejores para´metros del modelo para el enfoque B. La precisio´n
y kappa se muestran como media ± desviacio´n t´ıpica.
Modelo Para´metros Exactitud Kappa Precisio´n Recall
CP
α=0.09
num components=40
97.07 %±-3.31 % 0.14±-0.09 0.19±-0.06 0.20±-0.8
Tabla 2-4.: Mejores para´metros del modelo para el enfoque B
Se observa que el rendimiento de estos clasificadores es peor que el rendimiento de los
del enfoque A. Esto se debe probablemente al hecho tener lesionados y no lesionados, los
cuales presentan datos significativamente diferentes entre s´ı.
La Figura 2-4 muestra el levelplot para la bu´squeda de para´metros para ACP para la
aproximacio´n del enfoque B. Podemos ver que las mejores soluciones se encuentran en la
esquina superior izquierda para valores α < 0, 2 y cuando se usan ma´s de 30 componentes.
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Figura 2-4.: Levelplot del enfoque B
Fuente: Kampakis (2016)
2.2.6. Otros comentarios sobre CP
Los componentes principales se utilizan con el fin de obtener una mejor comprensio´n del
conjunto de datos e informacio´n de co´mo las variables se relacionan con lesiones. En esta
seccio´n se analizara´n las componentes principales para ambos enfoques.
Figura 2-5.: Varianza explicada para cada componente en el enfoque A.
Fuente: Kampakis (2016)
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Enfoque A
La Figura 2-5 muestra el gra´fico de sedimentacio´n para los componentes. Parece que los
cuatro primeros componentes explican el mayor porcentaje de la varianza, por lo tanto,
se decidio´ que los cuatro primeros componentes eran los adecuados para el ana´lisis.
Observamos en la Tabla 2-5 que el primer componente esta´ dominado por “Zona Distancia
5” con la que se correlaciona negativamente. Un valor mayor en este componente indica
que el jugador no cubre una gran distancia en funcionamiento en altas velocidades. Por lo
tanto, este componente parece ser un buen indicador de “Ausencia de correr en velocida-
des altas”. El segundo componente tiene una gran correlacio´n negativa con “Distancia en
la Zona 5” y una gran correlacio´n positiva con aceleraciones y deceleraciones en la zona 3.
Un valor grande en este componente parece indicar la ausencia de funcionamiento en las
zonas de mayor velocidad y muchos sprints en la zona 3. Por lo tanto, este componente
parece representar “Velocidad media de sprint”.
PC1 PC2 PC3 PC4
Aceleracio´n Zona 3 -0.22842 0.47640 0.02004 -0.18828
Desaceleracio´n Zona 3 -0.22305 0.43085 0.07311 -0.07318
Desaceleracio´n Zona 4 -0.09469 0.14696 -0.00709 -0.00245
Distancia por minuto 0.00317 -0.1908 0.43666 -0.19408
Distancia Zona 5 -0.76398 -0.48592 0.22479 -0.11721
Carga de estre´s dina´mico Zona 2 -0.18703 0.04578 -0.39766 0.37565
Carga de estre´s dina´mico Zona 3 -0.16017 0.06806 -0.17699 0.40768
Impactos Zona 4 -0.17954 0.08479 -0.16280 0.47654
Intensidad de velocidad Zona 3 -0.02075 -0.13704 -0.59876 -0.33671
Tabla 2-5.: Los dos primeros componentes principales del modelo con α=0.01 para el
conjunto de datos en el enfoque A.
El tercer componente esta´ altamente correlacionado con “Distancia por minuto” y una
correlacio´n negativa con la “carga dina´mica de la tensio´n en la zona 3” y “Intensidad
velocidad en la zona 3”. Un gran valor en este componente parece indicar la ausencia
de correr en zonas de mayor velocidad y muchos sprints en zona 3, por lo tanto, este
componente puede ser un buen indicador de “Alta Velocidad promedio”.
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El cuarto componente tiene una alta correlacio´n con las variables que indican el estre´s
f´ısico en las zonas de velocidad media (zonas 2-4). Por lo tanto, un buen nombre para este
componente es “la intensidad del trabajo medio”.
Figura 2-6.: Boxplot de los dos primeros componentes principales frente a la variable de
respuesta.
Fuente: Kampakis (2016)
Figura 2-7.: Boxplot los componentes principales 3 y 4 frente a la variable de respuesta.
Fuente: Kampakis (2016)
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La Figuras 2-6 y la Figura 2-7 muestran los diagramas de caja de los componentes prin-
cipales frente a la lesio´n. Existen diferencias en la mediana y el rango de los grupos
lesionados y no lesionados para todos los componentes. Los componentes uno y tres tie-
nen medianas ma´s altas para los futbolistas lesionados, mientras que los componentes dos
y cuatro tienen menor.
La prueba de rangos con signo de Wilcoxon indica que la mediana de las diferencias entre
los heridos y los grupos no lesionados es cero y tiene asociado un para la segunda y la
cuarto componentes. Esto refuerza la evidencia de que los componentes esta´n asociados
con la lesio´n.
Basado en el diagrama de caja para los componentes uno y tres, parece que una distancia
ma´xima por minuto se correlaciona con la lesio´n, pero esto no se cumple cuando un juga-
dor cubre una larga distancia en una velocidad alta. Tal vez la capacidad de un jugador
para cubrir una gran distancia con las altas velocidades es una indicacio´n de que su cuerpo
no esta´ en riesgo de lesio´n.
Los componentes dos y cuatro de la actividad medida de las zonas intermedias, en forma
de aceleraciones/desaceleraciones, los impactos y la carga de estre´s dina´mico tienen una
correlacio´n negativa con la lesio´n. Esta relacio´n podr´ıa deberse a una actividad de estre´s
medio que tiene un efecto preventivo sobre las lesiones o debido al hecho de que las sesiones
de baja intensidad pueden no ser lo suficientemente estresantes como para causar lesiones.
Figura 2-8.: Varianza explicada para cada componente para el enfoque B.
Fuente: Kampakis (2016)
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Enfoque B
La Figura 2-8 muestra la varianza por componente para la aproximacio´n B. Se pude ob-
servar que los dos primeros componentes explican el mayor porcentaje de la varianza.
La Tabla 2-6 muestra las correlaciones para los dos primeros componentes de este modelo.
El primer componente se correlaciona negativamente con la “carga de la tensio´n dina´mica
en la zona 6” y “Impactos en la zona 6”. Parece representar la ausencia de altas veloci-
dades en una sesio´n. Por lo tanto, un buen nombre para este componente es “ausencia de
estre´s de alta velocidad”.
El segundo componente tiene una alta correlacio´n con la magnitud y el nu´mero de im-
pactos verticales derecha e izquierda. Por lo tanto, este componente es un buen indicador
de “impactos”.
PC1 PC2
Estre´s dina´mico zona 6 -0.7336374014 -0.141046
Impactos zona 6 -0.2726364018 -0.083711
Impacto lateral derecho -0.1904632684 -0.00039
Impacto de magnitud derecho -0.1737929754 0.3375606
Metabolismo zona 1 0.0075269287 0.2539652
Impacto vertical derecho 0.0037938173 0.3199798
Impacto vertical izquierdo 0.0442883442 0.3203094
Impacto de magnitud izquierdo 0.0477825359 0.3527447
Tabla 2-6.: Los dos primeros componentes principales del modelo con α=0.01 para el
conjunto de datos en el enfoque B.
La Figura 2-9 muestra los diagramas de caja para los dos componentes frente a la va-
riable de respuesta. Las diferencias entre los lesionados y los grupos no lesionados son
destacadas. El primer componente tiene una mediana inferior para futbolistas lesionados,
mientras que el segundo componente tiene claramente una mayor mediana para los juga-
dores lesionados. La interpretacio´n de los componentes en este caso es que el estre´s en las
zonas de mayor velocidad y un gran nu´mero de impactos se correlaciona con la lesio´n.
La prueba de los rangos con signos de Wilcoxon que la mediana de las diferencias entre
32 2 Ana´lisis de Componentes Principales
los heridos y los grupos no lesionados tiene un p-value para la hipo´tesis nula de menos de
0,01 para ambos componentes.
Figura 2-9.: Boxplot de los dos componentes principales frente a la variable de respuesta.
Fuente: Kampakis (2016)
2.2.7. Conclusiones
En este estudio se planteo´ el problema de la prediccio´n de lesiones sin contacto de los datos
GPS recogidos de entrenamiento. Los resultados demostraron que los datos GPS recogidos
en los entrenamientos contienen informacio´n que puede ser utilizada para predecir lesiones.
En primer lugar, un problema con estos datos fue que las variables estaban altamente
correlacionados entre s´ı, por ello se uso´ el me´todo de componentes principales.
El objetivo del estudio fue, dado un conjunto de variables, aplicar el me´todo de compo-
nentes principales para reducir el nu´mero de variables a aquellas que mas relacio´n tengan
con las lesiones. Esto es muy u´til porque facilita la interpretacio´n de los medicos.
Sin embargo, en este estudio se encuentran varias limitaciones. Otra es que muchas de
las lesiones tienen lugar durante los partidos, o no esta´n directamente relacionados con
la fatiga. Este es el caso de las lesiones trauma´ticas, por ejemplo, que suelen venir como
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resultado de un solo evento (por ejemplo, un sprint muy ra´pido).
Otro problema es el hecho de que los datos del GPS no se recogen de partidos, y estos
tienen un gran impacto en la condicio´n f´ısica de los futbolistas. Esto podr´ıa ser plantean-
do un inconveniente en el rendimiento del modelo predictivo que tiene este estudio como
objetivo conseguir.
3. ANOVA de medidas repetidas
“Ningu´n jugador es tan bueno como todos juntos”
Alfredo Di Ste´fano (1926-2014)
En este cap´ıtulo se presenta el ANOVA de Medidas Repetidas para estudiar el efecto de
la mejora del equilibrio en la reduccio´n del nu´mero de lesiones.
3.1. Desarrollo teo´rico
Se entiende por medidas repetidas las mu´ltiples medidas tomadas sobre un mismo sujeto.
Estas medidas no son independientes ya que se caracterizan porque las mediciones son
observadas en los mismos sujetos.
Los modelos de ana´lisis de varianza (ANOVA) con medidas repetidas sirven para estudiar
el efecto de uno o ma´s factores cuando al menos uno de ellos es un factor intra-sujeto.
Se entiende por factor intra-sujeto aquel cuyos niveles del factor se aplican a todos los
sujetos de un mismo grupo. Puede ocurrir que adema´s del factor intra-sujeto se disponga
de un factor inter-sujeto, caracterizado porque cada nivel del factor se asigna a un grupo
diferente de sujetos.
Antes de exponer los distintos modelos es necesario comprobar que se cumplen tres hipo´te-
sis: independencia, normalidad y esfericidad o circularidad.
3.1.1. Supuestos
Independencia.
Cada sujeto de la muestra se selecciona aleatoriamente de su poblacio´n y es asignando
a cada uno de los T tratamientos del factor, por lo que sus datos son independientes de
los obtenidos por el resto de sujetos. En consecuencia, lo que unos datos se desv´ıen del
promedio de su grupo es independiente de lo que otros datos se desv´ıen de ese mismo
grupo. Este supuesto suele comprobarse mediante la prueba de rachas.
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Normalidad.
La muestra aleatoria de t sujetos se extrae de una poblacio´n normal. Para comprobar este
supuesto se suele emplear el test de Shapiro-Wilk.
Esfericidad o circularidad.
Sea la matriz de varianzas-covarianzas:
Σt×t =

σ21 σ12 · · · σ1t
σ22 · · · σ1t
. . .
...
σ2t
 , donde σij es la covarianza entre i y j
entonces, una condicion suficiente para que se verifique que el estad´ıstico F se distribuya
mediante el modelo probabil´ıstico F -Snedecor con t−1 y (n−1)(t−1) grados de libertad
si la matriz de varianzas-covarianzas verifica que las varianzas de las diferencias de todos
los pares de niveles de tratamiento son homoge´neos (iguales), es decir:
σ2i + σ
2
j − 2σij = 2λ, para todo i 6= j.
La condicio´n mı´nima exigible para que el estad´ıstico F sea va´lido es que se cumpla el
supuesto de esfericidad o circularidad en la matriz de varianzas-covarianzas de la pobla-
cio´n. Para ello vamos a considerar la matriz C como la matriz de transformacio´n, que
se encarga de transformar el conjunto de variables originales en un conjunto de t − 1
variables ortonormales (Z), es decir, ortogonales entre s´ı y que adema´s la suma de cua-
drados de los coeficientes para cada variable es 1. Por la hipo´tesis de esfericidad la matriz
de varianzas-covarianzas para las nuevas variables transformadas es una matriz diagonal,
con un escalar λ > 0 igual en la diagonal. Luego,
ΣZ = λIt−1 = C ′ΣC =

λ 0 0 0
λ 0 0
. . . 0
λ
 ∈Mt−1×t.
Por lo tanto, antes de realizar el ana´lisis de la varianza conviene contrastar la hipo´tesis
nula de que la matriz de varianzas-covarianzas es circular, para ello utilizamos el Test de
Mauchly. Hay que tener en cuenta que este Test es una prueba sensible al incumplimiento
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de la hipo´tesis de normalidad.
En los siguientes apartados se expondra´n los distintos modelos de ANOVA con medidas
repetidas.
3.1.2. Disen˜o de medidas repetidas con un factor intra-sujetos
En este disen˜o se dispone de un u´nico factor T con t niveles, los cuales se aplican a los n
individuos de una muestra seleccionada aleatoriamente. El objetivo sera´ estudiar el efecto
del factor intra-sujetos (con t niveles) sobre la variable respuesta Y , donde yij es el valor
de la variable respuesta del j-e´simo individuo en el nivel i-e´simo.
Sea µ la media poblacional de la variable respuesta, αi el efecto medio adicional debido
al tratamiento i, Sj el efecto aleatorio del sujeto j y eij el error aleatorio. Suponiendo que
no existe interaccio´n entre los sujetos y el factor se tiene que el modelo lineal asociado a
este disen˜o viene dado por:
yij = µ+ αi + Sj + eij i = 1, 2, .., t j = 1, 2, .., n;∑t
i=1 αi = 0; Sj ∼ N(0, σ1); eij ∼ N(0, σ2);
Sj y eij son mutuamente independientes.
Se dispone de t niveles y n re´plicas por cada nivel.
Ana´lisis de la varianza y esperanzas de los cuadrados medios
Descomponiendo la varianza (SC) segu´n la variacio´n entre sujetos (SCE), encargada de
medir la diferencia entre los sujetos, y la variacio´n dentro de los sujetos (SCD), que se
ocupa de medir las diferencias dentro de los sujetos, se tiene:
SC = SCE + SCD,
donde:
SC =
t∑
i=1
n∑
j=1
(yij − y)2
tiene nt− 1 grados de libertad.
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SCE =
t∑
i=1
n∑
j=1
(yj − y)2
tiene n− 1 grados de libertad.
SCD =
t∑
i=1
n∑
j=1
(yij − yj)2
tiene n(t− 1) grados de libertad.
Adema´s, la variacio´n dentro de los sujetos se puede descomponer en dos, la variacio´n
debida a los niveles (SCT ), encargada de medir las diferencias entre los tratamientos, y
la debida a la aleatoriedad (error), encargada de recoger la variacio´n no explicada por los
tratamientos (SCError).
SCD = SCT + SCError,
donde:
SCT =
t∑
i=1
n∑
j=1
(yi − y)2
tiene t− 1 grados de libertad.
SCError =
t∑
i=1
n∑
j=1
(yij − yj − yi + y)2
tiene (n− 1)(t− 1) grados de libertad.
Por tanto la descomposicio´n de la varianza queda:
SC = SCE + SCT + SCError.
Los cuadrados medios representan una estimacio´n de la varianza de la poblacio´n, en este
caso se utilizan para determinar si los factores (tratamientos) son significativos.
En la variacio´n entre sujetos los cuadrados medios vienen dados por
SCE
n− 1 y la esperanza
de estos por σ22 + tσ
2
1.
En la variacio´n dentro de los sujetos los cuadrados medios vienen dados por
SCD
n(t− 1) y
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la esperanza de estos por σ22 +
1
t− 1
∑
α2i .
En la variacio´n debida a los tratamientos los cuadrados medios vienen dados por CMT =
SCT
t− 1 y la esperanza de estos por σ
2
2 +
n
t− 1
∑
α2i .
En la variacio´n debida a la aleatoriedad (error) los cuadrados medios vienen dados por
CMError =
SCError
(n− 1)(t− 1) y la esperanza de estos por σ
2
2.
Usando la descomposicio´n de la varianza y las esperanzas de los cuadrados medios nos
planteamos el contraste de igualdad de tratamientos:
H0 : αi = 0, i = 1, ...t ⇐⇒ H0 : µ1 = ... = µt,
el cual tiene asociado un estad´ıstico:
F0 =
CMT
CMError
,
cuya distribucio´n, bajo la hipo´tesis nula y algunas suposiciones de la matriz de varianzas-
covarianzas que se expondra´n un poco ma´s adelante, es una F -Snedecor con t − 1 y
(n− 1)(t− 1) grados de libertad.
Se necesitan los estimadores de σ21 y σ
2
2. Para ello, teniendo en cuenta las esperanzas de
los cuadrados medios de SCE y SCError, se tiene que los estimadores vienen dados por:
σ̂21 =
CME − CMError
t
,
σ̂22 = CMError =
SCE
(n− 1)(t− 1).
Si se verifica la condicio´n de circularidad, entonces el estad´ıstico F0 =
CMT
CMError
, bajo
la hipo´tesis nula, tiene asociada una dristribucio´n F-Snedecor con t − 1 y (n − 1)(t − 1)
grados de libertad y realizamos un ana´lisis univariante.
Si no se cumple la condicio´n de esfericidad se planten dos opciones:
1. Ajustar los grados de libertad del estad´ıstico F .
La idea es ajustar los grados de libertad mediante la prueba e´psilon () que es una co-
rreccio´n que se aplica en los grados de libertad del numerador y del denominador del
estad´ıstico F de forma que este pasa a distribuirse segu´n F con (t− 1) y (t− 1)(n− 1)
grados de libertad tal y como se explica en Xime´nez y Mart´ın (2000)
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2. Aplicar un ana´lisis de varianza multivariado (o MANOVA) basado en t− 1 contrastes
independientes.
En este caso el objetivo es transformar el ANOVA de un factor en un ana´lisis multivariado
(MANOVA), como se desarrolla en Xime´nez y Mart´ın (2000).
Comparaciones mu´ltiples de medias
Si al realizar el Ana´lisis de la Varianza en un modelo de medidas repetidas con un factor
intra-sujeto aparecen diferencias significativas, deberemos localizar do´nde se encuentran
esas diferencias.
En particular nos interesa comparar los niveles del factor T (factor intra-sujetos). Para
ello debemos comparar los valores µi estimador por yi. Un estimador insesgado de la
diferencia de medias es
yi − yi′ = µ̂i − µ̂i′ ,
cuya varianza es
2σ22
n
, y el estimador del error esta´ndar de esta diferencia es:
σ̂(yi − yi′) =
√
2CMError
n
.
En consecuencia a la hora de hacer comparaciones mu´ltiples entre los niveles i y i′ del
factor T , segu´n el me´todo LSD (Least Significance Method) de Fisher, la mı´nima diferencia
significativa viene dada por
LSDα = t(n−1)(t−1);α
2
√
2CMError
n
,
donde t(n−1)(t−1);α
2
representa una t-Student con (n− 1)(t− 1) grados de libertad y nivel
de confianza α
2
.
3.1.3. Disen˜o de medidas repetidas con dos factores intra-sujetos
Se dispone de dos factores intra-sujetos T y V , con t niveles respectivamente, de forma
que tenemos tv tratamientos los cuales se aplican a una muestra de n sujetos selecciona-
dos aleatoriamente. El objetivo sera´ estudiar el efecto de los factores intra-sujetos T y V
sobre la variable respuesta Y , donde yijk es el valor de la variable respuesta del k-e´simo
individuo bajo el nivel i-e´simo del factor T y el nivel j-e´simo del factor V .
Sea µ la media poblacional de la variable respuesta,αi el efecto medio adicional debido al
nivel i del factor T , βj el efecto adicional debido al nivel j del factor V , (αβ)ij el efecto
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medio adicional debido a la interaccio´n entre el nivel i del factor T y el nivel j del factor
V , Sk el efecto aleatorio del sujeto k, Sik el efecto aleatorio del nivel i del factor T y el
sujeto k, Sjk el efecto aleatorio del nivel j del factor V y el sujeto k y eijk representa
el error aleatorio. Suponiendo que no existe interaccio´n de orden tres entre los sujetos y
los factores intra-sujetos se tiene que el modelo lineal asociado a este disen˜o viene dado por:
yijk = µ+ αi + βj + (αβ)ij + Sk + Sik + Sjk + eijk
con i = 1, 2, .., t j = 1, 2, .., v k = 1, 2, .., n;∑t
i=1 αi = 0;
∑v
j=1 βj = 0;
∑t
i=1(αβ)ij = 0 ∀j;
∑v
j=1(αβ)ij = 0 ∀i;
Sk ∼ N(0, σ1); Sik ∼ N(0, σ2); Sjk ∼ N(0, σ3); eij ∼ N(0, σ4);
Sj, Sik, Sjk, y eij son mutuamente independientes.
Se dispone de tv tratamientos y n re´plicas por tratamiento.
Ana´lisis de la varianza y esperanzas de los cuadrados medios
Descomponiendo la varianza (SC) segu´n la variacio´n entre sujetos (SCE), encargada de
medir la diferencia entre los sujetos, y la variacio´n dentro de los sujetos (SCD), que se
ocupa de medir las diferencias dentro de los sujetos, se tiene:
SC = SCE + SCD,
donde:
SC =
t∑
i=1
v∑
j=1
n∑
k=1
(yijk − y)2
tiene nvt− 1 grados de libertad.
SCE =
t∑
i=1
v∑
j=1
n∑
k=1
(yk − y)2
tiene n− 1 grados de libertad.
SCD =
t∑
i=1
v∑
j=1
n∑
k=1
(yijk − yk)2
tiene vt(n− 1) grados de libertad.
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Adema´s, la variacio´n dentro de los sujetos se puede descomponer en tres, la variacio´n
debida a los factores (SCT ), la debida a las interacciones entre los sujetos y cada factor
(SCV ) y la debida a la aleatoriedad (error) (SCError).
SCD = SCT + SCV + SCT ∗ V + SCT ∗ S + SCV ∗ S + SCError,
donde:
SCT =
t∑
i=1
v∑
j=1
n∑
k=1
(yi − y)2
es la suma de cuadrados asociada al factor T y tiene t− 1 grados de libertad.
SCV =
t∑
i=1
v∑
j=1
n∑
k=1
(yj − y)2
es la suma de cuadrados asociada al factor y V tiene v − 1 grados de libertad.
SCT ∗ V =
t∑
i=1
v∑
j=1
n∑
k=1
(yij − yi − yj + y)2
es la suma de cuadrados asociada a la interaccio´n entre los dos factores intra-sujetos T y
tiene (t− 1)(v − 1) grados de libertad.
SCT ∗ S =
t∑
i=1
v∑
j=1
n∑
k=1
(yik − yi − yk + y)2
es la variabilidad correspondiente a la interaccio´n entre los factores intra-sujetos y tiene
(t− 1)(n− 1) grados de libertad.
SCV ∗ S =
t∑
i=1
v∑
j=1
n∑
k=1
(yjk − yj − yk + y)2
es la variabilidad correspondiente a la interaccio´n entre el factor T y los sujetos y tiene
(v − 1)(n− 1) grados de libertad.
SCError =
t∑
i=1
v∑
j=1
n∑
k=1
(yijk − yij − yik − yjk + yi + yj + yk − y)2
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que recoge la variacio´n no explicada por los tratamientos y las interacciones de orden tres,
es decir, el error aleatorio. Tiene (n− 1)(t− 1)(v − 1) grados de libertad.
Por tanto la descomposicio´n de la varianza queda:
SC = SCE + SCT + SCV + SCT ∗ V + SCT ∗ S + SCV ∗ S + SCError.
En la variacio´n entre sujetos los cuadrados medios vienen dados por
SCE
n− 1.
En la variacio´n dentro de los sujetos los cuadrados medios vienen dados por
SCD
vt(n− 1).
En la variacio´n asociada al factor T los cuadrados medios vienen dados por CMT =
SCT
t− 1
y la esperanza de estos por σ24 + vσ
2
2 +
nv
t− 1
∑
α2i .
En la variacio´n asociada al factor V los cuadrados medios vienen dados por CMV =
SCV
v − 1
y la esperanza de estos por σ24 + tσ
2
3 +
nt
v − 1
∑
β2j .
En la variacio´n asociada a la interaccio´n entre los factores intra-sujetos los cuadra-
dos medios vienen dados por CMT ∗ V = SCT ∗ V
(t− 1)(v − 1) y la esperanza de estos por
σ24 +
n
(t− 1)(v − 1)
∑∑
(αβ)2ij.
En la variacio´n asociada a la interaccio´n entre el factor T y los sujetos los cuadrados
medios vienen dados por CMT ∗ S SCT ∗ S
(t− 1)(n− 1) y la esperanza de estos por σ
2
4 + vσ
2
2.
En la variacio´n asociada a la interaccio´n entre el factor V y los sujetos los cuadrados
medios vienen dados por
SCV ∗ S
(v − 1)(n− 1) y la esperanza de estos por σ
2
4 + tσ
2
3.
En la variacio´n debida a la aleatoriedad (error) los cuadrados medios vienen dados por
SCError
(n− 1)(t− 1)(v − 1) y la esperanza de estos por σ
2
4.
Se necesitan los estimadores de σ22, σ
2
3 y σ
2
4. Para ello, teniendo en cuenta las esperanzas
de los cuadrados medios de SCT ∗ S, SCV ∗ S y SCError y se tiene que los estimadores
vienen dados por:
σ̂22 =
CMT ∗ S − CMError
v
,
σ̂23 =
CMV ∗ S − CMError
t
,
σ̂24 = CMError =
SCE
(n− 1)(t− 1)(v − 1).
Usando la descomposicio´n de la varianza y las esperanzas de los cuadrados medios y
suponiendo que las matrices de varianzas-covarianzas Σtv×tv, correspondiente al vector
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aleatorio (Y1, ...Yl), Σt×t, asociada al vector que recoge las respuestas bajo los niveles de
factor T , y Σv×v, asociada al vector que recoge las respuestas bajo los niveles de factor
V , verifican la propiedad de circularidad, se plantean los contrastes de hipo´tesis sobre la
interaccio´n entre ambos factores y cada factor por separado:
Efectos de la interaccio´n.{
H0 : (αβ)ij = 0;
H1 : Existe al menos un par (i, j) tal que (αβ)ij 6= 0.
Este constraste tiene asociado el estad´ıstico:
F0 =
CMT ∗ V
CMError
,
con (t− 1)(v − 1) y (n− 1)(t− 1)(v − 1) grados de libertad.
Efectos del factor T .{
H0 : αi = 0 i = 1, ..., t;
H1 : Existe al menos un par (i, i
′) tal que αi 6= αi′ .
Este contraste tiene asociado el estad´ıstico:
F0 =
CMT
CMT ∗ S ,
con (t− 1) y (n− 1)(t− 1) grados de libertad.
Efectos del factor V.{
H0 : βj = 0 j = 1, ..., v;
H1 : Existe al menos un par (j, j
′) tal que βj 6= βj′ .
Este contraste tiene asociado el estad´ıstico:
F0 =
CMV
CMV ∗ S ,
con (v − 1) y (n− 1)(v − 1) grados de libertad.
De forma ana´loga al modelo de medidas repetidas con un factor intra-sujetos si no se
verifica la condicio´n de circularidad de la matriz de varianzas-covarianzas se presentan
dos soluciones alternativas:
1. Realizar un ana´lisis univariante “aproximado” aplicando la prueba e´psilon a los grados
de liberdad del estad´ıstico F0.
2. Aplicar un ana´lisis de varianza multivariado (o MANOVA) con dos factores.
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Comparaciones mu´ltiples de medias.
Supongamos que se cumple la condicio´n de circularidad en las matrices de varianzas-
covarianzas. Si una vez realizado el Ana´lisis de la Varianza en este modelo aparecen
diferencias significativas, el siguiente objetivo sera´ localizar donde se encuentran esas
diferencias. Se considerara´n dos situaciones en funcio´n de si existe o no interaccio´n signi-
ficativa entre los factores T y V .
Si no existe interaccio´n significativa nos interesa comparar los niveles del factor T, cuando
existan diferencias significativas entre ellos, y los niveles del factor V cuando se de´ esta
situacio´n.
Se ven las diferencias entre los estimadores de µi, las medias de yi para comparar los
niveles del factor T . El estimador de insesgado de las diferencias de medias es:
yi − yi′ = µ̂i − µ̂i′ ,
que tiene por varianza:
2
vn
(σ24 + vσ
2
2),
y por estimador del error:
σ̂(yi − yi′) =
√
2
vn
(σ̂24 + vσ̂
2
2).
Por tanto, segu´n el me´todo LSD de Fisher, al hacer comparaciones mu´ltiples entre los
niveles i y i′ del factor T , la mı´nima diferencia significativa viene dada por:
LSDα = t(t−1)(n−1);α
2
√
2
vn
(σ̂24 + vσ̂
2
2).
En el caso de en el que se comparan los niveles del factor V se deben estudiar las diferencias
entre los estimadores de µj y las medias yj. El estimador insesgado de la diferencias de
medias es:
yj − yj′ = µ̂j − µ̂j′ ,
cuya varianza es:
σ̂(yj − yj′) =
√
2
tn
(σ̂24 + tσ̂
2
3).
Por lo tanto al hacer comparaciones mu´ltiples entre los niveles j y j′ del factor V , aten-
diendo al me´todo LSD de Fisher, la mı´nima diferencia significativa viene dada por:
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LSDα = t(v−1)(n−1);α
2
√
2
tn
(σ̂24 + tσ̂
2
3).
Si no existe interaccio´n significativa es posible realizar comparaciones de los tv tratamiento
de forma ana´loga que en un disen˜o de dos factores de los factores inter-sujetos.
En general, aparece interaccio´n significativa de los dos factores cuando no se cumple el
supuesto de circularidad. En ese caso se utiliza para cada nivel del factor T (o cada nivel
del factor V ) el test t para dos muestras relacionadas de forma que se comparan dos a
dos entre los niveles v niveles del factor V (o los t niveles del facor T ) controlando el
error experimental por el procedimiento de Bonferroni. Si no hay interaccio´n entre los dos
factores se pueden esudiar las diferencias para cada uno de los factores utilizando el test t
para dos muestras relacionadas de forma que se comparan dos a dos entre los t o v niveles
de cada factor controlando el error experimental por el me´todo de Bonferri.
3.1.4. Disen˜o de medidas repetidas con un factor intra-sujetos y un
factor inter-sujetos
Se dispone de un factor A (factor inter-sujetos) con a niveles que se asignan a grupos
independientes de n sujetos, de forma que se tiene a muestras aleatorias independientes
de n sujetos a los que se somete a los t niveles del factor T (factor intra-sujetos). El ob-
jetivo sera´ caracterizar el comportamiento de la variable respuesta Y sobre los a grupos
a lo largo de los t niveles del factor T , donde yijk es el valor de la variable respuesta del
k-e´simo individuo bajo el i-e´simo nivel del factor A y el j-e´simo nivel del factor T . Hay
que tener en cuenta que al considerar los sujetos fuente de variacio´n sus niveles esta´n
anidados en el factor inter-sujetos A.
Sea µ la media poblacional de la variable respuesta,αi el efecto medio adicional debido al
nivel i del factor A, Sk(i) el efecto aleatorio del sujeto k en el nivel ·i· del factor A, βj el
efecto adicional debido al nivel j del factor T , (αβ)ij el efecto medio adicional debido a la
interaccio´n entre el nivel i del factor A y el nivel j del factor T , µij la respuesta media bajo
el nivel i-e´simo del factor A y eijk representa el error aleatorio. Este disen˜o viene dado por:
yijk = µ+ Sk(i) + αi + βj + (αβ)ij + eijk = µij + Sk(i) + eijk
i = 1, 2, .., a j = 1, 2, .., t k = 1, 2, .., n;∑a
i=1 αi = 0;
∑t
j=1 βj = 0;
∑t
j=1(αβ)ij = 0 ∀i;
∑a
i=1(αβ)ij = 0 ∀j;
Sk(i) ∼ N(0, σ1); eij ∼ N(0, σ2)
Sk(i) y eij son mutuamente independientes.
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Ana´lisis de la varianza y esperanzas de los cuadrados medios
Descomponiendo la varianza (SC) segu´n la variacio´n entre sujetos (SCE), encargada de
medir la diferencia entre los sujetos, y la variacio´n dentro de los sujetos (SCD), que se
ocupa de medir las diferencias dentro de los sujetos, se tiene:
SC = SCE + SCD,
donde:
SC =
a∑
i=1
t∑
j=1
n∑
k=1
(yijk − y)2
tiene nat− 1 grados de libertad.
SCE =
a∑
i=1
t∑
j=1
n∑
k=1
(yik − y)2
tiene na− 1 grados de libertad.
SCD =
a∑
i=1
t∑
j=1
n∑
k=1
(yijk − yik)2
tiene na(t− 1)grados de libertad.
Adema´s, la variacio´n entre sujetos se puede descomponer en dos, la variacio´n debida al
factor A (SCA), y la debida a los sujetos en cada nivel A (SCSA),
SCE = SCA + SCSA,
donde:
SCA =
a∑
i=1
t∑
j=1
n∑
k=1
(yi − y)2
que mide las diferencias entre los niveles del factor A, y tiene a− 1 grados de libertad.
SCSA =
a∑
i=1
t∑
j=1
n∑
k=1
(yj − y)2
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que mide las diferencias entre los sujetos para cada nivel del factor A y tiene a(n − 1)
grados de libertad.
Por otro lado, la variacio´n dentro de los sujetos se puede descomponer en distintas fuentes
de variacio´n, la debida al factor T (SCT ), la debida a las interacciones entre el factor A
y el factor T (SCA ∗ T ) y la debida a la aleatoriedad (error) (SCError),
SCD = SCT + SCA ∗ T + SCError.
SCT =
a∑
i=1
t∑
j=1
n∑
k=1
(yj − y)2
que mide las diferencias entre los niveles del factor T , y tiene (t− 1) grados de libertad.
SCA ∗ T =
a∑
i=1
t∑
j=1
n∑
k=1
(yij − yi − yj + y)2
es la suma de cuadrados asociada a la interaccio´n entre el factor inter-sujetos y el factor
intra-sujetos, y tiene (a− 1)(t− 1) grados de libertad.
SCError =
a∑
i=1
t∑
j=1
n∑
k=1
(yijk − yik − yij + yi)2
que recoge la variacio´n no explicada por los tratamientos y las interacciones de orden tres,
es decir, el error aleatorio. Tiene a(n− 1)(t− 1) grados de libertad.
Por tanto la descomposicio´n de la varianza queda:
SC = SCA + SCSA + SCT + SCA ∗ T + SCError.
Para SCE los cuadrados medios vienen dados por
SCE
an− 1.
Para SCA los cuadrados medios vienen dados por CMA =
SCA
a− 1, y la esperanza de estos
por σ22 + tσ
2
1 +
nt
a− 1
∑
α2i
Para SCSA los cuadrados medios vienen dados por
SCSA
a(n− 1) y la esperanza de estos por
σ22 + tσ
2
1.
Para SCD los cuadrados medios vienen dados por
SCD
na(t− 1).
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Para SCE los cuadrados medios vienen dados por CMT =
SCT
(t− 1) y la esperanza de estos
por σ22 +
na
(t− 1)
∑∑
(αβ)2ij.
En la variacio´n debida a la aleatoriedad (error) los cuadrados medios vienen dados por
SCError
a(n− 1)(t− 1) y la esperanza de estos por σ
2
2.
Se necesitan los estimadores de σ22 y σ
2
1. Para ello, teniendo en cuenta las esperanzas de
los cuadrados medios de SCSA ∗ S y SCError y se tiene que los estimadores vienen dados
por:
σ̂21 =
CMSA ∗ S − CMError
t
,
σ̂22 = CMError =
SCE
a(n− 1)(t− 1).
Usando la descomposicio´n de la varianza y las esperanzas de los cuadrados medios y
suponiendo que las matrices de varianzas-covarianzas Σi i = 1, .., a deben ser iguales en
cada uno de los niveles del factor inter-sujetos y que la matriz de varianzas-covarianzas
combinada, Σt×t, definida como:
Σt×t =
1∑a
i=1(ni − 1)
a∑
i=1
(ni − 1)Σi,
es circular, se obtienen los contrastes de hipo´tesis sobre la interaccio´n entre ambos factores
y cada factor por separado.
Efectos de la interaccio´n.{
H0 : (αβ)ij = 0;
H1 : Existe al menos un par (i, j) tal que (αβ)ij 6= 0.
Este constrate tiene asociado el estad´ıstico:
F0 =
CMT ∗ A
σ̂22
,
con (a− 1)(t− 1) y a(n− 1)(t− 1) grados de libertad.
Efectos del factor inter-sujetos A.{
H0 : αi = 0 i = 1, ..., t;
H1 : Existe al menos un par (i, i
′) tal que αi 6= αi′ .
Este constrate tiene asociado el estad´ıstico:
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F0 =
CMA
σ̂21
,
con (a− 1) y a(n− 1) grados de libertad.
Efectos del factor intra-sujetos T .{
H0 : βj = 0 j = 1, ..., v;
H1 : Existe al menos un par (j, j
′) tal que βj 6= βj′ .
Este contraste tiene asociado el estad´ıstico:
F0 =
CMT
σ̂22
,
con (t− 1) y a(n− 1)(t− 1) grados de libertad.
Si no se verifican los supuestos para la matriz de varianzas-covarianzas, de forma ana´loga
a los modelos anteriores se puede optar por dos soluciones alternativas:
1. Realizar un ana´lisis univariante “aproximado” aplicando la prueba e´psilon a los grados
de libertad del estad´ıstico F0.
2. Aplicar un ana´lisis de varianza multivariado (o MANOVA) con dos factores A y T .
Comparaciones mu´ltiples de medias.
Si se cumplen los supuestos en las matrices de varianzas-covarianzas, y una vez realizado
el Ana´lisis de la Varianza en este modelo aparecen diferencias significativas, el siguiente
objetivo sera´ localizar donde se encuentran esas diferencias. Se considerara´n dos situacio-
nes en funcio´n de si existe o no interaccio´n significativa entre los factores A y T .
Si no existe interaccio´n significativa nos interesa comparar los niveles del factor A, cuando
existan diferencias significativas entre ellos, y los niveles del factor T cuando se de´ para
e´l esta situacio´n.
Para comparar los niveles del factor A se estudia las diferencias estimadas yi. Teniendo
en cuenta la expresio´n del modelo asociado al disen˜o se obtiene un estimador insesgado
de la diferencia de medias, que es:
yi − yi′ = µ̂i − µ̂i′ ,
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que tiene por varianza:
2
vn
(σ22 + tσ
2
1),
y por estimador del error:
σ̂(yi − yi′) =
√
2σ̂21
tn
.
Por tanto, segu´n el me´todo LSD de Fisher, al hacer comparaciones mu´ltiples entre los
niveles i y i′ del factor A, la mı´nima diferencia significativa viene dada por:
LSDα = ta(n−1);α
2
√
2σ̂21
tn
.
En el caso de en el que se comparan los niveles del factor T se deben estudiar las diferencias
estimadas yj. Un estimador insesgado de las medias viene dado por:
yj − yj′ = µ̂j − µ̂j′ ,
cuya varianza es:
σ̂(yj − yj′) =
√
2σ̂22
an
.
Por lo tanto al hacer comparaciones mu´ltiples entre los niveles j y j′ del factor T , aten-
diendo al me´todo LSD de Fisher, la mı´nima diferencia significativa viene dada por:
LSDα = ta(n−1)(t−1);α
2
√
2σ̂22
an
.
Si no existe interaccio´n significativa se pueden realizar dos tipos de ana´lisis basados en
medias de tratamientos µij.
Uno de ellos consiste en comparar los niveles del factor T en un nivel i del factor A.
Para ello se debe comparar los valores muij, para i fijo, estimador por yij. Un estimador
insesgado de la diferencias de medias para el nivel i del factor A es:
yij − yij′ = µ̂ij − µ̂ij′ ,
cuya varianza es:
2σ̂22
n
,
y el estimador del error esta´ndar de esta diferencia es:
σ̂(yij − yij′) =
√
2σ̂22
n
.
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Conforme al me´todo LSD de Fisher, para hacer comparaciones mu´ltiples entre los niveles
j y j′ del factor T para el nivel i del factor A, la mı´nima diferencia significativa viene
dada por:
LSDα = ta(n−1)(t−1);α
2
√
2σ̂22
n
.
El otro tipo de ana´lisis consiste en comparar los niveles del factor A en un nivel j del
factor T . Para ello, se debe comparar los valores de µij, para j fijo, estimados por eij. Un
estimador insesgado de las diferencias de medias para el nivel j del factor T es
yij − yi′j = µ̂ij − µ̂i′j,
cuya varianza es
2
n
(σ21 + σ
2
2).
Un estimador insesgado de σ21 + σ
2
2 es:
̂σ21 + σ22 = SCSA + SCErrora(n− 1) + a(n− 1)(t− 1) = σ̂21 + (t− 1)σ̂22t .
La distribucio´n de este estimador no es una χ2 sino una combinacio´n lineal de χ2 con lo
que no hay un valor LSD exacto para estas comparaciones. Por el me´todo de los momentos
se puede calcular aproximadamente el valor LSD:
LSDα = t
∗
α
2
√
2( ̂σ21 + σ22)
n
,
siendo t∗α
2
una media ponderada de ta(n−1);α
2
y ta(n−1)(t−1);α
2
de la forma:
t∗α
2
=
ta(n−1);α
2
σ̂21 + ta(n−1)(t−1);α2 (t− 1)σ̂21
σ̂21 + (t− 1)σ̂21
.
Si no se cumplen los supuestos en las matrices de varianzas-covarianzas y en el ana´lisis
aparecen diferencias significativas entre los tratamientos se realizan los siguientes ana´lisis:
1. Comparaciones dos a dos de los niveles del factor intra-sujetos T mediante el test t
para dos muestras relacionadas controlando el error experimentar por el procedimiento
de Bonferroni.
2. Comparaciones dos a dos de los niveles del factor inter-sujetos A en cada nivel del
factor intra-sujetos T mediante Ana´lisis de la Varianza del factor inter-sujetos A en cada
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nivel del factor intra-sujetos T .
3. Contrastes del factor inter-sujetos A repetidos en el factor intra-sujetos T mediante
ana´lisis univariante del factor inter-sujetos A entre dos niveles consecutivos del factor
intra-sujetos T .
3.2. Aplicacio´n pra´ctica
La pra´ctica del fu´tbol conlleva una gran exigencia f´ısica que tiene como consecuencia le-
siones en los jugadores. Para evitar este tipo de lesiones, los especialistas en rehabilitacio´n
proponen llevar a cabo programas de ejercicios espec´ıficos para mejorar el equilibrio y con
ello la propiocepcio´n.
El equilibrio se define generalmente como la capacidad de mantener el centro de gravedad
del cuerpo dentro de su base de apoyo y se diferencia entre equilibrio esta´tico y equilibrio
dina´mico. El equilibrio esta´tico es la capacidad de mantener el cuerpo en equilibrio mien-
tras no se esta´ realizando ningu´n movimiento. El equilibrio dina´mico requiere la capacidad
de mantener el equilibrio durante la transicio´n del movimiento a un estado esta´tico.
Es importante diferenciar la propiocepcio´n y el equilibrio. La propiocepcio´n es la recepcio´n
de est´ımulos producidos dentro organismo, mientras que el equilibrio es equilibrio f´ısico.
Esto significa que la propiocepcio´n es un proceso neurolo´gico, mientras que el equilibrio
es la capacidad de permanecer en una posicio´n vertical. Los ejercicios de equilibrio van
destinados a desarrollar la propiocepcio´n, consisten en entrenar el cerebro para reconocer
la posicio´n de cada parte del cuerpo en cada momento. El objetivo de los ejercicios de
equilibrio debe ser reducir el tiempo entre est´ımulos neuronales y respuesta muscular.
Por otra parte, es importante que los programas de ejercicios equilibrio ayuden a la mejor
de la propiocepcio´n, no so´lo durante la fase de rehabilitacio´n, sino tambie´n durante el
per´ıodo de competicio´n. Es decir, el desarrollo del equilibrio puede proteger a los futbo-
listas de posibles lesiones futuras.
En Cummins, Orr, O’Connor, y cols (2013) se compararon dos programas de equilibrio
con diferente frecuencia de aplicacio´n para determinar su eficacia en la mejora de la pro-
piocepcio´n de las extremidades inferiores: un programa de balance diario que duro´ tres
semanas o un programa que se aplico´ tres por semana durante un per´ıodo de seis semanas.
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3.2.1. ¿Co´mo afecta la mejora del equilibrio en la reduccio´n del
nu´mero de lesiones?
Wedderkopp, Kaltof, Lundgaard, Rosendahl, y Froberg (s.f.) tiene como objetivo aplicar
un programa de entrenamiento en el que se incluye el uso de la tabla de equilibrio durante
10-15 minutos cada vez que se llevara a cabo el entrenamiento. Este programa se disen˜o´
para reducir el nu´mero de lesiones en la zona inferior de las extremidades y se tuvo en
cuenta la incidencia de lesiones y los factores de riesgo entre el grupo que llevo a cabo el
entrenamiento y el que no. Como conclusio´n se obtuvo que el grupo que llevaba a cabo
el entrenamiento redujo el nu´mero de lesiones y que por lo tanto el entrenamiento de
equilibrio ayudo´ reducir el nu´mero de lesiones.
Por otro parte, una de las lesiones ma´s comunes en el fu´tbol es la lesio´n en el ligamento
cruzado anterior (LCA). Segu´n Alentorn-Geli y cols. (2009) los ejercicios de equilibrio y
propiocepcio´n constituyen una parte importante en el entrenamiento a la hora de reducir
los factores de riesgo de lesio´n del LCA sin contacto.
Se puede concluir que una mejora en el equilibrio conlleva una reduccio´n en el nu´mero de
lesiones, por lo tanto se puede considerar que el equilibrio es un factor de riesgo para las
lesiones. Por lo tanto, los resultados obtenidos en este estudio, relativos a como mejora
el equilibrio y la propiocepcio´n en cada grupo de estudio, en funcio´n a que programa
de ejercicios lleva a cabo cada uno, ayudara´ a saber que programa es ma´s eficiente para
mejorar el equilibrio y con ello reducir el nu´mero de lesiones.
3.2.2. Material y me´todos
Teniendo en cuenta que siempre hay una necesidad de mejorar la propiocepcio´n a trave´s
de programas de ejercicios espec´ıficos, en este estudio se examina que´ frecuencia de rea-
lizacio´n de ejercicios del balance ser´ıa ma´s eficaz en la mejora de la capacidad de equilibrio:
a) seis veces a la semana durante un per´ıodo de tres semanas (grupo A).
b) tres veces a la semana durante un per´ıodo de seis semanas (grupo B).
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En otras palabras, los dos grupos experimentales siguieron el mismo protocolo (20 minu-
tos), pero en diferentes frecuencias de ejercicio. El grupo C no siguio´ un entrenamiento del
equilibrio espec´ıfico, so´lo un entrenamiento de fu´tbol esta´ndar y se establecio´ como grupo
de control. El grupo de control se utilizo´ con el fin de comprobar si el entrenamiento de
fu´tbol por s´ı solo puede mejorar la capacidad de equilibrio significativamente. La cuestio´n
principal del estudio fue, cua´l es la frecuencia de ejercicio que va a ser ma´s eficaz para
mejorar el control postural y entrenar el cerebro para reconocer la posicio´n de cada parte
del cuerpo, el que se aplico´ diariamente durante un per´ıodo de 3 semanas, o el otro que
se aplico´ 3 veces a la semana durante un per´ıodo de 6 semanas.
Participantes
Los sujetos ten´ıan una edad media de 22,7 ± 3,5 an˜os, un peso medio de 76,2 ± 4,9, y una
altura media de 1,79 ± 6.36. Ninguno de los sujetos estaban participando en cualquier
otra actividad f´ısica, salvo el entrenamiento de fu´tbol y el entrenamiento del equilibrio.
Adema´s, estaban libres de lesiones en sus extremidades inferiores y no ten´ıa la inestabi-
lidad meca´nica o funcional en su rodilla o el tobillo en ese per´ıodo, por lo que estaban
participando regularmente en los entrenamientos.
Se determino´ la pierna dominante a trave´s de la prueba de tiro pelota. Se pidio´ a los
jugadores patear un balo´n de fu´tbol lo ma´s fuerte posible, la pierna que se utiliza para
lanzar el balo´n se registro´ como la pierna dominante.
Medidas
Los equipos de prueba que se seleccionaron para evaluar a los tres grupos consist´ıan en un
sistema electro´nico de estabilidad (sistema de estabilidad Biodex), una tabla de equilibrio
de madera con superficie inferior hemicil´ındrica, y un crono´metro.
Las desviaciones del plano horizontal
El sistema de estabilidad Biodex es un sistema de evaluacio´n de la estabilidad postural que
evalu´a la capacidad del cuerpo para mantener el equilibrio sobre una plataforma inestable.
Todos los sujetos completaron una evaluacio´n del equilibrio dina´mico con ambas piernas
(dominantes y no dominantes). Para cada ensayo de prueba, se pidio´ a los sujetos que se
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colocaran en la plataforma sobre una sola pierna, con los dos brazos en el pecho y con la
extremidad que no apoyaba en una posicio´n co´moda, para no ponerla en contacto con la
plataforma de pruebas. La posicio´n de prueba elegida por el sujeto se utilizo´ para todos
los ensayos y recoleccio´n de datos. Se dieron instrucciones a los sujetos para centrarse en
una pantalla de informacio´n visual directamente en frente de ellos.
Los sujetos trataron de mantener la plataforma de equilibrio inestable en la posicio´n
horizontal. Cualquier desviacio´n de la plataforma de equilibrio se registro´ nume´ricamente,
en grados. Ma´s espec´ıficamente, el sistema proporciona tres ı´ndices diferentes de acuerdo
con la direccio´n de las desviaciones desde el plano horizontal; el ı´ndice total estabilidad
(SI), el ı´ndice anterior-posterior (API) y el ı´ndice medio-lateral (MLI). Los participantes
realizaron el nivel de estabilidad 1 (menos estable) y efectuaron tres ensayos de pra´cticas
de 20 segundos y tres ensayos de prueba 20 segundos de los cuales so´lo se registro´ la
mejor puntuacio´n. La fiabilidad se establecio´ con coeficientes de correlacio´n intra-clase
(CCI) para los jugadores de fu´tbol. Los CCI para el primer objetivo fue de 0,80, para el
tercero de 0,77 y para el sexto de 0,67.
Estudio
Los 38 jugadores de fu´tbol fueron asignados al azar en 3 grupos, 2 grupos experimentales
(13 participantes cada uno) se sometieron al entrenamiento de fu´tbol y el programa de
equilibrio adicional y 1 grupo de control (12 participantes) no siguieron un entrenamiento
del equilibrio altamente espec´ıfico, solo un entrenamiento esta´ndar de fu´tbol. El procedi-
miento de ensayo fue seguido de un per´ıodo de entrenamiento para los 2 grupos (por un
periodo de entrenamiento de 3 semanas para el grupo A y de 6 semanas para el grupo
B). La prueba post-formacio´n se realizo´ al final de la tercera semana para el grupo A, y
al final de la sexta semana para el grupo B y C.
Descripcio´n del programa de ejercicio de equilibrio: El programa de ejercicios fue disen˜ado
usando los principios de los programas de entrenamiento de un futbolista de e´lite y los
destinados a la rehabilitacio´n de deportistas lesionados con inestabilidad funcional de sus
tobillos o ruptura del ligamento cruzado anterior. El objetivo principal fue incluir ejercicios
que mejoraran el conocimiento y control de la rodilla al estar de pie, teniendo en cuenta
el salto y el aterrizaje, que son elementos te´cnicos importantes de fu´tbol. Los ejercicios
de equilibrio se realizaron durante 20 minutos en dos tablas de equilibrio de madera: una
placa con superficie inferior semiesfe´rica y la otra con la superficie inferior semicil´ındrica.
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3.2.3. Ana´lisis
Se recogen los mejores valores de tiempo para cada prueba y se calculan las medias y las
desviaciones t´ıpicas, como se muestran en Tabla 3-1 y Tabla 3-2.
Grupo A Grupo B Grupo C
Antes
Tres
semanas
despue´s
Antes
Seis
semanas
despue´s
Antes
Seis
semanas
despue´s
Desviaciones µ± SD µ± SD µ± SD µ± SD µ± SD µ± SD
SI dom 9,6± 2,4 6,1± 0,8∗ 9,0± 2,2 7,6± 1,6∗ 9,2± 2,4 8,7± 1,5
SI no-dom 8,1± 2,5 6,2± 2,4∗ 8,4± 3,0 6,6± 2,0∗ 8,5± 3,1 8,6± 2,1
API dom 7,7± 2,3 5,6± 1,1∗ 8,2± 3,1 6,3± 1,6∗ 8,1± 3,3 8,1± 1,5
API no-dom 6,9± 1,9 5,3± 2,1∗ 8,0± 2,8 6,4± 1,8∗ 8,4± 2,9 8,2± 1,9
MLI dom 4,9± 1,2 3,7± 1,0∗ 5,4± 1,3 3,5± 0,9∗ 5,3± 1,5 5,2± 0,8
MLI no-dom 4,4± 1,2 3,3± 1,2∗ 4,9± 1,6 3,1± 0,8∗ 4,7± 1,4 4,8± 0,9
Tabla 3-1.: Medias (µ), desviaciones t´ıpicas (±SD), y total (Si), anterior-posterior (API)
y medio-lateral (MLI), dominante (dom) , no-dominante (no-dom) extremi-
dad.
Grupo A Grupo B Grupo C
Antes
Tres
semanas
despue´s
Antes
Seis
semanas
despue´s
Antes
Seis
semanas
despue´s
Desviaciones µ± SD µ± SD µ± SD µ± SD µ± SD µ± SD
APM dom 3,6± 2,4 10,6± 7,3∗ 2,5± 0,7 9,6± 3,1∗ 2,6± 0,7 2,6± 1,1
APM no-dom 3,0± 1,6 7,1± 2,2∗ 2,6± 1,8 11,4± 6,7∗ 2,8± 1,8 2,4± 2,1
MLI dom 2,7± 1,6 15,2± 8,1∗ 3,3± 1,7 17,1± 12,1∗ 3,3± 1,7 3,1± 1,1
MLI no-dom 3,0± 1,6 17,8± 7,8∗ 3,5± 1,8 19,3± 14,2∗ 3,5± 1,8 3,3± 1,2
Tabla 3-2.: Medias (µ), desviaciones t´ıpicas (±SD) tiempo de mantenimiento en la tabla
de equilibrio para los movimientos anterior-posterior (APM), y los movimien-
tos medio-lateral (MLM), para la pierna dominante (dom) y la no-dominante
(no-dom).
Se realiza un ANOVA de medidas repetidas con un factor intra-sujetos y un factor inter-
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sujeto. El factor intra-sujetos (varibale dependiente) que consta de la pierna dominante
y la no dominante. El factor inter-sujeto (variable independiente) consta de cada unos de
los tres grupos en los que se dividio´ a los futbolistas: grupo A (13 jugadores), grupo B
(13 jugadores) y grupo C (12 jugadores).
Variable a estudiar o variable respuesta:
Y = mejora del control postural y capacidad del cerebro para reconocer cada parte del
cuerpo.
Cada componente de la varible Y viene dada por yijk, donde i representa el i-e´simo nivel
del factor inter-sujeto, j representa el j-e´simo nivel del factor intra-sujeto y k el k-e´simo
individuo.
El modelo matema´tico asociado es:
yijk = µ+ Sk(i) + αi + βj + (αβ)ij + eijk;
con i = 1, 2, .., a j = 1, 2, .., t k = 1, 2, .., n;∑a
i=1 αi = 0;
∑t
j=1 βj = 0;
∑t
j=1(αβ)ij = 0 ∀i;
∑a
i=1(αβ)ij = 0 ∀j;
Sk(i) ∼ N(0, σ1); eij ∼ N(0, σ2)
Sk(i) y eij son mutuamente independientes.
Donde µ la media poblacional de la variable respuesta, αi el efecto medio adicional debido
al grupo en el que se encuentra el jugador Sk(i) el efecto aleatorio del jugador k en el grupo
en el que se encuentra, βj el efecto adicional debido a si estudiamos la pierna dominante
o la no dominante, (αβ)ij el efecto medio adicional debido debido al grupo en el que se
encuentra el jugador junto con la pierna que se estudia (la dominante o la no dominante)
y eijk representa el error aleatorio.
Una vez comprobados los supuestos de independencia, normalidad y esfericidad se plan-
tean los siguientes contrastes de hipo´tesis:
Efectos de la interaccio´n.{
H0 : (αβ)ij = 0;
H1 : Existe al menos un par (i, j) tal que (αβ)ij 6= 0.
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Para el cual se obtiene un p-valor<0.05 con lo que se concluye que se detectaron
diferencias en cada grupo para cada extremidad en la mejora del equilibrio.
Efectos del factor inter-sujetos.{
H0 : αi = 0 i = 1, ..., t;
H1 : Existe al menos un par (i, i
′) tal que αi 6= αi′ .
Para el cual se obtiene un p-valor>0.05 con lo que se concluye que no existen dife-
rencias significativas entre los grupos A, B y C en la mejora del equilibiro.
Efectos del factor intra-sujetos.{
H0 : βj = 0 j = 1, ..., v;
H1 : Existe al menos un par (j, j
′) tal que βj 6= βj′ .
Tanto en las pruebas de estabilidad Biodex como en las tablas de equilibrio se obtuvo
un p-valor<0.05 para la pierna dominante y la no dominante. Por tanto se concluye
que existen mejoras significativa para ambas piernas.
4. Modelo de Regresio´n de Cox
“No hay nada ma´s peligroso que no arriesgarse”
Pep Guardiola (1971-)
En este u´ltimo cap´ıtulo se trata el modelo de Regresio´n de Cox para estudiar los factores
de riesgo que afectan a lesiones en una parte concreta del cuerpo: el muslo.
4.1. Desarrollo teo´rico
En esta seccio´n nos centraremos en el ana´lisis de supervivencia, en concreto en la regre-
sio´n de Cox. Primero se expondra´n algunos conceptos ba´sicos del ana´lisis de supervivencia
para luego profundizar en la regresio´n de Cox.
El ana´lisis de supervivencia es una te´cnica inferencial que consiste en seguir a una serie
de individuos y modelar el tiempo que transcurre desde que comienza el estudios, punto
inicial, hasta que ocurre el suceso de intere´s, punto final. La variable de estudio es el
tiempo de supervivencia.
Puede ocurrir que haya individuos que desaparezcan del estudio, que entren en e´l. Tam-
bie´n puede que el estudio finalice antes de que suceda el evento de intere´s. En estos casos
se habla observaciones o individuos censurados.
A continuacio´n se presentan varios tipos de censura:
Censura de tipo I: Sea un conjunto de individuos y un intervalo de tiempo fijado
[0, tf ]. El conjunto de observaciones censuradas estara´ formado por los inidividuos
que no presentan fallo en ese intervalo.
Censura de tipo II: En este caso se fija el final del estudio en el momento en el
que ocurren r fallos de n posibles (r < n). Por lo tanto habra´ n − r observaciones
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censuradas.
Censura de tipo aleatorio: Este tipo puede ocurrir por diversas causas que no
estan influenciadas por la persona que realiza el estudio. Por ejemplo:
• Abandono: el individuo se ve obligado a dejar el estudio (por ejemplo un fut-
bolista que abandona el club).
• Fin del ensayo: termina el estudio y no se produce el suceso de intere´s.
Censura por la izquierda: El tiempo de supervivencia real es menor o igual al
tiempo de supervivencia observado.
Censura por la derecha: El tiempo de supervivencia real es igual o mayor que el
tiempo de supervivencia observado, es decir, si el individuo presenta fallo sabemos
que este ocurre despue´s del tiempo de censura observado.
Censura por intervalo: El tiempo real de supervivencia esta´ dentro de un inter-
valo de tiempo conocido, pero se desconce el tiempo exacto.
Sea T el tiempo de supervivencia, consideramos T como una variable aleatoria continua.
Denotaremos f(x) como su funcio´n de densidad y F (x) como su funcio´n de distribucio´n.
A continuacio´n se exponen funciones que intervienen en el ana´lisis de supervivencia.
Funcio´n de supervivencia
La funcio´n de supervivencia es la probabilidad de que el sujeto estudiado sobreviva pasado
un tiempo t.
ST (t) = P [T > t] = 1− FT (t) para todo t > 0
donde
FT (t) = P [T ≤ t] =
∫ t
0
f(x)dx.
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Funcio´n de riesgo
La funcio´n de riesgo es la probabilidad de que un sujeto experimente el suceso de intere´s
durante un intervalo infinitesimal de tiempo dado que el individuo ha sobrevivido hasta
el comienzo de ese intervalo. La expresio´n matema´tica de la funcio´n de riesgo es
hT (t) = l´ım
∆t→0
P [t ≤ T < (t+ ∆t)|T ≥ t]
∆t
= l´ım
∆t→0
FT (t+ ∆t)− FT (t)
∆t
=
fT (t)
ST (t)
.
Tasa de fallo acumulado
La tasa de fallo acumulado se define integrando la funcio´n de riesgo.
HT (t) =
∫ t
0
hT (u)du.
Por lo tanto, la funcio´n de riesgo es la derivada, o pendiente, de la funcio´n de riesgo
acumulado. La funcio´n de riesgo acumulado se relaciona con la funcio´n de supervivencia
acumulada por la expresio´n
ST (t) = e
−HT (t) o HT (t) = − ln(ST (t)).
Tiempo esperado de vida
El tiempo esperado de vida se refiere a la esperanza matema´tica de T , siempre que exista,
E[T ] =
∫ ∞
0
tf(t)dt.
Vida media residual
La vida media residual es una funcio´n que mide la esperanza de vida restante en los
individuos de edad t o el tiempo esperado de vida despue´s de t, hasta que ocurre el fallo.
vmr(t) = E[T − t|T > t] = 1
S(t)
∫ ∞
t
S(x)dx,
para todo t > 0.
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4.1.1. Estimador de Kaplan-Meier
En el ana´lisis de supervivencia se puede distinguir entre me´todos parame´tricos y me´todos
no parame´tricos.
Entre los me´todos no parame´tricos, uno de los me´todos ma´s utilizados es el estimador de
Kaplan-Meier.
La finalidad del estimador de Kaplan-Meier es estimar la probabilidad de que un con-
junto de individuos sobreviva en un intervalo de tiempo dado. El intere´s de este me´todo
reside en que tiene en cuenta las observaciones o individuos censurados para estimar las
funciones antes mencionadas.
En el caso en el que no haya observaciones censuradas, se estima la funcio´n de supervi-
vencia mediante:
Sn =
1
n
Card{i : ti > t}
donde n es el taman˜o de la muestra.
Supongamos ahora que existen observaciones censuradas y se considera la censura a la
derecha. Se observan los pares formador por (Yi, δi) i = 1, ..., n, donde,
Yi = min{Ti, Ci}, δi =
{
1 si Ti ≤ Ci (Oservado);
0 si Ti > Ci (Censurado).
Se construye un conjunto de n′ ≤ n intervalos usando los tiempos esperados observados.
Ii = (y(i−1), y(i)) con i=1,...,n′.
Sean los para´metros:
ni = nu´mero de individuos vivos al inicio del intervalo (y(i−1), y(i)] con i=1,...,n′,
di = nu´mero de individuos que fallecen en el intervalo (y(i−1), y(i)] con i=1,...,n′,
pi = P[T > y(i)|T > y(i−1)],
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qi = P[T ≤ y(i)|T > y(i−1)].
A continuacio´n se muestran los estimadores de Kaplan-Meier para:
Funcio´n de supervivencia
Aplicando de forma reiterada la probabilidad condicionada se obtiene la siguiente expre-
sio´n para ST (t).
ST (t) = P [T > t] =
∏
i:y(i)≤t
pi
Por tanto considerando los estimadores:
qˆi =
di
ni
, pˆi = 1− qˆi = ni − di
ni
,
se obtiene el estimador no parame´trico de la funcio´n de supervivencia propuesto por
Kaplan-Meier (1958)
SˆT (t) =
∏
i:y(i)≤t
pˆi =
k∏
i=1
ni − di
ni
,
donde k = y(k) ≤ t < y(k+1).
Funcio´n de riesgo
La estimacio´n de la tasa de fallo instanta´nea mediante el estimador de Kaplan-Meier en
un intervalo, es el siguiente:
hˆ(t) =
di
ni(ti+1 − ti) ,
donde i : ti ≤ t < ti+1.
Estimacio´n del fallo acumulado
Estimacio´n de fallo acumulada mediante los estimadores de Kaplan-Meier:
HˆT (t) = − ln[SˆT (t)] = − ln
∏
i:y(i)≤t
ni − di
ni
,
Vˆ [HˆT (t)] =
∑
i:y(i)≤t
di
ni(ni − di) .
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Estimacio´n del tiempo medio de vida truncada
Habitualmente, el tiempo medio de vida se estima a trave´s de:
Eˆ[T ] =
∫ y(n)
0
Sˆ(t)dt
Pero en el caso de y(n) = max(yi) no este´ censurada, la integral anterior coincide con la que
obtenemos en el intervalo [0,∞); pero en el caso de que este´ censurada, el l´ımt→∞ SˆT (t) 6=
0, por lo que la integral en el intervalo definido anteriormente no esta´ definida. Para in-
tentar evitar este problema, consideramos y(n) como si no estuviera censurada obteniendo
un estimador de la media, el cual coincide con la curva de Kaplan-Meier:
Eˆ[T ] =
n′∑
i=1
[y(i) − y(i−1)]Sˆ(yi)
4.1.2. Modelo de Cox
En el ana´lisis de supervivencia el modelo de regresio´n ma´s utilizado es el modelo pa-
rame´trico de Cox, tambie´n denominado como modelo de riesgos proporcionales.
Este procedimiento puede ser utilizado para estudiar el impacto de varios factores sobre
la supervivencia, es decir, la regresio´n de Cox modela la relacio´n entre un conjunto de
una o ma´s covariables y la funcio´n de riesgo y por tanto sobre la funcio´n de superviven-
cia. Las covariables pueden ser discretas o continuas. El modelo de regresio´n de riesgos
proporcionales de Cox se resuelve utilizando el me´todo de probabilidad marginal.
Se consideran las covariables x1, ..., xp y β1, ..., βp los coeficientes de regresio´n a esti-
mar.Adema´s, t representa el tiempo transcurrido, y h0 la tasa de riesgo de referencia
cuando todas las covariables son iguales a cero.
Funcio´n de riesgo
La funcio´n de riesgo para este modelo es:
h(t,x) =
∫ t
0
hT (u, x)du =
∫ t
0
h0(u)e
∑p
i=1 xiβidu
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= e
∑p
i=1 xiβi
∫ t
0
h0(u)du = H0e
∑p
i=1 xiβi ,
Hay que notar que para este modelo la funcio´n de fallo base h0 no es conocida.
Funcio´n de supervivencia
Bajo el modelo de regresio´n de riesgos proporcionales, la supervivencia acumulada es
ST (t, x) = e
−hT (t) = exp
[
−h0(t)e
∑p
i=1 xiβi
]
=
[
e−h0(t)
]e∑pi=1 xiβi
= S0(t)
e
∑p
i=1
xiβi
,
Estimacio´n
Sea t = 1, ...,M el sub´ındice de los M tiempos de fallos completos sin censuras. Hay que
tener en cuenta que M no incluye los tiempos duplicados o las observaciones censuradas.
El conjunto de todas los fallos que se producen en el momento Tt se denotan como Dt.
Sean c y d = 1, ...,mt ı´ndice de individuos de Dt. El conjunto de todos los individuos
que esta´n en riesgo inmediato antes del tiempo Tt se denota como Rt. Este conjunto, a
menudo se llama conjunto de riesgos e incluye todos los individuos que fracasan en el
tiempo Tt as´ı como aquellos que esta´n censurados o no en un momento posterior a Tt. Sea
r = 1, ..., nt ı´ndice de individuos de Rt. Sea X referido a un conjunto de p covariables.
Estas covariables tienen como sub´ındices i, j, o k. Los valores de las covariables en un
tiempo de fallo en particular Td se escriben como x1d, x2d, ..., xpd o xid en general. Los
coeficientes de regresio´n a estimar son β1, β2, ..., βp.
Teniendo en cuenta lo anterior, cuando no hay relacio´n entre los tiempos de fallo, el
logaritmo de verosimilitud viene dado por:
LL(β) =
M∑
t=1
[
p∑
i=1
xitβi − ln
(∑
r∈Rt
e
∑p
i=1 xirβi
)]
=
M∑
t=1
[
p∑
i=1
xitβi − ln(GRt)
]
, (4-1)
donde
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GR =
∑
r∈R
e
∑p
i=1 xirβi .
Maximizando (4-1) se obtiene los estimadores de β. Para ello se aplica el me´todo de
Newton-Raphson, el cual usa las derivadas parciales y la resolucio´n del sistema:
βˆ :
∂LL(β)
∂β
= 0.
En los casos en los que coinciden los tiempos de fallo se suele aplicar el me´todo de Breslow
o el me´todo de Efron.
El logaritmo de verosimilitud de aproximacio´n de Breslow viene dado por:
LL(β) =
M∑
t=1
[∑
d∈Dt
p∑
i=1
xidβi −mt ln
(∑
r∈Rt
e
∑p
i=1 xirβi
)]
=
M∑
t=1
[∑
d∈Dt
p∑
i=1
xidβi −mt ln(GRt)
]
,
donde
GR =
∑
r∈R
e
∑p
i=1 xirβi .
El logaritmo de verosimilitud de aproximacio´n de Efron viene dado por:
LL(β) =
M∑
t=1
[∑
d∈Dt
p∑
i=1
xidβi −
∑
d∈Dt
ln
(∑
r∈Rt
e
∑p
i=1 xirβi − d− 1
mt
∑
c∈Dt
e
∑p
i=1 xicβi
)]
=
M∑
t=1
[∑
d∈Dt
p∑
i=1
xidβi −
∑
d∈Dt
ln
(
GRt −
d− 1
mt
GDt
)]
.
En ambos casos se aplicar´ıa el me´todo de de Newton-Raphson para hallar el estimador
de β.
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Contraste de hipo´tesis e intervalos de confianza
Esta seccio´n se centra en la realizacio´n de contraste de hipo´tesis y de intervalos de con-
fianza.
Para contrastar la hipo´tesis nula H0 : β = β0 se pueden aplicar tres contrastes: el test
de razo´n de verosimilitud, el test de Wald y contraste “score”. En caso de aceptar la
hipo´tesis nula, se tiene que el estad´ıstico sigue una distribucio´n chi-cuadrado con p grados
de libertad.
1.Test de razo´n de verosimilitud. Este test se define como:
2[log(LL(β0))− log(LL( ˆβ))]
donde β0 son los valores iniciales de los coeficientes y βˆ es la solucio´n despue´s de ajustar
el modelo.
2.Test de Wald. Proporciona un contraste por variables en vez de una medida de signi-
ficacio´n global. El estad´ıstico de contraste se define mediante:
(βˆ − β0)′Σˆ−1(βˆ − β0)
donde Σˆ es la matriz de varianzas y covarianzas estimada.
3.Contraste “score”. Se define utilizando las derivadas del logaritmo de verosimilitud
evaluada en la hipo´tesis nula (H0 : β = β0) y suponiendo que bajo la hipo´tesis nula el
vector scores es:
Xs =
(
∂LL(β0)
∂β
)′(
∂2LL(β0)
∂β∂β′
)(
∂LL(β0)
∂β
)
.
Por otro lado, para contrastar la hipo´tesis nula H0 : β = 0 se usa el estad´ıstico de Wald:
z =
β̂j√
V̂ [β̂j]
. (4-2)
El intervalo de confianza para βj viene dado por:
β̂j ± zα
2
√
V̂ [β̂j].
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Interpretacio´n
La interpretacio´n del modelo de Cox no se hace directamente a trave´s del coeficiente es-
timado sino del exponencial de la estimacio´n del coeficiente estimado.
Para variables dicoto´micas, el estimador eβˆ es la razo´n de riesgos (hazard ratio) y se in-
terpreta como la cantidad de riesgo que se tiene con la presencia de cada covariable en
relacio´n a la ausencia del resto de las la covariables.
Para el caso de covariables continuas eβˆ representa la razo´n de riesgos (hazard ratio) al
incrementar en una unidad la covariable.
4.2. Aplicacio´n pra´ctica
El estudio Venturelli, Schena, Zanolla, y Bishop (2011) investiga los factores de riesgo
para las lesiones de futbolistas jo´venes mediante la regresio´n de Cox.
Las distensiones musculares son muy frecuentes entre los jugadores de fu´tbol, por ello este
estudio se centrara´ particularmente en examinar que´ factores (edad, categor´ıa, posicio´n
en el campo, ı´ndice de masa corporal, etc.) podr´ıan ser identificados como factores de
riesgo para distensiones musculares en los jugadores jo´venes.
La identificacio´n temprana de factores de riesgo, seguida de un control regular, puede
ayudar a los me´dicos de los equipos y entrenadores a identificar a los jugadores de fu´tbol
jo´venes que presentan un riesgo alto de lesio´n para que estos sigan programas de forma-
cio´n de prevencio´n.
4.2.1. Me´todos
El estudio´ conto´ con 96 jugadores en total, quienes participaban en el torneo de e´lite
nacional de Italia. Los jugadores se dividieron en tres grupos de edad: CA (17-18 an˜os),
CB (15-16 an˜os) y CC (13-14 an˜os). En el grupo CA estaba compuesto por 33 jugadores,
el CB por 31 y el CC por 32.
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En primer lugar se realizo´ una encuesta sobre lesiones anteriores y como consecuencia se
excluyeron a 7 jugadores antes de la primera sesio´n de prueba ya que se estaban some-
tiendo a tratamientos fisioterape´uticos para una lesio´n previa (censura a la izquierda).
Tambie´n se excluyo´ al portero de cada grupo debido a que ellos realizan una formacio´n
especializada para su posicio´n en el campo.
El estudio se llevo´ a cabo desde agosto hasta mayo, es decir, un temporada completa.
Este per´ıodo se dividio´ en tres: los 40 primeros d´ıas, que corresponden a la pretemporada,
los 170 d´ıas siguentes conformar´ıan la segunda divisio´n y finalmente los u´ltimos 130 d´ıas.
Se realizaron a los futbolistas ciertas pruebas y se tomaron los datos necesarios ayuda´ndo-
se de la tecnolog´ıa GPS cuando fue necesario. El primer d´ıa de pretemporada se tomaron
los datos de las pruebas de salto, el tercero los de la prueba de flexibilidad y el cuarto
los de la prueba de resistencia. Estos datos se registraron en un formulario junto con la
informacio´n de las lesiones anteriores (categor´ıa, posicio´n, gravedad y fecha).
El entrenador y el preparador f´ısico de cada grupo registro´ el tiempo de exposicio´n indi-
vidual para cada jugador (horas de participacio´n) durante todas las sesiones de entrena-
miento y partidos (jugados y no jugados).
Todas las lesiones musculares se registraron como una lesio´n esta´ndar durante toda la
temporada por un fisioterapeuta experto. Para la evaluacio´n espec´ıfica de las distensiones
musculares se utilizo´ una evaluacio´n ecogra´fica del dan˜o muscular para determinar la se-
veridad de la lesio´n. Todos los jugadores que sufrieron una lesio´n que no fue una distensio´n
muscular (lesio´n de grado dos), o una distensio´n menor, (lesio´n de grado uno), durante la
temporada observada, se censuraron en el modelo estad´ıstico de supervivencia al momen-
to de la lesio´n: dos jugadores por distensiones menores, cuatro jugadores por contusiones,
dos jugadores por inflamacio´n del pubis y uno por un esguince de ligamento de rodilla.
En consecuencia, el grupo se redujo a 84 jugadores que fueron seguido durante la tempo-
rada juvenil de fu´tbol, 28 de la categor´ıa CA, 29 de la categor´ıa CB, 27 de la categor´ıa CC.
Se determinaron las medidas antropome´tricas (masa y altura), el ı´ndice de masa corporal
(IMC, kg·m−2) y la densidad corporal. Para calcular la composicio´n corporal, se utilizaron
diferentes fo´rmulas dependiendo de la edad y la raza (cauca´sica, negra e hispa´nica) del
jugador.
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Antes de realizar las dos pruebas de salto todos los jugadores realizaron de calentamiento
esta´ndar: diez minutos de carrera lenta, evitando el estiramiento de las extremidades
inferiores. Se realizaron tres saltos y se registro´ el mejor de ellos. Se probaron dos tipos de
saltos. El primero fue un salto de potencia (SJ) que requer´ıa que los jugadores flexionaran
sus rodillas hasta 90o, para detenerse dos segundos y luego extiender las rodillas y caderas
para saltar lo mas alto posible (ver Figura 4-1).
Figura 4-1.: SJ
El salto de contramovimiento (CMJ) fue realizado de la misma manera pero sin detenerse
en la posicio´n ma´s baja (ver Figura 4-2).
Figura 4-2.: CMJ
La diferencia porcentual entre los dos tipos de saltos se calculo´ tambie´n para cada jugador:
∆JH = (CMJ − SJ) · SJ−1 · 100.
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Para la prueba de flexibilidad (SR) se coloco´ una caja de SR en el suelo y los jugadores
se sentaron sin zapatos con la piernas extendidas y los pies en flex pegados a la caja
SR. Luego extendieron sus brazos hacia adelante, con las palmas hacia abajo, moviendo
la escala de medicio´n lo ma´s lejos posible sin flexionar las rodilla (ver Figura 4-3). Se
realizaron tres ensayos que fueron utilizados para ana´lisis.
Figura 4-3.: CMJ
Para la prueba de resistencia, la sesio´n comenzo´ con un calentamiento consistente en diez
minutos de carrera lenta. La prueba se considero´ terminada cuando el jugador no pudo
alcanzar dos veces la l´ınea final.
4.2.2. Ana´lisis
Se uso´ el ana´lisis de supervivencia (regresio´n de Cox) para estimar la proporcio´n de los
jugadores sin distensiones en el muslo durante la temporada. La variable de estudio fue
el tiempo que transcurre desde la evaluacio´n hasta la ocurrencia de la lesio´n o hasta el
final del estudio (censurado). Se censuraron todos los jugadores lesionados, incluyendo
distensiones musculares o torceduras leves.
En los 40 primeros d´ıas 5 jugadores resultaron lesionados en el muslo en los 170 d´ıas
siguientes 14 jugadores y el los 130 u´ltimos 8. En total se registraron 27 jugadores con
distensio´n muscular en el muslo, 6 en los cua´driceps, 7 los abductores y 14 en los isquio-
tiviales.
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La curva de Kaplan-Meier (4.1.1) representa la probabilidad supervivencia durante la pre-
temporada y la temporada. En este caso la variable de estudio fue tiempo de evaluacio´n
(d´ıas) para la ocurrencia de una lesio´n (evento sin censura) o al final del seguimiento
(censurado). Para los datos de este estudio la curva de Kaplan-Meier dada por la Figura
4-4
Figura 4-4.: Curva de Kaplan-Meier
Fuente: Venturelli y cols. (2011)
El objetivo del estudio fue evaluar dentro de un conjunto de covariables (los factores tales
como la altura, la posicio´n en el campo o el ı´ndice de masa corporal entre otros) cua´les
tienen influencia sobre la funcio´n de riesgo (4.1.2). Como ya se vio´ en (4.1) la funcio´n
de riesgo y la funcio´n de supervivencia esta´n relacionadas, por tanto el estudio lleva a
conocer como afectan los factores a la funcio´n de supervivencia (4.1.2)
Aplicando los contrastes de hipo´tesis explicados en (4.1.2) se observa que factores tales
como una lesio´n anterior, la posicio´n en el campo (defensores vs mediocampistas), la al-
tura, el ı´ndice de masa corporal, el porcentaje de grasa, paso yo-yo, SJ y JH presentan
una alta significacio´n.
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Rango Haz. ratio±SE I.C.(95 %) z
Lesiones previas (N) 0 a 13 3.55±1.46* 1.58-7.95 3.09
Partidos jugados (h) 24 a 68 0.977±0.02 0.95-1.01 -1.33
Entrenamientos (h) 150 a 314 0.996±0.00 0.99-1.00 -0.91
Entenamientos y partidos (h) 185 a 382 1.154±0.22 0.79-1.66 0.76
Categor´ıa CA, CB o CC (N) 28, 29, 27 0.87±0.21 0.55-1.39 0.56
Edad (an˜os) 14 a 18 1.07±0.13 0.85-1.34 0.55
Defensas vs delanteros (N) 35 a 14 0.34±0.16* 0.14-0.85 -2.31
Defensas vs mediocentros (N) 35 a 35 0.61±0.17 0.36-1.10 -1.66
Mediocentros vs delanteros 35 a 14 1.18±0.75 0.35-4.10 0.28
Alura (cm) 163 a 191 1.19±0.05* 1.11-1.29 4.58
Peso (kg) 47 a 88 1.16±0.03* 1.09-1.23 5.28
I´ndice de masa corporal (kgm−1) 18 a 26 1.59±0.18* 1.27-1.99 4.05
Porcentaje de grasa 6 a 16 1.37±0.11* 1.16-1.61 3.80
Paso yo-yo 9 a 15 0.67±0.09* 0.50-0.89 -2.79
SJ (cm) 26 a 45 1.13±0.06* 1.02-1.25 2.39
CMJ (cm) 28 a 51 0.99±0.04 0.92-1.08 -0.07
∆JH( %) -7 a 11 0.76±0.04* 0.68-0.84 -5.35
Flexibilidad -11 a 16 0.98±0.03 0.92-1.05 -0.57
*p-value<0.05
SE se refiere al error esta´ndar
Tabla 4-1.: Factores de riesgo intr´ınsecos y extr´ınsecos univariados que utilizan las re-
gresiones de Cox para la probabilidad de supervivencia de la distensio´n del
muslo
Tomando, por ejemplo, el factor peso, se tiene (de acuerdo a la Tabla 4-1) que los jugado-
res tienen un peso entre los 47 y los 88 kg. Como el peso es una variable continua, “Haz.
ratio” representa la razo´n de riesgos al incrementar una unidad la covariable, en este caso
al aumentar un kg la razon de riesgo aumenta 1,16±0,03, donde 0.03 es el error esta´ndar.
(1.09,1.23) es el intervalo de confianza al 95 % y z=5.28 el valor del estad´ıstico de Wald
(4-2) que sirva para contrastar la hipo´tesis nula H0 : βj = 0.
El principal hallazgo de este estudio fue que, durante una temporada de fu´tbol (pretem-
porada + temporada de competicio´n), no hubo efecto significativo de la exposicio´n al
entrenamiento y partidos en la probabilidad de distensio´n del muslo.
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Con el fin de interpretar con precisio´n los resultados, se deben considerar algunos factores
metodolo´gicos. La principal limitacio´n es el nu´mero relativamente bajo de casos y eventos.
So´lo 84 de los 96 jugadores de fu´tbol jo´venes fueron seguidos durante la temporada, y
so´lo 27 incurrieron en una lesio´n muscular.
Los datos del presente estudio sugieren que la estatura del jugador es un fuerte factor de
riesgo para las distensiones musculares.
A. Anexo
En este anexo se explican algunos tests usados en el trabajo.
Prueba de rachas
La prueba de rachas permite contrasta la hipo´tesis nula de que la muestra sea aleatoria, es
decir, si las observaciones son independientes. Una racha es una secuencia de observaciones
similares. Una muestra con un nu´mero demasido grande o demasiado pequen˜o de rachas
sugiere que la muestra no es aleatoria.
Test de Shapiro-Wilk
El test de Shapiro-Wilk contrasta la hipo´tesis nula de que la muestra de estudio este´
normalmente distribuida. El estad´ıstico del test viene dado por:
W =
D2
nS2
,
donde D es la suma de las diferencias corregidas, n el taman˜o muestral y S2 es la varianza
muestral.
Test de Mauchly
Este test comprueba la esfericidad de las matrices de varianzas-covarianzas. Este test usa
estimacio´n muestral de la matriz de varianzas-covarianzas poblacional, Σ, con el propo´sito
de probar si C∗
′
ΣC∗ cumple el supuesto de esfericidad.
Test LSD de Fisher
El Test LSD (Least significant difference) de Fisher es un test de comparaciones mu´lti-
ples.Se aplica cuando en se rechaza la hipo´tesis nula de igualdad de medias en el ANOVA
y en este caso permite comparar las medias de los t niveles de un factor.
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El test se basa en crear un valor comu´n usando el test t-Student. Este valor viene dado
por:
T =
Yi − Yj√
Ŝ2E
(
1
ni
+
1
nj
)
≡ tN−t
LSD = tN−t,α
2
√
Ŝ2E
(
1
ni
+
1
nj
)
,
donde N el nu´mero total de observaciones, t el nu´mero de niveles del factor, ni, nj ta-
man˜os muestrales de los niveles i y j, Ŝ2E la estimacio´n de la varianza del error o residual,
Y i, Y j las medias muestrales de los niveles i y j y tN−t,α
2
es la distribucio´n t-student cpm
N − t grados de libertad y a un nivel de significacio´n α
2
.
Si |Yi − Yj| > LSD, entonces hay diferencia significativa.
Test de Bonferroni
Al igual que el test LSD de Fisher es un test de comparaciones mu´ltiples y se aplica
cuando en se rechaza la hipo´tesis nula de igualdad de medias en el ANOVA y en este caso
permite comparar las medias de los t nivelesde un factor.
Del mismo modo que en el test LSD de Fisher se calculara´ un valor, BSD, por encima
del cual la diferencia entre las dos medias sera´ significativa y por debajo del cual esa
diferencia no sera´ significativa. El valor BSD viene dado por:
BSD = tN−t, α
2M
√
Ŝ2E
(
1
ni
+
1
nj
)
,
donde N el nu´mero total de observaciones, t el nu´mero de niveles del factor, ni, nj taman˜os
muestrales de los niveles i y j, Ŝ2E la estimacio´n de la varianza del error o resifual, tN−t, α2M
es la distribucio´n t-student cpm N − t grados de libertad y a un nivel de significacio´n α
2
y M son las combinaciones posibles de niveles tomados de dos en dos.
Test de rangos con signo de Wilcoxon
El test de rangos con signo de Wilcoxon es una prueba no parame´trica, la cual permite
comparar poblaciones cuando sus distribuciones no satisfacen las condiciones necesarias
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para otros test parame´tricos.
Se utiliza para contrastar la hipo´tesis nula H0 : No hay diferencias significativas entre las
observaciones.
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