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Abstract
We determine the isogeny classes of supersingular abelian threefolds over F2n containing the Jacobian
of a genus 3 curve. In particular, we prove that for even n > 6 there always exist a maximal and a minimal
curves of genus 3 over F2n . The methods provide an explicit construction of supersingular curves of genus
3 with Jacobian in a prescribed isogeny class.
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0. Introduction
Let g  0 be an integer, p a prime number and k = Fq a finite field with q = pn. What is the
maximal value of |C(k)| if C runs on all (smooth, absolutely irreducible, projective) curves of
genus g over k? This question has an easy answer in the case g = 0 and 1 but one has to wait till
1985 for Serre to solve the case g = 2 [9]. For g  3, the problem has only partial solutions, most
of the time obtained case by case for small q [12]. This problem can be seen as part of a more
general question, the Jacobian isogeny problem: let A be an isogeny class of abelian varieties of
dimension g  1 over k. Does A contain the Jacobian of a curve of genus g over k? Again, the
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For g  4, the problem seems more difficult even in the geometric setting (i.e. over k) since one
has to characterize Jacobians among abelian varieties. So, g = 3 is a kind of frontier case, where
there is still no geometric obstruction to this problem.
In this paper we make a tiny step in this direction by solving the Jacobian isogeny problem
for supersingular abelian threefolds over fields of characteristic 2. In Theorems 3.6–3.8 we give
a complete answer, easier to state for n > 6.
Result. Let k = F2n , with n > 6. All isogeny classes of supersingular abelian threefolds over k
with Weil polynomial F(x) contain the Jacobian of a genus 3 curve except in the following cases
(where  = ±1 takes both values):
• n even and F(x) = f (x)(x4 + √qx3 +qx2 + q√qx +q2) with f (x) the Weil polynomial
of a supersingular elliptic curve over k;
• n odd and F(x) is equal to (x2 +q)(x4 +√2qx3 +qx2 +q√2qx+q2) or (x2 +√2qx+
q)(x4 + √2qx3 + qx2 + q√2qx + q2).
We recall that the Weil polynomial of an abelian variety over k is the characteristic poly-
nomial of the Frobenius endomorphism. By a classical result of Tate, two abelian varieties are
k-isogenous if and only if they have the same Weil polynomial.
As a by-product of the above result we obtain a proof of the existence of maximal curves.
In [2,4] and [12] one may check the state of the problem of the existence of maximal curves of
genus 3.
Corollary. Let k = F2n , with n even. For n > 6 there are maximal curves and minimal curves of
genus three over k. For n = 6 there are maximal curves over k, but no minimal curve. For n = 2
or 4 there are neither maximal nor minimal curves over k.
Our results lead to some speculation on the Jacobian isogeny problem in other instances of
the case g = 3. If (A,λ) is an undecomposable principally polarized abelian threefold defined
over k, then there exists a curve C defined over k whose Jacobian J is isomorphic to (A,λ)
over k [7]. If C is non-hyperelliptic then J is either k-isomorphic to A or to the quadratic twist
of A [3, Appendix]. Thus, if A belongs to the isogeny class with Weil polynomial x6 + ax5 +
bx4 + cx3 + bqx2 + aq2x + q3, which we denote A(a,b,c), then J may belong to this class or to
the class A(−a,b,−c). In particular |C(k)| = 1 + q ± a. So far, nobody knows a practical method
to determine which case occurs. Our results show that if we are concerned only with the fact
that A is isogenous to a Jacobian or not, this ambiguity of sign disappears when the base field
is big enough (n > 6). In this case, the isogeny class A(a,b,c) contains a Jacobian if and only if
the isogeny class A(−a,b,−c) does. One may speculate if a similar phenomenon will occur for
non-supersingular threefolds and/or other characteristics.
Our methods are constructive. We let C run on all supersingular curves (i.e. curves with
supersingular Jacobian) of genus 3 over k, and we compute the isogeny classes covered by
the Jacobians. Oort proved that there are no supersingular hyperelliptic curves of genus 3 in
characteristic 2; thus, we need only to consider non-hyperelliptic supersingular curves, i.e. su-
persingular plane quartics. Our approach is based on explicit models for supersingular quartics
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C: Y 4 + f Y 2 + gY = X3 + dX2 + e, g ∈ k∗, d, e, f ∈ k.
The full automorphism group of C contains a unique V4 subgroup and the quotients of C by
the three nontrivial involutions of this subgroup are elliptic curves E,E′,E′′ over k¯ such that
the Jacobian J of C is k¯-isogenous to E × E′ × E′′. We reverse then the process and determine
the existence (or non-existence) of supersingular plane quartics over k with elliptic quotients
in prescribed isogeny classes. From this knowledge it is easy to determine the isogeny classes
covered by all Jacobians. The methods allow the explicit construction of supersingular quartics
with Jacobian in a prescribed isogeny class.
The paper is organized in the following way. In Section 1, we classify the supersingular el-
liptic curves over k and we express their trace of Frobenius and k-isomorphism class in terms
of the coefficients of normalized models. In Section 2 we display the isogeny classes of su-
persingular abelian threefolds, easy to describe after classical results of Tate and Honda. In
Section 3 it is proven that every supersingular Jacobian over k is k-isogenous to E ×E′ ×E′′ or
E × Resk2/k(E′) or Resk3/k(E), and this implies that some abelian threefolds cannot be realized
as Jacobians. Then in Section 5 it is proved that for n > 6 all threefolds that satisfy this obstruc-
tion are in fact Jacobians. We end Section 3 by displaying the solution to the Jacobian isogeny
problem (Theorems 3.6–3.8) and its application to the existence of maximal curves. In Section 4
we give parametrizations of some rational curves and study the number of points of certain hy-
perelliptic curves of genus 4 as well as of an affine surface. These results are useful in Section 5,
where we analyze the existence of quartics with elliptic quotients in prescribed isogeny classes
(Theorems 5.2, 5.10, 5.18). This section is the core of the paper; it is divided into three parts
according to the splitting behavior of Y 3 + f Y + g.
1. Supersingular elliptic curves in characteristic 2
Let k = Fq be a finite field of characteristic 2, with q = 2n. We shall denote simply by Tr or
Trk the absolute trace Trk/F2 .
The perfect duality of k given by the nondegenerate pairing
〈 , 〉 : k × k −→ F2, 〈x, y 〉 = Tr(xy),
leads to a canonical isomorphism of F2-vector spaces
( )∗: k −→ HomF2(k,F2), x 	→ x∗ = Tr(x−).
Moreover, if q is a square we have an analogous result substituting F2 by F4. We shall often use
the following immediate consequence of this duality.
Lemma 1.1. Let k0 = F2 or k0 = F4 (if q is a square). If u1, . . . , ur ∈ k are k0-linearly indepen-
dent, then we have an onto map:
k −→ (k0)r , x 	→
(
x∗(u1), . . . , x∗(ur)
)
.
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AS(x) = x + x2, AS2(x) = x + x4.
Clearly, AS(k) ⊆ Ker(Tr), because Tr(x) = Tr(x2). Since the two subspaces have codimension
one, they coincide, and we have an exact sequence of additive abelian groups
0 −→ F2 i−→ k AS−→ k Tr−→ F2 −→ 0.
If q is a square we have a similar exact sequence of F4-vector spaces
0 −→ F4 i−→ k AS
2−→ k Trk/F4−→ F4 −→ 0.
Lemma 1.2. A quadratic polynomial f (x) = x2 +ax+b ∈ k[x] is separable if and only if a = 0;
in this case, f (x) is irreducible if and only if b/a2 /∈ AS(k).
1.1. Artin–Schreier models
An elliptic curve over k is supersingular if and only if its j invariant equals 0 [10, Chap-
ter V, §4]. Thus, the supersingular elliptic curves are all geometrically isomorphic and they have
Weierstrass models [10, Appendix A]:
y2 + a3y = x3 + a2x2 + a4x + a6, a3 = 0.
The map (x, y) 	→ (x, a−13 y) sets a k-isomorphism with an Artin–Schreier model
y2 + y = a−23 x3 + a−23 a2x2 + a−23 a4x + a−23 a6.
A change of variables y ↔ y + a−23 a4x + t , t ∈ k, makes the coefficient of x vanish and allows
us to suppose that the last term is either 0 or a fixed element c0 in k \ AS(k). We are led in this
way to normal Artin–Schreier models of the type
E: y2 + y = ax3 + bx2 + c, a ∈ k∗, b ∈ k, c ∈ {0, c0}.
The advantage of the Artin–Schreier models is that the canonical twist (associated to the
automorphism “multiplication by −1”) is obtained just by making a different choice of the coef-
ficient c.
E′: y2 + y = ax3 + bx2 + c + c0.
If x2 + tx + q is the Weil polynomial of E then x2 − tx + q is the Weil polynomial of E′. Let
us introduce a special notation for some particular curves:
Ea : y
2 + y = ax3, a ∈ k∗,
H : y2 + y = x3 + x2,
E : y2 + y = c−3x3 + x2, c ∈ k \ AS(k).0 0 0
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Supersingular elliptic curves, q square. The parameter a ∈ k∗ is a non-cube, the Weil
polynomial of E is x2 + tx + q and π is the q-Weil number
E E1 E
′
1 Ea , Ea2 E
′
a , E
′
a2
E0
t −(−1)n/22√q (−1)n/22√q (−1)n/2√q −(−1)n/2√q 0
π (−1)n/2√q −(−1)n/2√q (−1)n/2√qζ3 −(−1)n/2√qζ3 √qζ4
Table 2
Supersingular elliptic curves, q non-square. The Weil polynomial of E
is x2 + tx + q and π is the q-Weil number
E E1 H H ′
t 0 (−1)(n2−1)/8√2q −(−1)(n2−1)/8√2q
π
√
qζ4 (−1)(n2−1)/8√qζ8 −(−1)(n2−1)/8√qζ8
Also, we denote by ζm a primitive mth root of unity in Q. More specifically, we consider ζ8 to
be a root of the polynomial x2 + √2x + 1, and ζ24 to be a root of the polynomial x4 +
√
2x3 +
x2 + √2x + 1.
Theorem 1.3. There are seven or three k-isomorphism classes of supersingular elliptic curves
according to q being a square or not. In Tables 1 and 2 we find representative models of these
classes, and their respective Weil polynomials and q-Weil numbers.
Proof. We check this by computing all k¯/k twists of the curve E1: y2 + y = x3. This curve
has 24 geometric automorphisms [10, Appendix A]:
ϕu,s,t (x, y) =
(
ux + s, y + us2x + t), u ∈ F∗4, s, t ∈ F4,
where the parameter t belongs to F2 if and only if s = 0. The multiplication by −1 is represented
by ϕ1,0,1.
The twists of E1 are parameterized by the pointed set H1(Gk,Autk¯(E1)). Since k is a finite
field, a 1-cocycle is determined by the choice of an automorphism and H1(Gk,Autk¯(E1)) is
identified to the quotient set of Autk¯(E1) under the equivalence relation α ∼ β−1αβσ , where σ
is the q-power Frobenius automorphism of k¯.
If q is a square, Autk¯(E1) has trivial Galois action and the twists are parameterized by the
seven conjugacy classes, represented by
±1, ±ϕu,0,0, ±ϕu2,0,0, ϕ1,1,u,
for any u ∈ F∗4, u = 1. The twisted curve Eα associated to α ∈ Autk¯(E1) is determined up to
k-isomorphism by the existence of a k¯-isomorphism f :E1 → Eα such that f−1f σ = α. In par-
ticular, if π,πα are the respective q-power endomorphisms of E,Eα , we have παf = f σπ and
f−1παf = απ ; thus, πα has the same characteristic polynomial as απ , and since π acts as mul-
tiplication by the integer ±√q , it is immediate to deduce the Weil polynomial of Eα from the
characteristic polynomial of α as an endomorphism of E1.
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u ∈ F∗4, u = 1. Since the curves E1,H,H ′ have inequivalent q-Weil numbers (easy to com-
pute because the curves are defined over F2) they represent these three different k-isomorphism
classes. 
Proposition 1.4. Let E be a supersingular elliptic curve over k given by an Artin–Schreier nor-
mal model
E: y2 + y = ax3 + bx2 + c, a ∈ k∗, b ∈ k, c ∈ {0, c0}.
Tables 3 and 4 determine the isomorphism class of E in terms of the parameters a, b and c.
Proof. By [10, Proposition 3.1(b)], a k-isomorphism from E to another normal model E˜ with
parameters a˜, b˜, c˜ is necessarily of the form:
(x, y) 	→ (u(x + v), y + av2x + t),
with u ∈ k∗, v, t ∈ k satisfying
a˜ = u−3a, b˜ = u−2(b + a2v4 + av), c˜ = c + a2v6 + bv2 + t + t2.
In particular, the class of a in k∗/(k∗)3 is preserved.
We can get a target curve with b˜ = 0 if and only if a2v4 + av = b for some v ∈ k. Note that
in this case bv2 = a2v6 + av3 belongs to AS(k) and c˜ ≡ c + av3 (mod AS(k)). If a /∈ (k∗)3 the
F2-linear map x 	→ a2x4 + ax is an automorphism of k and the equation a2v4 + av = b has a
unique solution v ∈ k. If a = z3 for some z ∈ k, this equation is equivalent to w4 +w = bz−2 for
w = zv, and it has a solution in k if and only if bz−2 ∈ AS2(k).
We can get a target curve with a˜ = b˜ = 1 if and only if a = u3 and a2v4 + av = b + u2
for some v ∈ k, or equivalently (for w = uv): w4 + w = bu−2 + 1. In this case av3 = w3 and
bv2 = a2v6 + av3 +w2, so that c˜ ≡ c +w3 +w (mod AS(k)).
After these considerations, the proposition is consequence of Theorem 1.3. 
Table 3
Isomorphism class of E: y2 + y = ax3 + bx2 + c, q square, v is any
solution in k to va + v4a2 = b
a, b E isomorphic to
a /∈ (k∗)3 or a = u3, bu−2 ∈ AS2(k)
{
Ea, if Tr(c + v3a) = 0
E′a, if Tr(c + v3a) = 1
a = u3, bu−2 /∈ AS2(k) E0
Table 4
Isomorphism class of E: y2 + y = ax3 + bx2 + c, q non-square, v is
any solution in k to 1 + v + v4 = bu−2
a, b E isomorphic to
a = u3, bu−2 ∈ AS(k) E1
a = u3, bu−2 /∈ AS(k)
{
H, if Tr(c + v3 + v) = 0
H ′, if Tr(c + v3 + v) = 1
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In this section we display the isogeny classes (over k) of simple (over k) supersingular abelian
varieties of dimension 1, 2, 3.
The Weil polynomials of the supersingular elliptic curves over k are given in Theorem 1.3. If q
is a square there are five isogeny classes, represented by E1, E′1, Enc, E′nc and E0, where Enc (nc
for “non-cube”) denotes any supersingular elliptic curve k-isomorphic to Ea for some non-cube
a ∈ k∗. If q is not a square, there are three isogeny classes, represented by E1, H and H ′.
Let A(s,t) be the isogeny class of the abelian surfaces over k with Weil polynomial x4 + sx3 +
tx2 + qsx + q2. We extract the simple supersingular isogeny classes of abelian surfaces from
[5, Theorem 2.9]; they are displayed in Tables 5 and 6.
Finally, the simple isogeny classes of supersingular abelian threefolds can be determined from
classical results of Tate and Honda [11].
Proposition 2.1. If q is not a square there are no simple supersingular abelian threefolds over k.
If q is a square there are only two isogeny classes of simple supersingular abelian threefolds,
corresponding to the Weil polynomials x6 ± √qx3 + q3, with q-Weil numbers ±√qζ9.
Proof. Let us argue with q = pn for an arbitrary prime number p. Let π ∈ Q be a q-Weil
number, denote by F the number field Q(π) and let h(x) be the minimal polynomial of π
over Q. Let A be a simple supersingular abelian variety in the isogeny class determined by π .
The Weil polynomial of A is fA(x) = h(x)e , where e is the least common denominator of all
(v(π)/v(q))[Fv :Qp] [11]. Here v runs on all places of F lying above p, Qp is the field of p-adic
numbers and Fv is the completion of F at v. The dimension of A is
dimA = 1
2
degfA(x) = 12e[F :Q].
If A is supersingular, then π = √qζ for some root of unity ζ ∈ Q; in particular, v(π)/v(q) =
1/2. Hence, e = 1 if all [Fv:Qp] are even and e = 2, otherwise. On the other hand, since [F :Q]
is even (or 1) we conclude that dimA = 3 if and only if [F :Q] = 6 and all [Fv:Qp] are even.
Table 5
Isogeny classes and q-Weil numbers of simple supersingular abelian
surfaces, q square
A(0,0) A(0,−q) A(√q,q) A(−√q,q)
√
qζ8
√
qζ12
√
qζ5 −√qζ5
Table 6
Isogeny classes and q-Weil numbers of simple supersingular abelian
surfaces, q non-square
A(0,−2q) A(0,q) A(0,−q) A(√2q,q) A(−√2q,q)√
q
√
qζ3
√
qζ12
√
qζ24 −√qζ24
E. Nart, C. Ritzenthaler / Finite Fields and Their Applications 14 (2008) 676–702 683We claim that the only supersingular q-Weil numbers of degree six are
±√qζ7, ±√qζ9, if q is a square,√
qζ28 (p = 7), √qζ36 (p = 3), if q is not a square.
In fact, let π = √qζ be a supersingular Weil number of degree six. If q is a square, then
Q(π) = Q(ζ ), and deg(ζ ) = 6 occurs only for ζ = ±ζ7, ±ζ9. Assume now that q is not
a square. The fields Q(√q ) and Q(ζ ) cannot be linearly disjoint because this would imply
deg(π) = 2 deg(ζ ) = 6; hence, we have necessarily Q(√q ) ⊆ Q(ζ ) and Q(π) ⊆ Q(ζ ). We
cannot have Q(π) = Q(ζ ) because neither Q(ζ7) nor Q(ζ9) contain a real quadratic subfield.
Thus, deg(ζ ) = 12, which occurs only for ζ = ±ζ13, ±ζ21, ζ28, ζ36. The case ζ = ±ζ21 cannot
occur because Q(
√
21 ) is the unique real quadratic subfield of Q(ζ21); also, we cannot have
Q(π) ⊆ Q(ζ13) because the unique subfield of degree six of Q(ζ13) is totally real. On the other
hand, one checks easily that
√
7ζ28 and
√
3ζ36 have both degree six.
Therefore, if q is not a square, there are simple supersingular abelian threefolds defined over
Fq only for characteristic p = 3,7 (in both cases p is totally ramified and [Fv:Qp] = 6). If q is
a square the number field F is the cyclotomic field Q(ζ ). From now on we focus our attention
on the case p = 2. The prime 2 has order three in (Z/7Z)∗; hence, it splits in Q(ζ7) as the
product of two prime ideals of residual degree three, and the abelian varieties associated to the
q-Weil numbers ±√qζ7 have dimension six. Finally, the prime 2 generates the cyclic group
(Z/9Z)∗; hence, it is inert in Q(ζ9) and the abelian varieties associated to ±√qζ9 have dimension
three. 
We end this section by displaying in Tables 7–10 the isogeny classes of the abelian surfaces
and threefolds that are the Weil restriction of an elliptic curve defined over the subextension k2 or
k3 of respective degree 2 or 3 over k. If π is the qn-Weil number of an elliptic curve E over kn,
the roots of the Weil polynomial of Reskn/k(E) are ζ in n
√
π , for 0 i < n; thus, these tables may
be checked by a simple glance at Tables 1, 2, 5, 6.
These computations will be used in the next section to determine the splitting behaviour of
the isogeny class of the Jacobian of a supersingular curve of genus 3.
3. Jacobians in isogeny classes
We want to know what isogeny classes of supersingular abelian threefolds contain the Ja-
cobian of a projective smooth curve of genus 3. Since there are no supersingular hyperelliptic
curves of genus 3 over a finite field of characteristic 2 [8, §5], we focus on supersingular non-
Table 7
Isogeny class of Resk3/k(E), q square,  = (−1)n/2
E/k3 Weil polynomial of Resk3/k(E) Isogeny class
E0 x6 + q3 E0 ×A(0,−q)
E1 x6 − 2
√
q3x3 + q3 E1 ×Enc ×Enc
E′1 x6 + 2
√
q3x3 + q3 E′1 ×E′nc ×E′nc
Enc,E
′
nc x
6 ±
√
q3x3 + q3 simple
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Isogeny class of Resk3/k(E), q non-square,  = (−1)(n
2−1)/8
E/k3 Weil polynomial of Resk3/k(E) Isogeny class
E1 x6 + q3 E1 ×A(0,−q)
H x6 − 
√
2q3x3 + q3 H ×A(−√2q,q)
H ′ x6 + 
√
2q3x3 + q3 H ′ ×A(√2q,q)
Table 9
Isogeny class of Resk2/k(E), q square
E/k2 Weil polynomial of Resk2/k(E) Isogeny class
E0 x4 + q2 A(0,0)
E1 x4 − 2qx2 + q2 E1 ×E′1
E′1 x4 + 2qx2 + q2 E0 ×E0
Enc x
4 + qx2 + q2 Enc ×E′nc
E′nc x4 − qx2 + q2 A(0,−q)
Table 10
Isogeny class of Resk2/k(E), q non-square
E/k2 Weil polynomial of Resk2/k(E) Isogeny class
E0 x4 + q2 H ×H ′
E1 x4 + 2qx2 + q2 E1 ×E1
E′1 x4 − 2qx2 + q2 A(0,−2q)
Enc x
4 − qx2 + q2 A(0,−q)
E′nc x4 + qx2 + q2 A(0,q)
hyperelliptic curves of genus 3; that is, on supersingular plane quartics. In [6] it is proved that
any supersingular plane quartic over k admits an affine model of the type
C: Y 4 + f Y 2 + gY = X3 + dX2 + e, g ∈ k∗, d, e, f ∈ k, (1)
with a single point P∞ at infinity, which is a hyperflex; that is, the tangent at P∞ cuts the quartic
with intersection multiplicity four at P∞. The line at infinity is the only bitangent of C. For
each nonzero root θ of the polynomial Y 4 + f Y 2 + gY , the quotient of C by the involution
i(X,Y,Z) = (X,Y + θZ,Z) is an elliptic curve Eθ with Weierstrass model [6, Proposition 2.5]
Eθ : y2 + gθ−1y = x3 + dx2 + e.
We denote by τ :C → Eθ the canonical quotient map. For the other nonzero roots θ ′, θ ′′ of
Y 4 + f Y 2 + gY we consider similar objects i′, i′′,Eθ ′,Eθ ′′, τ ′, τ ′′.
We call i, i′, i′′ the bielliptic involutions of C. The quotient of C by the V4 group generated by
these involutions is isomorphic to P1. Hence, the function field k¯(C) is a biquadratic V4 extension
of k¯(x),
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k¯(C)
k¯(x)

 

with quadratic subextensions L, L′, L′′ corresponding to the function fields of the three elliptic
quotients. Therefore, one might construct all function fields of supersingular plane quartics by
using Artin–Schreier theory. If one wants to take care of the field of definition this construction
has some subtle points and we shall not follow this approach.
The structure of Autk¯(C) was determined in [6, bottom of p. 468]; this group has either 4
(if d = 0) or 12 (if d = 0, f = 0) or 36 (if d = f = 0) elements and it contains only three
nontrivial involutions. Thus, the field of definition (over k) of the triple of bielliptic involutions
is an intrinsic invariant of the curve.
Definition 3.1. Let C be a supersingular plane quartic over k. We say that C is respectively split,
of quadratic type, or of cubic type, according to the minimum field of definition over k of the set
of bielliptic involutions being respectively k or k2 or k3. For a quartic C given by an Eq. (1) this
is determined by the number 3,1 or 0 of roots in k of the polynomial Y 3 + f Y + g.
This “type” of C should not be confused with the splitting behaviour of the Jacobian. If C is
split then the Jacobian of C is k-isogenous to the product of three elliptic curves, but the converse
is not true (see Lemma 3.2).
Letting C run on all supersingular plane quartics, we want to see what isogeny classes of
supersingular abelian threefolds are covered by the Jacobian J of C. Let us see first that the
k-isogeny class of J is determined by the three elliptic quotients.
Lemma 3.2. Let C be a supersingular quartic over k and let Eθ , Eθ ′ , Eθ ′′ be the three elliptic
quotients. If C is of cubic type, then J is k-isogenous to the Weil restriction Resk3/k(Eθ ). If
C is of quadratic type and Eθ ′ , Eθ ′′ are the quadratic conjugate elliptic quotients, then J is
k-isogenous to Eθ × Resk2/k(Eθ ′). If C is split, then J is k-isogenous to Eθ ×Eθ ′ ×Eθ ′′ .
Proof. For any P = (x, y, z) ∈ C(k¯), the divisor P + i(P )+ i′(P )+ i′′(P ) is a canonical divisor,
because it is the intersection divisor of the line zX = xZ with the quartic. In particular, for any
divisor D of degree zero, the divisor D + i(D)+ i′(D)+ i′′(D) is linearly equivalent to zero.
We fix an embedding of the curve into its Jacobian, C ↪→ J , given by P 	→ [P − P∞], after
the natural identification of J (k¯) with the group of classes of divisors of degree zero of C under
linear equivalence. The morphism
φ = (τ∗, τ ′∗, τ ′′∗ ) :J −→ Eθ ×Eθ ′ ×Eθ ′′
induced by this embedding sends the class [P +Q+R − 3P∞] to
(
τ(P )+ τ(Q)+ τ(R), τ ′(P )+ τ ′(Q)+ τ ′(R), τ ′′(P )+ τ ′′(Q)+ τ ′′(R)).
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τ ∗ : Eθ −→ J, τ(P ) 	→ [P + i(P )− 2P∞],
and the analogous morphisms (τ ′)∗, (τ ′′)∗. For any divisor D = P + Q + R − 3P∞ we have
(φ′φ)([D]) = [3D + i(D) + i′(D) + i′′(D)] = [2D], so that φ′φ is the isogeny “multiplication
by 2.” Thus, φ and φ′ are both isogenies defined respectively over k, k2, k3 according to C being
of type split, quadratic or cubic.
This proves the lemma in the split case. If C is of cubic type we have a map f :J → Eθ defined
over k3. By the universal property of the Weil restriction, we have an induced map Res(f ) :J →
Resk3/k(Eθ ) defined over k, with the property that if we extend scalars to k3 this map becomes
(f,f σ , f σ
2
) :J → Eθ × Eθ ′ × Eθ ′′ . This latter map is an isogeny because it coincides with φ;
thus, Res(f ) is an isogeny. The quadratic case is analogous. 
In Tables 7–10 we computed the k-isogeny class of Resk2/k(E), respectively Resk3/k(E),
in terms of the k2-isogeny class, respectively k3-isogeny class, of an elliptic curve E. Thus,
Lemma 3.2 shows that the k-isogeny class of J is determined by the isogeny classes of the three
elliptic quotients of C over the field of definition (over k) of the respective involution.
Moreover, this result implies that only supersingular abelian threefolds of a certain type can
be isogenous to a Jacobian. More precisely, a glance at Tables 1, 2, 5, 6 displaying the sim-
ple isogeny classes of supersingular abelian varieties of dimensions 1 and 2, and a check with
Tables 7–10 yield immediately the following result.
Proposition 3.3. Let A be a supersingular abelian threefold defined over k. There is no Jacobian
k-isogenous to A in the following cases:
(1) For q a square: A is k-isogenous to E ×A(±√q,q) for an elliptic curve E over k.
(2) For q a non-square: A is k-isogenous to E1 × A(±√2q,q), or H × A(√2q,q), or H ′ ×
A(−√2q,q), where  = (−1)(n2−1)/8.
In Section 5 we shall determine the existence (or not) of supersingular quartics with elliptic
quotients in prescribed isogeny classes (Theorems 5.2, 5.10 and 5.18). As a consequence of these
results we obtain the following theorem.
Theorem 3.4. Let q > 64. Then all supersingular abelian threefolds over k except the ones ruled
out in the previous proposition are k-isogenous to Jacobian varieties.
Theorem 3.4, together with Proposition 3.3, are a reformulation of the Result mentioned in
the Introduction.
Corollary 3.5. If q > 64 and the isogeny class of supersingular abelian threefolds with Weil
polynomial f (x) contains a Jacobian, then the isogeny class associated to the polynomial f (−x)
contains a Jacobian too.
One may speculate if a similar result is valid for non-supersingular threefolds and/or other
characteristics.
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lar abelian threefolds that contain a Jacobian, without any assumption on the ground field. More
precisely, they imply the following results.
Theorem 3.6. All isogeny classes of simple supersingular abelian threefolds over k contain Ja-
cobians.
Theorem 3.7. Let f (x), g(x) be the respective Weil polynomials of a supersingular elliptic curve
over k and a supersingular simple abelian surface over k. Then, the isogeny class of abelian
threefolds with Weil polynomial f (x)g(x) contains a Jacobian, except in the following cases
(where  = ±1 takes both values 1 and −1):
• q is a square and g(x) = x4 + √qx3 + qx2 + q√qx + q2,
• q = 4 and f (x)g(x) is one of the following polynomials:
(
x2 + 4)(x4 + 16), (x2 ± 4x + 4)(x4 + 16), (x2 + 4x + 4)(x4 − 4x2 + 16),
• q is a non-square and f (x)g(x) is one of the following polynomials:
(
x2 + q)(x4 + √2qx3 + qx2 + q√2qx + q2),(
x2 + √2qx + q)(x4 + √2qx3 + qx2 + q√2qx + q2),
• q = 8 and f (x)g(x) = (x2 + 4x + 8)(x4 − 16x2 + 64),
• q = 2 and g(x) = x4 − 4x2 + 4,
• q = 2 and f (x)g(x) is one of the following polynomials:
(
x2 + 2x + 2)(x4 − 2x2 + 4), (x2 + 2x + 2)(x4 − 2x3 + 2x2 − 2x + 4).
Theorem 3.8. Let f (x) be the product of three Weil polynomials of supersingular elliptic curves
over k. If q > 4 the isogeny class of abelian threefolds with Weil polynomial f (x) contains a
Jacobian, except in the following cases:
• q = 64 and f (x) = (x2 − 16x + 64)3,
• q = 16 and f (x) is one of the following polynomials:
(
x2 + 16)2(x2 − 8x + 16), (x2 + 16)(x2 ± 8x + 16)2, (x2 ± 8x + 16)3,(
x2 − 8x + 16)(x2 + 8x + 16)2, (x2 − 4x + 16)(x2 ± 8x + 16)2,
• q = 8 and f (x) = (x2 − 4x + 8)3.
If q = 2 these split isogeny classes never contain Jacobians. If q = 4 the isogeny class of
abelian threefolds with Weil polynomial f (x) contains a Jacobian if and only if f (x) is divisible
by (x2 + 2x + 4)(x2 − 2x + 4) or f (x) is one of the following polynomials:
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x2 + 4)(x2 ± 2x + 4)2, (x2 + 4x + 4)(x2 ± 2x + 4)2, (x2 + 4)2(x2 + 2x + 4),(
x2 − 4x + 4)(x2 + 4x + 4)(x2 − 2x + 4).
Remark 3.9. Given an isogeny class which contains a Jacobian, it is easy to use the construc-
tive methods of Section 5 to build up explicit supersingular quartics whose Jacobian lies in the
prescribed isogeny class.
If q is a square, a curve is maximal (respectively minimal) if and only if the Jacobian is isoge-
nous to E × E × E for E an elliptic curve with Weil polynomial x2 + 2√qx + q (respectively
x2 − 2√qx + q). Therefore, Theorem 3.8 solves in particular the problem of the existence of
maximal or minimal curves of genus three for q square.
Corollary 3.10. Let q be a square. For q > 64, there are maximal curves and minimal curves
of genus three over k. For q = 64 there are maximal curves over k, but no minimal curve. For
q  16 there are neither maximal nor minimal curves over k.
4. Some special curves and surfaces
In this section we prove some auxiliary results that are necessary to check the existence of
supersingular quartics with prescribed elliptic quotients in Section 5.
4.1. Parameterization of certain rational affine curves
Lemma 4.1.
(a) The affine plane curve
a + bx + c4x4 = a′ + b′y + (c′)4y4, b′c = bc′,
admits the following parametrization in terms of a free parameter μ:
x = c
′(a + a′ +μ4)+ b′μ
b′c + bc′ , y =
c(a + a′ +μ4)+ bμ
b′c + bc′ .
(b) For r, s, t ∈ k¯∗ such that r + s + t = 0, the affine spatial curve
x + x4r8 = y + y4s8 = z + z4t8
admits the following parametrization in terms of a free parameter λ:
x = (rst)−2(rstλ+ (r−2t4 + rs)λ4 + r−2λ16),
y = (rst)−2(rstλ+ (s−2r4 + st)λ4 + s−2λ16),
z = (rst)−2(rstλ+ (t−2s4 + tr)λ4 + t−2λ16). (2)
In particular, for any point (x, y, z) of this curve we have
E. Nart, C. Ritzenthaler / Finite Fields and Their Applications 14 (2008) 676–702 689x3r8 + y3s8 + z3t8 = (rst)−4λ36 + (rst)−2λ18
+ (rst)−4(r7s + s7t + t7r)λ12 + (rst)−1λ9.
(c) For r, s, t ∈ k¯∗ such that r−3 + s−3 + t−3 = 0, the affine spatial curve
r16
(
1 + x + x4)= s16(1 + y + y4)= t16(1 + z + z4)
admits the following parametrization in terms of a free parameter λ:
x = r−4[(r−1 + s−1 + t−1)8(r12 + s12 + t12 + (st)6)
+ r−9(st)3λ+ (r−18s−6 + t−24)λ4 + (rst)−36λ16],
y = s−4[(r−1 + s−1 + t−1)8(r12 + s12 + t12 + (tr)6)
+ s−9(tr)3λ+ (s−18t−6 + r−24)λ4 + (rst)−36λ16],
z = t−4[(r−1 + s−1 + t−1)8(r12 + s12 + t12 + (rs)6)
+ t−9(rs)3λ+ (t−18r−6 + s−24)λ4 + (rst)−36λ16]. (3)
In particular, for any point (x, y, z) of this curve we have
x3 + x + y3 + y + z3 + z = R−84λ36 +R−72S8λ32 +R−42λ18 +R−36S4λ16
+R−12T λ12 +R−21λ9 + S8T λ8 +R12S64λ4 +R24S72,
where R = rst , S = r−1 + s−1 + t−1, and T = r−6s−42 + s−6t−42 + t−6r−42.
Proof. The only singularity of the curve a + bx + c4x4 = a′ + b′y + (c′)4y4 is a triple point at
infinity. Thus, it can be parametrized in terms of the pencil of lines through this singular point.
This explains the first item.
In particular, we can express the solutions of x + x4r8 = y + y4s8, and independently x +
x4r8 = z + z4t8, in terms of free parameters
x = t−2(μ+μ4s2), y = t−2(μ+μ4r2),
x = s−2(ν + ν4t2), z = s−2(ν + ν4r2).
The solutions of x + x4r8 = y + y4s8 = z + z4t8 correspond to t−2(μ + μ4s2) = x = s−2(ν +
ν4t2). By the first item we can express μ, ν in terms of a free parameter ρ
μ = s
−2(st)1/2ρ + tρ4
s−1 + t−1 , ν =
t−2(st)1/2ρ + sρ4
s−1 + t−1 .
The change of parameters λ = (st)1/2ρ leads to the desired expression of x, y, z in terms of λ.
The computation of x3r8 + y3s8 + z3t8 in terms of λ is straightforward.
In a similar way, we can express the solutions of r16(1 + x + x4) = s16(1 + y + y4), and
independently r16(1 + x + x4) = t16(1 + z + z4), in terms of free parameters
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16 + s16 + s12μ+μ4
r12 + s12 , y = s
−4 r16 + s16 + r12μ+μ4
r12 + s12 ,
x = r−4 r
16 + t16 + t12ν + ν4
r12 + t12 , z = t
−4 r16 + t16 + r12ν + ν4
r12 + t12 .
The solutions of r16(1+x+x4) = s16(1+y+y4) = t16(1+z+z4) correspond to values of μ,ν
such that the two above expressions for x coincide. Using the identity (rs)3 + (rt)3 + (st)3 = 0
this is equivalent to
(rt)12
(
r4 + s4)+ (rt)12μ+ (r12 + t12)μ4 = (rs)12(r4 + t4)+ (rs)12ν + (r12 + s12)ν4.
By the first item we can express μ, ν in terms of a free parameter λ:
μ = t−6[(rst)6(r−1 + s−1 + t−1)8 + r3s3t−3λ+ (rst)−6λ4],
ν = s−6[(rst)6(r−1 + s−1 + t−1)8 + r3t3s−3λ+ (rst)−6λ4].
The computation of x, y, z and x3 +x+y3 +y+z3 +z in terms of λ is then straightforward. 
4.2. Number of points of certain supersingular genus 4 curves
We need to control the number of points of supersingular hyperelliptic curves of genus 4 given
by equations of the type
DABC : y2 + y = Ax9 +Bx3 +Cx, A ∈ k∗, B,C ∈ k.
Lemma 4.2. Consider the F2-linear endomorphism of k given by the polynomial P(x) =
A8x64 +B8x16 +B4x4 +Ax ∈ k[x]. Let W = Ker(P )∩ k, w = dimF2(W) and let Q :W → F2
be the linear map given by Q(x) = Tr(Ax9 +Bx3 +Cx). Then,
∣∣DABC(k)∣∣=
{
q + 1 ± √2wq, if Q = 0,
q + 1, if Q = 0.
In particular, if w < n we have 2  |DABC(k)|  2q . Moreover, one has w = n only in the
following cases:
• q = 64, B = 0, A ∈ F8,
• q = 16, B = A2,
• q = 8, B = 0,
• q = 4, A+B ∈ F2,
• q = 2.
Finally, if q is a square, C = 0 and w = n we have |DABC(k)| = 2q + 1.
Proof. The statement about |DABC(k)| is consequence of [13, Sections 3, 5]. The condition
w = n means that the polynomial P(x) vanishes identically on k and it is easy to check that this
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that the linear form Tr(Ax9 +Bx3) vanishes identically if w = n; for instance, if q = 16:
Ax9 +A2x3 ≡ Ax9 + (A2x3)8 = Ax9 +Ax9 = 0 (mod AS(k)). 
4.3. Number of triples of cubes adding up to zero
Lemma 4.3. The affine surface x3 + y3 + z3 = 0 has (q − 1)(|E1(k)| − 3μ) k-rational points
with nonzero coordinates, where μ = |μ3(k)| is equal to 3 or 1 according to q being a square or
not.
Proof. The plane projective curve given in homogeneous coordinates by x3 + y3 + z3 = 0 is
F2-isomorphic to E1 through the map (x, y, z) 	→ (x + y + z, x + z, x + y). This Fermat curve
has 3μ points satisfying xyz = 0, and each projective solution with xyz = 0 determines q − 1
affine points of the surface x3 + y3 + z3 = 0. 
5. Supersingular plane quartics with prescribed elliptic quotients
In this section we determine the existence of supersingular plane quartics with elliptic quo-
tients in prescribed isogeny classes. We have seen in Section 3 that any supersingular plane
quartic C over k admits a model (1) and it has three canonical elliptic quotients Eθ , Eθ ′ , Eθ ′′ .
We shall work from now on with Artin–Schreier models of these elliptic curves:
Eθ : y2 + y = ax3 + bx2 + c, a = g−2θ2, b = ad, c = ae,
Eθ
′ : y2 + y = a′x3 + b′x2 + c′, a′ = g−2(θ ′)2, b′ = a′d, c′ = a′e,
Eθ
′′ : y2 + y = a′′x3 + b′′x2 + c′′, a′′ = g−2(θ ′′)2, b′′ = a′′d, c′′ = a′′e.
Note that a + a′ + a′′ = g−2(θ2 + (θ ′)2 + (θ ′′)2) = 0 and the set {a, a′, a′′} is Galois invariant.
The coefficients f,g of the quartic are recovered from the triple a, a′, a′′ by Y 3 + f Y + g =
(Y + g√a )(Y + g√a′ )(Y + g√a′′ ). Thus, to consider a quartic C satisfying (1) is equivalent
to consider data a, a′, a′′ ∈ k¯∗, d, e ∈ k satisfying the above conditions. We want to study the
existence of such data with the property that the three elliptic curves Eθ , Eθ ′ , Eθ ′′ belong to
prescribed isogeny classes.
Our results will be constructive. We shall analyze separately the three cases: C cubic,
quadratic and split. Throughout this section we shall make constant use of Theorem 1.3 and
Proposition 1.4 without further mention.
5.1. Quartics of cubic type
If C is a quartic of cubic type the elliptic curves Eθ , Eθ ′ , Eθ ′′ are k3-isogenous because they
are Galois conjugate.
Definition 5.1. Let E be a supersingular elliptic curve defined over k3. We say that E is attained
if there exists a plane quartic of cubic type over k whose Jacobian is k3-isogenous to E ×E ×E,
or equivalently, such that Eθ is k3-isogenous to E.
The aim of this subsection is to prove the following result.
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E′1 is not attained over F4 and H is not attained over F2.
A quartic of cubic type is determined by parameters a, d , e, with a ∈ k∗3 satisfying
Trk3/k(a) = 0 (which implies a /∈ k), and d, e ∈ k. We take a′, a′′ to be the Galois conjugates
of a. In order to prove Theorem 5.2 we need to check that in every isogeny class of elliptic
curves over k3 we can find a curve given by an equation y2 + y = ax3 + bx + c, with a as above,
and b = ad , c = ae, for some d, e ∈ k. Clearly, Trk3/k(c) = eTrk3/k(a) = 0; thus, c belongs to
AS(k3) and it can be omitted. In other words, the coefficient e of the quartic does not play any
role and we can assume that e = 0.
From now on, the discussion of Theorem 5.2 takes a different form for q square and q non-
square.
5.1.1. Case q square
Let us check first that a can be a cube and a non-cube.
Lemma 5.3. An element a ∈ k∗3 is a cube in k∗3 if and only if Nk3/k(a) ∈ (k∗)3.
Proof. Clearly a = u3 implies that Nk3/k(a) = Nk3/k(u)3 is a cube in k∗. Conversely, suppose
that ρ := Nk3/k(a) is a cube in k∗; then it is necessarily a ninth power in k∗3 because every element
in k∗ is a cube in k∗3 . Since q ≡ 1 (mod 3) we have a′ = aq = au3, and similarly u′ = uq = uw3,
for some u,w ∈ k∗3 . Hence
ρ = aa′a′′ = a(au3)(a′(u′)3)= a3u9w9
and a is a cube in k∗3 because a3 is a ninth power. 
Corollary 5.4. There are cubes and non-cubes a ∈ k∗3 with Trk3/k(a) = 0.
Proof. The map k∗ → k given by x 	→ x2 + x−1 cannot be onto. For any j ∈ k which is not in
the image of this map the polynomial x3 + jx + 1 is irreducible and the roots of this polynomial
are cubes in k∗3 . On the other hand, the roots of the irreducible polynomials of the type x3 + j
are non-cubes in k∗3 . 
Proposition 5.5. The elliptic curves E0, E1, Enc are attained.
Proof. Take any a ∈ k∗3 with Trk3/k(a) = 0. For d = 0 we get Eθ ∼k3 Ea and the two isogeny
classes E1, Enc are attained, according to a being a cube or not.
Take now a = u3 for some u ∈ k∗3 . If σ1, σ2, σ3 are the elementary symmetric functions of the
conjugate elements u, u′, u′′ we have
0 = u3 + (u′)3 + (u′′)3 = σ 31 + σ1σ2 + σ3. (4)
Hence, Trk3/k(u) = σ1 = 0. By duality relative to the extension k/F4 (cf. Lemma 1.1), there
exists d ∈ k such that 0 = Trk/F4(dσ1) = Trk3/F4(du). Hence, bu−2 = adu−2 = du /∈ AS2(k3)
and Eθ ∼k E0. 3
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Trk3/k(a) = 0, a is a cube (respectively a non-cube) in k3, and there is some v ∈ k3 satisfying
d = v + v4a and Trk3(v3a) = 1. This will be shown in the following lemma:
Lemma 5.6. If q > 4 there exist a, v ∈ k∗3 such that Trk3/k(a) = 0 and
(a) a is a cube (respectively a is a non-cube) in k∗3 ,
(b) v + v4a belongs to k and Trk3(v3a) = 1.
If q = 4 this is still true if a is a non-cube and false if a is a cube.
Proof. Take any a ∈ k∗3 with Trk3/k(a) = 0. Let r, s, t ∈ k3 be determined by a = r8, a′ = s8,
a′′ = t8. Note that r , s, t are conjugate over k. Take any λ ∈ k and let x, y, z be the solution of
x + x4a = y + y4a′ = z+ z4a′′ given in (2) of Lemma 4.1. Clearly, x, y, z are conjugate over k;
in particular, the common value d := x + x4a = y + y4a′ = z + z4a′′ belongs to k. We get all
possible v ∈ k3 such that v + v4a ∈ k by taking v = x for all values of λ in k. Moreover, by the
further computation of Lemma 4.1
Trk3
(
x3a
)= Trk(x3a + y3a′ + z3a′′)= Trk(Aλ9 +Bλ3),
with A = (rst)−1, B = (rst)−1(r7s+ s7t + t7r)1/4. To complete the proof we need only to show
that the curve DAB given by the equation y2 + y = Ax9 + Bx3 has less than 2q + 1 points. For
q > 64 this is guaranteed by Lemma 4.2, regardless of the fact that a is a cube or a non-cube
in k∗3 .
Let us discuss now the cases q  64. By Lemma 4.2 we still have |DAB(k)| < 2q + 1 as
long as w < n. To deal with the case a non-cube assume that a is the root of an irreducible
polynomial x3 + j for some j ∈ k. We have then A = j−1/8, B = 0 and w < n in all cases. In
fact, 0 = B = A2 = j−1/4 for q = 16 and, since j is not a cube in k∗, we have A /∈ F8 for q = 64
and A + B = A /∈ F2 for q = 4. To deal with the case a cube assume that a is the root of an
irreducible polynomial x3 + jx + 1 for some j ∈ k. We have then A = 1, B8 = j + j1/4 and
w < n if q > 4; in fact, for q = 64 we have B = 0 (otherwise j ∈ F4 and x3 + jx + 1 would split
in k∗), and for q = 16 we can take j = 1 and 0 = B = A2. Finally, for q = 4 we have B = 0, and
the curve DAB has 9 points in k; thus, Trk3(v3a) = 0 for all v ∈ k3 such that v + v4a belongs
to k. 
5.1.2. Case q non-square
Lemma 5.7. There exists j ∈ k such that the polynomial x3 + x2 + jx + (j + 1) is irreducible.
If u ∈ k3 is a root of this polynomial then Trk3/k(u3) = 0.
Proof. The second statement is consequence of Trk3/k(u) = Trk3/k(u2) = 1. To show the exis-
tence of j , take any a ∈ k∗3 with Trk3/k(a) = 0; since q is non-square a is a cube, say a = u3, and
Trk3/k(u) = 0 by (4). Multiplying u by Trk3/k(u)−3 we get an element u with Trk3/k(u) = 1 and
Trk3/k(u3) = 0, and its minimal polynomial over k is x3 +x2 + jx + (j +1) for some j ∈ k. 
Taking d = 0 we attain the curve E1. In order to attain H and H ′ we need only to prove the
following lemma:
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u ∈ k3 be a root of this polynomial.
If q > 2 for any  ∈ F2 there exists v ∈ k3 such that (1 + v + v4)u−1 belongs to k and
Trk3(v3 + v) = .
If q = 2 this is true for  = 1 and false for  = 0.
Proof. Let r, s, t ∈ k3 be determined by u−1 = r16, (u′)−1 = s16, (u′′)−1 = t16. Note that r ,
s, t are conjugate over k. Take any λ ∈ k and let x, y, z be the solution of u−1(1 + x + x4) =
(u′)−1(1+y+y4) = (u′′)−1(1+z+z4) given in (3) of Lemma 4.1. Clearly, x, y, z are conjugate
over k; in particular, the common value d := u−1(1+x+x4) = (u′)−1(1+y+y4) = (u′′)−1(1+
z + z4) belongs to k. We get all possible v ∈ k3 such that (1 + v + v4)u−1 ∈ k by taking v = x
for all values of λ in k. Moreover, by the further computation of Lemma 4.1
Trk3
(
x3 + x)= Trk(x3 + x + y3 + y + z3 + z)= Trk(Aλ9 +Bλ3 +Cλ+D),
with A = R−21, B = R−3T 1/4, C = ST 1/8 +R3S16, D = R24S72, where
R = rst, S = r−1 + s−1 + t−1, T = r−6s−42 + s−6t−42 + t6r−42.
To complete the proof we need only to show that the curve DABCD given by the equation y2 +
y = Ax9 +Bx3 +Cx +D has more than 1 point and less than 2q + 1 points. This is equivalent
to 2 |DABC(k)| 2q for the curve y2 + y = Ax9 +Bx3 +Cx, since∣∣DABCD(k)∣∣= ∣∣DABC(k)∣∣, or ∣∣DABCD(k)∣∣+ ∣∣DABC(k)∣∣= 2q + 2,
according to D belonging to AS(k) or not. For q > 8 the desired inequality is guaranteed by
Lemma 4.2.
The reader can check that T 8 = j (j2 +j +1)(j3 +j +1)(j6 +j5 +j4 +j +1). For q = 8 the
polynomial x3 +x2 +jx+j +1 is irreducible only if j3 +j2 +1 = 0; hence, B = R−3T −1/4 = 0
and 2 |DABC(k)| 2q by Lemma 4.2. For q = 2 we have necessarily j = 0, A = C = D = 1,
B = 0 and the curve DABCD has 1 point in k (the point at infinity); thus, Trk3(v3 + v) = 1 for all
values of v ∈ k3 such that (1 + v + v4)u−1 belongs to k. 
5.2. Quartics of quadratic type
If C is a quartic of quadratic type we assume that Eθ is over k and Eθ ′ , Eθ ′′ are over k2 and
Galois conjugate; in particular, Eθ ′ and Eθ ′′ are k2-isogenous.
Definition 5.9. Let (E,F ) be a pair of supersingular elliptic curves respectively over k and k2.
We say that the pair (E,F ) is attained if there exists a plane quartic of quadratic type over k such
that Eθ is k-isogenous to E and the Jacobian is k2-isogenous to E × F × F .
The aim of this subsection is to prove the following result.
Theorem 5.10. All pairs (E,F ) of supersingular elliptic curves, E over k and F over k2, are
attained, with the following exceptions:
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A quartic of quadratic type is determined by parameters a′, d, e satisfying: a′ ∈ k∗2 with a :=
Trk2/k(a′) = 0, d, e ∈ k.
Lemma 5.11. If the pair (E,F ) is attained then the pair (E′,F ′) is attained.
Proof. Suppose that (E,F ) is attained by a quartic with data (a′, d, e). Since a = 0, by
Lemma 1.1 we can always take e0 ∈ k such that Trk(ae0) = 1. Since Trk2/k(a′e0) = ae0, we
have in particular Trk2(a′e0) = Trk(ae0) = 1. Thus, the pair (E′,F ′) is attained by the quartic
with data (a′, d, e + e0). 
From now on, the discussion of Theorem 5.10 takes a different form for q square and q non-
square.
5.2.1. Case q square
Lemma 5.12.
(a) If q > 4, among the k2/k-traces of cubes in k2 \ k there are cubes and non-cubes of k∗.
If q = 4 the traces of cubes in k2 \ k are always non-cubes in k∗.
(b) Among the k2/k-traces of non-cubes in k2 \ k there are cubes and non-cubes of k∗.
Proof. Take z ∈ k \ AS(k) and x ∈ k2 \ k such that x2 + x = z + 1. We have Trk2/k(x3) =
Trk2/k(x2 + (z + 1)x) = z.
The map E1 \ {∞} → {x ∈ k | x3 ∈ AS(k)} determined by (x, y) 	→ x is onto and 2 : 1; hence,
the target set has cardinality (|E1(k)| − 1)/2.
Thus, there are (q/2) + (−1)n/2√q elements in k whose cube is not in AS(k) and there are
(q+ (−1)n/22√q )/6 cubes in k \AS(k). This means that for q > 4 there are elements z as above
being cubes and non-cubes.
For q = 4, assume that x2 + wx + z = 0 is the minimal polynomial of x ∈ k2 \ k. Then,
Trk2/k(x3) = 1 + wz, and this trace is always a non-cube because zw = 0. This proves the first
item.
There are 2(q2 − 1)/3 − 2(q − 1)/3 = 2q(q − 1)/3 non-cubes in k2 \ k. Their k2/k-traces
take at least 2(q − 1)/3 different values, so that they cannot all be cubes. They cannot all be
non-cubes either. In fact, if they were all non-cubes, their traces would take exactly 2(q − 1)/3
different values, and the set of non-cubes would be closed under addition by elements of k.
Therefore, the traces of all cubes in k2 \ k would all be cubes in k, in contradiction with (a). 
Taking quartics of quadratic type with d = e = 0 we attain the pairs (E1,Enc), (Enc,E1),
(Enc,Enc), and the pair (E1,E1) if q > 4, by considering the four possibilities for a′ cube/non-
cube with a = Trk2/k(a′) cube/non-cube.
Proposition 5.13. If q > 4 and E ∼k E0 or F ∼k E0, the pair (E,F ) is attained.2
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Proof. If a′ is a non-cube and a = u3 for some u ∈ k∗, we can take d ∈ k such that
Trk/F4(du) = 0. We get bu−2 = du /∈ AS2(k) and we attain one of the pairs (E0,Enc) or
(E0,E′nc) (hence both are attained by Lemma 5.11). Similarly, if a′ = (u′)3 and a is a non-
cube, we attain one of the pairs (Enc,E0) or (E′nc,E0), just by taking d ∈ k with Trk2/F4(du′) =
Trk/F4(d Trk2/k(u′)) = 0.
From now on we suppose q > 4, a′ = (u′)3 and a = u3. We claim that u and λ := Trk2/k(u′)
are F4-linearly independent. In fact, if (u′)2 = λu′ + μ is the minimal equation of u′ over k, we
see that
a = Trk2/k
(
(u′)3
)= Trk2/k(λ(u′)2 +μu′)= λ3 +μλ.
Hence, u = ωλ for some ω ∈ F∗4 would imply λ3 +μλ = a = u3 = λ3, which is impossible, since
λμ = 0. By Lemma 1.1, we can find d ∈ k such that w := Trk/F4(du) and w′ := Trk2/F4(du′) =
Trk/F4(dλ) take prescribed values. Therefore, the pair (E0,E0) is attained (ww′ = 0), one of the
pairs (E0,E1) or (E0,E′1) is attained (w = 0,w′ = 0) and one of the pairs (E1,E0) or (E′1,E0)
is attained (w = 0, w′ = 0). 
In order to finish the proof of Theorem 5.10 in the case q square, we have to check that the
eight remaining pairs:
(
E1,E
′
1
)
,
(
E′1,E1
); (E1,E′nc), (E′1,Enc);(
Enc,E
′
1
)
,
(
E′nc,E1
); (Enc,E′nc), (E′nc,Enc)
are attained for q > 16, the last six pairs for q = 16, and only the last two pairs for q = 4. By
Lemma 5.11, it is sufficient to prove the following result:
Lemma 5.14. Let a′ ∈ k2 \ k and let a = Trk2/k(a′).
If q > 16 there exist d, v ∈ k, v′ ∈ k2 such that v + v4a = d = v′ + (v′)4a′ and Trk(v3a) +
Trk2((v′)3a′) = 1.
If q = 16 this condition fails if and only if a′, a are both cubes. If q = 4 this condition holds
if and only if a′, a are both non-cubes.
Proof. Let r ∈ k, s, t ∈ k2 be determined by a = r8, a′ = s8, a′′ = t8. Note that s, t are conjugate
over k and r = s + t . Take any λ ∈ k and let x, y, z be the solution of x + x4a = y + y4a′ =
z + z4a′′ given in (2) of Lemma 4.1. Clearly, x belongs to k and y, z are conjugate over k; in
particular, the common value d := x + x4a = y + y4a′ = z+ z4a′′ belongs to k. We get all pairs
v ∈ k, v′ ∈ k2 such that v + v4a = v′ + (v′)4a′ by taking v = x, v′ = y for all values of λ in k.
By the further computation of Lemma 4.1
Trk
(
x3a
)+ Trk2(y3a)= Trk(x3a + y3a′ + z3a′′)= Trk(Aλ9 +Bλ3),
with A = (rst)−1, B = (rst)−1(r7s + s7t + t7r)1/4. To complete the proof we need only to show
that the curve DAB given by the equation y2 + y = Ax9 + Bx3 has less than 2q + 1 points. For
q > 64 this is guaranteed by Lemma 4.2.
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check now when the conditions on A, B ensuring that w < n are satisfied. The minimal equation
of s, t over k is x2 + rx + st ; thus, u := r−2st does not belong to AS(k) (cf. Lemma 1.2). Let us
express A,B in terms of u: A = (r3u)−1, B4 = (ru)−4(u4 +u3 +u2 +1) = (ru)−4(u+1)(u3 +
u+ 1).
For q = 64 we have B = 0; in fact, B = 0 leads to u ∈ F8 ⊂ AS(k). For q = 16, the condition
w = n is equivalent to B = A2; raising to the fourth power, this is equivalent to u4(u4 +u3 +u2 +
1) = r−5. The eight elements of k = F16 that are not in AS(k) are the four roots of x4 +x3+1 = 0
and the four roots of x4 + x3 + x2 + x + 1 = 0, both polynomials irreducible over F2. Now, if
u4 + u3 = 1 we have B = A2 because B = A2 implies u6 = r−5, which leads to a contradiction:
1 = u18 = u3. Therefore, if u4 +u3 +u2 +u = 1, the condition B = A2 is equivalent to u5 = 1 =
r−5, which is equivalent to u, r being both cubes in k∗. It is easy to check that this is equivalent
to a, a′ being both cubes. For q = 4 the condition A + B ∈ F2 translates into r = 1 or r = u.
Hence, A + B ∈ F2 if a is a cube (r = 1) or a′ is a cube (st = 1, u = r−2 = r), and A + B /∈ F2
if a, a′ are non-cubes (r = 1, st = 1, u = rst = r). 
5.2.2. Case q non-square
For q = 2 it is easy to check that the only attained pairs are:
(E1,Enc),
(
E1,E
′
nc
)
,
(
H,E′nc
)
, (H ′,Enc).
From now on we assume q > 2. We can assume also that a = 1; in fact, a quartic with relevant
data (a′, d, e) has the same elliptic quotients Eθ , Eθ ′ than a quartic with data (a′/a,ud, ae),
where a = Trk2/k(a′) and a = u3.
Proposition 5.15. If E ∼k E1 or F ∼k2 E0, the pair (E,F ) is attained.
Proof. We attain (E1,E1) and (E1,Enc) by taking d = e = 0 and a′ cube or non-cube respec-
tively. By Lemma 5.11 the pairs (E1,E′1), (E1,E′nc) are attained too.
Let a′ = (u′)3 be a cube with Trk2/k(a′) = 1. Arguing as in Proposition 5.13, we see
that 1 = λ := Trk2/k(u′) and by Lemma 1.1, we can find d ∈ k such that w := Trk(d) and
w′ := Trk2(du′) = Trk(dλ) take prescribed values. Note that w′ = 1 ensures in particular that
Trk2/F4(du′) = 0. Therefore, the pair (E1,E0) is attained (w = 0, w′ = 1), and one of the pairs
(H,E0) or (H ′,E0) (hence both by Lemma 5.11) is attained (w = w′ = 1) . 
In order to finish the proof of Theorem 5.10 in the case q non-square, we have to check that
the eight remaining pairs:
(H,E1),
(
H ′,E′1
); (H,E′1), (H ′,E1);
(H,Enc),
(
H ′,E′nc
); (H,E′nc), (H ′,Enc)
are attained, the first two pairs only for q > 8. By Lemma 5.11, it is sufficient to prove the
following result:
Lemma 5.16. Let a′ ∈ k2 with Trk2/k(a′) = 1 and let  ∈ F2.
If q > 8 there exist v ∈ k, v′ ∈ k2 such that 1 + v + v4 = v′ + (v′)4a′ and Trk(v3 + v) +
Trk ((v′)3a′) = .2
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Proof. Let a′′ be the conjugate of a′ over k and write a′ = s8, a′′ = t8. Note that s, t are con-
jugate over k and s + t = 1. We can find a parametrization of the spatial curve 1 + x + x4 =
y + y4a′ = z + z4a′′ as we did in Lemma 4.1:
x = 1 + (st)−1 + (st)−2 + (st)−1λ+ (1 + (st)−1 + (st)−2)λ4 + (st)−2λ16,
y = s−1t−2 + s−4t2 + (st)−1λ+ (s−1t−2 + s−4t2)λ4 + t−2s−4λ16,
z = t−1s−2 + t−4s2 + (st)−1λ+ (t−1s−2 + t−4s2)λ4 + s−2t−4λ16.
If we choose λ ∈ k we get x ∈ k and y, z ∈ k2 conjugate over k. Let us denote u := st ; note
that u /∈ AS(k) because the polynomial x2 + x + st is irreducible over k. By a straightforward
computation
x3 + x + y3a′ + z3a′′ = u−4λ36 + u−4λ32 + u−2λ18 + u−2λ16
+ (1 + u−1 + u−2 + u−4)λ12 + u−1λ9
+ (1 + u−1 + u−2 + u−4)λ8 + u−4λ4 + u−4.
Therefore, Trk(x3 + x + y3a′ + z3a′′) = Trk(Aλ9 + Bλ3 + Cλ + D), with A = u−1, B = 1 +
u−1/4 +u−1/2 +u−1, C = 1+u−1/8 +u−1/4 +u−1/2 +u−1, D = u−4. To complete the proof we
need only to show that the curve DABCD given by the equation y2 + y = Ax9 +Bx3 +Cx +D
has more than 1 point and less than 2q + 1 points. Arguing as in Lemma 5.8, this is equivalent
to 2  |DABC(k)| 2q for the curve y2 + y = Ax9 + Bx3 + Cx. For q > 8 this is guaranteed
by Lemma 4.2.
For q = 8 this is still true if B = 0. Now, B4 = u−4(u + 1)(u3 + u + 1), so that B = 0 if and
only if u = 1, or equivalently a′ ∈ F4 \F2; in this case a′, a′′ are the only cubes in k2 with relative
trace 1 over k. Finally, in this bad case we have B = 0, A = C = D = 1, the curve DABCD has
only one rational point and Trk(v3 + v)+ Trk2((v′)3a′) = 1 for all possible values of v, v′. 
5.3. Split quartics
There is no split quartic over F2; thus, we assume q > 2 throughout this subsection.
Definition 5.17. We say that an unordered triple {E,F,G} of supersingular curves over k is
attained if there exists a split quartic over k whose Jacobian is k-isogenous to E × F × G. We
think {E,F,G} as a multiset, allowing repetitions.
The bitwists of a triple {E,F,G} are the three triples obtained by twisting exactly two of the
curves E,F,G.
The aim of this subsection is to prove the following result.
Theorem 5.18. Suppose q > 2. All triples {E,F,G} of supersingular elliptic curves over k are
attained, with the following exceptions:
• The triple {E1,E1,E′ } and its bitwists are not attained over F64.1
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{E1,E′1,E0} are not attained over F16.• The triple {H,H,H } and its bitwists are not attained over F8.
• For k = F4 the only triples attained are {E0,Enc,Enc}, {E1,Enc,Enc} and their bitwists.
A split quartic is determined by rational parameters a, a′, a′′, d, e ∈ k satisfying: aa′a′′ = 0,
a + a′ + a′′ = 0.
Lemma 5.19. If the triple {E,F,G} is attained then all its bitwists are attained.
Proof. Suppose the Jacobian J of a quartic with parameters (a, a′, a′′, d, e) satisfies J ∼k E ×
F × G. By duality, there exists e0 ∈ k such that Trk(ae0) = Trk(a′e0) = 1 (and Trk(a′′e0) = 0).
Hence, the Jacobian of the quartic with parameters (a, a′, a′′, d, e + e0) is k-isogenous to E′ ×
F ′ ×G. 
From now on, the discussion of Theorem 5.18 takes a different form for q square and q non-
square.
5.3.1. Case q square
Lemma 5.20. Given any natural number 0  i  3 there are elements x, y, z ∈ k∗ such that
exactly i of them are cubes and x + y + z = 0, except in the following cases:
If x, y, z are cubes in F∗16 then x + y + z = 0.
If x, y, z ∈ F∗4 satisfy x + y + z = 0 then necessarily two of the elements x, y, z are non-cubes
and the third is a cube.
Proof. By Lemma 4.3 there are three different cubes in k∗ adding up to zero if and only if
q > 16. If q > 4, there are two different cubes whose sum is a non-cube, because (k∗)3 ∪ {0} is
not an additive subgroup of k (the cardinality is not a divisor of q). The same argument shows
that for all q there are two different non-cubes whose sum is a cube. Finally, let NC ⊆ k∗ be the
set of non-cubes of k∗; for any x ∈ NC the set x + NC contains 2(q − 1)/3 different elements so
that it must contain a non-cube if q > 4. 
Proposition 5.21. If q > 16 the triples {E0,F,G} are all attained.
If q = 16 the triple {E0,F,G} is attained if and only if F,G do not belong both to
{E1,E′1,E0}.
If q = 4 the triple {E0,F,G} is attained if and only if F,G are both k-isogenous to Enc
or E′nc.
Proof. If q > 16 there is a solution in k to x3 + y3 + z3 = 0, xyz = 0. We consider a quartic
with parameters a = x3, a′ = y3, a′′ = z3. We claim that the elements x, y, z are F4-linearly
independent. In fact, any two of them are not F4-proportional, since y = λx with λ ∈ F∗4, implies
y3 = x3, leading to z = 0, against our assumption. Also, if we had z = λx + μy with λ,μ ∈ F∗4
we would have x3 +y3 = z3 = x3 +y3 +λμxy(λx+μy), leading to λμxy(λx+μy) = 0, which
is impossible.
By duality, we can find d ∈ k such that Trk/F4(dx), Trk/F4(dy), Trk/F4(dz) take prescribed
values. Hence we can choose Trk/F (dx) to be nonzero in order to achieve Eθ ∼k E0 and,4
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F,G ∈ {E0,E1,E′1}.
If q > 4 we can attain any other triple containing E0 by the same (even easier) argument: we
start with any solution in k of a + a′ + a′′ = 0 with a = x3, a′′ non-cube and a′ cube/non-cube
at will. We choose a parameter d ∈ k such that dx /∈ AS2(k) and dy belonging or not to AS2(k)
at will, if a′ = y3. Finally, with a right choice of the parameter e we can perform two arbitrary
twists on E0, F , G by Lemma 5.19, which in practice means that we can perform arbitrary twists
on F , G, since E′0 = E0.
For q = 4 we can do exactly the same, but restricted to the situation in which two exactly of
a, a′, a′′ are non-cubes, as Lemma 5.20 shows. 
We can attain the following triples which do not contain E0, just by taking d = e = 0, and
a + a′ + a′′ = 0 being cubes or non-cubes at will:
{E1,E1,E1}, {E1,E1,Enc}, {E1,Enc,Enc}, {Enc,Enc,Enc},
the first triple only if q > 16, the second and fourth only if q > 4. By Lemma 5.19 we can attain
all their bitwists too. To finish the proof of Theorem 5.18 we need only to attain the triples that
are obtained by applying three twists (or equivalently one twist) to the four triples in the above
list. This will be a consequence of the following lemma:
Lemma 5.22. Suppose that a, a′, a′′ ∈ k∗ satisfy a + a′ + a′′ = 0. There exist x, y, z ∈ k such
that
x + x4a = y + y4a′ = z + z4a′′ (5)
and Trk(x3a + y3a′ + z3a′′) = 1, except in the following cases:
• q = 64 and a, a′, a′′ are all cubes in k∗,
• q = 16 and among a, a′, a′′ there are two cubes and one non-cube in k∗,
• q = 4.
Proof. Let r, s, t ∈ k be determined by a = r8, a′ = s8, a′′ = t8. Take any λ ∈ k and let x, y, z be
the solution of (5) given in (2) of Lemma 4.1. We want to show the existence of λ ∈ k such that
1 = Trk
(
x3a + y3a′ + z3a′′)= Trk(Aλ9 +Bλ3),
with A = (rst)−1, B = (rst)−1(r7s + s7t + t7r)1/4 (cf. Lemma 4.1). To complete the proof we
need only to show that the curve DAB given by the equation y2 + y = Ax9 + Bx3 has less than
2q + 1 points. For q > 64 this is guaranteed by Lemma 4.2.
For q  64 the condition |DAB(k)| < 2q + 1 is equivalent to w < n. We saw in the proof
of Lemma 5.14 that we can express A = (r3u)−1, B4 = (ru)−4(u + 1)(u3 + u + 1) in terms of
u := r−2st , which now belongs to AS(k).
For q = 64 the condition w = n is equivalent to A ∈ F8, B = 0, which is equivalent to r, s, t
being all cubes in k∗. In fact, if A ∈ F8 and B = 0 we have u, r3 ∈ F8 so that r21 = 1 and r is
a cube in k∗; since A and B are symmetric in r , s, t the other two elements s, t are cubes too.
Conversely, if r , s, t are cubes, they are all of the form λμ, with λ ∈ F∗, μ ∈ F∗; we can deduce4 8
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(1,ω,ω2)μ for some ω ∈ F4 \ F2, in which case u = 1, A = μ−3, or (r, s, t) = λ(μ1,μ2,μ3),
with μ1 + μ2 + μ3 = 0 in F8, in which case u = (μ2/μ1)2 + (μ2/μ1) ∈ AS(F8) (hence u3 +
u+ 1 = 0) and A = (μ1μ2μ3)−1.
For q = 16, the condition w = n is equivalent to u4(u4+u3+u2+1) = r−5. This is equivalent
to u4 + u + 1 = 0 or u = r−5 according to r being a cube or not. The reader can check that this
happens if and only if among a, a′, a′′ there are two cubes and one non-cube.
For q = 4 we have necessarily A = 1, B = 0 and w = n by Lemma 4.2. 
5.3.2. Case q non-square
We recall that we are assuming q > 2. An argument completely analogous to that of Proposi-
tion 5.21 shows that
Proposition 5.23. The triples {E1,F,G} are all attained.
Thus, in order to finish the proof of Theorem 5.18 we have only to check that all triples that
can be built using the curves H , H ′ are attained, with some exceptions for q = 8. Having in mind
Lemma 5.19 this will be a consequence of the following lemma:
Lemma 5.24. Let u,u′, u′′ ∈ k∗ such that u3 + (u′)3 + (u′′)3 = 0, and let  ∈ F2. If q > 8 there
exist x, y, z ∈ k such that(
1 + x + x4)u−1 = (1 + y + y4)(u′)−1 = (1 + z + z4)(u′′)−1 (6)
and Trk(x3 + x + y3 + y + z3 + z) = .
If q = 8 the same is true for  = 1 and false for  = 0.
Proof. Let r, s, t ∈ k∗ be determined by u−1 = r16, (u′)−1 = s16, (u′′)−1 = t16. Take any λ ∈ k
and let x, y, z be the solution of (6) given in (3) of Lemma 4.1. By the further computation of
Lemma 4.1
Trk
(
x3 + x + y3 + y + z3 + z)= Trk(Aλ9 +Bλ3 +Cλ+D),
with A = R−21, B = R−3T 1/4, C = ST 1/8 +R3S16, D = R24S72, where
R = rst, S = r−1 + s−1 + t−1, T = r−6s−42 + s−6t−42 + t−6r−42.
To complete the proof we need only to show that the curve DABCD given by the equation y2 +
y = Ax9 + Bx3 + Cx + D has more than 1 point and less than 2q + 1 points. For q > 8 this is
guaranteed by Lemma 4.2.
Assume q = 8. We have A = 1, and B = 0 because T = r−6 + s−6 + t−6 = 0. Note that
r + s + t = 0 because x = x−6 for all x ∈ k∗; using this one checks easily that C = D = 1.
Hence, the curve DABCD has only one rational point. 
Acknowledgment
We thank the referee for her/his accurate report that led to a substantial improvement in the
presentation of the results.
702 E. Nart, C. Ritzenthaler / Finite Fields and Their Applications 14 (2008) 676–702References
[1] E.W. Howe, E. Nart, C. Ritzenthaler, Jacobians in isogeny classes of abelian surfaces over finite fields, preprint,
available on http://front.math.ucdavis.edu/math.NT/0607515, 2006.
[2] T. Ibukiyama, On rational points of curves of genus 3 over finite fields, Tôhoku Math. J. 45 (1993) 311–329.
[3] K. Lauter, Geometric methods for improving the upper bounds on the number of rational points on algebraic curves
over finite fields, J. Algebraic Geom. 10 (2001) 19–36, with an appendix by J.P. Serre.
[4] K. Lauter, The maximum or minimum number of rational points on genus three curves over finite fields, Compos.
Math. 134 (2002) 87–111, with an appendix by J.-P. Serre.
[5] D. Maisner, E. Nart, Abelian surfaces over finite fields as Jacobians, Experiment. Math. 11 (2002) 321–337, with
an appendix by E.W. Howe.
[6] E. Nart, C. Ritzenthaler, Non-hyperelliptic curves of genus three over finite fields of characteristic two, J. Number
Theory 116 (2006) 443–473.
[7] F. Oort, K. Ueno, Principally polarized abelian varieties of dimension two or three are Jacobian varieties, J. Fac.
Sci. Univ. Tokyo Sect. IA Math. 20 (1973) 377–381.
[8] F. Oort, Hyperelliptic supersingular curves, in: Arithmetic Algebraic Geometry, Texel, 1989, in: Progr. Math.,
vol. 89, Birkhäuser Boston, Boston, MA, 1991, pp. 247–284.
[9] J.-P. Serre, Rational points on curves over finite fields, Notes by F. Gouvea of lectures at Harvard University, 1985.
[10] J.H. Silverman, The Arithmetic of Elliptic Curves, Grad. Texts in Math., vol. 106, Springer, New York, 1986.
[11] J. Tate, Classes d’isogénie des variétés abéliennes sur un corps fini (d’après T. Honda), in: Séminaire Bourbaki, 21e
année, 1968/69, n◦352, in: Lecture Notes in Math., vol. 179, Springer, Berlin, 1971.
[12] G. van der Geer, Tables of curves with many points, available on http://www.science.uva.nl/~geer/, 2006.
[13] G. van der Geer, M. van der Vlugt, Reed–Muller codes and supersingular curves. I, Compos. Math. 84 (1992)
333–367.
