While neural networks are powerful function approximators, they suffer from catastrophic forgetting when the data distribution is not stationary. One particular formalism that studies learning under non-stationary distribution is provided by continual learning, where the non-stationarity is imposed by a sequence of distinct tasks. Most methods in this space assume, however, the knowledge of task boundaries, and focus on alleviating catastrophic forgetting. In this work, we depart from this view and move the focus towards faster remembering -i.e measuring how quickly the network recovers performance rather than measuring the network's performance without any adaptation. We argue that in many settings this can be more effective and that it opens the door to combining meta-learning and continual learning techniques, leveraging their complementary advantages. We propose a framework specific for the scenario where no information about task boundaries or task identity is given. It relies on a separation of concerns into what task is being solved and how the task should be solved. This framework is implemented by differentiating task specific parameters from task agnostic parameters, where the latter are optimized in a continual meta learning fashion, without access to multiple tasks at the same time. We showcase this framework in a supervised learning scenario and discuss the implications of the proposed formalism.
Introduction
A common assumption made by many machine learning algorithms is that the observations in the dataset are independent and identically distributed (i.i.d). However, there are many scenarios where this assumption is violated because the underlying data distribution is non-stationary. For instance, in reinforcement learning (RL), the observations depend on the current policy of the agent, which may change over time. In addition, the environments with which the agent interacts are usually non-stationary. In supervised learning tasks, due to computational or legal reasons, one might be forced to re-train a deployed model only on the recently collected data, which might come from a different distribution than that of the previous data. In all these scenarios, blindly assuming i.i.d will not only lead to inefficient learning procedure, but also catastrophic interference [19] .
One research area that addresses this problem is continual learning, where the non-stationarity of data is usually described as a sequence of distinct tasks. A list of desiderata for continual learning [33] include the ability to not forget, forward positive transfer (learning new tasks faster by leveraging previously acquired knowledge), and backwards positive transfer (improvement on previous tasks because of new skills learned), bounded memory budget regardless the number of tasks and so forth. Since these desiderata are often competing with each other, most continual learning methods aim for some of them instead of all, and to simplify the problem, they usually assume that the task labels or the boundaries between different tasks are known.
In this work, we aim to develop algorithms that can continually learn a sequence of tasks without knowing their labels or boundaries. Furthermore, we argue that in a more challenging scenario where the tasks are not only different but also conflicting with each other, most existing approaches will
Problem Statement
We consider the online learning scenario studied by [10, 36, 22] , where at each time step t, the network receives an input x t and gives a predictionŷ t :=f (x t , θ t ) using a modelf parametrised by θ t . It then receives the ground truth y t , which can be used to adapt its parameters and to improve its performance on future predictions. If the data distribution is non-stationary (e.g., x t , y t might be sampled from some task A for a while, then the task switches to B), then training on the new data might lead to catastrophic forgetting -the new parameters θ can solve task B but not task
Many continual learning methods were proposed to alleviate the problem of catastrophic forgetting. However, most of these approaches require either the information of task index (A or B) or at least the moment when the task switches. Only recently, the continual learning community started to focus on task agnostic methods [37, 2] . However, all these methods have the underlying assumption that no matter what tasks it has been learning, at any time t, it is possible to find parameters θ t that fit all previous observations with high accuracy: ∃θ t s.t. ∀t ≤ t,f (x t , θ t ) ≈ y t . This assumption is, however, not valid when the target y t depends not only on the observation x t but also on some hidden task (or context) variable c t : y t = f (x t , c t ), a common scenario in partially observable environments [21, 4] . In this case, when the context has changed (c t = c t ), even if the observation remains the same (x t = x t ), the targets may be different (y t = y t ). As a result, it is impossible to find a single parameter vector θ t that fits both mappings:f (x t ; θ t ) = y t =⇒f (x t ; θ t ) = y t . It follows that, in this case, catastrophic forgetting cannot be avoided without inferring the task variable c t .
What & How Framework
Here we propose a framework for task agnostic continual learning that explicitly infers the current task from some context data D cxt t and predicts targets based on both the inputs x t and task representations c t . The framework consists of two modules: an encoder or task inference network F what : D cxt t → c t that predicts the current task representation c t based on the context data D cxt t , and a decoder F How : c t →f ct that maps the task representation c t to a task specific modelf ct : x →ŷ, which makes predictions conditional on the current task.
Under this framework, even when the inputs x t and x t are the same, the predictionsŷ t andŷ t can differ from each other depending on the contexts. In this work, we choose the recent k observations {(x t−k , y t−k ), · · · (x t−1 , y t−1 )} as the context dataset D cxt . This choice is reasonable in an environment where c t is piece-wise stationary or changes smoothly. An overview of this framework is illustrated in Figure 1a . 
Meta Learning as Task Inference
A similar separation of concern can be found in the meta-learning literature. In fact, many recently proposed meta-learning methods can be seen as instances of this framework. For example, Conditional Neural Processes (CNP) [6] embed the observation and target pairs in context data (
an encoder r i = h(x i , y i ; θ h ). The embeddings are then aggregated by a commutative operation ⊕ (such as the mean operation) to obtain a single embedding of the context:
At inference time, the context embedding is passed as an additional input to a decoder g to produce the conditional outputs: F How (r t ) := g(·, r t ; θ g ).
Model-Agnostic Meta-Learning (MAML) [5] infers the current task by applying one or a few steps of gradient descent on the context data D cxt t . The resulting task-specific parameters can be considered a high-dimensional representation of the current task returned by a What encoder: 
The final task representation is obtained by a few steps of gradient descent:
, and the final task specific weights w t are decoded from z :
where
. In Fast Context Adaptation via Meta-Learning (CAVIA) [38] , a neural network modelf takes a context vector c t as an additional input:ŷ =f (x, c t ; θ). The context vector is inferred from context data by a few steps of gradient descent:
Then a context dependent model is returned by the How decoder: F
How (c t ) :=f (·, c t ; θ). 
Continual Meta Learning
In order to train these meta learning models, one normally has to sample data from multiple tasks at the same time during training. However, this is not feasible in a continual learning scenario, where tasks are encountered sequentially and only a single task is presented to the agent at any moment. As a result, the meta models (What & How functions) themselves are prone to catastrophic forgetting. Hence, the second necessary component of our framework is to apply continual learning methods to stabilize the learning of meta parameters. In general, any continual learning method that can be adapted to consolidate memory at every iteration instead of at every task switch can be applied in our framework, such as Online EWC [33] and Memory Aware Synapses (MAS) [1] . In order to highlight the effect of explicit task inference for task agnostic continual learning, we choose a particular method called Bayesian Gradient Descent (BGD) [37] to implement our framework. We show that by applying BGD on the meta-level models (F What and F How ), the network can continually learn a sequence of tasks that are impossible to learn when BGD is applied to the bottom-level model f .
Formally, let θ meta be the vector of meta parameters, (i.e. the parameters of F What and F How , for instance, θ init in MAML). We model its distribution by a factorized Gaussian
t and the current observations (x t , y t ), the meta loss can be defined as the loss of the task specific model on the current observations:
With the meta loss defined, it is then possible to optimize µ, σ using the BGD update rules derived from the online variational Bayes' rule and a re-parametrization trick (θ
is the gradient of the meta loss L meta with respect to sampled parameters θ meta i and η is a learning rate. The expectations are computed via Monte Carlo method:
An intuitive interpretation of BGD learning rules is that weights µ i with smaller uncertainty σ i are more important for the knowledge accumulated so far, thus they should change slower in the future in order to preserve the learned skills.
Instantiation of the Framework
Using the What & How framework, one can compose arbitrarily many continual meta learning methods. To show that this framework is independent from a particular implementation, we propose two such instances by adapting previous continual learning methods to this meta learning framework.
MetaCoG Context-dependent gating of sub-spaces [9] , parameters [17] or units [34] of a single network have proven effective at alleviating catastrophic forgetting. Recently, [18] showed that combining context dependent gating with a synaptic stabilization method can achieve even better performance than using either method alone. Therefore, we explore the use of context dependent masks as our task representations, and define the task specific model as the sub-network selected by these masks.
At every time step t, we infer the latent masks m t based on the context dataset D cxt t by one or a few steps of gradient descent of an inner loop loss function L in with respect to m:
where m init is a fixed initial value of the mask variables, σ(·) is an element-wise sigmoid function to ensure that the masks are in [0, 1], and is element-wise multiplication. In general, L in can be any objective function. For instance, for a regression task, one can use a mean squared error with an L 1 regularization that enforces sparsity of σ(m):
The resulting masks m t are then used to gate the base network parameters θ t in order to make a contextdependent prediction:ŷ t =f (x t ; θ t σ(m t )). Once the ground truth y t is revealed, we can define the meta loss as the loss of the masked network on the current data: L meta (f (· ; θ σ(m t )), {(x t , y t )}) and optimize the distribution q(θ|µ, σ) of task agnostic meta variable θ by BGD.
The intuition here is that the parameters of the base network should allow fast adaptations of the masks m t . Since the context-dependent gating mechanism is trained in a meta-learning fashion, we call this particular instance of our framework Meta Context-dependent Gating (MetaCoG). We note that while we draw our inspiration from the idea of selecting a subnetwork using the masks m t , in the formulated algorithm m t rather plays the role of modulating the parameters (i.e. in practice we noticed that entries of m t do not necessarily converge to 0 or 1).
Note that the inner loop loss L in used to infer the context variable m t does not have to be the same as the meta loss L meta . In fact, one can choose an auxiliary loss function for L in as long as it is informative about the current task.
MetaELLA The second instance of the framework is based on the GO-MTL model [14] and the Efficient Lifelong Learning Algorithm (ELLA) [30] . In a multitask learning setting, ELLA tries to solve each task with a task specific parameter vector θ (t) by linearly combining a shared dictionary of k latent model components L ∈ R d×k using a task-specific coefficient vector
, where L is learned by minimizing the objective function 
of the meta variable L can be optimized with respect to the meta loss L meta (f (·; Ls t ), {(x t , y t )}) using BGD.
Related Work
Continual learning has seen a surge in popularity in the last few years, with multiple approaches being proposed to address the problem of catastrophic forgetting. These approaches can be largely categorized into the following types [24] : Rehearsal based methods rely on solving the multi-task objective, where the performance on all previous tasks is optimized concurrently. They focus on techniques to either efficiently store data points from previous tasks [27, 16] or to train a generative model to produce pseudo-examples [35] . Then the stored and generated data can be used to approximate the losses of previous tasks. Structural based methods exploit modularity to reduce interference, localizing the updates to a subset of weights. [28] proposed to learn a new module for each task with lateral connection to previous modules. It prevents catastrophic forgetting and maximizes forward transfer. In [7] , pruning techniques are used to minimize the growth of the model with each observed tasks. Finally, Regularization based methods draw inspiration from Bayesian learning, and can be seen as utilizing the posterior after learning a sequence of tasks as a prior to regularize learning of the new task. These methods differ from each other in how the prior and implicitly the posterior are parametrized and approximated. For instance, Elastic Weight Consolidation (EWC) [12] relies on a Gaussian approximation with a diagonal covariance, estimated using a Laplace approximation. Variational Continual Learning (VCL) [23] learns directly the parameters of the Gaussian relying on the re-parametrization trick. [26] achieved better approximation with block-diagonal covariance.
While effective at preventing forgetting, the above-mentioned methods either rely on knowledge of task boundaries or require task labels to select a sub-module for adaptation and prediction, hence cannot be directly applied in the task agnostic scenario considered here. To circumvent this issue, [12] used Forget-Me-Not (FMN) [20] to detect task boundaries and combined it with EWC to consolidate memory when task switches. However, FMN requires a generative model that computes exact data likelihood, which limits it from scaling to complex tasks. More recently, [2] proposed a rehearsal-based method to select a finite number of data that are representative of all data seen so far. This method, similar to BGD, assumes that it is possible to learn one model that fits all previous data, neglecting the scenario where different tasks may conflict each other, hence does not allow task-specific adaptations.
Meta-learning, or learning to learn [32] , assumes simultaneous access to multiple tasks during meta-training, and focuses on the ability of the agent to quickly learn a new task at meta-testing time. As with continual learning, different families of approaches exist for meta-learning. Memory based methods [31] rely on a recurrent model (optimizer) such as LSTM to learn a history-dependent update function for the lower-level learner (optimizee). [3] trained an LSTM to replace the stochastic gradient descent algorithm by minimizing the sum of the losses of the optimizees on multiple prior tasks. [25] use an LSTM-based meta-learner to transform the gradient and loss of the base-learners on every new example to the final updates of the model parameters. Metric based methods learn an embedding space in which other tasks can be solved efficiently. [13] trained siamese networks to tell if two images are similar by converting the distance between their feature embeddings to the probability of whether they are from the same class. [36] proposed the matching network to improve the embeddings of a test image and the support images by taking the entire support set as context input. The approaches discussed in Section 3.1 instead belong to the family of optimization based meta-learning methods. In this domain, the most relevant work is from [22] , where they studied fast adaptation in a non-stationary environment by learning an ensemble of networks, one for each task. Unlike our work, they used MAML for initialization of new networks in the ensemble instead of task inference. A drawback of this approach is that the size of the ensemble grows over time and is unbounded, hence can become memory-consuming when there are many tasks.
Experiments
To demonstrate the effectiveness of the proposed framework, we compare BGD and Adam [11] to three instances of this framework on a range of task agnostic continual learning experiments. The first instance is simply applying BGD on the meta variable θ init of MAML instead of on the task specific parameters. We refer to this method as MetaBGD. The other two are MetaCoG and MetaELLA, introduced in Section 3.3. In all experiments, we present N tasks consecutively and each task lasts for M iterations. At every iteration t, a batch of K samples D t = {x t,1 , · · · x t,K } from the training set of the current task are presented to the learners, and the context data used for task inference is simply the previous mini-batch with their corresponding targets:
At the end of the entire training process, we test the learners' performance on the testing set of every task, given a mini-batch of training data from that task as context data. Since the meta learners take five gradient steps in the inner loop for task inference, we also allow BGD and Adam to take five gradient steps on the context data before testing their performances. We focus on analyzing the main results in this section, experimental details are provided in the Appendix B. Task Index  0  1  2  3  4  5  6 We start with a regression problem commonly used in meta learning literature, where each task corresponds to a sine curve to be fitted. In this experiment, we randomly generate 10 sine curves and present them sequentially to a 3-layer MLP. Figure 2 shows the mean squared error (MSE) of each task after the entire training process. Adam and BGD perform significantly worse than the meta learners, even though they have taken the same number of gradient steps on the context data. The reason for this large gap of performance becomes evident by looking at Figure 3 , which shows the learners' predictions on testing data of the last task and the third task, given their corresponding context data. All learners can solve the last task almost perfectly, but when the context data of the third task is provided, meta learners can quickly remember it, while BGD and Adam are unable to adapt to the task they have previously learned. 
Sine Curve Regression

Label-Permuted MNIST
A classical experiment for continual learning is permuted MNIST [8, 12] , where a new task is created by shuffling the pixels of all images in MNIST by a fixed permutation. In this experiment, however, we shuffle the classes in the labels instead of the pixels in the images. The reason for this change is to ensure that it is not possible to guess the current task simply based on the images. In this way, we can test whether our framework is able to quickly adapt its behavior according to the current context. Five tasks are created with this method and are presented sequentially to an MLP.
We test the learners' classification accuracy of each task at the end of the entire learning process, using a mini-batch of training set as context data. As can be seen from Figure 4 , all learners perform well on the last task. However, BGD and Adam have chance-level accuracy on previous tasks due to their incapability of inferring tasks from context data, while the meta learners are able to recall those tasks within 5 inner loop updates on the context data. Figure 5 displays the accuracy curve when we play the tasks again, for 10 iterations each, after the first training process. The tasks are presented in the same order as they were learned for the first time. It is clear that one iteration after the task changes, when the correct context data is available, the meta learners are able to recall the current task to almost perfection, while Adam and BGD have to re-learn each task from scratch. : Accuracy curve when the label-permuted MNIST tasks are replayed for 10 iterations after the entire training process. The sudden drops of accuracy are due to task switching, when the context data are still from the previous task.
Omniglot
We have seen in previous two experiments that when the task information is hidden from the network, continual learning is impossible without task inference. In this experiment, we show that our framework is favourable even when the task identity is reflected in the inputs. To this end, we test our framework and BGD by sequential learning of handwritten characters from the Omniglot dataset [15] , which consists of 50 alphabets with various number of characters per alphabet. Considering every alphabet as a task, we present 10 alphabets sequentially to a convolutional neural network and train it to classify 20 characters from each alphabet.
Most continual learning methods (including BGD) require a multi-head output in order to overcome catastrophic forgetting in this set-up. The idea is to use a separate output layer per task, and to only compute the error on the current head during training and only make predictions from the current head during testing. Therefore, task index has to be available in this case in order to select the correct head.
Unlike these previous works, we evaluate our framework with a single head of 200 output units in this experiment. Figure 6 summarizes the results of this experiment. For every task, we measure its corresponding testing accuracy twice: once immediately after that task is learned (no forgetting yet), and once after all ten tasks are learned. Our framework with a single head can achieve comparable results as BGD with multiple heads, whereas BGD with a single head completely forgets previous tasks.
Figure 6 : Testing accuracy of the sequential Omniglot task. BGD (MH) uses a multi-head output layer, whereas BGD (SH) and all meta learners use a single-head output layer. In the bottom plot, the accuracy of BGD(SH) are 0 for all tasks except the last one.
Conclusions
In this work, we showed that when the objective of a learning algorithm depends on both the inputs and context, catastrophic forgetting is inevitable without conditioning the model on the context. A framework that can infer task information explicitly from context data was proposed to resolve this problem. The framework separates the inference process into two components: one for representing What task is expected to be solved, and the other for describing How to solve the given task. In addition, our framework unifies many meta learning methods and thus establishes a connection between continual learning and meta learning, and leverages the advantages of both.
There are two perspectives of viewing the proposed framework: from the meta learning perspective, our framework addresses the continual meta learning problem by applying continual learning techniques on the meta variables, therefore allowing the meta knowledge to accumulate over an extended period; from the continual learning perspective, our framework addresses the task agnostic continual learning problem by explicitly inferring the task when the task information is not available, and this allows us to shift the focus of continual learning from less forgetting to faster remembering, given the right context.
For future work, we would like to test this framework for reinforcement learning tasks in partially observable environments, where the optimal policy has to depend on the hidden task or context information. 
A Meta Learning as Task Inferences
B Experiment Details
B.1 Model Configurations
In all experiments, the number of samples K in Eq. 2 is set to 10. In MetaCoG, the initial value of masks m init i is 0. In MetaELLA, we use k = 10 components in the dictionary, and the initial value of latent code s init i is set to 1/k = 0.1. Adam baseline were trained with the default hyperparameters recommended in [11] . The hyperparameters of other methods are tuned by a Bayesian optimization algorithm and are summarized in Table 2 . Error bars for all experiments are standard deviations computed from 10 trials with different random seeds.
B.2 Sine Curve Regression
The amplitudes and phases of sine curves are sampled uniformly from [1.0, 5.0] and [0, π], respectively. For both training and testing, input data points x are sampled uniformly from [−5.0, 5.0]. The size of training and testing sets for each task are 5000 and 100, respectively. Each sine curve is presented for 1000 iterations, and a mini-batch of 128 data points is provided at every iteration for training. The 3-layer MLP has 50 units with tanh(·) non-linearity in each hidden layer.
B.3 Label-Permuted MNIST
All tasks are presented for 1000 iterations and the mini-batch size is 128. The network used in this experiment was a MLP with 2 hidden layers of 300 ReLU units.
B.4 Omniglot
We use 20 characters from each alphabet for classification. Out of the 20 images of each character, 15 were used for training and 5 for testing. Each alphabet was trained for 200 epochs with mini-batch size 128. The CNN used in this experiment has two convolutional layers, both with 40 channels and kernel size 5. ReLU and max pooling are applied after each convolution layer, and the output is passed to a fully connected layer of size 300 before the final layer. 
