Abstract. We define a subclass of separated graphs, the class of adaptable separated graphs, and study their associated monoids. We show that these monoids are primely generated conical refinement monoids, and we explicitly determine their associated I-systems. We also show that any finitely generated conical refinement monoid can be represented as the monoid of an adaptable separated graph. These results provide the first step toward an affirmative answer to the Realization Problem for von Neumann regular rings, in the finitely generated case.
Introduction.
The structure of commutative refinement monoids is generally very intricate, and it is difficult to rephrase their architecture in terms of combinatorial data. These monoids appear naturally in different contexts, such as non-stable K-theory of exchange rings and real rank zero C * -algebras (see e.g. [9, 18] ), classification of Boolean algebras (see e.g. [17, 20] ), the realization problem for von Neumann regular rings (see below) , and the theory of type semigroups (see e.g. [21, 22] ). In this paper, based on the work developed in [11] and [12] , we provide a concrete and useful description of a subclasss of all primely generated conical refinement monoids, which contains all the finitely generated ones, in terms of a specific type of separated graphs.
Recall that a separated graph [8] is a pair (E, C), where E is a directed graph and C is a partition of the set of edges of E which is finer than the partition induced by the source map s : E 1 → E 0 . Visually one may think of a separated graph as a directed graph where the edges have been given different colours. Several interesting algebras and C * -algebras have been attached to these combinatorial objects, some of them having exotic behaviour (see for instance [7, 8] ). Given a separated graph (E, C), one can naturally associate a monoid M(E, C) to it [8] . However, it is not always true that M(E, C) is a refinement monoid [8, Section 5] .
Generalizing earlier work by Dobbertin [14] and Pierce [20] , the first and third-named authors have completely determined in [11] the structure of primely generated conical refinement monoids. The main ingredient of this characterization is the notion of an I-system, which is a certain poset of semigroups generalizing the posets of groups used by Dobbertin in [14] (see Definition 1.1 below). Using this description, a characterization of the finitely generated conical refinement monoids which are isomorphic to a graph monoid M(E) for a (non-separated) directed graph E has been obtained in [12] . In particular, we stress the fact that not all such monoids are isomorphic to graph monoids. It is the purpose of this paper to show that a large class of primely generated conical refinement monoids, including all the finitely generated ones, can be obtained as monoids of the form M(E, C) for (E, C) belonging to a particularly well-behaved class of separated graphs, the adaptable separated graphs (see Definition 1.4 below).
Concretely, the main result of this paper (Theorem 2.1) is the following:
Theorem. The following two statements hold: 
We now outline some of the applications of the results obtained in this note. Concretely, we use the structure of an adaptable separated graph in order to get two realization results. The first application is given in [5] , where the authors, jointly with A. Sims, attach to each adaptable separated graph (E, C) an E * -unitary inverse semigroup S(E, C). Moreover, using techniques developed by Paterson [19] and Exel [15] , they build from this inverse semigroup S(E, C) an ample Hausdorffétale topological groupoid G(E, C) satisfying
In particular, we see from Theorem 2.1(2) that all finitely generated conical refinement monoids arise as type semigroups of this well-behaved class of topological groupoids. The second application concerns the Realization Problem for von Neumann regular rings, posed by Goodearl in [16] . This wonders which refinement monoids appear as a V(R) for a von Neumann regular ring R, where the latter stands for the monoid of isomorphism classes of finitely generated projective (left, say) R-modules, with the operation induced from direct sum (see [2] for a survey on this problem). For an adaptable separated graph (E, C) and an arbitrary field K, we build in [4] a von Neumann regular K-algebra Q K (E, C), which is a certain universal localization of the Steinberg algebra A K (G(E, C)) of the above groupoid G(E, C), and which satisfies that
Again, Theorem 2.1 (2) gives that the realization problem for von Neumann regular K-algebras has a positive answer for any finitely generated conical refinement monoid. This construction extends at once the constructions given in [3] and [6] .
The paper is organized as follows. In the first section we introduce background material needed for our results. We have splitted this in three subsections, concerning commutative monoids, primely generated refinement monoids, and separated graphs, respectively. In Section 2, we prove our results. We have divided this section into two subsections, in each of which we prove one of the statements of our Theorem.
1. Preliminaries 1.1. Basics on commutative monoids. All semigroups and monoids considered in this paper are commutative. We will denote by N the semigroup of positive integers, and by Z + the monoid of non-negative integers.
Given a commutative monoid M, we set M * := M \ {0}. We say that M is conical if M * is a semigroup, that is, if, for all x, y in M, x + y = 0 only when x = y = 0. We say that a monoid M is separative provided 2x = 2y = x + y always implies x = y; there are a number of equivalent formulations of this property, see e.g. If x, y ∈ M, we write x ≤ y if there exists z ∈ M such that x + z = y. Note that ≤ is a translation-invariant pre-order on M, called the algebraic pre-order of M. All inequalities in commutative monoids will be with respect to this pre-order. An element p in a monoid M is a prime element if p is not invertible in M, and, whenever p ≤ a + b for a, b ∈ M, then either p ≤ a or p ≤ b. The monoid M is primely generated if every non-invertible element of M can be written as a sum of prime elements.
An element x ∈ M is regular if 2x ≤ x. An element x ∈ M is an idempotent if 2x = x. An element x ∈ M is free if nx ≤ mx implies n ≤ m. Any element of a separative monoid is either free or regular. In particular, this is the case for any primely generated refinement monoid, by [13, Theorem 4.5] . Furthermore, every finitely generated refinement monoid is primely generated [13, Corollary 6.8] .
A subset S of a monoid M is called an order-ideal if S is a subset of M containing 0, closed under taking sums and summands within M. An order-ideal can also be described as a submonoid I of M, which is hereditary with respect to the canonical pre-order ≤ on M: x ≤ y and y ∈ I imply x ∈ I. A non-trivial monoid is said to be simple if it has no non-trivial order-ideals.
If (S k ) k∈Λ is a family of (commutative) semigroups, k∈Λ S k (resp. k∈Λ S k ) stands for the coproduct (resp. the product) of the semigroups S k , k ∈ Λ, in the category of commutative semigroups. If the semigroups S k are subsemigroups of a semigroup S, we will denote by k∈Λ S k the subsemigroup of S generated by k∈Λ S k . Note that k∈Λ S k is the image of the canonical map k∈Λ S k → S. We will use the notation X to denote the semigroup generated by a subset X of a semigroup S.
Given a semigroup M, we will denote by G(M) the Grothendieck group of M. There exists a semigroup homomorphism ψ M : M → G(M) such that for any semigroup homomorphism η : M → H to a group H there is a unique group homomorphism η :
is abelian and it is generated as a group by ψ(M). If M is already a group then G(M) = M. If M is a semigroup of the form N × G, where G is an abelian group, then G(M) = Z × G. In this case, we will view G as a subgroup of Z × G by means of the identification g ↔ (0, g).
Let M be a conical commutative monoid, and let x ∈ M be any element. The archimedean component of M generated by x is the subsemigroup
is an abelian group.
1.2.
Primely generated refinement monoids. The structure of primely generated refinement monoids has been recently described in [11] . We recall here some basic facts.
Given a poset (I, ≤), we say that a subset A of I is a lower set if x ≤ y in I and y ∈ A implies x ∈ A. For any i ∈ I, we will denote by I ↓ i = {x ∈ I : x ≤ i} the lower subset generated by i. We will write x < y if x ≤ y and x = y.
The following definition is crucial for this work:
is given by the following data: (a) A partition I = I f ree ⊔ I reg (we admit one of the two sets I f ree or I reg to be empty).
(b) A family {G i } i∈I of abelian groups. We adopt the following notation:
Observe that, in any case, G i is the Grothendieck group of M i . (c) A family of semigroup homomorphisms ϕ ji : M i → G j for all i < j, to which we associate, for all i < j, the unique extension ϕ ji : G i → G j of ϕ ji to a group homomorphism from the Grothendieck group of M i to G j (we look at these maps as maps from G i to G j ). We require that the family {ϕ ji } satisfies the following conditions:
defines a functor from the category I to the category of abelian groups (where we set ϕ ii = id G i for all i ∈ I). (2) For each i ∈ I f ree we have that the map
We say that an I-system J = (I, ≤, (G i ) i∈I , ϕ ji (i < j)) is finitely generated in case I is a finite poset and all the groups G i are finitely generated.
To every I-system J one can associate a primely generated conical refinement monoid M(J ), and conversely to any primely generated conical refinement monoid M, we can associate an I-system J such that M ∼ = M(J ), see Sections 1 and 2 of [11] respectively. 1.3. Separated graphs. Here, we recall definitions and properties about separated graphs that will be needed in the sequel. In particular, we define the notion of adaptable separated graph, which is crucial for this paper. We refer the reader to [1] and [8] for more information and general notation about (separated) graphs.
Let E be a directed graph, and let ≤ be the preorder on E 0 determined by w ≥ v if there is a path in E from w to v. 
If J is a lower subset of I, we will denote by E| J the restriction of the graph E to the set of vertices {v ∈ E 0 | [v] ∈ J}. We now describe our graphs.
Definition 1.2 ([8, Definition 2.1]).
A separated graph is a pair (E, C) where E is a directed graph, C = v∈E 0 C v , and C v is a partition of s −1 (v) (into pairwise disjoint nonempty subsets) for every vertex v. (In case v is a sink, we take C v to be the empty family of subsets of s −1 (v)). If all the sets in C are finite, we shall say that (E, C) is a finitely separated graph.
From now on, we will assume that all our separated graphs are finitely separated graphs without any further comment.
Following [8] , we associate the following monoid to any finitely separated graph.
Definition 1.3 ([8, Definition 4.1]). Given a finitely separated graph (E, C), we define the monoid of the separated graph (E, C), to be
Recall that a directed graph is said to be transitive if any two vertices can be connected by a finite directed path. Definition 1.4. Let (E, C) be a finitely separated graph and let (I, ≤) be the antisymmetrization of (E 0 , ≤). We say that (E, C) is adaptable if I is finite, and there exist a partition I = I free ⊔ I reg , and a family of subgraphs {E p } p∈I of E such that the following conditions are satisfied: 
is of the form
for some g(p, i) ≥ 1, where α(p, i) is a loop, i.e., s(α(p, i)) = r(α(p, i)) = v p , and r(β(p, i, t)) ∈ E 0 q for q < p in I. Finally, we have E
The edges connecting a vertex v ∈ E 0 p to a vertex w ∈ E 0 q with q < p in I will be called connectors.
Adaptable separated graphs and their associated monoids.
In this section we show the main result of the paper: 
We have divided the proof in two parts. First we show statement (1) (Proposition 2.6), and, subsequently, we show the realization result stated in (2) (Theorem 2.11).
2.1. The monoid of an adaptable separated graph. We show below that the monoid M(E, C) associated to an adaptable separated graph (E, C) is a primely generated conical refinement monoid. As a consequence, we obtain from [11, Theorem 2.7] that there is a poset P, with a partition P = P free ⊔ P reg , and a P-system J such that M(E, C) ∼ = M(J ). We will explicitly determine this system.
To show our results, we will need the "confluence" property of the congruence associated to our separated graphs (E, C). This was established for all graph monoids M(E) of ordinary row-finite graphs in [10, Lemma 4.3] . Amongst other things, this enables us to show the refinement property of the monoids M(E, C), when (E, C) is an adaptable separated graph.
Let (E, C) be an adaptable separated graph, and F be the free commutative monoid on the set E 0 . The nonzero elements of F can be written in a unique form up to permutation as n i=1 v i , where v i ∈ E 0 . Now we will give a description of the congruence on F generated by the relations (1.1) (see Definition 1.3) on F .
It will be convenient to introduce the following notation. For X ∈ C v (v ∈ E 0 ), write
With this new notation, the relations in (1.1) become v = r(X) for every v ∈ E 0 and every X ∈ C v . Definition 2.2. Define a binary relation → 1 on F \ {0} as follows. Let n i=1 v i ∈ F \ {0}, and let X ∈ C v j for some j ∈ {1, 2, . . . , n}. Then
Let → be the transitive and reflexive closure of → 1 on F \ {0}, that is, α → β if and only if there is a finite
Let ∼ be the congruence on F generated by the relation → 1 (or, equivalently, by the relation →). Namely α ∼ α for all α ∈ F and, for α, β = 0, we have α ∼ β if and only if there is a finite string α = α 0 , α 1 , . . . , α n = β, such that, for each i = 0, . . . , n − 1, either α i → 1 α i+1 or α i+1 → 1 α i . The number n above will be called the length of the string.
It is clear that ∼ is the congruence on F generated by relations (1.1), and so M(E, C) = F/∼.
The support of an element γ in F , denoted supp(γ) ⊆ E 0 , is the set of basis elements appearing in the canonical expression of γ.
The proof of the following easy lemma is similar to the one of [10, Lemma 4.2].
Lemma 2.3. (cf. [10, Lemma 4.2])
Let (E, C) be any finitely separated graph. Let → be the binary relation on F defined above and α, β ∈ F \ {0}. Assume that α = α 1 + α 2 and α → β. Then β can be written as β = β 1 + β 2 , with α 1 → β 1 and α 2 → β 2 .
We are now ready to obtain the crucial lemma that gives the important "confluence" property of the congruence ∼ on the free commutative monoid F . Lemma 2.4. Let (E, C) be an adaptable separated graph. Let α and β be nonzero elements in F . Then α ∼ β if and only if there is γ ∈ F such that α → γ and β → γ.
Proof. The proof is similar to the proof of [10, Lemma 4.3] . We highlight the point in which both proofs differ.
Assume that α ∼ β. Then there exists a finite string α = α 0 , α 1 , . . . , α n = β such that, for each i = 0, . . . , n − 1, either α i → 1 α i+1 or α i+1 → 1 α i . We proceed by induction on n. If n = 0, then α = β and there is nothing to prove. Assume the result is true for strings of length n − 1, and let α = α 0 , α 1 , . . . , α n = β be a string of length n. By induction hypothesis, there is λ ∈ F such that α → λ and α n−1 → λ. Now there are two cases to consider. If β → 1 α n−1 , then β → λ and we are done. Assume that α n−1 → 1 β. By definition of → 1 , there is a basis element v ∈ E 0 in the support of α n−1 and X ∈ C v such that α n−1 = v + α 
On the other hand, since v + α We now show that, for any adaptable separated graph, the monoid M(E, C) is a primely generated monoid. Proposition 2.6. Let (E, C) be an adaptable separated graph and let (I, ≤) be the antisymmetrization of E 0 with respect to the path-way pre-order. Then M(E, C) is a primely generated conical refinement monoid.
Proof. By [8, Lemma 4.2] , M(E, C) is a nonzero, conical monoid whenever (E, C) is an arbitrary finitely separated graph such that E 0 is non-empty. Suppose now that (E, C) is an adaptable separated graph. By Proposition 2.5, M(E, C) is a refinement monoid. We now show that M(E, C) is primely generated. For this, it is enough to observe that each generator a v , with v ∈ E 0 is prime in M(E, C). For this purpose, we work in the free monoid F generated by E 0 and we use the notation introduced above. We have to show that if we have a relation [v 
, by the definition of an adaptable separated graph, each X ∈ C contains at least a loop, we see that v belongs to the support of γ. Therefore, it belongs to the support of γ i for some i ∈ {1, 2}. We can thus assume that
It follows from Proposition 2.6 and [11, Theorem 2.7] that for any adaptable separated graph (E, C) there exists a poset P, a partition P = P free ⊔ P reg , and a P-system J such that M(E, C) ∼ = M(J ). We close this subsection by explicitly computing this system. Together with our main result in the next subsection (Theorem 2.11), this allows us to express all the structure of a finitely generated conical refinement monoid in terms of the information contained in a representing adaptable separated graph.
Let (E, C) be an adaptable separated graph and let (I, ≤) be the antisymmetrization of E 0 with respect to the path-way pre-order. In order to neatly express our result, we first define a certain I-system and then we will show it is isomorphic to the system corresponding to M(E, C).
Definition 2.7. Let (E, C) be an adaptable separated graph, let (I, ≤) be the antisymmetrization of E 0 , and let I = I free ⊔ I reg be the canonical partition of
. Now for each non-minimal p ∈ I free , consider the abelian group G .2) for every q ∈ I free (note that in the latter case, q < p for any q ∈ I free , because p ∈ I reg ). where n ∈ N, and c w ∈ Z are almost all 0. It is straightforward to show that J ′′ is an I-system. Remark 2.8. Note that, in case p ∈ I reg , the relations in G ′′ p can be expressed in the form x p w = e∈X x p r(e) , for each X ∈ C w and each w ∈ E 0 such that [w] ≤ p. The resulting group is therefore the Grothendieck group of the monoid M(E H , C H ), where (E H , C H ) is the restriction of the separated graph (E, C) to the hereditary set H := {w ∈ E 0 : [w] ≤ p}. However, this is not the case when p ∈ I free , due to the fact that, in that case, we are only considering generators x p w for w ∈ E 0 such that [w] < p.
Proposition 2.9. Let (E, C) be an adaptable separated graph, let I = I free ⊔ I reg be the canonical partition of I = E 0 /∼, and let J ′′ be the I-system of Definition 2.7. Let P = P free ⊔ P reg be the poset associated to M(E, C), and J = (P, ≤, (G p ) p∈P , ϕ p,q (q < p)) be the corresponding P-system. Then there is an isomorphism of systems J ′′ ∼ = J . In particular
Proof. Since M(E, C) is a primely generated conical refinement monoid, there is a P-system J such that M(E, C) ∼ = M(J ). This system is described in detail in [11, Section 2] . We are going to follow that reference in order to identify the P-system J with the I-system J ′′ . The first thing we do is to identify P with I.
Let us define a relation ⊳ on I as follows. For p, q ∈ I, set p ⊳ q if p < q or p = q ∈ I reg . Observe that ⊳ is an antisymmetric and transitive relation on I. Now define the monoid M(I, ⊳) as the commutative monoid with family of generators I and with relations q = q + p if p ⊳ q. The monoid M(I, ⊳) is an antisymmetric finitely generated refinement monoid, and its set of primes is precisely I. Moreover, the regular (resp. free) primes of M(I, ⊳) are exactly the elements in I reg (resp. I free ). Now, it is straightforward, using the defining properties of an adaptable separated graph, to show that the antisymmetrization
It follows from the description of the poset P associated to M(E, C) given in [11, p. 390, (1)] and the above observations that P, with its canonical partition P = P free ⊔ P reg , can be identified with I, and its partition I = I free ⊔ I reg . Hence, the construction in [11, Section 2] gives rise to an I-system J = (I, ≤, {G p } p∈I , ϕ pq (q < p)).
It remains to identify the groups G p , for p ∈ I, and the maps ϕ pq : M q → G p for q < p (see [11, Section 2] ). First, we observe that every hereditary subset of E 0 is C-saturated, because each X ∈ C contains at least one loop. Therefore it follows from [8, Corollary 6.10 ] that the order-ideal of M(E, C) generated by a hereditary subset H of E 0 is generated as a monoid by {a v : v ∈ H}.
Following [11, Section 2], the group G ′ p is defined for each p ∈ I free to be the set
Let p ∈ I free and let L(I, p) = {q 1 , . . . , q n } be its lower cover. The archimedian component M p of p has the form M p = N × G p for the finitely generated abelian group G p .
Using the notation established in [12, Section 2], we denote by J p the lower subset of I generated by q 1 , . . . , q n , and let M Jp be the associated semigroup (cf. [ Proof. Since G(M Jp ) is a finitely generated abelian group, we have that the kernel of G(ϕ p ) is generated by a finite number of elements y 1 , . . . , y m . So, it is enough to show that the subgroup generated by an element y in the kernel of G(ϕ p ) is contained in the subgroup generated by two strictly positive elements in the kernel of G(ϕ p ).
Recall that L(I, p) = {q 1 , . . . , q n } is the lower cover of p. We assume that q 1 , . . . , q r are free and that q r+1 , . . . , q n are regular. Now, let y ∈ ker(G(ϕ p )). Using that the element y can be expressed as a difference of two elements from G(M Jp ) ++ and [12, Lemma 5.3], we see that there exist positive integers n i , m i , i = 1, . . . , r, and elements g i ∈ G q i , i = 1, . . . , n, h j ∈ G q j , j = 1, . . . , r, such that ++ , and y = ι Jp (x 1 ) − ι Jp (x 2 ). This shows the result. Theorem 2.11. Let M be a finitely generated refinement monoid, and let J be the associated I-system, so that M ∼ = M(J ). Then there is an adaptable separated graph (E, C) such that
Proof. The proof follows the lines of the proof of [12, Proposition 5.13] . This result says that, if the natural map G(ϕ p ) : G(M Jp ) → G p is an almost isomorphism for every free prime p, then there is a row-finite directed graph E such that M ∼ = M(E). (In particular, this holds if every prime in M is regular). We will only outline the point in which the proof has to be adapted, recalling some of the relevant notation. so that (p + x i ) − p equals 0 in G p . Hence, the relations p = p + x i hold in M(J ′ ), for i = 1, . . . , k. Thus, δ J ′ is a well-defined monoid homomorphism, and it is the inverse of γ J ′ . This completes the proof of the inductive step.
