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Abstract
We consider the problem of parametrizing the set of nonsquare minimal spectral factors of
a rational matrix function taking positive semidefinite values on the imaginary axis. The tool
here is the use of factorizations of a certain type of the function W−1+ W−, where W+ (resp.,
W−) is the minimal square spectral factor that has all its poles and zeros in the right (resp.,
left) halfplane. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
We consider an m×m rational matrix function, (λ), with positive semidefinite
values on the imaginary axis, iR. In this case, it is possible that  may have poles or
zeros on iR. Furthermore, we shall assume that (∞) = Im, i.e.,  is regular in the
sense that it has full rank almost everywhere. We say that W(λ) is a minimal spectral
factor of (λ) if W is a rational m× p (p  m), matrix function and
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(λ) = W(λ)W(−λ)∗ (1)
is a minimal factorization. Throughout this paper, we denote the McMillan degree
of W by δ(W) and assume that δ() = 2n. Clearly, then δ(W) = n. We note that if
(λ) = W(λ)W(−λ)∗, then  takes positive semidefinite values on the imaginary
axis.
When W is a rational matrix function, we shall use the notation W ∗ to denote the
function W(−λ)∗.
The problem of parametrization of minimal square spectral factors has received a
lot of attention and has been treated from several points of view in the last decades. A
non complete list of papers that deal with this problem are [7,8,10–14,18,18,22,26–
30]. (See the introductions of our earlier papers [22,23] for a short description of
the literature.) Recently there has been renewed interest in describing all, possibly
nonsquare, minimal spectral factors. In [20,23] this problem was considered focusing
on minimal realizations for the spectral factors.
For many applications one is merely interested in the stable minimum phase
square spectral factor. For instance, this is important in the simplest application of
geometric control theory ([32]; see also [15,16]) namely the disturbance decoupling
estimation problem [31]. However, in the problem of stochastic realization any stable
spectral factor, square or nonsquare, is of interest (see [18,19]). As for our methods
the restriction to stable spectral factors is unnecessary, we allow for the greater
generality of arbitrary minimal spectral factors.
The present paper is a continuation of our investigations started in [23]. A con-
nection between the minimal square spectral factors and the nonsquare ones may be
established via co-isometries. More precisely a minimal nonsquare spectral factor
may be obtained from a special minimal square spectral factor by multiplication by
a co-isometry. In general, in the nonsquare situation (see [15,16]) things are more
complicated by comparison to the standard square case (see, e.g., [11,22]). One rea-
son for this is that the former relates to a more intricate factorization theory of inner
functions. For instance in [15,16], we have the following situation. Given a general,
not necessarily regular (i.e., not necessarily full rank) spectral function  we denote
by W˜− and W˜+, the m× p0 minimum and maximum phase stable spectral factors,
respectively. The extended factors (denoted byW−e (resp.,W+e) for W˜− (resp., W˜+))
are the m× p factors that are obtained by adding an appropriate number of zero
columns. Given any minimal stable spectral factor W of , there exist, essentially
unique, inner functions Q′ and Q′′ of minimal McMillan degree, for which
W = W−eQ′ and W+e = WQ′′.
The inner functions Q′ and Q′′ are uniquely determined by the normalization
Q′(∞)=Q′′(∞)=I. By contrast to the standard square case where Q′Q′′ =
Q+ = W˜−1− W˜+, (compare [11,22]) with Q′, Q′′ and Q+ unitary, we have in the
nonsquare case that
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Q′Q′′ =
(
Q+ 0
0 R
)
,
where R is another inner function that can vary from factor to factor. We note that
there is a constraint on the invariant inner factors of R. Moreover, in [16], state space
formulas are found for the set of all stable spectral factors and all the inner functions
originating from the analysis in [15].
Returning to the regular case, suppose that W+ is the m×m spectral factor that
is analytic in the open left halfplane C0− and has an analytic inverse there. Let W−
be the m×m spectral factor that is analytic in the open right halfplane C0+ and has
an analytic inverse there. Furthermore, let W denote an arbitrary m× p (p  m)
spectral factor of the positive semidefinite rational matrix function . By contrast to
[16], our starting point is U(λ) = W+(λ)−1W−(λ), where W+ and W− are given as
defined above (compare [22]). For any unitary rational matrix function R that has no
poles in the left halfplane, introduce
U˜ =
(
U 0
0 R
)
.
Our main aim is to show that it is possible to solve the problem of parametrizing the
set of nonsquare minimal spectral factors in terms of certain unitary left divisors U˜1
of the unitary function U˜ . The approach in this paper is different to that of the contri-
butions mentioned before. In Section 3, we find necessary and sufficient conditions
for the minimality of the spectral factorization  = WW ∗. This involves a locally
(on left halfplane) minimal unitary factorization
U˜ =
(
U 0
0 R
)
= U˜1U˜2
and the local McMillan degree of U˜ . These conditions are comparable to the bal-
anced factorization of inner functions discussed in [15,16]. In fact, as in [16], we
are able to determine state space formulas for U, R (and hence U˜ ), U˜1 and U˜2 (see
Sections 5 and 6). Moreover, we also consider the special case where
U˜ =
(
U 0
0 R
)
= U˜1U˜2
is minimal on the whole complex plane.
As in [22], our discussion on unitary functions involves an approach via spectral
triples. In particular, we make extensive use of work done on the null-pole structure
of rational matrix functions with unitary values on the imaginary axis in Chapter 6
of [3]. This book assists us in determining explicit formulas for the unitary factors
U˜1 and U˜2 of U˜ . As was mentioned in the previous paragraph, the formulas for these
unitary factors are, in turn, constructed from the null-pole triple for W+ appearing in
[22]. Instead of using [3] to determine the aforementioned formulas we may also use
a specialized version of [17] to the unitary case.
570 M.A. Petersen, A.C.M. Ran / Linear Algebra and its Applications 351–352 (2002) 567–583
2. General spectral factors
Suppose that W+ is the m×m spectral factor that is analytic in the open left
halfplane C0− and has an analytic inverse there. Let W− be the m×m spectral factor
that is analytic in the open right halfplane C0+ and has an analytic inverse there.
Furthermore, let W denote an arbitrary m× p (p  m) spectral factor of the posi-
tive semidefinite rational matrix function . From these spectral factors, form the
unitary function U(λ) = W+(λ)−1W−(λ). Importantly, in this regard, we note that
to get all (possibly nonminimal and possibly nonsquare) W(λ) such that (λ) =
W(λ)W(−λ)∗ we may proceed as follows. From W(λ)W(−λ)∗ = W+(λ)W+(−λ)∗
we see that V (λ) = W+(λ)−1W(λ) is a co-isometry. Conversely, if V (λ) is a co-
isometry, then W(λ) = W+(λ)V (λ) satisfies (λ) = W(λ)W(−λ)∗.
Now suppose that W+ is given by
W+(λ) = I + C1(λI − A1)−1B1.
Take an arbitrary m× p co-isometry V (λ). Let
V (λ) = D + C(λI − A)−1B
be an observable realization. Then according to Theorem 2.2 of [2], D is an m× p
co-isometry and there exists X = X∗ such that
XA∗ + AX = −BB∗ and CX = −DB∗.
Conversely, if there exists such an X, then V (λ) is a co-isometry. Next, it is now easy
to write down an explicit formula for the nonsquare spectral factor as
W(λ) =W+(λ)V (λ)
=D + (C1 C) [λI − (A1 B1C0 A
)]−1 (
B1D
B
)
. (2)
As V is a co-isometry, it has no pure imaginary poles. The realization V (λ) = D +
C(λI − A)−1B may not be controllable so of course, σ(A) ∩ iR consists of uncon-
trollable eigenvalues.
Another observation is that the nonsquare spectral factor W is antistable if and
only if the co-isometry V is antistable. The forward assertion can be shown by the fact
that since W and W−1+ are antistable V = W−1+ W must also antistable. Conversely,
assume that V is antistable. Then W = W+V is antistable since W+ is antistable.
3. Minimal spectral factors
In order to accomplish a parametrization of minimal spectral factors via co-iso-
metric divisors we have to investigate important factorizations of a certain unitary
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matrix function into unitary factors. In this section, we study these unitary factoriza-
tions and their minimality properties.
Suppose that, as before, W+ is the m×m spectral factor such that it and its in-
verse are analytic in the open left halfplane C0− and W− is the m×m spectral factor
such that it and its inverse are analytic in the open right halfplane C0+. From these
spectral factors, form the unitary function U(λ) = W+(λ)−1W−(λ). Furthermore,
let W denote an arbitrary m× p (p  m) spectral factor of the positive semidefinite
rational matrix function . If we put U1 = W−1+ W , then U1 is a co-isometry, and
U = (W−1+ W)U2 = U1U2, for some isometryU2 satisfyingW− = WU2. To see that
such a U2 exists, we use W−W ∗− = WW ∗: if we define V = W−1− W, then V is a
co-isometry and W− = WV ∗. Also, we have that
U = W−1+ W− = W−1+ (WU2) =
(
W−1+ W
)
U2 = U1U2.
So we can take U2 = V ∗. Conversely, suppose that U = U1U2 for some co-isometry
U1 and isometry U2, and put W = W+U1, then  = WW ∗.
Next, we may extend U1 to a unitary U˜1 and U2 to a unitary U˜2, respectively, such
that
U1 =
(
Im 0
)
U˜1 and U2 = U˜2
(
Im
0
)
.
Let
U˜1 =
(
U1
Û1
)
and U˜2 =
(
U2 Û2
)
,
respectively. Moreover, we can do this in such a way that δ(U1) = δ(U˜1) and δ(U2) =
δ(U˜2). Indeed, let U1(λ) = D + C(λI − A)−1B be a minimal realization of U1.
Then, according to Theorem 2.2 of [2] we have that D is a co-isometry and there
exists an X = X∗ such that
XA∗ + AX = −BB∗ and CX = −DB∗.
Since the realization is minimal and U1 does not have pure imaginary poles (being
a co-isometry), we see that X is invertible. Now let D̂ be such that (D
D̂
)
is a unitary
matrix and define C1 = −D̂B∗X−1. Then put Û1(λ) = D̂ + C1(λI − A)−1B. One
sees that U˜1 =
(U1
Û1
)
is unitary since
U˜1(λ) =
(
D
D̂
)
+
(
C
C1
)
(λI − A)−1B
is a minimal realization and
XA∗ + AX = −BB∗ and
(
C
C1
)
X = −
(
D
D̂
)
B∗
(compare, e.g., [1]).
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Next, we consider
U˜ = U˜1U˜2 =
(
U U1Û2
Û1U2 Û1Û2
)
.
Then U˜ is unitary. Next, we show that U1Û2 = Û1U2 = 0. Indeed, from the above,
we have that
(
U
Û1U2
)
is an isometry. Hence(
U∗ U∗2 Û∗1
) ( U
Û1U2
)
= U∗U + U∗2 Û∗1 Û1U2 = I.
But, also, U∗U = I so that Û1U2 = 0. Likewise, (U U1Û2) is a co-isometry and
we have that
UU∗ + U1Û2Û∗2U∗1 = I.
But UU∗ = I , so U1Û2 = 0. So, in fact, we have shown that
U˜ =
(
U 0
0 R
)
,
for unitary R that may be given explicitly as R = Û1Û2.
Recall that we have
W = W+U1 and W− = WU2.
We now consider WU˜2 = (WU2 WÛ2). As WÛ2 = W+U1Û2 and U1Û2 = 0, we
see that WU˜2 = (W− 0), which we shall denote by W−e. Thus we arrive at
W = W−eU˜−12 = W−eU˜∗2 .
Next, we consider the McMillan degree δ(W) of W. Clearly, W = W+U1 gives
# poles of W in C− = # poles of U1 in C− = # poles of U˜1 in C−
(multiplicities counted), as W+ has no poles in C−. Likewise, from W = W−eU˜∗2
and the fact that W−e does not have poles in C+ we have
# poles of W in C+ = # poles of U˜∗2 in C+
= # zeros of U˜2 in C+ = # poles of U˜2 in C−.
Suppose that n0 = # poles of W+ on iR counting multiplicities. Also, we know that
n0 = # poles of W on iR for any W with  = WW ∗ minimal (see [23, Lemma 3.1]).
Thus we see that
δ(W) = δ−(U˜1)+ δ−(U˜2)+ n0,
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where δ−(X) denotes the sum of the local degrees of the poles of X in C− (see [6,
Section 4.1] for the concepts of local degree and local minimality). So, by virtue of
U˜1U˜2 =
(
U 0
0 R
)
,
we get
δ(W) = δ−(U˜1)+ δ−(U˜2)+ n0  δ−
(
U 0
0 R
)
+ n0
 δ−(U)+ n0 = δ−(W−1+ W−)+ n0 = n.
Clearly, if the factorization  = WW ∗ is minimal, δ(W) = n, and all inequalities
are in fact equalities.
Conversely, suppose that R is any unitary rational matrix function with
δ−
(
U 0
0 R
)
= δ−(U),
and let
U˜ =
(
U 0
0 R
)
= U˜1U˜2
be a factorization of(
U 0
0 R
)
into unitary factors that is locally minimal in C−. TakeU1 to be the first m rows of U˜1
and U2 to be the first m columns of U˜2. Then U = U1U2. Next, define W = W+U1.
Then  = WW ∗. From U1U2 = W−1+ W− we see that W−1+ WU2 = W−1+ W−, i.e.,
WU2 = W−. As U1Û2 = 0, where Û2 is the last k −m columns of U˜2, we see also
thatWÛ2 = W+U1Û2 = 0. So it follows thatW−e = WU˜2.As before it now follows
that
δ(W)= δ−(U1)+ δ−(U˜2)+ n0  δ−(U˜1)+ δ−(U˜2)+ n0
= δ−
(
U 0
0 R
)
+ n0 = δ−(U)+ n0 = n.
So δ(W)  n, and we see that W is a minimal spectral factor (as it is always true that
δ(W)  n). We summarize what we have just shown in the following theorem.
Theorem 3.1. (i) LetU = W−1+ W−, and let R be a unitary rational matrix function.
Put
U˜ =
(
U 0
0 R
)
.
574 M.A. Petersen, A.C.M. Ran / Linear Algebra and its Applications 351–352 (2002) 567–583
Suppose that:
1. the factorization
U˜ =
(
U 0
0 R
)
= U˜1U˜2,
where U˜1 and U˜2 are unitary rational matrix functions, is locally minimal in the
left halfplane C−.
2.
δ−
(
U 0
0 R
)
= δ−(U),
where δ− is the McMillan degree corresponding to C−.
Define U1 = (Im 0)U˜1, and U2 = U˜2
(
Im
0
)
, and put W = W+U1. Then the fac-
torization  = WW ∗ is minimal and moreover, we have W− = WU2 and U =
U1U2.
(ii) Conversely, suppose  = WW ∗ is a minimal factorization. Define U1 =
W−1+ W. Then there is an isometry U2 such that U = U1U2 and W− = WU2. More-
over, if we extend U1 and U2 to unitary U˜1 and U˜2 such that δ(Ui) = δ(U˜i) (for
i = 1, 2), then 1 and 2 above hold for some unitary R.
A consequence of the above is that δ−(U1) = δ−(U˜1). Also, we see that
W−1+ (WU˜∗1 ) =W−1+ W
(
U∗1 Û∗1
) = (W−1+ WU∗1 W−1+ WÛ∗1 )
= (U1U∗1 W−1+ WÛ∗1 ) = (I W−1+ WÛ∗1 )
= (I U1Û∗1 ) = (I 0) .
So WU˜∗1 = W+e, i.e., W = W+eU˜1.
The following lemma provides an obvious relationship between the local McMil-
lan degree of(
U 0
0 R
)
and the pole structure of R.
Lemma 3.2. Let U and R be unitary rational matrix functions. Then
δ−
(
U 0
0 R
)
= δ−(U)
if and only if R has no poles in the left halfplane.
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4. A special case
As a special case, we consider the situation where U˜ = U˜1U˜2 is a minimal fac-
torization on the whole complex plane and where δ(U˜) = δ(U). Then R must be a
constant unitary matrix. So, let R be a constant unitary matrix, and put
U˜ =
(
U 0
0 R
)
.
Let U˜ = U˜1U˜2 be a minimal factorization of U˜ . Put U1 = (Im 0)U˜1 and U2 =
U˜2
(
Im
0
)
. Then U1 is a co-isometry and U2 an isometry, and U = U1U2. We next
show that this factorization is minimal. Indeed
δ(U)  δ(U1)+ δ(U2)  δ(U˜1)+ δ(U˜2) = δ(U˜) = δ(U).
Observe also that δ(U1) = δ(U˜1) and δ(U2) = δ(U˜2). Introduce
W = W+U1 =
(
W+ 0
)
U˜1 =
(
W− 0
)
U˜∗2 . (3)
Clearly, W is a spectral factor of  by the result of Section 3.
The next proposition provides a relationship between minimal factorizations of
U and U˜ .
Proposition 4.1. Suppose that U = U1U2, U˜ = U˜1U˜2 and R are given as before.
Let
W = W+U1 =
(
W+ 0
)
U˜1 =
(
W− 0
)
U˜∗2 . (4)
Then the following statements are equivalent:
(i) U = U1U2 is a minimal factorization.
(ii) U˜ = U˜1U˜2 is a minimal factorization and δ(U˜) = δ(U).
(iii) W = W1V, where W1 is a minimal square spectral factor and V is a constant
co-isometry.
Proof. (i) ⇔ (ii). This is confirmed in the discussion before the statement of this
proposition.
(i) ⇒ (iii). Suppose that the factorization U = U1U2 is minimal. Then by the first
part of this proof, U˜ = U˜1U˜2 is also minimal and δ(U˜) = δ(U). We have from the
realization
U(λ) = W+(λ)−1W−(λ) = I + C(λ− A)−1B
and a choice of constant unitary R that
U˜ =
(
U(λ) 0
0 R
)
=
(
I 0
0 R
)
+
(
C
0
)
(λI − A)−1 (B 0) .
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Furthermore, we have for U˜ = U˜1U˜2 minimal, where U˜i , i = 1, 2, unitary, an
A-invariant subspace M and an orthogonal projection, PM, onto M such that(
I 0
0 R
)
= V1V2, where V1 and V2 are constant unitary
and
U˜1(λ) = V1 +
(
C|M
0
)
(λI − A|M)−1
(
PMB 0
)
V −12 ,
where
V −12 =
(
I 0
0 R−1
)
V1
(see [1,22]). Next, recall that U1(λ) = first m rows of U˜1(λ) and write
V1 =
(
V11 V12
V21 V22
)
,
where V11 is an m×m matrix. Then it is clear that(
PMB 0
)
V −12 =
(
PMB 0
) (I 0
0 R−1
)
V1
= (PMB 0)V1 = PMB (V11 V12) .
So, it follows that
U1(λ)=
(
V11 V12
)+ C|M(λI − A|M)−1PMB (V11 V12)
= (I + C|M(λI − A|M)−1PMB) (V11 V12) .
Here we observe that I + (λI − A|M)−1PMB is a unitary minimal square factor of
U(λ). In this case, the corresponding minimal nonsquare spectral factor is given by
W(λ) = W+(λ)U1(λ) =
{
W+(I + C|M(λI − A|M)−1PMB)
} (
V11 V12
)
.
Here W+(I + C|M(λI − A|M)−1PMB) is the minimal square spectral factor with
value I at infinity and (V11 V12) is a constant co-isometry. Thus we have established
that this minimal nonsquare spectral factor is of the form
W(λ) = W1(λ)
(
V11 V12
)
,
whereW1(λ) is a minimal square spectral factor normalized at infinity and (V11 V12)
is a constant isometry.
(i) ⇐ (iii). This follows directly from [22]. 
Theorem 2.6 in [1] provides us with a complete description of all minimal factor-
izations of a unitary function into unitary factors in state space terms. Once we have a
minimal realization of U then we have a minimal realization of U˜ in a straightforward
way (still assuming that δ(U˜) = δ(U)). Thus we can use the main results of [1] to get
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the factors U˜1 and U˜2 in realized form. Combining this with realizations for W+ and
W−, we obtain realizations for all minimal spectral factors W that are of the specific
form given in part (iii) of Proposition 4.1.
As a remark we note that there has been recent activity concerning the solution of
the nonlinear spectral factorization problem, see, e.g., [4,5,21,24,25]. The analysis
in these papers has a heavy reliance on the approach in [6] for the linear case and the
theory of adjoint systems and input–output Hamiltonian systems developed in [9].
We may consider Theorem 3.1 in [4] that deals with minimal inner factorizations
of inner systems as the nonlinear square analogue of Proposition 4.1, while [25]
contains a nonlinear nonsquare version of the latter result.
5. Direct sums of unitary rational matrix functions: state space formulas
In this section, we look at the direct sums of unitary rational matrix functions. We
consider state space formulas for unitary U and R such that
δ−
(
U 0
0 R
)
= δ−(U).
Suppose that the unitary rational matrix U is given by
U(λ) = I + (C+ C−) [λI − (A+ 00 A−
)]−1 (
B+
B−
)
, (5)
where σ(A+) ⊂ C+ and σ(A−) ⊂ C−. If we assume that
δ−
(
U 0
0 R
)
= δ−(U),
then R has no poles in the left halfplane by Lemma 3.2. So, it is possible to represent
unitary R as
R(λ) = I + C+R(λI − A+R)−1B+R, (6)
where σ(A+R) ⊂ C+. From (5) and (6) we obtain(
U 0
0 R
)
=
(
I 0
0 I
)
+
(
C+(λI − A+)−1B+ + C−(λI − A−)−1B− 0
0 C+R(λI − A+R)−1B+R
)
,
(7)
Conversely, if a unitary R has no poles in the left halfplane then we may represent
R in the form
R(λ) = I + C+R(λI − A+R)−1B+R, (8)
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where σ(A+R) ⊂ C+. If we now construct(
U 0
0 R
)
from the formulas in (5) and (8) it is easy to see that
δ−
(
U 0
0 R
)
= δ−(U).
From here on we shall write
R(λ) = I + CR(λI − AR)−1BR.
6. Locally minimal unitary factorizations
In this section, we will use the book by Ball et al. [3] to discuss the unitary fac-
torization
U˜ = U˜1U˜2,
where δ−(U˜) = δ−(U˜1)+ δ−(U˜2).Our starting point isU = W−1+ W− with the start-
ing data being as in [22].
So, let W+(λ) be given by its null-pole triples corresponding to the open right
halfplane and the imaginary lines, resepctively, τ+ = {(C+, A+); (Z+, B+);+}
and τ0 = {(C0, A0); (Z0, B0);0}. That is to say (see [22, Section 3]),
W+(λ) = I +
(
C+ C0
) [
λI −
(
A+ 0
0 A0
)]−1
×
(
+ 12
21 0
)−1 (
B+
B0
)
,
and (9)
W+(λ)−1 = I −
(
C+ C0
) (+ 12
21 0
)−1
×
[
λI −
(
Z+ 0
0 Z0
)]−1 (
B+
B0
)
,
where 12 and 21 are the unique solutions of the Lyapunov equations
21A+ − Z021 = B0C+,
12A0 − Z+12 = B+C0.
We denote
 =
(
+ 12
21 0
)
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and
−1 =
(
+ 12
21 0
)−1
=  =
(
+ 12
21 0
)
.
Moreover, it can be shown that
A++ − +Z+ = (12B0 + +B+)(C++ + C021).
Let P and Q be the unique solutions of the Lyapunov equations
A+P + PA∗+ = (+B+ + 12B0)(+B+ + 12B0)∗,
Z∗+Q+QZ+ = −(C++ + C021)∗(C++ + C021),
respectively. It was shown in [22, Section 5] that
U(λ) =W−1+ (λ)W−(λ)
= I − (C++ + C021 (12B0 + +B+)∗)
×
[
λI −
(
Z+ 0
0 −A∗+
)]−1
×
(
Q ∗+
+ P
)−1 (
(C++ + C021)∗
12B0 + +B+
)
. (10)
Also, we are able to express the inverse of U as
U(λ)−1 = I + (C++ + C021 (12B0 + +B+)∗) ( Q ∗++ P
)−1
×
[
λI −
(−Z∗+ 0
0 A+
)]−1 (
(C++ + C021)∗
12B0 + +B+
)
. (11)
In fact, by using the fact that P (P > 0) and Q (Q > 0) are invertible and the Lyapu-
nov equations involving P, Q and + we can compute the inverse of(
Q ∗+
+ P
)
to be(
Q ∗+
+ P
)−1
=
(
Q−1 +Q−1∗+(P − +Q−1∗+)−1+Q−1 −Q−1∗+(P − +Q−1∗+)−1
−(P − +Q−1∗+)−1+Q−1 (P − +Q−1∗+)−1
)
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Put
U˜ =
(
U 0
0 R
)
,
whereR(λ) = I + CR(λI − AR)−1BR is unitary with σ(AR) ⊂ C+.Also, there ex-
ists invertible HR = H ∗R such that BR = −HRC∗R and A∗RHR +HRAR = C∗RCR.
Next, we would like to determine the triple of U˜ for C−. The triple will be built up
in the following way. A right pole pair for U˜ may be represented as[(−(12B0 + +B+)∗
0
)
,−A∗+
]
,
where σ(A+) ⊂ C+. Also, a left null pair for U˜ may be given by[(−Z∗+ 0
0 −A∗R
)
,
(
(C++ + C021)∗ 0
0 C∗R
)]
,
where σ(Z+) ⊂ C+. Furthermore, we may represent the coupling matrix associated
with U˜ by
U˜ =
(
1
2
)
.
In order to determine 1 and 2 explicitly, we remember that U˜ must satisfy the
Lyapunov equation
−U˜A∗+ −
(−Z∗+ 0
0 −A∗R
)
U˜
=
(
(C++ + C021)∗ 0
0 C∗R
)(−(12B0 + +B+)∗
0
)
.
As a result, we must have that
−1A∗+ + Z∗+1 = −(C++ + C021)∗(12B0 + +B+)∗
and
−2A∗+ + A∗R2 = 0.
Thus it follows that 1 = ∗+ and 2 = 0. The null pole triple of U˜ for C−, which
we shall denote by τ , follows from these considerations.
A corestriction of this C−-triple τ for U˜ will lead to explicit formulas for U˜1 and
U˜2. We need to determine which of these corestrictions will yield unitary U˜1. So
the problem may be stated as follows: Given a corestriction τ1 of τ , is there always
a unitary U˜1 such that τ1 is its C−-null pole triple? The answer to this question is
provided in the affirmative by Theorem 6.5.3 in [3]. In fact, such a unitary U˜1 will
be yielded by any corestriction
τ1 =
[((−(12B0 + +B+)∗
0
) ∣∣∣∣
N
,−A∗+
∣∣
N
)
;
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PM
(−Z∗+ 0
0 −A∗R
) ∣∣∣∣
M
, PM
(
(C++ + C021)∗ 0
0 C∗R
))
;
PM
(
∗+
0
) ∣∣∣∣
N
]
,
where N is an −A∗+-invariant subspace, M is a(
Z+ 0
0 AR
)
-invariant subspace
and PM is the orthogonal projection onto M. From this τ1, using Theorems 6.3.1
and 6.5.3 in [3], we can construct U˜1 explicitly in the following way:
U˜1(λ) =
(
I 0
0 I
)
+
((−(12B0 + +B+)∗
0
) ∣∣∣∣
N
(
C++ + C021 0
0 CR
)
PM
)
×
λI + A∗+
∣∣
N
0
0 λI +
(
PM
(−Z∗+ 0
0 −A∗R
) ∣∣∣∣
M
)∗−1
× Ŝ−1
 PN
(
12B0 + +B+ 0
)
PM
(
(C++ + C021)∗ 0
0 C∗R
)  , (12)
where
Ŝ =
(
S1 S∗
S S2
)
and S = PM
(
∗+
0
) ∣∣∣∣
N
.
Also, with PN the orthogonal projection ontoN, S1 and S2 satisfy the Lyapunov
equations
−S1A∗+
∣∣
N
− PNA+S1 = PN(12B0 + +B+)(12B0 + +B+)∗
∣∣
N
and
S2
(−Z+ 0
0 −AR
) ∣∣∣∣
M
+ PM
(−Z∗+ 0
0 −A∗R
) ∣∣∣∣
M
S2
= PM
(
(C++ + C021)∗ 0
0 C∗R
)(
C++ + C021 0
0 CR
)
PM,
respectively. Moreover, from (12), a state space formula for U1 may be given by
U1(λ) =
(
I 0
)+ (−(12B0 + +B+)∗∣∣N (C++ + C021 0)PM)
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×
λI + A∗+
∣∣
N
0
0 λI +
(
PM
(−Z∗+ 0
0 −A∗R
) ∣∣∣∣
M
)∗−1
× Ŝ−1
 PN
(
12B0 + +B+ 0
)
PM
(
(C++ + C021)∗ 0
0 C∗R
) . (13)
As a result of the above considerations, coupled to the results of Sections 3 and 5,
we have the following theorem which describes how to get state space formulas for
minimal spectral factors.
Theorem 6.1. Let W+(λ) be given as in (9) and U1(λ) as in (13). Then W(λ) =
W+(λ)U1(λ) is a minimal spectral factor and all minimal spectral factors are ob-
tained this way.
Obviously, the realization we get for W by just multiplying the realizations for
W+ and U1 together is in general not a minimal realization. For this, see our earlier
paper [23].
As an alternative to using [3], we can compute W = W+U1 explicitly by apply-
ing [17] to find a formula for U˜2 in the unitary factorization U˜ = U˜1U˜2 from the
formulas for U˜ and U˜1 given by using (10) and a realization for R as in Section
5, and (12) respectively. From this we may obtain formulas for U1 and U2 and by
multiplying realizations we may also find formulas forW = W+U1 explicitly. Again,
this realization for W is not necessarily minimal.
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