Abstract. In this paper we propose a feature extraction and classification algorithm for big data which is based on incremental kernel PCA and conjugate gradient based LS-SVM for large data. Most of the machine learning technique has been largely concerned with developing techniques for small or modestly sized datasets. These techniques fail to scale up well for large data, a situation becoming increasingly common in today's world. Furthermore most of the machine learning classifiers are trained in a batch way. Under this model, all training data is given a priori and training is performed in one batch. If more training data is later obtained the classifier must be re-trained from scratch. Resolving the problem from scratch seems computationally wasteful. In this research we will focus on developing classifier for big data sets and incremental way of learning for dealing with real world problem. Experimental results from real data sets are then presented to illustrate the performance of the proposed method.
Introduction
Traditional machine learning has been largely concerned with developing techniques for small or modestly sized datasets. These techniques fail to scale up well for large data, a situation becoming increasingly common in today's world. Furthermore most of the machine learning classifiers are trained in a batch way. Under this model, all training data is given a priori and training is performed in one batch. If more training data is later obtained the classifier must be re-trained from scratch. Re-solving the problem from scratch seems computationally wasteful. In this research we will focus on developing classifier for big data sets and incremental way of learning for dealing with real world problem.
2
Incremental KPCA
A prerequisite of the incremental eigenspace update method is that it has to be applied on the data set. Please refer incremental eigenspace update method in [3] , [4] , [5] . In our previous papers [6] we outlined our approach to these problems, and also gave some preliminary results. Since the publication of our preliminary results, we have refined our algorithm. In this paper we will present these refinements, and the algorithm as a whole, in some detail.
LS-SVM for Big Data
Support vector machines (SVM) developed by Vapnik [7] and it is a powerful methodology for solving problems in nonlinear classification. Solving QP problem requires complicated computational effort and need more memory requirement. LS-SVM [8] overcomes this problem by solving a set of linear equations in the problem formulation. But traditional batch way LS-SVM requires storing (N+1) × (N+1) matrix where N is a number of patterns. It is infeasible method when dealing with big data. Before we can apply such methods we have to transform the linear system into a positive definite system. The LS-SVM KKT system is of the form =
more specifically with H = Ω+ I/γ, α, . This can be transformed into =
with S = >0 ) Because s is positive and H positive definite the overall matrix is positive definite. This form is very suitable because different kinds of iterative methods can be applied to problems involving positive definite matrices.
Experiment
To evaluate the performance of proposed classification system, experiment is performed on big data. We evaluate the proposed system to KDD CUP 99 data. The raw training data was about four gigabytes of compressed binary TCP dump data from seven weeks of network traffic. To evaluate the classification accuracy of the proposed system it is desirable to compare with SVM. Generally a disadvantage of the incremental method is its accuracy compared to the batch method even though it has the advantage of memory efficiency. According to Table 4 and Table 5 we can see that the proposed method has better classification performance compared to batch SVM. Through this result we can show that the proposed classifier has remarkable classification accuracy, although it is worked in an incremental way. 
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Conclusion and Remarks
A conjugate based LS-SVM which combining incremental KPCA was presented for dealing with big data. Such classifier has following advantages. Proposed classifier is more efficient in memory requirement than batch LS-SVM. In batch LS-SVM the (N+1) × (N+1) matrix has to be stored, while for our proposed method does not. It is very useful when dealing with big data. Experimental results on huge data from UCI machine learning repository, proposed method shows lead to good performance.
