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Abstract
This paper explores the non-convex composition optimization in the form including inner and outer finite-sum functions
with a large number of component functions. This problem arises in some important applications such as nonlinear embed-
ding and reinforcement learning. Although existing approaches such as stochastic gradient descent (SGD) and stochastic
variance reduced gradient (SVRG) descent can be applied to solve this problem, their query complexity tends to be high,
especially when the number of inner component functions is large. In this paper, we apply the variance-reduced technique
to derive two variance reduced algorithms that significantly improve the query complexity if the number of inner component
functions is large. To the best of our knowledge, this is the first work that establishes the query complexity analysis for
non-convex stochastic composition. Experiments validate the proposed algorithms and theoretical analysis.
1. Introduction
In this paper, we study the problem of the following non-convex composition minimization
min
x∈RN
f(x) def= F (G(x)) def= 1n
n∑
i=1
Fi
 1
m
m∑
j=1
Gj(x)
 , (1)
where f : RN → R is a non-convex function, each Fi: RM → R is a smooth function, each Gi: RN → RM is a mapping
function, n is the number of Fi’s, and m is the number of Gj’s. We call G(x):= 1m
∑m
j=1Gj(x) the inner function, and
F (w):= 1n
∑n
i=1 Fi(w) the outer function.
This composition between two finite-sum structures 1n
∑n
i=1 Fi(
1
m
∑m
j=1Gj(x)) arises in many machine learning appli-
cations such as reinforcement learning [1, 2, 3] and nonlinear embedding [4]. For example, stochastic neighbor embedding
(SNE) [4] is a powerful approach to map data from a high dimensional space to a low dimensional space. Let {zi}ni=1 and
{xi}ni=1 denote the representation of n data points in the high dimensional space and the low dimensional space, respectively.
The objective is to pursue a low dimensional representation {xi}ni=1, such that the distribution in the low dimensional space is
as close to the distribution in the high dimensional space as possible. This problem is essentially a composition optimization
problem:
min
x
∑
t
∑
i
pi|t log
pi|t
qi|t
, (2)
where
pi|t =
exp(−‖zt − zi‖2/2σ2i )∑
j 6=t exp(−‖zt − zj‖2/2σ2i )
, qi|t =
exp(−‖xt − xi‖2)∑
j 6=t exp(−‖xt − xj‖2)
,
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Algorithm Iteration Complexity Gradient Complexity Query Complexity
0 ≤ m0 ≤ 1 m0 > 1
Full GD [7] O(1/ε) O(n/ε) O(n/ε) O(nm0/ε)
SGD [7] O(1/ε2) O(1/ε2) O(nm0/ε2)
SCGD [1] O(1/ε4) O(1/ε4) O(1/ε4)
Acc-SCGD[1] O(1/ε7/2) O(1/ε7/2) O(1/ε7/2)
ASC-PG [2] O(1/ε9/4) O(1/ε9/4) O(1/ε9/4)
SVRG [5][6] O(n2/3/ε) O(n2/3/ε) O(n2/3+m0/3/ε) O(nm0/ε)
SCVR O(n4/5/ε) O(n4/5/ε) O(n4/5/ε) O(n4m0/5/ε)
Table 1. Comparison of the complexity with different algorithms for non-convex problem.
and σi is the predefined parameter to control the sensitivity to the distance. Problem (2) can be transformed into a composition
problem as in (1), where
Gj (x) =
[
x, e−‖x1−xj‖
2 − 1, ..., e−‖xn−xj‖2 − 1
]T
,
Fi (w) =pi|1(‖wi − w1‖2 − log(wn+1)) + ...+ pi|n(‖wi − wn‖2 − log(wn+n)).
More details can be found in Appendix B, and examples about reinforcement learning can be found in [1, 2, 3].
Such a finite-sum structure allows us to perform stochastic gradient descent (SGD). In particular, when minimizing prob-
lem (1), the stochastic gradient can be obtained by randomly and independently selecting i and j from [m] and [n] to form
(∂Gj(x))
T∇Fi(G(x)), which satisfies
E[(∂Gj(x))T∇Fi(G(x))] = (∂G(x))T∇F (G(x)).
When the inner function G(x) and its partial gradient ∂G(x) are computed directly for each iteration, the problem in (1) can
be turned into the one finite-sum minimization problem 1n
∑n
i=1 Fi (G(x)). Recently, [5] and [6] proposed the stochastic
variance-reduced gradient (SVRG) method to solve such non-convex problems. Despite the best gradient complexity being
provided, they did not apply SVRG to the composition of two finite-sum structures. Moreover, two main problems are
encountered in such a composition of two finite-sum structures when using SGD:
• The inner function G(x) admits the finite-sum structure. Computing the inner function will be extremely expensive in
large-scale data problems. However, ifG(x) is estimated and replaced by Gˆ(x), that is E(Gˆ(x)) = G(x), the estimated
gradient of f will result in a biased estimate. That is, E[(∂Gj(x))T∇Fi(G(x))] 6= (∂G(x))T∇F (G(x)). Can variance
reduction technology be applied to the estimation of such an inner function?
• For the large number of inner sub-function, the SVRG-based method [5, 6] will need more query complexity. Because
it needs to compute the sum of inner sub-function and its corresponding partial gradient. Can variance reduction
technology also reduce the query complexity for the composition problem?
Under the classical benchmark of non-convex optimization [7], we aim to propose an efficient algorithm to answer the
above questions and find an approximate stationary point x satisfying ‖(∂G(x))T∇F (G(x))‖2 ≤ ε. For fair comparison,
we analyze the effectiveness of the algorithm using query complexity (QC), which is measured in terms of the number of
component function queries used to compute the gradient. For instance, computing the gradient of Fi(G(x)) needs 2m + 1
queries, that is m queries for G(x), m queries for ∂G(x), and 1 query for Fi(·). Furthermore, QC is related to the iteration
and gradient complexities. The iteration complexity is the number of iterations taken to converge to the stationary point. The
gradient complexity in [5] and [8] is measured in terms of the number of gradient evaluations of f including the computation
of inner function G(x). For instance, the iteration complexities of the full gradient descent (GD) method [7] and SGD [7]
are O(1/ε) and O(1/ε2) respectively, while their gradient complexities are O(n/ε) and O(1/ε2). This is because, at each
iteration, the full GD method needs to compute the full gradient of f(x). Furthermore, O(m) queries are also required
to compute G(x) and ∂G(x), respectively. However, these two methods can deal with the composition of two finite-sums
problem but will have high query complexity.
[1] first proposed the stochastic compositional gradient descent (SCGD) method, which mainly focuses on the composition
of two infinite-sum structures problem. Subsequently, [2] and [1] proposed the corresponding accelerated method, Acc-
SCGD and accelerated stochastic compositional proximal gradient (ASC-PG), for such a problem, and in doing so improved
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the iteration complexity from O(1/ε4) to O(1/ε9/4). For each iteration, there will be O(1) queries to compute the gradient
of f , so the query complexity is the same as the iteration complexity.
However, the convergence rates of these stochastic composition methods are independent of n. Through the cost per
iteration of the stochastic method is faster than full GD, the total number of iterations is large. [5] and [6] proposed the
SVRG method for solving the one finite-sum non-convex problem, which has better gradient complexity. Although SVRG
method has not previously been applied to the composition problem, we can obtain the query complexity by adding O(m)
(the same as O(nm0) 1) queries to each gradient complexity, that is,
QC =
{ O(n 23+ 13m0/ε), m0 ≤ 1;
O(nm0/ε), m0 > 1.
The analysis of the query complexity of SVRG can be found as Corollary 6. Figure 1 clearly shows the different of query
complexity between SVRG and SGD. SVRG improves the query complexity when m0 ≤ 1, but is unchanged when m0 > 1.
Whenm0 > 1, the query complexities of SVRG and SGD are the same since computing the inner function both needO(nm0)
query complexity. However, as noted above, can we improve the query complexity and also tackle the difficulty encountered
in the composition problem?
1.1. Results
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Figure 1. The QC comparison of SGD, SVRG and SCVR with differ-
ent sizes of m0.
We discover an interesting phenomenon with respect
to the size of inner function G(x) for the non-convex
composition problem. In particular, we show that if
m0 > 2/5, our proposed method, stochastic composi-
tion with variance reduction (SCVR), improves the query
complexity for such non-convex problem,
QC =
{ O(n4/5/ε), 0 < m0 ≤ 1;
O(n4m0/5/ε), 1 < m0.
In other words, SCVR is faster than SVRG by a factor
of Ω(nm0/3−2/15) if 2/5 < m0 < 1, and Ω(nm0/5) if
1 < m0. Figure 1 intuitively shows the improvement in
query complexity. Furthermore, when m0 ≤ 2/5, we
can choose SVRG directly without considering the esti-
mate of the inner function G(x).
Mini-batch We also consider the mini-batch stochastic setting, which is analogous to the mini-batch SVRG. Mini-batch
I is formed by randomly selecting from [n]. The query complexity can be improved by a factor of Ω(n|I|/5) when the size
of mini-batch |I| ≤ 2/3,
QC =
{
O(n4/5−|I|/5/ε), 0 < m0 ≤ 1;
O(n2m0/3−|I|/5/ε), m0 > 1.
When |I| ≥ 2/3, query complexity becomes
QC =
{ O(n2/3/ε), 0 < m0 ≤ 1;
O(n2m0/3/ε), m0 > 1.
1.2. Our Technique
Let us first recall the variance reduction technology proposed in [9, 5, 6], and then answer our first question: can variance
reduction technology also be applied to the estimating of such an inner function?
The SVRG algorithms in [5] and [6] for the non-convex problem are the same as that in [9] for convex problem. That
is, dividing the iteration into epochs. At the beginning of each epoch, the full gradient of f will be computed at a snapshot
x˜, which is maintained for the current epoch. At each epoch, the unbiased gradient estimator will be used to update the
iteration, that is xk+1 = xk − η∇k, where ∇k = (∂G(xk))T∇Fi(G(xk)) − (∂G(x˜))T∇Fi(G(x˜)) + ∇f(x˜) satisfying
E[∇k] = ∇f(xk).
1Note that, throughout this paper, we define m = nm0 , m0 ≥ 0 to represent the size of inner sub-function Gj(x) for easy analysis
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However, when the inner function G(x) is non-affine with a large number of sub-functions Gj(x) in problem (1), more
query complexity is needed by directly using the SVRG-based unbiased estimator method. [2], [1] and [10] proposed the
biased estimator method for non-convex and convex problems, respectively. Due to fewer queries for each iteration, the query
complexities proposed in [1], [2] and [10] are improved. This motivates us to study how to improve the query complexity by
using the biased SVRG-based method for the non-convex problem.
Based on different estimators of inner function G(x), we propose SCVRI, SCVRII, and mini-batch SCVR:
• In SCVRI, we only consider the estimate of inner function G(x) by using variance reduction technology, denoted Gˆ.
Then, we replace theG(x) in∇k with the estimator Gˆ to form the new estimator∇fˆ . Though estimator Gˆ is unbiased,
the provided ∇fˆ is a biased estimator, that is E[Gˆ] = G(x), while E[∇fˆ ] 6= (∂G(x))T∇F (G(x)). However, our
theoretical analysis suggests that estimating G(x) through the proper size of sub-function Gj(x) will improve query
complexity. We provide pseudocode in Algorithm 2 and illustrate the query complexity in Figure 1.
• In SCVRII, besides estimating of G(x), we also estimate the partial gradient ∂G(x) by variance reduction technology,
denoted ∂Gˆ. We replace ∂G(x) in ∇k with ∂Gˆ to form another new estimator ∇f˜ . This estimator is also biased, that
is, E[∇f˜ ] 6= (∂G(x))T∇F (G(x)), while E[∂Gˆ] = ∂G(x). Even though the SCVRGII method does not increase the
order of query complexity, it does increase the convergence rate. More details can be found to Algorithm 2.
• In mini-batch SCVR, we study the mini-batch version method, which is popular in stochastic optimization. Similar
to mini-batch SVRG [6], we also randomly select sub-function Fi from [n] to form mini-batch I, which are all used
to estimate the gradient of f(x). Our theoretical analysis suggests that under the proper size of mini-batch I, there
will be an improvement in query complexity. Furthermore, stochastic gradient can also be computed in parallel over
mini-bath I, resulting in faster speeds both in theory and practice. We provide pseudocode in Algorithm 3.
1.3. Related work
Stochastic non-convex optimization has attracted a lot of attention, not least in machine learning and deep learning. Many
first-order methods have recently been proposed. Most of these gradient methods aim to find an approximate stationary
point. The theoretical analysis is based on the gradient descent method in [11]. For example, the convergence rate of the
stochastic gradient method for the non-convex problem in [7] and [6] is framed in terms of the expected gradient norm.
Furthermore, accelerated gradient descent [11] has also been applied to non-convex stochastic optimization. Although not
providing theoretical improvements over current convergence rates, [7] provided a unified theoretical analysis of the convex
and non-convex problem based on a modified Nesterov’s method. This has the same convergence rate as SGD for the non-
convex problem and maintained an accelerated convergence rate for the convex problem. [12] also proposed an accelerated
proximal gradient method for the non-convex problem and also retained the accelerated convergence rate for the convex
problem. However, when directly applying SGD to composition problem with two finite-sums structure, at each iteration, the
above-mentioned method need over O(m) queries to compute the inner function G.
[2] and [1] subsequently proposed the SCGD-based method, focusing on such a structure, the difficulty being in comput-
ing of the inner infinite-sum function. To tackle this problem, [1] employed the two-timescale quasi-gradient method and
Nesterov’s method to accelerate the convergence rate. Furthermore, [13] also deployed the SCGD based method to consider
corrupted samples with Markov noise. [14] established a central limit theorem to consider the special composition prob-
lem. However, the query complexity does not depend on n, motivating us to consider a more efficient algorithm that has a
relationship with n.
Recently, variance reduction-based methods have received intensive attention in convex optimization, because the variance
reduction technology can improve the convergence rate from sublinear to linear. Two popular methods are SVRG [9, 8] and
SAGA [15]. The stochastic dual coordinate ascent (SDCA) [16, 17] can also be considered as the variance reduction method.
[10] applied SVRG based method to stochastic composition convex problem. For the non-convex problem, [5] and [6]
both proposed the SVRG based method for the non-convex problem and gave the same iteration complexity O(n2/3/ε).
Subsequently, [18] also proposed the SAGA-based proximal stochastic method. Through these methods haven’t applied to
stochastic composition problem, they can be used directly. However, the same problem as in SGD will also be encountered
in SVRG method, that is they do not consider the size of the inner subfunction Gj(x) such that more queries will be needed.
There is also another situation in the non-convex problem. to prevent the point falling into the saddle point, [19] proposed
an SGD with a noise-injected method to escape the saddle point with a running time being a polynomial in the dimension.
[20] applied the stable manifold theorem from dynamical system theory to prove that the gradient method with random
initialization converged to local minimum. To escape the saddle point, the second-order method is a better alternative but
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with expensive computation of the Hessian matrix. Many researchers [21, 22] investigate the Hessian-free based method,
such as use accelerated eigenvector computation instead. Although the convergence rate improved, at each iteration, they
will need more computation comparing with SGD, let alone the case of a composition of two finite-sums structure problem.
2. Preliminaries
Throughout this paper, we use Euclidean norm denoted by ‖ · ‖. We use i ∈ [n] and j ∈ [m] to denote that i and j are
generated from [n] = {1, 2, ..., n}, and [m] = {1, 2, ...,m}. We denote by (∂G(x))T∇F (G(x)) the full gradient of the
function f , ∂G(x) the partial gradient of G, and (∂Gj(x))T∇Fi(G(x)) as the stochastic gradient of the function f .
Recall two definitions on Lipschitz function and smooth function.
Definition 1. A function p is called a Lipschitz function onX if there is a constantBp such that ‖p(x)− p(y)‖ ≤ Bp‖x− y‖,
∀x, y ∈ X .
Definition 2. A function p is called a Lp-smooth function on X if there is a constant Lp such that ‖∇p(x)−∇p(y)‖ ≤
Lp‖x− y‖, and equal to p(y) ≤ p(x) + 〈∇p(x), y − x〉+ Lp/2‖y − x‖2, ∀x, y ∈ X .
We make the following assumptions to discuss the convergence rate and complexity analysis.
Assumption 1. For function Gj: RN → RM , all j ∈ [m],
• Gj has the bounded Jacobian with a constant BG, that is ‖∂Gj(x)‖ ≤ BG, ∀x ∈ RN , then Gj(x) is also a Lipschitz
function that satisfying ‖Gj(x)−Gj(y)‖ ≤ BG‖x− y‖, ∀x, y ∈ RN .
• Gj is LG-smooth satisfying ‖∂Gj(x)− ∂Gj(y)‖ ≤ LG‖x− y‖, ∀x, y ∈ RN .
Assumption 2. For function Fi: RM → R, all i ∈ [n],
• Fi has the bounded gradient with a constant BF , that is ‖∇Fi(y)‖ ≤ BF , ∀y ∈ RM .
• Fi is LF -smooth satisfying ‖∇Fi(x)−∇Fi(y)‖ ≤ LF ‖x− y‖, ∀x, y ∈ RM .
Assumption 3. For function Fi(G(x)): RN → R, all i ∈ [n], there exist a constant Lf satisfying
‖(∂Gj(x))T∇Fi(G(x))− (∂Gj(y))T∇Fi(G(x))‖ ≤ Lf‖x− y‖,∀j ∈ [m],∀x, y ∈ RN . (3)
Furthermore, if Assumption 3 holds, then f(x) is Lf -smooth function due to the fact that
E[‖∇f(x)−∇f(x)‖2] ≤ 1
n
n∑
i=1
1
m
m∑
j=1
‖(∂Gj(x))T∇Fi(G(x))− (∂Gj(y))T∇Fi(G(x))‖2
≤Lf‖x− y‖2.
Assumption 4. We assume that i and j are independently and randomly selected from [n] and [m], that is
E[(∂Gj(x))T∇Fj(G(x))] = (∂G(x))T∇F (G(x)).
In the paper, we denote by xsk the k-th inner iteration at s-th epoch. But in each epoch analysis, we drop the superscript
s and denote by xk for xsk . We let x
∗ be the optimal solution of f(x). Throughout the convergence analysis, we use O(·)
notation to avoid many constants, such as BF , BG, LF , LG and Lf ,... that are irrelevant with the convergence rate and
provide insights to analyze the iteration and query complexity.
3. Variance reduction method I for non-convex composition problem
We now apply SVRG method for non-convex composition problem, which is used for convex composition problem in
[10]. We use variance reduction method for estimating the inner function G(x) and the gradient of f(x), and exploit the
benefit of non-convex composition problem, referred as SCVRI. Algorithm 1 presents SCVRI’s pseudocode.
Consider the inner function, we estimate G(x) through variance reduction technology at k-th iteration of s-th epoch,
Gˆk =
1
A
∑
1≤j≤A
(GAk[j](xk)−GAk[j](x˜s)) +G(x˜s), (4)
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where Ak is the mini-batch formed by randomly sampling from [m] with A times. Furthermore, we can see that E[Gˆk] =
G(xk). Based on the estimated inner function Gˆk, the stochastic gradient of f can be obtained through variance reduction
technology,
∇fˆk = (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s), (5)
where E[∇fˆk] = (∂G(xk))T∇F (Gˆk) is based on the Assumption 4. However, since the inner function is estimated, the
expectation of ∇fˆk with respect to ik and jk is not equal to the full gradient, that is E[∇fˆk] 6= (∂G(xk))T∇F (G(xk)). In
the following subsection, we give the upper bounds for the unbiased estimation of inner function G(x) and biased estimation
of the gradient of full function f(x), which are used for analyzing the convergence of non-convex problem. Furthermore, we
also give the convergence analysis and query complexity. The proof details can be found in Section 6 and 7.
Algorithm 1 Stochastic composition variance reduction for Non-convex Composition I
Require: K, S, η (learning rate), and x˜0
for s = 0, 2, · · · , S − 1 do
G(x˜s) =
1
m
m∑
j=1
Gj(x˜s) . m Queries
∂G(x˜s) =
1
m
m∑
j=1
∂Gj(x˜s) . m Queries
∇f(x˜s) = (∂G(x˜s))T 1n
n∑
i=1
∇Fi(G(x˜s)) . n Queries
x0 = x˜s
for k = 0, 1, 2, · · · ,K − 1 do
Sample from [m] for A times to form mini-batch Ak with replacement
Gˆk =
1
A
∑
1≤j≤A
(GAk[j](xk)−GAk[j](x˜s)) +G(x˜s) . 2A Queries
Uniformly and randomly pick ik and jk from [n] and [m]
∇fˆk = (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s) . 4 Queries
xk+1 = xk − η∇fˆk
end for
Update x˜s+1 = xK
end for
Output: x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}.
3.1. Upper bound of estimator function
The following lemmas give the upper bounds of the estimated inner function Gˆk and gradient estimator∇fˆk.
Lemma 1. Suppose Assumption 1 holds, for Gˆk defined in (4), we have the upper bound
E[‖Gˆk −G(x˜s)‖2] ≤ B2G
1
A
E[‖xk − x˜s‖2].
Lemma 2. Suppose Assumption 1-3 hold, the estimated∇fˆk defined in (5) can be bounded by
E[‖∇fˆk‖2] ≤ 4E[‖∇f(xk)‖2] + 4
(
2L2f +B
4
GL
2
F
1
A
)
E[‖xk − x˜s‖2].
As can be seen from the above lemmas, when the sample timesA increase, the estimated Gˆk can be well approximating to
the real inner function G. Furthermore, the bound of the gradient estimator ∇fˆk is tighter. As xk approach to the stationary
point, both E[‖∇f(xk)‖2] and E[‖xk − x˜s‖2 are approximating to zero such that ∇fˆk will approximate to zero. Based on
these basic lemmas, we will analyze if we can obtain and how to choose a proper size of sample times A such that can reach
the best query complexity in the large-scale data.
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3.2. Convergence analysis
In this subsection, we first give the convergence rate for the composition with two finite-sums functions, which is not
related to n. Then we consider the convergence rate that has a relationship with n through three different kinds of mini-batch
A: Corollary 1 gives the convergence rate with the mini-batch A formed by randomly selecting from [n] with A times;
Corollary 2 ’s mini-batchA is the inner function G(x) itself; Corollary 3’s mini-batchA is formed by infinite sampling from
[n] with sample times A = +∞.
Theorem 1. For the algorithm 1, Let h, d, η > 0 such that
uk = (1/2− ck+1h)η − (2Lf + 4ck+1)η2,∀k ≥ 0, (6)
where
ck =ck+1
(
1 +
(
1
h
+
1
d
+
dB4GL
2
F
A
)
η + 4
(
2L2f +
B4GL
2
F
A
)
η2
)
+
B4GL
2
F
2A
η + 2Lf
(
2L2f +
B4GL
2
F
A
)
η2, (7)
BG, Lf , and LF are parameters defined in Assumption 1-3, and A is the sample times for forming the mini-batch Ak. Let K
be the number of inner iteration, S be the number of inner iteration, and define u to be min0≤k≤K−1{uk}, we have
E[‖∇f(x˜sk)‖2] ≤
f(x0)− f(x∗)
uKS
,
where x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}.
Remark 1. The above theorem gives the convergence of the proposed algorithm, however, parameters, such as h, d, η, are
not clearly defined. Furthermore, the convergence rate is independent of n. In the following corollaries, we give an analysis
to choose the best parameters such that obtain the best query complexity. Moreover, the method for choosing the parameter
is based on [6], however, we give more exact and clear explanation, and extend to different kinds of situations.
Corollary 1. In Algorithm 1, let η = n−α/(1Lf (2L2f + B4GL2F /A)), d = nd0 , h = nh0/(e− 1), where 1 ≥ α, h0, d0 > 0.
K is the number of inner iteration, S is the number of inner iteration, A = B4GL
2
Fn
A0/2 is the sample time for mini-batch
Ak, A0 > 0. There exist two constant v1 > 0 and w1 > 0 such that K = w1L3fn3α/2 and u = n−αv1/L3f . The output x˜sk
satisfies
E[‖∇f(x˜sk)‖2] ≤
nαL3f (f(x0)− f(x∗))
v1SK
.
Remark 2. Corollary 1 shows that the convergence rate depends on n. Based on the proof in Corollary 1, we can also obtain
the following corollary with more clear and simple explanation for the case that the mini-batch A is inner function G(x)
itself. Note that the iteration complexity is the same as in Corollary 1.
Corollary 2. [6] If the mini-batch Ak is formed by the non-repeat samples, which has the size A = m, that is Gˆk =
G(xk),∀k ∈ [K]. Let η = n−α/4L3f , h = nh0/(e− 1), h0, α > 0, there exist two constant w2, v2 > 0 such that
K = w2L
3
fn
3α/2, u = n−αv2/(4L3f ). The output x˜
s
k satisfies
E[‖∇f(x˜sk)‖2] ≤
4nαL3f (f(x0)− f(x∗))
v2SK
.
Now, we consider the case that the sample times A is positive infinity such that B4GL
2
F /A can approximate to 0, in other
words, the function G(x) can be considered as fully estimated, Gˆ(x) ≈ 1m
∑m
j=1Gi(x). Then, we wonder whether the
iteration complexity increase or equal to iteration complexity in [6]. If the iteration complexity does not change, or equal
to iteration complexity in [6], how to choose the best sample times A to get the better query complexity. We first give the
following Corollary to verify the iteration complexity.
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Corollary 3. Consider the sample times A = +∞, let h = nh0/(e− 1), d = nd0 , η = n−α/4L3f , where 1 ≥ α, h0, d0 > 0.
There exist two constants w3, v3 > 0 such that K = w3n−3α/2, u = v3n−α. Thus, the output x˜sk satisfies
E[‖∇f(x˜sk)‖2] ≤
4nαL3f (f(x0)− f(x∗))
v3SK
.
Remark 3. As shown in Corollary 1, Corollary 3 and Corollary 2, in order to keep the output point ∇f(x˜sk) satisfying
E[‖∇f(x˜sk)‖2] ≤ ε, the total number of iterations are
O
(
4nαL3f (f(x0)−f(x∗))
v1ε
)
, O
(
4nαL3f (f(x0)−f(x∗))
v2ε
)
and O
(
4nαL3f (f(x0)−f(x∗))
v3ε
)
with the same order of O(nα/ε). However, the query complexities are different. Because methods for computing the inner
function G are different such that result in the different query complexities. We can image two difference extremity cases that
the sizes of inner subfunction Gj are one and positive infinity. Actually, the iteration complexity in [6] corresponds to the
first case. However, does it also fit the second case, which will leave for the next complexity analysis.
3.3. Query Complexity analysis
In this subsection, we compute the query complexity for two cases: the mini-batch Ak is formed by randomly sampling
from [n] with A times, and the mini-batch Ak is G(x) itself with size A = m. We analyze these two cases and decide
whether there is a better mini-batch Ak that has the best query complexity.
Corollary 4. Let T is the total number of iteration,K is the number of inner iteration, S is the number of outer iteration, and
A is the sample times for forming a mini-batch Ak. To achieve a fixed solution accuracy ε > 0, that is E[‖∇f(x˜sk)‖2] ≤ ε,
the query complexity is O((m+ n+ n5α/2)(n−α/2/ε)).
Corollary 5. For the case that the mini-batch Ak is formed by randomly sampling with A times, let the size of inner sub-
function Gj(x), j ∈ [m] is m = nm0 , m0 > 0. The query complexity of composition stochastic (QCCS) is
QCCS =
{ O(n4/5/ε), α = 2/5, 0 < m0 ≤ 1;
O(n4m0/5/ε), α = 2m0/5, 1 < m0.
Corollary 6. For the case that the mini-batch Ak is function G(x) itself with A = m sub-function Gj(x), j ∈ [m], let the
size of Gi function is m = A = nm0 = nA0 , m0 ≥ 0. The query complexity of stochastic (QCS) is
QCS =
{
O(n 23+ 13m0/ε), α = 2(1−m0)3 , m0 ≤ 1;O(nm0/ε), α = 0, m0 > 1.
Remark 4. We use QCS to indicate that the inner function is fully computed without estimation. This stochastic optimization
process can be considered as dealing with general empirical minimization problem with one finite-sum structure. When
m0 = 0, that is m = nm0 = 1, the problem turns into the general empirical problem, and the complexity result coincides
with [6] and [5]. Here note that parameters setting is different in (23), that is we do not require A0 = α. Because there
is no estimation computation for the inner function such that there is no term include A. The detailed proof for this kind of
condition can be referred to [6].
Remark 5. Based on Corollary 5 and 6, we can obtain a better query complexity (QC)2 through analyzing the different range
of m0.
• m0 ≤ 1: setting n4/5 = n2/3+m0/3, we have m0 = 2/5, then, we obtain
QC =
{ O(n 23+ 13m0/ε), m0 < 2/5, QCS;
O(n4/5/ε), 2/5 ≤ m0 ≤ 1, QCCS.
• m0 > 1: we obtain the QC = O(n4m0/5/ε),QCCS.
All in all, we can obtain when m0 ≥ 2/5, QCSC is better than that of QCS.
From above description, we can see that whenm0 ≤ 2/5, we can compute the full inner function ofG(x) = 1m
∑m
j=1Gj(x)
directly rather than the estimated Gˆ. This means that the inner function is no longer suitable to be estimated; whenm0 > 2/5,
we can estimate the inner function through forming mini-batch A with A time samplings. This estimation can reduce the
query complexity when facing large-scale data.
2We use QC indicates the query complexity including classical stochastic optimization (QCS) and composition stochastic optimization (QCSC).
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4. Variance reduction method II for non-convex composition problem
We now turn to the extended method used in SVRG for convex composition problem in [10]. We use variance reduction
method for estimating the partial gradient of G(x) and exploit the benefit of non-convex composition problem, referred as
SCVRII. Algorithm 2 presents SCVRII’s pseudocode.
Algorithm 2 Stochastic composition variance reduction for Non-convex Composition II
Require: K, S, η (learning rate), and x˜1
for s = 0, 2, · · · , S − 1 do
G(x˜s) =
1
m
m∑
j=1
Gj(x˜s) . m queries
∂G(x˜s) =
1
m
m∑
j=1
∂Gj(x˜s) . m queries
∇f(x˜s) = (∂G(x˜s))T 1n
n∑
i=1
∇Fi(G(x˜s)) . n queries
x1 = x˜s
for k = 0, 2, 3, · · · ,K − 1 do
sample from [m] for A times to form mini-batch multiset Ak
sample from [m] for B times to form mini-batch multiset Bk
Gˆk =
1
A
∑
1≤j≤A
(
GAk[j] (xk)−GAk[j] (x˜s)
)
+G (x˜s) . 2A queries
∂Gˆk =
1
B
∑
1≤j≤B
(∂GBk[j](xk)− ∂GBk[j](x˜s)) + ∂G(x˜s) . 2B queries
Randomly pick ik from [n] and
∇f˜k = (∂Gˆk)T∇Fik(Gˆk)− (∂G(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s) . 2 queries
xk+1 = xk − η∇f˜k
end for
Update x˜s+1 = xK
end for
Output: x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}
Besides the estimation of inner function, we also estimate the partial gradient of inner function through variance reduction
technology at k-th iteration of s-th epoch,
∂Gˆk =
1
B
∑
1≤j≤B
(∂GBk[j](xk)− ∂GBk[j](x˜s)) + ∂G(x˜s), (8)
where Bk is the mini-batch formed by randomly sampling from [m] with B times. Furthermore, we can see that E[∂Gˆk] =
∂G(xk). Based on the estimated partial gradient inner function ∂Gˆk, the stochastic gradient of f can also be obtained,
∇f˜k = (∂Gˆk)T∇Fik(Gˆk)− (∂Gˆk)T∇Fik(G(x˜s)) +∇f(x˜s), (9)
where E[∇f˜k] = (∂G(xk))T∇F (Gˆk). Though E[∇f˜k] 6= (∂G(xk))T∇F (G(xk)) is biased estimator, we also give the
upper bound of the unbiased estimated partial gradient of the inner functionG(x) and the biased estimation of the gradient of
function f(x), which are used for analyzing the convergence of non-convex function. The following lemmas show the bound
with respect to the estimated partial gradient of ∂G(x) and estimated gradient of f(x), which are more intuitive by the upper
bound. Furthermore, SCVRII’s convergence analysis and query complexity are provided in the subsection. The proof details
can also be found in Section 6 and 7.
Lemma 3. Suppose Assumption 1 holds, for ∂Gˆk defined in (8), we have the upper bound
E[‖∂Gˆk − ∂G(x˜s)‖2] ≤ L2G
1
B
E[‖xk − x˜s‖2].
For the case that b = 1 from Lemma 5, we can obtain the following lemma,
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Lemma 4. Suppose Assumption 1-3 hold, the estimated∇fˆk defined in (9) can be bounded by
E[‖∇f˜k‖2] ≤ 4E[‖∇f(xk)‖2] + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
E[‖xk − x˜s‖2].
As can be seen from above lemmas, when B increase, the estimated partial gradient ∂Gˆ is more approximating to the ∂G.
Furthermore, the upper bound of∇f˜k is tighter.
4.1. convergence analysis
In this subsection, we give the convergence and complexity analysis for SCVRII, which are similar to SCVRI. Based on
the convergence rate from Theorem 2, we obtain an alternative convergence rate that is dependent on n and its corresponding
query complexity.
Theorem 2. For the algorithm 2, Let h, d, η > 0 such that
uk = (1/2− ck+1h)η − (2Lf + 4ck+1)η2,∀k ≥ 0, (10)
where
ck =ck+1
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
+B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2, (11)
BG, Lf , and LF are parameters defined in Assumption 1-3, and A is the sample times for forming the mini-batch Ak, B is
the sample times for mini-batch Bk. Let K is the number of inner iteration, S is the number of inner iteration, and define
u = min0≤k≤K−1{uk}, we have
E[‖∇f(x˜sk)‖2] ≤
f(x0)− f(x∗)
uKS
,
where x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}.
Corollary 7. In Algorithm 1, let η = n−α/2Lf (B4GL2F /A+B2FL2G/B + L2f ), d = nd0 , h = nh0/(e−1), where α, h0, d0 >
0. K is the number of inner iteration, S is the number of inner iteration, A = B4GL
2
Fn
A0/2 is the sample times for mini-
batch Ak, A0 > 0, B is the sample times for mini-batch Bk. There exist two constant v4 > 0 and w4 > 0 such that
K = w4L
3
fn
3α/2 and u = n−αv4/L3f . The output x˜
s
k satisfies
E[‖∇f(x˜sk)‖2] ≤
nαL3f (f(x0)− f(x∗))
v4SK
.
Remark 6. Let us consider the function
(1/2− c0h)η − (2Lf + 4c0) η2. (12)
The parameter c0 in (20) and (26) are the same except parameters C. We assume that the bound of C in (22) and (28) can
be almost approximating the upper bound e, even though the bound e cannot be exactly reached but actually can almost be
reached. Furthermore, as can be seen in (24) and (29), the value of c0h are almost the same such that do not greatly affect
the coefficient in (25) and (30). What’s more, since 1/2− c0h > 0, we can obtain the bound c0 ≥ 2(e− 1)nα/2.
Thus, we only consider the value of u, that is the value of the function in (12). Since u as the denominator of the
convergence bound in Theorem 2 and Theorem 1, the bigger of u can result in better convergence rate. The function of (12)
is the increase function as η increase if η ≤ (1/2− c0h)/(2(2Lf + 4c0)) ≤ O(nα/2). Since the step in (21) and (27) are
η = O(n−α), the second term in (12) can be ignored.
Based on above analysis, we conclude that ifB = B2FL
2
G/L
2
f , the step defined in (21) and (27) are the same. Furthermore,
the number of inner iteration are also the same. So they have the same convergence rate. When B > B2FL
2
G/L
2
f , the step
defined in (27) is larger than that of (21), which has the better convergence rate even though they share the same order of
convergence rate with respect to O(nα).
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Corollary 8. Let T is the total number of iteration, K is the number of inner iteration, S is the number of outer iteration.
A and B is the sample times for forming a mini-batch Ak and Bk, B = nB0 , B0 > 0. to achieve a fixed solution accuracy
ε > 0, that is E[‖∇f(x˜sk)‖2] ≤ ε, the query complexity of Algorithm 2 is O((m+ n+ n3α/2+α + n3α/2+B0)(n−α/2/ε)).
Remark 7. Note that the size of B does not affect the order of convergence rate but will have an influence on the query
complexity. WhenB0 ≤ α, the query complexity becomesO((m+n+n5α/2)(n−α/2/ε)), which is the same as Algorithm 2;
when B0 > α, the query complexity will increase toO((m+n+n3α/2+B0)(n−α/2/ε)). Since 3α/2 +B0 > 5α/2, here we
do not need to analyze the value of α. Because when 3α/2 +B0 is smaller than 1 or m0, the query complexity will be equal
to Algorithm 2; when 3α/2 + B0 is bigger than 1 or m0, the query complexity will be greater than Algorithm 2. Therefore,
in order to keep the query complexity non-increase and convergence increase, we should set the size of B equal to the A.
5. Mini-Batch variance reduction for Non-convex Composition problem
In this section, we consider the mini-batch variance reduction method for non-convex composition problem, referred as
Mini-Batch SCVR. Algorithm 3 presents Mini-Batch SCVR’s pseudocode. Different from SCVRI and SCVRII, we redefine
the estimated gradient of f(x) as
∇˜k = 1|Ik|
∑
1≤i≤|Ik|
((∂Gk)
T∇Fi(Gˆk)− (∂Gk)T∇Fi(G(x˜s))) +∇f(x˜s), (13)
or, ∇˜k = 1|Ik|
∑
1≤i≤|Ik|
(∂GBk(xk))
T∇FIk[i](Gˆk)− (∂GBk(x˜s))T∇FIk[i](G(x˜s))) +∇f(x˜s), (14)
where Ik is the mini-batch set for outer functionFi, formed by randomly sampling from [n], and ∂GBk = 1B
∑
1≤j≤B ∂GBk[j](xk).
For a simple analysis, we define the size of Ik as |Ik| = b. The following gives the key lemma for bounding the estimated
gradient of f ,
Lemma 5. Suppose Assumption 1-3 hold, let b ≥ 1, the estimated ∇˜k defined in (13) can be bounded by
E[‖∇˜k‖2] ≤ 4E[‖∇f(xk)‖2] + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
E[‖xk − x˜s‖2].
As b increase, the bound will be tighter.Furthermore, the parameter b also affect the convergence rate in the following
analysis. Note that here, we do not give the upper bound of E[‖∇˜k‖2] defined in (14), the brief proof can be referred to
Lemma 2. What’s more, the order effects by the defined gradient estimator in (14) and (2) on query complexity are the same.
5.1. Convergence analysis
Based on Lemma 16 and Lemm 19, we obtain the following theorem. Note that the proof details can be referred to
Theorem 2. Through the convergence rate in Theorem in 3, we can obtain the corresponding result in Corollary 9 that is
dependent on n.
Theorem 3. For the algorithm 3, let h, d, η > 0, and b ≥ 1 such that
uk = (1/2− ck+1h)η − (2Lf + 4ck+1)η2,∀k ≥ 0, (15)
where
ck =ck+1
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
η2
)
+B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
η2, (16)
BG, Lf , and LF are parameters defined in Assumption 1-3, and A is the sample times for forming the mini-batch Ak, B is
the sample times for mini-batch Bk. Let K is the number of inner iteration, S is the number of inner iteration, and define
u = min0≤k≤K−1{uk}, we have
E[‖∇f(x˜sk)‖2] ≤
f(x0)− f(x∗)
uKS
,
where x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}.
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Algorithm 3 Mini-batch Stochastic composition variance reduction
Require: K, S, η (learning rate), and x˜1
for s = 1, 2, · · · , S do
G(x˜s) =
1
m
m∑
j=1
Gj(x˜s) . m queries
∂G(x˜s) =
1
m
m∑
j=1
∂Gj(x˜s) . m queries
∇f(x˜s) = (∂G(x˜s))T 1n
n∑
i=1
∇Fi(G(x˜s)) . n queries
x1 = x˜s
for k = 1, 2, 3, · · · ,K do
Sampling from [m] for A times to form mini-batch multiset Ak
Sampling from [m] for B times to form mini-batch multiset Bk
Gˆk =
1
A
∑
1≤j≤A
(
GAk[j] (xk)−GAk[j] (x˜s)
)
+G (x˜s) . 2A queries
∂Gˆk =
1
B
∑
1≤j≤B
(∂GBk[j](xk)− ∂GBk[j](x˜s)) + ∂G(x˜s) . 2B queries
Sampling from [n] for b times to form mini-batch multiset Ik
∇˜k = 1|Ik|
∑
1≤i≤|Ik|
((∂Gˆk)
T∇FIk[i](Gˆk)− (∂G(x˜s))T∇FIk[i](G(x˜s))) +∇f(x˜s) . 2b queries
or
∇˜k = 1|Ik|
∑
1≤i≤|Ik|
(∂GBk(xk))
T∇FIk[i](Gˆk)− (∂GBk(x˜s))T∇FIk[i](G(x˜s))) +∇f(x˜s) . 2b queries
xk+1 = xk − η∇˜k
end for
Update x˜s+1 = xK
end for
Output: x˜sk is uniformly and randomly chosen from s = {0, ..., S − 1} and k={0, ..,K − 1}.
Corollary 9. In Algorithm 1, let η = bn−α/(2Lf (B4GL2F /A+B2FL2G/B + bL2f )), d = nd0 , h = nh0/(e − 1), where
α, h0, d0 > 0 and b ≥ 1. K is the number of inner iteration, S is the number of inner iteration, A = B4GL2FnA0/2 is the
sample times for mini-batch Ak, A0 > 0, B = B2FL2GnB0 , is the sample times for mini-batch Bk, B0 > 0. There exist two
constant v5 > 0 and w5 > 0 such that K = w5L3fn
3α/2/b and u = bv5n−α/L3f . The output x˜
s
k satisfy
E[‖∇f(x˜sk)‖2] ≤
nαL3f (f(x0)− f(x∗))
bv5SK
.
Comparing with the convergence rate in Corollary 9 with Corollary 7 and 1, we obtain the improvement of the convergence
rate. But whether the query complexity improves, the next subsection gives the analysis of complexity.
5.2. Complexity analysis
In this subsection, we give the query complexity with two cases: the gradient of f with mini-batch I is computed in
parallel and non-parallel. For the case of parallel setting, we also divide into two conditions: the gradient of FI(G(x)) is
computed in parallel, and the gradient of FI(G(x)) and partial gradient ∂GˆB are both compute in parallel, respectively. Note
that following Remark 7, we assume that the size of B is equal or small than the size of A.
Corollary 10. In Algorithm 3, suppose that the stochastic gradient of FI(G(x)) with mini-batch Ik is computed in parallel.
Let b = nb0 ,b0 > 0, to achieve a fixed solution accuracy ε > 0, that is E[‖∇f(x˜sk)‖2] ≤ ε, the query complexity of Algorithm
3 is
QC =
{ O(n4/5−b0/5/ε), 0 < m0 ≤ 1;
O(n4/5m0−b0/5/ε), 1 < m0.
12
Corollary 11. In Algorithm 3, suppose that the gradient of f with mini-batch Ik, the partial gradient ∂Gˆk with mini-batch
Bk and inner function Gˆ with mini-batch Ak are computed in parallel. Let b = nb0 ,b0 > 0, to achieve a fixed solution
accuracy ε > 0, that is E[‖∇f(x˜sk)‖2] ≤ ε, the query complexity of Algorithm 3 is
QC =
{ O(n2/3−b0/3/ε), 0 < m0 ≤ 1;
O(n2/3m0−b0/3/ε), 1 < m0.
For the non-parallel, we give the following query complexity results. Based on different sizes of the mini-batch I, we
obtain different query complexities.
Corollary 12. In Algorithm 3, let b = nb0 ,b0 > 0, to achieve a fixed solution accuracy ε > 0, that is E[‖∇f(x˜sk)‖2] ≤ ε, the
query complexity of Algorithm 3 is
QC =

{
O(n4/5−b0/5/ε), 0 < m0 ≤ 1;
O(n4/5m0−b0/5/ε), 1 < m0;
b0 ≤ 2/3;{
O(n2/3/ε), 0 < m0 ≤ 1;
O(n2/3m0/ε), 1 < m0;
b0 > 2/3.
Remark 8. Compare Corollary 10 with Corollary 5, we can see that the QC will reduce a factor of Ω(nb0/5). In Corollary
11 we can see that the query complexity computation for composition problem with the parallel setting is actually reduced
to the general empirical minimization problem. Compare Corollary 11 with Corollary 6, when m0 ≤ 1, the QC of Corollary
11 will reduce a factor of Ω(nb0/5+m0/3) times. For the non-parallel setting, when b0 > 2/3, there will be the best QC for
mini-batch SCVR. Comparing parallel and non-parallel, the QC in Corollary 12 is the same as in Corollary 10 if b0 ≤ 2/3,
and it will be worse than Corollary 10 and Corollary 11 if b0 > 2/3.
6. Bound analysis for non-convex stochastic composition problem
In this section, we mainly give different kinds of bounds for each algorithm. These bounds will be used to analyze the
convergence rate. We assume that these algorithms are both under Assumption 1-4. Parameters such as BG, BF , LF , LG
and Lf in the bound are from these Assumptions. We do not define the exact value of parameters such as h, d, A and B,
which have great influence on the convergence and will be defined in different algorithms.
6.1. The bound of estimated inner function G(x)
We have the following lemmas concerning the bound of estimated inner function G(x). We give the bound proof of
Lemma 1 and 3 of the estimated Gˆ and ∂Gˆ. There are two kinds of the estimators: Gˆ and ∂Gˆ results in the biased estimation
of the gradient of f(x). However, as the variable x approach to the optimal solution, the upper bound will approximate to
zero, which can be illustrated by Lemma 6 and 7.
Proof of Lemma 1:
Proof. Based on the definition of Gˆk in (4), we have
E[‖Gˆk −G(x˜s)‖2] =E[‖ 1
A
∑
1≤j≤A
(GAk[j](xk)−GAk[j](x˜s)) +G(x˜s)−G(x˜s)‖2]
1©
≤ 1
A2
∑
1≤j≤A
E[‖GAk[j](xk)−GAk[j](x˜s) +G(x˜s)−G(x˜s)‖2]
2©
≤ 1
A2
∑
1≤j≤A
E[‖GAk[j](xk)−GAk[j](x˜s)‖2]
=
1
A
E[‖GAk[j](xk)−GAk[j](x˜s)‖2]
3©
≤B2G
1
A
E[‖xk − x˜s‖2],
where inequalities 1© and 2© use Lemma 21 and Lemma 20, and inequality 3© is based on the Definition 1 of Lipschitz
function.
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Proof of Lemma 3:
Proof. Based on the definition of ∂Gˆk in (8), we have
E[‖∂Gˆk − ∂G(x˜s)‖2] =E[‖ 1
B
∑
1≤j≤B
(∂GBk[j](xk)− ∂GBk[j](x˜s)) + ∂G(x˜s)− ∂G(x˜s)‖2]
1©
≤ 1
B2
∑
1≤j≤B
E[‖∂GBk[j](xk)− ∂GBk[j](x˜s) + ∂G(x˜s)− ∂G(x˜s)‖2]
2©
≤ 1
B2
∑
1≤j≤B
E[‖∂GBk[j](xk)− ∂GBk[j](x˜s)‖2]
=
1
B
E[‖∂GBk[j](xk)− ∂GBk[j](x˜s)‖2]
3©
≤L2G
1
B
E[‖xk − x˜s‖2],
where inequalities 1© and 2© follow from Lemma 21 and Lemma 20, inequality 3© is based on the LG smooth of G.
Lemma 6. In algorithm 1, for the intermediated iteration at xk of s-th epoch, and Gˆk defined in (4), we have,
E[‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s))‖2] ≤ 2
(
B4GL
2
F
1
A
+ L2f
)
E[‖xk − x˜s‖2].
Proof. Through adding and subtracting the term (∂Gjk(xk))
T∇Fik(G(xk)), we have
E[‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s))‖2]
1©
≤2E[‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk))‖2]
+ 2E[‖(∂Gjk(xk))T∇Fik(G(xk))− (∂Gjk(x˜s))T∇Fik(G(x˜s))‖2]
2©
≤2B2GE[‖∇Fik(Gˆk)−∇Fik(G(xk))‖2] + 2L2fE[‖xk − x˜s‖2]
3©
≤2B2GL2FE[‖Gˆk −G(xk)‖2] + 2L2fE[‖xk − x˜s‖2]
4©
≤2B2GL2FB2G
1
A
E[‖xk − x˜s‖2] + 2L2fE[‖xk − x˜s‖2]
=2
(
B4GL
2
F
1
A
+ L2f
)
E[‖xk − x˜s‖2],
where inequality 1© use Lemma 21; inequality 2© is based on the bounded Jacobian of Gjk and (3); inequality 3© follows the
smoothness of Fik ; inequality 4© use Lemma 1.
Lemma 7. In Algorithm 2, for the intermediated iteration at xk of s-th epoch, and ∂Gˆk defined in (8), we have,
E[‖(∂Gˆk)T∇Fik(Gˆk)− (∂G(x˜s))T∇Fik(G(x˜s))‖2] ≤ 2
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
)
E[‖xk − x˜s‖2].
Proof. Through adding and subtracting (∂Gˆk)T∇Fi(G(x˜s)), we have
E[‖(∂Gˆk)T∇Fik(Gˆk)− (∂G(x˜s))T∇Fik(G(x˜s))‖2]
=E[‖(∂Gˆk)T∇Fi(Gˆk)− (∂Gˆk)T∇Fi(G(x˜s)) + (∂Gˆk)T∇Fi(G(x˜s))− (∂G(x˜s))T∇Fi(G(x˜s))‖2]
1©
≤2E[‖(∂Gˆk)T∇Fik(Gˆk)− (∂Gˆk)T∇Fik(G(x˜s))‖2]
+ 2E[‖(∂Gˆk)T∇Fik(G(x˜s))− (∂G(x˜s))T∇Fik(G(x˜s))‖2]
2©
≤2B2GE[‖∇Fik(Gˆk)−∇Fik(G(x˜s))‖2] + 2B2FE[‖∂Gˆk − ∂G(x˜s)‖2]
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3©
≤2B2GL2FE[‖Gˆk −G(x˜s)‖2] + 2B2FE[‖∂Gˆk − ∂G(x˜s)‖2]
4©
≤2B2GL2FB2G
1
A
E[‖xk − x˜s‖2] + 2B2FL2G
1
B
E[‖xk − x˜s‖2]
=2
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
)
E[‖xk − x˜s‖2],
where inequality 1© uses Lemma 21; inequality 2© is based on the bounded Jacobian of G and (3); inequality 3© follows the
smoothness of Fik ; inequality 4© use Lemma 1 and Lemma 3.
6.2. The bound of the estimated gradient f(x)
In this subsection, we give all kinds of the bounds involving the estimated inner function of G(x), estimated partial
gradient of inner function G(x), and estimated gradient of f(x). All the bounds can not only be considered as the tool for
analyzing the convergence, but also illustrate the variance reduction technology.
6.2.1 The norm bound of the estimated gradient
We give the following proof of the bounds concerning the norm of the estimated gradient: ∇f(xk) and ∇˜k.
Proof of Lemma 2
Proof. Through adding and subtracting the term∇f(xk), we have
E[‖∇fˆk‖2]
=E[‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s)‖2]
=E[‖∇f(xk)−∇f(xk) + (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s)‖2]
1©
≤2E[‖∇f(xk)−∇f(xk) +∇f(x˜s)‖2] + 2E[‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s))‖2]
2©
≤4 (E[‖∇f(xk)‖2] + E[‖∇f(xk)−∇f(x˜s)‖2])+ 4(B4GL2F 1A + L2f
)
E[‖xk − x˜s‖2]
3©
≤4 (E[‖∇f(xk)‖2] + L2fE[‖xk − x˜s‖2])+ 4(B4GL2F 1A + L2f
)
E[‖xk − x˜s‖2]
=4E[‖∇f(xk)‖2] + 4
(
2L2f +B
4
GL
2
F
1
A
)
E[‖xk − x˜s‖2],
where inequality 1© use Lemma 21; inequality 2© use Lemma 21 and Lemma 6; inequality 3© use the smoothness of function
f .
Proof of Lemma 5
Proof. Through adding and subtracting the term∇f(xk), we have
E[‖∇˜k‖2]
=E[‖1
b
∑
1≤i≤b
((∂Gk)
T∇Fi(Gˆk)− (∂Gk)T∇Fi(G(x˜s))) +∇f(x˜s)‖2]
=E[‖∇f(xk)−∇f(xk) + 1
b
∑
1≤i≤b
((∂Gk)
T∇FIk[i](Gˆk)− (∂Gk)T∇FIk[i](G(x˜s))) +∇f(x˜s)‖2]
1©
≤2E[‖∇f(xk)−∇f(xk) +∇f(x˜s)‖2] + 2E[‖1
b
∑
1≤i≤b
((∂Gk)
T∇FIk[i](Gˆk)− (∂Gk)T∇FIk[i](G(x˜s)))‖2]
2©
≤2E[‖∇f(xk)−∇f(xk) +∇f(x˜s)‖2] + 2 1
b2
∑
1≤i≤b
E[
∥∥∥((∂Gk)T∇FIk[i](Gˆk)− (∂Gk)T∇FIk[i](G(x˜s)))∥∥∥2]
3©
≤4(E[‖∇f(xk)‖2] + E[‖∇f(xk)−∇f(x˜s)‖2]) + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
)
1
b
E[‖xk − x˜s‖2]
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4©
≤4(E[‖∇f(xk)‖2] + L2fE[‖xk − x˜s‖2]) + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
)
1
b
E[‖xk − x˜s‖2]
=4E[‖∇f(xk)‖2] + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
E[‖xk − x˜s‖2],
where inequality 1© and inequality 2© use Lemma 21; inequality 3© use Lemma 21 and Lemma 7; inequality 4© use the
smoothness of function f .
6.2.2 The bound tool for convergence form
The following lemmas show the estimated upper bounds, which are used for the convergence rates. There are three kinds of
the estimated gradient of f : ∇fˆk, ∇f˜k, and ∇˜k. However, the expectations of them are the same. So the upper bound of
Lemma 8, 9 and 10 are the same, and Lemma 11, 12 and 13 are the same.
Lemma 8. In Algorithm 1, suppose Assumption 1, 2 and 4 hold,∇fˆk defined in (5), we can obtain the following bound
E[〈∇fˆk, xk − x˜s〉] ≤ −h1
2
‖∇f(xk)‖2 −
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2],
where parameters d, h > 0.
Proof. Through adding and subtracting the term (∂Gj(xk))T∇Fi(G(xk)), we have
E[〈∇fˆk, xk − x˜s〉]
=E[〈(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s), xk − x˜s〉]
=E[〈(∂Gjk(xk))T∇Fik(Gˆk), xk − x˜s〉]
=E[〈(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk)) + (∂Gjk(xk))T∇Fik(G(xk)), xk − x˜s〉]
=E[〈(∂Gjk(xk))T∇Fik(G(xk)), x˜s − xk〉]
+ E[〈(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk)), xk − x˜s〉]
1©
≤〈∇f(xk), xk − x˜s〉 − 1
2d
‖xk − x˜s‖2 − d1
2
E[‖∇Gjk(xk)∇Fik(Gˆk)−∇Gjk(xk)∇Fik(G(xk))‖2]
2©
≤− h1
2
‖∇f(xk)‖2 − 1
2h
‖xk − x˜s‖2 − 1
2d
‖xk − x˜s‖2 − dB2G
1
2
E[‖∇Fik(Gˆk)−∇Fik(G(xk))‖2]
3©
≤− h1
2
‖∇f(xk)‖2 − 1
2h
‖xk − x˜s‖2 − 1
2d
‖xk − x˜s‖2 − dB2GL2F
1
2
E[‖Gˆk −G(xk)‖2]
4©
≤− h1
2
‖∇f(xk)‖2 − 1
2h
‖xk − x˜s‖2 − 1
2d
‖xk − x˜s‖2 − dB2GL2FB2G
1
2A
E[‖xk − x˜s‖2]
=− h1
2
‖∇f(xk)‖2 −
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2],
where inequality 1© use the equality E[(∂Gj(xk))T∇Fi(G(xk))] = ∇f(xk) and Lemma 22, d > 0; inequality 2© use
Lemma 22, h > 0, and the bounded of Jacobian of G; inequality 3© use the smoothness of Fi; inequality 4© use Lemma
1.
Based on the equation E[∇fˆk] = E[∇f˜k] = E[∇˜k], we can also obtain the following bounds,
Lemma 9. In Algorithm 2, suppose Assumption 1 and 2 hold,∇f˜k defined in (9), we can obtain the following bound
E[〈∇f˜k, xk − x˜s〉] ≤ −h1
2
‖∇f(xk)‖2 −
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2],
where parameters d, h > 0.
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Lemma 10. In Algorithm 2, suppose Assumption 1 and 2 hold, ∇f˜k defined in (13) and (14), we can obtain the following
bound
E[〈∇˜k, xk − x˜s〉] ≤ −h1
2
‖∇f(xk)‖2 −
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2],
where parameters d, h > 0.
Lemma 11. In Algorithm 1, for the intermediated iteration at xk and ∇fˆk defined in (5), we have
E[〈∇f(xk),∇fˆk〉] ≥ 1
2
E[‖∇f(xk)‖2]−B4GL2F
1
2A
E[‖xk − x˜s‖2].
Proof. Through adding and subtracting the term (∂Gjk(xk))
T∇Fik(G(xk)), we have
E[〈∇f(xk),∇fˆk〉]
=E[〈∇f(xk), (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(x˜s))T∇Fik(G(x˜s)) +∇f(x˜s)]
=E[〈∇f(xk), (∂Gjk(xk))T∇Fik(Gˆk)〉]
=E[〈∇f(xk), (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk)) + (∂Gjk(xk))T∇Fik(G(xk))〉]
=E[〈∇f(xk), (∂Gjk(xk))T∇Fik(G(xk))〉]
+ E[〈∇f(xk), (∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk))〉]
1©
≤E[‖∇f(xk)‖2]− 1
2
E[‖∇f(xk)‖2]− 1
2
E‖(∂Gjk(xk))T∇Fik(Gˆk)− (∂Gjk(xk))T∇Fik(G(xk))‖2
2©
≤1
2
E[‖∇f(xk)‖2]−B2G
1
2
E[‖∇Fik(Gˆk)−∇Fik(G(xk))‖2]
3©
≤1
2
E[‖∇f(xk)‖2]−B2GL2F
1
2
E[‖Gˆk −G(xk)‖2]
4©
≤1
2
E[‖∇f(xk)‖2]−B4GL2F
1
2A
E[‖xk − x˜s‖2],
where inequality 1© use Lemma 22; inequality 2© and 3© are based on the bounded Jacobian of Gj and smoothness of Fi;
inequality 4© use Lemma 1.
Because of E[∇fˆk] = E[∇f˜k] = E[∇˜k], we have the same bounds of E[〈∇f(xk),∇f˜k〉] as in Lemma 11.
Lemma 12. In Algorithm 2, for the intermediated iteration at xk and ∇f˜k defined in (9), we have
E[〈∇f(xk),∇f˜k〉] ≥ 1
2
E[‖∇f(xk)‖2]−B4GL2F
1
2A
E[‖xk − x˜s‖2].
Lemma 13. In Algorithm 2, for the intermediated iteration at xk and ∇˜k defined in (13) and (14), we have
E[〈∇˜k,∇f˜k〉] ≥ 1
2
E[‖∇f(xk)‖2]−B4GL2F
1
2A
E[‖xk − x˜s‖2].
6.3. The bound of E[‖xk+1 − x˜s‖2] and E[f(xk+1)]
The bound of E[‖xk+1 − x˜s‖2] and E[f(xk+1)] are used to organize the convergence formulation to obtain Lemma 19,
which is a general process to obtain the convergence rate of E[‖∇f(xk)‖2].
6.3.1 The bound of E[‖xk+1 − x˜s‖2]
We give three different kinds of bounds for three proposed algorithms. Each algorithm has different parameters such as the
sampling times A and B and the mini-batch size of outer sub-function.
17
Lemma 14. In algorithm 1, E[‖xk+1 − x˜s‖2] can be bounded by
E[‖xk+1 − x˜s‖2] ≤
(
1 + 2
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
E[‖xk − x˜s‖2]
+ (ηh+ 4η2)‖∇f(xk)‖2.
Proof. Based on the update of xk+1, we have,
‖xk+1 − x˜s‖2 = ‖xk − η∇fˆk − x˜s‖2
= ‖xk − x˜s‖2 − 2η〈∇fˆk, xk − x˜s〉+ η2‖∇fˆk‖2. (17)
Taking expectation with respect to ik and jk on both sides of (17), we get,
E[‖xk+1 − x˜s‖2]
=E[‖xk − x˜s‖2]− 2ηE[〈∇fˆk, xk − x˜s〉] + η2E[‖∇fˆk‖2]
≤E[‖xk − x˜s‖2] + 2η
(
h
1
2
‖∇f(xk)‖2 +
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2]
)
+ η2
(
4E[‖∇f(xk)‖2] + 4
(
2L2f +B
4
GL
2
F
1
A
)
E[‖xk − x˜s‖2]
)
=
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
E[‖xk − x˜s‖2] + (ηh+ 4η2)‖∇f(xk)‖2,
where the inequality follows from Lemma 8 and Lemma 2.
Lemma 15. In algorithm 2, E[‖xk+1 − x˜s‖2] can be bounded by
E[‖xk+1 − x˜s‖2]
≤
(
1 + 2
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜s‖2]
+ (ηh+ 4η2)‖∇f(xk)‖2.
Proof. Taking expectation with respect to ik and jk, we get,
E[‖xk+1 − x˜s‖2]
=‖xk − x˜s‖2 − 2ηE[〈∇f˜k(xk), xk − x˜s〉] + η2E[‖∇f˜k‖2]
≤‖xk − x˜s‖2 + 2η
(
h
1
2
‖∇f(xk)‖2 +
(
1
2h
+
1
2d
+ dB4GL
2
F
1
2A
)
E[‖xk − x˜s‖2]
)
+ η2
(
4E[‖∇f(xk)‖2] + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
E[‖xk − x˜s‖2]
)
=
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜s‖2]
+
(
ηh+ 4η2
) ‖∇f (xk)‖2 ,
where the inequality follows from Lemma 9 and Lemma 4.
Lemma 16. In algorithm 3, let h, d > 0 and b ≥ 1, E[‖xk+1 − x˜s‖2] can be bounded by
E[‖xk+1 − x˜s‖2]
≤
(
1 + 2
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
1
b
η2
)
E[‖xk − x˜s‖2]
(ηh+ 4η2)‖∇f(xk)‖2.
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Proof. Taking expectation with respect to ik and jk, we get,
E[‖xk+1 − x˜s‖2]
=‖xk − x˜s‖2 − 2ηE[〈∇f˜k(xk), xk − x˜s〉] + η2E[‖∇f˜k‖2]
≤
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
1
b
η2
)
E[‖xk − x˜s‖2]
+ (ηh+ 4η2)‖∇f(xk)‖2,
where the inequality follows from Lemma 10 and Lemma 5.
6.3.2 The bound of E[f(xk+1)]
Based on different algorithms, we also give three different upper bounds for E[f(xk+1)], which are used for analyzing the
convergence rate.
Lemma 17. In algorithm 1, E[f(xk+1)] can be bounded by,
E[f(xk+1)] ≤E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
E[‖xk − x˜s‖2],
Proof. Based on the smoothness of f(x), we have,
f(xk+1) ≤f(xk) + 〈∇f(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2
=f(xk)− η〈∇f(xk),∇fˆk〉+ Lf
2
η2‖∇fˆk‖2. (18)
Taking expectation with respect to ik and jk on both sides of (18), we have
E[f(xk+1)] ≤E[f(xk)]−ηE[〈∇f(xk),∇fˆk〉] + Lf
2
η2E[‖∇fˆk‖2]
≤E[f(xk)] + η
(
−1
2
E[‖∇f(xk)‖2] +B4GL2F
1
2A
E[‖xk − x˜s‖2]
)
+
Lf
2
η2
(
4E[‖∇f(xk)‖2] + 4
(
2L2f +B
4
GL
2
F
1
A
)
E[‖xk − x˜s‖2]
)
=E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
E[‖xk − x˜s‖2],
where the second inequality follows from Lemma 11 and Lemma 2.
Lemma 18. In algorithm 2, E[f(xk+1)] can be bounded by,
E[f(xk+1)] ≤E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜s‖2],
Proof. Based on the smoothness of f(x), we have, taking expectation with respect to i and j, we have
E[f(xk+1)] ≤E[f(xk)]−ηE[〈∇f(xk),∇f˜k〉] + Lf
2
η2E[‖∇f˜k‖2]
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≤E[f(xk)] + η
(
1
2
E[‖∇f(xk)‖2] +B4GL2F
1
2A
E[‖xk − x˜s‖2]
)
+
Lf
2
η2
(
4E[‖∇f(xk)‖2] + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
E[‖xk − x˜s‖2]
)
=E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜s‖2],
where the second inequality follows from Lemma 12 and Lemma 4.
Lemma 19. In algorithm 3, E[f(xk+1)] can be bounded by,
E[f(xk+1)] ≤E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
1
b
η2
)
E[‖xk − x˜s‖2],
Proof. Based on the smoothness of f(x), we have, taking expectation with respect to ik and jk, we have
E[f(xk+1)] ≤E[f(xk)]−ηE[〈∇f(xk), ∇˜k〉] + Lf
2
η2E[‖∇f˜k‖2]
≤E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
+
(
B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
1
b
η2
)
E[‖xk − x˜s‖2],
where the second inequality follows from Lemma 13 and Lemma 5.
7. Proof of convergence and complexity analyses
In this section, we give the details proof for the convergence analysis and query complexity for three proposed algorithms:
SCVRI, SCVRII and mini-batch SCVR. The proof processes are similar but with different parameters setting, such that result
in different query complexities.
7.1. Stochastic Composition with Variance reduction I
We give the following proofs concerning the SCVRI method with convergence rate and query complexity detail analysis.
Theorem 1 and Corollary 1 provide two main and basic proofs. Other proofs such as in Corollary 3, Theorem 2, Corollary 7,
and Corollary 9 are based on basic proof, but with different estimators and parameters setting.
Proof of Theorem 1:
Proof. Based on Lemma 17 and Lemma 14, we form a Lyapunov function,
E[f(xk+1)] + ck+1E[‖xk+1 − x˜s‖2]
=E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2] +
(
B4GL
2
F
1
2A
η + 2Lf
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
E[‖xk − x˜s‖2]
+ ck+1
((
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
‖xk − x˜s‖2 + (ηh+ 4η2)‖∇f(xk)‖2
)
=E[f(xk)] + ckE[‖xk − x˜s‖2]− ukE[‖∇f(xk)‖2],
where
uk = (1/2− ck+1h) η − (2Lf + 4ck+1) η2,
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ck =ck+1
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)
+B4GL
2
F
1
2A
η
+ 2Lf
(
2L2f +B
4
GL
2
F
1
A
)
η2.
Then, we get
ukE[‖∇f(xk)‖2] ≤ E[f(xk)] + ckE[‖xk − x˜s‖2]− (E[f(xk+1)] + ck+1E[‖xk+1 − x˜s‖2]).
Define u = min0≤k≤K−1{uk}, sum from k = 0 to k = K − 1, we can get
1
K
K−1∑
k=0
E[‖∇f(xk)‖2] ≤ E[f(x0)]− (E[f(xK)] + cKE[‖xK − x˜s‖
2])
uK
≤ E[f(x0)]− E[f(xK)]
uK
.
Since x0 = x˜s, let x˜s+1 = xK , we obtain,
1
K
K−1∑
k=0
E[‖∇f(xk)‖2] ≤ E[f(x˜s)]− E[f(x˜s+1)]
uK
.
Summing the outer iteration from s = 0 to S − 1, we have
E[‖∇f(x˜sk)‖2] =
1
S
S−1∑
s=0
1
K
K−1∑
k=0
E[‖∇f(xsk)‖2] ≤
E[f(x˜0)]− E[f(x˜S)]
uKS
≤ f(x0)− f(x
∗)
uKS
,
where xsk indicates the s-th outer iteration at k-th inner iteration, and x˜
s
k is uniformly and randomly chosen from s =
{0, ..., S − 1} and k={0, ..,K − 1}.
Proof of Corollary 1:
Proof. Firstly, we consider the parameter setting in Theorem 1. To analyze the bound of c0, we use sequence in ck (7) and
define ck−1 = ckY + U . Based on Corollary 23, we have
cK =
(
1
Y
)K (
c0 +
U
Y − 1
)
− U
Y − 1 , (19)
where
Y =1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2 > 1,
U =B4GL
2
F
1
2A
η + 2Lf
(
2L2f +B
4
GL
2
F
1
A
)
η2 > 0.
Setting cK = 0, we obtain
c0 =
UY K
Y − 1 −
U
Y − 1 =
U
(
Y K − 1)
Y − 1 .
Then, putting the Y and U into the above equation. We have
c0 =
(B4GL
2
F
1
2Aη + 2Lf (2L
2
f +B
4
GL
2
F
1
A )η
2)((1 + 2( 1h +
1
d + dB
4
GL
2
F
1
A )η + 4(2L
2
f +B
4
GL
2
F
1
A )η
2)
K − 1)
( 1h +
1
d + dB
4
GL
2
F
1
A )η + 4(2L
2
f +B
4
GL
2
F
1
A )η
2
=
n−A0 + n−α
((e− 1)n−h0 + n−d0 + 2n−(A0−d0)) + 2n−α/Lf C, (20)
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where
A =
1
2
B4GL
2
Fn
A0 , h =
1
e− 1n
h0 , d = nd0 , η =
1
2Lf (2L2f +B
4
GL
2
F
1
A )
n−α, (21)
C =
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)K
− 1. (22)
As shown in (7), ck is a decrease sequence. uk is defined in (6), we have,
uk = (1/2 + ck+1h)η − (2Lf + 4ck+1)
≥ (1/2− c0h)η − (2Lf + 4c0)η2, ∀k > 0.
In order to keep the lower bound of uk positive as the denominator, c0h should satisfy c0h < 1/2. Thus, we set
A0 = α, h0 = d0 = α/2, (23)
which has no influence by n. Then, c0h becomes
c0h =
n−A0 + n−α
((e− 1)n−h0 + n−d0 + 2n−(A0−d0)) + 2n−α/Lf Ch
=
n−A0+h0 + n−α+h0
((e− 1)n−h0 + n−d0 + 2n−(A0−d0)) + 2n−α/Lf C
1
e− 1
=
n−
1
2α + n−
1
2α
(e+ 2)n−
1
2α + 2n−α/Lf
C
1
e− 1
=
2
(e+ 2) + 2n−
1
2α/Lf
C
1
e− 1 =
1
(e/2 + 1) + n−
1
2α/Lf
C
1
e− 1 . (24)
Based on the setting in (21), (22) and (23), we can obtain
C =
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)K
− 1
=(1 + ((e− 1)n−h0 + n−d0 + n−A0+d0)η + 4(L2f + 2n−A0)η2)K − 1
=(1 + ((e− 1)n− 12α + n− 12α + n− 12α)η + 4(L2f + 2n−α)η2)K − 1
=(1 + (e+ 1)n−
1
2αη + 4(L2f + 2n
−α)η2)K − 1
<e− 1,
where the last equation is from the character of function
(
1 + 1t
)t → e, as t → +∞, and the function is also the increase
function with an upper bound of e. There exist a constant w1 > 0 such that
K = 1/((e+ 1)n−
1
2αη + 4(L2f + 2n
−α))η2) = w1L3fn
3
2α.
Thus, we obtain c0h < 1/((e/2 + 1) + n−
1
2α/Lf ) < 1/2, which satisfy 1/2− c0h > 0.
For uk defined in (6) and η define in (23), there also exists a constant v1 > 0 such that satisfies,
u = max
k
{uk} ≥ (1/2− c0h)η − (2Lf + 4c0)η2 = n−αv1/L3f . (25)
Combine with Theorem 1, we have
E[‖∇f(x˜sk)‖2] ≤
nαLf (f(x0)− f(x∗))
v1SK
.
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Proof of Corollary 3:
Proof. Similar to the proof in Corollary 1, consider the case that sample times A = +∞, and set h = nh0/(e− 1), d =
nd0 , η = n−α/4L3f , we have
c0 =
B4GL
2
F
1
2Aη + 2Lf (2L
2
f +B
4
GL
2
F
1
A )η
2
( 1h +
1
d + dB
4
GL
2
F
1
A )η + 4(2L
2
f +B
4
GL
2
F
1
A )η
2
C
≈ n
−α
(n−h0(e− 1) + n−d0) + 2n−α/Lf C,
where
C =
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)K
− 1.
In order to keep the lower bound of uk positive as denominator, c0h should satisfy c0h < 1/2, we set α = 2h0
c0h =
n−α+h0
((e− 1)n−h0 + n−d0) + 2n−α/Lf C
1
e− 1
=
n−
1
2α
en−
1
2α + 2n−α/Lf
C
1
e− 1
=
1
e+ 2n−
1
2α/Lf
C
1
e− 1 .
Based on the character of function
(
1 + 1t
)t → e as t→ +∞, there exist a constant w3 > 0 such that K = w3n3α/2 and
C =
(
1 + 2
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
2L2f +B
4
GL
2
F
1
A
)
η2
)K
− 1
=(1 + 2(n−h0(e− 1) + n−d0)n−α + 8L2fn−2α)K − 1
=(1 + 2en−
3
2α + 8L2fn
−2α)K − 1 < e− 1.
Thus,c0h < 1/(e+ n−α/2Lf/Lf ) < 1/2.
For u, there exist a constant v3 > 0 such that
u = min
0≤k≤K−1
{(1/2− ck+1h)η − (2Lf + 4ck+1)η2}
≥((1/2− c0h)η − (2Lf + 4c0)η2) = v3n−α/4L3f .
Based on Theorem 1, we obtain
E[‖∇f(x˜sk)‖2] ≤
4nαL3f (f(x0)− f(x∗))
v3SK
.
The following gives proofs of the query complexity analysis. Corollary 4 is the basic analysis process for query complexity.
all other methods with different parameters analysis are based on Corollary 4 .
Proof of Corollary 4:
Proof. Based on Corollary 1, the number of inner iteration K is O(n3α/2), then the number of outer iteration S is
S =
T
K
= O
(
nα
εn3α/2
)
= O
(
1
εnα/2
)
.
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Then, the query complexity is
O((2m+ n+ 2KA+ 4K)S) =O((m+ n+ n 32α+α + n 32α)(n−α2 /ε))
=O((m+ n+ n 52α)(n−α2 /ε)).
Proof of Corollary 5:
Proof. When the size ofGi ism = nm0 ,m0 > 0, the query complexity of composition stochastic (QCCS) problem becomes,
O((m+ n+KA+K)S) = O((nm0 + n+ n 52α + n 32α)(n−α2 /ε)).
We give three different ranges of m0 to choose the best QCCS,
• 0 < m0 ≤ 1: QCCS becomes O((n+ n 52α)(n−α2 /ε)).
Then, QCCS =
{ O(n1−α/2/ε), α ≤ 2/5;
O(n2α/ε), α > 2/5.
• 1 < m0 < 52 : QCCS becomes O((nm0 + n
5
2α)(n−
α
2 /ε)).
Then, QCCS =
{ O(nm0−α/2/ε), α ≤ 2m0/5;
O(n2α/ε), α > 2m0/5.
Then, we have the QCCS with different m0 and the best value of α. Note that when m0 ≥ 5/2,
QCCS =
{ O(n4/5/ε), α = 2/5, 0 < m0 ≤ 1;
O(n4m0/5/ε), α = 2m0/5, 1 < m0 < 52 .
Proof of Corollary 6:
Proof. For the size of mini-batch Ak is m = A = nm0 = nA0 , the query complexity of stochastic (QCS) problem becomes,
O((m+ n+KA+K)S) =O((nm0 + n+ n 32α+m0 + n 32α)(n−α2 /ε)
=O((nm0 + n+ n 32α+m0)(n−α2 /ε)
=O((nm0−α2 + n1−α2 + nα+m0)(1/ε)).
With different range of m0, we obtain the better query complexity by setting the best parameter α,
QCS =
{
O(n 23+ 13m0/ε), α = 2(1−m0)3 , m0 ≤ 1;O(nm0/ε), α = 0, m0 > 1.
7.2. Stochastic Composition with Variance reduction II
This section gives the proof analysis of SCVRII for convergence rate and query complexity.
Proof of Theorem 2:
Proof. The proof process is similar to the Theorem 1. Based on Lemma 18 and Lemma 15, we form a Lyapunov function,
E[f(xk+1)] + ck+1E[‖xk+1 − x˜s‖2]
=E[f(xk)]−
(
1
2
η − 2Lfη2
)
E[‖∇f(xk)‖2]
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+(
B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜s‖2]
+ ck+1
((
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
E[‖xk − x˜‖2]
)
+ ck+1(ηh+ 4η
2)‖∇f(xk)‖2
=E[f(xk)] + ckE[‖xk − x˜s‖2]− ukE[‖∇f(xk)‖2],
where
uk = (1/2− ck+1h) η − (2Lf + 4ck+1) η2,
ck =ck+1
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2
)
+B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2.
Then, we get
ukE[‖∇f(xk)‖2] ≤ E[f(xk)] + ckE[‖xk − x˜s‖2]− (E[f(xk+1)] + ck+1E[‖xk+1 − x˜s‖2]).
Define u = min0≤k≤K−1{uk}, sum from k = 0 to k = K − 1, we can get
1
K
K−1∑
k=0
E[‖∇f(xk)‖2] ≤ E[f(x0)]− (E[f(xK)] + cKE[‖xK − x˜s‖
2])
uK
≤ E[f(x0)]− E[f(xK)]
uK
.
Since x0 = x˜s, let x˜s+1 = xK , we obtain,
1
K
K−1∑
k=0
E[‖∇f(xk)‖2] ≤ E[f(x˜s)]− E[f(x˜s+1)]
uK
.
Summing the outer iteration from s = 0 to S − 1, we have
E[‖∇f(x˜sk)‖2] =
1
S
S−1∑
s=0
1
K
K−1∑
k=0
E[‖∇f(xsk)‖2] ≤
E[f(x˜0)]− E[f(x˜S)]
uKS
≤ f(x0)− f(x
∗)
uKS
,
where xsk indicates the s-th outer iteration at k-th inner iteration, and x˜
s
k is uniformly and randomly chosen from s =
{0, ..., S − 1} and k={0, ..,K − 1}.
Proof of Corollary 7:
Proof. To analysis the bound of c0, we use sequence ck. Based on Corollary 23, we have
cK =
(
1
Y
)K (
c0 +
U
Y − 1
)
− U
Y − 1 ,
where
Y =1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2 > 1,
U =B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
)
η2 > 0.
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Setting cK = 0, we obtain c0 = U
(
Y K − 1)/(Y − 1). Then, putting the Y and U into the above equation. We have
c0 =
B4GL
2
F
1
2A + 2Lf (B
4
GL
2
F
1
A +B
2
FL
2
G
1
B + L
2
f )η
( 1h +
1
d + dB
4
GL
2
F
1
A ) + 4(B
4
GL
2
F
1
A +B
2
FL
2
G
1
B + L
2
f )η
C
=
n−A0 + n−α
(n−h0 (e− 1) + n−d0 + 2n−(A0−d0)) + 2n−α/Lf C, (26)
where
A =
1
2
B4GL
2
Fn
A0 , B = B2FL
2
Gn
B0 , d = nd0 , h =
1
e− 1n
h0 , η =
1
2Lf (B4GL
2
F
1
A +B
2
FL
2
G
1
B + L
2
f )
n−α, (27)
C =
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ L2f
))K
− 1. (28)
ck is a decrease sequence. uk is defined in (6), we have,
uk = (1/2 + ck+1h)η − (2Lf + 4ck+1)
≥ (1/2− c0h)η − (2Lf + 4c0)η2, ∀k > 0.
In order to satisfy c0h < 1/2, we set A0 = α, h0 = d0 = α/2, A0 = B0 and obtain
c0h =
1
(e/2 + 1) + n−
1
2α/Lf
C
1
e− 1 . (29)
Based on the setting in (27) and (28), we have
C =(1 + ((e− 1)n− 12α + n− 12α + n− 12α)η + 4(2n−α + n−α + L2f )η2)K − 1
=(1 + (e+ 1)n−
1
2αη + 4(2n−α + n−α + L2f )η
2)K − 1 < e− 1,
where the last equation is from the character of function
(
1 + 1t
)t → e, as t → +∞. There exists a constant w4 > 0 such
that
K = 1/((e+ 1)n−
1
2αη + (1 +B4GL
2
Fn
−α)η2) = w4L3fn
3
2α.
Thus, we obtain c0h < 1/(e/2 + 1) + n−
1
2α/Lf < 1/2, which satisfy 1/2− c0h > 0.
For uk defined in (10), there also exists a constant v4 > 0 that satisfy,
u = max
k
{uk} ≥ (1/2− c0h)η − (2Lf + 4c0)η2 = v4n−α/L3f . (30)
Combine with Theorem 2, we have
E[‖∇f(x˜sk)‖2] ≤
nαL3f (f(x0)− f(x∗))
v4SK
.
Proof of Corollary 8:
Proof. Based on Corollary 7, the outer number of iteration is O(T/K); the inner number of query is O(2m + n +
2K (A+B) + 4K), then the query complexity is
O
(
(2m+ n+ 2K (A+B) + 4K)
T
K
)
=O((2m+ n+ 2K (A+B) + 4K)S)
=O((m+ n+ n 32α+α + n 32α+B0)(n−α2 /ε)).
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7.3. Mini-batch of Stochastic Composition with Variance reduction
We give the proofs for mini-batch SCVR, all the proof process are based on the SCVRI and SCVRII, but with different
parameters setting such that gives the different results.
Proof of Corollary 9:
Proof. To analysis the bound of c0, we use sequence ck 16. Based on Corollary 23, we have
cK =
(
1
Y
)K (
c0 +
U
Y − 1
)
− U
Y − 1 ,
where
Y =1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
η2 > 1,
U =B4GL
2
F
1
2A
η + 2Lf
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
η2 > 0.
Setting cK = 0, we obtain c0 = U(Y K − 1)/(Y − 1). Then, putting the Y and U into the above equation. We have
c0 =
B4GL
2
F
1
2A + 2Lf (B
4
GL
2
F
1
A +B
2
FL
2
G
1
B + bL
2
f )
1
bη
( 1h +
1
d + dB
4
GL
2
F
1
A ) + 4(B
4
GL
2
F
1
A +B
2
FL
2
G
1
B + bL
2
f )
1
bη
C
=
n−A0 + n−α
(n−h0(e− 1) + n−d0 + 2n−(A0−d0)) + 2n−α/Lf C,
where
A =
1
2
B4GL
2
Fn
A0 , B = B2FL
2
Gn
B0 , d = nd0 , h =
1
e− 1n
h0 , η =
b
2Lf (B4GL
2
F
1
A +B
2
FL
2
G
1
B + bL
2
f )
n−α, (31)
C =
(
1 +
(
1
h
+
1
d
+ dB4GL
2
F
1
A
)
η + 4
(
B4GL
2
F
1
A
+B2FL
2
G
1
B
+ bL2f
)
1
b
η2
)K
− 1. (32)
ck is a decrease sequence. uk is defined in (15), we have,
uk = (1/2 + ck+1h)η − (2Lf + 4ck+1) ≥ (1/2− c0h)η − (2Lf + 4c0)η2, ∀k > 0.
In order to satisfy c0h < 1/2, we set A0 = α, h0 = d0 = α/2, A0 = B03 and obtain
c0h =
1
(e/2 + 1) + n−
1
2α/Lf
C
1
e− 1 .
Based on the setting in (31) and (32), we have
C =(1 + ((e− 1)n− 12α + n− 12α + n− 12α)η + 4(bL2f + 2n−α + n−α)η2/b)K − 1
=(1 + (e+ 1)n−
1
2αη + 4(bL2f + 2n
−α + n−α)η2/b)K − 1 < e− 1,
where the last equation is from the character of function
(
1 + 1t
)t → e, as t→ +∞. Combining with η defined in (31), there
exist a constant w5 > 0 such that
K = 1/((e+ 1)n−
1
2αη + (1 +B4GL
2
Fn
−α)η2) = w5L3fn
3
2α/b. (33)
Thus, we obtain
c0h < 1/((e/2 + 1) + n
− 12α/Lf ) < 1/2,
3we give the comments about the size of B0 in Remark 7
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which satisfy 1/2− c0h > 0. For uk defined in (15), there also exist a constant v5 > 0 that satisfy,
u = max
k
{uk} ≥ (1/2− c0h)η − (2Lf + 4c0)η2 = bv5n−α/L3f .
Combine with Theorem 3, we have
E[‖∇f(x˜sk)‖2] ≤
nαL3f (f(x0)− f(x∗))
bv5SK
.
The following gives the detailed analysis of query complexity.
Proof of Corollary 10:
Proof. Based on Corollary 9, the number of inner iteration K in (33), K = O(n3α/2/b). The number of outer iteration is
QC =
{ O(n4/5−b0/5/ε), 0 < m0 ≤ 1;
O(n4/5m0−b0/5/ε), 1 < m0.
Thus, the query complexity is
O((2m+ n+ 2K(A+B) +K)S)
=O((m+ n+ n 32α+α/b+ n 32α/b)(n−α2 /ε))
=O((nm0 + n+ n 32α+α−b0 + n 32α−b0)(n−α2 /ε))
=O((nm0 + n+ n 32α+α−b0)(n−α2 /ε)).
Based on the different range of m0, we obtain
• 0 < m0 ≤ 1: QCCS becomes O((n+ n 32α+α−b0)(n−α2 /ε)), then
QCCS =
{ O(n1−α/2/ε), α ≤ 2/5(1 + b0);
O(n2α−b0/ε), α > 2/5(1 + b0).
• 1 < m0: QCCS becomes O((nm0 + n 32α+α−b0)(n−α2 /ε)), then
QCCS =
{ O(nm0−α/2/ε), α ≤ 2/5(m0 + b0);
O(n2α−b0/ε), α > 2/5(m0 + b0).
Choose the best α = 2/5(1 + b0) and α = 2/5(m0 + b0), we obtain
QC =
{ O(n4/5−b0/5/ε), 0 < m0 ≤ 1;
O(n4/5m0−b0/5/ε), 1 < m0.
Proof of Corollary 11:
Proof. When the partial gradient ∂Gˆk and inner function Gˆ are computed in parallel, the query complexity analysis is the
same as in on Corollary 6 but with mini-batch Ik. The number of inner iteration K becomes K = O(n3α/2/b). The number
of outer iteration is
S = TK = O
(
nα
εbK
)
= O ( nα
εn3α/2
)
= O
(
n−α/2
ε
)
.
Thus, the query complexity becomes
O ((2m+ n+ 2K +K)S) = O((nm0 + n+ n 32α−b0)(n−α2 /ε)).
Based on the different range of m0, we obtain
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QC =
{ O(n2/3−b0/3/ε), 0 < m0 ≤ 1;
O(n2/3m0−b0/3/ε), 1 < m0.
Proof of Corollary 12:
Proof. Based on Corollary 9, the number of inner iteration K in (33), K = O(n3α/2/b). The query complexity is
O ((2m+ n+ 2K (A+B) +Kb)S)
=O((nm0 + n+ n 32α+α/b+ n 32α)(n−α2 /ε))
=O((nm0 + n+ n 32α+α−b0 + n 32α)(n−α2 /ε)).
Based on the different range of b0, we have
• b0 ≤ 2/3, QC becomes
O((nm0 + n+ n 32α+α−b0)(n−α2 /ε)) =
{ O(n4/5−b0/5/ε), 0 < m0 ≤ 1;
O(n4/5m0−b0/5/ε), 1 < m0.
• b0 > 2/3, QC becomes
O((nm0 + n+ n 32α)(n−α2 /ε)) =
{ O(n2/3/ε), 0 < m0 ≤ 1;
O(n2/3m0/ε), 1 < m0.
8. Experiments
In this section, we apply the proposed SCVR method to the non-convex nonlinear embedding problem. We use the
dissimilar distance between xi and xj , d (xi, xj) = exp(−‖xi − xj‖2/2σ2i ) as an example. The problem can be formulated
as the composition optimization. Note that, here, n = m = nm0 , the number of inner sub-functions Gk is the same as that of
outer sub-functions Fj , that is, m0 = 1.
1
n
n∑
j=1
Fj (w) =
1
n
n∑
j=1
Fj
(
1
n
n∑
k=1
Gk (y)
)
=
n∑
j=1
(
n∑
i=1
pj|i
(
‖yi − yj‖2 + log
(
n∑
k=1
e−‖yi−yk‖
2 − 1
)))
=
n∑
j=1
(
n∑
i=1
pj|i(‖wi − wj‖2 + log(wn+i))
)
,
where
w =
1
n
n∑
k=1
Gk (y);
Gk (y) =[y, ne
−‖y1−yk‖2 − 1, ..., ne−‖yn−yk‖2 − 1]T, k ∈ [n];
Fj (w) =n
n∑
i=1
pj|i(‖wi − wj‖2 + log(wn+i)), j ∈ [n].
We use three datasets: Olivetti faces, COIL-20, and MNIST, with the sample size and dimension 400×4096, 1440×16384,
and 2000× 784, respectively. We use two proposed algorithms: mini-batch SCVRI and mini-batch SCVRII (we use SCVRI
and SCVRII for short in Figure 2). We choose the sample times for forming the mini-batch multiset A and B with the same
order of O(m2/5), where m represents the number of inner sub-functions. We use two different sizes of mini-batch of outer
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Figure 2. Comparison of the convergence rate with four different algorithms: SGD, SVRG, SCVRI and SCVRII. The x-axis represents
the number of queries, and the y-axis represents the value of ‖∇f(x)‖2. From top to bottom, we respectively use three different datasets:
Olivetti faces, COIL-20 and MINIST; From left to right, we use two different sizes of mini-batch of outer function F : n2/3 and n2/3/2,
where n is the number of the outer sub-function.
sub-function Fi with n2/3 and n2/3/2 for each algorithm, where n is the number of outer sub-functions. We compare our
proposed algorithms with SGD and SVRG. For SGD and SVRG, we compute the inner function G and partial gradient ∂G
directly without forming the mini-batch multisetA and B, but use the same mini-batch sizes of outer sub-function as SCVRI
and SCVRII. The preliminary processes are the same for all methods, namely to normalize the data and use PCA to reduce
the dimension to 30 first. To verify the proposed algorithm, we set yi ∈ R2, i ∈ [n]. We select the best η for each method
to give the fastest convergence. The experimental results are shown in Figure 2. From these results, we make the following
observations:
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• Consistent with theory, the proposed SCVRI and SCVRII enjoy faster convergence rates than those of SVRG and SGD.
• The query complexities of SCVRI and SCVRII are comparable, which is also verified by theory that they have the
same order of convergence rate but with different parameters setting. For most cases, the convergence rate of SCVRII
is better than that of SCVRI.
• The convergence rate of the mini-batch size of the outer function F with n2/3 is better than that of n2/3/2, which is
also consistent with our theoretical analysis.
9. Conclusions
In this paper, we present a variance reduction-based method for the non-convex stochastic composition problem. Based on
different gradient estimators, we present three methods: SCVRI, SCVRII, and mini-batch SCVR. The convergence analysis
shows that the convergence rate of the proposed method depends on n. Furthermore, we analyze different sizes m = nm0 of
inner subfunction Gi and give the best query complexity with different m0. Our theoretical analysis shows that the proposed
methods have better query complexity than that of both SGD and SVRG under the condition m0 > 2/5. Our hope is that
these theoretical results will provide new insights into other applications such as deep learning.
Appendix A.
Lemma 20. For the random variable X , we have E[‖X − E[X]‖2]=E[X2 − ‖E[X]‖2] ≤ E[X2].
Lemma 21. For random variables X1, ..., Xr, we have E[‖X1 + ...+Xr‖2] ≤ r(E[‖X1‖2] + ...+ E[‖Xr‖2]).
Lemma 22. For a and b, we have 2〈a, b〉 ≤ 1/q‖a‖2 + q‖b‖2,∀q > 0.
Lemma 23. For the sequences that satisfy ck−1 = ckY + U , where Y > 1, U > 0, k ≥ 1 and c0 > 0, we can get the
geometric progression
ck +
U
Y−1 =
1
Y
(
ck−1 + UY−1
)
,
then ck can be represented as decrease sequences,
ck =
(
1
Y
)k (
c0 +
U
Y−1
)
− UY−1 .
Appendix B.
Transform the general SNE problem to composition optimization problem
Given the dissimilarity d(xi, xj) with respect to xi and xj , we define
qi|t =
d (xt, xi)
n∑
j=1,j 6=t
d (xt, xj)
.
For example, [4] use d(xi, xj) = exp(−‖xi − xj‖2/2σ2i ), [23] use d(xi, xj) = (1− ‖xi − xj‖2)−1.
For the objective function with Kullback-Leibler divergences, the objective function can be formed as,
n∑
k=1
(
n∑
i=1
pi|t log
(
pi|t
qi|t
))
=
n∑
t=1
(
n∑
i=1
pi|t log pi|t −
n∑
i=1
pi|t log qi|t
)
.
We can delete the first term and define the second term as the new objective function for briefness,
f (y) =
n∑
t=1
(
n∑
i=1
−pi|t log qi|t
)
=
n∑
t=1
 n∑
i=1
−pi|t log
 d (xt, xi)n∑
j=1,j 6=t
d (xt, xj)


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=−
n∑
t=1
 n∑
i=1
pi|t
log (d (xt, xi))− log
 n∑
j=1,j 6=t
d (xt, xj)

=−
n∑
t=1
 n∑
i=1
pi|t
log (d (xt, xi))− log
 n∑
j=1
d (xt, xj)− d (xt, xt)

=−
n∑
i=1
 n∑
t=1
pi|t
log (d (xt, xi))− log
 n∑
j=1
d (xt, xj)− d (xt, xt)
.
Note that the difference between third and forth equalities is the exchange of the sum order, which is the key process for
transforming the original problem to the composition problem (1).
Define the inner function G as
w = G (x) =
1
n
n∑
j=1
Gj (x) =
x, n∑
j 6=1
d (x1, xj), ...,
n∑
j 6=n
d (xn, xj)
T
=
x, n∑
j=1
d (x1, xj)− d (x1, x1) , ...,
n∑
j=1
d (xn, xj)− d (xn, xn)
T
= [w1, ..., wn, wn+1, ..., w2n] ,
where
Gj (x) =n
[
1
n
y, d (x1, xj)− d (x1, x1) , ..., d (xn, xj)− d (xn, xn)
]T
;
wl =

xl, 1 ≤ l ≤ n,
n∑
j=1
d (xl−n, xj)− d (xl−n, xl−n) , n+ 1 ≤ l ≤ 2n.
Define the outer function F as
1
n
n∑
i=1
Fi (w) =
1
n
n∑
i=1
Fi
 1
n
n∑
j=1
Gj (x)

=−
n∑
i=1
 n∑
t=1
pi|t
log (d (xt, xi))− log
 n∑
j=1
d (xt, xj)− d (xt, xt)

=
n∑
i=1
(
n∑
t=1
pi|t (log (d (wi, wj))− log (wn+i))
)
,
where
Fi (w) = n
n∑
t=1
pi|t (log (d (wt, wi))− log (wn+i))
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