This paper explores the relationship between land use patterns and individual mobility from a comparative international perspective. There is a vast literature on US automobile dependence. Major explanatory factors include: transportation, housing, land use and tax policy; per capita incomes; American cultural preferences; national geography; and spatial structure of US metropolitan areas (itself a result of the first three factors). Emphasizing the policy environment, many researchers have cast their analysis in comparative terms, noting the differences in automobile use between European countries and the US. It is argued that US patterns of metropolitan form, with low development densities and dispersed population and employment, reinforce auto dependence. In contrast, most European metropolitan areas, with higher densities and more centralized land use patterns, have lower levels of auto use. Stronger controls on land use employed in many European countries are seen as having preserved the compact form of metropolitan areas. These arguments imply significant relationships between land use patterns and travel behavior. Using travel diary data from the US and Great Britain, we compare these relationships across the two countries. We find that differences in daily trips and miles traveled are largely explained by differences in household income. High density is
Introduction
The relationship between transportation and land use continues to be of great interest to urban researchers across many disciplines. This relationship is also a public policy issue of growing importance. Automobile dependence is a major topic in sustainability discussions, and it is linked to the growth of dispersed, low density patterns of urban development. This paper explores the relationship between land use patterns and individual mobility from a comparative international perspective. Using individual travel diary data for the US and Great Britain, we present some preliminary results on travel patterns and their relationship with basic measures of urban form.
Literature Review
There is a vast literature on US automobile dependence. Decades of research by geographers, economists, historians, and others have generated a widely accepted set of explanations for the US situation (e.g. Muller 1981; Pucher, 1988; Jackson 1985) . Major factors explaining US auto dependence include: 1) transportation, housing, land use and tax policy, 2) per capita incomes, 3) American cultural preferences, 4) national geography, and 5) spatial structure of US metropolitan areas (itself a result of the first three factors). The major emphasis has been on the policy environment. Many researchers have cast their analysis in comparative terms, noting the differences in automobile use between European countries and the US (Dunn, 1981; Pucher, 1988; Pucher and Lefevre, 1996; Nivola, 1999) . Pucher (1988) , for example, provides a list of the key policies that affect the price and convenience of auto ownership and use. Recent research has focused on the role of land use patterns.
It is argued that US patterns of metropolitan form, with low development densities and dispersed population and employment, reinforce auto dependence. In contrast, most
European metropolitan areas, with higher densities and more centralized land use patterns, have lower levels of auto use. It is argued that stronger controls on land use employed in many European countries have preserved the compact form of metropolitan areas (Cervero, 1995; Bernick, and Cervero 1997; Pucher and Lefevre, 1996; Newman and Kenworthy, 1998) . Of course, land use patterns are the outcome of historical development patterns, which are in turn a function of policy, economic factors, technology, and culture.
However, when we compare trends over time, we find that automobile ownership and use is increasing in both the US and in Europe, and that the rate of increase over the past two decades has been greater in several European countries than in the US (Giuliano, 1999; Orfeuil and Salomon, 1993; Pucher and Lefevre, 1996) . In addition, urban growth patterns in Europe are showing forces of decentralization, with central cities losing employment share, and more rapid growth occurring in suburbs (Gillespie,1999; Hansen,1993) . That is, countries with far different policy environments than the US are experiencing the same phenomena, albeit from a very different base and under different economic and social circumstances.
Trends of the past two decades call into question our conventional understanding of auto dependence. Countries with far less "auto friendly" land use patterns, and with policies that make auto use much more costly and impose far more control on land use patterns are experiencing continued growth in auto ownership and use. A cross national projection of car ownership by Dargey and Gately (1997) show a continuation of substantial increases in car ownership in most European countries but relatively little increase for the US.
Trend data suggest that policy factors may not be as important as once thought.
Transportation economists have long argued that per capita income is the single most important explanatory factor in auto ownership and use (Meyer and Gomez-Ibanez, 1981; Lave, 1996; Ingram and Liu, 1999) . The effectiveness of policies that affect the price of auto ownership and use declines as relative income increases. Value of time increases with income, effectively offsetting the higher monetary costs of faster modes and increasing demands for such modes. In addition, economic restructuring has changed firm location patterns in response to shifts in agglomeration benefits (spread of agglomeration economies over greater spatial distances due to reduced transport and communications costs), and the shift to an information-based economy allows more activity to be "footloose" (Kasarda, 1995; Chinitz, 1991; Kutay, 1988a Kutay, , 1988b .
Moreover, the ability of governments to impose constraints on auto ownership and use may decline as globalization proceeds and location freedom increases.
Although there are many international studies of travel patterns, these do not explicitly address transportation and land use relationships. 1 International comparative research on transportation and land use has to date been limited either to aggregate comparisons using national data or to qualitative discussions. Aggregate comparisons include the various Newman and Kenworthy studies (1989a , 1989b , 1998 . These studies compare per capita gasoline consumption and metropolitan densities, and find a non-linear relationship of increasing per capita gasoline consumption with declining density. Their work has been criticized, primarily because per capita fuel consumption is an indirect measure of auto travel, and because they fail to account for many other factors that affect automobile use, such as the employment rate or household size (Gordon and Richardson, 1989; Gomez-Ibanez, 1991) . Schafer and Victor (1998) presented a travel budget model with time and money constraints, and showed that these are stable over space and time. They projected future levels of mobility and modal use across 26 countries. Their work does not address land use factors and is based on national averages. Pucher and Lefevre (1996) provide an overview of travel trends across several European countries, and discuss differences in terms of policy, geography and cultural factors. Among the numerous and complex factors that may account for differences, they note the greater proportion of population living in central cities, more restrictive land use and automobile policies, and a greater consensus among voters and politicians to control the negative impacts of the automobile. Nivola, (1999) explains the sprawl of US metropolitan areas vs compact urban form of European countries by 13
"determinants" ranging from national geographic and demographic differences to differences in tax policy. Giuliano (1999) Transportation resources include driver's license and car availability. Location attributes include density and metropolitan location. How should country differences be incorporated into this model? The question is whether observed differences between countries remain, once socio-economic and geographic factors are controlled.
We use dummy variables to test both independent and first order interaction effects.
The model to be estimated is therefore:
Where R = country dummy.
What about differences in transportation supply and pricing? We know that indicators such as road mileage or fuel prices differ greatly across countries, and these differences will be picked up by the country dummy variable. The question is, are differences within each country so large that these factors should be taken into account? At this time suitable data are not available at the regional level, hence we leave this question for subsequent analysis.
There is also a question regarding how car ownership should be incorporated into the model. Car ownership depends on price as well as demand for travel, and hence is endogenous to daily mobility. Therefore a simple OLS regression model based on (2) above will be biased. One way to avoid this problem is to estimate a reduced form model, omitting car ownership variables. On the other hand, we could argue that daily travel is the outcome of short-run decisions, given a series of longer run choices about car ownership, employment and residential location, hence it is reasonable to include car ownership variables in the model. In this paper we present results for both approaches.
Data
International comparisons must begin with the fundamental question of what to compare. In our case the decision was made for practical reasons. We want to eventually include several European countries in our research, but the difficulties of generating comparable data sets constrained us to beginning with just one European country, Great Britain. We had access to travel diary data and to the government staff who managed the survey. We were therefore able to work through the many challenges of understanding the data and making the necessary changes to generate comparable data sets. From an analytical standpoint, Great Britain represents a reasonable representation of a "European country," in that widespread car ownership occurred well after World War II, its central cities are dense, pedestrian oriented and well served by public transit, auto ownership and use costs are relatively high, and land use controls are relatively strong. It is also important to note the large fundamental differences between the two countries in terms of population, size, and household income, as illustrated in Table 1 .
The NPTS and NTS
We use the US 1995 Nationwide Personal Travel Survey (NPTS) and the UK 1995/97 National Transport Survey (NTS). Both are household-based surveys that elicit travel diary information from all members of the household. Information on household characteristics, individual characteristics, car ownership and use is collected. The 1995 NTPS included 42,000 households, of which half are from states or metro areas that paid to have their area over-sampled. Households were assigned a 24 hour "travel day" and a 14 day "travel period". The survey data are weighted to account for sample design and selection probability, non-response bias and non-coverage bias.
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The NTS is a series of household surveys designed to provide a national bank of personal travel information for Great Britain. The Ministry of Transport 2 Specifically, all persons 5 years or older are included in NPTS; all persons of all ages are included in NTS.
3 The weighting is developed for households. The household weights are based on time of year, geographic region, race/ethnicity, and household size. Person weights are calculated from the household weight, adjusted for non-responding members of responding households. Trip weights are calculated based on the person weights. The weights are scaled to the total US 1995 population. commissioned the first NTS in 1965. The NTS is based on a random sample of private households, and is limited to Great Britain (England, Wales, Scotland). In order to select the appropriate number of addresses, a stratified multi-stage random probability sample is used. Seven day travel diaries are kept by each member of the household, with adults reporting for younger children and others unable to provide information on their own behalf. Data collected include information on: household, individuals, vehicles, long-distance journeys (including those made in the three weeks before the start of the seven day travel week), journeys made during the travel week, and stages of journeys made during the travel weeks. The NTS makes a special effort to include 'short walks', e.g. walks trips of less than 1 mile. Respondents are asked to include these trips on Day 7 of the diary only. The NTS data are not weighted. The sample is presumed representative of the population based on the way the sample is chosen. The NTS is conducted on an ongoing basis; the "1995" survey was conducted from 1995 through early 1997. The NTS sample included 9,688 "fully co-operating" households in 1995/1997. 4 Basic characteristics of the two samples are given in Table 2 .
After extensive data cleaning and adjustments to assure comparability across the two samples, we created a pooled sample randomly drawn from the two surveys.
Preliminary analysis revealed that using only the Day 7 NTS data was the best alternative for generating comparable person level travel diary files. 5 Once these files were created, we drew random samples from each file to generate a 50/50 pooled sample. Because of the difference in sample size, the selection ratio was 1 in 9.5 for the US and 1 in 2.3 for GB. The US sample was drawn from the weighted file, and weights were preserved in the pooled sample. We use the 1995 OECD purchasing power parity of 0.6539 to convert GB household income data to US dollar values.
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Measures of Urban Form
Empirical research is often constrained by data availability. Much of the literature on urban form, for example, is based on measures of population because population data is widely available. Comparative research is typically even more constrained because of the difficulties involved in obtaining data in comparable spatial units. For these reasons we are limited to two measures of urban form: metropolitan size and population density. Metropolitan size is a rough proxy measure of accessibility and urban structure. Smaller metropolitan areas (those under 500,000 population) tend to be self-contained, with one main center. Larger metro areas are more likely to polycentric and hence have more cross-commuting. The largest metro areas, particularly those with large downtowns, have the greatest potential for high levels of daily travel due to long average commutes and high accessibility over an extensive area. In contrast, non-metropolitan areas may be very self-contained (there is nowhere to go outside one's village), or many generate fewer but longer trips due to very limited accessibility. Metropolitan size is measured in the US by Metropolitan Statistical Area (MSA) and by Consolidated Metropolitan Statistical Area (CMSA).
For Great Britain, we developed a comparable measure by using 1991 British Census population figures and the household residence location data.
In the US, population density, when measured at a sufficiently disaggregate level, has proven to be an effective proxy for intra-metropolitan spatial structure (e.g. Pushkarev and Zupan, 1977; Niemeier and Rutherford, 1994; Schimek, 1996) . High density is a surrogate for greater transit availability, more walkable environments, mixed use, and high accessibility. Low density is a surrogate for low accessibility.
Population density may not be as useful a measure for Great Britain, given the generally greater availability of what might be termed high "local accessibility" areas.
We measure density at the most disaggregate level possible with our data. For the US, the spatial unit is the census tract; the spatial unit for GB is the Local Area, generally larger than US census tracts.
Sample Characteristics
There are substantial differences between the US and GB in demographic and socio-economic characteristics. The age distribution for GB has both more children (expected due to including children of all ages in the sample) and a larger share of older persons. There are relatively more persons in two or more adult households with children in the US, but more multiple adult households without children in GB.
There are also relatively more multiple adult retired households in the US. Household income is much lower in GB, as was shown in Table 1 . All of these differences suggest lower rates of travel for GB, all else equal.
There are also differences in residential location patterns. A much larger share of the US sample lives in low density residential environments, as expected. In contrast, a larger share of the GB sample lives in very high density environments (see Figure 1 ). Sample distributions across metropolitan area size are given in Table 3 .
About 40 percent of the GB sample lives in smaller urban areas or rural areas, compared to just 14 percent for the US. 7 The largest share of the US sample lives in the largest MSAs (over 1 million) , with almost 40 percent of the sample in MSAs of over 3 million (see Table 3 ). Note that these differences are due in part to the large differences in the size and population of the two countries. Greater London is the only metropolitan area in Great Britain with population greater than 3 million. Given the data on population density, it is reasonable to conclude that large US MSAs include a lot of low and medium density development. Again, these differences suggest relatively lower travel rates for GB persons. Table 4 illustrates the very large differences in car ownership patterns between the two countries. About three-fourths of the US sample reside in households with at least as many cars (POVs) as drivers; just over half of the GB sample live in such households. In contrast, about one fourth of GB persons live in households with no car, and an additional quarter live in households where the number of drivers exceeds the number of cars available. It is important to note that our numbers are calculated on the basis of persons, and hence are not comparable to published data based on households.
7 Data compatibility problems prevent us from further distinguishing these categories.
RESULTS
Results are presented in two parts. First, we give some basic descriptive statistics on travel characteristics. Then we present results from regression models.
Travel Characteristics
We begin by presenting some descriptive information on travel characteristics.
The results in this section are based on the full separate samples. Table 5 there is any bias in the trip numbers, it is to underestimate short trips in the US sample.
Hence differences may be even larger than these numbers indicate.
On average, Americans travel twice as far as the British, but spend only a few more minutes per day traveling. The relative consistency in time spent traveling is the basis of travel budget theory: people have a fixed time budget for travel, and the cost and speed of available modes determine number of trips and travel distance. In this case, we might interpret the significantly lower British rate of travel a response to limited transportation resources. As would be expected, US average trip length is much longer (7.5 miles vs 4.8 miles for GB), but average trip time is shorter (15.2 minutes vs 18.9 minutes for GB). See Figure 2 .
Distribution of trips by purpose is also different. Work or work related trips and personal business trips make up a larger share for Americans, while social/recreational trips make up a smaller share, relative to the British. The greater share of these trips in the GB sample may be due to more complete reporting of very short walk trips.
Modal shares (based on total person trips) are given in Table 6 . Differences are dramatic. First, about 89 percent of all US person trips are made by privately owned vehicle (POV), while the combined share of private vehicle trips for GB is about 58 percent. Second, within the POV category, the big difference is in driver trips.
Because of the way trips are recorded, there is no direct way to determine vehicle occupancy (what may or may not be a multi-person trip). However, the share of driver trips is an indicator of vehicle occupancy; obviously a much larger share of US trips is drive alone trips. Second, the transit share is under 2 percent in the US, but around 8 percent for GB. Third, use of non-motorized modes is more than four times as frequent in GB as in the US. Such trips account for about one third of all trips.
Recalling again the emphasis of the NTS on short trips, the non-motorized share for US may be biased downward.
As has been noted in numerous studies (e.g. Dunn, 1981; Pucher, 1988; Orfeuil and Salomon, 1993) , a major explanatory factor for these differences is the difference in the cost of owning and operating an automobile. The combined effects of the VAT and sales tax add about 25 percent to the price of a new automobile in Great Britain, compared to sales taxes of 5 to 8 percent in the US. In 1999, the price of petrol and diesel in Great Britain was the highest in the European Union, a result of the UK's unique fuel tax escalator (Mitchell and Lawson, 2000) . 
Regression Model Results
We estimated two sets of regression models, one with trips as the dependent variable, the other with distance, using the pooled sample. Our control variables include sex, age, household income, and employment status. All are coded as categorical dummy variables. Previous research indicates that this small set of control variables is adequate. We use as a measure of car access the ratio of cars to drivers in the individual's household. Admittedly this measure has a US "bias": we assume that the car is the preferred mode, and when there are fewer cars than drivers, some household members will choose other modes or will forego a trip. Under some conditions, it is possible that the car is not the preferred mode.
Total Daily Trips
Starting with trips, Table 7 gives results for the full model, and Because the independent variables are category dummies, the relative magnitude of the coefficients may be directly interpreted.
Considering first the group of socio-economic characteristics, we find that sex has no significant relationship with total daily trips. Children and older people make fewer trips, as expected; income and employment effects are also as expected. Only one of the interaction dummy variable coefficients is significant, meaning that overall, these socio-economic factors work the same way in both countries (more precisely, we cannot reject the null hypothesis that there are no differences between the two groups).
The one significant income interaction dummy coefficient suggests that for GB, trip rates between the two middle income groups are more similar, and trip rates between the third and highest groups are less similar than is the case for the US (recall that the income groups are based on equivalent incomes).
We use as a measure of car access the ratio of cars to drivers in the individual's household. As expected, individuals with no car in the household have the lowest trip rates relative to the omitted category (cars = drivers), and the effect is quite pronounced. The effect of having fewer cars than drivers is also negative, but of much smaller magnitude. Again, there is no difference in the effects of car access between Great Britain and the US.
We use two measures of urban form, metropolitan location and population density in the place of residence. We do not expect urban form measure to have much influence on trip rates; influence should be greater on travel distance. Possibly trip rates are lower in very inaccessible places and higher in very accessible places. Table   6 shows that the smaller MSAs are associated with more trip making relative to larger
MSAs. Residing in very high density areas is associated with less trip making relative to lower density areas. In the US, this may be explained by the relatively high share of low income households residing in high density areas, but this may not be the case for Great Britain. Note that none of the interaction dummy variable coefficients are significant, either individually or as a group, meaning that these measures of urban form have no different relationship with trip making between the two countries.
Finally, the Great Britain dummy coefficient is significant and negative as expected. The dummy captures the many differences between the two countries not explicitly controlled for in the model. Given the much lower average trip rate of the British sample, the value of the coefficient is somewhat low. household income and density in the US data, as well as a "New York effect", meaning the relatively low rate of car ownership in the highest density areas.
We may summarize the results of the trip regressions as follows. First, the models explain very little of the variation in trip making. Also, these models are quite simple, while the differences between trips on various modes and for various purposes are quite substantial. Second, basic socio-economic characteristics are important explanatory factors and work the same way in both countries. Hence some of the difference we observe between the US and Great Britain is due to lower household income and different population demographics. Third, our urban form variables have little effect on trip making for either group. The relationship between high density and less trip making is a US phenomenon and may to be linked to the spatial distribution of the low income population. Finally, the pooled model has about the same explanatory power for both groups. Separate regressions yield a comparable R 2 (results not shown).
Appendix G on estimating sampling errors. Tables 9 and 10 give model results for total daily travel distance. Because the distribution of the dependent variable is skewed towards long distances, we use the natural log form. 9 Starting with the full model (Table 8) , the socio-economic variable coefficients are mostly significant and of the expected sign (first panel). More miles traveled is associated with male sex, adult age, higher household income, and being employed. Only one of the interaction dummy coefficients is significant: third quartile income. As with the trip results, this suggests more similarity between the two middleincome groups for the British. The British dummy variable coefficient is of the expected sign, but not significant. Given that the British on average travel half as many daily miles as the Americans, this is somewhat surprising.
Total Daily Miles Traveled
Greater car access is associated with more daily travel distance, as expected, with the coefficient for no cars in the household of greatest negative magnitude.
Results for the interaction terms are interesting: the positive coefficient for cars less than drivers is consistent with public transport playing a more important role in Great
Britain. The greater availability and higher quality of public transport in Great Britain makes it a closer substitute to the car than in the US. When people have discretionary income to spend on transportation, one can purchase more public transport and achieve a relatively high level of mobility.
Turning to metropolitan size, none of the coefficients for the total sample are significant, though there is a suggestion of a pattern of more daily miles in the larger MSAs. The interaction coefficients are all negative, and three are significant. It is difficult to interpret these results, given the very different distributions of the two groups across metropolitan size categories (see Table 3 ).
The most interesting results are those for residential density. Two of the three coefficients for the total sample are significant and of the expected sign. However, coefficients for the interaction variables are also significant and of the opposite sign.
The combined effect indicates that there is no relationship between daily travel distance and density among the British. We would expect that given the higher relative price of motorized travel, the British would be more inclined to economize and therefore make shorter trips in more accessible places.
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There are two possible explanations for these results. First, the greater availability and higher quality of transit may provide a more uniform level of transport access across levels of density.
Second, mixed patterns of land use are widespread, and consequently population density may be a less useful measure of urban form in Great Britain. That is, the higher price of travel promotes economizing everywhere, and land use patterns make such economizing possible. Recall that the British density measure is more aggregate than that of the US, so very high or very low density is lost in the aggregation. Thus our measure could have the effect of underestimating the relationship.
The reduced form results in Table 9 are similar to those of the full model. As with the trip regressions, the income and employment coefficients are somewhat 9 Specifically, we use Ln(distance + 0.1) to retain persons with zero trips in the regression.
greater in magnitude. There is a more negative effect for the low-income interaction term, likely reflecting the large proportion of no car households in this category. The metropolitan size variable coefficients are largely unchanged; the high-density coefficient becomes more negative, again reflecting the concentration of US lowincome households in the highest density areas.
Conclusions
We draw the following conclusions from our results. First, there are few differences in the way that socio-economic and urban form characteristics are associated with travel patterns between the US and Great Britain. With few exceptions, sex, age, household income and employment status have similar effects. Therefore observed differences between countries are in part explained by differences in population characteristics, notably lower household income for the British.
Second, car access is a powerful explanatory force for both trip making and travel distance. Individuals residing in households with no cars make significantly fewer daily trips and travel significantly fewer miles, all else equal. We noted earlier that car access might not work the same way in Great Britain, as we would expect more households to choose not to own cars, given the greater availability of public transit and high access neighborhoods. The reduced effect of fewer cars than drivers (essentially one car households) for the British is consistent with this hypothesis.
When we remove the car access variables from the model, income and employment effects increase in magnitude, as expected.
Third, metropolitan size has a small but significant relationship with trips, but not with travel distance. It is difficult to explain the results for daily trips, since there is no obvious reason why trip frequency should be a function of metropolitan size. It is possible that more and shorter trips take place in smaller, more self-contained metro areas. We expected more effects for travel distance. As we noted earlier, large MSAs provide accessibility across large spatial areas, so there are relatively more opportunities for longer distance trips. In addition average journey-to-work trip length increases with metropolitan size.
Fourth, while residential density has the expected relationship with travel distance for the US sample, there is no relationship between density and travel distance for the British sample, once other relevant factors are controlled. We speculate that this may reflect more use of transit in the highest density British areas, and may even reflect something of a "London effect" -most of the highest density zones are in Central London, where transit service is particularly extensive. The results may also reflect the greater concentration of low-income households in high-density areas in the US. In any case, these results lend little support to the idea that more compact urban form leads to less travel distance. More research is certainly in order on this question.
Our literature review discussed various perspectives on the differences in travel patterns between the US and Europe. One perspective emphasized policy differences, which, together with historical development and technological change, have led to more compact urban environments and higher costs for automobile use in Europe.
Another perspective emphasizes household income, arguing that auto ownership and use is largely a function of per capita income. Our results tend to support the latter perspective: socio-economic characteristics are significant and generally consistent across the two countries. Results for our land use measures are more mixed.
Our research suffers from some obvious limitations. First, we have used just two simple measures of urban form; ideally one would include a more direct measure of accessibility, and better measures of metropolitan spatial structure. We are currently in the process of developing better measures of urban form. It is also argued that the spatial characteristics that matter are highly localized neighborhood characteristics, e.g. local access to shops and services, pedestrian friendly streets. Hanson and Schwab's Swedish study (1987) shows the significance of local accessibility; later work by others has yielded more mixed results (Boarnet and Crane, 2001 ). Unfortunately, data limitations preclude such comparisons across the two countries.
Second, we have not directly incorporated prices or measures of transportation supply (e.g. access to transit, road supply). Given a two-country comparison, price effects are incorporated in the country dummy variable. However, transportation supply must have significant within country variation (consider transit access in the US), yet we have implicitly assumed within-country homogeneity. These supply effects are incorporated in the country dummy variable (and to some extent in the urban form measures) along with all the other unmeasured --many not measurable--differences between the two countries. Third, some would argue that we are using measures of travel that are too aggregate. The choice process may be different across trip purposes, for example. We argue that it is appropriate to use measures of total mobility in this type of study, though there is much to be learned from more targeted analysis. Finally, our reduced form model is a very basic way to address the endogeneity problem; a two-stage approach allowing car ownership choice to be modeled explicitly might yield better results. Despite these limitations, however, our results provide a starting point for systematic comparative analysis of travel patterns and urban form. 
