A mathematical model is developed to calculate the impedance response of a semiconductor electrode to a sinusoidal current perturbation under subbandgap monochromatic illumination. The model accounts explicitly for electron and hole transport as well as generation and recombination through band-to-band mechanisms and through bulk deep-level electron acceptors of specified energy. The model results are compared to experiment and illustrate how the impedance response obtained under monochromatic subbandgap illumination can be used to identify the energy, density, distribution, and recombination rate constants associated with deep-level electronic states. This may have application to in situ characterization of semiconductor-electrolyte interfaces and to characterization of solid-state materials and devices.
photocatalytic efficiency of different TiO2 powders used in photoassisted oxidation processes may have its origin in their different distribution of surface traps, where electrons are immobilized and from which electrons are transferred to oxygen. Materials with high densities of shallow (-0.1-0.3 eV) traps are likely to be most effective. However, catalysis of 02 reduction by group VIII metals should in all cases substantially increase the quantum efficiency of the photoassisted oxidation of organics by molecular oxygen.
Electrochemical impedance spectroscopy, coupled with monochromatic subbandgap illumination, may provide a room temperature approach for characterizing deep-level and interfacial electronic states in large bandgap semiconductors. The electronic states of interest lie within the bandgap of the semiconductor. The goal is to determine that these states exist as well as to determine their concentration distribution and the associated rate constants for electronic transitions. Knowledge of these parameters is essential for the engineering of many electronic devices. For example, deep-level states are undesirable when they facilitate electronic transitions which reduce the efficiency of photovoltaic cells. In other cases, the added reaction pathways for electrons result in desired effects. Electroluminescent panels, for example, rely on electronic transitions that result in emission of photons. The energy level of the states caused by introduction of dopants determines * Electrochemical Society Student Member. ** Electrochemical Society Active Member. 1Present address: Department of Chemical Engineering, The Johns Hopkins University, Baltimore, Maryland 21218.
2 Present address: Department of Chemical Engineering, University of Florida, Gainesville, Florida 32611. the color of the emitted light. Electroluminescent panels represent one approach for development of thin-film color television screens. Interfacial states play a key role in electroluminescence, and commercial development of this technology will hinge upon understanding the relationship between fabrication techniques and the formation of deep-level states.
The impact of deep-level states can be significant, even in concentrations that are very low by normal chemical standards. Several states can be associated with a chemical species, and such states may also appear as a result of vacancies or other crystalline defects. Traditional chemical means of detection, therefore, do not provide complete identification of deep-level electronic states. The techniques commonly employed to detect deep-level states [such as application of Mott-Schottky theory, see e.g. (1, 2) , deep-level transient spectroscopy (DLTS) (3), or photocapacitance spectroscopy (4-9)] tend to be electrical in nature since it is through their electronic behavior that these states influence device performance. These techniques rely on determining the change of space charge capacitance associated with ionization of deep-level states. The capacitance is usually determined from a single, high-fre-quency measurement. Since the charge held in the states may be very small as compared to that associated with doping species, the sensitivity of capacitance-based techniques requires precise measurement of the imaginary part of the impedance response. The real part of the impedance response has been shown to be more sensitive to ionization of deep-level states, particularly at low frequencies. Nicollian and Goetzberger (10), DeClerck et al. (11) , and Nagasubramanian et aI. (12) have attributed variations observed in the real component of the impedance with potential to midbandgap surface states.
This paper addresses a light-enhanced form of electrochemical impedance spectroscopy. In this technique, the effect of photonic excitation of electronic transitions by light at selected wavelengths is detected by impedance spectroscopy applied over a broad frequency range. The photonic energy of the light used is less than the bandgap energy; therefore, any changes in the impedance spectrum with illumination can be attributed to transitions involving energy levels within the bandgap. This method differs from the more commonly used DLTS in that the wavelength of monochromatic subbandgap light is varied to excite electronic transitions at a fixed temperature (e.g., room temperature): whereas, in DLTS, temperature is varied to change the occupancy of the states. A broad range of frequency (with emphasis on lower frequencies) for the impedance measurements is used instead of measuring an effective capacity at a single high frequency. The use of a broad frequency range is the essential distinction between this approach and photocapacitance spectroscopy.
In principle, physical parameters such as the energy at which deep-level states exist, the concentrations of these states, the rate constants for transitions involving these states, and the distribution of these states could be extracted from data obtained using light-enhanced impedance spectroscopy. Such detailed interpretation of impedance data required an extension to currently available models for this system. The overall goal of this work, therefore, was to develop a comprehensive mathematical model which treats the physical phenomena governing the response of the system without use of overly restrictive assumptions. This work was motivated by two goals: (i) to support the current application of Mott-Schottky theory and photocapacitance spectroscopy for identification of deep-level states and (ii) to provide a framework for identification of deep-level states through interpretation of both the real and the imaginary parts of the impedance spectrum. The theoretical development and validation of the model by qualitative and quantitative comparison of model results to experimental data is presented in this paper. The application of the model to assess MottSchottky methods of analysis is presented elsewhere (13) .
Modeling Overview
The usual approach in developing a general mathematical model for the impedance response of a given system is sequential. The (usually nonlinear) system of equations is first solved under the assumption of a steady state. The impedance response is obtained by linearization of the sinusoidal steady-state equations about the steady-state solution. The work presented here provides an extension to a series of steady-state and impedance models that are reviewed in this section.
Steady-state models.--Both analytic and numerical models have been developed for the steady-state behavior of semiconductor systems (see, e.g., Ref. (14) for a review of both analytic and numerical modeling work). Most of these models are extensions to a model described by G~rt-ner (15) for a reverse-biased p-n semiconductor junction. This model allows calculation of current density based on a drift component for carriers generated inside the depletion region and a diffusion component due to minority carriers generated outside this region. Major constraints are that recombination of carriers must be negligible in the space-charge region and that the electrochemical potential (quasi-Fermi level) must be constant throughout the phase. (20, 21, 14) , Orazem (22) , and Schwartz et al. (23) . These models circumvent the restrictions necessary for the analytic solutions described above. Bulk and surface recombination reactions were included in all cases, but allowances were not made for changes in potential distribution due to deeplevel state charging. The work by Schwartz et al. was intended for solid-state applications and is distinguished by the use of Auger recombination terms for very high light intensities. The influence of limitations to electrolytic mass transfer was examined by Orazem (22) for charge transfer between the electrolyte and valence band, conduction band, or surface states.
Laser and Bard (24, 25) present the results of steady-and unsteady-state numerical models for the semiconductor electrode. Their work illustrates the difficulty encountered in treating the coupling between the space charge and electrically neutral regions of the semiconductor in that convergence was obtained only for thicknesses equal to the space-charge region thickness.
Impedance models.--The simplest and most common method for analyzing the impedance response of semiconducting electrodes and other electrochemical systems uses electrical circuit analogues. Electrochemical systems often have the same impedance response as that expected for electrical circuits composed of capacitors, resistors, and inductors. A specific circuit is deemed to provide a good model if the component values, obtained by nonlinear regression of the data, are "independent of frequency.
Interpretation of circuit component values in terms of physical parameters such as diffusivities and rate constants generally requires development of a model that incorporates the physics and chemistry assumed to be relevant to the system. Dare-Edwards et al. (26) , Kobayashi et al. (18) , Li and Peter (17) , and Allongue and Cachet (27) have developed and applied analytic impedance techniques based on perturbations of steady-state expressions. Dare-Edwards et al. (26) obtained electrical circuit component values in terms of interfacial and bulk semiconductor parameters by comparing solutions obtained from transport and kinetic expressions appropriate for an equilibrated, ideally-polarizable semiconductor containing surface states with those for a suggested equivalent circuit (see also Kobayashi et al. (18) ). Analytic treatment of the effect of illumination or bulk states required more restrictive assumptions. The need for restrictive assumptions is lessened by numerical solution of the governing equations. Transport-based numerical techniques have been employed by Macdonald (28, 29) and Bonham and Orazem (30) to describe the impedance behavior for ideally polarizable semiconductor electrodes under dark conditions. The system modeled by Bonham and Orazem (30) was an ideally polarizable semiconductor electrode containing bulk electronic states with a single energy level and an arbitrary spatial distribution. This model extended the work of Macdonald (28, 29) by treating the transport of both majority and minority carriers with different values of diffusion coefficients and by treating generation and recombination through deep-level electronic states as well as through band-to-band mechanisms. The work presented here provides an additional extension by including the effects of subbandgap illumination.
Theoretical Development
The equations which govern the impedance response under subbandgap illumination of an ideally polarized semiconductor with a distribution of deep-level states at fixed energy levels relative to the valence band energy are Ec presented in this section. The equations apply to both steady and unsteady conditions and are based on established expressions for single-crystal semiconductors. The relationships resemble those employed for dilute electrolytic solutions in that electrons and holes are treated as Et chemical species to which mass transport and mass action principles can be applied.
Mass transport.--Conservation of species i is given by
c3Ci C3Ny i - + Gi [1]
Iv
Ot Oy where G~ represents the net rate of generation of species i and the flux Ni of species i is given by
In a manner consistent with the use of dilute solution theory, the diffusivities D~ and mobilities u~ were assumed to be related through the Nernst-Einstein equation
The use of these equations is consistent with the assumption that the semiconductor is not degenerate. This assumption can be relaxed by including expressions for electron and hole activity coefficients [see, e.g., Res (31) and (32)].
Poisson's equation
[4] Oy 2 esc was used to relate the electrostatic potential to the charge held within the semiconductor. The scaling length for this system, found by making the governing equations dimensionless, is given by the Debye length
The term (Nd -N,) was taken here to include the charge associated with partially ionized midbandgap acceptors (which may be a function of applied potential) as well as the completely ionized dopant species (which may have an arbitrary distribution, but is usually assumed to be independent of operating conditions).
Electronic transitions.--Calculation of a rate expression for G~ requires the choice of a kinetic framework. In this work, electrons are allowed to pass between the conduction band (with energy Ec), the valence band (with energy E0, and the deep-level species (with energy Et). A general scheme for the various electron transitions associated with this approach are shown in Fig. 1 . The rates for electronic transitions between the various energy levels can be described by applying mass action principles [see, e.g., Grove (33) ] to give rl = klc~ [6] r2=k2(c~-c~)p [7] r3=k~(c~-c~) [8] r4 = k4c~n [9] rs=k5 [10] and r6 = k6np [11] where ki is the rate constant of reaction i, c~ is the concentration of positively charged, deep-level donor species, c~ is the total concentration of deep-level donors, n is the electron concentration, and p is the hole concentration. Under an assumption of a steady state, the net rate of production for electrons (and holes) is given by
This expression shows that under equilibrium conditions np = n~.
An introduction of Eq. [6] through [11] requires selection of six rate constants associated with these expressions. This apparently arbitrary selection can be approached by deriving equilibrium expressions to relate the rate constants for the reversible, homogeneous reaction pairs explicitly in terms of the energy differences between the valence band, deep-level species, and the conduction band, i.e.
k,
where Eij is the equilibrium constant for reaction pair i-j, g is the degeneracy associated with the deep-level state, Nc is the conduction band density of states, and N. is the valence band density of states. These expressions were derived by assuming thermal equilibrium and substituting standard statistical expressions for electron, hole, and deep-level state concentration in terms of energy level. The numerical value for g is determined by the electronic character of the state, e.g., g = 4 for electron acceptors, and g = 2 for electron donors (34) . Parameter variation studies were simplified by the assumption that the rate constants were also interrelated such that, given energy levels for the electronic states, all rate constants could be obtained from a single-rate constant. For example, the relationship
was obtained by assuming that changes in the free energy of reaction associated with varying the energy of an electronic state are distributed equally between the activation energies for the forward and reverse directions. This is similar to the standard approach used to separate the free energy of an electrochemical reaction into chemical and electrical terms. The symmetry factor in this application is assumed to have a value of one-half (see e.g., Newman (35)). Similar expressions were developed for band-toband recombination, i.e.
The use of Eq. [17] to relate the homogeneous, band-toband rate constant k6 to the corresponding deep-level constants k2 (and k0 is equivalent to assuming that the reaction cross section is the same for recombination through deep-level states as it is for direct band-to-band recombination. This, of course, is a major assumption which could easily be relaxed to account for enhanced rates of recombination through trap sites. In fact, the sensitivity of the model to the values for these rate constants provides an opportunity for experimental determination of these important parameters through comparison between model calculations and experiment. Treatment of optical excitation by light with photon energies smaller than the bandgap required expressions for the effective absorption coefficient. An expression was found from the literature (36) (see the List of Symbols section for definitions of the constants). This expression was assumed to apply as well to deep-level donors and for transitions from the valence band to the deep-level state. This assumption, however, is not critical in this work since illumination has only been used to determine the position of the species within the bandgap. The combination of semiconductor thickness, deep-level species density, and absorption coefficients used in this work results in negligible absorption of subbandgap illumination, allowing the effects of subbandgap illumination to be included as a modification of the rate constants in the expressions for r, and r3.
Numerical Method
The dependent variables were separated into components which represent their steady-state values and contributions from the sinusoidal steady state (28) . Thus, for a current density given by i = ~ + ~r exp (jcot) [23] the concentration of electrons is given by n = n + (~ + jfij) exp (jcot) [24] Similar expressions were used for potential and the concentrations of holes, ionized electron acceptors, and ionized electron donors. In the above equations, an overbar represents the steady-state value, and a tilde represents the perturbation value. The actual concentration or potential at a given point in time and space is given by the real part of the expressions given above. This approach is similar to that taken to model the impedance response of electrochemical systems [see, e.g., Ref. (37) (38) (39) (40) ]. In order to solve the governing equations, the above expressions were substituted and solved sequentially for the steady-state and the sinusoidal steady-state portions, respectively. The impedance Z = Z~ + jZj [25] was calculated from real and imaginary components given by Z~ -_. [26] ~r and zj -_ [273 respectively.
Steady state.--The governing equations were initially solved under the steady-state condition, subject to the boundary conditions Np = O, dO/dy = 0, and i = 0 at the semiconductor-current collector interface (ohmic contact) and Nn = 0, 9 = 0, and d~/dy = -qsc/e~c at the semiconductor-electrolyte interface (ideally polarized contact). These conditions are appropriate for a semiconductormercury contact or for a semiconductor-electrolyte contact where the electrolyte is chosen such that no chemical reaction occurs. These equations were then linearized, written in finite-difference form and solved using the BAND algorithm developed by Newman (41) coupled with Newton-Raphson iteration. No linearization approximations or assumptions involving depletion or neutral zones were required using this method for solution of the governing equations. The Debye length was used to scale the distances in the semiconductor crystal.
Sinusoidal steady state.--The time-dependent equations were solved for the response to a superimposed sinusoidal current by introducing expressions for the dependent variables (such as Eq. [24] ) into the governing Eq. [1] through [11] and linearizing around the steady-state solution obtained in the previous step. The resulting set of linear ordinary differential equations was also solved with the BAND algorithm, and an iterative technique was used to minimize round-off errors. The boundaryconditions for the impedance calculations were given by Npj = Np.~ = 0, pj = p~ = 0, and n~ = n~ = 0,~ at the semiconductor-current-collector interface, and by Nnj =/~/.,r = 0, ~j = (Pr = O, d~j/dy = ~/e~c(O, and dCpr/dy = 0, at the semiconductor-electrolyte interface. Again, these conditions are consistent with an ideally polarized electrode where the superimposed current acts only as a charging current.
Results and Discussion
The object of this work was to develop a mathematical framework that would describe the impedance response of a semiconductor without requiring the use of electrical circuit analogues. This type of model can play a predictive role by suggesting experimental designs that may prove more sensitive to deep-level states. It can also play an educational role by exploring the validity of less rigorous models for the capacitive behavior of semiconductors. These roles are explored in Ref. (13) and (45) . This type of model can also be used for direct regression of experimental data, an approach being studied in our laboratory.
A key question that must be resolved is whether the physical phenomena incorporated within the model are sufficient to account for experimentally observed behavior. In this section, the results of the model are compared qualitatively to experimental results taken from the literature. The results of the model are shown to be consistent with an equivalent electrical circuit proposed for a semiconductor with surface states, with observation of frequency dispersion and shifts in Mott-Schottky plots attributed to surface states, and with observation of capacity shifts associated with photocapacitance spectroscopy. All numerical results discussed in this section are for an n-type, ideally polarized, GaAs semiconductor electrode. The fixed parameters associated with this system are given in Table I . Other parameters such as deep-level state concentration distribution and energy are given where appropriate.
Impedance-plane plots.--While the mathematical development presented in this work did not employ electrical (34) circuit analogues, such circuits are commonly used as a convenience in interpreting experimental data. Further, a number of workers have presented their work on deeplevel states in terms of equivalent circuits. In order to provide comparison to their work, a number of equivalent circuits were proposed and tested against values calculated by the transport-based model. The circuit shown in Fig. 2 was found to provide the best correlation with the model results. The impedance response of this circuit is given by C~R1 Z r = R 2 -I-
and Examination of Eq. [29] indicates that the imaginary component Zj is insensitive to deep-level states if C1 (the capacity associated with deep-level states) is negligible when compared to C2 (the space-charge capacity associated with the completely ionized dopant species). Under these conditions, the imaginary component is given by Zj -~ -lkoC2, the same result as obtained from a simple R -C series circuit. Under identical circumstances, the real part of the impedance Z~ at tow frequencies is given by Zr ~ RI/ [I+(~C2Rt)2], indicating that Zr is sensitive to deep-level states through the parameter R~ (the resistance associated with deep-level states). The parameters R1, R2, C1, and C2 in Eq. [28] and [29] were determined by fitting these expressions to the data generated by the transport-based computer model using the IMSL nonlinear least squares algorithm ZXSSQ.
The influence of the concentration of deep-level species can be seen in Fig. 3 where impedance-plane plots are presented for an n-type semiconductor with a doping density of 1016 cm -3 as a function of deep-level species concentration (Et = 0.8 eV). The symbols represent the results of the transport-based computer mode] and the curves are the result of the nonlinear least squares curve fit. Figure 3 illustrates the increase in Zr at low frequencies (top portion of curves) associated with an increase in deep-level species concentration. In the absence of deep-level states, the impedance-plane plot is consistent with a simple R -C series equivalent circuit.
The influence of applied potential can be seen in of potential for an n-type semiconductor with a doping density of t0lecm -3 and a trap density of 10~4cm -3 (Et = 0.8 eV). The low frequency value of Zr (top portion of curves) increases as the deep-level species become ionized. At low potentials, these species are nearly filled, and the curve approaches that observed in the absence of deep-level species (see Fig. 3 ).
The influence of subbandgap illumination on the impedance-plane behavior of this system was explored in a simi- lar fashion and is presented in Fig. 5 , which includes the impedance data for an n-type semiconductor with a doping density of 10 l~ cm -3 and a deep-level state density of 1014 cm -3 (Et = 0.8 eV). The effect of illumination is to charge the deep-level species and increase the magnitude of the real impedance at lower frequencies. This is essentially the same effect as obtained by increasing the applied potential in the previous example.
Experimental results generated in this laboratory indicate that the numerical model and the equivalent circuit shown in Fig. 2 can be useful for system characterization. The experimental data presented in Fig. 6 (43) were obtained at the flatband potential for semi-insulating GaAs with high concentrations of deep-level states. These data were simulated using the transport-based model proposed in this work. The symbols represent the experimental data, and the curve represents the frequency response of an equivalent circuit that has been matched to the values generated by the computer model. The downturn and rebound observed at low frequencies in Fig. 6 is predicted by the model when the concentration of deep-level states becomes much larger than the doping level. While this analysis was conducted through a trial and error approach (45) , it should be possible to apply nonlinear regression techniques directly to the model.
The electrical circuit described above was also used by Dare-Edwards et aL (26) (26) shows that the same equivalent circuit can be used to characterize the effect of either bulk or surface deep-level species.
Mott-Schottky plots.--In accordance with Mott-Schottky theory, a plot of 1/C~ as a function of applied potential for an evenly doped semiconductor under reverse bias should provide a straight line, where the flatband potential and the doping level could be obtained from the intercept and slope of the line, respectively. Experimental deviations from Mott-Schottky behavior, however, are often observed and attributed to the presence of surface states. For example, frequency-dependent Mott-Schottky slopes, such as those shown in Fig. 7 (44) , have been observed for a number of semiconductor systems (7, 8, (13) (14) (15) (16) and attributed to the presence of surface or bulk deep-level states. The results of the mathematical model were consistent with this interpretation. For example, an n-type semiconductor with a doping level of 10 TM cm -3, a deep-level donor concentration of 10 TM cm -3 (Et = 0.8 eV), and an illumination energy of 1.1 eV was found to exhibit frequency-dependent MottSchottky curves at lower frequencies (see Fig. 8 ). The capacitance in this example was calculated using an R -C series equivalent circuit, appropriate for an ideally polarizable semiconductor in the absence of deep-level states. Such frequency dispersion was not observed when the space charge capacity was calculated using the equivalent circuit shown in Fig. 2 .
Shifts in Mott-Schottky plots with illumination or potential have also been attributed to deep-level states (16, 27, 46, 47) . The appearance of two distinct Mott-Schottky slopes, shown in Fig. 9 for a p-type semiconductor, was attributed to the influence of the filling of surface states by electron transfer from an ionic species (Fe 2 § (48). To investigate the effect of near-surface distribution of deep-level states on Mott-Schottky plots, deep-level donors were modeled with a distribution near the semiconductor surface and the resulting Mott-Schottky curves plotted in b, the influence of the near-surface states is reflected by a decrease in the Mott-Schottky slope in the potential range of 0.2 to 0.4 V. At higher potentials, however, the curve returns to the slope associated with dopant species (e.g., curve a). This observation indicates that shifts in MottSchottky curves can indeed be attributed to the charging and/or discharging of surface states. This result is discussed further in a subsequent paper (13) .
Photocapacitance spectroscopy.--Photocapacitance spectroscopy has been shown to be a viable illuminationbased technique for detection of deep-level states (4) (5) (6) (7) (8) (9) . This technique is based on relating changes in the measured space-charge capacitance as a function of subbandgap illumination energy to changes in the occupation of deep-level states.
The results of these experiments are usually presented in plots of capacitance (or change in capacitance) as functions of optical wavelength or photon energy. The capacitance is usually determined at a frequency where an R -C series equivalent circuit can be used to describe the system. A typical plot is shown in Fig. 11 (8) where sudden changes in the slope of the experimental data represent electron transitions due to the presence of deep-level species at a specific energy. These data give the energy of the deep-level state directly, since a transition from the valence band to the deep-level state results in a decrease in capacitance, while a transition from the deep-level state to the conduction band results in an increase (8) .
While the results of the model are fully consistent with the observations of photocapacitance spectroscopy, the calculations also point out some experimental difficulties. Since the capacity used for photocapacitance techniques is obtained from an R -C series circuit, the concentration of deep-level state sites must be a significant fraction of the doping concentration in order to be observed. This difficulty is demonstrated in Fig. 12 where model-generated R -C series capacitance is plotted on a linear scale as a function of illumination energy for an n-type semiconductor with a doping level of 10 TM cm 3, a deep-level donor concentration of 10 I~ cm -3 (Et = 0.76 eV), and a deep-level acceptor concentration of 1012 cm -3 (Et = 0.82 eV). Note that the scale for the capacitance has been expanded significantly to observe the changes in capacity. These results confirm the previous results of Allongue and Cachet (8) who report that an increase in capacitance corresponds to an electron transition from the deep-level state to the conduction band, while a decrease in capacitance corresponds to an electron transition from the valence band to the deep-level species. This result is independent of the charge of the deep-level species.
The need for extremely accurate capacitance measurements associated with photocapacitance spectroscopy was addressed by development of exceptionally precise experimental technique (6, 8) . The capacitance is usually determined at a frequency greater than 1000 Hz. The calculated results presented in Fig. 4 , 5, and 6 suggest, however (i) that the impedance response may be much more sensitive to deep-level states at lower frequencies and (ii) that interpretation of both real and imaginary components may be useful. These implications of the modeling effort are discussed in a subsequent paper (45) .
Conclusions
The objective of this work was to develop a mathematical framework that would describe the impedance response of a semiconductor without requiring the use of electrical circuit analogues. The mathematical development is presented in this paper. The treatment of the physical phenomena incorporated within the model is shown to be sufficient to account for a wide variety of experimentally observed behavior. The mathematical model presented here shows quantitative and qualitative agreement with published experimental data. The results of the model are shown to be consistent with an equivalent electrical circuit proposed for a semiconductor with surface states, with observation of frequency dispersion and shifts in Mott-Schottky plots attributed to surface states, and with observation of capacity shifts associated with photocapacitance spectroscopy.
In a separate paper, this model was used to explore the interpretation of Mott-Schottky plots in terms of nonuniform distributions of dopants and both uniform and nonuniform distributions of deep-level states (13) . This model was also used to guide development of analytic asymptotic solutions to the governing equations to develop a means of interpreting the photoelectrochemical impedance response of semiconductors in terms of the energy, average concentration, distribution, and rate constants for discrete single-energy deep-level states (45) . These applications illustrate the value of developing models for impedance response that are based on solving the differential equations governing the physical problem. 
