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Use of electron vortex beams (EVB), that is convergent electron beams carrying an orbital an-
gular momentum (OAM), is a novel development in the field of transmission electron microscopy.
They should allow measurement of element-specific magnetic properties of thin crystals using elec-
tron magnetic circular dichroism (EMCD)—a phenomenon similar to the x-ray magnetic circular
dichroism. Recently it has been shown computationally that EVBs can detect magnetic signal in a
scanning mode only at atomic resolution. In this follow-up work we explore in detail the elastic and
inelastic scattering properties of EVBs on crystals, as a function of beam diameter, initial OAM,
acceleration voltage and beam displacement from an atomic column. We suggest that for a 10 nm
layer of bcc iron oriented along (001) zone axis an optimal configuration for a detection of EMCD
is an EVB with OAM of 1~ and a diameter of 1.6 A˚, acceleration voltage 200 keV and an annular
detector with inner and outer diameters of G and 5G, respectively, where G = (100).
PACS numbers: 41.85.-p,41.20.Jb,42.50.Tx,61.05.J-
Keywords: electron vortex beams, inelastic electron scattering, diffraction pattern, atomic resolution mi-
croscopy, magnetism
I. INTRODUCTION
Nanostructures involving magnetic materials are used
in diverse applications, such as data storage, chemi-
cal catalysis, medical diagnostics and treatment, or re-
moval of heavy elements from waste water. Fine-tuning
their properties demands methods capable of quantita-
tive magnetic characterization at lateral resolutions from
nano-scale down to a few atoms. One of such candi-
date measurement methods is electron magnetic circu-
lar dichroism (EMCD;1), a spectroscopic experiment per-
formed using a transmission electron microscope (TEM).
EMCD as an experimental technique is known for
about 10 years. Since its inception2 it went through
a rapid development with significant improvements in
spatial resolution and signal to noise ratio3–7. Theo-
retical studies provided understanding of the interplay
of dynamical diffraction effects and inelastic excitations
that give rise to EMCD signal8,9 and its relation to the
ground state expectation values10 such as spin and or-
bital magnetic moments via sum rules11,12. Although
early adopters have already successfully applied this char-
acterization technique in their research13–19, yet, EMCD
has not reached a stage of wide adoption as a routine ex-
perimental method. The reasons are two-fold: 1) require-
ment of single-crystalline specimen precisely oriented in
a two-beam or three-beam orientation, and 2) generally
EMCD spectra have often a low signal to noise ratio,
which is due to the fact that EMCD needs to be mea-
sured aside the Bragg spots.
Several approaches have been suggested to overcome
the requirement of single-crystalline specimen and spe-
cific orientations. An approach using a Boersch plate20
was suggested by Hasenkopf et al.21,22. A convergent
beam should be split into two parts, one of which should
be phase-shifted by pi2 using a coil in the Boersch plate.
These two beams would be focused back on the same
spot on the sample and via a coherent interference and
dynamical diffraction, an EMCD signal should appear at
Thales circle positions2. To this date, this approach has
not been yet successfully implemented.
Promising new approach is based on an application
of advanced statistical methods to extract the EMCD
signal, previously theoretically explored in Ref.23. In
this experiment one acquires a large number of core-level
spectra in more-or-less random geometrical conditions
(mutually random beam, sample and detector orienta-
tions) and the magnetic and nonmagnetic signal compo-
nents are separated by a statistical post-processing. This
method was recently successfully applied to a polycrys-
talline iron film7.
Finally, a method based on utilizing electron vortex
beams24 (EVBs) has been suggested25. EVBs are typ-
ically convergent electron beams that carry a nonzero
orbital angular momentum (OAM). By measuring an
electron energy loss spectrum once using EVB with
〈Lˆz〉 = +1~ and another one with 〈Lˆz〉 = −1~, a nonzero
EMCD signal should be obtained as their difference. Be-
cause the measurement of the spectrum is done at the
transmitted beam, it means significantly stronger inten-
sity (assuming that we can obtain EVB with an inten-
sity comparable to an “ordinary” convergent electron
beam). Originally it was believed that this method will
allow to measure EMCD without a requirement of sin-
gle crystals in specific orientations. Follow-up theoreti-
cal works discussed the elastic propagation of EVBs via
vacuum26 or crystals27–29, their inelastic interaction with
atoms30–32 or formation33. Experimental works provided
new methods of generating EVBs34–39, reducing their
diameter40,41, or measuring their angular momentum.42
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2Yes, new measurement of EMCD have not appeared in
the literature so far.
In our recent work we have computationally shown
that, in fact, utility of EVBs for measurement of EMCD
is limited to measurements at an atomic resolution43. If a
thin crystalline layer is oriented in a low index zone axis,
then a narrow EVB passing through an atomic column
will be sensitive to its magnetic properties. However, if
the beam passes in between columns or if its diameter is
significantly larger than interatomic spacing, the EMCD
signal won’t be detected at the transmitted beam any-
more. Very recently, detection of EMCD was ruled out
for nanoparticles larger than 1 nm44.
In this work we describe our implementation of a the-
ory of inelastic electron scattering for EVB, which is
based on a combination of multislice propagation method
for the incoming beam and Bloch-waves (BW) descrip-
tion for the outgoing beam. The method is built on
top of the efficient summation algorithm mats8 intro-
duced recently. mats algorithm performs an efficient
filtering and summation of the largest terms in the
Bloch-waves expression of the double-differential scatter-
ing cross-section, containing an 8-fold sum over Bloch
coefficients.45–47 Using this method we explore in detail
the inelastic scattering of EVBs on crystals as a function
of EVB diameter, acceleration voltage, starting angular
momentum and displacement from an atomic column.
Finally, we propose optimized settings for an EMCD ex-
periment with vortex beams.
II. SURVEY OF THE PARAMETER SPACE
We have performed a systematic study of the elastic
and inelastic scattering of EVBs on bcc iron crystal as
function of a set of several independent parameters. The
following parameters have been considered: acceleration
voltage, starting angular momentum, probe size, distance
from the atomic column and sample thickness. Consid-
ered values of these parameters are summarized in Ta-
ble I.
The probe size parametrization deserves a more de-
tailed explanation. It has been expressed in terms of the
radius of a disc describing the beam in k-space, denoted
qmax. The convergence angle necessary to reach given
qmax depends on the acceleration voltage, see Fig. 1. An
advantage of this choice is that the beam diameter, to
which qmax translates, does not depend on the acceler-
ation voltage, because the probe wave-function in the
real space is obtained directly by Fourier transform of
the disc. However, the beam diameter does depend on
the OAM of the beam. The analytical expression for the
vortex beam shape is given by26
ψ(r, φ) ∝ FT [eimφkΘ(qmax − k)] (1)
which is a Fourier transform of a disc in k-space of diam-
eter qmax, with phase of the k-space wavefunction depen-
dent on the azimuthal angle φk and OAM 〈Lˆz〉 = m~.
FIG. 1. Contour plot showing the convergence angle (mrad)
needed to achieve disc of radius qmax (a.u.
−1) at given accel-
eration voltage (kV). Some of the values of the convergence
angles, particularly for low voltages and large qmax, are be-
yond the range of feasible convergence angles without exten-
sive aberrations.
FIG. 2. Dependence of the FWHM beam diameter on the
angular momentum. Displayed is an universal curve FWHM
multiplied by qmax (see text for details).
Based on this expression, for a given 〈Lˆz〉 = m~ the re-
sulting wave function shape in the real space is the same
for all values of qmax, up to a scaling. By multiplying
the diameter of the probe (using the full-width at half-
maximum, FWHM) with qmax we obtain a dimensionless
measure of the beam diameter, which can be conveniently
expressed as an universal function of the OAM, Fig. 2.
From this figure one can directly read the beam diame-
ters in Bohr radii (atomic unit, 1 a.u.=0.529178 A˚) for
qmax = 1.0 a.u.
−1, i.e., the largest value considered here.
The beam diameters for an arbitrary qmax value are ob-
tained by dividing the FWHM×qmax with the qmax value
itself.
3Parameter Notation Values
Acceleration voltage Vacc (kV) 50, 100, 200, 300, 500, 1000
Starting OAM 〈Lˆz〉 (~) 0, 1, 2, 3, 5, 8, 10
Probe size qmax (a.u.
−1) 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0
Distance from at. column dat.col (A˚) 0.0, 0.137, 0.342, 0.683, 1.435
Sample thickness t (nm) 10.04, 20.09, 30.13, 40.18
TABLE I. Explored parameter space.
Once a beam described by Eq. 1 passes through a crys-
tal, it will diffract and the resulting diffraction pattern
will consist of several (possibly overlapping) discs. The
technique of using convergent electron beams is called
convergent beam electron diffraction (CBED) and the
discs are often referred to as CBED discs.
III. ELASTIC SCATTERING OF ELECTRON
VORTICES
A. Multislice code and computational parameters
Inelastic scattering simulations described in the next
section are rather time consuming, therefore optimiza-
tion of computational parameters is of great importance.
Major parameters for the elastic multislice part of the
simulation48 are the sizes of the grids, both within a unit
cell and the number of unit cells included in a simula-
tion. We have adopted a grid of 42× 42× 42 grid points
within a single unit cell, which turned out to be sufficient
to accurately reproduce a Bloch-waves calculation for a
plane-wave illumination (see below).
The target maximum thickness in our simulations was
40nm, which means approximately 140 unit cells of bcc
iron (a = 2.87A˚). The number of unit cells in the x, y di-
rections depends sensitively on the beam characteristics.
For a plane wave 1a × 1a is enough. But for convergent
beams (with or without angular momentum) that can
only rarely be sufficient—either the beam is too wide
to fit into one unit cell, or its convergence angle is so
large that the beam quickly spreads, as it propagates
through the crystal. Beam characteristics in our sim-
ulations are determined by the qmax and 〈Lˆz〉 parame-
ters defined above. We have not considered the broad-
ening of the beam due to finite source size, i.e., we as-
sume purely diffraction-limited beam diameter. Natu-
rally, small values of qmax mean a broad beam, which
spreads very slowly, while large values of qmax produce
very well focused beams, which however spread quickly
as they propagate through the lattice. For actual simu-
lations we have used supercell size 20a × 20a, that is a
square with approximately 5.7nm long edge. The grid
size is thus 840× 840 pixels.
All the calculated 3-dimensional probe wavefunctions
were stored and serve as an input for the calculations of
the double-differential scattering cross-section described
FIG. 3. a) Schematic figure of beam centers within the unit
cell considered in our simulations. Green circles mark the po-
sitions of atomic columns and the dashed line marks the bor-
der of a unit cell in x, y-directions. The red squares represent
the beam centers. Symmetry operations allow to translate
the 36 beam centers to their symmetric equivalents and fill
the whole unit cell with a mesh of 14×14 pixels. b) Transfor-
mations of the magnetic moment direction (red; x, y, z) and
the sign of the beam angular momentum (blue; v) after appli-
cation of mirror or rotation symmetries. The picture demon-
strates symmetry relations connecting the triangular wedges
of the unit cell (see text for details).
in Section IV.
B. Symmetry considerations
For calculations of the energy-filtered scans at atomic
resolution it is advantageous to use symmetry properties
of the crystal structure and relation between the EVBs
with positive and negative angular momentum. If the
magnetization of the sample points in z-direction, a ro-
tation by 90 degrees along the z-axis is a symmetry op-
eration for both the beam and the sample. That means
that it is certainly enough to sample only one quarter
of the unit cell (e.g., the lower left square of dimensions
a
2 × a2 ) and fill in the rest by rotating the square around
the center of the cell. However, we can also utilize the
diagonal mirror symmetry operation of the unit cell, if
we take into account that a mirror will invert the sign
of all axial vectors lying within its symmetry plane—
that is both the magnetization vector and the angular
momentum of the EVB. In other words, an EMCD sig-
nal calculated for an EVB with 〈Lˆz〉 = +n~ with vortex
core positioned at (x, y) will have an opposite sign to an
4EMCD calculated for an EVB with 〈Lˆz〉 = −n~ passing
through (y, x).
Situation is somewhat different, if magnetization is in-
plane, let’s say along x-direction. In such case, a rotation
by 90 degrees along the z-axis changes the magnetization
vector to plus or minus y-direction. The action of mirror
symmetry planes parallel with x (or y) crystal axis will
invert (or keep) the sign of magnetization. The diagonal
axis combines these two effects - the component parallel
with mirror axis gets inverted sign and the component
perpendicular to the mirror axis stays unchanged. As a
result, from magnetization along x direction we obtain
magnetization along plus or minus y direction. We re-
mind that all these mirror planes also invert the sign of
EVB angular momentum.
Using these symmetry properties, it is enough to sam-
ple 1/8th of the unit cell area with beams of angular
momenta ±~ and 0 for all three directions of magnetiza-
tion x, y, z, and the rest of the unit cell area can be ob-
tained using symmetry operations. This is summarized
by Fig. 3. The left panel shows the grid of points within
the unit cell, highlighting the pixels within a triangular
area covering 1/8th of unit cell, for which the calculations
were actually performed. On the right side of the figure
all mirror symmetry operations are shown and their in-
fluence on the direction of magnetic moments along x, y
and z-direction (red color) and angular momentum of the
beam (blue color).
C. Orbital angular momentum
We have performed a set of 36 calculations on a grid
covering 1/8-th of an area of unit cell, Fig. 3, one set
for each of angular momenta 〈Lˆz〉 = −~, 0, ~. Here we
considered qmax = 0.3 a.u.
−1 at 200 keV, a value which
is in between the beam widths considered in our previ-
ous manuscript43. At these settings, FWHM of beam
with zero angular momentum is 1.8 a.u.=0.95 A˚ and
beam with angular momentum ±~ has a diffraction lim-
ited FWHM of 4.1 a.u.=2.2 A˚, as can be extracted from
Fig. 2. The maps of the OAM as a function of sample
thickness are summarized in Fig. 4.
The exchange of angular momentum between beam
and lattice sensitively depends on the illumination spot.
Even the beam with starting angular momentum of zero
(Fig. 4, top panel) does acquire some angular momentum
as it propagates through the lattice. At thicknesses be-
yond 10nm it acquires non-negligible angular momentum,
peaking at around 0.25~ at thickness of 25nm. As can
be seen, the patterns of angular momentum are highly
symmetric and areas of positive angular momentum are
matched in shape and amplitude by areas of negative an-
gular momentum. As a result, an averaged value over the
whole unit cell is zero at all thicknesses. On the other
hand, these results indicate that for a sufficiently nar-
row beam, we can generate beam with nonzero angular
momentum simply by passing it through a crystal of ap-
FIG. 4. Evolution of the OAM of a narrow beam (qmax =
0.3 a.u.−1) as a function of sample thickness and position of
the vortex core within a unit cell. Top and bottom panels cor-
respond to a beam with angular momentum a) 〈Lˆz〉 = 0 and
b) 〈Lˆz〉 = 1~, respectively. Each square pattern maps shows
a slice over a complete unit cell, thicknesses are in multiples
of 4 unit cells, 4a ≈ 1.15nm. Green circles mark positions of
the atomic columns.
propriate thickness at an appropriate position within the
unit cell (assuming that such a task is or will be techni-
cally feasible).
A beam with starting OAM 〈Lˆz〉 = 1~ shows a different
pattern, see Fig. 4, bottom panel. The symmetry has
changed and, in general, the average over the unit cell
does not vanish. As in the case of beam with 〈Lˆz〉 = 0,
by illuminating an appropriate spot in the lattice for a
sample of suitable thickness it is possible to manipulate
the probe’s angular momentum. However, the range of
accessible values is substantially enhanced compared to
a probe with zero initial angular momentum.
5IV. INELASTIC SCATTERING OF ELECTRON
VORTEX BEAMS
A. Theory
In this section we describe our approach to the eval-
uation of the dynamical diffraction effects and inelastic
electron scattering for EVB. In fact, this method is appli-
cable to illumination by an arbitrary coherent beam or a
combination of beams, but here we restrict the treatment
to the EVB with an arbitrary value of 〈Lˆz〉. We will con-
sider core-level excitations of 2p electrons of bcc iron into
unoccupied 3d states, i.e., the L2,3 edge transitions.
In the Bloch waves (BW) formulation, the double-
differential scattering cross-section (DDSCS) is given by
∂2σ
∂Ω∂E
=
∑
jlj′l′
ghg′h′
C
(j)?
0 C
(j)
g D
(l)
0 D
(l)?
h C
(j′)
0 C
(j′)?
g′ D
(l′)?
0 D
(l′)
h′
× ei(γ(l)−γ(l
′))t 1
NR
∑
R
ei(q−q
′)·R
× 1
Nu
∑
u
Su(q,q
′, E)
q2q′2
ei(q−q
′)·u (2)
where
q = kout + γ
(l)nˆout − kin − γ(j)nˆin + h− g (3)
q′ = kout + γ(l
′)nˆout − kin − γ(j′)nˆin + h′ − g′ (4)
The Bloch coefficients C
(j)
g , D
(l)
h for incoming and outgo-
ing beam, respectively, are indexed by beams g,h and
Bloch wave indices j, l. The elongations of the wave vec-
tors perpendicular to the surface are denoted γ(j), γ(l) for
incoming and outgoing Bloch waves, respectively. The t
is the thickness of the crystal, NR and Nu are number
of unit cells and basis size. The mixed dynamical form-
factor (MDFF) is denoted Su(q,q
′, E), where q,q′ and
E are the momentum transfer vectors and energy loss,
respectively. For more details about the theory of Bloch
waves we refer the reader to original literature45–47 or a
more recent literature8,9 using the same notation as here.
A BW for incoming and outgoing beam can be ex-
pressed as
ψin(r) =
∑
jg
C
(j)?
0 C
(j)
g e
i(kin+γ
(j)nˆin+g)·r (5)
ψout(r) =
∑
lh
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(l)t (6)
The incoming wave can be formally written as
ψin(r) = e
ikin·r
∑
gx,gy
F (z)gx,gye
i(gxx+gyy) (7)
where
F (z)gx,gy =
∑
jgz
C
(j)?
0 C
(j)
g e
iγ(j)zeigzz (8)
assuming that nˆin = (0, 0, 1). Note that the F
(z)
gx,gy is di-
rectly accessible from multislice calculation propagating
the incoming beam, where {gx, gy} correspond to a grid
in the Fourier space.
We can accumulate the 2-dimensional arrays F
(z)
gx,gy as
a function of z, forming thus a 3-dimensional array with
two dimensions in gx, gy and third dimension in z. A
Fourier transform with respect to the z-coordinate will
provide a 3-dimensional array Fg˜ using which we can
draw the following parallels with Bloch waves theory
ψin(r) = e
ikin·r
∑
g˜
Fg˜e
ig˜·r (9)
g˜↔ g + γ(js)nˆin (10)
finally allowing to write the following expression for
DDSCS
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where
q = kout + γ
(l)nˆout − kin − h− g˜ (12)
q′ = kout + γ(l
′)nˆout − kin − h′ − g˜′ (13)
Equation (10) deserves a few remarks. The grid of g˜z
depends on the slice thickness and on total thickness of
the simulated column. The number of slices per unit cell
limits the HOLZ contributions included in the calculation
(maximum g˜z = 2pi/∆z). In our calculations, we used
42 slices per lattice parameter, but for generating the
Fg˜ we only used 6 slices per unit cell in the z-direction,
thus maximal g˜z is
12pi
a . For the opposite limit, only
wavelengths that are shorter than the column length can
be recovered (minimum g˜z = 2pi/t). In our calculations
we went up to approximately 40nm, but the fineness of
the grid depends on the chosen thickness.
Having this in mind, the Bloch wave-vector elongations
γ(j) are included via the g˜z values on the grid, as specified
in the above-mentioned Eq. (10). As a consequence, for a
sufficiently large thickness this approach does not include
any approximations and can fully recover the accuracy
provided by Bloch waves method. This has been tested
for a plane wave illumination and somewhat surprisingly,
already for very thin specimen, both approaches provided
very similar results, see Fig. 5.
Note further that vortex beam calculations simulated
within a 20 × 20 supercell allow lateral components of
the q˜ to be fractions of the reciprocal lattice to the crys-
tal unit cell. Summation over the lattice vectors R will
however cancel out all terms for which q−q′ is not a re-
ciprocal lattice vector of the unit cell. This is equivalent
6FIG. 5. Calculation of inelastic scattering diffraction pat-
terns (left) and distribution of the magnetic signal (right)
for the L3 edge of iron oriented along (001) zone axis. In-
coming beam is a plane wave at 200 keV, crystal thickness
varies from 20a up to 140a, where a = 2.87 A˚. A Bloch
waves (BW) calculation8 is compared to a combined multi-
slice/Bloch waves (MULT/BW) approach described in this
manuscript.
to the incoherent summation over the illumination angle,
as long as the CBED disks do not overlap49,50.
The formulation in Eq. (11) also lends itself for a
straightforward modification of the mats summation
algorithm8, where the products C
(j)?
0 C
(j)
g are replaced
by Fg˜, and g and γ
(j) are extracted from g˜ according to
Eq. (10). The first step of calculating an energy-filtered
diffraction pattern is a multislice propagation of an elec-
tron beam wavefunction. This is followed by a post-
processing stage, where we extract the largest Fg˜ and
their corresponding g˜ vectors. The g˜ vectors are subse-
quently mapped on a pair of g and γ(j)nˆin. A modified
version of the mats code loads the Fg˜ and corresponding
g and γ(j)nˆin as a complete characteristics of the incom-
ing beam wavefunction, and the rest (outgoing beam and
summation) proceeds without any changes with respect
to the original mats algorithm, only requiring that xy
components of q − q′ correspond to a reciprocal lattice
vector.
We argue that using multislice method for the incom-
ing beam and Bloch waves method for outgoing beam is
for our purpose an optimal combination of approaches be-
cause: 1) the complexity of the incoming beam would in
BW method require a large number of independent calcu-
lations for all directions of incoming wave-vectors—and
that is elegantly solved by a single run of the multislice
method, and 2) after an inelastic event the propagation
of electrons in various directions out of the sample can be
naturally projected on BW fields corresponding to differ-
ent outgoing plane-wave directions.
In the further subsections we apply this method to
calculate the dependence of scattering of EVBs on mag-
netic properties of sample as a function of their diameter,
initial angular momentum, acceleration voltage and dis-
placement from atomic column. Influence of the detector
shape is discussed (circular vs annular), as well as the re-
lation between the angular momentum and channeling of
EVB and its sensitivity to EMCD as a function of sam-
ple thickness. In these calculations we have used about
600 Bloch waves for the description of the outgoing beam
and a summation cut-off criterion8 of Pmin = 10
−5. The
diffraction patterns were evaluated on a grid of 101×101
pixels spanning a range from −5G to 5G with a step of
0.1G in both kf,x, kf,y directions, where G = (100).
B. Detector shape considerations
FIG. 6. BF energy-filtered image of the non-magnetic signal
(left column) and absolute magnetic signal (middle column)
shown in arbitrary units, but on a common scale. Resulting
relative magnetic signal (right column) is in percent. Cal-
culations were performed with a circular aperture of radius
1.8qmax. Each map covers a single unit cell.
7FIG. 7. ADF energy-filtered image (see Fig. 6 for details)
calculated using inner and outer detector radii of 1.2qmax and
1.8qmax, respectively.
It was already mentioned that the potential advantage
of EVBs in measurement of EMCD originates in the pos-
sibility to acquire data at the transmitted beam, which
means much stronger signal compared to measurements
in between Bragg spots, which is the case of intrinsic
EMCD1. Nevertheless, it is not a priori obvious, what
is the optimal shape of the detector for measurement
of EMCD even if the beam is an EVB. In the case of
strong vortex EMCD, the magnetic signal still varies in
sign in the diffraction plane, typically forming concen-
tric features. For EVBs with 〈Lˆz〉 = ±~ typically we
can identify two regions: a narrow approximately circu-
lar area in the middle of diffraction plane with a magnetic
signal having the same sign as the angular momentum,
and a much broader annular region with an opposite sign
of EMCD. Thus it may be of advantage not to measure
the central spot in the diffraction plane, but rather to
collect data over an annular area. These two options of
signal collection, the circular and annular aperture cen-
tered on the transmitted beam, are realized in TEM by a
bright field (BF) and annular dark field (ADF) detector,
respectively. Corresponding two modes of operation in
the STEM are BF and ADF imaging, respectively.
This is illustrated for qmax = 0.5 a.u.
−1, V = 200 keV
and 〈Lˆz〉 = 1~ in Figs. 6 and 7. These figures show
atomic-resolution energy-filtered images51 of the non-
magnetic signal (N) and absolute (Mz) and relative
(Mz/N) magnitudes of the magnetic signal, respectively.
Fig. 6 shows BF image for a detector aperture with diam-
eter 1.8qmax and Fig. 7 shows ADF image for an aperture
with inner and outer diameters of 1.2qmax and 1.8qmax,
respectively.
The aperture for the BF image, Fig. 6, was chosen to
contain the whole central region with the positive EMCD
signal and a large part of the negative annular region with
negative EMCD signal. Obviously, the magnetic contri-
bution from the annular region dominates the magnetic
signal at atomic columns. The nonmagnetic contribu-
tion shows non-trivial contrast variations in the image as
a function of thickness. This originates from the inelastic
scattering to the smallest angles. By choosing an annular
detector aperture, Fig. 7, the nonmagnetic signal varia-
tions are substantially suppressed and we observe only
donut-shaped features around the atomic columns. Such
STEM image is obviously simpler to interpret in terms
of positions of atoms. The maps of the magnetic sig-
nal show well localized peaks at atomic columns in both
cases. For a small circular aperture encircling only the
positive EMCD signal (not shown) the interpretation of
the atomic resolution STEM image is complicated due
to strong dynamical diffraction effects. The EMCD sig-
nal fraction has a complicated distribution as well and
its relative strength does not go beyond 1% and abso-
lute strength is almost 20 times lower than for aperture
shapes in Figs. 6 and 7, thus a measurement should be
focused on the large annular region of negative magnetic
signal.
When processing data from the large parameter space
survey, in most of the cases, where a sizable absolute
EMCD signal could be detected, an optimal aperture
seems to be an annular aperture with outer diameter of
about 5G with G = (100) and inner diameter of about
0.9G. Because of the dependence on the reciprocal lat-
tice vectors, the collection angles will depend on the ac-
celeration voltage. Otherwise, the dependence on other
parameters (qmax, 〈Lˆz〉, sample thickness and beam dis-
placement) appears to be rather weak. Note that 5G is
the maximum radius fitting the range of the calculated
diffraction patterns. Thus it is possible that a further in-
crease of the total EMCD signal is achievable with larger
apertures. However, based on the decay of the magnetic
signal with larger scattering angles we do not expect any
strong enhancement.
C. Dependence of vortex-EMCD on beam diameter
Here we try to answer the question, what is the op-
timal probe size in terms of the relative strength of the
EMCD signal. We have tested this for three types of
detector apertures: two circular aperture diameters of
0.6 a.u.−1 = 1.2qmax and 0.9 a.u.−1 = 1.8qmax, and an
annular aperture that is defined as an area between these
two radii, see Fig. 8. The figure explores the relative
strength of EMCD also as a function of sample thickness
and displacement of the beam from the atomic column.
As a function of thickness, the relative strength of
EMCD typically decreases. Exceptions are observed for
the smaller circular aperture and occassionally for low
qmax values. Similarly, displacing the beam from the
atomic column mostly suppresses the EMCD signal. The
signal is invariably strongest, when the beam passes di-
rectly through an atomic column. Even as small dis-
placement as 0.41 A˚ causes a drop of the signal strength
at least by factor of two. For more details see the next
8FIG. 8. Relative strength of the EMCD signal as a function of
beam diameter parametrized via qmax. Acceleration voltage is
200 keV and 〈Lˆz〉 = 1~. The shift from the atomic column is
a) 0 A˚, b) 0.41 A˚, c) 0.82 A˚, and d) 1.23 A˚, respectively. Shape
of the aperture was (top) annular with diameters 0.6 a.u.−1
and 0.9 a.u.−1, (middle) circular with diameter 0.9 a.u.−1 and
(bottom) circular with diameter 0.6 a.u.−1.
subsection.
As a function of beam diameter, the EMCD signal frac-
tion first increases with qmax, then typically reaches a
maximum between qmax = 0.3 a.u.
−1 and 0.5 a.u.−1. In
most cases, the maximum is reached at qmax = 0.4 a.u.
−1.
At settings used here (Vacc = 200 keV, 〈Lˆz〉 = 1~) that
translates to an EVB with FWHM of 3.1 a.u. = 1.6 A˚. Af-
ter reaching the maximum the relative strength of EMCD
typically decays. I.e., much narrower EVBs do not nec-
essarily help to improve detection of EMCD. A curious
exception is the case of smaller circular aperture eval-
uated for sample thickness of 10 nm. In this case the
relative signal reaches a plateau at qmax = 0.4 a.u.
−1 and
stays approximately constant up to the largest qmax value
considered in this study. The absolute EMCD strength
is however decreasing.
D. Systematic survey of the parameter space
FIG. 9. Optimized measurement conditions (beam diameter
qmax and inner detector aperture Rin) and corresponding ab-
solute Mz and relative Mz/N strength of the vortex-induced
EMCD signal as a function of thickness t, acceleration voltage
Vacc and OAM 〈Lˆz〉.
From the large parameter survey we have extracted
the optimal qmax as a function of Vacc and 〈Lˆz〉 and the
results are summarized in the Fig. 9. The image sum-
marizes a rather large amount of data, so it deserves
a detailed commentary. First of all, the data shown
are for an EVB passing directly through an atomic col-
umn. For each combination of parameters an energy-
filtered diffraction pattern has been calculated. The non-
magnetic and magnetic contributions to the diffraction
pattern were stored separately. For every such magnetic
component of diffraction pattern we have calculated an
optimized shape of the detector aperture by freely vary-
ing the inner and outer radii Rin and Rout, respectively.
Maximum value of 5G(100) was allowed for these radii
based on the range of calculated diffraction patterns. The
criterion of optimization was to obtain a maximum abso-
lute value of integrated magnetic signal. The outer radius
of the detector aperture invariably reached the value of
Rout = 5G, which indicates that a larger outer aperture
9might still enhance the magnetic signal further. In the
next step of processing the simulation data, we have cho-
sen an optimal beam radius—this was parametrized by
qmax, see Table I. The same criterion of optimization was
chosen—an optimization of the absolute strength of mag-
netic signal. After this second step of optimization, the
results were summarized and plotted in Fig. 9 as a func-
tion of thickness t, acceleration voltage Vacc and OAM
〈Lˆz〉.
A number of findings can be concluded from this fig-
ure. The primary result is the absolute optimum of the
whole survey for bcc iron oriented along (001) zone axis:
qmax = 0.4 a.u.
−1, Vacc = 200 keV, 〈Lˆz〉 = 1~, t = 10 nm,
Rout = 5G(100) and Rin = 0.8G(100). At these conditions
we predict the strongest absolute magnetic signal, i.e.,
the highest count rate in an experiment. Considering
values10 for a spin moment of iron ms = 2.3µB and num-
ber of holes in the 3d shell Nh = 3.7, the relative strength
of the magnetic signal at the iron L3 edge obtained as a
difference of the L3 edge signals measured with EVBs
with OAM +~ and −~ divided by their average is about
7%. We note that it is possible to obtain significantly
higher relative magnetic signal fractions Mz/N , but at
the cost of reduced electron counts. Since in the atomic-
resolution STEM measurements of electron energy-loss
spectra (EELS) have to cope with low electron count
rates, optimization of the absolute electron count rates
appears to be a more relevant criterion than a relative
signal strength. Most suitable would be to optimize sig-
nal to noise ratio (SNR), but that depends also on the
background signal under the core-level spectra, which we
can’t reliably estimate. If background signal dominates
the intensity, then the core-level spectrum is only a small
modification of the total electron count at given energy
loss. In such case, the absolute strength of magnetic sig-
nal is practically proportional to the SNR, because the
noise is mostly determined by slowly varying background.
It has been suggested that EVBs with a large start-
ing angular momentum could be more efficient in de-
tecting EMCD34,37. Our simulations demonstrate that
for lower or medium acceleration voltages it is most ef-
ficient to measure with EVB with OAM ±~. Only at
Vacc = 500 keV or more, occassionally we can obtain
stronger magnetic signal with 〈Lˆz〉 = ±2~. This advan-
tage however reduces and eventually disappears with in-
creasing thickness t. At Vacc = 1000 keV the strength of
magnetic signal obtainable with 〈Lˆz〉 = 3~ is very close
to the maximum value for 〈Lˆz〉 = 2~, which suggests that
at even larger acceleration voltages it might be advanta-
geous to work with EVBs with 〈Lˆz〉 = 3~ or even more.
Though for practical purposes, in the range of the most
common acceleration voltages it appears that a choice of
〈Lˆz〉 = ±~ is optimal.
The optimum at the lowest sample thickness, as men-
tioned above, is obtained for Vacc = 200 keV. However,
for larger thicknesses, the optimal acceleration voltage
is expectedly moving to higher Vacc. At t = 30 nm an
optimal acceleration voltage is Vacc = 300 keV and at
t = 40 nm it moves up to Vacc = 500 keV. Even at these
conditions, the absolute magnetic signal strength is quite
considerable—being about 60% of the overal optimum.
Thus if a characterization of thicker samples is desired,
simulations suggest to use higher Vacc and, as can be in-
spected from the bottom row of Fig. 9, a beam with a
smaller diameter (that is larger qmax).
The evolution of the optimum qmax and Rin is less sys-
tematic as a function of the other parameters. This is
probably a consequence of complicated dynamical diffrac-
tion effects involved in the process of inelastic scattering
of EVBs. Generally, for the cases where a reasonably
strong magnetic signal can be observed, the qmax typi-
cally stays within a range of 0.2–0.6 a.u.−1 and the Rin
is in the range from 0.5G(100) to 2.0G(100).
E. Displacement of the EVB from atomic column
In the previous subsection we have considered an EVB
passing directly through a column of atoms. In our sur-
vey we have also considered a range of shifts of the EVB
core from the atomic column. The smallest considered
shift dat.col = 0.14 A˚ causes a little of qualitative change.
The obtainable strength of the magnetic signal is reduced
mostly by 5–10% and occassionally up to 20%. The op-
timum conditions remain unchanged, only the strength
of the signal is reduced by 9.5%. Generally, we conclude
that misplacing the beam witin ±0.14 A˚ from the atomic
column causes only a minor weakening of magnetic sig-
nal.
Displacing the beam further to dat.col = 0.34 A˚ still
shows the same qualitative trends, however with signifi-
cantly reduced strength of the magnetic signal. In most
cases the reduction falls into an interval 20–45%. Yet, the
magnetic signal keeps the same sign. Thus a measure-
ment of EMCD with EVBs within in a radius of ±0.35 A˚
from the atomic column should still provide a signal with
a sizable magnitude.
Situation qualitatively changes at a shift of dat.col =
0.68 A˚. The magnetic signal drops to values that reach
not more than 12% of the optimum. The reduction of the
magnetic signal seems to be less strong for beams with
larger OAM. As a consequence, at this displacement,
EVBs with 〈Lˆz〉 = 2~ or even 3~ can provide strongest
magnetic signal, especially at medium or lower voltages
and higher sample thicknesses. But it should be stressed
that here we talk about generally very weak magnetic
signal, which especially in terms of relative magnitude
barely reaches 1% of the non-magnetic signal. In this
context, our simulations suggest in order to measure an
appreciable magnetic signal, positioning of the EVB core
needs to be within a distance well below 0.68 A˚.
Finally, we have performed calculations for an EVB
placed into the center of the edge of unit cell, i.e., dis-
placed by a/2 from all nearest atomic columns (a =
2.87 A˚ is the unit cell parameter of bcc iron). The
magnetic signal detectable here is somewhat stronger, its
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magnitude reaches up to 30% of the optimum, but its sign
is opposite to the sign of magnetic signal nearby atomic
columns. However, a relative strength of the magnetic
signal is not larger, it is only about 2–3%.
FIG. 10. Intensity of the nonmagnetic signal for 〈Lˆz〉 = 0 (full
lines) and magnetic signal for 〈Lˆz〉 = −~ (dashed lines) as a
function of distance from atomic column dat.col. An annular
detector as in Fig. 7 was used. The intensity was normalized
to the range from 0 to 1 for all dependences and a vertical
offset was used for clarity.
We conclude this subsection with a curious observa-
tion. In the optimum conditions, that is Vacc = 200 keV,
〈Lˆz〉 = 1~ and qmax = 0.4 a.u.−1 the magnetic signal
drops to its half at a distance slightly beyond 0.34 A˚.
That means that the magnetic signal is very localized
close to the atomic column, giving it an effective FWHM
of approximately 0.7 A˚. What makes this observation
rather unexpected is that the beam itself has a FWHM
of 1.6 A˚, i.e., substantially larger. Even more surprising
it becomes, when we realize that an ordinary convergent
beam with zero OAM produced at the same conditions
has a FWHM of 0.71 A˚. In other words, it appears that
a magnetic signal measured by an EVB with 〈Lˆz〉 = 1~
provides very similar spatial resolution as a beam with
zero OAM in detection of the non-magnetic signal. The
same observation can be made from the energy-filtered
high-resolution maps calculated for qmax = 0.5 a.u.
−1
published in Ref.43. Thus it is appealing to hypothesize
that it could be a systematic phenomenon. That would
mean that an EVB with 〈Lˆz〉 = 1~ offers the same spatial
resolution in magnetic signal as is achievable by an ordi-
nary beam (〈Lˆz〉 = 0) prepared in the same conditions
for a usual STEM-EELS. We illustrate this observation
more explicitly in Fig. 10, where an intensity profile of
a non-magnetic signal for beam with zero OAM is com-
pared to an intensity profile of magnetic signal measured
with EVB having 〈Lˆz〉 = −1~. To put them on the same
intensity scale, the profiles were rescaled to the range
from 0 to 1. As one can see, for all considered qmax val-
ues the FWHM of the magnetic signal profile is close to
the FWHM of nonmagnetic signal, despite that the EVB
is more than twice as wide as the ordinary beam, Fig. 2.
At present we can’t offer any qualitative explanation of
this finding and postpone this question for a further in-
vestigation.
F. Relation between vortex EMCD and angular
momentum of the beam and channeling
FIG. 11. The top panel in this figure displays the thickness
dependence of the relative signal, Mz/N , obtained with circu-
lar and annular detectors, as in Figs. 6 and 7. The magnitude
of the signal from the circular detector is multiplied by three
for convenience reasons. The lower panel is showing the mag-
nitude of the magnetic signal in z-direction. Both panels also
have a reference curve of the thickness dependence of the an-
gular momentum associated with the right axis.
The exchange of angular momentum between the sam-
ple and EVB has been studied in Ref.27 and recently in
Ref.43. It is tempting to suggest that there should be a
link between the ability of the beam to transfer the an-
gular momentum to the sample and its sensitivity to the
magnetic properties of the sample. Though one can also
argue against by noting that the exchange of the angu-
lar momentum happens also in the elastic regime, where
sample acts as an infinite reservoir and beam changes
its angular momentum without noticeable energy loss.
Moreover, as was already shown in Ref.43, even a wide
EVB exchanges the angular momentum with the sample,
despite that its sensitivity to the magnetic properties of
sample is negligible. Here we probe explicitly this ques-
tion by performing a simulation of thickness dependence
of the angular momentum of the EVB and a thickness
dependence of the (relative and absolute) strength of the
detected magnetic signal using both circular and annu-
lar apertures. The results are summarized in Fig. 11.
As can be seen, there is no visible correlation between
the two properties, other than a more-or-less decreasing
trend with oscillations at thicknesses above 20nm. That
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reiterates the need for an explicit calculation of the in-
elastic scattering effects, when attempting to quantify
the sensitivity of EVB to materials magnetic properties.
Channeling is another parameter, that can be esti-
mated directly from elastic scattering calculations and
it would be interesting to investigate whether it is corre-
lated to the EMCD strength. As an electon beam enters
the crystal, it is attracted towards the positively charged
atomic columns. As a result, the beam tend pass through
the crystal along channels formed around the atomic
columns. We define channeling strength per atomic col-
umn as the integrated intensity of electron beam within
1 A˚ diameter around an atomic column (distance of clos-
est atomic columns in bcc iron is a2
√
2 ≈ 2.03 A˚). We
illustrate channeling as a function of beam diameter and
position of beam center in Fig. 12a and 12b, respectively.
Clearly, as the beam diameter is reduced, channeling per
atomic column increases, because wider beams tend to
channel through a larger number of atomic columns than
a narrow beam. However, beyond qmax = 0.3 a.u.
−1
channeling decays rapidly as the beam passes through
the crystal, most likely due to fast spreading of very
narrow beams. Placing the beam center away from the
atomic column also reduces the chanelling strength (see
Fig. 12b. Qualitatively, these two observations are in ac-
cord with calculated EMCD strength dependences. En-
couraged by this, we directly compared the chanelling
strength (for a 200 keV beam, with qmax = 0.3 a.u.
−1,
centered on an atomic column) to an EMCD strength
in Fig. 12c. Although there is some qualitative similarity
(e.g., chanelling strength peaking around 10–12 nm thick-
ness and then decaying, similar to the EMCD strength),
however, it is not an one to one correlation and an ex-
plicit calculation of EMCD effect appears to be the only
safe option for estimating its strength dependence.
V. CONCLUSIONS
We have systematically explored the elastic and in-
elastic scattering of the EVBs on a bcc iron crystal as a
traditional benchmark system for studies of EMCD.
Optimization of the detector aperture shape suggests
to use an annular aperture with an outer radius of 5G
or more [G = (100)] and an inner radius of approxi-
mately G, depending on the angular momentum of the
beam and, to some extent, also on acceleration volt-
age. The strongest absolute EMCD signal for a 10 nm
layer of bcc iron was observed for EVB passing directly
through a column of atoms and having the following pa-
rameters: 〈Lˆz〉 = 1~, acceleration voltage 200 keV, and
qmax = 0.4 a.u.
−1, which corresponds to a FWHM of
1.6 A˚. Under these conditions, the EMCD signal consti-
tutes about 7% of the white-line intensity at the iron L3
edge. In terms of relative EMCD strength it is possible
to obtain higher signal fractions (over 10%), but at the
cost of overal lower signal strength, thus sacrificing the
measured electron count rate.
FIG. 12. Channeling strength per atom as a function of
thickness: a) for beams with different diameter (parame-
terized by qmax) centered on an atomic column and (b) for
qmax = 0.3 a.u.
−1, varying the distance of beam center from
an atomic column; (c) a comparison between the EMCD
strength and channeling strength as a function of thickness
for a beam of qmax = 0.3 a.u.
−1 and centered on an atomic
column. The beam energy is taken to be 200 keV in all the
figures.
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EMCD signal appears to be well localized nearby the
atomic columns and quickly decreases with increasing
distance of the vortex core from the atomic column. In
the optimal measurement conditions stated above, the
EMCD strength drops to about half of its maximum
value at a distance of approximately 0.35 A˚ leading to
an atomic resolution map of the EMCD signal, which
has a FWHM of about 0.7 A˚ around atomic columns. It
is worth noting that this is much less than the FWHM of
the vortex beam itself, while it is surprisingly close to the
FWHM of a beam with 〈Lˆz〉 = 0 obtained in the same
conditions. Reasons for this unexpected yet systematic
observation are not understood at this point.
Increase of the beam angular momentum in majority of
cases does not lead to an increase of the EMCD strength.
On the other hand, the beams with larger angular mo-
mentum appear to be somewhat less sensitive to a slight
displacement of the beam from the atomic column. Still,
in terms of the maximum strength of EMCD signal, op-
timal value remains 〈Lˆz〉 = 1~.
For an EVB with 〈Lˆz〉 = 1~ the acceleration voltage
has, similarly as the beam diameter, a non-monotonous
influence on the EMCD strenth. As stated above, an op-
timum is reached around 200 keV. For EVBs with higher
starting 〈Lˆz〉 the strength of EMCD slowly increases with
acceleration voltage, mostly monotonously. Yet, even
at 1000 keV, the absolute strength of EMCD does not
overcome the optimal value for 〈Lˆz〉 = 1~ at 200 keV.
Thus, increasing of the acceleration voltage is not likely
to bring a major advantage in measuring EMCD with
vortex beams, except for thicker samples: at 40 nm, the
optimum settings for EVB with 〈Lˆz〉 = 1~ are accelera-
tion voltage of 500 keV and qmax = 0.5 a.u.
−1, which is
a vortex beam with FWHM of 1.3 A˚. Compared to the
10 nm thickness the loss of the optimal signal strength it
about 35%, i.e., vortex beams may offer a rather efficient
route also for thicker samples.
Finally, we have found no clear correlations between
the z-dependent angular momentum of the probe and
the sensitivity to the magnetic properties. On the other
hand, we found some similarity between the electron
channeling and strength of EMCD, though it is not a
clear correspondence. Hence, to obtain an estimate of the
EMCD strength, one has to perform an inelastic electron
scattering calculation.
In this work we have not considered an influence of
aberrations on the sensitivity of EVBs to magnetic prop-
erties. Without doubts it is an important aspect for the
feasibility of such measurements. On the other hand,
the optimal settings require relatively narrow probe sizes,
which are mostly achieved in aberration corrected micro-
scopes, where the defocus and spherical aberration can
be efficiently suppressed. Source size broadening was also
not considered here. In terms of high-resolution energy-
filtered STEM images this will cause a smearing of the
contrast and, because the intensity of the magnetic signal
rapidly drops with displacement of the EVB from atomic
column, the optimal absolute and relative magnitudes of
the EMCD strength will be correspondingly reduced.
In summary, detection of EMCD with EVBs should
be feasible with instruments available today52, assuming
that spectra with sufficient signal to noise ratio can be
obtained.
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