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Polynomial-like elements in vector spaces with group actions
Minh Kha♮ and Vladimir Lin
To the memory of Selim Grigorievich Krein, a great man and a great mathematician
Abstract. In this paper, we study polynomial-like elements in vector spaces
equipped with group actions. We first define these elements via iterated differ-
ence operators. In the case of a full rank lattice acting on an Euclidean space,
these polynomial-like elements are exactly polynomials with periodic coeffi-
cients, which are closely related to solutions of periodic differential equations.
Our main theorem confirms that if the space of polynomial-like elements of
degree zero is of finite dimension then for any n ∈ Z+, the space consisting of
all polynomial-like elements of degree at most n is also finite dimensional.
Introduction
In 1984, T. Lyons and D. Sullivan [13] used the connections between the theory
of harmonic functions and the theory of stochastic processes to prove that on a
nilpotent covering of a compact Riemannian manifold, there are no nonconstant
positive (and a fortiori no nonconstant bounded) harmonic functions. In [10], a
new approach was proposed, applicable both to bounded holomorphic functions on
nilpotent coverings of complex spaces and to bounded harmonic functions on such
coverings of Riemannian manifolds.
In the case of a compact base with a fixed Riemannian metric, the question
naturally arises of the structure of spaces of holomorphic or harmonic functions
on coverings. In particular, it is natural to expect that on nilpotent coverings the
spaces of the corresponding functions of bounded polynomial growth are finite-
dimensional. In complex-analytic case, some results for abelian coverings were ob-
tained by A. Brudnyi [3] and then, in both complex-analytic and harmonic cases
in the paper of P. Kuchment and Y. Pinchover [9].
On the other hand, in the series of three papers [4]-[6], T. Colding and W.
Minicozzi studied harmonic functions of restricted growth on Riemannian mani-
folds. In particular, it follows from their results that the spaces of harmonic or
holomorphic functions of restricted polynomial growths on nilpotent coverings of
Ka¨hler manifolds are of finite dimension.
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Another part of our motivation in studying polynomial-like elements via dif-
ference operators approach comes from the related studies of periodic equations,
e.g., Liouville type results for elliptic equations of second-order with periodic coef-
ficients (in divergence form) on Euclidean spaces, which appeared in the work [2] of
M. Avellaneda and F.-H. Lin. It is also worthwhile to note that analogous Liouville
type results have been established in [14]. Such Liouville type results show that
every solution with polynomial growth of the equation admits a representation:
it is a linear combination of polynomials whose coefficients are periodic functions
and moreover, each of these polynomials is also a solution. Hence, the spaces of
such solutions (with a fixed polynomial growth) are finite dimensional. As a first
attempt to generalize some of these results, our first step is to give a definition
of polynomial-like elements in vector spaces equipped with group actions. Rather
than using explicit formulas, we choose to define in a more invariant way by using
difference operators approach.
Let us give a brief outline of the paper. Assume that G is a group that acts
linearly on a vector space A. Section 1 is devoted to defining polynomial-like
elements (or G-polynomials) in A through the iterated difference operators Dn
(n ∈ Z+). In Subsection 1.1, these iterated difference operators, which can be
considered as analogs of the usual derivatives or the difference operators for G-
moduli spaces, are introduced inductively via the action of G on A. In Subsection
1.2, G-polynomials of degree at most n in A are defined as elements in the kernel
of the (n+ 1)th-iterated difference operator Dn+1.
Motivating from Liouville type results, we would like to understand the finite
dimensionality of the spaces of polynomial-like elements under certain conditions.
Our main aim is to prove the following theorem:
Main Theorem. Let F be a field of characteristic 0, G be a group, and A
be a F -vector space endowed with a linear right G-action. Let AG be the space
consisting of all G-invariant elements in A and Pn(G,A) be the space consisting of
all G-polynomials of degree at most n in A. If the group G˜ = G/[G,G] is finitely
generated and dimF A
G <∞ then
dimF Pn(G,A) <∞ for every n ∈ Z+ .
We will develop the necessary tools, and then use them to prove this theorem
in the rest of Section 1, i.e., Subsections 1.3, 1.4, 1.5, and 1.6.
In Section 2, we examine more properties of the iterated difference operators
if A has an additional ring structure that is compatible with the group action. In
more details, we prove (a) a Leibniz formula for the operator D1, (b) the set of all
polynomial-like elements in A is a subring, (c) Dn is a linear operator over the ring
AG. These results are needed for the next section.
In Section 3, we apply the above Main Theorem to the case when G is a lattice
acting naturally on A. We consider here an important example when A is a G-
invariant subspace of the algebra of continuous functions on the Euclidean space Rr,
where r is the rank of the lattice G. In this example, we characterize completely G-
polynomials (see Proposition 3.2): these are exactly polynomials with G-invariant
coefficients 1, which we introduce at the beginning of Subsection 3.1. Then in
Subsection 3.2, we give a useful interpretation of the Main Theorem when A is the
1These polynomials are called Floquet functions, which play an important role in studying
the spectral theory of periodic differential operators (see e.g., [8]).
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space of all classical global solutions of a G-periodic linear differential operator D.
Finally, Subsection 3.3 provides some remarks related to periodic operators acting
on co-compact regular Riemannian coverings whose deck transformation groups G
are not necessarily abelian.
Acknowledgments: The authors are grateful to the referees for useful comments
on this manuscript. The work of the first author was partially supported by the
NSF grant DMS-1517938. Minh Kha expresses his gratitude to the NSF for the
support.
1. Polynomial-like elements
1.1. Iterated difference operators in G-moduli. Let G be a group with
the unity e and A be an additive abelian group.
Definition 1.1. For n ∈ Z+, let us denote by C
n(G,A) the additive group of
all normalized n-cochains of G with the values in A; that is, C0(G,A) = A and for
n ∈ N the group Cn(G,A) consists of all functions
c : Gn = G× · · · ×G︸ ︷︷ ︸
n
∋ (g1, ..., gn) 7→ c(g1, ..., gn) ∈ A
such that c(g1, ..., gn) = 0 whenever at least one of the elements g1, ..., gn equals e.
Suppose that A is endowed with a right G-module structure
(1.1) A ∋ a 7→ ag ∈ A, g ∈ G .
Such a structure induces the following right G-actions in cochain groups Cn(G,A):
Cn(G,A) ∋ c 7→ cg ∈ Cn(G,A) , cg(g1, ..., gn) = [c(g1, ..., gn)]
g ,
(g, g1, ..., gn ∈ G , n ∈ Z+) .
These actions give rise to group homomorphisms
Dn : A→ Cn(G,A) (n ∈ Z+)
defined as follows. First, we define homomorphisms
dn : C
n−1(G,A)→ Cn(G,A) (n ≥ 1)
by the formulas
(1.2)
(dnc)(g1, . . . , gn−1, gn) = c
gn(g1, . . . , gn−1)− c(g1, . . . , gn−1)
= [c(g1, . . . , gn−1)]
gn − c(g1, . . . , gn−1)
(c ∈ Cn−1(G,A) , g1, . . . , gn ∈ G , n > 1) .
Using these homomorphisms, we define homomorphisms Dn : A→ Cn(G,A) by the
recursion relations
(1.3)
D0 = idA (the identity operator in A) and D
n = dnD
n−1 for n ∈ N ,
or, which is the same, Dn = dn · · · d1D
0 for all n ∈ Z+.
These homomorphisms Dn are called the iterated difference operators.
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Notation 1.2. Let n, s, i1, ..., is ∈ N, where 1 ≤ s ≤ n and 1 ≤ i1 < ... < is ≤
n. For any g1, ..., gn ∈ G, set
πi1,...,is(g1, ..., gn) = g1 · . . . · ĝi1 · . . . · ĝi2 · . . . · ĝis · . . . · gn
(terms with hats in the right hand side must be omitted, and the empty product is
defined to be e, the unity of G).
Lemma 1.3. For any a ∈ A, n ∈ N, and g1, ..., gn ∈ G, we have
(1.4)
[Dna](g1, ..., gn) = a
g1···gn+
+
n−1∑
s=1
(−1)s
∑
1≤i1<...<is≤n
apii1,...,is (g1,...,gn) + (−1)na .
Proof. The proof is by induction in n. 
Remark 1.4. Let us define
(1.5)
[∆na](g1, ..., gn) :=
n∑
s=1
(−1)sSs(g1, ..., gn), where
Ss(g1, ..., gn) :=
∑
1≤i1<...<is≤n
apii1,...,is (g1,...,gn) .
Then formula (1.4) can be written in the form
(1.6) [Dna](g1, ..., gn) = a
g1···gn + [∆na](g1, ..., gn) ,
Each sum Ss(g1, ..., gn) in (1.5) is a symmetric function of g1, ..., gn, that is,
Ss(gj1 , ..., gjn) = Ss(g1, ..., gn)
for any g1, ..., gn ∈ G and any permutation (j1, ..., jn) of the indices 1, ..., n. There-
fore, the function [∆na](g1, ..., gn) = [D
na](g1, ..., gn) − a
g1···gn is symmetric in
g1, ..., gn. ©
For any abelian G, the function (g1, ..., gn) 7→ a
g1···gn is symmetric, and the
above remark implies the symmetry of [Dna](g1, ..., gn). For non-abelian G this
may be wrong; however, the following property holds in general case.
Lemma 1.5. Suppose that Dn+1a = 0. Then, for any natural k ≤ n + 1, the
functions ag1···gk and [Dka](g1, ..., gk) are symmetric in g1, ..., gk ∈ G.
Proof. The assumption Dn+1a = 0 implies that
ag1···gn+1 = [Dn+1a](g1, ..., gn+1)− [∆
n+1a](g1, ..., gn+1)
= −[∆n+1a](g1, ..., gn+1) .
By Remark 1.4, [∆n+1a](g1, ..., gn+1) is symmetric in g1, ..., gn+1; therefore, a
g1···gn+1
is symmetric as well. For any k ≤ n+ 1, we have
ag1···gk = ag1···gn+1 |gk+1=...=gn+1=e ;
hence ag1···gk is symmetric in g1, . . . , gk and, by (1.6), [D
ka](g1, ..., gk) is symmetric.

Lemma 1.6. Let n ∈ Z+ and a ∈ A. Then
[Dn+1a](g1, g2, ..., gn+1) =[D
n(ag1)](g2, ..., gn+1)− [D
na](g2, ..., gn+1)
for all g1, g2, ..., gn+1 ∈ G .
(1.7)
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Proof. The proof is by induction in n. For n = 0, 1, formula (1.7) looks as
follows:
n = 0 : [D1a](g1) = a
g1 − a ;(1.8)
n = 1 : [D2a](g1, g2) = [D
1(ag1)](g2)− [D
1a](g2) .(1.9)
Formula (1.8) is just the definition of D1. Furthermore, we have:
[D2a](g1, g2) = [a
g1 − a]g2 − [ag1 − a] = ag1g2 − ag2 − ag1 + a
= [(ag1 )g2 − ag1 ]− (ag2 − a) = [D1(ag1)](g2)− [D
1a](g2) ,
which coincides with (1.9). This provides us with the base of induction.
Suppose now that for some m ≥ 2, the formula (1.7) is fulfilled for all n ≤ m− 1.
Let us show that it holds true for n = m. According to (1.3),
[Dm+1a](g1, g2, ..., gm+1) = {[D
ma](g1, g2, ..., gm)}
gm+1 − [Dma](g1, g2, ..., gm) ,
[Dma](g2, ..., gm+1) = {[D
m−1a](g2, ..., gm)}
gm+1 − [Dm−1a](g2, ..., gm) ,
which implies
(1.10)
[Dm+1a](g1, g2, ..., gm+1) + [D
ma](g2, ..., gm+1)
= {[Dma](g1, g2, ..., gm)}
gm+1 − [Dma](g1, g2, ..., gm)
+ {[Dm−1a](g2, ..., gm)}
gm+1 − [Dm−1a](g2, ..., gm)
= {[Dma](g1, g2, ..., gm) + [D
m−1a](g2, ..., gm)}
gm+1
− {[Dma](g1, g2, ..., gm) + [D
m−1a](g2, ..., gm)} .
By the induction hypothesis,
(1.11) [Dma](g1, g2, ..., gm) = [D
m−1(ag1)](g2, ..., gm)− [D
m−1a](g2, ..., gm) .
It follows from (1.10), (1.11), and (1.4) that
[Dm+1a](g1, g2, ..., gm+1) + [D
ma](g2, ..., gm+1)
= {[Dma](g1, ..., gm) + [D
m−1a](g2, ..., gm)}
gm+1
− {[Dma](g1, ..., gm) + [D
m−1a](g2, ..., gm)}
={[Dm−1(ag1)](g2, ..., gm)− [D
m−1a](g2, ..., gm) + [D
m−1a](g2, ..., gm)}
gm+1
− {[Dm−1(ag1)](g2, ..., gm)− [D
m−1a](g2, ..., gm) + [D
m−1a](g2, ..., gm)]}
={[Dm−1(ag1)](g2, ..., gm)}
gm+1 − [Dm−1(ag1)](g2, ..., gm)
=[Dm(ag1)](g2, ..., gm+1) ,
which yields
[Dm+1a](g1, g2, ..., gm+1) = [D
m(ag1)](g2, ..., gm+1)− [D
ma](g2, ..., gm+1).
This completes the proof. 
1.2. Polynomial-like elements. From now on, whenever A is a vector space
we assume that the given right G-action in A is linear, i.e., all the mappings (1.1)
are linear operators. Then the homomorphisms dm and D
n defined in (1.2) and
(1.3) respectively, are linear operators.
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Definition 1.7. Let us denote by Pn = Pn(G,A) the kernel of the homomor-
phism Dn+1 : A→ Cn+1(G,A), i.e.,
Pn = Pn(G,A) = {a ∈ A | D
n+1a = 0}
= {a ∈ A | [Dn+1a](g1, ..., gn+1) = 0 ∀ g1, ..., gn+1 ∈ G} (n ∈ Z+) .
Clearly, Pn(G,A) is a subgroup of A (a vector subspace whenever A is a vector
space with a linear G-action).
An element p ∈ Pn is said to be a G-polynomial in A of order at most n, or a
polynomial-like element (of order at most n) in A. It follows from (1.3) that
(1.12) P0 ⊆ P1 ⊆ . . . ⊆ Pn ⊆ Pn+1 ⊆ . . . .
Let AG denote the subgroup of A consisting of all G-invariant elements, i.e.,
AG = {a ∈ A | ag = a, ∀g ∈ G} .
If A is a vector space and the given G-action in A is linear then AG is a vector
subspace of A.
Example 1.8. Let G be an additive subgroup of Rr acting by translations in
the space C(Rr) of all (real or complex) continuous functions on Rr:
fg(x) = f(x+ g) for all f ∈ C(Rr) , x ∈ Rr , g ∈ G ⊆ Rr
(all the mappings f 7→ fg are, in fact, automorphisms of the algebra C(Rr)). Let
A ⊆ C(Rr) be a G-invariant subspace of C(Rr). For instance, the following natural
cases seem interesting:
(a) G = Rr and A = C(Rr);
(b) G ∼= Zr is a lattice of rank r in Rr and A = C(Rr);
(c) G is as in (b) and A = H(Rr) is the space of all harmonic functions on
Rr;
(d) r = 2m is even, Rr = Cm, G ∼= Z2m is a lattice of rank 2m in Cm, and
A = O(Cm) is the space of all holomorphic functions on Cm.
In case (a) the space AG of all G-invariant elements of A is just the field of constants
(that is, either AG = R or AG = C). In cases (b) − (d), AG is the space of
all G-invariant functions that are, respectively, (b) continuous, (c) harmonic, (d)
holomorphic.
In fact, with help of Proposition 1.24 proven in Subsection 1.6 below, one can see
that in cases (a) − (c) the space Pn(G,A) coincides with the space A
G
n [x1, ..., xr]
of all polynomials in the standard coordinates x1, ..., xr of degree at most n with
coefficients in AG; in case (d) the space AGn [z1, ..., zm] of polynomials in complex
coordinates z1, ..., zm should be taken instead.
Example 1.9. Let G ⊂ C be a lattice of rank 2 and M = M(C) be the field
of meromorphic functions of one complex variable z ∈ C. Then P0(G,M) = M
G
is just the field of elliptic functions associated with the lattice G. It can be proven
that Pn(G,M) =M
G
n [z], where M
G
n [z] stands for the space of all polynomial in z
of degree at most n with coefficients in the field of elliptic functions MG.
Example 1.10. It is interesting to take A =M∗ =M\{0}, the multiplicative
group of the field M, with a lattice G ⊂ C of rank 2 acting by translations.
Clearly, P0(G,M
∗) = (M∗)G, the multiplicative group of the fieldMG of G-elliptic
functions.
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Proposition 1.11. Each Pn(G,A) ⊆ A is a G-invariant subgroup (respectively,
a G-invariant vector subspace whenever A is a vector space).
Proof. Since Pn(G,A) is the kernel of a homomorphism (respectively, linear
operator), we only need to check that ag ∈ Pn(G,A) whenever a ∈ Pn(G,A) and
g ∈ G. In view of Lemma 1.6 (with n+2 instead of n), the assumption Dn+1a = 0
implies
[Dn+1(ag)](g1, ..., gn+1) = [D
n+1a](g1, ..., gn+1)+[D
n+2a](g, g1, ..., gn+1) = 0+0 = 0 ,
which concludes the proof. 
Notation 1.12. [G,G] denotes the commutator subgroup of a group G and
G˜ = G/[G,G] is the abelianization of G. For every g ∈ G, let g˜ denote the image
of g in G˜ under the natural epimorphism G→ G˜.
Our main aim in the remaining of this Section is to achieve the following theorem:
Theorem 1.13. Let F be a field of characteristic 0, G be a group, and A be a
F -vector space endowed with a linear right G-action. If G˜ is finitely generated and
dimF A
G <∞ then dimF Pn(G,A) <∞ for every n ∈ Z+ .
To prove this theorem, we show that the quotient spaces Pn(G,A)/Pn−1(G,A) (n ∈
N) may be embedded into an appropriated vector space of AG-valued symmetric
polylinear forms on the group G. Under certain conditions, the latter space is
of finite dimension, which makes it possible to use the induction in n. To follow
this idea, we need to define certain spaces of polylinear forms on G and establish
some relations between the iterated difference operators Dn and the coboundary
operators δ related to the trivial left G action in A. We will do this in the next
Subsections 1.3, 1.4, 1.5 and 1.6.
1.3. Group polymorphisms. In this Subsection, we introduce the concept
of polylinear forms on the group G and its related properties.
Definition 1.14. Let G be a group and B be an abelian group. A B-valued
polymorphism, or, more precisely, n-morphism of G is a function
L : G× · · · ×G︸ ︷︷ ︸
n
→ B
such that for each i ∈ {1, ..., n}, the condition
(1.13)
L(g1, ...,gi−1, g
′g′′, gi+1, ..., gn)
= L(g1, ..., gi−1, g
′, gi+1, ..., gn) + L(g1, ..., gi−1, g
′′, gi+1, ..., gn)
is fulfilled for every g1, ..., gi−1, g
′, g′′, gi+1, ..., gn ∈ G.
The set Ln(G,B) of all B-valued n-morphisms of G is an abelian group. If B is
a vector space over a field F then Ln(G,B) is a vector space over F as well; in
this case polymorphisms L ∈ Ln(G,B) are also said to be B-valued polylinear (or
n-linear) forms on G.
It is convenient to set L0(G,B) = B.
We skip the proof of the following quite elementary lemma, leaving this as an
exercise for the reader.
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Lemma 1.15. (a) Let G be a free abelian group of rank r and
(1.14) L : G× · · · ×G︸ ︷︷ ︸
n
→ B
be a n-morphism of G to an abelian group B. Take any free basis h1, ...,hr of G
and set
(1.15) bi1,...,in = L(hi1 , ...,hin) , 1 ≤ i1, ..., in ≤ r .
Then for any g1, ..., gn ∈ G we have
L(g1, ..., gn) =
∑
1≤i1,...,in≤r
g1,i1 · · · gn,in · L(hi1 , ...,hin)
=
∑
1≤i1,...,in≤r
g1,i1 · · · gn,in · bi1,...,in ,
where gk,1, ..., gk,r ∈ Z are the coordinates of the element gk ∈ G represented in the
basis h1, ...,hr (k = 1, ..., n).
(b) For any choice of rn elements bi1,...,in ∈ B (1 ≤ i1, ..., in ≤ r), there exists a
unique n-morphism (1.14) satisfying (1.15).
(c) Let G ⊂ Rr be a lattice of rank r, h1, ...,hr be a basis of G, and L be a n-
morphism of G to a vector space B. Then there exists a unique B-valued n-linear
form
L : Rr × · · · × Rr︸ ︷︷ ︸
n
→ B
that extends L from G to Rr (i. e., L satisfies L|G = L). This form L is defined by
L(v1, ..., vn) =
∑
1≤i1,...,in≤r
v1,i1 · · · vn,in L(hi1 , ...,hin)
=
∑
1≤i1,...,in≤r
v1,i1 · · · vn,in bi1,...,in ,
where vk,1, ..., vk,r ∈ R are the coordinates of the vector vk ∈ R
r represented in the
basis h1, ...,hr (k = 1, ..., n).
The next lemma collects some simple and useful properties of B-valued n-
morphisms on a (possibly non-abelian) group G.
Lemma 1.16. (a) Ln(G,B) ⊆ C
n(G,B) for every n ∈ N; in other words, every
n-morphism L is also a n-cochain, that is, L(g1, ..., gn) = 0 whenever one of the
elements g1, ..., gn equals e.
(b) For any L ∈ Ln(G,B), L(g1, ..., gn) = 0 whenever one of the elements g1, ..., gn
belongs to the commutator subgroup [G,G].
(c) Consider any L ∈ Ln(G,B) and g˜1, ..., g˜n ∈ G˜ = G/[G,G]. Take arbitrary
representatives gi ∈ g˜i, 1 ≤ i ≤ n, and set
L˜(g˜1, ..., g˜n) := L(g1, ..., gn) .
Then L˜ is a well-defined B-valued n-morphism of the abelianization G˜ of G. The
correspondence L 7→ L˜ defines an isomorphism of groups
µ : Ln(G,B) ∋ L 7→ µ(L) = L˜ ∈ Ln(G˜, B) .
Moreover, µ is an isomorphism of vector spaces whenever B is a vector space.
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(d) Suppose that B is a vector space over a field F of characteristic 0, dimF B <∞,
and the abelianization G˜ of G is finitely generated. Then 2
dimF Ln(G,B) = dimF Ln(G˜, B) <∞ for every n ∈ N .
Proof. (a) It suffices to show that L(e, g2, ..., gn) = 0. The latter relation
follows from the following identities:
L(e, g2, ..., gn) = L(e · e, g2, ..., gn) = L(e, g2, ..., gn) + L(e, g2, ..., gn) .
(b) Using (1.13) and the fact thatB is abelian, we get that for any h1, h2, g2, . . . , gn ∈
G, the following identities hold:
L(h1h2h
−1
1 h
−1
2 , g2, ..., gn) = L(h1h
−1
1 h2h
−1
2 , g2, ..., gn) = L(e, g2, ..., gn) = 0 .
This implies (b).
(c) This is an immediate consequence of (b).
(d) Since G˜ is a finitely generated abelian group, we have G˜ ∼= Zr⊕K, where r ∈ Z+
and K is a finite abelian group. For any L˜ ∈ Ln(G˜, B) we have L˜(g˜1, ..., g˜n) = 0
whenever at least one of the elements g˜1, ..., g˜n belongs to the subgroup K. Indeed,
assuming, for instance, that g˜1 is an element of finite order m ∈ N, we see that
m · L˜(g˜1, ..., g˜n) = L˜(g˜1
m, ..., g˜n) = L˜(e˜, ..., g˜n) = 0 ,
which implies L˜(g˜1, ..., g˜n) = 0 (note that charF = 0). It follows from (c) and the
above fact that
Ln(G,B) ∼= Ln(G˜, B) ∼= Ln(Z
r , B) .
Therefore, it suffices to show that dimF Ln(Z
r , B) <∞.
Let h1 = (1, 0, ..., 0), ...,hr = (0, ..., 0, 1) be the standard basis of Z
r and b1, ...,bs
be a basis in B.
Let I be the family of all finite ordered sets I = (i1, ..., in) consisting of n natural
numbers i1, ..., in such that 1 ≤ i1, ..., in ≤ r (clearly, #I = r
n). For each I =
(i1, ..., in) ∈ I and each i = 1, ..., s, we define the n-linear form ℓ
i
I ∈ L
n(Zr , B) as
follows:
(1.16) ℓiI(hj1 , ...,hjn) =
{
bi if (j1, ..., jn) = I ,
0 otherwise ;
These srn forms ℓiI constitute a basis of Ln(Z
r, B).3 Indeed, for any L ∈ Ln(Z
r, B),
it suffices to show that L is a linear combination of ℓiI . Let us consider I =
(i1, ..., in) ∈ I. Since L(hi1 , ...,hin) ∈ B and {b
1, ...,bs} is a basis of B, we have
(1.17) L(hi1 , ...,hin) =
s∑
i=1
aiI b
i for some a1I , ..., a
s
I ∈ F .
It follows from (1.16) and (1.17) that
L(hi1 , ...,hin) =
s∑
i=1
aiI ℓ
i
I(hi1 , ...,hin) =
s∑
i=1
∑
J∈I
aiJ ℓ
i
J(hi1 , ...,hin).
2Although this fact is simple and well-known, we treat it here just for completeness of the
proof of our main result. Notice that the assumption charF = 0 could be omitted.
3Obviously, these forms ℓiI are linearly independent.
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This proves that
L =
∑
I∈I
s∑
i=1
aiI ℓ
i
I ,
which concludes the proof. 
1.4. Embeddings
[
Pn(G,A)/Pn−1(G,A)
]
→֒ Cn(G,AG). By Definition 1.7,
the iterated difference operator Dn+1 annihilates the subgroup Pn = Pn(G,A) =
kerDn+1 ⊆ A of all polynomial-like elements of order at most n. However, the
preceding iterated difference operator Dn may be non-zero on Pn. In this section,
we study certain properties of the restriction
DnPn
def
== Dn |Pn : Pn → C
n(G,A)
of the operator Dn : A→ Cn(G,A) to the subgroup Pn ⊆ A.
According to our notation, Cn(G,AG) is the group of all n-cochains of G with val-
ues in the subgroup AG ⊆ A consisting of all G-invariant elements in A. Clearly,
Cn(G,AG) is a subgroup of the group Cn(G,A) (if A is a vector space then Cn(G,AG)
is a vector subspace of the vector space Cn(G,A)).
Lemma 1.17. The image of DnPn is contained in the subgroup C
n(G,AG) ⊆
Cn(G,A), i.e.,
Dn(Pn) ⊆ C
n(G,AG) .
That is, DnPn may be regarded as a group homomorphism (a linear operator in case
of vector spaces)
DnPn : Pn(G,A)→ C
n(G,AG)
acting from the group Pn(G,A) to the group C
n(G,AG).
By (1.12), (1.4), and Definition 1.7, the kernel kerDnPn of D
n
Pn
coincides with
Pn−1(G,A). Thus, the homomorphism D
n
Pn
gives rise to the exact sequence
(1.18) 0 −−−−→ Pn−1(G,A) −−−−→ Pn(G,A)
Dn
Pn−−−−→ Cn(G,AG),
and the embedding of the quotient group
(1.19) in : [Pn(G,A)/Pn−1(G,A)] →֒ C
n(G,AG) .
Proof. Let n ∈ Z+. Take any a ∈ Pn(G,A). By Definition 1.7, D
n+1a = 0.
According to (1.3), we have
0 = Dn+1a = dn+1(D
na) .
In other words, we get
0 = [dn+1(D
na)](g1, ..., gn+1) = [(D
na)gn+1 −Dna](g1, ..., gn)
= {[Dna](g1, ..., gn)}
gn+1 − [Dna](g1, ..., gn) for all g1, ..., gn+1 ∈ G .
The latter relation may be written as
{[Dna](g1, ..., gn)}
g = [Dna](g1, ..., gn) for all g, g1, ..., gn ∈ G ,
which actually means that all the values [Dna](g1, ..., gn) of the n-cochain D
na are
G-invariant.
Hence, for every a ∈ Pn we may regard the n-cochain D
n
Pn
(a) = Dna (which is
originally an A-valued one) as a n-cochain of G with values in AG: DnPn(a) =
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Dna ∈ Cn(G,AG). So DnPn(Pn) ⊆ C
n(G,AG) and DnPn may be regarded as a
homomorphism (linear operator) acting from Pn(G,A) to C
n(G,AG).
The rest statements of Lemma 1.17 follow immediately from what we have proved
above. 
1.5. Coboundary operators and iterated difference operators. In this
subsection, we want to study more carefully the image DnPn(Pn) ⊆ C
n(G,AG)
of the homomorphism DnPn . We will see that this image is contained in the
group Ln(G,A
G) of all AG-valued n-morphism G (according to Lemma 1.16(a),
Ln(G,A
G) ⊆ Cn(G,AG)). To prove this, we will introduce the coboundary oper-
ators δn : Cn(G,A) → Cn+1(G,A) (related to the trivial left G-action in A) and
study their relation to the iterated difference operators Dn.
Definition 1.18. Let us consider A as a trivial left G-module and define the
coboundary operator
δn : Cn(G,A)→ Cn+1(G,A)
by the standard formula
[δnc] (g1, . . . ,gn+1) = c(g2, . . . , gn+1)− c(g1g2, g3, . . . , gn+1) + c(g1, g2g3, . . . , gn+1)
+ . . .+ (−1)nc(g1, . . . , gn−1, gngn+1) + (−1)
n+1c(g1, . . . , gn) .
Notice that δ0 = 0 since we use the trivial left G-action in A; indeed, C0(G,A) = A
and for any a ∈ A and g ∈ G we have (δ0a)(g) = ga− a = a− a = 0.
Lemma 1.19. Any n-morphism is a n-cocycle.
Proof. According to Lemma 1.16(a), any n-morphism c is a n-cochain. A straight-
forward calculation shows that δnc(g1, ..., gn+1) = 0 for all g1, ..., gn+1. 
In the following two lemmas, we establish some simple algebraic properties of
the operators δ, d, and D. We omit a simple computation that proves the first
lemma.
Lemma 1.20. Let n ∈ N and c ∈ Cn(G,A). For each h ∈ G, we define the
(n− 1)-cochain ch by
ch(h1, ..., hn−1) := c(h, h1, ..., hn−1) .
Then for every h, g1, ..., gn ∈ G, we have
[δnc] (h, g1, ..., gn) = c(g1, g2, . . . , gn)− c(hg1, g2, . . . , gn)
+ c(h, g2, . . . , gn)− [δ
n−1ch](g1, . . . , gn) .
Lemma 1.21. For any n ≥ 1 we have:
δndn−1 = dnδ
n−1 + (−1)ndndn−1 ,(1.20)
δnDn = dnδ
n−1Dn−1 + (−1)nDn+1 ,(1.21)
δnDn =
{
−Dn+1 for n odd ,
0 for n even .
(1.22)
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Proof. Let c ∈ Cn−1(G,A) and g1, ..., gn+1 ∈ G. Put c
′ := dn−1c. Then we have:
(δndn−1c)(g1, ..., gn+1) = (δ
nc′)(g1, ..., gn+1)
= c′(g2, ..., gn+1)− c
′(g1g2, g3, ..., gn+1)
+ c′(g1, g2g3, g4, ..., gn+1) + ...+ (−1)
n−1c′(g1, ..., gn−1gn, gn+1)
+ (−1)nc′(g1, ..., gn−1, gngn+1) + (−1)
n+1c′(g1, ..., gn−1, gn)
= (dn−1c)(g2, ..., gn+1)− (dn−1c)(g1g2, g3, ..., gn+1)
+ (dn−1c)(g1, g2g3, g4, ..., gn+1) + ...+ (−1)
n−1(dn−1c)(g1, ..., gn−1gn, gn+1)
+ (−1)n(dn−1c)(g1, ..., gn−1, gngn+1) + (−1)
n+1(dn−1c)(g1, ..., gn−1, gn)
= [cgn+1(g2, ..., gn)− c(g2, ..., gn)]− [c
gn+1(g1g2, g3, ..., gn)− c(g1g2, g3, ..., gn)]
+ [cgn+1(g1, g2g3, g4, ..., gn)− c(g1, g2g3, g4, ..., gn)]
+ ...+ (−1)n−1[cgn+1(g1, ..., gn−2, gn−1gn)− c(g1, ..., gn−2, gn−1gn)]
+ (−1)n[cgngn+1(g1, ..., gn−1)− c(g1, ..., gn−1)]
+ (−1)n+1[cgn(g1, ..., gn−1)− c(g1, ..., gn−1)]
Adding the zero sum (−1)ncgn+1(g1, ..., gn−1)−(−1)
ncgn+1(g1, ..., gn−1) to the right
hand side of the above equality and rearranging the obtained expression to see that
(δndn−1c)(g1, ..., gn+1)
= [c(g2, ..., gn)− c(g1g2, ..., gn) + c(g1, g2g3, ..., gn)
+ ...+ (−1)n−1c(g1, ..., gn−1gn) + (−1)
nc(g1, ..., gn−1)]
gn+1
− [c(g2, ..., gn)− c(g1g2, ..., gn) + c(g1, g2g3, ..., gn)
+ ...+ (−1)n−1c(g1, ..., gn−1gn) + (−1)
nc(g1, ..., gn−1)]
+ (−1)n[cgngn+1(g1, ..., gn−1)− c
gn+1(g1, ..., gn−1)
− cgn(g1, ..., gn−1) + c(g1, ..., gn−1)]
= [(δn−1c)(g1, ..., gn)]
gn+1 − (δn−1c)(g1, ..., gn)
+ (−1)n{[(dn−1c)(g1, ..., gn)]
gn+1 − (dn−1c)(g1, ..., gn)}
= [dn(δ
n−1c)](g1, ..., gn+1) + (−1)
n[dn(dn−1c)](g1, ..., gn+1)
= [(dnδ
n−1 + (−1)ndndn−1)c](g1, ..., gn+1) ,
which proves (1.20). Furthermore, by (1.3) and (1.20), we have
δnDn = δndn−1dn−2 · · · d0 = (δ
ndn−1) dn−2 · · · d0
= (dnδ
n−1 + (−1)ndndn−1) dn−2 · · · d0
= dnδ
n−1dn−2 · · · d0 + (−1)
ndndn−1dn−2 · · · d0
= dnδ
n−1Dn−1 + (−1)nDn+1 ;
this proves (1.21). Finally, to prove (1.22), we use (1.21) and induction in n. Since
δ0 = 0, we have δ0D0 = 0. Assume that for some m ∈ N, relation (1.22) is already
proven for all n ≤ m− 1. If m is odd then m− 1 is even and
δmDm = dmδ
m−1Dm−1 + (−1)mDm+1 = −Dm+1 .
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If m is even then m− 1 is odd and
δmDm = dmδ
m−1Dm−1 + (−1)mDm+1
= dm(−D
m) +Dm+1 = −Dm+1 +Dm+1 = 0.
This competes the proof of the lemma. 
Corollary 1.22. Let n ∈ Z+ and a ∈ Pn(G,A). Then D
na is a n-cocycle of
G with values in AG.
Proof. By Lemma 1.17, Dna ∈ Cn(G,AG). Thus, we only need to check that
δnDna = 0. By (1.22),
δnDn =
{
−Dn+1 for n odd ,
0 for n even ;
this implies δnDna = 0 since Dn+1a = 0. 
1.6. Iterated difference operators and polymorphisms. Here we estab-
lish that polynomial-like elements are closely related to polymorphisms. This con-
nection provides us with an appropriate tool for the proving that the spaces of
polynomial-like elements are of finite dimension, i.e., the Main Theorem.
Notation 1.23. Let LSn(G,A
G) denote the subgroup of the group Ln(G,A
G)
consisting of all symmetric AG-valued n-morphisms of G. In more details, a n-
morphism
L : G× · · · ×G︸ ︷︷ ︸
n
→ AG
belongs to LSn(G,A
G) whenewer L(gj1 , ..., gjn) = L(g1, ..., gn) for any g1, ..., gn ∈ G
and any permutation (j1, ..., jn) of the indices 1, ..., n. ©
Suppose a ∈ P0(G,A), that is, a ∈ A and [D
1a](g) = ag − a = 0 for all all g ∈ G.
This shows that the element a is in AG and hence its image D0a = a belongs to
AG = L0(G,A
G) (see Definition 1.14).
Suppose now that a ∈ P1(G,A). Then, according to Corollary 1.22, D
1a is a
1-cocycle of G with values in AG. Hence
D1a : G→ AG and δ1(D1a) = 0 , that is,
[D1a](g2)− [D
1a](g1g2) + [D
1a](g1) = 0 for all g1, g2 ∈ G ,
which shows that the mapping D1a : G→ AG is a group homomorphism whenever
a ∈ P1(G,A).
Combining this simple observation with Lemma 1.5, we come to the following prop-
erty:
Proposition 1.24. Let n ∈ Z+ and a ∈ Pn(G,A). Then D
na ∈ LSn(G,A
G),
that is, Dna is a symmetric AG-valued n-morphism of G.
Proof. The symmetry of Dna and the inclusion [Dna](g1, ..., gn) ∈ A
G for any
a ∈ Pn(G,A) and all g1, ..., gn ∈ G have been established in Lemmas 1.5 and 1.17.
Thus, we only need to prove that Dna is a polymorphism.
The proof is by induction in n. The cases n = 0, 1 have been already handled
above. Suppose that m ≥ 2 and the statement is already proven for n = m− 1. To
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complete the proof, we need to show that Dma ∈ Lm(G,A
G) wheneverDm+1a = 0.
Define cochains c ∈ Cm(G,AG) and ch ∈ C
m−1(G,AG) (h ∈ G) by
(1.23)
c(g1, ..., gm) = [D
ma](g1, g2, ..., gm) and
ch(g2, ..., gm) = c(h, g2, ..., gm) = [D
ma](h, g2, ..., gm) .
We start with the following claim:
Claim 1. For any h ∈ G, the (m− 1)-cochain ch,
ch : G× · · · ×G︸ ︷︷ ︸
m−1
∋ (g2, ..., gm) 7→ ch(g2, ..., gm) = [D
ma](h, g2, ..., gm) ∈ A
G ,
is an AG-valued (m− 1)-homomorphism.
To justify this claim, we apply Lemma 1.6 to the (m + 1)-cochain Dm+1a. By
taking into account that Dm+1a = 0, for any h1, ..., hm ∈ G, we obtain
[Dm(ah − a)](h1, ..., hm) = [D
m(ah)](h1, ..., hm)− [D
ma](h1, ..., hm)
= [Dm+1a](h, h1, ..., hm) = 0 .
The latter relation means that the element bh
def
== ah−a is a polynomial-like element
in A of order at most m − 1. Hence, by the induction hypothesis, Dm−1bh ∈
Lm−1(G,A
G). Using Lemma 1.6 again, we obtain that for any g2, ..., gm ∈ G
ch(g2, ..., gm) = [D
ma](h, g2, ..., gm) = [D
m−1(ah)](g2, ..., gm)− [D
m−1a](g2, ..., gm)
= [Dm−1(ah − a)](g2, ..., gm) = [D
m−1bh](g2, ..., gm) .
Thereby, ch = D
m−1bh ∈ Lm−1(G,A
G), which proves Claim 1.
In view of Claim 1, the following statement is an immediate consequence of Lemma
1.19:
Claim 2. For any h ∈ G, the (m− 1)-cochain ch ∈ Lm−1(G,A
G) defined in (1.23)
is a (m− 1)-cocycle, that is, [δm−1ch](g1, ..., gm) = 0 for every g1, ..., gm ∈ G.
Claim 3. For any g2, ..., gm ∈ G the mapping
(1.24) Fg2,...,gm : G ∋ g 7→ [D
ma](g, g2, ..., gm) ∈ A
G
is a group homomorphism.
To justify Claim 3, we apply Lemma 1.20 (with n = m + 1) to the m-cochain
c = Dma and (m− 1)-cochain ch defined in (1.23). This gives the relation
(1.25)
[δmDma](h, g1, ..., gm) = [δ
mc](h, g1, ..., gm)
= c(g1, g2, . . . , gm)− c(hg1, g2, . . . , gm)
+ c(h, g2, . . . , gm)− [δ
m−1ch](g1, . . . , gm)
= [Dma](g1, g2, . . . , gm)− [D
ma](hg1, g2, . . . , gm)
+ [Dma](h, g2, . . . , gm)− [δ
m−1ch](g1, . . . , gm) .
Since Dma is a m-cocycle (Corollary 1.22) and ch is a (m − 1)-cocycle (Claim 2),
relation (1.25) takes the form
[Dma](hg1, g2, . . . , gm) = [D
ma](h, g2, . . . , gm) + [D
ma](g1, g2, . . . , gm) ,
which proves (1.24).
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Combining Claim 1 with Claim 3, we complete the induction step, which proves
Proposition 1.24. 
Remark 1.25. In fact, the above proof of Proposition 1.24 can be simplified:
whenever Claim 1 is proven, one may use the symmetry of Dna (Lemma 1.5) to
conclude that for any n ≥ 2, the mapping Dna : G× · · · ×G︸ ︷︷ ︸
n
→ AG is a group
polymorphism. ©
Main Theorem . (a) Dn(Pn(G,A)) ⊆ L
S
n(G,A
G) for every n ∈ N. That
is, the image Dn(Pn(G,A)) of the subgroup Pn(G,A) ⊆ A of all polynomial-like
elements of order at most n under the homomorphism Dn : Pn(G,A) → C
n(G,A)
is contained in the subgroup LSn(G,A
G) ⊆ Cn(G,A) consisting of all symmetric
AG-valued n-morphisms of the group G.
(b) Exact sequence (1.18) and embedding (1.19) may be written in the form
(1.26) 0 −−−−→ Pn−1(G,A) −−−−→ Pn(G,A)
Dn
Pn−−−−→ LSn(G,A
G)
and
in : [Pn(G,A)/Pn−1(G,A)] →֒ L
S
n(G,A
G) .
(c) Suppose that F is a field of characteristic 0, G is a group, and A is a F -vector
space endowed with a linear right G-action. If the group G˜ = G/[G,G] is finitely
generated and dimF A
G <∞ then
dimF Pn(G,A) <∞ for every n ∈ Z+ .
Proof. (a) is proven in Proposition 1.24. (b) follows from (a) and Lemma 1.17.
To proof (c), we use induction in n, statement (b), and Lemma 1.16(d). Indeed,
by assumption, the space P0(G,A) = A
G is of finite dimension. Suppose that we
already have that dimF Pn−1(G,A) < ∞. By Lemma 1.16(d), we also have that
dimF L
S
n(G,A
G) ≤ dimF Ln(G,A
G) <∞. Therefore, the induction hypothesis and
the exact sequence (1.26) would imply that dimF Pn(G,A) <∞. 
We immediately obtain the following estimate:
Proposition 1.26. Under the same assumption of part (c) of Main Theorem,
the following estimate holds:
dimF Pn(G,A) ≤ s ·
(
n+ r
r
)
,
where s = dimF A
G and r is the rank of the abelian group G˜.
Proof. We prove it by induction in n. The estimate is obviously true for n = 0. So
we assume that n ≥ 1 and the estimate holds for n− 1, i.e.,
(1.27) dimF Pn−1(G,A) ≤ s ·
(
n+ r − 1
r
)
.
According to the proof of Main Theorem, we have
dimF Pn(G,A) = dimF Pn(G,A)/Pn−1(G,A) + dimF Pn−1(G,A)
≤ dimF L
S
n(G,A
G) + dimF Pn−1(G,A).
(1.28)
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Using Lemma 1.16(d), we have
dimF L
S
n(G,A
G) = dimF L
S
n(Z
r , AG).
Moreover, we recall from the proof of Lemma 1.16(d) that the polymorphisms
{ℓiI}1≤i≤s,I∈I constitute a vector basis for Ln(Z
r, AG), where I is the family of
all finite ordered sets I consisting of n natural numbers in {1, . . . , r}. For any
I = (i1, . . . , in) ∈ I, we define γ(I) := (γ1(I), . . . , γr(I)), where for each 1 ≤ k ≤ r,
the notation γk(I) is the number of indices j ∈ {1, . . . , n} such that ij = k. If
I, J ∈ I and γ(I) = γ(J), we say that I and J belong to the same class. Consider
any L ∈ LSn(Z
r, AG) and write it as follows
L =
s∑
i=1
∑
I∈I
aiIℓ
i
I .
Due to the symmetry of L, whenever I, J are in the same class, we must have
aiI = a
i
J for any i ∈ {1, . . . , s}. Thus, to determine L completely, one just needs to
know the coefficients aiI for only one representative I in each class. By definition,
the cardinality of these classes is equal to the number of the r-tuples consisting of
r nonnegative intergers (γ1, . . . , γr) satisfying γ1 + . . . γr = n. Therefore, we have
(1.29) dimF L
S
n(G,A
G) = (dimF A
G) ·
(
n+ r − 1
r − 1
)
,
for any n ∈ Z+. Using (1.27), (1.28), (1.29), we finish the proof. 
2. Polynomial-like elements in a ring
Suppose that a group G acts from the right hand side in a ring A in such a way
that for any g ∈ G the mapping A ∋ a 7→ ag ∈ A is a ring automorphism. Under
this assumption, we prove now some additional properties of the iterated difference
operators and the set P(G,A) of all polynomial-like elements in A.
Proposition 2.1. (a) Leibniz-type formula: For any a, b ∈ A and g ∈ G,
(2.1) [D1(ab)](g) = ag · {[D1b](g)}+ {[D1a](g)} · b .
(b) Let m,n ∈ Z+ and m+ n ≥ 1. Then
(2.2) Dm+n−1(ab) = 0 whenever a, b ∈ A and Dma = Dnb = 0 ,
Equivalently, ab ∈ Pm+n−1(G,A) whenever a ∈ Pm(G,A) and b ∈ Pn(G,A). In
particular, the set P(G,A) of all polynomial-like elements in A is a subring of the
ring A.
(c) Each operator Dn : A→ Cn(G,A), n ∈ N, is AG-linear, i.e., whenever a ∈ A is
a G-invariant element, we have that Dn(ab) = aDnb for all b ∈ A.
Proof. (a) (2.1) is straightforward:[
D1(ab)
]
(g) = (ab)g − ab = agbg − ab = ag · (bg − b) + (ag − a) · b
= ag · {[D1b](g)}+ {[D1a](g)} · b .
(b) The proof is by induction in N = m + n. Since D0 = idA, statement (2.2) is
trivial whenever one of the numbers m,n is 0; hence (2.2) is true for N = 1 and,
from now on, we may assume m,n ∈ N. Suppose that for some N ≥ 1, statement
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(2.2) is true for allm,n ∈ N withm+n = N . Take anym,n ∈ N withm+n = N+1
and assume Dma = Dnb = 0. By Lemma 1.6,
[Dm−1(ag1 − a)](g2, ..., gm) = [D
m−1(ag1)](g2, ..., gm)− [D
m−1a](g2, ..., gm)
= [Dma](g1, ..., gm) = 0 ,
that is,
(2.3) Dm−1(ag1 − a) = 0 for any g1 ∈ G .
Hence, taking into account the assumption Dnb = 0 and the induction hypothesis,
we obtain
(2.4) Dm+n−2[(ag1 − a)b] = 0 .
Similarly, the assumption Dnb = 0 implies
(2.5) Dn−1(bg1 − b) = 0 for any g1 ∈ G .
combining this with the assumption Dma = 0 and the induction hypothesis, we get
(2.6) Dm+n−2[a(bg1 − b)] = 0 .
Summing up relations (2.4) and (2.6) we see thatDm+n−2[(ag1−a)b+a(bg1−b)] = 0,
that is,
(2.7) Dm+n−2(ag1b+ abg1 − 2ab) = 0 .
Relation (2.3) certainly implies that Dm(ag1 − a) = 0; in view of (2.5) and the
induction hypothesis, this shows that
Dm+n−2[(ag1 − a)(bg1 − b)] = 0 .
Thus,
(2.8) Dm+n−2(ag1bg1 − abg1 − ag1b+ ab) = 0 .
Summing up (2.7) and (2.8), we get
(2.9) Dm+n−2(ag1bg1 − ab) = 0 .
Finally, we apply Lemma 1.6 to the element Dm+n−1(ab) and take into account
(2.9) to see that for every g1, g2, ..., gm+n−1 ∈ G, we have
[Dm+n−1(ab)](g1, g2, ..., gm+n−1)
= {Dm+n−2[(ab)g1 ]}(g2, ..., gm+n−1)− [D
m+n−2(ab)](g2, ..., gm+n−1)
= [Dm+n−2(ag1bg1 − ab)](g2, ..., gm+n−1) = 0 .
Therefore, Dm+n−1(ab) = 0, which completes the induction step and proves (b).
(c) This follows immediately from Lemma 1.3 and the fact that for any g1, . . . , gn ∈
G and 1 ≤ i1 < . . . < is ≤ n, one has
(ab)pii1,...,is (g1,...,gn) = abpii1,...,is (g1,...,gn).

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3. Polynomial-like elements related to lattices
In this section, we now present an application of the Main Theorem to a con-
crete but important case: G is a lattice which acts naturally 4 on an Euclidean
space whose dimension is the same as the rank of the abelian group G. In this
case, A is a G-invariant subalgebra of the algebra of continuous functions defined
on the Euclidean space (see Example 1.8). We will first prove that polynomial-like
elements of order n are exactly polynomials of the same order with G-periodic coef-
ficients. As a consequence, we obtain Corollary 3.3 which states roughly that given
a periodic elliptic operator D, all of the dimensions of the spaces of polynomial-like
solutions of D of order n (n ∈ Z+) are finite provided that there are only finitely
many linealy independent periodic solutions. Notice that the same results should
hold for the case of periodic elliptic operators on co-compact abelian coverings;
however, for simplicity, here we focus first on the Euclidean case and then consider
briefly the covering case.
3.1. Polynomials with periodic coefficients. Let G ∼= Zr be a lattice of
rank r in Rr. This lattice acts naturally in the space C(Rr) of all (real or complex)
continuous functions on Rr; namely 5,
(3.1)
C(Rr) ∋f 7→ fg → C(Rr) ,
where fg(x) = f(Tgx) = f(x+ g) , x ∈ R
r , g ∈ G .
Actually, all mappings (3.1) are automorphisms of the algebra C(Rr). Denote by
CG the subalgebra of C(Rr) consisting of all G-invariant (or, which is the same,
G-periodic) functions f ∈ C(Rr). For n ∈ Z+, set
PG = CG[x1, ..., xr] ,
PGn = C
G
n [x1, ..., xr] = {p ∈ C
G[x1, ..., xr ] | deg p ≤ n} ;
here x1, ..., xr are the standard coordinates in R
r. In other words, PG is the algebra
(over C or R) of all polynomials in the coordinates x1, ..., xr with continuous G-
periodic coefficients; PGn is the vector subspace of P
G
n consisting of all polynomials
in x1, ..., xr of degree at most n with continuous G-periodic coefficients. By misuse
of language, we call elements in PG as G-periodic polynomials (or more specifically,
G-periodic polynomials of degree at most n for elements in PGn ). A G-periodic
polynomial of the form Qn = f(x) · xi1 · · ·xin (1 ≤ i1, ..., in ≤ r) with G-periodic
coefficient f 6= 0 is said to be G-periodic monomial of degree n; such a monomial
may also be written in the form Qn = f(x) · x
j1
1 · · ·x
jr
r , where j1, ..., jr ∈ Z+ and
j1 + ... + jr = n. Any G-periodic polynomial of degree at most n is a sum of G-
periodic monomials of degree at most n; such a representation is unique (up to an
order of summands). Clearly, all PGn are G-invariant subspaces of C(R
r), and PG
itself is a G-invariant subalgebra of C(Rr).
The G-action in C(Rr) gives rise to iterated difference operators
Dn : C(Rr)→ Cn(G,C(Rr))
4I.e., the action is isometric, free, properly discontinuous, and co-compact.
5If we wish, this action may be regarded as a right one; this is of no importance since G is
commutative.
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(see (1.2) and (1.3)). As in Section 1, we define the subspaces Pn(G,C(R
r)) ⊆
C(Rr) of polynomial-like elements in C(Rr) of order at most n by
Pn(G,C(R
r)) = kerDn+1
(see Definition 1.7).
Lemma 3.1. (a) Dn+1Qm = 0 for any G-periodic monomial of degree m ≤ n.
(b) Let Qn = xi1 · · ·xin = x
j1
1 · · ·x
jr
r , where 1 ≤ i1, ..., in ≤ r, j1, ..., jr ∈ Z+,
j1 + ...+ jr = n, and each coordinate xk (k = 1, ..., r) enters the product xi1 · · ·xin
precisely jk times. Let g1, ..., gn ∈ G and
gi = (gi,1, ..., gi,r) =
r∑
k=1
gi,kek (1 ≤ i ≤ n) ,
where {e1, ..., er} is the standard basis in R
r. Then
(3.2)
[DnQn](g1, ..., gn) =
∑
σ∈S(n)
g1,is1 g2,is2 · · · gn,isn
= j1! · · · jr! ·
∑
κ
g1,k1g2,k2 · · · gn,kn ;
here σ = (s1, ..., sn) ∈ S(n) in the first sum runs over all the permutations of
the indices 1, ..., n, whereas κ = (k1, ..., kn) in the second sum runs over all finite
sequences of length n containing each of the indices k ∈ {1, ..., r} precisely jk times.
Proof. (a) The proof is by induction in n. If f is a G-periodic function then fg = f
for all g ∈ G, that is,
(3.3) D1f = 0 for any G-periodic f .
For each coordinate function φi(x) = xi (1 ≤ i ≤ r) and any g = (g1, ..., gr) ∈ G,
we have
φgi (x) = φi(x+ g) = xi + gi and {[D
1φi](g)}(x) = φi(x+ g)− φi(x) = gi.
Since the right hand side gi of the latter relation does not depend on x, it is G-
invariant and, therefore,
{[D2φi](g
′, g′′)} = {[D1φi](g
′)}g
′′
− {[D1φi](g
′)} = 0 ,
which means that D2φi = 0. Due to Proposition 2.1, this implies that
(3.4) D2(aφi) = 0 for all i = 1, ..., r whenever a ∈ C(R
r)G .
Relations (3.3), (3.4) provide us with a base of induction.
Suppose that statement (a) is already proven for some n ≥ 1. Let Qm = f(x) ·
xi1 · · ·xim be a G-periodic monomial of degree m ≤ n + 1. If m ≤ n then, by the
induction hypothesis, Dn+1Qm = 0, which certainly implies D
n+2Qm = 0. On
the other hand, if m = n + 1, we may represent the monomial Qn+1 = Qm as a
product Qn+1 = Qn · xin+1 , where Qn is a G-periodic monomial of degree n. By
the induction hypothesis and (3.4), we have
Dn+1Qn = 0 and D
2xin+1 = D
2φin+1 = 0 .
Using this and Proposition 2.1(b) (with the pair (n + 1, 2) instead of (m,n)), we
obtain
Dn+2(Qn+1) = D
(n+1)+2−1(Qn · xin+1) = 0 ,
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which concludes the induction step and proves (a).
(b) The proof of the first equality in (3.2) is by induction on n (the coincidence of
the two sums in (3.2) under the condition xi1 · · ·xin = x
j1
1 · · ·x
jr
r is an elementary
combinatorial fact; we skip its proof).
First, if n = 1 we have Q1 = xi for some i ∈ {1, ..., r}, and hence [D
1Q1](g1) =
(xi+g1,i)−xi = g1,i. On the other hand, it is easily seen that the first sum in (3.2)
is equal to g1,i whenever n = 1, ji = 1, and jk = 0 for k 6= i. This proves formula
(3.2) for n = 1.
Suppose that for some n ≥ 2, the formula (3.2) is already proven for all m ≤
n − 1. Let us show that then (3.2) holds true for m = n. Take a monomial
Qn = xi1 · · ·xin (1 ≤ i1, ..., in ≤ r) and write it in the form Qn = xi1 ·Qn−1, where
Qn−1 = xi2 · · ·xin . By Lemma 1.6, we have
(3.5)
[DnQn](g1, g2, ..., gn) = [D
n−1(Qg1n )](g2, ..., gn)− [D
n−1Qn](g2, ..., gn)
= {Dn−1
(
[D1Qn](g1)
)
}(g2, ..., gn)
= {Dn−1
(
[D1(xi1 ·Qn−1)](g1)
)
}(g2, ..., gn) .
By the Leibniz-type formula (Proposition 2.1(a)),
[D1(xi1 ·Qn−1)](g1) = (x
g1
i1
) · [D1Qn−1](g1) + {[D
1xi1 ](g1)} ·Qn−1
= (xi1 + g1,i1) · [D
1Qn−1](g1) + g1,i1 ·Qn−1
= (xi1 + g1,i1) · [(xi2 + g1,i2) · · · (xin + g1,in)− xi2 · · ·xin ] + g1,i1 · xi2 · · ·xin ,
which shows that
(3.6)
[D1(xi1 ·Qn−1)](g1) = xi1 ·
n∑
s=2
g1,is · xi2 · · · x̂is · · ·xin + g1,i1 · xi2 · · ·xin
+ Pn−2(x1, ..., xr; g1)
=
n∑
s=1
g1,is · xi1 · · · x̂is · · ·xin + Pn−2(x1, ..., xr ; g1) ,
where Pn−2(x1, ..., xr) is a polynomial in x1, ..., xr of degree at most n − 2 (with
constant coefficiens depending on the element g1 ∈ G). It follows from statement
(a) that Dn−1Pn−2 = 0; therefore, formulae (3.5) and (3.6) imply
(3.7)
[DnQn](g1, g2, ..., gn) =
[
Dn−1
n∑
s=1
g1,is · xi1 · · · x̂is · · ·xin
]
(g2, ..., gn)
=
n∑
s=1
g1,is ·
[
Dn−1
(
xi1 · · · x̂is · · ·xin
)]
(g2, ..., gn) .
By the induction hypothesis,
(3.8)
[
Dn−1
(
xi1 · · · x̂is · · ·xin
)]
(g2, ..., gn) =
∑
σs
g2,i
σs(2)
· · · gn,i
σs(n)
,
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where σs runs over all one-to-one mappings {2, ..., n} → {1, ..., ŝ, ..., n}. It follows
from (3.7) and (3.8) that
[DnQn](g1, g2, ..., gn) =
n∑
s=1
g1,is ·
[
Dn−1
(
xi1 · · · x̂is · · ·xin
)]
(g2, ..., gn)
=
n∑
s=1
g1,is ·
∑
σs
g2,i
σs(2)
· · · gn,i
σs(n)
=
∑
σ∈S(n)
g1,is1 g2,is2 · · · gn,isn ,
which concludes the induction step and proves Lemma. 
Proposition 3.2. Let a lattice G ⊂ Rr of rank r act naturally in C(Rr). A
function p ∈ C(Rr) is a G-periodic polynomial of degree at most n if and only if
Dn+1p = 0. In other words,
PGn = Pn(G,C(R
r))
def
== ker
[
Dn+1 : C(Rr)→ Cn+1(G,C(Rr))
]
.
Proof. Since all the iterated difference operators are linear, the inclusion PGn ⊆
kerDn+1 follows immediately from Lemma 3.1(a).
The proof of the opposite inclusion kerDn+1 ⊆ PGn is by induction in n. Let p ∈
C(Rr) and D1p = 0; that is, p(x+g) = p(x) for all x ∈ Rr and g ∈ G, which means
that p is a G-periodic polynomial of degree 0. This gives us the base of induction.
Suppose that the inclusion kerDn ⊆ PGn−1 is already proven for some n ≥ 1. Let
p ∈ C(Rr) and Dn+1p = 0. By part (a) of Main Theorem, Dnp is a symmetric n-
polymorphism on G with values in CG(Rr). Hence, Dnp may be recovered from its
values (Dnp)(ei1 , ..., ein), where e1, ..., er is a free basis of G and (i1, ..., in) runs over
{1, ..., r}n. For every ν = (ν1, ..., νr) ∈ Z
r
+ with |ν| = ν1 + ...+ νr = n, we denote
by Iν the set of all i = (i1, ..., in) ∈ {1, ..., r}
n such that the number of appearences
of each j ∈ {1, ..., r} in the sequence i = (i1, ..., in) is precisely νj . Since D
np is
symmetric, the value (Dnp)(ei1 , ..., ein) depends only on ν = (ν1, ..., νr) ∈ Z
r
+ and
does not depend on a choice of a sequence i = (i1, ..., in) ∈ Iν . Thus, we may define
aν
def
==
1
ν!
· (Dnp)(ei1 , ..., ein) ,
where (i1, ..., in) is an arbitrary element of Iν . Clearly aν is a continuousG-invariant
function on Rr. Let
(3.9) p′ = p−
∑
ν: |ν|=n
aν(x)x
ν1
1 · · ·x
νr
r .
Certainly Dn+1p′ = 0. Moreover, (Dnp′)(ei1 , ..., ein) = 0 for all (i1, ..., in) ∈
{1, ..., r}n due to Lemma 3.1(b). By part (a) of Main Theorem, this implies that
Dnp′ = 0. The induction hypothesis implies that p′ is a G-periodic polynomial of
degree at most n− 1. According to (3.9), p is a G-periodic polynomial of degree at
most n, which completes the proof. 
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3.2. G-periodic polynomials in G-invariant subspaces. Let A be a G-
invariant vector subspace of C(Rr). Set AG = A ∩ CG and PGn (A) = A ∩ P
G
n . In
other words, AΓ consists of all G-invariant continuous functions that belong to A,
and PGn (A) consists of all G-periodic polynomials of degree at most n that belong
to A. Clearly, AG and PGn (A) are vector spaces.
Theorem 3.3. Suppose that the space AG is of finite dimension. Then every
PGn (A) is of finite dimension as well.
Proof. By the above definition and Proposition 3.2, we have
(3.10) PGn (A) = A ∩ P
G
n = A ∩ Pn(G,C(R
r)) .
On the other hand, it is clear that
(3.11)
A ∩ Pn(G,C(R
r)) = A ∩ ker {Dn+1 : C(Rr)→ Cn+1(G,C(Rr))}
= ker {Dn+1
∣∣
A
: A→ Cn+1(G,C(Rr))}
= ker {Dn+1
∣∣
A
: A→ Cn+1(G,A)} = Pn(G,A) .
Combining (3.10) and (3.11), we see that
(3.12) PGn (A) = Pn(G,A) .
The lattice G is finitely generated and, by our assumption, dimAG < ∞. Hence,
by Main Theorem, dimPn(G,A) <∞, and (3.12) implies dimP
G
n (A) <∞. 
Remark 3.4. Any G-periodic polynomial a ∈ A is a sum of monomials with
G-invariant coefficients. In the case we know that the coefficients of all these mono-
mials are in A (and thereby, actually, in AG), we could prove that dimPGn (A) <∞
without referring to Main Theorem.
Indeed, let us denote by Pn the vector space of all polynomials in x1, ..., xr of degree
at most n with constant coefficients. The tensor product Tn = A
G⊗Pn of the finite
dimensional vector spaces AG and Pn is of finite dimension. In fact, Tn may be
represented as the space of all functions F (y, x) on the direct product Rry × R
r
x of
the form ∑
j1+...+jr≤n
fj1,...,jr(y1, ..., yr)x
j1
1 . . . x
jr
r
with coefficients fj1,...,jr ∈ A
G. Any G-polynomial a ∈ PGn (A) with coefficients
in AG may be considered as the restriction of a certain function F ∈ Tn to the
diagonal ∆ = {x = y} of Rry × R
r
x. Since Tn is of finite dimension, P
G
n (A) is such
as well.
However, the coefficients of a G-periodic polynomial a ∈ PGn (A) may not be in A
G,
and the above “proof” does not apply in this situation. ©
As above, let G be a full rank lattice in Rr and D be a linear partial differential
operator in Rr with continuous G-periodic coefficients. Let S = SD denote the
space of all classical global solutions u of the equation Du = 0. Clearly, S is a
G-invariant vector subspace of C(Rr). Denote by PGn (S) the space of all solutions
p ∈ S that are G-polynomials of degree at most n:
PGn (S) =
{
p =
∑
j1+...+jr≤n
fj1,...,jr(x1, ...,xr)x
j1
1 . . . x
jr
r |
all fj1,...,jr are G-periodic , Dp = 0
}
.
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The following result follows immediately from Theorem 3.3:
Corollary 3.5. Suppose that the space SG of all G-periodic solutions of the
equation Du = 0 is of finite dimension. Then dimPGn (S) <∞ for every n ∈ Z+.
Notice that no additional restrictions to the linear partial differential operator D
are required. One has just to assume that the coefficients of D (real or complex) are
continuous and G-periodic, and the space SG of all classical G-periodic solutions
of the equation Du = 0 is of finite dimension. Furthermore, the continuity of the
coefficients of D does not seem necessary. In this case, one can define and then
obtain analogous results for certain classes of “generalized G-periodic polynomial”
solutions. However, for general linear partial differential operators D, the apriori
Liouville-type assumption dimSG < ∞ cannot be omitted, unless D satisfies an
appropriate maximum principle.
Example 3.6. Let D be an elliptic operator of second-order with real coeffi-
cients acting on functions u ∈ C2(Rr):
D = −
r∑
i,j=1
aij(x)∂i∂j +
r∑
i=1
bi(x)∂i + c(x).
Here the coefficients aij , bi, c are real, locally Ho¨lder continuous, Z
r-periodic func-
tions. The matrix A(x) := (aij(x)) is positive definite. Also, we assume that the
zeroth-order coefficient c(x) = D(1) is non-negative for each x ∈ Rr, where 1 is
the constant function with value 1. Then D satisfies the strong maximum principle
(see e.g., [11, Lemma 3.6]).
3.3. Polynomial-like solutions of periodic differential operators on
co-compact Riemannian coverings. In this subsection, we provide briefly some
details as in Subsection 3.2 for the case when D is a periodic differential operator
defined on a co-compact Riemannian covering. Let X be a connected Riemannian
manifold equipped with an isometric, free, properly discontinuous and co-compact
right group action of a finitely generated discrete group G (G may be non-abelian)
and let D be a G-periodic elliptic differential operator on X , i.e., D commutes
with the group action of G. We always assume that the principal symbol of D is a
negative-definite quadratic form. To study G-periodic polynomials in this setting,
we define the class of additive functions on the covering X as follows (see more
details in [7,11]):
Definition 3.7. A real continuous function u on X is said to be additive if
there is a homomorphism α : G→ R such that
(3.13) ug(x) = u(x) + α(g), for all (g, x) ∈ G×X,
where ug(x) = u(g · x).
We also denote by A(X) the vector space consisting of all additive functions
on X .
It is known that the vector space A(X)/CG(X) is isomorphic to Hom(G,R)
(see [11, Lemma 2.7]). Clearly, Hom(G,R) = Hom(G˜,R), where G˜ = G/[G,G].
Hence, the dimension of A(X)/CG(X) is equal to the rank r of the finitely gen-
erated abelian group G˜. Let α1, . . . , αr be a vector basis of Hom(G˜,R) ∼= R
r and
h1, . . . , hr be a corresponding basis of A(X) (modulo G-periodic functions) via the
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isomorphism between A(X)/CG(X) and Hom(G˜,R). Notice that when G = Zr
and X = Rr, it is easy to see that hj(x) = φj(x) = xj for any 1 ≤ j ≤ r and x ∈ X ;
thus, we may regard these functions h1, . . . , hr as some analogs of Euclidean coor-
dinate functions on the covering X (see also [1] for the case of co-compact abelian
coverings). By misuse of language, we say that a G-periodic monomial of degree n
is an element Qn if it has the form Qn = f(x) ·h1(x)
j1 . . . hr(x)
jr , where the coeffi-
cient f 6= 0 is G-periodic and j1, . . . , jr ∈ Z+ such that j1+ . . .+ jr = n. As before,
a G-periodic polynomial is a sum of G-periodic monomials and this representation
is unique up to a G-periodic function. Let PG (PGn ) be the algebra of G-periodic
polynomials (of order at most n). Then PG (PGn ) is a G-invariant subalgebra (resp.
subspace) of C(X).
The G-action on X induces the iterated difference operators
Dn : C(X)→ Cn(G,C(X)).
Again, the subspaces Pn(G,C(X)) of C(X) of polynomial-like elements in C(X)
of order at most n is the kernel of the operator Dn+1. Due to (3.13), each term
[D1hi](g)(x) = hi(g ·x)− hi(x) is independent of x (1 ≤ i ≤ r). Using this fact, we
can repeat the proof of Lemma 3.1(a) to see that the same statement should hold,
i.e., Dn+1Q=0 for any G-periodic monomial Q of degree at most n. This means
that
PGn ⊆ Pn(G,C(X)).
Now suppose that A is a G-invariant vector subspace of C(X). We also denote
AG = A ∩CG(X) and PGn (A) = A ∩ P
G
n . Therefore, P
G
n (A) ⊆ A ∩Pn(G,C(X)) =
Pn(G,A) (see the proof of Theorem 3.3). By applying the Main Theorem again,
whenever dimAG <∞, we have dimPGn (A) ≤ dimPn(G,A) <∞ for any n ∈ Z+.
It is worthy mentioning that when G is abelian, all of the results in Subsection
3.1 and Subsection 3.2 still hold. The proofs of these results do not require any
change in this case, so we skip the details.
We finish this subsection by proving the following statement:
Proposition 3.8. Let X be a Riemannian manifold which is a Galois covering
of a compact Riemannian manifold and G be its deck transformation group. Suppose
that the abelianization G˜ of G has rank r and G is of polynomial growth 6. Let
h1, . . . , hr be a basis of the vector space A(X) (modulo G-periodic functions on
X). Let D be a G-periodic, real elliptic operator of second-order on X such that
D(1) ≥ 0. Also, let PGn (SD) be the space of all solutions u of the equation Du = 0
on X such that
u(x) =
∑
j1+...+jr≤n
fj1,...,jr(x)h1(x)
j1 . . . hr(x)
jr ,
where each term fj1,...,jr(x) in the above sum is G-periodic.
Then dimPGn (SD) < ∞ for every n ∈ Z+. Furthermore, for any n ≥ 0, we
have
(i) If D(1) 6= 0, PGn (SD) = {0}.
(ii) If D(1) = 0, the following estimate holds:
dimPGn (SD) ≤
(
n+ r
r
)
.
6Due to the celebrated work of M. Gromov, this is equivalent to the assumption that G is
virtually nilpotent.
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Proof. According to our above discussion, dimPGn (SD) < ∞ for all n ∈
Z+ if and only if dimP
G
0 (SD) < ∞. It is known (see [11, Theorem 6.9]) that
when D(1) = 0, the dimension of the space PG0 (SD) consisting of all G-periodic
(bounded) solutions on X is one. When D(1) 6= 0, [11, Theorem 4.5] yields that
dimPG0 (SD) = 0. In both cases, P
G
0 (SD) has finite dimension. This proves the
first statement. The second statement then follows immediately from the fact that
dimPGn (SD) ≤ dimPn(G,SD) and Proposition 1.26. 
Remark 3.9. Note that in the case D(1) 6= 0, Proposition 3.8 is still valid even
if the growth of G is not polynomial.
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