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Abstract
This paper deals with polynomials orthogonal with respect to a Sobolev type inner
product
hf ; gi ¼
Z p
p
f ðeihÞgðeihÞdlðeihÞ þ fðcÞA ½gðcÞ	H ;
where l is a positive Borel measure supported on ½ p; pÞ, A is a nonsingular matrix and
jcj > 1. We denote fðcÞ ¼ ðf ðcÞ; f 0ðcÞ; . . . ; f ðpÞðcÞÞ and vH the transposed conjugate of
the vector v. We establish the connection of such polynomials with orthogonal poly
nomials on the unit circle with respect to the measure dmðzÞ ¼ jz cj2pþ2 dlðzÞ
ðz ¼ eih; p 2 NÞ. Finally, we deduce the relative asymptotics for both families of or
thogonal polynomials.  2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In the last years the analysis of polynomials orthogonal with respect to a
Sobolev inner product
hf ; gi ¼
Z
E
f ðzÞgðzÞdlðzÞ þ
Xp
i 0
ki
Z
Ei
f ðiÞðzÞgðiÞðzÞdliðzÞ
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has attracted the interest of several people. In fact, the comparison with the
very well-known properties of the standard case ðki ¼ 0Þ when
E ¼ E1 ¼    ¼ Ep is the real line or the unit circle was one of the most im-
portant challenges.
In the first situation, a basic effort was put on the asymptotic behavior of the
new family with respect to the standard one (see [10] as well as [9]). The im-
provement of the relative asymptotics in the most general situation (when in
the nonstandard part appear mixed derivatives) leads to significant results
strongly connected with rational approximation and the estimates of the speed
of convergence.
More recently [1] was started an analog study when p ¼ 1, dl1 is an atomic
measure concentrated in a point c outside the unit circle T, and E ¼ E1 ¼ T.
Later on, in [7] an extension of the above situation is considered when the
nonstandard component is
ðf 0ðc1Þ; f 0ðc2Þ; . . . ; f 0ðckÞÞ A ðg0ðc1Þ; g0ðc2Þ; . . . ; g0ðckÞÞ
 H
;
and jcij > 1; i ¼ 1; 2; . . . ; k:
The aim of our present contribution is to study in a second step the algebraic
properties as well as the asymptotic behavior of orthogonal polynomials when
the inner product is
hf ; gi ¼
Z p
p
f ðeihÞgðeihÞdlðeihÞ
þ f ðcÞ; f 0ðcÞ; . . . ; f ðpÞðcÞ A gðcÞ; g0ðcÞ; . . . ; gðpÞðcÞ  H ð1:1Þ
and A is a nonsingular matrix.
The structure of the paper is the following. In Section 2 we introduce the
basic tools about the measures l to be considered. They belong to the so-called
Nevai Blumenthal class [12] and, in such a case, the asymptotic behavior of the
corresponding orthogonal polynomials is well known. In Section 3 we analyze
a polynomial perturbation of such measures and we prove that they belong to
the Nevai Blumenthal class. Furthermore, we obtain explicit expressions for
the sequences of orthogonal polynomials associated with them as well as their
asymptotic behavior. Section 4 is focussed in the analysis of the behavior of
polynomials orthonormal with respect to (1.1) and their dependence of A. In
particular, we emphasize the case when A is a positive definite matrix. Finally,
in Section 5 we obtain the limit of the ratio of the leading coefficients for both
orthonormal sequences when A is nonsingular, as well as the relative as-
ymptotics for them.
A third step, when several points are considered as well as A is a positive
semidefinite matrix has been very recently obtained in [2]. Notice that, in our
case, the inner product is not Hermitian at all but we can give necessary and
sufficient conditions for the existence of (left) orthogonal polynomials even
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when A is a singular matrix. Even more, our approach is different in terms of
the techniques that we have developed here.
2. Basic tools
We shall denote by N the set of all nonnegative integer numbers. Let P be
the vector space of polynomials with complex coefficients, and Pn the subspace
of the polynomials whose degree is less than or equal to n.
Let l be a probability measure supported on the unit circle
T ¼ fz 2 C: jzj ¼ 1g: Let us define on P the inner product
ðf ; gÞ :¼
Z
jzj 1
f ðzÞgðzÞdlðzÞ; f ; g 2 P:
Then, we have an uniquely determined sequence of orthonormal polynomials
ðunÞn2N
u0ðzÞ ¼ 1; unðzÞ :¼ jnzn þ ðlower degree termsÞ; jn > 0;
ðum; unÞ ¼ dmn; m; n 2 N:
It is well known (see [3,13,14]) that the polynomial sequence ðunÞn2N satisfies
the following recurrence relation
jn unþ1ðzÞ ¼ jnþ1 zunðzÞ þ unþ1ð0ÞunðzÞ; n 2 N;
where unðzÞ ¼ zn unð1=zÞ is the reversed polynomial of unðzÞ, as well as, for
nP 1,
(i) The zeros of the polynomial unðzÞ lie on jzj < 1,
(ii) unð0Þ=jnj j < 1:
The nth kernel polynomial Knðz; yÞ is defined by
Knðz; yÞ :¼
Xn
k 0
ukðzÞukðyÞ; n 2 N; K1ðz; yÞ ¼ 0:
They satisfy the reproducing property
ðf ðzÞ; Knðz; yÞÞ ¼ f ðyÞ; f 2 Pn;
as well as the Christoffel Darboux formula (see [4,6,14])
ð1 y zÞKn1ðz; yÞ ¼ unðzÞunðyÞ  unðzÞunðyÞ; n 2 N: ð2:1Þ
If we define
Kði;jÞn ðz; yÞ :¼
oiþj
oi zoj y
Knðz; yÞ ¼
Xn
k 0
uðiÞk ðzÞuðjÞk ðyÞ;
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then, for all f 2 Pn;
f ðzÞ; Kð0;jÞn ðz; yÞ
  ¼ f ðjÞðyÞ
holds.
On the other hand, we have
Proposition 2.1. Let c 2 C, q 2 N and MðnÞ 2 Cðqþ1; qþ1Þ be the matrix
MðnÞ :¼
Knðc; cÞ Kð1;0Þn ðc; cÞ . . . Kðq;0Þn ðc; cÞ
Kð0;1Þn ðc; cÞ Kð1;1Þn ðc; cÞ . . . Kðq;1Þn ðc; cÞ
..
. ..
. ..
. ..
.
Kð0;qÞn ðc; cÞ Kð1;qÞn ðc; cÞ . . . Kðq;qÞn ðc; cÞ
0
BBB@
1
CCCA:
Then, MðnÞ is positive definite for nP q:
Proof. Obviously, MðnÞ is Hermitian. Let AðnÞ 2 Cðqþ1; nþ1Þ be the matrix
AðnÞ ¼
u0ðcÞ u1ðcÞ . . . unðcÞ
u00ðcÞ u01ðcÞ . . . u0nðcÞ
..
. ..
. ..
. ..
.
uðqÞ0 ðcÞ uðqÞ1 ðcÞ . . . uðqÞn ðcÞ
0
BBB@
1
CCCA
¼
j0            
0 j1         
..
. ..
. ..
. ..
. ..
.
0 0    q!jq   
0
BBB@
1
CCCA:
Because jj > 0, then rank AðnÞ ¼ minfqþ 1; nþ 1g. Furthermore,
MðnÞ ¼ AðnÞ ½AðnÞ	H :
(Throughout the paper, CH denotes the transposed conjugate of the matrix C.)
Then,
xMðnÞxH ¼ ½xAðnÞ	 ½xAðnÞ	H P 0;
for all x 2 Cqþ1; that is to say, MðnÞ is, in general, a positive semidefinite
matrix. For nP q; rankAðnÞ ¼ qþ 1 holds; thus, xMðnÞxH ¼ 0 iff x ¼ 0: 
Remark. The nonsingularity of the matrix MðnÞ ðnP qÞ is essential in the next
sections. This fact can be assured when the sequence of orthogonal polyno-
mials is associated with an inner product, i.e., a positive measure supported on
T: So, MðnÞ is positive definite for nP q.
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Definition. (See [11,12]) Let l be a probability measure supported on T:We say
that l belongs to the Nevai Blumenthal class (in short,N class), if any of the
following equivalent statements hold
(i) limn!1 ðjnþ1=jnÞ ¼ 1,
(ii) limn!1 ðunð0Þ=jnÞ ¼ 0,
(iii) limn!1 ðunþ1ðzÞ=unðzÞÞ ¼ z, uniformly in compact subsets of jzjP 1.
Furthermore, if l 2N, then
lim
n
ð1=unðzÞÞ ¼ 0; limn ðu

nðzÞ=unðzÞÞ ¼ 0; ð2:2Þ
uniformly in compact subsets of jzj > 1 (see [7,8]).
When the limit function is continuous, the uniform convergence in compact
subsets is equivalent to locally uniform convergence. So, we write l.u. for
uniform convergence in compact subsets, because all the limit functions will be
continuous.
Lemma 2.2. Assume that pðzÞ ¼Qnj 1 ðz zjÞ, with jzjj6R, and H an arbitrary
compact subset in jzj > R. Then, there are two positive real numbers d ¼ dðHÞ
and e ¼ eðHÞ such that
0 < d 6 p
0ðzÞ
npðzÞ

6 e;
for z 2 H (see [7]).
Proof. Denote c ¼ minz2H fjzjg; C ¼ maxz2H fjzjg. Then, R < c6C. Since
p0ðzÞ
pðzÞ ¼
Xn
j 1
1
z zj ¼
Xn
j 1
z zj
jz zjj2
;
we have
p0ðzÞ
pðzÞ

 ¼ zXn
j 1
1
jz zjj2
 X
n
j 1
zj
jz zjj2
 ¼ A z
 X
n
j 1
aj
A
zj
;
for all z 2 H , where aj ¼ jz zjj2, and A ¼
P
aj. The convex hull of ðzjÞnj 1 lies
on the disk jzj6R. Thus the second factor is bounded from below by jzj  R
and, therefore, by c R. On the other hand, from AP n  minfajgP
n=ðC þ RÞ2,
p0ðzÞ
pðzÞ

P n c RðC þ RÞ2 ¼ nd
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follows. Besides,
p0ðzÞ
pðzÞ

6Xn
j 1
jzj þ jzjj
jz zjj2
6
Xn
j 0
C þ R
ðc RÞ2 ¼ n
C þ R
ðc RÞ2 ¼ ne: 
Corollary 2.3. In the conditions of the above lemma, the zeros of p0ðzÞ lie on
jzj6R:
Often we are going to use the following lemmas (see [7,12]).
Lemma 2.4. Let P ;Q be two polynomials in P whose degrees are not less than n.
Then
P ðkÞðzÞ
QðkÞðzÞ ¼
Qðk1ÞðzÞ
QðkÞðzÞ
P ðk1ÞðzÞ
Qðk1ÞðzÞ
 0
þ P
ðk1ÞðzÞ
Qðk1ÞðzÞ :
holds for k ¼ 0; 1; . . . ; n.
Lemma 2.5. If l 2N and k 2 N, then
(i) limn ðuðkÞn ðzÞ=ðuðkþ1Þn ðzÞÞÞ ¼ 0,
(ii) limn ðuðkÞnþ1ðzÞ=uðkÞn ðzÞÞ ¼ z,
(iii) limn ð1=uðkÞn ðzÞÞ ¼ 0,
l: u: in jzj > 1.
Lemma 2.6. If l 2N; then the following statements are fulfilled
(i) For i; j 2 N,
lim
n
Knði; jÞ
uzðiÞuzðjÞ
y ¼ 1
z y  1
l: u: in fjzj > 1g  fjyj > 1g. In particular, for jcj > 1 we have
lim
n
uðiÞn ðcÞuðjÞn ðcÞ
Kði;jÞn1ðc; cÞ
¼ jcj2  1;
(ii) limn ðKn1ðz; cÞ=unðzÞunðcÞÞ ¼ ð1=cz 1) l: u: in jzj > 1 if jcjP 1 and uni-
formly in jzjP 1 if jcj > 1,
(iii) If jcj ¼ 1, then limn ð unðcÞj j2=Kn1ðc; cÞÞ ¼ 0.
3. Modification jz cj2ðqþ1Þdl of the measure l
We will try to analyze if there is a polynomial xn such that a relation
ðz cÞqþ1xnðzÞ ¼ an unþqþ1ðzÞ
"
þ
Xq
i 0
bin K
ð0;iÞ
nþq ðz; cÞ
#
; n 2 N;
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holds, where c 2 C, q 2 N, an 6¼ 0 for all n, and ðunÞn2N is the orthogonal
polynomial sequence related to a probability measure l supported on T.
Let us write
bn ¼ ½b0n; b1n; . . . ;bqn	;
Knþqðz; cÞ ¼ ½Knþqðz; cÞ; Kð0;1Þnþq ðz; cÞ; . . . ;Kð0;qÞnþq ðz; cÞ	:
Then, the above relation can be expressed as
ðz cÞqþ1xnðzÞ ¼ an unþqþ1ðzÞ
h
þ bn Knþqðz; cÞ
 Ti
: ð3:1Þ
Lemma 3.1. Let nP qþ 1. Then
1þ unc ½Mðn 1Þ	1½unðcÞ	H ¼
det ½MðnÞ	
det ½Mðn 1Þ	 > 0
holds, with unðcÞ ¼ ½unðcÞ; u0nðcÞ; . . . ;uðqÞn ðcÞ	.
Proof. Let us consider the matrix identities
I unðcÞ½ 	H
0 1
 
Mðn 1Þ  unðcÞ½ 	H
unðcÞ 1
 
¼ MðnÞ 0
unðcÞ 1
 
;
Mðn 1Þ  unðcÞ½ 	H
unðcÞ 1
 
I Mðn 1Þ½ 	1 unðcÞ½ 	H
0 1
 
¼ Mðn 1Þ 0
unðcÞ 1þ unðcÞ Mðn 1Þ½ 	1 unðcÞ½ 	H
 
:
The determinants of both left-hand side expressions are equal. For the right-
hand side expressions, we get
det ½MðnÞ	 ¼ det ½Mðn 1Þ	 1

þ unðcÞ ½Mðn 1Þ	1 unðcÞ½ 	H

:
Thus, from Proposition 2.1, the positivity of 1þ unðcÞ ½Mðn 1Þ	1 unðcÞ½ 	H
follows. 
Theorem 3.2. There is one and only one polynomial sequence ðxnÞn2N verifying
(3.1) (up to a non-zero factor for each n), which is orthogonal with respect to the
inner product
ðf ; gÞqþ1 ¼ ðz

 cÞqþ1 f ðzÞ; ðz cÞqþ1 gðzÞ

¼
Z
jzj 1
f ðzÞgðzÞ jz cj2ðqþ1Þ dlðzÞ:
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[Notice that dlqþ1 ¼ jz cj2ðqþ1Þ dl is also a positive Borel measure supported
on T.]
Proof. The necessary and sufficient condition for the existence of xn is
0 ¼ an uðjÞnþqþ1ðcÞ
"
þ
Xq
i 0
bin K
ðj;iÞ
nþqðc; cÞ
#
; j ¼ 0; . . . ; q;
or
bnMðnþ qÞ ¼ unþqþ1ðcÞ;
which is obtained by derivation of (3.1) up to ðqþ 1Þth order, and evaluating it
at z ¼ c:
Thus, the positive definiteness for Mðnþ qÞ implies that
bn ¼ unþqþ1ðcÞ ½Mðnþ qÞ	1
is the only solution which yields a polynomial solution.
It is obvious that deg xn ¼ n. Also, for k ¼ 0; 1; . . . ; n 1, we have
xnðzÞ; zk
 
qþ1 ¼ an unþqþ1ðzÞ; ðz
"
 cÞqþ1 zk

þ
Xq
i 0
bin K
ð0;iÞ
nþq ðz; cÞ; ðz

 cÞqþ1 zk
#
¼ an
Xq
i 0
bin
di
dzi
ðz
h
 cÞqþ1 zk
i
z c
¼ 0:
On the other hand,
xn; xnð Þqþ1 ¼ janj2 unþqþ1ðzÞ; unþqþ1ðzÞ
 "
þ
Xq
i;j 0
bin K
ð0;iÞ
nþq ðz; cÞ; bjn Kð0;jÞnþq ðz; cÞ
 #
¼ janj2 1
 þ bnMðnþ qÞbHn 
¼ janj2 1

þ unþqþ1ðcÞ ½Mðnþ qÞ	 unþqþ1ðcÞ
 H
¼ janj2 det ½Mðnþ qþ 1Þ	
det ½Mðnþ qÞ	 ;
which is positive, according to Lemma 3.1. 
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An alternative proof appears in [5].
The polynomials xn can be chosen orthonormal, with a suitable an 6¼ 0, in
the following way. Assume that
xnðzÞ ¼ gn zn þ ðlower degree termsÞ; n 2 N;
ðxn;xnÞqþ1 ¼ 1:
Since an ¼ gn=ðjnþqþ1Þ, we have
jnþqþ1 ¼ gn 1

þ unþqþ1ðcÞ ½Mðnþ qÞ	1 unþqþ1ðcÞ
 H1=2
; ð3:2Þ
and, thus, (3.1) becomes
ðz cÞqþ1xnðzÞ ¼ an unþqþ1ðzÞ

 unþqþ1ðcÞ ½Mðnþ qÞ	1 Knþqðz; cÞ
 T
ð3:3Þ
for the orthonormal polynomial sequence ðxnÞn2N.
We can obtain a recursive expression of the an coefficients in the following
way. Let unðz; dljþ1Þ :¼ xnðzÞ be the nth orthonormal polynomial defined by
(3.3) for j ¼ 0; . . . ; q, and Knðz; y; dljÞ the corresponding nth kernel polyno-
mial. Write
jnðdljþ1Þ ¼ gn:
Then, we have
ðz cÞunðz; dljþ1Þ ¼ aðjÞn unþ1ðz; dljÞ
h
 bðjÞn Knðz; c; dljÞ
i
;
j ¼ 0; 1; . . . ; q;
ð3:4Þ
with unðz; dl0Þ ¼ unðzÞ; Knðz; c; dl0Þ ¼ Knðz; cÞ: Thus,
aðjÞn ¼
jnðdljþ1Þ
jnþ1ðdljÞ
¼ 1
"
þ junþ1ðc; dljÞj
2
Knðc; c; dljÞ
#1=2
and
bðjÞn ¼
unþ1ðc; dljÞ
Knðc; c; dljÞ
;
follow with
an ¼
Yq
j 0
aðjÞnþqj ¼
Yq
j 0
1
"
þ junþqjþ1ðc; dljÞj
2
Knþqjðc; c; dljÞ
#1=2
: ð3:5Þ
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Lemma 3.3. Assume that l 2N and jcjP 1: Then, l1 2N, where l1 is the
measure dl1 ¼ jz cj2 dl:
Proof. Since (3.4), we have
ðz cÞunðz; dl1Þ
jnðdl1Þ
¼ 1
jnþ1
unþ1ðzÞ

 unþ1ðcÞ
Knðc; cÞ Knðz; cÞ

;
and, for z ¼ 0;
c unð0; dl1Þ
jnðdl1Þ
¼ unþ1ð0Þ
jnþ1
 unþ1ðcÞ
Knðc; cÞ
Knð0; cÞ
jnþ1
:
Notice that, from the Christoffel Darboux formula (2.1)
Knð0; cÞ ¼ unþ1ð0Þunþ1ðcÞ  unþ1ð0Þunþ1ðcÞ:
Now,
c unð0; dl1Þ
jnðdl1Þ
¼ unþ1ð0Þ
jnþ1
 unþ1ðcÞu

nþ1ðcÞ
Knðc; cÞ þ
unþ1ð0Þ
jnþ1
junþ1ðcÞj2
Knðc; cÞ
¼ unþ1ð0Þ
jnþ1
 junþ1ðcÞj
2
Knðc; cÞ
unþ1ðcÞ
unþ1ðcÞ
þ unþ1ð0Þ
jnþ1
junþ1ðcÞj2
Knðc; cÞ
because unþ1ð0Þ ¼ jnþ1. From Lemma 2.6 and our hypothesis,
lim
n
unð0; dl1Þ
jnðdl1Þ
¼ 0
follows. 
Lemma 3.4. Suppose that l 2N. Then,
lim
n
uðjÞn ðzÞ
½unðzÞ	rþ1
¼ 0 l: u: in jzj > 1
holds, for r > 0 and j 2 N:
Proof. If j ¼ 0, then let us consider 1=½unðzÞ	r, which tends to zero l: u: in
jzj > 1, because (2.2). Taking derivatives in the above expression, we get
limn u0nðzÞ=½unðzÞ	rþ1 ¼ 0 l: u: in jzj > 1.
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If we suppose that the assertion is true for j, then,
uðjÞn ðzÞ
½unðzÞ	rþ1
 !0
¼ u
ðjþ1Þ
n ðzÞ
½unðzÞ	rþ1
 ðr þ 1Þ u
ðjÞ
n ðzÞu0nðzÞ
½unðzÞ	rþ2
¼ u
ðjþ1Þ
n ðzÞ
½unðzÞ	rþ1
 ðr þ 1Þ u
ðjÞ
n ðzÞ
½unðzÞ	ðr=2Þþ1
 u
0
nðzÞ
½unðzÞ	ðr=2Þþ1
:
From here, the statement holds using the induction hypothesis. 
Proposition 3.5. Assume that l 2N and let l1 be as in Lemma 3.3. Then
lim
n
unðz; dl1Þ
unþ1ðzÞ
¼ cjcj
1
cz 1
holds l: u: in jzj > 1 if jcjP 1, and uniformly in jzjP 1 if jcj > 1: Furthermore,
we get
lim
n
jnðdl1Þ
jnþ1
¼ 1jcj :
Proof. From (3.4), we deduce
ðz cÞunðz; dl1Þ ¼ 1
 
þ unþ1ðcÞ
 2
Knðc; cÞ
!1=2
unþ1ðzÞ 
unþ1ðcÞ
Knðc; cÞ Knðz; cÞ
 
:
Notice that
lim
n
jnðdl1Þ
jnþ1
¼ lim
n
1
 
þ unþ1ðcÞ
 2
Knðc; cÞ
!1=2
¼ 1jcj ;
from Lemma 2.6.
If jzjP 1; then
ðz cÞunðz; dl1Þ
unþ1ðzÞ
¼ jnðdl1Þ
jnþ1
1
"
 unþ1ðcÞ
 2
Knðc; cÞ
Knðz; cÞ
unþ1ðzÞunþ1ðcÞ
#
:
Thus, by using Lemma 2.6 (ii),
lim
n
ðz cÞunðz; dl1Þ
unþ1ðzÞ
¼ 1jcj 1
 
 jcj
2  1
cz 1
!
¼ cjcj
z c
cz 1
l: u: in jzj > 1 if jcjP 1, and uniformly in jzjP 1 if jcj > 1. 
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Proposition 3.6. Let l 2N; p 2 N; and let lpþ1 be the measure given by
dlpþ1 ¼ jz cj2ðpþ1Þdl. Then, for the polynomials unðz; dlpþ1Þ;
lim
n
unðz; dlpþ1Þ
unþpþ1ðzÞ
¼ cjcj
1
cz 1
 pþ1
holds l: u: in jzj > 1 if jcjP 1, and uniformly in jzjP 1 if jcj > 1: Furthermore,
lim
n
jnðdlpþ1Þ
jnþpþ1
¼ 1jcjpþ1 :
Proof. Lemma 3.3 implies that lj, given by dlj ¼ jz cj2j dl, belongs to theN
class, for j ¼ 0; 1; . . . ; p þ 1. From (3.5) and Proposition 3.5, we get
lim
n
jnðdlpþ1Þ
jnþpþ1
¼ lim
n
Yp
j 0
jnþjðdlpþ1jÞ
jnþjþ1ðdlpjÞ
¼ 1jcjpþ1
and
lim
n
unðz; dlpþ1Þ
unþpþ1ðzÞ
¼
Yp
j 0
lim
n
unþjðz; dlpþ1jÞ
unþjþ1ðz; dlpjÞ
¼ cjcj
1
ðcz 1Þ
 pþ1
: 
Corollary 3.7. Assume that l 2N, jcj > 1, and p 2 N. Then,
lim
n
1

þ unþ1ðcÞ ½MðnÞ	1 unþ1ðcÞ
 H ¼ lim
n
det ½Mðnþ 1Þ	
det ½MðnÞ	 ¼ jcj
2ðpþ1Þ
holds, with unþ1ðcÞ ¼ unþ1ðcÞ; u0nþ1ðcÞ; . . . ;uðpÞnþ1ðcÞ
 
.
Proof. It is straightforward from (3.2) and Lemma 3.1. 
Now, let l be a probability measure with T as support. Let us assume that
l 2N, c 2 C, and p 2 N: Again, we write unðz; dljÞ the nth orthonormal
polynomial with respect to lj, and Knðz; y; dljÞ the corresponding nth kernel,
j ¼ 0; 1; . . . ; p þ 1. For fixed m 2 N, with mP p; we define the linear operator
Fm : Pmþ1 ! Cpþ1 as
FmðPÞ :¼
Z
jzj 1
P ðzÞKmþ1ðz; cÞdlðzÞ ¼ P ðzÞ;Kmþ1ðz; cÞð Þ ¼ PðcÞ
¼ P ðcÞ; P 0ðcÞ; . . . ; P ðpÞðcÞ :
It is easy to prove that
Fm½ðz cÞP ðzÞ	 ¼ PðcÞB
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for P 2 Pm, where B is the matrix
B :¼
0 1 0 . . . 0
0 0 2 . . . 0
..
. ..
. ..
. ..
. ..
.
0 0 0 . . . p
0 0 0 . . . 0
0
BBBB@
1
CCCCA 2 Rðpþ1; pþ1Þ:
For each mP p and each j ¼ 0; . . . ; p, we shall denote
vmþ1 ¼Fm ½umþ1ðz; dlÞ	 ¼ umþ1ðc; dlÞ;
vmj ¼Fm ½umjðz; dljþ1Þ	 ¼ umjðc; dljþ1Þ;
L
ðkÞ
mj ¼Fm ½Kð0;kÞmj ðz; c; dljÞ	 ¼ Kð0;kÞmj ðc; c; dljÞ; . . . ;Kðp;kÞmj ðc; c; dljÞ
 
;
Lmj ¼ Lð0Þmj:
Notice that LðkÞm is the kth row ð06 k6 pÞ of the matrix MðmÞ.
From (3.4), for j ¼ 0; 1; . . . ; p, we can put
ðz cÞumjðz; dljþ1Þ ¼ aðjÞmj umjþ1ðz; dljÞ
h
 bðjÞmj Kmjðz; c; dljÞ
i
;
with
aðjÞmj ¼ 1
 
þ jumjþ1ðc; dljÞj
2
Kmjðc; c; dljÞ
!1=2
; bðjÞmj ¼
umjþ1ðc; dljÞ
Kmjðc; c; dljÞ
:
Thus, by applying Fm
vmj B ¼ aðjÞmj vmjþ1

 bðjÞmjLmj

:
By iteration, we get
vmþ1 ¼ vmj B
jþ1
aðjÞmj; . . . ; a
ð0Þ
m
þ b
ðjÞ
mj
aðj1Þmjþ1; . . . ; a
ð0Þ
m
Lmj Bj þ    þ bð0Þm Lm: ð3:6Þ
Since Bpþ1 ¼ 0; (3.6) becomes
vmþ1 ¼
bðpÞmp
aðp1Þmpþ1; . . . ; a
ð0Þ
m
Lmp Bp þ    þ b
ð1Þ
m1
að0Þm
Lm1Bþ bð0Þm Lm ð3:7Þ
for j ¼ p.
On the other hand, for the kernel polynomials we have (see [5])
ðz cÞ ðy  cÞKmj1ðz; y; dljþ1Þ ¼ Kmjðz; y; dljÞ
 Kmjðz; c; dljÞKmjðc; y; dljÞ
Kmjðc; c; dljÞ
;
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from where, computing the kth derivative in z ¼ c and taking conjugate, we
obtain
k ðy  cÞKð0;k1Þmj1 ðy; c; dljþ1Þ ¼ Kð0;kÞmj ðy; c; dljÞ
 Kmjðy; c; dljÞK
ð0;kÞ
mj ðc; c; dljÞ
Kmjðc; c; dljÞ
:
Then, applying Fm, we get
kLðk1Þmj1B ¼ LðkÞmj  dðkÞmjLmj; ð3:8Þ
with
dðkÞmj ¼
Kð0;kÞmj ðc; c; dljÞ
Kmjðc; c; dljÞ
:
Proposition 3.8. If j ¼ 0; 1; . . . ; p, then the following statements hold
(i) Lmj Bj ½MðmÞ	1 xBi½ 	H ¼ 0; for all iP jþ 1 and for all x 2 Cpþ1:
(ii) Lmj Bj ½MðmÞ	1 Lmj Bj
 H ¼ Kmjðc; c; dljÞ:
Proof. (i) For j ¼ 0, we have
Lm ¼ Kmðc; c; dlÞ; . . . ;Kðp;0Þm ðc; c; dlÞ
 
;
and
Lm ½MðmÞ	1 ¼ ð1; 0; . . . ; 0Þ:
Thus, the statement follows immediately. Assume it is true for 0; 1; . . . ; j 1.
Then, if k ¼ 1, we obtain from (3.8)
Lmj Bj ½MðmÞ	1 xBi½ 	H ¼ Lð1Þmjþ1Bj1 ½MðmÞ	1 xBi½ 	H
 dð1Þmjþ1Lmjþ1Bj1 ½MðmÞ	1 xBi½ 	H :
The induction hypothesis gives
Lmj Bj ½MðmÞ	1 xBi½ 	H ¼ Lð1Þmjþ1Bj1 ½MðmÞ	1 xBi½ 	H ;
and, for k ¼ 2; . . . ; j in (3.8),
Lmj Bj ½MðmÞ	1 xBi½ 	H ¼ 1
2
L
ð2Þ
mjþ2B
j2 ½MðmÞ	1 xBi½ 	H ¼   
¼ 1
j!
LðjÞm ½MðmÞ	1 xBi½ 	H
¼ 1
j!
ð0; . . . ; 0
zfflfflffl}|fflfflfflffl{j1
; 1; 0; . . . ; 0Þ BT i xH ¼ 0
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follows, taking into account that
(ii) For j ¼ 0, we have
Lm ½MðmÞ	1LHm ¼ ð1; 0; . . . ; 0ÞLHm ¼ Kmðc; c; dlÞ:
Assume that our hypothesis is true for 0; 1; . . . ; j 1: From (3.8) and the first
statement,
Lmj Bj ½MðmÞ	1 Lmj Bj
 H ¼ Lð1Þmjþ1Bj1 ½MðmÞ	1 Lmj Bj H ¼ . . .
¼ 1
j!
LðjÞm ½MðmÞ	1 Lmj Bj
 H
¼ 1
j!
ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{j1
; 1; 0; . . . ; 0Þ BT jLHmj
¼ Kmjðc; c; dljÞ
follows, for k ¼ 1; . . . ; j. 
Corollary 3.9. fLmj Bjgpj 0 is an orthogonal basis in Cpþ1 for the inner product
x ½MðmÞ	1yH .
Notice that (3.7) gives also an orthogonal decomposition for vmþ1 (with
respect to the inner product x ½MðmÞ	1yHÞ for j ¼ 0; . . . ; p  1:
Corollary 3.10. If l 2N and jcjP 1; then
lim
m
vmiþ1Bi ½MðmÞ	1 vmiþ1Bi½ 	H
h i
¼ jcj2ðpiþ1Þ  1
holds for i ¼ 0; . . . ; p:
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Proof. Because the orthogonality of the decomposition (3.6), we have
vmþ1 ½MðmÞ	1vHmþ1 ¼
vmj Bjþ1 ½MðmÞ	1 vmj Bjþ1
 H
aðjÞmj; . . . ; a
ð0Þ
m
 2
þ
bðjÞmj
 2Lmj Bj ½MðmÞ	1 Lmj Bj H
aðj1Þmjþ1; . . . ; a
ð0Þ
m
 2 þ   
þ bð0Þm
 2Lm ½MðmÞ	1LHm :
But, Corollary 3.7 implies that
lim
m
vmþ1 ½MðmÞ	1vHmþ1
 
¼ jcj2pþ2  1:
On the other hand, limm a
ðkÞ
mk ¼ jcj1 and, by Proposition 3.8 (ii),
bðkÞmk
 2Lmk Bk ½MðmÞ	1 Lmk Bk H ¼ jumkþ1ðc; dlkÞj2Kmkðc; c; dlkÞ ;
ðk ¼ 0; . . . jÞ, which tends to jcj2  1 when m ! 1 (Lemma 2.6). Thus, we have
jcj2pþ2  1 ¼ jcj2jþ2 lim
m
vmj Bjþ1 ½MðmÞ	1 vmj Bjþ1
 Hh i
þ jcj2j jcj2

 1

þ    þ jcj2  1;
and
lim
m
vmj Bjþ1 ½MðmÞ	1 vmj Bjþ1
 Hh i ¼ jcj2ðpjÞ  1
holds for j ¼ 0; . . . ; p  1. So, the Proposition is true for i ¼ 1; . . . ; p: For i ¼ 0;
we recover Corollary 3.7. 
Lemma 3.11. Let x1; . . . ; xk be vectors in a complex vector space with an inner
product ; ½ 	: Then,Xk
i;j 1
xi; xj
  6 k Xk
i 1
xi; xi½ 	:
Proof. By the Cauchy Schwarz’s inequality we have
xi; xj
  6 xi; xi½ 	  xj; xj  1=26 1
2
xi; xi½ 	
 þ xj; xj :
Hence,
Xk
i;j 1
xi; xj
  6 1
2
Xk
i;j 1
xi; xi½ 	
 þ xj; xj  ¼ k Xk
i 1
xi; xi½ 	: 
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Lemma 3.12. If l 2N and jcj > 1; then for fixed numbers i 2 Z and j; k; h 2 N,
the following statements are fulfilled
(i) juðkÞnþiðc; dljÞj ¼ OðjuðkÞn ðcÞjÞ,
(ii) jKðk;hÞnþi ðc; c; dljÞj ¼ OðjuðkÞn ðcÞuðhÞn ðcÞjÞ:
Proof. (i) If z ¼ c ðjcj > 1Þ in Proposition 3.6, then
lim
n
unðc;dljþ1Þ
unþjþ1ðcÞ
¼ cjcj 
1
jcj2  1
 !jþ1
:
On the other hand, from Lemma 2.4 we have
uðkÞn ðc; dljþ1Þ
uðkÞnþjþ1ðcÞ
¼ u
ðk1Þ
nþjþ1ðcÞ
uðkÞnþjþ1ðcÞ
uðk1Þn ðz; dljþ1Þ
uðk1Þnþjþ1ðzÞ
 !0
z c
þ u
ðk1Þ
n ðc; dljþ1Þ
uðk1Þnþjþ1ðcÞ
:
Since Lemma 2.5 (i) and the uniform convergence of
ðuðk1Þn ðz; dljþ1ÞÞ=uðk1Þnþjþ1ðzÞ, we can write
lim
n
uðkÞn ðc; dljþ1Þ
uðkÞnþjþ1ðcÞ
¼ lim
n
uðk1Þn ðc; dljþ1Þ
uðk1Þnþjþ1ðcÞ
¼ cjcj 
1
jcj2  1
 !jþ1
:
Furthermore, limnðuðkÞnþiðzÞÞ=uðkÞn ðzÞ ¼ zi l: u: in jzj > 1. Then, the first statement
follows.
(ii) Choose z ¼ c in Lemma 2.6 (ii). Then,
lim
n
Kðk;hÞnþi ðc; c; dljÞ
uðkÞnþiþ1ðc; dljÞuðhÞnþiþ1ðc; dljÞ
¼ 1jcj2  1 ;
and it is enough to use (i). 
Theorem 3.13. If l 2N and jcj > 1, the spectral radius of ½MðnÞ	1;
qð½MðnÞ	1Þ, tends to zero when n ! 1.
Proof. For each n 2 N, denote VðnÞj ¼ Lnþj Bpjðj ¼ 0; . . . ; pÞ. Thus (Corollary
3.9), ðVðnÞj Þpj 0 is an orthogonal basis in Cpþ1 with respect to the inner product
x ½Mðnþ pÞ	1yH .
It is necessary to prove that limn ðx ½MðnÞ	1xH Þ= xj jj j2 ¼ 0, for all x 6¼ 0.
However, if ðuðnÞj Þpj 0 is an orthonormal basis of Cpþ1 for each n, and
x ¼Ppj 0 xjn uðnÞj , from Lemma 3.11 we have
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x ½MðnÞ	1xH
xj jj j2 ¼
P
i;j xin u
ðnÞ
i ½MðnÞ	1 xjn uðnÞj
h iH
P
i jxinj2
6 ðp þ 1Þ
P
i jxinj2 uðnÞi ½MðnÞ	1 uðnÞi
h iH
P
i jxinj2
6 ðp þ 1Þ
X
i
u
ðnÞ
i ½MðnÞ	1 uðnÞi
h iH
:
Hence, it is enough to prove that limn u
ðnÞ
i ½MðnÞ	1 uðnÞi
h iH
¼ 0, or
lim
n
u
ðnÞ
i ½MðnÞ	1 uðnÞi
h iH
u
ðnÞ
i
  2 ¼ 0; ð3:9Þ
when ðuðnÞi Þpi 0 is orthogonal (for each n).
So, we will orthogonalize ðVðnÞj Þ by using the Gram Schmidt method, and, at
once, we will study (3.9). Thus, let ðuðnÞj Þ be the orthogonal basis such that
u
ðnÞ
0 ¼ VðnÞ0 ; uðnÞj ¼ VðnÞj 
Xj1
k 0
hðjÞk u
ðnÞ
k ðj ¼ 1; . . . ; pÞ;
where the hðjÞk ’s (which depend on n) are given by
hðjÞk ¼
V
ðnÞ
j u
ðnÞ
k
h iH
u
ðnÞ
k
  2 ; k ¼ 0; . . . ; j 1; j ¼ 1; . . . ; p:
If we consider
V
ðnÞ
j
¼ 0; . . . ;0
zfflfflffl}|fflfflffl{pj
; ðp
2
4  jÞ!Knþjðc;c;dlpjÞ; . . . ; ðp kÞ!ðj kÞ! K ðjk;0Þnþj ðc;c;dlpjÞ; . . . :
3
5;
then
u
ðnÞ
j ¼ 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{pj
; ðp
2
4  jÞ!Knþjðc; c; dlpjÞ; 0; . . . ; 0
3
5
follows for j ¼ 0; . . . ; p. From here, we have
hðjÞk ¼
1
ðj kÞ!
Kðjk;0Þnþj ðc; c; dlpjÞ
Knþkðc; c; dlpkÞ
; k ¼ 0; . . . ; j 1; j ¼ 1; . . . ; p:
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By using Lemma 3.12, we obtain
hðjÞk
  ¼ O uðjkÞn ðcÞ
unðcÞ


 
; ð3:10Þ
and u
ðnÞ
j
   ¼ OðjunðcÞj2Þ: Also, limnðuðjkÞn ðcÞÞ=uðjÞn ðcÞ ¼ 0 ð16 k6 jÞ; from
where jhðjÞk j6 jhðjÞ0 j for k ¼ 0; . . . ; j and n large enough.
We will use induction to prove that
u
ðnÞ
j ½Mðnþ pÞ	1 uðnÞj
h iH
u
ðnÞ
j
  2 ¼ O
Qj
h 0 u
ðjhÞ
n ðcÞ
 2
junðcÞj2ðjþ2Þ
 !
with j ¼ 0; . . . ; p, or, equivalently, taking into account that uðnÞj
   ¼
OðjunðcÞj2Þ;
u
ðnÞ
j ½Mðnþ pÞ	1 uðnÞj
h iH
¼ O
Qj
h 0 u
ðjhÞ
n ðcÞ
 2
junðcÞj2j
 !
:
In fact, if j ¼ 0,
u
ðnÞ
0 ½Mðnþ pÞ	1 uðnÞ0
h iH
¼ VðnÞ0 ½Mðnþ pÞ	1 Vn0
 H ¼ Knþjðc; c; dlpÞ
¼ O junðcÞj2
 
;
according to Corollary 3.10. Assume that the hypothesis is true for j 1. Then,
u
ðnÞ
j ½Mðnþ pÞ	1 uðnÞj
h iH
¼ VðnÞj ½Mðnþ pÞ	1 VðnÞj
h iH
þ
Xj1
k;i 0
hðjÞk u
ðnÞ
k ½Mðnþ pÞ	1 hðjÞi uðnÞi
h iH
:
Since Lemma (3.11) and (3.10),
u
ðnÞ
j ½Mðnþ pÞ	1 uðnÞj
h iH
6 Knþjðc; c; dlpjÞ
þ j hðjÞ0
 2 Xj1
k 0
u
ðnÞ
k ½Mðnþ pÞ	1 uðnÞk
h iH
¼ O junðcÞj2
 
þ O u
ðjÞ
n ðcÞ
unðcÞ

2
 !

Xj1
k 0
O
Qk
h 0 u
ðkhÞ
n ðcÞ
 2
junðcÞj2k
 !
:
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Keeping in mind that limn ðuðjkÞn ðcÞÞ=uðjÞn ðcÞ ¼ 0, for 16 k6 j; the induction
process is finished. Hence,
qð½Mðnþ pÞ	1Þ ¼ O
Qp
h 0 u
ðphÞ
n ðcÞ
 2
junðcÞj2ðpþ2Þ
 !
¼ O
Yp
h 0
uðphÞn ðcÞ
½unðcÞ	1þr


2
0
@
1
A; ð3:11Þ
with r ¼ 1=ðp þ 1Þ > 0; and, thus, qð½Mðnþ pÞ	1Þ tends to zero (Lemma 3.4).

Now, we will explain not only how to expand the polynomial unpðz; dlpþ1Þ
in terms of unþ1ðzÞ and unþ1ðzÞ, but also to find several asymptotic properties
for the expansion coefficients.
Let us consider (3.3)
ðz cÞpþ1unpðz; dlpþ1Þ ¼
jnpðdlpþ1Þ
jnþ1
unþ1ðzÞ

 unþ1ðcÞ ½MðnÞ	1 Knðz; cÞ½ 	T

; ð3:12Þ
where unþ1ðcÞ :¼ unþ1ðc; dlÞ; Knðz; cÞ :¼ Knðz; c; dlÞ; jnþ1 :¼ jnþ1ðdlÞ, and
c 2 C. Define
TnðzÞ ¼ sn0ðzÞ; sn1ðzÞ; . . . ; snpðzÞ
 T
:¼ ½MðnÞ	1 Knðz; cÞ½ 	T: ð3:13Þ
Notice that o
j
ozj Knðz; cÞ½ 	Tjz c is the jth column of MðnÞ ð06 j6 pÞ: It follows
that
sðjÞni ðcÞ ¼ dij; i; j ¼ 0; . . . ; p;
and, for n ¼ p,
spiðzÞ ¼ ðz cÞ
i
i!
; i ¼ 0; . . . ; p:
Substituting (3.13) in (3.12), we have
ðz cÞpþ1unpðz; dlpþ1Þ ¼
jnpðdlpþ1Þ
jnþ1
unþ1ðzÞ
  unþ1ðcÞTnðzÞ; ð3:14Þ
for all nP p. Remark that, for n ¼ p; the bracket in the second member is the
difference between upþ1ðzÞ and his Taylor polynomial of degree p.
Proposition 3.14. The sequence ðTnðzÞÞnP p satisfies the following recurrence
relation
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Tnþ1ðzÞ ¼ TnðzÞ þ jnþ1ðdlÞjnpðdlpþ1Þ
ðz cÞpþ1unpðz; dlpþ1Þ
 ½Mðnþ 1Þ	1 unþ1ðcÞ
 H
:
Proof. We have
Mðnþ 1Þ Tnþ1ðzÞ½  TnðzÞ	 ¼ Mðnþ 1ÞTnþ1ðzÞ
 MðnÞ
h
þ unþ1ðcÞ
 H
unþ1ðcÞ
i
TnðzÞ:
Then, because (3.13), it follows
Mðnþ 1Þ Tnþ1ðzÞ½  TnðzÞ	 ¼ Knþ1ðz; cÞ½ 	T  Knðz; cÞ½ 	T  unþ1ðcÞ
 H
 unþ1ðcÞTnðzÞ
¼ unþ1ðcÞ
 H
unþ1ðzÞ
  unþ1ðcÞTnðzÞ;
and, from (3.14), we can conclude the proof. 
Applying the operator Fn in the Christoffel Darboux formula (2.1), we
obtain
Fn ½ð1 y zÞKnðz; yÞ	 ¼ Knðy; cÞ ½ð1 y cÞ I  y B	
¼ unþ1ðyÞunþ1ðcÞ  unþ1ðyÞunþ1ðcÞ;
where
unþ1ðcÞ :¼ unþ1ðcÞ; u
0
nþ1ðcÞ; . . . ;uðpÞnþ1ðcÞ
h i
:
So, if zc 6¼ 1;
Knðz; cÞ ¼ u

nþ1ðzÞunþ1ðcÞ  unþ1ðzÞunþ1ðcÞ
1 cz I

 z
1 cz B
1
is obtained. Remember that B is nilpotent ðBpþ1 ¼ 0Þ. Thus,
Knðz; cÞ ¼ u

nþ1ðzÞunþ1ðcÞ  unþ1ðzÞunþ1ðcÞ
1 zc
Xp
k 0
z
1 zc B
 k
: ð3:15Þ
Proposition 3.15. If c 6¼ 0, then, for each nP p þ 1 there are two polynomials
P ðz; nÞ and Qðz; nÞ; such that
ð1 czÞpþ1 ðz cÞpþ1unp1ðz; dlpþ1Þ ¼ P ðz; nÞunðzÞ þ Qðz; nÞunðzÞ:
with deg P ðz; nÞ ¼ p þ 1 and deg Qðz; nÞ6 p.
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Proof. Carrying (3.15) on (3.12), we obtain
ðzcÞpþ1unp1ðz;dlpþ1Þ
¼jnp1ðdlpþ1Þ
jn
unðzÞ 1
 "
þ
Xp
k 0
zk
ð1czÞkþ1 unðcÞ½Mðn1Þ	
1
unðcÞBk
" #H!
unðzÞ
Xp
k 0
zk
ð1czÞkþ1 unðcÞ½Mðn1Þ	
1
unðcÞBk
" #H#
:
From here, we get
Pðz; nÞ ¼ jnp1ðdlpþ1Þ
jn
ð1
"
 czÞpþ1 þ
Xp
k 0
zk ð1 czÞpk unðcÞ ½Mðn 1Þ	1
 unðcÞBk
 H#
Qðz;nÞ¼jnp1ðdlpþ1Þ
jn
Xp
k 0
zk ð1czÞpkunðcÞ½Mðn1Þ	1 unðcÞBk
 H
: 
Theorem 3.16. Let l 2N and jcj > 1: Then, for the polynomials P ðz; nÞ and
Qðz; nÞ given in Proposition 3.15,
lim
n
P ðz; nÞ ¼ cjcj ðc

 zÞ
pþ1
; lim
n
Qðz; nÞ ¼ 0
l: u: in C:
Proof. If p ¼ 0, then
ð1 czÞ ðz cÞun1ðz; dl1Þ ¼ P^ðz; nÞunðzÞ þ Q^ðz; nÞunðzÞ;
where
P^ðz; nÞ ¼ jn1ðdl1Þ
jn
ð1
"
 czÞ þ unðcÞj j
2
Kn1ðc; cÞ
#
;
Q^ðz; nÞ ¼  jn1ðdl1Þ
jn
unðcÞunðcÞ
Kn1ðc; cÞ ;
and deg P^ ðz; nÞ ¼ 1, deg Q^ðz; nÞ6 0.
From (2.2), Lemma 2.6 (i), and Proposition 3.5, the above statement for
P^ ðz; nÞ and Q^ðz; nÞ can be deduced in a straightforward way.
Assume that our assertion is true for p  1: There are two polynomials
~P ðz; nÞ and ~Qðz; nÞsuch that
ð1 czÞp ðz cÞp unpðz; dlpÞ ¼ ~P ðz; nÞunðzÞ þ ~Qðz; nÞunðzÞ; ð3:16Þ
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with deg ~P ðz; nÞ ¼ p and deg ~Qðz; nÞ6 p  1, and
lim
n
~P ðz; nÞ ¼ cjcj ðc

 zÞ
p
; lim
n
~Qðz; nÞ ¼ 0;
l: u: in C:
But, if l 2N, then also lp 2N. Hence, there exist two polynomials Dðz; nÞ
and Eðz; nÞ, with degDðz; nÞ ¼ 1, degEðz; nÞ6 0; such that
ð1 czÞðz cÞunp1ðz; dlpþ1Þ ¼ Dðz; nÞunpðz; dlpÞ
þ Eðz; nÞunpðz;dlpÞ: ð3:17Þ
Then, limn Dðz; nÞ ¼ ðc=jcjÞ ðc zÞ; limn Eðz; nÞ ¼ 0 l: u: in C:
Write ~P ðz; nÞ ¼ zp ~P ð1=z; nÞ and ~Qðz; nÞ ¼ zp1 ~Qð1=z; nÞ: From (3.16), we
have
ð1 czÞp ðz cÞp unpðz; dlpÞ ¼ ~P ðz; nÞunðzÞ þ z ~Qðz; nÞunðzÞ;
and, from (3.17), we get
ð1 czÞpþ1 ðz cÞpþ1unp1ðz; dlpþ1Þ ¼ P ðz; nÞunðzÞ þ Qðz; nÞunðzÞ;
with
Pðz; nÞ ¼ Dðz; nÞ ~Pðz; nÞ þ zEðz; nÞ ~Qðz; nÞ;
Qðz; nÞ ¼ Dðz; nÞ ~Qðz; nÞ þ Eðz; nÞ ~P ðz; nÞ;
and our results follow. 
4. Orthogonal polynomials related to a Sobolev-type inner product
Let ðunÞn2N be an orthonormal polynomial sequence related to a probability
measure l supported in T which induces an inner product ð; Þ on P: For c 2 C
and A 2 Cðpþ1; pþ1Þ ðp 2 NÞ, we define in P the Sobolev-type inner product
hf ; gi :¼ ðf ; gÞ þ
Xp
i;j 0
f ðiÞðcÞaij gðjÞðcÞ;
with A ¼ ðaijÞpi;j 0: If we write fðzÞ ¼ ½f ðzÞ; f 0ðzÞ; . . . ; f ðpÞðzÞ	, then
hf ; gi ¼ ðf ; gÞ þ fðcÞA gðcÞ½ 	H :
We say that wn 2 Pn is the nth (left) orthonormal polynomial with respect to
h; i if
wnðzÞ; zk
& ' ¼ 0 ðk ¼ 0; 1; . . . ; n 1Þ
jhwn; wnij ¼ 1:
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The definition for the right orthonormal polynomials is analogous. Both of
them are the same when A is an Hermitian matrix, because h; i is Hermitian.
Proposition 4.1. Assume that wn exists. Then,
wnðzÞ ¼
cn
jn
unðzÞ  wnðcÞA Kn1ðz; cÞ½ 	T ð4:1Þ
holds, where cn > 0 is the leading coefficient of wn.
Proof. Notice that wnðzÞ  ðcn=jnÞunðzÞ 2 Pn1: Then, we have
wnðyÞ

 cn
jn
unðyÞ; Kn1ðy; zÞ

¼ wnðzÞ 
cn
jn
unðzÞ:
On the other hand,
wnðyÞ

 cn
jn
unðyÞ; Kn1ðy; zÞ

¼ ðwnðyÞ; Kn1ðy; zÞÞ
¼ hwnðyÞ; Kn1ðy; zÞi  wnðcÞA Kn1ðz; cÞ½ 	T
¼  wnðcÞA Kn1ðz; cÞ½ 	T: 
Proposition 4.2. Assume that wn exists. Then,
wnðcÞ ½I þ AMðn 1Þ	 ¼
cn
jn
unðcÞ ð4:2Þ
holds.
Proof. Taking derivatives of order p in (4.1) for z ¼ c,
wnðcÞ ¼
cn
jn
unðcÞ  wnðcÞAMðn 1Þ: 
Proposition 4.3. If wn exists, then we get
cn
jn
ðun; unÞ ¼
jn
cn
hwn; wni  wnðcÞA unðcÞ½ 	H :
Proof. From
wnðzÞ ¼
cn
jn
unðzÞ þ ðlower degree termsÞ;
unðzÞ ¼
jn
cn
wnðzÞ þ ðlower degree termsÞ;
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we obtain
ðwn; unÞ ¼
cn
jn
ðun; unÞ;
ðwn; unÞ ¼ hwn; uni  wnðcÞA unðcÞ½ 	H
¼ wn;
jn
cn
wn
( )
 wnðcÞA unðcÞ½ 	H
¼ jn
cn
hwn; wn i  wnðcÞA unðcÞ½ 	H : 
Theorem 4.4. If det ½I þ AMðn 1Þ	 6¼ 0; then the nth Sobolev-type orthonormal
polynomial wn exists if and only if det ½I þ AMðnÞ	 6¼ 0.
Proof. Assume that det ½I þ AMðn 1Þ	 6¼ 0: Define the polynomial
WnðzÞ :¼ unðzÞ  unðcÞ ½I þ AMðn 1Þ	1A Kn1ðz; cÞ½ 	T: ð4:3Þ
Then, if we derive p times in the above expression and we evaluate it in z ¼ c;
we have
WnðcÞ ¼ unðcÞ  unðcÞ ½I þ AMðn 1Þ	1AMðn 1Þ
¼ unðcÞ ½I þ AMðn 1Þ	1:
For k ¼ 0; 1; . . . ; n 1, we get
hWn; uki ¼ ðWn; ukÞ þ WnðcÞA ukðcÞ½ 	H
¼ ðun; ukÞ  unðcÞ ½I þ AMðn 1Þ	1A ukðcÞ½ 	H
þ WnðcÞA ukðcÞ½ 	H :
Thus, if k < n, hWn; uki ¼ 0 follows immediately. For k ¼ n we have
hWn; uni ¼ 1þ WnðcÞA unðcÞ½ 	H ¼ 1þ unðcÞ ½I þ AMðn 1Þ	1A unðcÞ½ 	H :
Now, consider the matrix identities
I A unðcÞ½ 	H
0 1
 !
I þ AMðn 1Þ A unðcÞ½ 	H
unðcÞ 1
 !
¼ I þ AMðnÞ 0
unðcÞ 1
 
;
F. Marcellan, L. Moral / Appl. Math. Comput. 128 (2002) 329 363 35325
I þ AMðn 1Þ A unðcÞ½ 	H
unðcÞ 1
 !
 I ½I þ AMðn 1Þ	
1A unðcÞ½ 	H
0 1
 !
¼ I þ AMðn 1Þ 0
unðcÞ 1þ unðcÞ ½I þ AMðn 1Þ	1A unðcÞ½ 	H
 !
;
whose determinants are equal. Then
det ½I þ AMðnÞ	 ¼ det ½I þ AMðn 1Þ	 1

þ unðcÞ ½I þ AMðn 1Þ	1
 A unðcÞ½ 	H

and so
hWn;uni ¼ 1þ unðcÞ ½I þ AMðn 1Þ	1A unðcÞ½ 	H ¼
det ½I þ AMðnÞ	
det ½I þ AMðn 1Þ	 :
From here, the statement follows.
Besides, notice that wnðzÞ ¼ WnðzÞ=j < Wn; Wn > j1=2 ¼ cn zn þ (lower degree
terms), with cn > 0, verifies
wnðzÞ ¼
cn
jn
unðzÞ

 unðcÞ ½I þ AMðn 1Þ	1A Kn1ðz; cÞ½ 	T

:  ð4:4Þ
If A is positive semidefinite, Aþ ½Mðn 1Þ	1 is positive definite (nP p þ 1),
according to Proposition 2.1. Hence, we get
det ½I þ AMðn 1Þ	 ¼ det ½Mðn 1Þ	  det A

þ ½Mðn 1Þ	1

> 0
and, thus
Corollary 4.5. Let A be positive semidefinite. Then, the Sobolev-type orthonor-
mal polynomial sequence exists for nP p þ 1.
Remark. From (4.2) and Proposition 4.3
jn
cn
 2
¼ 1þ WnðcÞA unðcÞ½ 	H ¼ 1þ
jn
cn
wnðcÞA unðcÞ½ 	H ð4:5Þ
follows.
Now, we are going to study the behavior of the nth Sobolev-type ortho-
normal polynomial wn in terms of the matrix A which will be considered as a
parameter.
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Theorem 4.6. Let A be a positive definite matrix. Write r ¼ 1=ðq ðA1ÞÞ, where
qðMÞ is the spectral radius of M : Then, for fixed n 2 N,
lim
r!1
wnþpþ1ðz;AÞ ¼ ðz cÞpþ1unðz; dlpþ1Þ
holds l: u: in C.
[Notice that r ! 1 is equivalent to the fact that all eigenvalues of A tend to
1:]
Proof. From (4.4),
wnþpþ1ðz;AÞ ¼
cnþpþ1ðAÞ
jnþpþ1
 unþpþ1ðzÞ

 unþpþ1ðcÞ ½A1 þ Mðnþ pÞ	1 Knþpðz; cÞ
 T
holds because A is nonsingular. From (4.5) and (4.2), we get
jnþpþ1
cnþpþ1ðAÞ
 !2
¼ 1þ unþpþ1ðcÞ ½A1 þMðnþ pÞ	1 unþpþ1ðcÞ
 H
:
Thus, since Mðnþ pÞ is positive definite and limr!1 A1 ¼ 0, it follows that
lim
r!1
jnþpþ1
cnþpþ1ðAÞ
 !2
¼ 1þ unþpþ1ðcÞ ½Mðnþ pÞ	1 unþpþ1ðcÞ
 H
¼ jnþpþ1
jnðdlpþ1Þ
 !2
:
Furthermore,
jnþpþ1
cnþpþ1ðAÞ
wnþpþ1ðz;AÞ 
jnþpþ1
jnðdlpþ1Þ
ðz cÞpþ1unðz; dlpþ1Þ
¼ unþpþ1ðcÞ ½Mðn

þ pÞ	1  ½A1 þ Mðnþ pÞ	1

Knþpðz; cÞ
 T
:
Let n be fixed, and let us consider an arbitrary compact subset H  C. Then,
Kð0;iÞnþp ðz; cÞ
  is uniformly bounded in H. For r ! 1; we obtain from here that
lim
r!1
wnþpþ1ðz;AÞ
h
 ðz cÞpþ1unðz; dlpþ1Þ
i
¼ 0
l: u: in C. 
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Theorem 4.7. Let l 2N and jcj > 1. If A is a nonsingular matrix, then there is
n0 2 N such that the (left) orthonormal polynomial wn with respect to a Sobolev-
type inner product
hf ; gi ¼
Z
jzj 1
f ðzÞgðzÞdlðzÞ þ fðcÞA gðcÞ½ 	H
exists for all nP n0:
Proof. Since Theorem 4.4, we can guarantee that there exists wn, for all nP n0;
when det ðI þ AMðn 1ÞÞ 6¼ 0: Notice that
det ½I þ AMðn 1Þ	 ¼ det ðAÞ  det ½Mðn 1Þ	  det I

þ A1½Mðn 1Þ	1

:
As limn qð½Mðn 1Þ	1Þ ¼ 0, then limn det ðI þ A1½Mðn 1Þ	1Þ ¼ det ðIÞ ¼ 1
(Theorem 3.13), that is, there exists n0 2 N such that det ½I þ AMðn 1Þ	 > 0;
for nP n0. 
By using (4.1), then
wnðzÞ ¼
cn
jn
unðzÞ

 unðcÞ ½I þ AMðn 1Þ	1A Kn1ðz; cÞ½ 	T

:
If we denote
RnðzÞ :¼ ½I þ AMðnÞ	1A Knðz; cÞ½ 	T; ð4:6Þ
it follows that
wnðzÞ ¼
cn
jn
unðzÞ½  unðcÞRn1ðzÞ	: ð4:7Þ
The RnðzÞ are the analogous expressions to the TnðzÞ, which are defined in
(3.13), and those verify a similar relationship to the one given in Proposition
3.14:
Proposition 4.8. Assume that I þ AMðnþ 1Þ and I þ AMðnÞ are nonsingular
matrices. Then,
Rnþ1ðzÞ ¼ RnðzÞ þ jnþ1cnþ1
½I þ AMðnþ 1Þ	1A unþ1ðcÞ
 H
wnþ1ðzÞ
holds.
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Proof. The nonsingularity of I þ AMðnþ 1Þ; and I þ AMðnÞ implies that the
polynomial wnþ1 exists. Thus, we have
½IþAMðnþ1Þ	 Rnþ1ðzÞ½ RnðzÞ	 ¼ ½IþAMðnþ1Þ	Rnþ1ðzÞ
 I
h
þ AMðnÞþ A unþ1ðcÞ
 H
unþ1ðcÞ
i
RnðzÞ:
From here, according to (4.6),
½I þ AMðnþ 1Þ	 Rnþ1ðzÞ½  RnðzÞ	 ¼ A Knþ1ðz; cÞ½ 	T

 Knðz; cÞ½ 	T

 A unþ1ðcÞ
 H
unþ1ðcÞRnðzÞ
¼ A unþ1ðcÞ
 H
unþ1ðzÞ
  unþ1ðcÞRnðzÞ
¼ A unþ1ðcÞ
 H jnþ1
cnþ1
wnþ1ðzÞ: 
Proposition 4.9. Assume that wn exists. Then, there exist two polynomials
PAðz; nÞ; and QAðz; nÞ; with deg PAðz; nÞ ¼ p þ 1 and deg QAðz; nÞ6 p; such that
ð1 czÞpþ1wnðzÞ ¼ PAðz; nÞunðzÞ þ QAðz; nÞunðzÞ
holds for c 6¼ 0:
Proof. In the same way as in Proposition 3.15, we obtain
PAðz; nÞ ¼ cn
jn
ð1
 
 czÞpþ1 þ
Xp
k 0
zk ð1 czÞpk unðcÞ ½A1 þ Mðn 1Þ	1
 unðcÞBk
 H!
QAðz; nÞ ¼  cn
jn
Xp
k 0
zk ð1 czÞpk unðcÞ ½A1 þMðn 1Þ	1 unðcÞBk
 H
: 
5. Asymptotic behavior for wn
We will assume that l 2N, jcj > 1 and A is a nonsingular matrix. In these
conditions, Theorems 3.13 and 4.7 hold, and the existence for the nth Sobolev-
type orthonormal polynomial wn ¼ cn zn þ ðlower degree termsÞ for n large
enough is guaranteed.
Proposition 5.1. limn jn=cn ¼ jcjpþ1.
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Proof. From (4.5), we get
jn
cn
 2
¼ det ½I þ AMðnÞ	
det ½I þ AMðn 1Þ	
¼ det ½MðnÞ	
det ½Mðn 1Þ	 
det ½I þ A1½MðnÞ	1	
det I þ A1½Mðn 1Þ	1
  :
Now, by using Theorem 3.13, we obtain
lim
n
det I

þ A1½MðnÞ	1

¼ 1
and, thus, we conclude that
lim
n
jn
cn
 2
¼ lim
n
det ½MðnÞ	
det ½Mðn 1Þ	 ¼ limn 1

þ unðcÞ ½Mðn 1Þ	1 unðcÞ½ 	H

¼ jcj2pþ2;
according to (3.2) and Corollary 3.7. 
Theorem 5.2. limn wnðzÞ=unðzÞ ¼ ðc=jcj  ðz cÞ=cz 1Þpþ1 uniformly in jzjP 1,
or, equivalently, limn wnðzÞ=ðunp1ðz; dlpþ1ÞÞ ¼ ðz cÞpþ1 uniformly in jzjP 1:
Proof. Note that the equivalence for these both conditions follows immediately
from Proposition 3.6.
We shall denote u^nðzÞ ¼ ð1=jnÞunðzÞ, u^nðz; dlpþ1Þ ¼ ð1=jnðdlpþ1ÞÞun
ðz; dlpþ1Þ, and w^nðzÞ ¼ ð1=cnÞwnðzÞ the corresponding nth monic orthogonal
polynomials. From (3.14) and (4.7), we have
ðz cÞpþ1 u^np1ðz; dlpþ1Þ
u^nðzÞ
 w^nðzÞ
u^nðzÞ
¼ unðcÞ Rn1ðzÞ  Tn1ðzÞ½ 	
u^nðzÞ
¼ unðcÞ Rn1ðzÞ  Tn1ðzÞ½ 	
unðzÞ
:
We prove that
lim
n
unðcÞ 
Tn1ðzÞ  Rn1ðzÞ
unðzÞ
 
¼ 0 ð5:1Þ
uniformly in jzjP 1:
As A is nonsingular, we get
Rn1ðzÞ ¼ I

þ ½Mðn 1Þ	1A1
1
Tn1ðzÞ;
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according to (3.13) and (4.6). Hence,
unðcÞ 
Tn1ðzÞ Rn1ðzÞ
unðzÞ
¼ unðcÞ I

 I

þ ½Mðn 1Þ	1A1
1 Tn1ðzÞ
unðzÞ
¼ unðcÞ ½Mðn 1Þ	1A1 I

þ ½Mðn 1Þ	1A1
1
 Tn1ðzÞ
unðzÞ
holds and, thus,
unðcÞ 
Tn1ðzÞ  Rn1ðzÞ
unðzÞ

6 unðcÞ    qð½Mðn 1Þ	1Þ  jjA1jj
 Ið

 þ ½Mðn 1Þ	1A11

  Tn1ðzÞj jj junðzÞj j :
Here, the matrix norm Cj jj j ¼ qðCCH Þp is used. Because qð½MðnÞ	1Þ tends to
zero, then limn ðI þ ½Mðn 1Þ	1A1Þ1
   ¼ 1: Thus, to prove (5.1) is equiv-
alent to prove
lim
n
unðcÞj jj jqð½Mðn 1Þ	1Þ
Tn1ðzÞj jj j
unðzÞj j
¼ 0
uniformly in jzjP 1:
First, from (3.11) (Theorem 3.13), we get
qð½Mðn 1Þ	1Þ ¼ O
Qp
k 0 u
ðpkÞ
n ðcÞ
 2
unðcÞj j2ðpþ2Þ
 !
;
and thus
unðcÞj jj jqð½Mðn 1Þ	1Þ ¼ O uðpÞn ðcÞ
    O Qpk 0 uðpkÞn ðcÞ 2
unðcÞj j2ðpþ2Þ
 !
¼ O u
ðpÞ
n ðcÞ
unðcÞ½ 	1þr


 !
 O
Yp
k 0
uðpkÞn ðcÞ
unðcÞ½ 	1þr


2
0
@
1
A
follows, with r ¼ 1=ð2p þ 3Þ > 0: Hence limn unðcÞj jj jqð½Mðn 1Þ	1Þ ¼ 0
(Lemma 3.4).
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Furthermore, by considering (3.13) and (3.15) we can obtain the following
upper bound
Tn1ðzÞj jj j
junðzÞj
6
qð½Mðn 1Þ	1Þ jjKn1ðz; cÞjj
junðzÞj
6 qð½Mðn 1Þ	
1Þ
j1 czj 
unðzÞ
unðzÞ
unðcÞ  unðcÞ



 X
p
k 0
z
1 cz
 k jjBjjk:
Now,
qð½Mðn 1Þ	1Þ u

nðzÞ
unðzÞ
unðcÞ

  unðcÞ


6qð½Mðn 1Þ	1Þ  jjunðcÞjj 1

þ u

nðzÞ
unðzÞ

 jjunðcÞjjjjunðcÞjj
!
;
with
unðzÞ
unðzÞ

 unðcÞ
  
unðcÞj jj j
6 u

nðzÞ
unðzÞ

 Xp
k 0
uðkÞn ðcÞ
uðkÞn ðcÞ


2
0
@
1
A1=2;
where the first factor is uniformly bounded by 1 in jzjP 1; and the second one
tends to zero (Lemma 2.4 and (2.2)). Also, z=ð1 czÞ and 1=ð1 czÞ are
uniformly bounded by 1=ðjcj  1Þ in jzjP 1:
In these conditions,
lim
n
Tn1ðzÞj jj j
junðzÞj
6
Xp
k 0
Bj jj jk
ðjcj  1Þkþ1  limn qð½Mðn 1Þ	
1Þ unðcÞj jj j
h i
¼ 0:
follows immediately.
Hence
lim
n
w^nðzÞ
u^nðzÞ
¼ lim
n
ðz cÞpþ1 u^np1ðz; dlpþ1Þ
u^nðzÞ
;
i.e.,
lim
n
jn
cn
wnðzÞ
unðzÞ
¼ lim
n
jn
jnp1ðdlpþ1Þ
ðz cÞpþ1 unp1ðz; dlpþ1Þ
unðzÞ
:
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But, Propositions 3.6 and 5.1 yield
lim
n
jn
cn
¼ lim
n
jn
jnp1ðdlpþ1Þ
:
So, the statement is proved. 
Corollary 5.3. There is n0 2 N such that, for nP n0, the nth Sobolev-type or-
thonormal polynomial wn has exactly p þ 1 zeros in jzj > 1; which accumulate in
c; while the remaining zeros belong to jzj < 1.
Proof. Taking into account that
lim
n
wnðzÞ
unp1ðz; dlpþ1Þ
¼ ðz cÞpþ1;
uniformly in jzjP 1; the result follows immediately from Hurwitz’s Theorem.

Theorem 5.4. For the polynomial coefficients PAðz; nÞ and QAðz; nÞ in Proposition
4.9,
lim
n
PAðz; nÞ ¼ cjcj ðc

 zÞ
pþ1
; lim
n
QAðz; nÞ ¼ 0
hold l: u: in C:
Proof. Consider the expressions in Propositions 3.15 and 4.9. Then, we can
write
jn
jnp1ðdlpþ1Þ
P ðz; nÞ  jn
cn
PAðz; nÞ ¼
Xp
k 0
zk ð1 czÞpk unðcÞ ½Mðn

 1Þ	1
 ½A1 þ Mðn 1Þ	1

unðcÞBk
 H
:
But, from
½Mðn 1Þ	1  ½A1 þMðn 1Þ	1
¼ ½Mðn 1Þ	1 I

þ A1½Mðn 1Þ	1
1
A1½Mðn 1Þ	1;
it follows that
jn
jnp1ðdlpþ1Þ
Pðz; nÞ  jnp1ðdlpþ1Þ
cn
PAðz; nÞ


6 jjunðcÞjj
2
qð½Mðn

 1Þ	1Þ
2
 I
 þ A1½Mðn 1Þ	11

 A1  Xp
k 0
jzjk j1 czjpk Bk  :
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In Theorem 5.2, limn I þ A1½Mðn 1Þ	1
 1


 ¼ 1 and limn unðcÞj jj j
qð½Mðn 1Þ	1Þ ¼ 0 are stated. Besides, we have
lim
n
jnp1ðdlpþ1Þ
cn
¼ lim
n
jnp1ðdlpþ1Þ
jn
 lim
n
jn
cn
¼ 1;
according to Propositions 5.1 and 3.6. Thus, Theorem 3.16 implies the state-
ment for PAðz; nÞ.
The proof is similar for QAðz; nÞ. 
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