INTRODUCTION
Broadband antenna arrays [1] are widely used in many applications such as communication, acoustics and radio systems engineering etc. because of their ability to simultaneously broadcast multiple signals and traffic types in a wide bandwidth of transmission. Frequency invariant array pattern formation is advantageous for broadband signal acquisition and is usually designed for undistorted transmission of wideband signals [2] . Many broadband pattern synthesis techniques have been utilized in the literature [3] [4] [5] [6] . Array pattern synthesis techniques for designing of broadband FIR beam former with constant main lobe response and minimum side lobe level (SLL) have been discussed in [3] [4] [5] .
All elements are fed coherently with a constant scan angle in phased array and phase shifters of all the elements are used to scan the beam in desired direction [6] . A technique for synthesis of narrowband and wideband array pattern using particle swarm optimization is detailed in [6] .
Many methods have been proposed for the synthesis of nonuniformly spaced arrays [7] [8] [9] [10] . Some techniques like genetic algorithm and neural-network based methodology and performance of raised power series arrays have been described in [7] [8] for synthesizing wideband non-uniformly spaced arrays. The method described in [9] uses the asymptotic theory of unequally spaced arrays to produce ultra-wideband pattern with invariant main beam, but generates higher SLL. Another method for synthesis of nonuniformly spaced linear arrays with wide band frequency-invariant patterns using the generalized matrix pencil methods has been described in [10] . In this paper, a simple method is presented for broadband frequency invariant pattern using Quantum Particle Swarm Optimization (QPSO) algorithm for synthesis of nonuniformly spaced linear array antenna [11] [12] [13] .
QPSO has recently enjoyed its success in the field of antenna arrays. To mention further, it was successfully employed [13] in failure correction of the radiation pattern in presence of faulty elements by newly generating the excitations. It also restored the side lobe level along with the wide null placement in the presence of faulty elements. But, in this paper, QPSO is employed in generating frequency invariant patterns and hence forth, the procedures, equations that are involved in generating these patterns are totally different from that of [13] . Moreover, these generations are tested here not only in broadside, but also in a particular direction in vertical plane for proving its versatility. In addition to it, necessary care is taken not only to control the side lobe level, but also the first null beam widths. This algorithm is used here to generate both the excitations amplitudes as well as the distance between the elements.
The reason for the choice of QPSO is because of its validity [14] [15] [16] over other algorithms. Moreover, in this paper, QPSO algorithm is compared with firefly algorithm (FA), a nature-inspired metaheuristic optimization algorithm which is described in [17] [18] [19] . Literature reports [18, 20] the superiority of FA than other basic algorithms.
II.
APPROACH FOR FREQUENCY INVARIANT PATTERN SYNTHESIS
A non-uniformly spaced linear array of 2N isotropic antennas along Y-axis has been considered.
Elements of the array are located symmetrically on each side of the origin as shown in fig.1 . The equation of broadband array factor to generate free-space far-field pattern FIP (f,θ) in the vertical plane (Y-Z) with symmetric amplitude distributions is given by (1) . Normalized absolute far-field in dB can be articulated in (2) as follows: For scannable pattern in frequency band [f L, f U ], the response of array factor defined by the coefficients I n at any frequency is scaled by f and shifted from θ to the desired angle θ 0 . But scaling by f results in an array pattern that becomes narrower as the frequency increases.
The problem is to find the set of parameters I n and d n of the array elements using QPSO that will minimize the following fitness function Cost, so that minimum SLL and frequency invariant beam pattern can be achieved over frequency band range for both cases. 
 
The coefficients 1 w and 2 w are the relative weights applied to each term in (3).
where III.
QUANTUM PARTICLE SWARM OPTIMIZATION ALGORITHM
A novel optimization algorithm QPSO, which is rooted on the fundamental theory of particle swarm and properties of quantum mechanics, was proposed in [11] [12] [13] . QPSO is stated only by the position vector and there is no velocity vector. The movable dealing of the particle in QPSO is different from that of the particle in standard PSO.
Several steps involved in QPSO are given below:
Step 1: Generate initial particles in the population randomly between the minimum and the maximum operating limits in the Di-dimensional space.
Step 2: Estimate the value of particle objective function.
Step 3: Current fitness value of the particle is compared with personal best (pbest) of every particle. If the current fitness value of the particle is superior, then assign the current fitness value to pbest and assign the current coordinates to pbest coordinates.
Step 4: Calculate the mean best position of all J particles.
Step 5: In the entire population determine the current best fitness and its coordinates. If the current best fitness value is superior to global best (gbest), then assign the current best fitness value to gbest and assign the current coordinates to gbest coordinates.
Step 6: The vector local focus of the particle is calculated using the following equation:
Step 7: Update position (W id ) of the d th dimension of the i th particle using the following equations: 
where u is the current generation, rand1, rand2, rand3, rand4 and rand5 are uniform random numbers between 0 and 1. Equations (7) and (8) Step 8: Repeat Steps from 2 to 7 till the maximum number of iterations being completed or when there is no further update of best fitness value.
The parameter p is the local attractor of each particle. To avoid untimely convergence mbest is considered as the barycenter of all particles. σ is the contraction and expansion coefficient used for controlling the convergence speed and performance of the particle. This is the only one controlling parameter in QPSO, which can be tuned easily by linear variation in between minimum and maximum value or by trial and error method to control the convergence speed of the algorithm. The value of σ has been changed for different examples with frequency invariant pattern in this paper. Setting the value of σ in the interval (0.5, 0.8), can generates good results, see literature report [14] .
For case 1: The value of σ with each iteration is given by for example of 20 element linear array: The value of σ for 26 element of linear array:
σ=0.7+0.09*rand where rand is the uniform random numbers between 0 and 1. Flow chart of QPSO algorithm is detailed in Fig.2 . Fig. 2 . Flow chart of quantum particle swarm optimization algorithm.
In addition to QPSO algorithm, Firefly Algorithm is also considered for the experiments for the sole purpose of comparisons between these two algorithms. This algorithm developed by the author XinShe Yang is based on the idealized behaviour of the attraction characteristics of fireflies [17] [18] [19] . The flashing characteristics of the fireflies are described as follows:
• Fireflies are attracted to other ones irrespective of their sex.
• The less brighter firefly will move towards the brighter one as the attractiveness is proportional to their brightness. This attractiveness is inversely proportional to the distance as it decreases as the distance between the firefly's increases. If no one is brighter than a particular firefly, it moves randomly.
• The brightness or light intensity of a firefly is affected or determined by the cost function which is to be optimized.
The settings for the firefly algorithm parameters are: Randomization parameter = 1; Minimum value of attractiveness = 0.2 and absorption coefficient = 1.
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IV. SIMULATION RESULTS
The numbers of element taken along the Y-axis for the simulation are 20 and 26 for both cases.
Operating frequency range is f L = 0.5 GHz and f U = 1 GHz. Table I and II shows the current amplitude distribution and distance of antenna elements from origin for 20 elements and 26 elements. Fig. 3 and Fig. 4 shows the global best fitness value versus iterations obtained for both cases for 20 elements and 26 elements linear array. Fig. 5 and Fig. 6 shows the normalized current amplitude distribution using QPSO and FA for 20 and 26 elements. Fig. 7 shows the normalized frequency invariant power pattern in dB for 20 element linear arrays obtained from QPSO and FA for case 1. Fig. 8 shows the scanned normalized frequency invariant power pattern in dB for 20 element linear arrays obtained from QPSO and FA. Fig. 9 shows the normalized frequency invariant power pattern in dB for 26 element linear arrays using QPSO and FA for case 1. Fig. 10 shows the scanned normalized frequency invariant power pattern in dB for 26 element linear arrays using QPSO and FA.
It is observed from Fig. 3 and Fig. 4 that the algorithms reached to a value after which it is not converged after 200 iterations. QPSO converged well as compared to FA for both the cases. From the obtained pattern in Fig. 7 and Fig. 9 , it is observed that error in obtained frequency invariant pattern and in desired pattern is less using QPSO and FA means constant frequency invariant pattern are obtained using both the algorithms; whereas in Fig. 8 the pattern obtained using FA provides higher side lobe level as compared to obtained pattern using QPSO algorithm. Moreover, in Fig.10 pattern obtained using FA provides more error in desired and obtained main beam patterns than QPSO. V.
CONCLUSION
In this paper a method based on quantum particle swarm optimization algorithm has been successfully 
