Abstract. The optimal condition of the cone volume measure of a pair of antopodal points is proved and analyzed.
Introduction
Let K n be the set of all convex bodies in R n having non-empty interiors, i.e., K ∈ K n is a convex compact subset of the n-dimensional Euclidean space R n with int K = ∅. As usual, we denote by ·, · the inner product on R n × R n with associated Euclidean norm · . S n−1 ⊂ R n denotes the (n − 1)-dimensional unit sphere, i.e., S n−1 = {x ∈ R n : x = 1}. For K ∈ K n , we write S K (·) and h K (·) to denote its surface area measure and support function, respectively, and ν K to denote the Gauß map assigning the exterior unit normal ν K (x) to an x ∈ ∂ * K, where ∂ * K consists of all points in the boundary ∂K of K having an unique outer normal vector. If the origin o lies in the interior of K ∈ K n , the cone volume measure of K on S n−1 is given by
where ω ⊂ S n−1 is a Borel set and, in general, H k (x) denotes the k-dimensional Hausdorff-measure. Instead of H n (·), we also write V(·) for the n-dimensional volume. For general references regarding convex bodies see, e.g., P.M. Gruber [17] , R. Schneider [38] and A.C. Thompson [42] .
The name cone volume measure stems from the fact that if K is a polytope with facets F 1 , . . . , F m and corresponding exterior unit normals u 1 , . . . , u m , then
Here δ u is the Dirac delta measure on S n−1 at u ∈ S n−1 , and for x 1 , . . . , x m ∈ R n and subsets S 1 , . . . , S L ⊆ R n we denote the convex hull of the set {x 1 , . . . , x m , S 1 , . . . , S l } by [x 1 , . . . , x m , S 1 , . . . , S l ]. With this notation [o, F i ] is the cone with apex o and basis F i .
In recent years, cone volume measures have appeared and were studied in various contexts, see, e.g., F. Barthe, O. Guedon, S. Mendelson and A. Naor [6] , K.J. Böröczky, E. Lutwak, D. Yang and G. Zhang [10, 11] , M. Gromov and V.D. Milman [16] , M. Ludwig [26] , M. Ludwig and M. Reitzner [27] , E. Lutwak, D. Yang and G. Zhang [31] , A. Naor [33] , A. Naor and D. Romik [34] , G. Paouris and E. Werner [35] , A. Stancu [41] , G. Zhu [44, 45, 46] .
In particular, cone volume measure are the subject of the logarithmic Minkowski problem, which is the particular interesting limiting case p = 0 of the general L p -Minkowski problem -one of the central problems in convex geometric analysis (see E. Lutwak [28] ). It is the task: Find necessary and sufficient conditions for a Borel measure µ on S n−1 to be the cone volume measure V K of K ∈ K n (with o in its interior).
When µ has a density f , with respect to spherical Lebesgue measure, the logarithmic Minkowski problem involves establishing existence for the Monge-Ampère type equation:
where h ij is the covariant derivative of h with respect to an orthonormal frame on S n−1 and δ ij is the Kronecker delta.
In the recent paper [11] , K.J. Böröczky, E. Lutwak, D. Yang and G. Zhang characterize the cone volume measures of origin-symmetric convex bodies. In order to state their result we say that a Borel measure µ on S n−1 satisfies the subspace concentration condition for a linear subspace
and equality in (2) implies the existence of a complementary linear subspace L such that
and hence supp µ ⊂ L ∪ L, i.e., the support of the measure "lives" in L ∪ L. In addition, µ satisfies the subspace concentration condition if it satisfies the subspace concentration condition for any linear subspace. Via the subspace concentration condition, the logarithmic Minkowski problem was settled in [11] in the symmetric case.
Theorem A. A non-zero finite even Borel measure on the S n−1 is the cone-volume measure of an origin-symmetric convex body in R n if and only if it satisfies the subspace concentration condition.
This result was proved earlier for discrete measures on S 1 , i.e., for polygons, by A. Stancu [39, 40] . For cone-volume measures of origin-symmetric polytopes, the necessity of (2) was independently shown by M. Henk, A. Schürmann and J.M.Wills [21] and B. He, G. Leng and K. Li [20] .
Theorem A shows that the subspace concentration condition is a natural condition for all even measures that may arise as the cone-volume measures of origin-symmetric convex bodies. Actually, Böröczky, Henk [9] proved that the cone volume measure of any convex body whose centroid is the origin satisfies the subspace concentration condition.
Next, we say that a linear subspace L of R n is essential with respect to a Borel measure µ on S n−1 if L ∩ suppµ is not concentrated on any closed hemisphere of L ∩ S n−1 . In other words, L ∩ suppµ contains 1 + dimL vectors spanning L such that the origin is positive linear combination of these vectors. As a generalization of the discrete case of Theorem A and the main result of G. Zhu [44] , the following is proved in the beautiful paper A. Stancu [39] if n = 2, and in K.J. Böröczky, P. Hegedűs, G. Zhu [8] if n ≥ 3.
Theorem B. If µ is a discrete measure on S n−1 , n ≥ 2, that is not concentrated on any closed hemisphere, and µ satisfies the subspace concentration condition with respect to any essential linear subspace L, then µ is the cone-volume measure of a polytope in R n .
Interestingly enough, even if the methods of the papers [8] and [39] are quite different, both papers need the condition that the subspace concentration condition holds with respect to any essential linear subspace exactly for the same reason; namely, to ensure that the related extremal problem has bounded solution.
We do not even have a conjecture on what properties may characterize cone volume measures. Actually, having subspace concentration condition holds with respect to essential linear subspaces is not a necessary condition for a cone volume measure. As an example, let u 1 , . . . , u n be an orthonormal basis of R n , and let W = {x ∈ u
. . , n} be an (n − 1)-dimensional cube. For r > 0 and i = 1, . . . , n − 1, L i = lin{u 1 , . . . , u i } is an essential subspace for the cone volume measure of the truncated pyramid
As a modest first step towards understanding cone volume measures of general convex bodies, the goal of this noteis to characterize cone volume measure of a pair of antipodal points. For α, β > 0, we consider the auxiliary function
As we will see in Section 2, the minimum is attained at a unique ̺ = ̺ 0 (α/β, n) > 0 (depending only on α/β and n). Theorem 1.1. If K is a convex body containing the origin in its interior with V (K) = 1, and
For the planar case, we have the optimal condition on restrictions of a cone volume measure on S 1 to a pair of antipodal vectors.
Corollary 1.2.
If K is a convex body containing the origin in its interior in R 2 , and u ∈ S 1 , then
with equality if and only if K is a trapezoid with two sides parallel to u ⊥ , and u ⊥ contains the intersection of the diagonals. If n ≥ 3, then we do not have a nice simple formula for ϕ(α, β, n) and ̺ 0 (α/β, n), only estimates. For α, β > 0, we readily have
Therefore we may assume that α > β. Theorem 1.3. If n ≥ 3 and γ > 1, then
and lim γ→∞
.
For ϕ(α, β, n), we have the following bounds.
(ii) There exists ε 0 > 0 depending on n such that if
(iii) There exists γ 0 > 0 depending on n such that if
We note that substituting n = 2 into the bounds of Theorem 1.3 and Corollary 1.4, we obtain the formulas in (9) .
Unfortunately, even Lemma 1.2 does not characterize cone volume measure in the plane (see Lemma 2.1). It is an intriguing problem to characterize at least the cone volume measure of polygons.
Basic properties and the planar case
Let V K be the cone volume measure on S n−1 for a convex body K in R n , n ≥ 2, with o ∈ intK and V (K) = 1. We may write minimum in the definition (4) of ϕ(α, β, n) because for fixed α, β, n > 0, the function
is strictly convex for ̺ > 0, and tends to infinity as ̺ tends to zero or infinity. In particular, there exists a unique ̺ 0 (α/β, n) > 0 (depending only on α/β and n) where f α,β,n (̺) attains its minimum. It follows from the inequality between the arithmetic and geometric mean that
and if n = 2, then
Proof of Theorem 1.1: We write | · | to denote (n − 1)-dimensional measure. After a volume preserving linear transform keeping linu and u ⊥ invariant, we may assume that
and
and hence the Brunn-Minkowski inequality yields that
with equality if and only if K t = tF (K, u) + (1 − t)F (K, −u), and F (K, u) and F (K, −u) are homothetic. We deduce from the Fubini theorem that
, where the equality conditions follow from the equality conditions for (11) . Q.E.D.
We
, let µ ε be the discrete probability measure concentrated on u 1 , . . . , u 6 such that
According to Theorem B, µ ε is a cone volume measure if ε is relatively large (more precisely, if
).
Lemma 2.1. There exists ε 0 > 0 such that µ ε is not a cone volume measure for ε ∈ (0, ε 0 ).
Proof. Let us suppose that for some sequence ε m > 0 tending to zero, there exists a polygon Q εm whose cone volume measure is µ εm , and seek a contradiction.
For ε ∈ {ε m }, let l i,ε be the length of F (Q ε , u i ), and let T ε = [F (Q ε , u 1 ), F (Q ε , u 4 )] be the trapezoid in the middle. Since
we deduce that
We claim that there exists ω > 0 such that if ε ∈ {ε m } is close to zero, then
We define ̺ ε = l 1,ε /l 4,ε , and hence the proof of Theorem 1.1 shows that
It follows from (9) that
Since ̺ = 4 α/β > 1 is the unique minimum point of the convex function f α,β,2 (̺) according to (9), we deduce that ̺ ε > 8 α/β if ε is small, and in turn we conclude (13) for ω = 4 α/β − 1. Possibly decreasing ω > 0, we may also assume that in addition to (13), we have
u i , u j > −1 + ω for i, j = 1, . . . , 6, {i, j} = {1, 4}. (15) According to the Blaschke selection theorem, we may assume that either lim m→∞ diamQ εm = ∞, or lim m→∞ Q εm = T for a polygon T .
Case 1 lim m→∞ diamQ εm = ∞ Let v be a unit normal orthogonal to u 1 , and let
We claim that (16) lim m→∞ w m = 0.
To prove (16) , let D m be a circular disc of largest radius inscribed into Q εm , and let r m be the radius of D m . In particular, (a): either there exist three sides of Q εm such that their lines determine a triangle whose inscribed circular disc is D m , (b): or there exist parallel sides of Q εm whose lines are of distance 2r m . Since V (Q εm ) = 1 and lim m→∞ diamQ εm = ∞, we have lim m→∞ r m = 0. If (a) holds, then the exterior unit normals of the three sides are among u 1 , . . . , u 6 , and hence (15) yields a constant c > 0 depending on u 1 , . . . , u 6 such that diamQ εm ≤ cr m . It follows from lim m→∞ diamQ εm = ∞ that (b) holds for large m, which in turn implies (16) .
for i = 2, 3, 5, 6, we deduce that
w m for i = 2, 3, 5, 6, which in turn yields via the triangle inequality that
However, V (T εm ) = The last formula contradicts (13).
Case 2 lim m→∞ Q εm = T for a polygon T Since lim m→∞ V (Q εm \T εm ) = 0 by (12), we have
Therefore T is a trapezoid. It follows that there is a u j not contained in suppV T , and let f be a continuous function on S 1 satisfying f (u j ) = 1 and f (u) = 0 for u ∈ suppV T . As V Qε m tends weakly to V T , we conclude from (14) that
This contradiction finally verifies Lemma 2.1.
Estimates in higher dimensions
For n ≥ 3, we do not expect a close formula for the expressions ϕ(α, β, n) and ̺ 0 (γ, n) playing crucial roles in Theorem 1.1. Therefore we collect some additional properties besides (8) . In this section, the implied constant in O(·) depends on n. First we prove the estimates for ̺ 0 ( α β , n).
Proof of Theorem 1.3: We breviate f γ,1,n (̺) (see (7)) as f γ (̺), and hence ̺ 0 (γ, n) is a root of the equation
We see that the sign of f ′ γ (̺) is that of
Since h(̺) is strictly increasing for ̺ ≥ 1, it is negative for ̺ = 1 and tends to infinity as ̺ tends to infinity, ̺ 0 (γ, n) is the unique root of (19) . Let
, and hence ̺ 0 (γ, n) = γ τ (γ) .
As general estimates, we prove that if γ > 1, then (20)
. First, we observe that if ̺ = γ 1 2n , and 1 ≤ j < n/2 < i such that 2i − n = n − 2j, then for
we have
Summing (21) for all pairs {j = n − i, i} for i = ⌈ n+1 2 ⌉, . . . , n − 1 yields that h(̺) > 0 for ̺ = γ 1 2n . As h(̺) is strictly increasing, we conclude the upper bound in (20) .
Establishing the lower bound is more complicated. Put τ (γ) = and ̺ = γ 3 4(2n−1) . We prove that h(̺) < 0 in this case, it implies the lower bound as h is increasing.
Define
It is a strictly increasing odd function, convex for x ∈ [0, ∞). Hence we have the following two properties:
Using this functional notation, we may rewrite
Why this particular τ is the cut-off point is illustrated by the fact that the mean value of the n(n−1) 2 arguments in the above sum is
We split the summands in (22) into three groups. For s(x) in the sum let x ∈ A ⇔ x < 2−n 4n−2 , x ∈ B ⇔ 2−n 4n−2 ≤ x ≤ 0 and x ∈ C ⇔ 0 < x. Consequently the index (and multiplicity) i in the sum (22) defines a summand in the middle group if
. We shall prove that h(̺) is negative, using the inequalities (*), (**) above. First we use (*) to cancel the negative terms s(x) for x ∈ B thus leaving only negative arguments with absolute value at least
, hence we can use (**) to change every summand into s( n−2 4n−2 ), and it will have coefficient 0. We split the proof into three cases depending on the residue of n mod 3. The case when 3 | 2n − 1 is the simplest and illustrates the two other cases. Here x ∈ B if x(4n − 2) ∈ {−n + 2, −n + 5, . . . , −3, 0} and x ∈ B ⇒ −x ∈ C. In the sum (22) each of the summands s(x) (x ∈ B) occurs with smaller multiplicity than s(−x) = −s(x). So after canceling them for every negative term s(x) left in the sum we have x ≤
For each of these negative terms we use (**) (for −x) to get s(x) ≤
). For each of the positive terms s(y) we have y ≤ n−2 4n−2 so similarly s(y) ≤
). Neither the cancelations, nor these approximations changed the weighted mean of the arguments, it is still 0. But now all the arguments are equal, so the sum of the coefficients is 0. Putting these approximations into (22) we conclude that h(̺) < 0.
Let now n − 1 be divisible by 3. Then x ∈ B if x(4n − 2) ∈ {3 − n, . . . , −1} and x ∈ (B) ⇒ −x + ) for x ∈ B. So that these cancel with summands s(y) where y ∈ C. We can conclude the same way as above if we can make sure that there exists always a suitable z until we replace all summands s(x). The number of such summands in B is . The amount by which we can increase (until
Comparing it with n(n−1) 6 we get
which holds for n ≥ 4 as required.
For the last case let 3 divide n. Then x ∈ B if x(4n − 2) ∈ {4 − n, . . . , −2} and x ∈ (B) ⇒ −x + 2 4n−2 ∈ C. The multiplicity of s(
and that of s(
. First we cancel n 3 of these by
For n = 3 there is nothing more to do. So assume n ≥ 6. For each of the remaining s(x) (x ∈ B) we pick two other (possibly equal) negative summands s(z 1 ), s(z 2 ) (for z 1 , z 2 ∈ A) and use (**) twice to get
With sufficiently many steps we replace each s(x) by s(x − 2 4n−2 ) for x ∈ B. So that these cancel with summands s(y) where y ∈ C. We can conclude the same way as above if we can make sure that there exists always a suitable z until we replace all summands s(x). The number of such summands is
. The amount by which we can decrease (until
Comparing it with 2 n(n−5) 6
we get
which always holds. With this we have finished the proof of (20) .
To have a polynomial equation for ̺ 0 (γ, n), we use the formula
for y = 1. It follows from (19) , (23) and
First we assume that γ > 1 tends to one, and hence γ = 1 + ε where ε > 0 tends to zero. For fixed r ∈ [−1, 1] and small ε > 0, the binomial series implies (25) s(r) = (1 + ε)
We apply (25) for r = 2nτ − , respectively. Since
we deduce by (25) that
In turn, (20) yields that if ε > 0 is small, then
Next let γ tend to infinity. It follows from (24) that for ̺ = ̺ 0 (γ, n), we have (n − 1)̺ 2n − n̺ 2(n−1) = γ + (n − 1)γ̺ −2n − nγ̺ −2(n−1) − 1.
As ̺ > γ . Q.E.D.
Next prove the bounds for ϕ(α, β, n) if n ≥ 3.
Proof of Corollary 1.4: We use the notation of the proof of Theorem 1.3. The lower bound in (i) is just (8) .
For the upper bound in (i), we may asume that α > β. We have (28) f α,β,n (̺) = α + β + α(1 − ̺ −2n+2 ) + β(̺ 2n − ̺ 2 ) ̺ 2 − 1 .
Defining ̺ > 0 by ̺ 2n = α/β, the upper bound in (i) is a consequence of
Dividing by β, it is sufficient to prove that if ̺ > 1, then
which is equivalent with (n − 1)̺ 2n−2 < (n − 2)̺ 2n + ̺ 2 .
Since the last inequality holds for ̺ > 1 by the inequality between arithmetic and geometric mean, we conclude (29), and in turn (i). If α β = 1 + ε for small ε > 0, then for r ∈ (0, 1), we have the formula
(1 + ε) r + (1 + ε) −r = 2 + r 2 ε 2 + O(ε 3 ).
We substitute ̺ = (1 + ε) τ for τ = is large. We deduce by (7), (27) and (28) Q.E.D.
