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PULLBACK FORMULAE FOR NEARLY HOLOMORPHIC SAITO-KUROKAWA LIFTS
SHIH-YU CHEN
Abstract. We give explicit pullback formulae for nearly holomorphic Saito-Kurokawa lifts restrict to prod-
uct of upper half-plane against with product of elliptic modular forms. We generalize the formula of Ichino
to modular forms of higher level and free the restriction on weights. The explicit formulae provide non-trivial
examples for the refined Gan-Gross-Prasad conjecture for (SO5, SO4) in the non-tempered cases. As an ap-
plication, we obtain Deligne’s conjecture for critical values of certain automorphic L-functions for GL3×GL2.
We also expect to apply our pullback formulae to construct two-variables p-adic L-functions for GL3 ×GL2
in the future.
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1. Introduction
Period integrals of automorphic forms are often related to critical values of L-functions. It has important
applications to the analytic and algebraic theory of L-functions. The main theme of this article concerns
with a special case, namely the pullback of Saito-Kurokawa lifts. This is a special case for the Gan-Gross-
Prasad conjecture (cf. [GP92] and [GGP12]) for (SO5, SO4) in the non-tempered case. The purpose here is
to generalize Ichino’s explicit pullback formulae in [Ich05] to pullback formulae for nearly holomorphic Saito-
Kurokawa lifts. More precisely, let f ∈ Sκ′(Γ0(N)) and g ∈ Sκ+1(Γ0(N)) be normalized elliptic newforms.
We assume the following assumptions on the level and weights:
Hypothesis (H).
• κ− κ′ = 2m ∈ 2Z≥0.
• N is an odd square-free integer.
Let h ∈ S+κ′+1/2(Γ0(4N)) be a newform in the sense of [Koh82] associated to f by the Shintani lift. Let
F ∈ Sκ′+1(Γ(2)0 (N)) be the Saito-Kurokawa lift of h. Let ∆r be the weight r differential operator studied
by Maass in [Maa71]. We write ∆mκ′+1 = ∆κ−1 ◦ · · · ◦ ∆κ′+1. Then ∆mκ′+1F is a nearly holomorphic Siegel
modular form of level Γ
(2)
0 (N) and weight κ+ 1 on H2. We consider the period integral defined by
〈∆mκ′+1F |H×H, g × g〉 =
1
[SL2(Z) : Γ0(N)]
2
∫
Γ0(N)\H
∫
Γ0(N)\H
∆mκ′+1F
((
τ1 0
0 τ2
))
g(τ1)g(τ2)y
κ+1
1 y
κ+1
2
dτ1dτ2
y21y
2
2
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Let Λ(s, Sym2(g)⊗ f) be the completed L-function of Sym2(g)⊗ f . The following is our main theorem.
Theorem 1.1. (Theorem 8.1) Assume Hypothesis (H) holds. We have
|〈∆mκ′+1F |H×H, g × g〉|2
〈g, g〉2 = 2
−κ−6m−1∏
p|N
p(1 + p)−2C(κ, κ′)
〈h, h〉
〈f, f〉Λ
(
κ+ κ′, Sym2(g)⊗ f) .
Here C(κ, κ′) is a non-zero rational number defined in (8.1).
When κ = κ′, Theorem 1.1 is first proved by Ichino in [Ich05, Theorem 2.1] if N = 1 and a pullback
formula is obtained in [PdVP18] if N is odd and square-free. Our formulae strengthen these works by
allowing κ > κ′. Our motivation to extend Ichino’s formula to κ ≥ κ′ stems from the potential application to
a construction of a two-variables p-adic L-function interpolating the central value Λ(κ+κ′, Sym2(gκ′)⊗fκ) for
two Hida families f = {fκ} and g = {gκ′}. In the course of the proof, we introduce certain Mass differential
operators ∆r on GSp(4), which have been crucial in the theory of p-adic L-functions. For example, see the
constuctions of Hida’s Rankin-Selberg p-adic L-functions in [Hid85] and [Hid88], Bertolini-Darmon-Prasanna
anticyclotomic p-adic L-functions in [BDP13], and Eischen-Harris-Li-Skinner p-adic L-functions for unitary
groups in [EHLS16]. We hope to come back to this problem in the near future.
Now we provide two examples to verify numerically Theorem 1.1.
Example 1. Let f ∈ S18(Γ0(1)) and g ∈ S12(Γ0(1)) be the normalized newforms. Then κ = 11, κ′ = 9, and
N = 1. Let h ∈ S+19/2(Γ0(4)) be the newform associated to f normalized so that
h(τ) = q3 − 2q4 − 16q7 + 36q8 + 99q11 + · · · .
By computer calculation, we have
C(11, 9) = 1,
〈g, g〉 = 0.0000010353620568043209223478168122251645 · · · ,
〈f, f〉〈h, h〉−1 = 75633.942121560198996880460854760845132468 · · · ,
Λ(20, Sym2(g)⊗ f) = 0.0053135057875930754652200977341472154100 · · · .
On the other hand, by the formula for ∆10 in (3.5), we have
〈∆10F |H×H, g × g〉
〈g, g〉2 =
∑
b∈Z, b2<4
(1− b2/4) ·A
((
1 b/2
b/2 1
))
=
3
2
ch(3) + ch(4) = 2
−1.
Therefore the pullback formula in Theorem 1.1 holds numerically.
Example 2. Let f = g ∈ S2(Γ0(15)) be the normalized newform. Then κ = κ′ = 1, and N = 15. Let
h ∈ S+3/2(Γ0(60)) be the newform associated to f normalized so that
h(τ) = q3 − 2q8 − q15 + 2q20 + 2q23 + · · · .
By computer calculation, we have
C(1, 1) = 1,
〈g, g〉 = 0.0023596244145167680294160631624014882733 · · · ,
〈f, f〉〈h, h〉−1 = 1.0161993600970582320694739236097011625363 · · · ,
Λ(2, Sym2(g)⊗ f) = 0.0034762890966413331251690052554140352448 · · · .
On the other hand, we have
〈F |H×H, g × g〉
〈g, g〉2 =
∑
b∈Z, b2<4
A
((
1 b/2
b/2 1
))
= 2ch(3) + ch(4) = 2.
Therefore the pullback formula in Theorem 1.1 holds numerically.
An immediate consequence of our pullback formulae is the Deligne conjecture for the central value Λ(κ+
κ′, Sym2(g)⊗ f).
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Corollary 1.2. (Corollary 8.3) Assume Hypothesis (H) holds. For σ ∈ Aut(C), we have(
Λ(κ+ κ′, Sym2(g)⊗ f)
〈g, g〉2Ω+f
)σ
=
Λ(κ+ κ′, Sym2(gσ)⊗ fσ)
〈gσ, gσ〉2Ω+fσ
.
Here Ω+f is the plus period of f defined in [Shi77].
Remark 1.
(1) In [CC, Theorem A], following different approach, we prove the analogue results for κ′ > κ, or κ ≥ κ′
and N > 1, regardless the parities of κ and κ′.
(2) In [Xue, Theorem 1.1], by considering the SL2-period obtained from the restriction of nearly holo-
morphic Jacobi form associated to h on H against g, Xue gave a proof of the same result in the
case N = 1. From the representation-theoretic point of view, the SO(2, 2)-periods considered in
this article and the SL2-periods considered in [Xue, Proposition 3.1] are essentially the same by a
seesaw identity. For instance, the corresponding SL2-period considered here is the right-hand side
of the seesaw identity (5.1). However, it seems that this SL2-period is different from the SL2-period
considered in [Xue, Proposition 2.1].
Combining with the result of Januszewski in [Jan17] on period relations, we obtain a conditional result on
Deligne conjecture for Sym2(g)⊗ f with abelian twists.
Corollary 1.3. (Corollary 8.4) Assume Hypothesis (H) holds and Λ(κ + κ′, Sym2(g) ⊗ f) 6= 0. Let n ∈ Z
be a critical integer for Λ(s, Sym2(g) ⊗ f) and χ be a Dirichlet character such that (−1)nχ(−1) = 1. For
σ ∈ Aut(C), we have(
Λ(n, Sym2(g)⊗ f ⊗ χ)
G(χ)3(2π
√−1)3(n−κ−κ′)〈g, g〉2Ω+f
)σ
=
Λ(n, Sym2(gσ)⊗ fσ ⊗ χσ)
G(χσ)3(2π
√−1)3(n−κ−κ′)〈gσ, gσ〉2Ω+fσ
.
Here G(χ) is the Gauss sum associated to χ, and Ω+f is the plus period of f defined in [Shi77].
We shall follow the idea of Ichino in [Ich05] in the proof of Theorem 1.1. The new ingredients of this
article are the calculations of various local theta lifts at places v | ∞N , the introduction of Maass differential
operators, and the calculation of archimedean local trilinear period integrals. We remark that it is possible to
apply the refined Gan-Gross-Prasad conjecture for Saito-Kurokawa representations proved in [Qiu] to obtain
the pullback formulae, However, the corresponding archimedean local period integrals seems too difficult to
calculate directly, so we decide to use the original method of Ichino in this paper.
The paper is organized as follows. In § 2, we fixed the notation and conventions that will be used throughout
the article and review the basics for metaplectic groups S˜L2. In § 3, we define the adelic lifts f , g, h, and F of
f , g, h, and F respectively to automorphic forms on GL2(A), S˜L2(A), and GSp4(A), and fix normalizations
of their corresponding Whittaker functions. We also introduce an auxiliary imaginary quadratic field K and
a base change lift gK of g to GL2(AK). The Maass-Shimura differential operator V+ on GL2(A) and S˜L2(A),
and the Maass differential operator D+ on GSp4(A) are also introduced in § 3. In § 4, we review the basic
terminology for Weil representations and theta lifts. In § 5, we establish an explicit seesaw identity for the
following seesaw:
SO(3, 2) SL2 × S˜L2
SO(2, 2)× SO(1) S˜L2
Dm+F g
♯ ×Θ
(g × g)× 1 V m+ h
The explicit seesaw identity follows from an explicit Jacquet-Langlands-Shimizu lifting from g× g to g♯ in
§ 5.2, and an explicit Saito-Kurokawa lifting from Vm+ h to Dm+F in § 5.3. In § 6, we establish another explicit
seesaw identity for the following seesaw:
S˜L2 × S˜L2 SO(3, 1)
SL2 SO(2, 1)× SO(1)
V m+ h×Θ χ−D × g♯K
g♯ (V 2m+ f ⊗ χ−D)× 1
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The explicit seesaw identity follows from an explicit Shintani lifting from V 2m+ f ⊗ χ−D to V m+ h in § 6.2,
and an explicit base change lifting from g♯ to g♯K in § 6.3. The first seesaw translates the SO(2, 2)-period〈
Dm+F,g× g
〉
SO(2,2)
into the SL2-period
〈
V m+ h ·Θ,g♯
〉
SL2
. The SL2-period is then translated into the
SO(2, 1)-period
〈
V 2m+ f ,g
♯
K
〉
SO(2,1)
by the second seesaw. Thanks to the solution of the refined Gan-Gross-
Prasad conjecture for (SO4, SO3) due to Ichino, the SO(2, 1)-period is then equal to a product of local trilinear
period integrals and the central value of a twisted triple product L-function. In § 7, we state the explicit
value of the local trilinear period integrals and postpone the proof of the archimedean case to § 9. The central
value of the twisted triple product L-function considered here is equal to
Λ
(
κ+ κ′, Sym2(g)⊗ f)Λ (κ′, f ⊗ χ−D) .
In § 8, we prove the pullback formula based on the results in § 5-7 and the Kohnen-Zagier formula. Then we
deduce Deligne conjecture for Λ
(
κ+ κ′, Sym2(g)⊗ f) from the pullback formula. The Appendix A contains
some formulas for Whittaker functions on S˜L2(Qv) proved in [Ich05] and the author’s PhD Thesis [Che18a].
2. Notation and conventions
2.1. Notation. If R is a ring, we let R× denote the group of units of R and R×,2 = {a2 | a ∈ R×}. If S is a
set, let IS be the characteristic function of S.
Let F be a local field of characteristic zero. When F is non-archimedean, let ̟F be a prime element,
and ordF be the valuation on F normalized so that ordF (̟F ) = 1. Let | |F be the absolute value on F
normalized so that |̟F |−1F is equal to the cardinality of OF /̟FOF . When F is archimedean, let | | = | |R
be the usual absolute value on R and |z|C = zz on C. Define the local zeta function ζF (s) by
ζF (s) =

(1− |̟F |sF )−1 if F is non-archimedean,
π−s/2Γ(s/2) if F = R,
2(2π)−sΓ(s) if F = C.
Here Γ(s) is the gamma function.
Let F be a number field with the ring of integers OF . Let AF be the ring of adeles of F , AF,f be the finite
part of AF , and ÔF be the closure of OF in AF,f . When F = Q, we denote A = AQ. Let ζF (s) =
∏
v ζFv (s)
be the complete Dedekind zeta function of F , here v ranges through the places of F .
Except in § 4, let ψ = ⊗vψv be an additive character of Q\A defined so that
ψp(x) = e
−2π√−1x for x ∈ Z[p−1],
ψ∞(x) = e2π
√−1x for x ∈ R.
We call ψ (resp.ψv) the standard additive character of A (resp.Qv). For a ∈ Q× (resp.a ∈ Q×v ), let ψa
(resp.ψav ) be the character of A (resp.Qv) defined by ψ
a(x) = ψ(ax) (resp.ψav (x) = ψv(ax)). For a ∈ Q×v ,
let γQv (a, ψp) be the Weil index defined in [Rao93, Appendix] (cf. [Ich05, Lemma A.1]).
Denote ( , )Qv the Hilbert symbol of Qv. For a ∈ Q× (resp.a ∈ Q×v ), let χa be the quadratic character of
A×/Q× (resp.Q×v ) defined by χa(x) =
∏
v(a, xv)Qv (resp.χa(x) = (a, x)Qv ). By abuse of notation, we write
χa for the primitive quadratic Dirichlet character associated to the Hecke character χa.
For n ∈ Z>0, let GSp2n be the similitude symplectic group defined by
GSp2n =
{
g ∈ GL2n
∣∣∣∣ g( 0n 1n−1n 0n
)
tg = ν(g)
(
0n 1n
−1n 0n
)
, ν(g) ∈ Gm
}
.
The map ν : GSp2n → Gm is called the scale map. We denote by Sp2n the kernel of the scale map.
For n ∈ Z>0, let Hn be the Siegel upper half space of degree n defined by
Hn = {Z ∈Mn(C) | tZ = Z, Im(Z) > 0}.
When n = 1, we write H = H1.
LetB (resp.D) be the standard Borel subgroup (resp.maximal torus) of GL2 consisting of upper triangular
matrices (resp. diagonal matrices), and B = B ∩ SL2 be the standard Borel subgroup of SL2. Let U be the
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unipotent radical of B. We write
u(x) =
(
1 x
0 1
)
, a(ν) =
(
ν 0
0 1
)
, d(ν) =
(
1 0
0 ν
)
, t(a) =
(
a 0
0 a−1
)
, w =
(
0 1
−1 0
)
.
Let
SO(2) =
{
kθ =
(
cos θ sin θ
− sin θ cos θ
)
∈ SL2(R)
∣∣∣∣ θ ∈ R/2πZ} ,
SU(2) =
{(
α β
−β α
)
∈ SL2(C)
∣∣∣∣ α, β ∈ C, |α|2 + |β|2 = 1} .
2.2. Metaplectic groups S˜L2. Let v be a place of Q. Let S˜L2(Qv) be the 2-fold metaplectic cover of
SL2(Qv). As a set, S˜L2(Qv) = SL2(Qv)× {±1}. The multiplication is defined by
(g1, ǫ1) · (g2, ǫ2) = (g1g2, ǫ1ǫ2 · cv(g1, g2)),
where cv is Kubota’s 2-cocycle
cv(g1, g2) = (x(g1g2)x(g1)
−1, x(g1g2)x(g2)−1)Qv ,
x
((
a b
c d
))
=
{
c if c 6= 0,
d otherwise.
By abuse of notation, we write g for (g, 1) ∈ S˜L2(Qv). For a subgroup H of SL2(Qv), we denote H˜ the inverse
image of H in S˜L2(Qv).
For v = p, define a map sp : SL2(Qp)→ {±1} by
sp
((
a b
c d
))
=
{
(c, d)Qp if cd 6= 0 and ordQp(c) is odd,
1 otherwise.
The map
SL2(Qp) −→ S˜L2(Qp), k 7−→ (k, sp(k))
defines a splitting homomorphism when restricted to SL2(Zp) if p 6= 2, and to K1(4) if p = 2.
For v =∞, we have an isomorphism
R/4πZ −→ S˜O(2), θ 7−→ k˜θ,
where
k˜θ =
{
(kθ, 1) if − π < θ ≤ π,
(kθ,−1) if π < θ ≤ 3π.
For v = 2, let
ǫ2
((
a b
c d
))
=
{
γQ2(d, ψ2)(c, d)Q2 if c 6= 0,
γQ2(d, ψ2)
−1 otherwise.
Then we have a character of K˜0(4)
K˜0(4) −→ C×, (k, ǫ) 7−→ ǫ · ǫ2(k).
Let
∏′
v S˜L2(Qv) be the restricted direct product with respect to SL2(Zp) for p 6= 2. The metaplectic group
S˜L2(A) is defined by
S˜L2(A) =
′∏
v
S˜L2(Qv)/
{
(1, ǫv) ∈ ⊕v{±1}
∣∣∣∣∣ ∏
v
ǫv = 1
}
.
By abuse of notation, we write
∏
v(gv, ǫv) for its image in S˜L2(A) under the natural quotient map. We
identify S˜L2(Qv) with a subgroup of S˜L2(A) via the natural quotient map. We also identify SL2(Q) with a
subgroup of S˜L2(A) via the homomorphism
SL2(Q) −→ S˜L2(A), γ 7−→
∏
v
(γ, 1).
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2.3. Measures. For a connected linear algebraic group G over Q, we shall use the Tamagawa measure on
G(A) throughout. In particular, if G = SO(V ) for some quadratic space V over Q, then
vol(G(Q)\G(A)) = 2.
For the non-connected algebraic group O(V ), we fix a Haar measure on O(V )(A) normalized so that
vol(O(V )(Q)\O(V )(A)) = 1.
Let dxv be the Haar measure on Qv such that vol(Zp, dxp) = 1 if v = p, and dx∞ is the Lebesque measure
if v =∞. Let d×av be the Haar measure on Q×v defined by
d×av = ζQv (1)|av|−1Qv dav.
Let dgv be the Haar measure on SL2(Qv) defined by
dgv = |av|−2Qv dxxd×avdkv
for gv = u(xv)t(av)kv with xv ∈ Qv, av ∈ Q×v , and
kv ∈
{
SL2(Zp) if v = p,
SO(2) if v =∞.
Here dkp (resp. dk∞) is the Haar measure on SL2(Zp) (resp. SO(2)) so that vol(SL2(Zp), dkp) = 1 (resp. vol(SO(2), dk∞) =
1). Then the Tamagawa measure on SL2(A) is given by
dg = ζQ(2)
−1∏
v
dgv.
Let dgp be the Haar measure on GL2(Qp) defined by
dgp = |tv|−1Qp d×zpdxpd×tpdkp
for gp = zpu(xp)a(tp)kp with zp, tp ∈ Q×p , xp ∈ Qp, and kp ∈ GL2(Zp). Here dkp is the Haar measure on
GL2(Zp) so that vol(GL2(Zp), dkp) = 1. Let dg∞ be the Haar measure on GL2(R) defined by
dg∞ = z−1∞ |t∞|−1R dz∞dx∞d×t∞dk∞
for g∞ = z∞u(x∞)a(t∞)k∞ with z∞ ∈ R>0, t∞ ∈ R×, x∞ ∈ R, and k∞ ∈ SO(2). Here dk∞ is the Haar
measure on SO(2) so that vol(SO(2), dk∞) = 1. Then the Tamagasa measure on GL2(A) is given by
dg = 2ζQ(2)
−1∏
v
dgv.
For z ∈ C, let |z| = √zz. Let dz be the Haar measure on C defined to be twice the Lebsque measure on
C. Let d×z = |z|−2dz be the Haar measure on C×. Let dg∞ be the Haar measure on SL2(C) defined by
dg∞ = r−4∞ dx∞d
×r∞dθdk∞
for g∞ = u(x∞)t(r∞e
√−1θ)k∞ with x∞ ∈ C, r∞ ∈ R>0, θ ∈ R/2πZ, and k∞ ∈ SU(2). Here vol(R/2πZ, dθ) =
vol(SU(2), dk∞) = 1.
2.4. Special functions. For p, q ∈ Z≥0, let pFq(α1, · · · , αp;β1, · · · , βq; z) be the generalized hypergeometric
function defined by
pFq(α1, · · · , αp;β1, · · · , βq; z) = Γ(β1) · · ·Γ(βq)
Γ(α1) · · ·Γ(αq)
∞∑
n=0
Γ(α1 + n)Γ(αp + n)
n!Γ(β1 + n)Γ(βq + n)
zn
whenever the series is converge. When p = q + 1, the series converges for |z| < 1.
For n ∈ Z≥0, let Hn(x) be the Hermite polynomial defined by
Hn(x) = (−1)nex
2 dn
dxn
(e−x
2
).
Let Kν(z) be the modified Bessel function defined by
Kν(z) =
1
2
∫ ∞
0
e−z(t+t
−1)/2tν−1dt
if Re(z) > 0.
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3. Automorphic forms and L-functions
Let f ∈ Sκ′(Γ0(N)) and g ∈ Sκ+1(Γ0(N)) be normalized elliptic newforms. We assume Hypothesis (H)
holds.
3.1. Motivic L-functions. Write
f(τ) =
∞∑
n=1
af (n)q
n, g(τ) =
∞∑
n=1
ag(n)q
n.
For p ∤ N , the Hecke polynomial of f and g at p has the factorization
1− af (p)X + p2κ
′−1X2 = (1− pκ′−1/2αpX)(1− pκ
′−1/2α−1p X),
1− ag(p)X + pκX2 = (1− pκ/2βpX)(1− pκ/2β−1p X),
and we let
Ap = p
κ′−1/2
(
αp 0
0 α−1p
)
, Bp = p
κ
 β2p 0 00 1 0
0 0 β−2p
 .
For p | N , fix a τp ∈ Z×p such that (p, τp)Qp = p−κ
′+1af (p). Put
αp = p
−1/2(p, τp)Qp .
The completed L-function Λ(s, Sym2(g)⊗ f) is defined by
Λ(s, Sym2(g)⊗ f) =
∏
v
Lv(s, Sym
2(g)⊗ f),
where
Lv(s, Sym
2(g)⊗ f) =

det(16 −Ap ⊗Bp · p−s)−1 if v = p ∤ N,
(1− af (p)ag(p)2p−s)−1(1− af (p)ag(p)2p−s+1)−1 if v = p | N,
ΓC(s)ΓC(s− κ)ΓC(s− 2κ′ + 1) if v =∞.
The Euler product convergent absolutely for Re(s) > 1, admits analytic continuation to s ∈ C, and satisfying
functional equation
Λ(2κ+ 2κ′ − s, Sym2(g)⊗ f) = Λ(s, Sym2(g)⊗ f).
Let χ be a Dirichlet character. Define the completed twisted L-function
Λ(s, f ⊗ χ) = ζC(s) ·
∞∑
n=1
af (n)χ(n)
ns
.
3.2. Automorphic forms on GL2(A). Let
K0(N Ẑ) =
∏
p|N
K0(p)
∏
p∤N
GL2(Zp)
be an open compact subgroup of GL2(Af ), where K0(p) is the standard Iwahori subgroup of GL2(Qp) for
each prime p | N . Note that Γ0(N) = SL2(Q) ∩K0(N Ẑ).
Let f and g be cusp forms on GL2(A) determined by
f(h) = det(h∞)κ
′
(c
√−1 + d)−2κ′f(h∞(
√−1)),
g(h) = det(h∞)(κ+1)/2(c
√−1 + d)−κ−1g(h∞(
√−1))
for h = γh∞k ∈ GL2(A) with γ ∈ GL2(Q), k ∈ K0(N Ẑ), and
h∞ =
(
a b
c d
)
∈ GL+2 (R).
Let π = ⊗vπ and σ = ⊗vσv be irreducible cuspidal automorphic representations of GL2(A) generated by f
and g, respectively. Let g♯ ∈ σ defined by
g♯ = σ(t(2−1)2)g.
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Let 〈f, f〉 be the Petersson norm of f defined by
〈f, f〉 = 1
[SL2(Z) : Γ0(N)]
∫
Γ0(N)\H
|f(τ)|2y2κ′ dτ
y2
.
Similarly, we define 〈g, g〉.
3.2.1. Whittaker functions. Let Wf be the Whittaker function of f with respect to ψ defined by
Wf (h) =
∫
Q\A
f(u(x)h)ψ(x)dx.
For each place v of Q, let W(πv, ψv) be the space of Whittaker functions of πv with respect to ψv. Let
Wf ,v ∈ W(πv, ψv) be a Whittaker function characterized as follows:
• If v = p ∤ N , then Wf ,p is GL2(Zp)-invariant and Wf ,p(1) = 1.
• If v = p | N , then Wf ,p is K0(p)-invariant and Wf ,p(1) = 1.
• If v =∞, then
Wf ,∞(za(y)kθ) = e2
√−1κ′θyκ
′
e−2πyIR>0(y)
for y, z ∈ R× and kθ ∈ SO(2).
Note that we have a decomposition
Wf =
∏
v
Wf ,v.
Similarly, we define Whittaker functions Wg, Wg,v for places v of Q.
3.2.2. Maass-Shimura differential operator. Let V+ be the weight raising operator defined by
V+ = − 1
8π
·
[(
1 0
0 −1
)
⊗ 1 +
(
0 1
1 0
)
⊗√−1
]
∈ sl2(R)⊗R C.(3.1)
We identify V+ as an element in the universal enveloping algebra of the Lie algebra gl2(R) ⊗R C. We have
(cf. [CC, Lemma 3.3])
V 2m+ Wf ,∞(a(y)kθ) = e
2
√−1κθyκ
′
e−2πy
2m∑
j=0
(−4π)j−2myj Γ(2κ
′ + 2m)
Γ(2κ′ + j)
(
2m
j
)
IR>0(y)(3.2)
for y ∈ R× and kθ ∈ SO(2).
3.3. Automorphic forms on GL2(AK). Let K be an imaginary quadratic field with ring of integers O and
discriminant −D < 0. Let ψK(x) = ψ ◦ trK/Q(δ−1x) be a non-trivial additive character of K\AK. Let τ be
the nontrivial automorphism of K over Q. Put δ = √−D. We assume (D,N) = 1.
Let
K0(NÔ) =
∏
p|N
K0(p)
∏
p∤N
GL2(Op)
be an open compact subgroup of GL2(AK,f ), where K0(p) is the standard Iwahori subgroup of GL2(Kp) for
each prime p | N .
Let σK = ⊗vσK,v be the base change lift of σ to GL2(AK). Note that σ is not dihedral with respect to
K since (D,N) = 1. Therefore, σK is cuspidal. Consider a non-zero cusp form gK = gK,∞g(∞)K ∈ σK =
σK,∞ ⊗ σ(∞)K satisfying the following conditions:
• g(∞)K is K0(NO)-invariant.
• gK,∞ is a highest weight vector of the minimal SU(2)-type of σK,∞.
Note that these conditions uniquely determine gK ∈ σK up to scalars.
Define g♯K ∈ σK by
g
♯
K = σK(t∞)gK,
where
t∞ =
1√
2
(
1 −√−1
−√−1 1
)
∈ SU(2).
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3.3.1. Whittaker functions. Let WgK be the Whittaker function of gK with respect to ψK defined by
WgK(h) =
∫
K\AK
gK(u(x)h)ψK(x)dx.
We normalize gK so that
WgK(1) = (−
√−1)κD(−κ−1)/2Kκ(4πD−1/2).
For each place v of Q, let W(σK,v, ψK,v) be the space of Whittaker functions of σK,v with respect to ψK,v.
Let WgK,v ∈ W(σK,v, ψK,v) be a Whittaker function characterized as follows:
• If v = p ∤ N , then WgK,p is GL2(Op)-invariant and WgK,p(1) = 1.
• If v = p | N , then WgK,p is K0(p)-invariant and WgK,p(1) = 1.
• If v =∞, then
WgK,∞(a(δ)zt(a)k) = a
2κ+2
2κ∑
n=0
(
2κ
n
)
(
√−1)nα2κ−nβnKκ−n(4πa2)(3.3)
for z ∈ C×, a ∈ R>0 and k =
(
α β
−β α
)
∈ SU(2).
Note that we have a decomposition
WgK =
∏
v
WgK,v.
3.4. Automorphic forms on S˜L2. We keep the notation of the Appendix A.
For p ∤ N , fix sp ∈ C such that αp = p−sp . Note that Re(sp) = 0 by the Ramanujan conjecture. For p | N ,
recall we have fixed a τp ∈ Z×p such that (p, τp)Qp = p−κ
′+1af (p). Let π˜v be a genuine irreducible admissible
representation of S˜L2(Qv) defined by
π˜v =

Ind
S˜L2(Qp)
B˜(Qp)
(| |spQp) if v = p ∤ N,
St(χτp,p| |1/2Qp ) if v = p | N,
DS(κ′ + 1/2) if v =∞.
Let π˜ = ⊗vπ˜v. By the results of Wladspurger in [Wal80], π˜ is an irreducible genuine cuspidal automorphic
representation of S˜L2(A). Consider a non-zero cusp form h ∈ π˜ satisfying the following conditions:
• π˜((k, sp(k)))h = h for k ∈ SL2(Zp), if p ∤ 2N .
• π˜((k, sp(k)))h = h for k ∈ K0(p), if p | N .
• π˜(k)h = ǫ2(k)−1h for k ∈ K0(4).
• π˜(WU)h = 2−1/2ζ−18 h.
• π˜(k˜θ)h = e
√−1(κ′+1/2)θh, for k˜θ ∈ S˜O(2).
Note that these conditions uniquely determine h ∈ π˜ up to scalars.
Recall S+κ′+1/2(Γ0(4N)) is the Kohnen’s plus space, consisting of cusp forms h
′(τ) =
∑∞
n=1 ch′(n)q
n of
level Γ0(4N) and weight κ
′ + 1/2 on H such that
ch′(n) = 0 for all (−1)κ
′
n ≡ 2, 3 mod 4.
Let h ∈ S+κ′+1/2(Γ0(4N)) be the half-integral weight modular form associated to h defined by
h(τ) = yκ
′+1/2h(g∞)
for τ = x +
√−1y ∈ H and g∞ = u(x)t(y1/2) ∈ SL2(R). Then h is a newform in the sense of Kohnen in
[Koh82]. We call it the newform associated to f . Note that h is well-defined up to scalars.
Let 〈h, h〉 be the Petersson norm of h defined by
〈h, h〉 = 1
6 [SL2(Z) : Γ0(N)]
∫
Γ0(4N)\H
|h(τ)|2yκ′+1/2 dτ
y2
.
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3.4.1. Whittaker functions. Let ξ ∈ Q×, the Whittaker function Wh,ξ of h with respect to ψξ is defined by
Wh,ξ(g) =
∫
Q\A
h(u(x)g)ψ(ξx)dx.
By the results of Waldspurger in [Wal80] and [Wal91], Wh,ξ is non-zero if and only if the following conditions
are satisfied:
• ξ ∈ ⋂v Qv(π˜v).
• Λ(κ′, f ⊗ χ−ξ) 6= 0.
Let ξ ∈ ⋂v Qv(π˜v)⋂Q×. Let Wξ,v ∈ W(π˜v, ψξv) be the Whittaker functions defined in (A.1)-(A.4). Write
ξ = dξf
2
ξ with dξ ∈ Z>0, fξ ∈ Q>0 so that −dξ is the fundamental discriminant of Q(
√−ξ)/Q. Note that
there is a well-known relation between ch(ξ) and ch(dξ) given by
ch(ξ) = ch(dξ)f
κ′−1/2
ξ
∏
p
Ψp(ξ;αp).
We have a decomposition
Wh,ξ = ch(dξ)f
κ′−1/2
ξ
∏
v
Wξ,v.
3.4.2. Maass-Shimura differential operator. Let V+ be the weight raising operator defined as in (3.1). We
identify V+ as an element in the universal enveloping algebra of the complexified Lie algebra of S˜L2(R). For
ξ ∈ R>0, we have
V m+ Wξ,∞(t(a)k˜θ) = e
√−1(κ+1/2)θaκ
′+1/2e−2πξa
2
m∑
j=0
(−4π)j−ma2j Γ(κ
′ + 1/2 +m)
Γ(κ′ + 1/2 + j)
(
m
j
)
(3.4)
for a ∈ R>0 and k˜θ ∈ S˜O(2).
3.5. Automorphic forms on GSp4. Let
K
(2)
0 (N Ẑ) =
∏
p|N
K
(2)
0 (p)
∏
p∤N
GSp4(Zp)
be an open compact subgroup of GSp4(Af ), where K
(2)
0 (p) is the standard Siegel congruence subgroup of
GSp4(Qp) with level p for each prime p | N . Note that Γ(2)0 (N) = Sp4(Q) ∩K(2)0 (N Ẑ).
Let h ∈ S+κ′+1/2(Γ0(4N)) be a newform associated to f . The Saito-Kurokawa lifts of h is a Siegel cusp
form F ∈ Sκ′+1(Γ(2)0 (N)) defined by
F (Z) =
∑
B
A(B)e2π
√−1 tr(BZ),
where B runs over all positive definite half-integral symmetric matrices of size 2, and
A(B) =
∑
d|(b1,b2,b3),(d,N)=1
dκ
′
ch
(
4b1b3 − b22
d2
)
for B =
(
b1 b2/2
b2/2 b3
)
with b1, b2, b3 ∈ Z, b1, b3 > 0, and 4b1b3 − b22 > 0. Let F be a cusp form on GSp4(A)
associated to F determined by
F(h) = det(h∞)(κ
′+1)/2 det(C
√−1 +D)−κ′−1F (h∞(
√−1))
for h = γ∞h∞k with γ ∈ GSp4(Q), k ∈ K(2)0 (N Ẑ), and
h∞ =
(
A B
C D
)
∈ GSp+4 (R).
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3.5.1. Maass differential operator. For Z ∈ H2, write Z =
(
τ1 z
z τ2
)
, τi = xi +
√−1yi for i = 1, 2 and
z = u +
√−1v. Let Y =
(
y1 v
v y2
)
be the imaginary part of Z. For r ∈ N, let ∆r be the weight r Maass
differential operator (cf. [Maa71]) defined by
∆r =
1
32π2
[
r(2r − 1) det(Y )−1 − 8 ∂
2
∂τ1∂τ2
+ 2
∂2
∂z2
+ (4r − 2)√−1 det(Y )−1
(
y1
∂
∂τ1
+ y2
∂
∂τ2
+ v
∂
∂z
)]
.
(3.5)
We write ∆mκ′+1 = ∆κ−1 ◦ · · · ◦∆κ′+1. Then ∆mκ′+1F is a nearly holomorphic Siegel modular form of level
Γ
(2)
0 (N) and weight κ+ 1. An induction argument shows that the Fourier expansion of ∆
m
κ′+1F is given by
∆mκ′+1F (Z) =
∑
B
A(B)e2π
√−1 tr(BZ)
×
m∑
j=0
(−4π)j−mΓ(κ
′ +m+ 1/2)
Γ(κ′ + j + 1/2)
(
m
j
)
det(B)j det(Y )j−m
×
m−j∑
i=0
(2m− 2j − i)!
i!(m− j − i)! (4π)
i+j−m
i∑
l=0
(κ+ 1)!(−4π)−l
(κ+ 1− l)!
(
i
l
)
tr(BY )i−l,
(3.6)
for Z = X +
√−1Y ∈ H2, here B runs over all positive definite half-integral symmetric matrices of size 2.
Define X+, P0+, P1+ ∈ sp4(R)⊗R C by
X+ =
1
2

1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
⊗ 1 + 12

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 ⊗√−1,
P0+ =
1
2

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1
⊗ 1 + 12

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 ⊗√−1,
P1+ =
1
2

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
⊗ 1 + 12

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
⊗√−1.
Let D+ be an element in the universal enveloping algebra of sp4(R)⊗R C defined by
D+ = − 1
64π2
(P 21+ − 4X+P0+).(3.7)
Then D+ is a weight raising operator sending weight (k, l) to weight (k + 2, l + 2). Note that D
m
+F is the
cusp form on GSp4(A) associated to ∆
m
κ′+1F (cf. [PSS16, Remark 3.12]).
4. Weil representations and theta lifts
4.1. Quadratic spaces. Let F be a filed of characteristic not 2. Let (V,Q) be a non-degenerate quadratic
space of dimension m over F . The associated non-degenerate symmetric bilinear form ( , ) is defined by
(x, y) = Q[x+ y]−Q[x]−Q[y]
for x, y ∈ V . Define the orthogonal similitude group GO(V ) by
GO(V ) = {h ∈ GL(V ) | (hx, hy) = ν(h)(x, y) for x, y ∈ V },
here ν : GO(V )→ Gm is the scale map. When m is even, let
GSO(V ) = {h ∈ GO(V ) | det(h) = ν(h)m/2}.
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Let O(V ) and SO(V ) be the orthogonal group and special orthogonal group defined by
O(V ) = {h ∈ GO(V ) | ν(h) = 1},
SO(V ) = {h ∈ GO(V) | det(h) = ν(h) = 1}.
4.2. Weil representations. Let F be a local field of characteristic zero. Let ψ be a non-trivial additive
character of F . Let (V,Q) be a quadratic space over F with dimension m, and S˜p2n(F ) be the 2-fold
metaplectic cover of Sp2n(F ). As a set, S˜p2n(F ) = Sp2n × {±1}. The multiplication is given by Rao’s
2-cocycle defined in [Rao93, Theorem 5.3]. By abuse of notation, we write g for the element (g, 1) ∈ S˜p2n(F ).
Let S(V n(F )) be the space of Bruhat-Schwartz functions on V n(F ). Let ω be the Weil representation
of S˜p2n(F ) × O(V )(F ) on S(V n(F )) with respect to ψ (cf. [Kud94, § 5] and [Ich05, § 4.2]). When F is
archimedean, let S(V n(F )) be the subspace of S(V n(F )) consisting of functions which correspond to poly-
nomials in the Fock model. When F is non-archimedean, let S(V n(F )) = S(V n(F )).
When m is even, we may regard ω as a representation of Sp2n(F )×O(V )(F ). The Weil representation ω
can be extend to R(F ). Here
R = G(Sp2n ×O(V )) = {(g, h) ∈ GSp2n ×GO(V ) | ν(g) = ν(h)}.
The action is given by
ω(g, h)ϕ = ω
(
g
(
1n 0
0 ν(g)−11n
)
, 1
)
L(h)ϕ
for (g, h) ∈ R(F ) and ϕ ∈ S(V n(F )). Here
L(h)ϕ(x) = |ν(h)|−mn/4F ϕ(h−1x).
4.2.1. Change of polarizations. Let n = 1. Let e ∈ V be an isotropic vector. Fix an isotropic vector e∗ ∈ V
such that (e, e∗) = r ∈ F×. Let (V1, Q1) be a non-degenerated quadratic space over F defined by
V1 = (Fe+ Fe
∗)⊥, Q1 = Q|V1 .
Let
S(V (F )) −→ S(V1(F )) ⊗ S(F 2), ϕ 7−→ ϕˆ
be the partial Fourier transform defined by
ϕˆ(x; y) = |r|1/2F
∫
F
ϕ(ze+ x1 + y1e
∗)ψ(ry2z)dz
for x1 ∈ V1(F ), y = (y1, y2) ∈ F 2. Here dz is the self-dual measure on F with respect to ψ. Let ωˆ be the
representation of S˜L2(F )×O(V )(F ) on S(V1(F ))⊗ S(F 2) defined by
ωˆ(g, h)ϕˆ = (ω(g, h)ϕ)ˆ.
When m is even, similarly we extend ωˆ to a representation of R(F ). If ϕˆ = ϕ1⊗ϕ2 with ϕ1 ∈ S(V1(F )) and
ϕ2 ∈ S(F 2), then
ωˆ((g, ǫ), 1)ϕˆ(x1; y) = ω((g, ǫ), 1)ϕ1(x1) · ϕ2(yg)
for (g, ǫ) ∈ S˜L2(F ).
4.3. Theta lifts. Let F be a number field. Let ψ = ⊗vψv be a non-trivial additive character of F\AF .
Let (V,Q) be a quadratic space over F with dimension m, and S˜p2n(AF ) be the 2-fold metaplectic cover of
Sp2n(AF ).
Let S(V n(AF )) the space of Bruhat-Schwartz functions on V n(AF ). For each place v of F , let ωv be the
Weil representation of S˜p2n(Fv)×O(V )(Fv) on S(V n(Fv)). Let ω = ⊗vωv be the global Weil representation
of S˜p2n(AF ) × O(V )(AF ) on S(V n(AF )). Let S(V n(AF )) = ⊗vS(V n(Fv)). When m is even, the Weil
representation ω can be extend to R(AF ) in a way similar to the local case.
For ϕ ∈ S(V n(AF )), define a theta function
θ(g, h;ϕ) =
∑
x∈V n(F )
ω(g, h)ϕ(x)
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for (g, h) ∈ S˜p2n(AF )×O(V )(AF ). This is a slowly increasing function on S˜p2n(AF )×O(V )(AF ), and define
an automorphic form if ϕ ∈ S(V n(AF )).Whenm is even, we regard it as a function on S˜p2n(AF )×O(V )(AF ).
For example, when F = Q and ψ is the standard additive character, let (V (0), Q(0)) be a quadratic space
over Q defined by
V (0) = Q, Q(0)[x] = x2.
Let ϕ(0) = ⊗vϕ(0)v ∈ S(A) defined as follows:
• If v = p, then ϕ(0)p = IZp .
• If v =∞, then ϕ(0)∞ (x) = e−2πx2 .
Let Θ be an automorphic form on S˜L2(A) defined by
Θ(g) = θ(g, 1;ϕ(0)).
For a cusp form f on S˜p2n(AF ) with f((g, ǫ)) = ǫ
mf(g), and ϕ ∈ S(V n(A)). Let θ(f, ϕ) be an automorphic
form on O(V )(AF ) defined by
θ(h; f, ϕ) =
∫
Sp2n(F )\Sp2n(AF )
θ(g, h;ϕ)f(g)dg
for h ∈ O(V )(AF ). For a cusp form f on O(V )(AF ) or SO(V )(AF ), and ϕ ∈ S(V n(A)). Similarly we define
an automorphic form θ(f, ϕ) on S˜p2n(AF ) with θ((g, ǫ); f, ϕ) = ǫ
mθ(g; f, ϕ).
Assume m is even. For a cusp form f on GSp2n(AF ) and ϕ ∈ S(V n(A)). Let θ(f, ϕ) be an automorphic
form on GO(V )(AF ) defined by
θ(h; f, ϕ) =
∫
Sp2n(F )\Sp2n(AF )
θ(gg′, h;ϕ)f(gg′)dg
for (g′, h) ∈ R(AF ). For a cusp form f on GO(V )(AF ) or GSO(V )(AF ), and ϕ ∈ S(V n(A)). Similarly we
define an automorphic form θ(f, ϕ) on GSp2n(AF )
+. Here
GSp2n(AF )
+ = {g ∈ GSp2n(AF ) | ν(g) ∈ ν(GO(V )(AF ))}.
Let f1 and f2 be two genuine automorphic forms on S˜p2n(AF ), or two automorphic forms on Sp2n(AF ).
Assume one of them is a cusp form. Define a Hermitian pairing
〈f1, f2〉Sp2n =
∫
Sp2n(F )\Sp2n(AF )
f1(g)f2(g)dg.
Similarly we define Hermitian pairings 〈·, ·〉O(V ) and 〈·, ·〉SO(V ).
5. Seesaw identity (I)
We keep the notation of § 3. Let (V (0), Q(0)) be the quadratic space defined in § 4.3. The aim of this
section is to prove an explicit seesaw identity in Proposition 5.1.
5.1. Main results.
5.1.1. Setting. Let (V (1), Q(1)) and (V (2), Q(2)) be quadratic spaces over Q defined by
V (1) =
{(
x1 x2
x3 x4
) ∣∣∣∣ x1, x2, x3, x4 ∈ Ga} , Q(1)[x] = det(x),
V (2) =
{
x ∈M4
∣∣∣∣ x( 02 12−12 02
)
=
(
02 12
−12 02
)
tx
}
, Q(2)[x] = 4−1tr(x2).
We have an isomorphism of quadratic spaces
V (0) ⊕ V (1) −→ V (2)
(
x,
(
x1 x2
x3 x4
))
7−→

x x1 0 x2
x4 −x −x2 0
0 x3 x x4
−x3 0 x1 −x
 .
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Recall we have exact sequences
1 −→ Gm ι
(1)
−→ GL2 ×GL2 ρ
(1)
−→ GSO(V (1)) −→ 1,
1 −→ Gm ι
(2)
−→ GSp4
ρ(2)−→ SO(V (2)) −→ 1,
where
ι(1)(a) = (a12, a12), ι
(2)(a) = a14,
ρ(1)(h1, h2)x = h1xh
−1
2 , ρ
(2)(h)y = hyh−1,
for a ∈ Gm, (h1, h2) ∈ GL2 × GL2, h ∈ GSp4, and x ∈ V (1), y ∈ V (2). Note that the natural embedding
SO(V (1)) →֒ SO(V (2)) is compatible with the embedding
G(SL2 × SL2) −→ GSp4((
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
))
7−→

a1 0 b1 0
0 a2 0 b2
c1 0 d1 0
0 c2 0 d2
 .
5.1.2. Schwartz functions. Define ϕ(1) = ⊗vϕ(1)v ∈ S(V (1)(A)) as follows:
• If v = p ∤ N , then ϕ(1)p is the function ϕ(3)v defined in [Ich05, § 6.3].
• If v = p | N , then
ϕ(1)p (x) = IZp(x1)IZp(x2)IpZp(x3)IZp(x4).
• If v =∞, then
ϕ(1)∞ (x) = (x1 +
√−1x2 +
√−1x3 − x4)κ+1e−π tr(x
tx).
Define ϕ(2) = ⊗vϕ(2)v ∈ S(V (2)(A)) by
ϕ(2)v = ϕ
(0)
v ⊗ ϕ(1)v .
For v = p | N , we have
ωp(k, ρ
(1)(k1, k2))ϕ
(1)
p = ϕ
(1)
p(5.1)
for k, k1, k2 ∈ K0(p) such that det(k) = det(k1k−12 ).
ωp((k, sp(k)), ρ
(2)(k′))ϕ(2)p = ϕ
(2)
p(5.2)
for k ∈ K0(p), k′ ∈ K(2)0 (p).
For v =∞, we have
ωψ∞(k˜θ, ρ
(2)(k′))ϕ∞ = e−
√−1(κ+1/2)θ det(α+
√−1β)κ+1ϕ∞(5.3)
for k˜θ ∈ S˜O(2),
k′ =
(
α β
−β α
)
∈ Sp4(R).
5.1.3. Seesaw identity. Via the homomorphisms ρ(1) and ρ(2), we identify g×g and F as automorphic forms
on GSO(V (1))(A) and SO(V (2))(A), respectively. We have a seesaw identity〈
θ(V m+ h, ϕ
(2)),g × g
〉
SO(V (1))
=
〈
Vm+ h, θ(g × g, ϕ(1)) ·Θ
〉
SL2
.(5.4)
On the other hand, we have two explicit theta lifts
θ(g × g, ϕ(1)) = 2κ−1ζQ(2)−2 [SL2(Z) : Γ0(N)]−1 〈g, g〉 · g♯,
θ(V m+ h, ϕ
(2)) = 22m−2ζQ(2)−1 [SL2(Z) : Γ0(N)]
−1 ·Dm+F.
(5.5)
By the seesaw identity (5.4) and (5.5), we obtain the following
Proposition 5.1. We have
〈∆mκ′+1F |H×H, g × g〉 = 2κ
′+2ζQ(2)〈g, g〉 · 〈V m+ h ·Θ,g♯〉SL2 .
The rest of this section are devoted to prove (5.5) in Lemmas 5.3 and 5.7.
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5.2. Jacquet-Langlands-Shimizu lifts. Let (V,Q) = (V (1), Q(1)).
For each place v of Q, let
S(V (Qv)) −→ S(V (Qv)), ϕ 7−→ ϕˆ
be the partial Fourier transform defined by
ϕˆ
((
x1 x2
x3 x4
))
=
∫
Qv
ϕ
((
x1 y2
x3 y4
))
ψv(−x4y2 + x2y4)dy2dy4.
For each place v of Q, let ϕv = ϕ
(1)
v and define Wv ∈ C by
Wv =
∫
SL2(Qv)
ϕˆv(g)Wg,v(g)dg.
Lemma 5.2. Let v = p | N . We have
Wp = (1 + p)−1.
Proof. Note that ϕˆp = ϕp.
For k ∈ SL2(Zp), let
J (k) =
∫
Q×p
∫
Qp
ϕˆp(u(x)t(a)k)Wg,p(u(x)t(a)k)|a|−2Qp dxd×a.
It is easy to verify that
u(x)t(a)k ∈
(
Zp Zp
pZp Zp
)
if and only if x ∈ Zp, a ∈ Z×p , and k ∈ K0(p). Therefore,
J (k) =
{
1 if k ∈ K0(p),
0 otherwise.
We conclude from the above calculation and (5.1) that
Wp = (1 + p)−1
∑
k∈SL2(Zp)/K0(p)
J (k) = (1 + p)−1.
This completes the proof. 
Lemma 5.3. We have
θ(g × g, ϕ(1)) = 2κ−1ζQ(2)−2 [SL2(Z) : Γ0(N)]−1 〈g, g〉 · g♯.
Proof. Following the proof of [Ich05, Lemma 6.3], with the equivariant properties of ϕ(1) in (5.1) and [Ich05,
(6.1) and (6.2)], we have
θ(g × g, ϕ(1)) = 2−2ζQ(2)−2〈g, g〉
∏
v
Wv · g♯.
By Lemma 5.2 and [II08, Proposition 5.2],∏
v
Wv = 2κ+1 [SL2(Z) : Γ0(N)]−1 .
This completes the proof. 
5.3. Saito-Kurokawa lifts. Let (V,Q) = (V (2), Q(2)). We identify V with the space of column vectors Q5
via
Q5 −→ V (2),

x1
x2
x3
x4
x5
 7−→

x3 x2 0 x1
x4 −x3 −x1 0
0 x5 x3 x4
−x5 0 x2 −x3
 .
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Let
e =

1
0
0
0
0
 , e∗ =

0
0
0
0
1
 .
Then V1 = (Qe+Qe∗)⊥ = {x ∈ V | x1 = x5 = 0}. For each place v of Q, let ωv be the Weil representation of
S˜L2(Qv)×O(V )(Qv) on S(V (Qv)), and ωˆv be the representation of S˜L2(Qv)×O(V )(Qv) on S(V1(Qv))⊗S(Q2v)
defined in § 4.2.1.
Let
B =
(
b1 b2/2
b2/2 b3
)
∈ Sym2(Q).
Put ξ = det(B) and
β =
 b3b2/2
−b1
 ∈ V1(Q).
Assume ξ ∈ ⋂v Qv(π˜v)⋂Q×. For each place v ofQ, let ϕv = ϕ(2)v and define a functionWB,v : GSp4(Qv)→ C
by
WB,v(h) =

∫
U(Qp)\SL2(Qp)
ωˆp(g, ρ
(2)(h))ϕˆp(β; 0, 1)Wξ,p(g)dg if v = p,∫
U(R)\SL2(R)
ωˆ∞(g, ρ(2)(h))ϕˆ∞(β; 0, 1)V m+ Wξ,∞(g)dg if v =∞.
By abuse of notation, we write h for ρ(2)(h) ∈ SO(V ) .
Lemma 5.4. Let v = p | N . We have
WB,p(1) =
{
(1 + p)−1Ψp(ξ;αp) if b1, b2, b3 ∈ Zp,
0 otherwise.
Proof. Note that
ϕˆp(x; y1, y2) = IZp(x1)IZp(x2)IZp(x3)IpZp(y1)IZp(y2),
ωˆp(w, 1)ϕˆp(x; y1, y2) = IZp(x1)IZp(x2)IZp(x3)IZp(y1)IpZp(y2).
(5.6)
For k ∈ SL2(Zp), let
J (k) =
∑
n∈Z
pn/2γQp(p
n, ψp)
−1ωˆp (k, 1) ϕˆp(pnβ; 0, p−n)Wξ,p(t(pn)k).
By (5.6), (A.4), and Lemma A.1
J (1) =
{∑min(ordQp (bi))
n=0 p
n/2Ψp(p
−2nξ;αp) if min(ordQp(bi)) ≥ 0,
0 otherwise.
J (w) =
{
−p−1∑min(ordQp (bi))n=1 pn/2Ψp(p−2nξ;αp) if min(ordQp(bi)) ≥ 1,
0 otherwise.
Let k =
(
1 0
a 1
)
with a ∈ Z×p . Note that
k = u(a−1)w
(−a −1
0 −a−1
)
.
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Thus J (k) = J (w) by (5.2). Therefore, we conclude from the above calculation and (5.2) that
WB,p(1) = (1 + p)−1
∑
SL2(Zp)/K0(p)
J (k)
= (1 + p)−1 [J (1) + pJ (w)]
=
{
(1 + p)−1Ψp(ξ;αp) if b1, b2, b3 ∈ Zp,
0 otherwise.
This completes the proof. 
Lemma 5.5. Let r ∈ R×, m,n ∈ Z≥0. Put
J(m,n; r) =
∫ ∞
0
an−2m−2Hn(
√
π(ra + a−1))e−π(ra+a
−1)2da,
I(m,n; r) =
m∑
j=0
(2m− j)!
j!(m− j)! (4π)
−m+j
j∑
i=0
n!(−4π)−i
(n− i)!
(
j
i
)
rj−i.
If r > 0, then
J(m,n; r) = 22n−1πn/2e−4πrI(m,n; r).
If r < 0 and n > m, then
J(m,n; r) = 0.
Proof. In a small neighborhood of x = 0,
∞∑
n=0
1
n!
(−√πx)nJ(m,n; r)
=
∫ ∞
0
a−2m−2e−π(ax+ra+a
−1)2da
= e−2π(r+x)|r + x|m+1/2R Km+1/2(2π|r + x|R)
= 2−1e−2π(r+x)−2π|r+x|R|r + x|mR
m∑
j=0
(m+ j)!
j!(m− j)! (4π)
−j |r + x|−jR ,
where the last equality follows from [GI07, 8.468].
If r < 0, then r + x < 0 in a neighborhood of x = 0 and we have
∞∑
n=0
1
n!
(−√πx)nJ(m,n; r) = 2−1
m∑
j=0
(m+ j)!
j!(m− j)! (4π)
−j(−1)m−j(r + x)m−j .
If r > 0, then r + x > 0 in a neighborhood of x = 0 and we have
∞∑
n=0
1
n!
(−√πx)nJ(m,n; r) = 2−1e−4π(r+x)
m∑
j=0
(2m− j)!
j!(m− j)! (4π)
−m+j(r + x)j .
This completes the proof. 
Lemma 5.6. Let v =∞. Let A ∈ GL+2 (R) and X ∈ Sym2(R). Put Y = AtA and Z = X +
√−1Y .
If B > 0, then
WB,∞
((
12 X
02 12
)(
A 02
02
tA−1
))
= 2κ+1 det(Y )(κ+1)/2e2π
√−1tr(BZ)
×
m∑
j=0
(−4π)j−m Γ(κ−m+ 1/2)
Γ(κ− 2m+ 1/2 + j)
(
m
j
)
det(B)j det(Y )j−m
×
m−j∑
i=0
(2m− 2j − i)!
i!(m− j − i)! (4π)
i+j−m
i∑
l=0
(κ+ 1)!(−4π)−l
(κ+ 1− l)!
(
i
l
)
tr(BY )i−l.
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If B < 0, then
WB,∞
((
12 X
02 12
)(
A 02
02
tA−1
))
= 0.
Proof. As in the proof of [Ich05, Lemma 7.6], we have
wˆ∞
(
t(a)k˜θ,
(
12 X
02 12
)(
A 02
02
tA−1
))
ϕˆ∞(β; 0, 1)
= e−
√−1(κ+1/2)θ(2
√
π)−κ−1 det(A)γR(a, ψ∞)−1|a|3/2R Hκ+1(
√
π(det(A)−1tr(BY )a+ det(A)a−1))
× e2π
√−1tr(BX)e2πtr(BY )e−π(det(A)
−1tr(BY )a+det(A)a−1))2e2πξa
2
,
for a ∈ R>0, and θ ∈ R/4πZ. Therefore, by (3.4) and Lemma 5.5
WB,∞
((
12 X
02 12
)(
A 02
02
tA−1
))
= 2(2
√
π)−κ−1e2π
√−1tr(BX)e2πtr(BY ) det(Y )(κ+1)/2
×
m∑
j=0
(−4π)j−mΓ(κ
′ + 1/2 +m)
Γ(κ′ + 1/2 + j)
(
m
j
)
ξj det(Y )j−mJ(m− j, κ+ 1; tr(BY ))
= 2κ+1 det(Y )(κ+1)/2e2π
√−1tr(BZ)
×
m∑
j=0
(−4π)j−mΓ(κ
′ + 1/2 +m)
Γ(κ′ + 1/2 + j)
(
m
j
)
ξj det(Y )j−mI(m− j, κ+ 1; tr(BY )).
Note that tr(BY ) > 0 if and only if B > 0. This completes the proof. 
Lemma 5.7. We have
θ(V m+ h, ϕ
(2)) = 22m−2ζQ(2)−1 [SL2(Z) : Γ0(N)]
−1 ·Dm+F.
Proof. For an automorphic form F˜ on GSp4(A) and B ∈ Sym2(Q), the B-th Fourier coefficient of F˜ is defined
by
WF˜,B(h) =
∫
Sym2(Q)\Sym2(A)
F˜
((
12 X
02 12
)
h
)
ψ(tr(BX))dX.
By (5.2) and (5.3), both Dm+F and θ(V
m
+ h, ϕ
(2)) are right K
(2)
0 (N Ẑ)-invariant, and
Dm+F(hk) = det(α+
√−1β)κ+1Dm+F(h),
θ(V m+ h, ϕ
(2))(hk) = det(α+
√−1β)κ+1θ(V m+ h, ϕ(2))(h)
for h ∈ GSp4(A) and
k =
(
α β
−β α
)
∈ Sp4(R).
Therefore, it suffices to show that
Wθ(Vm+ h,ϕ(2)),B(h∞) = 2
2m−2ζQ(2)−1 [SL2(Z) : Γ0(N)]
−1 ·WDm+ F,B(h∞)
for B ∈ Sym2(Q), h∞ =
(
12 X
02 12
)(
A 02
02
tA−1
)
∈ Sp4(R) with X ∈ Sym2(R) and A ∈ GL+2 (R). Put
B =
(
b1 b2/2
b2/2 b3
)
∈ Sym2(Q) and ξ = det(B) ∈ Q. By [Ich05, Lemma 4.2],
Wθ(Vm+ h,ϕ(2)),B =
{
ch(dξ)f
κ′−1/2
ξ ζQ(2)
−1∏
vWB,v if ξ ∈
⋂
v Qv(π˜v)
⋂
Q×,
0 otherwise.
If ξ ∈ ⋂v Qv(π˜v)⋂Q×, and either B < 0 or bi /∈ Z for some i, then
WB,∞(h∞)
∏
p
WB,p(1) = 0
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by Lemmas 5.4, 5.6, and [Ich05, § 7.3 and Lemma 7.3]. Therefore, we may assume ξ ∈ ⋂v Qv(π˜v)⋂Q×,
B > 0, and b1, b2, b3 ∈ Z. In this case, by Lemmas 5.4 and 5.6, and [Ich05, § 7.3 and Lemma 7.3], and note
that
ch
(
4ξ
d2
)
= ch(dξ)
(
2fξ
d
)κ′−1/2∏
p
Ψp
(
4ξ
d2
;αp
)
for d ∈ Q>0, we have
Wθ(Vm+ h,ϕ(2)),B(h∞) = 2
−7/2ζQ(2)−1WB,∞(h∞) [SL2(Z) : Γ0(N)]
−1
× ch(dξ)fκ
′−1/2
ξ
∏
p|N
Ψp(4ξ;αp)
∏
p∤N
min(ordQp (bi))∑
n=0
pn/2Ψp
(
4ξ
p2n
;αp
)
= 2−κ
′−3ζQ(2)−1 [SL2(Z) : Γ0(N)]
−1WB,∞(h∞)A(B)
= 22m−2ζQ(2)−1 [SL2(Z) : Γ0(N)]
−1 det(Y )(κ+1)/2A(B)e2π
√−1tr(BZ)
×
m∑
j=0
(−4π)j−m Γ(κ−m+ 1/2)
Γ(κ− 2m+ 1/2 + j)
(
m
j
)
det(B)j det(Y )j−m
×
m−j∑
i=0
(2m− 2j − i)!
i!(m− j − i)! (4π)
i+j−m
i∑
l=0
(κ+ 1)!(−4π)−l
(κ+ 1− l)!
(
i
l
)
tr(BY )i−l.
Comparing with the Fourier coefficients of ∆mκ′+1F in (3.6), we obtain the assertion. 
6. Seesaw identity (II)
We keep the notation of § 3. Let (V (0), Q(0)) be the quadratic space defined in § 4.3. We make the following
assumptions on the imaginary quadratic field K in § 3.3:
• (D,N) = 1.
• −D ≡ 1 mod 8.
• (p,−τpD)Qp = −1 for p | N .
• Λ (κ′, f ⊗ χ−D) 6= 0.
Under these assumptions, we have D ∈ ⋂v Qv(π˜v) and ch(D) 6= 0. The existence of such fundamental
discriminant −D is guaranteed by the nonvanishing theorems in [FH95] and [Wal91]. The aim of this section
is to prove an explicit seesaw identity in Proposition 6.1.
6.1. Main results.
6.1.1. Setting. Let (V (3), Q(3)) and (V (4), Q(4)) be quadratic spaces over Q defined by
V (3) =
{(
x1 x2
x3 −x1
) ∣∣∣∣ x1, x2, x3 ∈ Ga} , Q(3)[x] = −D det(x),
V (4) =
{(
x1 δx2
δx3 x
τ
1
) ∣∣∣∣ x1 ∈ RK/QGa, x2, x3 ∈ Ga} , Q(4)[x] = det(x).
For x =
(
x1 x2
x3 x4
)
∈ M2(K), let x∗ =
(
xτ4 −xτ2
−xτ3 xτ1
)
. We have an isomorphism of quadratic spaces
V (0) ⊕ V (3) −→ V (4)(
x,
(
x1 x2
x3 −x1
))
7−→
(
x+ δx1 δx2
δx3 x− δx1
)
.
Recall we have exact sequences
1 −→ Gm ι
(3)
−→ GL2 ρ
(3)
−→ SO(V (3)) −→ 1,
1 −→ RK/QGm ι
(4)
−→ Gm × RK/QGL2 ρ
(4)
−→ GSO(V (4)) −→ 1,
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where
ι(3)(a) = a12, ι
(4)(b) = (NK/Q(b)
−1, b12),
ρ(3)(h)x = hxh−1, ρ(4)(z, h)y = zhyh∗,
for a ∈ Gm, b ∈ RK/QGm, h ∈ GL2, (z, h) ∈ Gm × RK/QGL2, and x ∈ V (3), y ∈ V (4). Note that the natural
embedding SO(V (3)) →֒ SO(V (4)) is compatible with the embedding
GL2 −→ Gm × RK/QGL2
h 7−→ (det(h)−1, h).
6.1.2. Schwartz functions. Define ϕ(3) = ⊗vϕ(3)v ∈ S(V (3)(A)) as follows:
• If v = p ∤ N , then ϕ(3)v is the function ϕ(6)v defined in [Ich05, § 9.2].
• If v = p with p | N , then
ϕ(3)p (x) = IZp(x1)IZp(x2)IpZp(x3).
• If v =∞, then
ϕ(3)∞ (x) = (2x1 −
√−1x2 −
√−1x3)κe−πD tr(x
tx).
Define ϕ(4) = ⊗vϕ(4)v ∈ S(V (4)(A)) by
ϕ(4)v = ϕ
(0)
v ⊗ ϕ(3)v .
For v = p | N , we have
ωp((k, sp(k)), ρ
(3)(k′))ϕ(3)p = ϕ
(3)
p(6.1)
for k ∈ K0(p) and k′ ∈ K0(p).
ωp(k, ρ
(4)(k′))ϕ(4)p = ϕ
(4)
p(6.2)
for k ∈ K0(p), k′ ∈ K0(p) such that det(k) = NKp/Qp(det(k′)).
For v =∞, we have
ω∞(k˜θ, ρ(3)(kθ′))ϕ(3)∞ = e
(κ+1/2)
√−1θe−2κ
√−1θ′ϕ(3)∞(6.3)
for k˜θ ∈ S˜O(2), kθ′ ∈ SO(2).
6.1.3. Seesaw identity. Via the homomorphism ρ(3) (resp. ρ(4)), we identify f and f ⊗ χ−D (resp.g♯K and
χ−D × g♯K) as automorphic form on SO(V (3))(A) (resp.GSO(V (4))(A)). We have a seesaw identity〈
θ(V 2m+ f ⊗ χ−D, ϕ(3)) ·Θ,g♯
〉
SL2
=
〈
V 2m+ f ⊗ χ−D, θ(g♯, ϕ(4))
〉
SO(V (3))
.(6.4)
On the other hand, we have two explicit theta lifts
θ(V 2m+ f ⊗ χ−D, ϕ(3)) = −2−2m−1π−2m(
√−1)D−κ+m+1/2ch(D)ζQ(2)−1
× (SL2(Z) : Γ0(N))−1
(
Γ(κ−m)Γ(2m+ 1)
Γ(κ− 2m)Γ(m+ 1)
)
〈f, f〉〈h, h〉−1 · V m+ h,
θ(g♯, ϕ(4)) = 2−1(
√−1)D(−κ+1)/2ζQ(2)−1 (SL2(Z) : Γ0(N))−1 · (χ−D × g♯K).
(6.5)
By the seesaw identity (6.4) and (6.5), we obtain the following
Proposition 6.1. We have〈
V m+ h ·Θ,g♯
〉
SL2
= −(2π)2mDκ′/2ch(D)
−1
(
Γ(κ− 2m)Γ(m+ 1)
Γ(κ−m)Γ(2m+ 1)
)
〈f, f〉−1〈h, h〉 ·
〈
V 2m+ f ,g
♯
K
〉
SO(V (3))
.
The rest of this section are devoted to prove (6.5) in Lemmas 6.5 and 6.7.
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6.2. Shintani lifts. Let (V,Q) = (V (3), Q(3)).
Let
e =
(
0 1
0 0
)
, e∗ =
(
0 0
1 0
)
.
Then V1 = (Qe+Qe∗)⊥ = {x ∈ V | x2 = x3 = 0}. For each place v of Q, let ωv be the Weil representation of
S˜L2(Qv)×O(V )(Qv) on S(V (Qv)), and ωˆv be the representation of S˜L2(Qv)×O(V )(Qv) on S(V1(Qv))⊗S(Q2v)
defined in § 4.2.1.
For each place v of Q, let ϕv = ϕ
(3)
v and define a function Wv : GL2(Qv)→ C by
Wv(h) =

∫
U(Qv)\SL2(Qp)
ωˆp(g, ρ
(3)(h))ϕˆp(2
−1D−1; 0, 1)WD,p(t(2−1D−1)g)dg if v = p,∫
U(R)\SL2(R)
ωˆ∞(g, ρ(3)(h))ϕˆ∞(2−1D−1; 0, 1)Vm+ WD,∞(t(2−1D−1)g)dg if v =∞.
By abuse of notation, we write h for ρ(3)(h) ∈ SO(V ).
Lemma 6.2. Let v = p | N . We have
Wp(1) = (1 + p)−1.
Proof. Note that
ϕˆp(x1; 0, y2) = IZp(x1)IZp(y2),
ωˆp(w, 1)ϕˆp(x1; 0, y2) = ωˆp
((
1 0
a 1
)
, 1
)
ϕˆp(x1; 0, y2) = IZp(x1)IpZp(y2)
(6.6)
for a ∈ Z×p . For k ∈ SL2(Zp), let
J (k) =
∑
n∈Z
p3n/2(pn,−D)QpγQp(pn, ψp)ωˆp(k, 1)ϕˆp(2−1D−1pn; 0, p−n)WD,p(t(2−1D−1)t(pn)k).
By (6.6) and (6.1), ωˆp(k, 1)ϕˆp(2
−1D−1pn; 0, p−n) 6= 0 if and only if n = 0 and k ∈ K0(p). Note that
WD,p(1) = 1 by (A.4). Therefore,
J (k) =
{
1 if k ∈ K0(p),
0 otherwise.
We conclude from the above calculation and (6.1) that
Wp(1) = (1 + p)−1
∑
k∈SL2(Zp)/K0(p)
J (k) = (1 + p)−1.
This completes the proof. 
Lemma 6.3. We have
〈V 2m+ f , V 2m+ f〉SO(V )〈V m+ h, V m+ h〉−1SL2 = 2(2π)−2m
(
Γ(κ−m)Γ(2m+ 1)
Γ(κ− 2m)Γ(m+ 1)
)
〈f, f〉〈h, h〉−1.
Proof. Let V− = V+. By [JL70, Lemma 5.6] and [Wal80, p. 22], we have
V 2m− V
2m
+ f = (4π)
−4mΓ(2κ
′ + 2m)Γ(2m+ 1)
Γ(2κ′)
· f ,
V m− V
m
+ h = (−1)m(4π)−2m
Γ(κ′ +m+ 1/2)Γ(m+ 1)
Γ(κ′ + 1/2)
· h.
Note that
〈f , f〉SO(V ) = ζQ(2)−1〈f, f〉, 〈h,h〉S˜L2 = 2
−1ζQ(2)−1〈h, h〉.
This completes the proof. 
Lemma 6.4. Let v =∞. We have
W∞(1) = 2−1/2D−κ+m−1e−2π.
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Proof. Note that
ϕˆ∞(x1; y1, y2) = (2
√
πD)−κHκ(
√
πD(2x1 −
√−1y1 + y2))e−πD(2x
2
1+y
2
1+y
2
2)
by [Ich05, Lemma 7.4].
By (6.3) and the results of Waldspurger in [Wal91, IV] on local Shimura lifts, we have
W∞ = C · V 2m+ Wf ,∞ ⊗ χ−D,∞
for some constant C ∈ C. By (3.4), (6.3), and Lemma 5.5, for y ∈ R>0 we have
W∞(a(y))
= 2y
∫ ∞
0
a−5/2ϕˆ∞(2−1D−1a; 0, ya−1)V m+ WD,∞(t(2−1D−1a))da
= 2y(2
√
πD)−κ
m∑
j=0
(−4π)j−m Γ(κ−m+ 1/2)
Γ(κ− 2m+ 1/2 + j)
(
m
j
)
(2−1D−1)κ−2m+2j+1/2Dj
×
∫ ∞
0
aκ−2m+2j−2Hκ(
√
πD(D−1a+ ya−1))e−π(D
−1a2+Dy2a−2)da
= 2−1/2D−κ+m−1e−2πy
m∑
j=0
(−π)j−myκ−2m+2j Γ(κ−m+ 1/2)
Γ(κ− 2m+ 1/2 + j)
(
m
j
)
I(m− j, κ, y)
= 2−1/2D−κ+m−1e−2πy
m∑
j=0
(−π)j−myκ−2m+2j Γ(κ−m+ 1/2)
Γ(κ− 2m+ 1/2 + j)
(
m
j
)
×
m−j∑
i=0
(2m− 2j − i)!
i!(m− j − i)! (4π)
i+j−m
i∑
l=0
κ!(−4π)−l
(κ− l)!
(
i
l
)
yi−l.
Both W∞(a(y)) and V 2m+ Wf ,∞ ⊗ χ−D,∞ (a(y)) are product of e−2πy and polynomials in y. Comparing the
coefficients for yκ with (3.2), we conclude that C = −2−1/2D−κ+m−1e−2π. This completes the proof.

Lemma 6.5. We have
θ(V 2m+ f ⊗ χ−D, ϕ(3)) = −2−2m−1π−2m(
√−1)D−κ+m+1/2ch(D)ζQ(2)−1
× (SL2(Z) : Γ0(N))−1
(
Γ(κ−m)Γ(2m+ 1)
Γ(κ− 2m)Γ(m+ 1)
)
〈f, f〉〈h, h〉−1 · V m+ h.
Proof. Following the proof of [Ich05, Lemma 9.1], with the equivariant properties of ϕ(3) in (6.1), (6.3) and
[Ich05, (9.1)-(9.4)], we have
θ(V 2m+ f ⊗ χ−D, ϕ(3)) = ch(D)ζQ(2)−1Wf⊗χ−D (1)
−1∏
v
Wv(1)〈V 2m+ f , V 2m+ f〉SO(V )〈V m+ h, V m+ h〉−1SL2 · Vm+ h.
By Lemmas 6.2-6.4, and [Ich05, § 9.3, Lemmas 9.3, 9.6], we have∏
v
Wv(1)〈V 2m+ f , V 2m+ f〉SO(V )〈V m+ h, V m+ h〉−1SL2 = −2−2m−1π−2me−2π(
√−1)D−κ+m+1/2
× (SL2(Z) : Γ0(N))−1
(
Γ(κ−m)Γ(2m+ 1)
Γ(κ− 2m)Γ(m+ 1)
)
〈f, f〉〈h, h〉−1.
This completes the proof. 
6.3. Base change lifts. Let (V,Q) = (V (4), Q(4)).
Let
e =
(
0 δ
0 0
)
, e∗ =
(
0 0
δ 0
)
.
Then V1 = (Qe+Qe∗)⊥ = {x ∈ V | x2 = x3 = 0}. For each place v of Q, let ωv be the Weil representation
of R(Qv) on S(V (Qv)), and ωˆv be the representation of R(Qv) on S(V1(Qv))⊗ S(Q2v) defined in § 4.2.1.
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For each place v of Q, let ϕv = ϕ
(4)
v and define Wv ∈ C by
Wv =
∫
U(Qv)\SL2(Qv)
ωˆv(g, 1)ϕˆv(D
−1; 0, 1)Wg♯,v(a(D−2)g)dg.
Lemma 6.6. Let v = p | N . We have
Wp = (1 + p)−1.
Proof. Note that
ωˆp(k, 1)ϕˆp(x1; y) = IOp(x1)IpZp×Zp(yk)(6.7)
for k ∈ SL2(Zp). For k ∈ SL2(Zp), let
J (k) =
∑
n∈Z
pn(−D, pn)Qp ωˆp(k, 1)ϕˆp(D−1pn; 0, p−n)Wg♯,p(a(D−2)t(pn)k).
By (6.7), ωˆp(k, 1)ϕˆp(D
−1pn; 0, p−n) 6= 0 if and only if n = 0 and k ∈ K0(p). Therefore,
J (k) =
{
1 if k ∈ K0(p),
0 otherwise.
We conclude from the above calculation and (6.2) that
Wp = (1 + p)−1
∑
k∈SL2(Zp)/K0(p)
J (k) = (1 + p)−1.
This completes the proof. 
Lemma 6.7. We have
θ(g♯, ϕ(4)) = 2−1(
√−1)D(−κ+1)/2ζQ(2)−1 (SL2(Z) : Γ0(N))−1 · (χ−D × g♯K).
Proof. Following the proof of [Ich05, Lemma 10.1], with the equivariant properties of ϕ(4) in (6.2) and [Ich05,
(10.1), (10.2), (10.4), and Lemma 10.7], we have
θ(g♯, ϕ(4)) = ζQ(2)
−1W
g
♯
K
(1)−1
∏
v
Wv · (χ−D × g♯K).
By (3.3), Lemma 6.6, and [Ich05, § 10.3, Lemmas 10.3, 10.5, and 10.8], we have
W
g
♯
K
(1)−1
∏
v
Wv = 2−1(
√−1)(−κ+1)/2 (SL2(Z) : Γ0(N))−1 .
This completes the proof. 
7. Central value formula for twisted triple product L-function
We keep the notation of § 3.
7.1. Twisted triple product L-function. Let As(σK) be the Asai transfer of σK to an isobaric automorphic
representation of GL4(A) (cf. [Kri03]). Let Π = π × As(σK) be an automorphic representation of GL2(A) ×
GL4(A). Let
L(s,Π)
be the GL2 × GL4 Rankin-Selberg automorphic L-functions. Note that it was proved in [CCI, Theorem D]
that L(s,Π) coincides with the twisted triple product L-function defined by the integral representations in
[PSR87] and [Ike89]. Since σK is a base change lift, we have a decomposition into motivic L-functions defined
in § 3.1
L(s,Π) = Λ
(
s− 1
2
+ κ+ κ′, Sym2(g)⊗ f
)
Λ
(
s− 1
2
+ κ′, f ⊗ χ−D
)
.(7.1)
We also denote L(s,Π,Ad) the adjoint L-function of Π.
In this section, by specializing Ichino’s formula in [Ich08], we obtain an explicit formula in Proposition 7.5
which relating the central value L(12 ,Π) with the global period integral∫
A×GL2(Q)\GL2(A)
V 2m+ f(g)g
♯
K(g)dg.
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7.2. Local trilinear period integrals. Let v be a place of Q. Let Ev = Qv×Kv. Let 〈·, ·〉v be a GL2(Ev)-
invariant bilinear pairing on Πv ×Πv. Let φv ∈ Πv be a non-zero vector satisfying the following condition:
• If v = p ∤ N , then φp is GL2(Zp)×GL2(Op)-invariant.
• If v = p | N , then φp is K0(p)×K0(p)-invariant.
• If v =∞, then φ∞ is a highest weight vector of the minimal (SO(2)× SU(2))-type of Π∞.
Note that the condition uniquely determines φv ∈ Πv up to scalars. We call φv ·C the new line of Πv. Define
the local trilinear period integral I(Πv) ∈ C as follows:
• If v = p, then
I(Πp) = 1
ζKp(2)
· L(1,Πp,Ad)
L(1/2,Πp)
·
∫
Q×p \GL2(Qp)
〈Πp(g)φp, φp〉p
〈φp, φp〉p dg.
• If v =∞, then
I(Π∞) = 1
ζC(2)
· L(1,Π∞,Ad)
L(1/2,Π∞)
·
∫
R×\GL2(R)
〈Π∞(g(V 2m+ , t∞))φ∞,Π∞((V 2m+ , t∞))φ∞〉∞
〈Π∞((a(−1), a(−1)t∞))φ∞,Π∞((1, t∞))φ∞〉∞ dg.
Note that I(Πv) only depends on the representation Πv and its new line, not on the choices of the pairing
〈·, ·〉v and φv ∈ Πv.
Lemma 7.1. For v = p ∤ N , we have
I(Πp) = 1.
Proof. If Kp is unramified or split over Qp, it was proved in [Ich08, Lemma 2.2]. If Kp is ramified over Qp,
it was proved in [CC, Proposition 4.7]. 
Lemma 7.2. For v = p | N , we have
I(Πp) =
{
2p−2(1 + p)−2 (GL2(Zp)×GL2(Op) : K0(p)×K0(p)) if (p,−τpD)Qp = −1,
0 otherwise.
Proof. Note that we have assume p ∤ D. If Kp is split over Qp, it was proved in [II10, § 7]. If Kp is unramified
over Qp, it was proved in [CC, Proposition 4.8]. 
Remark 2. The vanishing of I(Πp) is a consequence of the dichotomy criterion of trilinear forms that
HomGL2(Qp)(Πp,C) 6= 0 if and only if (p,−τpD)Qp = −1.
Let C∞(κ, κ′) ∈ Q defined by
C∞(κ, κ′) = 24m
Γ(2κ)
Γ(4κ)Γ(κ′)2Γ(2m+ 1)
2m∑
j=0
2κ∑
n=0
2m−j∑
i=0
(−1)i+j
(
2m
j
)(
2κ
n
)
Γ(κ+ 1 + n)Γ(3κ+ 1− n)
× Γ(κ
′ + j + n)Γ(κ+ κ′ + j)
Γ(2κ′ + j)(2κ+ κ′ + j − n)
× Γ(2κ+ κ
′ + j − n+ 1)Γ(κ+ κ′ + j + 1/2 + i)Γ(2m− j + 1)
Γ(2κ+ κ′ + j − n+ 1 + i)Γ(κ+ κ′ + j + 1/2)Γ(2m− j + 1− i)Γ(κ′ + j + n+ 1 + i) .
(7.2)
Lemma 7.3. We have
I(Π∞) = 2−6κ+6κ
′−2π−4m(2κ+ 1)C∞(κ, κ′).
Moreover, C∞(κ, κ′) 6= 0.
The proof of Lemma 7.3 will be given in § 9.
Remark 3.
(1) We conjecture that
C∞(κ, κ′) =
(
Γ(κ−m)Γ(2m+ 1)
Γ(κ− 2m)Γ(m+ 1)
)2
.
Verified by using computer, the equality holds for all m ≤ 500.
(2) For arbitrary semisimple cubic algebra E∞ over R, except in the cases considered here, the local
trilinear period integrals were calculated in [Ike98], [Ike99], [Wat08], [CC], and [Che18b].
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7.3. Central value formula. Let E = Q×K. Let φ = f × gK ∈ Π be a cusp form on GL2(AE). Note that
Π((V 2m+ , t∞))φ = V
2m
+ f × g♯K. Let
I(Π) =
∫
A×GL2(Q)\GL2(A)
Π((V 2m+ , t∞))φ(g)dg,
Ω(Π) =
∫
A×EGL2(E)\GL2(AE)
φ(g((a(−1), a(−1)t∞)))φ(g(1, t∞))dg.
Lemma 7.4. We have
Ω(Π)
L(1,Π,Ad)
= 2−2κ
′−3ζQ(2)−1ζK(2)−1D−1/2(2κ+ 1)−1
×N3
(
GL2(Ẑ)×GL2(Ô) : K0(N Ẑ)×K0(NÔ)
)−1
.
Proof. The formula is obtained by specializing the formula in [Wal85, Proposition 6]. We leave the details
to the readers. 
Proposition 7.5. If (p,−τpD)Qp = 1 for some p | N , then
I(Π) = 0.
If (p,−τpD)Qp = −1 for all p | N , then
I(Π)2 = 2−6κ+4κ′−6+ν(Π)π−4mD−1/2ζQ(2)−2C∞(κ, κ′)
∏
p|N
p(1 + p)−2 · L
(
1
2
,Π
)
.
Here ν(N) is the number of prime divisors of N , and C∞(κ, κ′) ∈ Q is defined in (7.2).
Proof. By Ichino’s formula in [Ich08, Theorem 1.1 and Remark 1.3], we have
I(Π)2
Ω(Π)
=
2ζQ(2)
−1
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· ζK(2) · L(1/2,Π)
L(1,Π,Ad)
·
∏
v
I(Πv).
The assertions then follow from Lemmas 7.1-7.4. This completes the proof. 
8. Proof of main results
We keep the notation of § 3. We make the following assumptions on the imaginary quadratic field K in
§ 3.3:
• (D,N) = 1.
• −D ≡ 1 mod 8.
• (p,−τpD)Qp = −1 for p | N .
• Λ (κ′, f ⊗ χ−D) 6= 0.
By the nonvanishing theorems in [FH95] and [Wal91], such fundamental discriminant exists.
Let C(κ, κ′) ∈ Q defined by
C(κ, κ′) = C∞(κ, κ′)
(
Γ(κ− 2m)Γ(m+ 1)
Γ(κ−m)Γ(2m+ 1)
)2
.(8.1)
Here C∞(κ, κ′) ∈ Q is defined in (7.2). By Lemma 7.3, C(κ, κ′) is non-zero. Following is our main theorem.
Theorem 8.1. Assume Hypothesis (H) holds. We have
|〈∆mκ′+1F |H×H, g × g〉|2
〈g, g〉2 = 2
−κ−6m−1∏
p|N
p(1 + p)−2C(κ, κ′)
〈h, h〉
〈f, f〉Λ
(
κ+ κ′, Sym2(g)⊗ f) .
Proof. We may assume ch(n) ∈ R for all n ∈ N. By seesaw identities in Propositions 5.1 and 6.1, the central
value formula in Proposition 7.5, and the factorization in (7.1), we have
|〈∆mκ′+1F |H×H, g × g〉|2
〈g, g〉2 = 2
−κ−6m−1∏
p|N
p(1 + p)−2C(κ, κ′)
〈h, h〉
〈f, f〉Λ
(
κ+ κ′, Sym2(g)⊗ f)
× 2κ′−1+ν(N)ch(D)−2Dκ
′−1/2〈f, f〉−1〈h, h〉Λ (κ′, f ⊗ χ−D) .
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By the Kohnen-Zagier formula [Koh85, Corollary 1],
ch(D)
2
〈h, h〉 = 2
κ′−1+ν(N)Dκ
′−1/2Λ (κ
′, f ⊗ χ−D)
〈f, f〉 .
This completes the proof. 
Lemma 8.2. Assume ch(n) ∈ R for all n ∈ N. For σ ∈ Aut(C),(
〈f, f〉
〈h, h〉Ω+f
)σ
=
〈fσ, fσ〉
〈hσ, hσ〉Ω+fσ
.
Proof. Let σ ∈ Aut(C). By the Kohnen-Zagier formula [Koh85, Corollary 1],
ch(D)
2
〈h, h〉 = 2
κ′−1+ν(N)Dκ
′−1/2Λ(κ
′, f ⊗ χ−D)
〈f, f〉 ,
chσ(D)
2
〈hσ, hσ〉 = 2
κ′−1+ν(N)Dκ
′−1/2Λ(κ
′, fσ ⊗ χ−D)
〈fσ, fσ〉 .
By [Shi77], (
Λ (κ′, f ⊗ χ−D)
D1/2Ω+f
)σ
=
Λ (κ′, fσ ⊗ χ−D)
D1/2Ω+fσ
.
This completes the proof. 
As a corollary of Theorem 8.1, we obtain Deligne conjecture for the central critical value Λ(κ+κ′, Sym2(g)⊗
f).
Corollary 8.3. Assume Hypothesis (H) holds. For σ ∈ Aut(C),(
Λ(κ+ κ′, Sym2(g)⊗ f)
〈g, g〉2Ω+f
)σ
=
Λ(κ+ κ′, Sym2(gσ)⊗ fσ)
〈gσ, gσ〉2Ω+fσ
.
Here Ω+f is the plus period of f defined in [Shi77].
Proof. Let Q(f) and Q(g) be the Hecke fields of f and g, respectively. We may assume ch(n) ∈ Q(f) for all
n ∈ N (cf. [Shi82, Proposition 4.5] and [Pra09, Theorem 4.5]). Then,
〈∆mκ′+1F |H×H, g × g〉
〈g, g〉2 ∈ Q(f)Q(g).
In particular, 〈∆mκ′+1F |H×H, g × g〉 ∈ R.
Let σ ∈ Aut(C). Note that hσ ∈ S+κ′+1/2(Γ0(4N)) is a newform associated to fσ (cf. [Pra09, Theorem
4.5]), and F σ is the Saito-Kurokawa lift of hσ.
Recall that if φ : H→ C is a nearly holomorphic modular form with Fourier expansion
φ(τ) =
k∑
i=0
(
1
4πy
)i ∞∑
n=0
ai,nq
n,
then φσ is a nearly holomorphic modular form whose Fourier expansion is given by
φσ(τ) =
k∑
i=0
(
1
4πy
)i ∞∑
n=0
aσi,nq
n.
Therefore, by the Fourier expansion of ∆mκ′+1F in (3.6), we have
∆mκ′+1F
σ|H×H = (∆mκ′+1F |H×H)σ.
On the other hand, since g is a newform and ∆mκ′+1F |H×H is a nearly holomorphic modular form on H× H,
we have (cf. [Stu80, Theorem 4] and [Shi76])( 〈∆mκ′+1F |H×H, g × g〉
〈g, g〉2
)σ
=
〈(∆mκ′+1F |H×H)σ, gσ × gσ〉
〈gσ, gσ〉2 .(8.2)
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We conclude that ( 〈∆mκ′+1F |H×H, g × g〉
〈g, g〉2
)σ
=
〈∆mκ′+1F σ|H×H, gσ × gσ〉
〈gσ, gσ〉2 .
The corollary then follows from Theorem 8.1, Lemma 8.2, and (8.2). This completes the proof. 
Corollary 8.4. Assume Hypothesis (H) holds and Λ(κ+ κ′, Sym2(g)⊗ f) 6= 0. Let n ∈ Z be a critical value
for Sym2(g)⊗ f , and χ be a Dirichlet character such that (−1)nχ(−1) = 1. For σ ∈ Aut(C), we have(
Λ(n, Sym2(g)⊗ f ⊗ χ)
G(χ)3(2π
√−1)3(n−κ−κ′)〈g, g〉2Ω+f
)σ
=
Λ(n, Sym2(gσ)⊗ fσ ⊗ χσ)
G(χσ)3(2π
√−1)3(n−κ−κ′)〈gσ, gσ〉2Ω+fσ
.
Here G(χ) is the Gauss sum associated to χ, and Ω+f is the plus period of f defined in [Shi77].
Proof. By [Jan17, Theorem A], there exists cohomological periods Ω±(f, g) ∈ C× such that(
Λ(n, Sym2(g)⊗ f ⊗ χ)
G(χ)3(2π
√−1)3nΩ(−1)nχ(−1)(f, g)
)σ
=
Λ(n, Sym2(gσ)⊗ fσ ⊗ χσ)
G(χσ)3(2π
√−1)3nΩ(−1)nχ(−1)(fσ, gσ)
(8.3)
for σ ∈ Aut(C). Note that the condition κ ≥ κ′ is equivalent to the balanced condition in [Jan17, Theorem
A]. For n = κ + κ′ and χ = 1, by Corollary 8.3, (8.3), and the assumption Λ(κ + κ′, Sym2(g) ⊗ f) 6= 0, we
have (
〈g, g〉2Ω+f
(2π
√−1)3(κ+κ′)Ω+(f, g)
)σ
=
〈gσ, gσ〉2Ω+fσ
(2π
√−1)3(κ+κ′)Ω+(fσ, gσ)
(8.4)
for σ ∈ Aut(C). The assertion follows from (8.3) and (8.4). This completes the proof. 
9. Local trilinear period integral in the R× C case
9.1. Setting. The aim of this section is to give a proof of Lemma 7.3. The main results of this section are
Proposition 9.4 and Corollary 9.6.
We follow the normalization of measures as in § 2.3. Let ψ1 be the standard additive character of R, and
ψ2 = ψ1 ◦ trC/R be an additive character of C. Let π1 be the discrete series representation of GL2(R) of
weight 2κ′, and σ2 be the principal series representation
Ind
GL2(C)
B(C) (µ
κ
⊠ µ−κ)
for some positive integers κ and κ′. Here µ(z) = (z/z)1/2 for z ∈ C×. We assume
κ− κ′ = 2m ∈ 2Z≥0.
Let WR ∈ W(π1, ψ1) and WC ∈ W(σ2, ψ2) be Whittaker functions of π1 and σ2 with respect to ψ1 and ψ2
defined by
WR(a(y)kθ) = e
2
√−1κ′θyκ
′
e−2πyIR>0(y)
for y ∈ R× and kθ ∈ SO(2).
WC(zt(a)k) = a
2κ+2
2κ∑
n=0
(
2κ
n
)
(
√−1)nα2κ−nβnKκ−n(4πa2)
for z ∈ C×, a ∈ R>0 and k =
(
α β
−β α
)
∈ SU(2). Note that WR (resp.WC) is a highest weight Whittaker
function in the minimal SO(2)-type (resp. SU(2)-type) of π1 (resp.σ2).
Let 〈 , 〉1 and 〈 , 〉2 be invariant pairings on W(π1, ψ1) ⊗W(π1, ψ1) and W(σ2, ψ2) ⊗W(σ2, ψ2) defined
by
〈W1,W2〉1 =
∫
R×
W1(a(t))W2(a(−t))d×t,
〈W1,W2〉2 =
∫
C×
W1(a(t))W2(a(−t))d×t.
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Define I(Π∞) ∈ C by
I(Π∞) = 1
ζC(2)
· L(1,Π∞,Ad)
L(1/2,Π∞)
·
∫
R×\GL2(R)
〈π1(g)V 2m+ WR, V 2m+ WR〉1〈σ2(gt∞)WC, σ2(t∞)WC〉2
〈π1(a(−1))WR,WR〉1〈σ2(a(−1)t∞)WC, σ2(t∞)WC〉2 dg.
Here t∞ =
1√
2
(
1 −√−1
−√−1 1
)
∈ SU(2). The aim of this section is devoted to the calculation of this
integral.
Let (V,Q) be the quadratic space over R defined by V = M2 and Q[x] = det(x). Note that
Gm\(GL2 ×GL2) ≃ GSO(V )
as described in § 5.1. We write [h1, h2] ∈ GSO(V ) for the image of (h1, h2) ∈ GL2 × GL2 under this
isomorphism. Let ω1 and ω2 be the Weil representations of SL2(R) × O(V )(R) and SL2(C) × O(V )(C)
on S(V (R)) and S(V (C)) with respect to ψ1 and ψ2, respectively. We extend the Weil representations to
representations of R(R) and R(C). Let ϕR ∈ S(V (R)) and ϕC ∈ S(V (C)) be defined by
ϕR(x) = (x1 +
√−1x2 +
√−1x3 − x4)2κe−π tr(x
tx),
ϕC(x) = (2κ+ 1)x
2κ
3 e
−2π tr(xtx).
9.1.1. Outline of the proof. We briefly sketch the idea of the proof of Lemma 7.3.
Let E = R × C. Let Π∞ = π1 × σ2 be an irreducible admissible representation of GL2(E). Let WE ∈
W(Π∞, ψ1 ◦ trE/R) be a Whittaker function of Π∞ with respect to ψ1 ◦ trE/R defined by
WE(g) = (V
2m
+ WR ⊗ σ2(w)WC)(g).
Define ϕE ∈ S(V 3(R)) by
ϕE = ϕR ⊗ ω2(1, (t∞, t∞))ϕC.
Here we identify S(V 3(R)) with S(V (E)) by the isomorphism
R3 −→ E
(x1, x2, x3) 7−→ (x1, x2 +
√−1x3).
By [Ich08, Proposition 5.1], we have∫
R×\GL2(R)
Φ(g;ϕE ,WE)dg = 2
−1ζR(2) · Z∞(0,WE , fΦ).
Here Φ(g;ϕE ,WE) is a matrix coefficient of Π∞ defined in (9.10) by the invariant pairings B1 and B2 defined
in § 9.2, and Z∞(s,WE , fΦ) is the local zeta integral defined in (9.6). On the other hand, the matrix coefficient
Φ(g;ϕE ,WE) is proportionl to
〈π1(g1)V 2m+ WR, V 2m+ WR〉1〈σ2(g2t∞)WC, σ2(t∞)WC〉2
for g = (g1, g2) ∈ GL2(R) × GL2(C). We determine the constant of proportionality in Lemma 9.1. The
calculation of Z∞(0,WE , fΦ) is carried out in Proposition 9.3. The first part of Lemma 7.3 follows and is
concluded in Proposition 9.4. In Corollary 9.6, we prove that the constant C∞(κ, κ′) is non-zero. The idea is
to relate the local period integral I(Π∞) with the square of a local zeta integral Ψ∞(fR⊗σ2(t∞)WC) defined
in (9.11). Finally, it was proved by Ghate that the integral Ψ∞(fR ⊗ σ2(t∞)WC) is non-zero.
9.2. Comparison of invariant pairings. Following [Ich08] and [Wal85], we define invariant pairings on
W(π1, ψ1)⊗W(π1, ψ1) and W(σ2, ψ2)⊗W(σ2, ψ2) by realizing they as quotients of Weil representations via
the Jacquet-Langlands-Shimizu lifts. Let
θ1 : S(V (R))⊗W(π1, ψ1) −→W(π1, ψ1)⊗W(π1, ψ1),
θ2 : S(V (C)) ⊗W(σ2, ψ2) −→W(σ2, ψ2)⊗W(σ2, ψ2)
be the equivariant maps defined by
θ1(ϕ⊗W )(h1) =
∫
SL2(R)
ωˆ1(g
′
1, h)ϕˆ(g)W (gg
′
1)dg,
θ1(ϕ⊗W )(h2) =
∫
SL2(C)
ωˆ1(g
′
2, h)ϕˆ(g)W (gg
′
2)dg
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with (g′1, h1) ∈ R(R) and (g′2, h2) ∈ R(C).
Define a map B˜1 : S(V (R)) ⊗W(π1, ψ1) −→ C by
B˜1(ϕ,W ) =
∫
U(R)\SL2(R)
ω1(g, 1)ϕ(1)W (a(−1)g)dg.
Similarly, define a map B˜2 : S2(V (C))⊗W(σ2, ψ2) −→ C by
B˜2(ϕ,W ) =
∫
U(C)\SL2(C)
ω2(g, 1)ϕ(1)W (a(−1)g)dg.
By [Ich08, Lemma 3.2], there exists invariant pairings
B1 :W(π1, ψ1)⊗W(π1, ψ1) −→ C,
B2 :W(σ2, ψ2)⊗W(σ2, ψ2) −→ C
such that
B˜i = Bi ◦ θi
for i = 1, 2. In particular, for ϕ⊗W ∈ S(V (R))⊗W(π1, ψ1), the map
Ψ1( ;ϕ,W ) : GL2(R) −→ C
g 7−→ B˜1(ω1(1, (g, 1))ϕ,W )
is a matrix coefficient of π1. Similar for σ2.
Lemma 9.1. We have
θ1(ϕR, V
2m
+ WR) = 2
2κ · V 2m+ WR ⊗ V 2m+ WR,
θ2(ϕC, σ2(w)WC) =WC ⊗WC
and
〈 , 〉i = Bi
for i = 1, 2.
Proof. For l ∈ Z≥0, let ϕl ∈ S(V (R)) be defined by
ϕl(x) = (x1 +
√−1x2 +
√−1x3 − x4)le−π tr(x
tx).
Note that ω1(kθ, (kθ1 , kθ2))ϕl = e
√−1l(−θ+θ1+θ2)ϕl for kθ, kθ1 , kθ2 ∈ SO(2), and
ϕˆl(x)(x1 −
√−1x2 +
√−1x3 + x4)le−π tr(x
tx).
Therefore, for each l ∈ Z≥0, there exists a constant Cl such that
θ1(ϕ2κ′+2l, V
l
+WR) = Cl · V l+WR ⊗ V l+WR.
Then,
θ1(ω1 (a(−1), [a(−1), 1])ϕ2κ′+2l, π1(a(−1))V l+WR) = Clπ1(a(−1))V l+WR ⊗ V l+WR.
By Lemma 5.5,
θ1(ϕ2κ′ ,WR)(1) = 2
1−2κ′π−κ
′
e4π
∫
R>0
a2κ
′−2H2κ′(
√
π(2a+ a−1))e−π(2a+a
−1)2da
= 22κ
′
e−4π.
(9.1)
A simple calculation shows that
〈π1(a(−1))V l+WR ⊗ V l+WR〉1 = (4π)−2l
Γ(l + 1)Γ(2κ′ + l)
Γ(2κ′)
〈π1(a(−1))WR ⊗WR〉1
= (4π)−2κ
′−2lΓ(l + 1)Γ(2κ′ + l).
(9.2)
Note that
ω1 (t(a)kθa(−1), [a(−1), 1])ϕl(1) = 2lel
√−1θal+2e−2πa
2
.
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By [Ike98, Lemma 2.1],
B˜1(ω1 (a(−1), [a(−1), 1])ϕ2κ′+2l, π1(a(−1))V l+WR)
= 22κ
′+2l
∫
R×
|a|−2R d×a
∫
SO(2)
dkθ
l∑
j=0
a4κ
′+2l+2j+2e−4πa
2
(−4π)j−l Γ(2κ
′ + l)
Γ(2κ′ + j)
(
l
j
)
= 22κ
′+2l(4π)−2κΓ(2κ′ + 2l)
l∑
j=0
(−1)j
(
l
j
)
Γ(2κ′ + l + j)
Γ(2κ′ + j)
= (−1)l22κ′+2l(4π)−2κ′−2lΓ(l + 1)Γ(2κ′ + l).
(9.3)
It follows from (9.1), (9.2), and (9.3) that Cl = (−1)l22κ′+2l and 〈 , 〉1 = B1.
Note that ϕˆC = ϕC and
(H, 0) · ϕC = 2κϕC, (X, 0) · ϕC = 0,
(0, H) · ϕC = 2κϕC, (0, X) · ϕC = 0.
Here H,X ∈ gl2(C)C are defined by
H =
(−√−1 0
0
√−1
)
⊗√−1, X = 1
2
(
0 −1
1 0
)
⊗ 1 + 1
2
(
0
√−1√−1 0
)
⊗√−1.
Therefore, there exits a constant C such that
θ2(ϕC, σ2(w)WC) = C ·WC ⊗WC.
By [Ich05, Lemma 6.6], and [GI07, 6.653.2]
θ2(ϕC, σ2(w)WC)(1)
= (2κ+ 1)
2κ∑
n=0
(
2κ
n
)
(−√−1)n
∫
SO(2)
e−2n
√−1θdθ
∫
SU(2)
αnβ2κ−nβ
2κ
dk
×
∫
C
∫
R>0
r−2e−2π(r
2+r−2+r−2|x|2)+2π√−1 trC/R(x)Kκ−n(4πr2)d×rdx
=
∫
R>0
e−4πr
2−2πr−2Kκ(4πr2)d×r
= Kκ(4π)
2.
We conclude that C = 1 and
θ2
(
ω2
((
0 1
1 0
)
, [a(−1)t∞, t∞]
)
ϕC, σ2(a(−1))WC
)
= σ2(a(−1)t∞)WC ⊗ σ2(t∞)WC.
By [GI07, 6.576.4],
〈σ2(a(−1)t∞)WC ⊗ σ2(t∞)WC〉2
= 2−2κ+1a2κ+2
2κ∑
n=0
2κ∑
m=0
(
2κ
n
)(
2κ
m
)∫
R/2πZ
e(2κ−m−n)
√−1θdθ
∫
R>0
r2κ+2Kκ−n(4πr)Kκ−m(4πr)d×r
= 2−2κ+2πa2κ+2
2κ∑
n=0
(
2κ
n
)2 ∫
R>0
r2κ+2Kκ−n(4πr)2d×r
= 2−2κ−3π−2κ−1(2κ+ 1)−1Γ(κ+ 1)2.
(9.4)
Note that
WC (a(−1)t(r)ka(−1)) = r2κ+2
2κ∑
n=0
(
2κ
n
)
(
√−1)−nα2κ−nβnKκ−n(4πr2),
ω2
(
d(−1)k
(
0 1
1 0
)
, 1
)
ϕC(x) = (2κ+ 1)
2κ∑
n=0
(
2κ
n
)
(
√−1)2κ+nα2κ−nβnx2κ−n2 xn3 e−2π tr(x
tx).
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for r ∈ R>0 and k =
(
α β
−β −α
)
∈ SU(2). Therefore, by [Ich05, Lemma 6.6] and [GI07, 6.621.3]
B˜2
(
ω2
((
0 1
1 0
)
, [a(−1)t∞, t∞]
)
ϕC, σ2(a(−1))WC
)
= (2κ+ 1)
2κ∑
n=0
2κ∑
m=0
(
2κ
n
)(
2κ
m
)
(
√−1)n−m
∫
R/2πZ
e(2n−2m)
√−1θdθ
∫
SU(2)
α2κ−nβnα2κ−mβ
m
dk
×
∫
R>0
r4κ+2e−4πr
2
Kκ−m(4πr2)d×r
= 2−1
2κ∑
n=0
(
2κ
n
)∫
R>0
r2κ+1e−4πrKκ−n(4πr)d×r
= 2−2κ−3π−2κ−1(2κ+ 1)−1Γ(κ+ 1)2
(9.5)
It follows from (9.12) and (9.5) that 〈 , 〉2 = B2. This completes the proof. 
9.3. Local trilinear period integral and local zeta integral. In [Ich08, Proposition 5.1], Ichino estab-
lished an equality between the local trilinear period integral and the local zeta integral of Piatetski-Shapiro
and Rallis [PSR87]. In this section, specializing to our case, we calculate the corresponding local zeta integral
explicitly and deduce the value I(Π∞) from it.
Let
G = {g ∈ RE/RGL2 | ν(g) ∈ Gm}.
We regard the space E2 of row vectors as a symplectic space over R with nondegenerate antisymmetric
bilinear form
〈x, y〉 = trE/R(x1y2 − x2y1),
for x = (x1, x2), y = (y1, y2) ∈ E2. We choose a basis {e1, e2, e3, e′1, e′2, e′3} of E2 over R as follows:
e1 = ((0, 1), (0, 0)), e2 = ((0,
√−1), (0, 0)), e3 = ((1, 0), (0, 0)),
e′1 =
(
(0, 0),
(
0,
1
2
))
, e′2 =
(
(0, 0),
(
0,
−√−1
2
))
, e′3 = ((0, 0), (1, 0)).
With respect to this basis, we have an embedding
G(R) −→ GSp6(R)
((
a′ b′
c′ d′
)
,
(
a b
c d
))
7−→

a1 a2 0 2b1 −2b2 0
−a2 a1 0 −2b2 −2b1 0
0 0 a′ 0 0 b′
c1/2 c2/2 0 d1 −d2 0
c2/2 −c1/2 0 d2 d1 0
0 0 c′ 0 0 d′
 ,
here a = a1 +
√−1a2, b = b1+
√−1b2, c = c1 +
√−1c2, d = d1 +
√−1d2. Let ω be the Weil representation of
G(Sp6 ×O(V ))(R) on S(V 3(R)) with respect to ψ1. We have an isomorphism
R3 −→ E
(x1, x2, x3) 7−→ (x1, x2 +
√−1x3).
We identify S(V 3(R)) with S(V (E)) by this isomorphism. Then,
ω((g1, g2), h)(ϕ1 ⊗ ϕ2) = ω1(g1, h)ϕ1 ⊗ ω2(g2, h)ϕ2
for (g1, g2) ∈ G(R) and h ∈ GO(V )(R) such that det(g1) = det(g2) = ν(h). Recall ϕE ∈ S(V 3(R)) is defined
by
ϕE = ϕR ⊗ ω2(1, (t∞, t∞))ϕC.
Let
P =
{(
A 03
03 ν
tA−1
)
∈ GSp6
∣∣∣∣ A ∈ GL3, ν ∈ Gm}
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be the Siegel parabolic subgroup of GSp6 and
ρP
((
A 03
03 ν
tA−1
))
= | det(A)|2R|ν|−3R .
For s ∈ C, let I(s) = IndGSp6(R)P(R) (ρsP) be a degenerate principal series representation of GSp6(R). Define
f (0)ϕE (g) = |ν(g)|−3R ω
((
13 03
03 ν(g)
−113
)
g, 1
)
ϕE(0)
for g ∈ GSp6(R). Then f (0)ϕE belongs to the space of I(0). Let
K =
{(
α β
−β α
) ∣∣∣∣ α+√−1β ∈ U(3)}
be a maximal compact subgroup of GSp6(R) and K
′ = γKγ−1. Here
γ =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1/
√
2
−1/2 0 0 0 0 0
0 −1/2 0 0 0 0
0 0 −1/√2 0 0 0
 ∈ GSp6(R).
Then SO(2) × SU(2) ⊂ K ′. For s ∈ C, we extend f (0)ϕE to a holomorphic section f (s)ϕE in the space of I(s) so
that its restriction to K ′ is equal to f (0)ϕE . Let
U0 = {u(x) | x ∈ RE/RGa, trE/R(x) = 0}
and
η =

0 0 0 −1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 1 0 0 0
0 0 0 0 1 0
0 0 0 −1 0 1
 ∈ Sp6(Z).
Define the local zeta integral (cf. [PSR87])
Z∞(s,WE , fϕE ) =
∫
R×U0(R)\G(R)
f (s)ϕE (ηg)WE(a(−1)g)dg.(9.6)
Note that the integral is absolutely convergent for Re(s) > −1/2 (cf. [Ike92, Lemma 2.1]). The measure on
R×\G(R) is defined by ∫
R×\G(R)
f(g)dg =
∫
SL2(E)
f (g) dg +
∫
SL2(E)
f (d(−1)g) dg
for f ∈ L1(R×\G(R)), here the Haar measure dg on SL2(E) is the product measure of SL2(R) and SL2(C).
Then, ∫
R×U0(R)\G(R)
f(g)dg =
∫
U0(R)\SL2(E)
f (g) dg +
∫
U0(R)\SL2(E)
f (d(−1)g) dg
for f ∈ L1(R×U0(R)\G(R)), here∫
U0(R)\SL2(E)
f (g) dg =
∫
U(E)\SL2(E)
∫
R
f ((u(x), 1)g) dxdg.
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Lemma 9.2. For x ∈ R, a1, a2 ∈ R>0, kθ ∈ SO(2), and k =
(
α β
−β −α
)
∈ SU(2), we have
f (s)ϕE (η(u(x)t(a1)kθ, t(a2)k))
= π−2κΓ(2κ+ 2)e−2κ
√−1θ
2κ∑
n=0
(
2κ
n
)
(
√−1)nαnβ2κ−n
× a2s+2κ+21 a4s+2κ+42 (a21 + 2a22 +
√−1x)−s−2κ−1(a21 + 2a22 −
√−1x)−s−1.
Proof. By the Iwasawa decomposition of η(t(a1), u(x)t(a2)) with respect to K
′, we have
f (s)ϕE (η(u(x)t(a1)kθ, t(a2)k)) = a
2s
1 a
4s
2 (x
2 + (a21 + 2a
2
2)
2)−sf (0)ϕE (η(t(a1)k, u(x)t(a2)kθ)).(9.7)
By the Bruhat decomposition of η (cf. [Ich05, Lemma 12.1]),
f (0)ϕE (ηg) =
∫
V (R)
ω(g, 1)ϕE(y)dy(9.8)
for g ∈ Sp6(R). Here dy is the Haar measure self-dual with respect to the pairing ψ1((x, y)). Therefore, by
(9.7), (9.8), and [II08, Lemma 6.9]
f (s)ϕE (η(u(x)t(a1)kθ, t(a2)k))
= a2s+21 a
4s+4
2 (x
2 + (a21 + 2a
2
2)
2)−s
∫
V (R)
ω1(kθ, 1)ϕR(a1y)ω2(k, 1)ϕC(a2t
−1
∞ yt∞)ψ1(xdet(y))dy
= 2−2κ(2κ+ 1)e−2κ
√−1θa2s+2κ+21 a
4s+2κ+4
2 (x
2 + (a21 + 2a
2
2)
2)−s
2κ∑
n=0
(
2κ
n
)
(
√−1)nαnβ2κ−n
×
∫
R4
((y1 + y4)
2 + (y2 + y3)
2)2κe−π(a
2
1+2a
2
2)(y
2
1+y
2
2+y
2
3+y
2
4)e−2π
√−1x(y1y4+y2y3)dy1dy2dy3dy4
= π−2κΓ(2κ+ 2)e−2κ
√−1θ
2κ∑
n=0
(
2κ
n
)
(
√−1)nαnβ2κ−n
× a2s+2κ+21 a4s+2κ+42 (a21 + 2a22 +
√−1x)−s−2κ−1(a21 + 2a22 −
√−1x)−s−1.
This completes the proof. 
Proposition 9.3. We have
Z∞(s,WE , fϕE)
= π−s−4κ+3/22−6s−8κ−2
Γ(2κ+ 1)Γ(κ+ κ′)
Γ(s+ 2κ+ 1)Γ(s+ 2κ+ 1/2)
2m∑
j=0
2κ∑
n=0
(−1)j
(
2m
j
)(
2κ
n
)
× Γ(2s+ κ+ 1 + n)Γ(2s+ 3κ+ 1− n)Γ(s+ κ+ κ
′ + j)Γ(s+ κ′ + j + n)Γ(s+ 2κ+ κ′ + j − n)
Γ(2κ′ + j)Γ(2s+ 2κ+ κ′ + j − n+ 1)Γ(2s+ κ′ + j + n+ 1)
× 3F2(s+ 1, j − 2m, 2s+ κ+ κ′ + j + 1/2; 2s+ κ′ + j + n+ 1, 2s+ 2κ+ κ′ + j − n+ 1; 1).
Proof. For λ, µ, ν ∈ C, and n1, n2 ∈ Z, put
I(λ, µ, ν;n1, n2) =
∫
R>0
∫
R>0
∫
R
as+n11 a
2s+n2
2 (a1 + a2 +
√−1x)−s−λ(a1 + a2 −
√−1x)−s−µ
× e−a1+
√−1xKν(a2)dxd×a1d×a2.
By [Ich05, Lemmas 12.8 and 12.9],
I(λ, µ, ν;n1, n2)
= 2−3s−n1−n2+1π3/2
Γ(2s+ ν + n2)Γ(2s− ν + n2)Γ(s+ n1)Γ(s− λ− µ+ ν + n1 + n2 + 1)
Γ(2s+ n2 + 1/2)Γ(2s− λ+ ν + n1 + n2 + 1)Γ(s+ λ)
× 3F2(s+ µ, 2s+ ν + n2, ν + 1/2; 2s+ n2 + 1/2, 2s− λ+ ν + n1 + n2 + 1).
(9.9)
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By [Ich05, Lemma 6.6], and Lemma 9.2,
Z∞(s,WE , fϕE)
= 2π−2κΓ(2κ+ 1)
2m∑
j=0
2κ∑
n=0
(
2m
j
)(
2κ
n
)
Γ(κ+ κ′)
Γ(2κ′ + j)
(−4π)j−2m
×
∫
R>0
∫
R>0
∫
R
a2s+2κ+2κ
′+2j
1 a
4s+4κ+2
2 (a
2
1 + 2a
2
2 +
√−1x)−s−2κ−1(a21 + 2a22 −
√−1x)−s−1
× e−2πa21+2π
√−1xKκ−n(4πa22)d
×a1d×a2dx
= π−s−4κΓ(2κ+ 1)
2m∑
j=0
2κ∑
n=0
(−1)j
(
2m
j
)(
2κ
n
)
Γ(κ+ κ′)
Γ(2κ′ + j)
× 2−3s−4κ−2m+j−2I(2κ+ 1, 1, κ− n;κ+ κ′ + j, 2κ+ 1).
By (9.9),
I(2κ+ 1, 1, κ− n;κ+ κ′ + j, 2κ+ 1)
= 2−3s−3κ−κ
′−jπ3/2
Γ(2s+ κ+ n+ 1)Γ(s+ κ+ κ′ + j)Γ(s+ 2κ+ κ′ + j − n)Γ(2s+ 3κ− n+ 1)
Γ(s+ 2κ+ 1)Γ(2s+ 2κ+ 3/2)Γ(2s+ 2κ+ κ′ + j − n+ 1)
× 3F2(s+ 1, 2s+ 3κ− n+ 1, κ− n+ 1/2; 2s+ 2κ+ 3/2, 2s+ 2κ+ κ′ + j − n+ 1; 1).
By a two-term relation for 3F2 in [Sla66, (4.3.1.3)], we have
3F2(s+ 1, 2s+ 3κ− n+ 1, κ− n+ 1/2; 2s+ 2κ+ 3/2, 2s+ 2κ+ κ′ + j − n+ 1; 1)
=
Γ(s+ κ′ + j + n)Γ(2s+ 2κ+ 3/2)
Γ(s+ 2κ+ 1/2)Γ(2s+ κ′ + j + n+ 1)
×3 F2(s+ 1, j − 2m, 2s+ κ+ κ′ + j + 1/2; 2s+ κ′ + j + n+ 1, 2s+ 2κ+ κ′ + j − n+ 1; 1).
This completes the proof. 
Proposition 9.4. We have
I(Π∞) = 2−6κ+6κ
′−2π−4m(2κ+ 1)C∞(κ, κ′).
Here C∞(κ, κ′) is the rational number defined in (7.2).
Proof. Note that
L(s,Π∞) = ζC(s+ κ+ κ′ − 1/2)ζC(s+ κ′ − 1/2)2ζC(s+ 2m+ 1/2),
L(s,Π∞,Ad) = ζR(s)ζR(s+ 1)2ζC(s+ 2κ′ − 1)ζC(s+ κ)2,
〈π1(a(−1))WR,WR〉1 = (4π)−2κ
′
Γ(2κ′),
〈σ2(a(−1)t∞)WC, σ2(t∞)WC〉2 = 2−2κ−3π−2κ−1(2κ+ 1)−1Γ(κ+ 1)2.
It suffices to show that∫
R×\GL2(R)
〈π1(g)V 2m+ WR, V 2m+ WR〉1〈σ2(gt∞)WC, σ2(t∞)WC〉2dg
= 2−6κ−4m−4π−4κΓ(κ+ κ′)Γ(κ′)2Γ(2m+ 1)C∞(κ, κ′).
Let Φ( ;ϕE ,WE) be a matrix coefficient of Π∞ defined by
Φ((g1, g2);ϕE ,WE) = B˜1(ω1(1, [g1, 1])ϕR, V
2m
+ ϕR)B˜2(ω2(1, [g2t∞, t∞])ϕC, σ2(w)WC).(9.10)
By [Ich08, Proposition 5.1] and Proposition 9.3,∫
R×\GL2(R)
Φ(g;ϕE ,WE)dg = 2
−1ζR(2) · Z∞(0,WE , fΦ)
= 2−4κ−4m−4π−4κΓ(κ+ κ′)Γ(κ′)2Γ(2m+ 1)C∞(κ, κ′).
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Note that there is an extra factor 2−1, which is due to the normalization of measures, comparing with [Ich08,
Proposition 5.1]. On the other hand, by Lemma 9.1,∫
R×\GL2(R)
〈π1(g)V 2m+ WR, V 2m+ WR〉1〈σ2(gt∞)WC, σ2(t∞)WC〉2dg = 2−2κ
∫
R×\GL2(R)
Φ(g;ϕE ,WE)dg.
This completes the proof. 
To complete the proof of Lemma 7.3, it remains to show that C∞(κ, κ′) 6= 0. We introduce yet another
local trilinear form of Π∞ by the Rankin-Selberg local zeta integral in the non-split C/R case (cf. [CCI,
§ 3]). The corresponding Rankin-Selberg local zeta integral was considered by Ghate in a classical context in
[Gha99, §6] with a conjectural formula, which is proved by Lanphier-Skogman and Ochiai in [LS14].
Let V be a model of π1 realized as the irreducible subspace of
Ind
GL2(R)
B(R) (| |
κ′−1/2
R ⊠ | |−κ
′+1/2
R ).
Let V = V ⊗W(σ2, ψ2) be a model of Π∞. Define Ψ∞ ∈ HomGL2(R)(Π∞,C) by
Ψ∞(f ⊗W ) =
∫
R×U(R)\GL2(R)
W (a(
√−1)g)f(g)dg(9.11)
for f ⊗W ∈ V. Note that the integral is absolutely convergent. Then
Ψ∞ ⊗Ψ∞ ∈ HomGL2(R)×GL2(R)(Π∞ ⊠Π∞,C).
Let fR ∈ V be the section of SO(2)-type 2κ normalized so that fR(1) = 1.
Proposition 9.5. ([Gha99, §6] and [LS14]) We have
Ψ∞(fR ⊗ σ2(t∞)WC) = (−1)κ+m2−2κ−κ
′
π−κ−κ
′ Γ(2m+ 1)Γ(κ−m)Γ(κ′)
Γ(m+ 1)
.
Proof. By [GI07, 6.561.16],
Ψ∞(fR ⊗ σ2(t∞)WC) = 2−κ+1(
√−1)κ
2κ∑
n=0
(
2κ
n
)
(
√−1)n
∫
R>0
yκ+κ
′
Kκ−n(4πy)d×y
= 2−2κ−κ
′−1π−κ−κ
′
(
√−1)κ
2κ∑
n=0
(
2κ
n
)
(
√−1)nΓ
(
κ′ + n
2
)
Γ
(
κ′ + 2κ− n
2
)
= (−1)κ2−2κ−κ′−1π−κ−κ′
2κ∑
n=0
n≡κ(mod 2)
(
2κ
n
)
(−1)(n−κ)/2Γ
(
κ′ + n
2
)
Γ
(
κ′ + 2κ− n
2
)
.
In [Gha99, § 6], it was proved that the last combinatorial sum is non-zero. Moreover, in the notation of [LS14,
Theorem 1.1], put n = κ− 1, m = 0, and s = κ′ − κ, we have
2κ∑
n=0
n≡κ(mod 2)
(
2κ
n
)
(−1)(n−κ)/2
2
Γ
(
κ′ + n
2
)
Γ
(
κ′ + 2κ− n
2
)
= (−1)mΓ(2m+ 1)Γ(κ−m)Γ(κ
′)
Γ(m+ 1)
.
This completes the proof. 
Corollary 9.6. We have
C∞(κ, κ′) 6= 0.
Proof. Let D be the division quaternion algebra over R. Let ΠD∞ be the irreducible admissible representation
of D×(E) associated to Π∞ by the Jacquet-Langlands correspondence. By [Lok01],
dimCHomGL2(R)(Π∞,C) = 1, dimCHomD×(R)(Π
D
∞,C) = 0.(9.12)
Let
I∞ ∈ HomGL2(R)×GL2(R)(Π∞ ⊠Π∞,C)
be a trilinear form defined by
I∞(W1 ⊗W2,W ′1 ⊗W ′2) =
∫
R×\GL2(R)
〈π1(g)W1,W ′1〉1〈σ2(g)W2,W ′2〉2dg.
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By (9.12), the trilinear forms I∞ and Ψ∞ ⊗ Ψ∞ are proportional. Therefore, by Propositions 9.4 and 9.5,
C∞(κ, κ′) 6= 0 if and only if I∞ 6= 0.
Let (V ′, Q′) be a quadratic space over R defined by V ′ = D and Q′[x] = ND/R(x). Consider the Weil repre-
sentation of Sp6(R)×O(V ′)(R) on S(V ′3(R)) with respect to ψ1. Let Θ(1) (resp.Θ′(1)) be the maximal quo-
tient of S(V 3(R)) (resp.S(V ′3(R))) which is trivial as Harish-Chandra module of O(V )(R) (resp.O(V ′)(R))
with respect to certain maximal compact subgroups. In order to prove I∞ 6= 0, by (9.12), [PSR87, Proposition
3.3], and [Ich08, Proposition 5.1], it suffices to show that
I(0) = Θ(1)⊕Θ′(1).
The above assertion was proved in [LZ97, Theorem 4.12]. This completes the proof. 
Appendix A.
Let v be a place of Q. Let ψv be the standard additive character of Qv.
A.1. Representations. Let χ : Q×v → C× be a continuous character. Denote
Ind
S˜L2(Qv)
B˜(Qv)
(χ)
a principal series representation acting via right translation on the space consisting of smooth K˜-finite
functions f : S˜L2(Qv)→ C satisfying
f((u(x)t(a), ǫ)g) = ǫγQv (a, ψv)χ(a)|a|Qvf(g)
for x ∈ Qv, a ∈ Q×v , ǫ ∈ {±1}, and g ∈ S˜L2(Qv). Here K = SL2(Zp) if v = p, and K = SO(2) if v =∞.
For v = p, the principal series representation is irreducible if and only χ2 6= | |±Qp . If χ2 = | |Qp , then the
principal series representation has a unique irreducible sub-representation. We denote this representation by
St(χ) and call it a Steinberg representation of S˜L2(Qp). Note that if χ is an unramified character and p 6= 2,
then the Steinberg representation St(χ) has a unique K0(p)-invariant vector up to scalars (cf. [BM07, Lemma
8.3]).
For v = ∞, let χ = sgnκ′−1| |κ′−1/2R for some κ′ ∈ Z>0. Then the principal series representation has a
unique irreducible sub-representation. We denote this representation by DS(κ′+1/2) and call it a holomorphic
discrete series representation of weight κ′ + 1/2. Note that DS(κ′ + 1/2) has minimal S˜O(2)-type κ′ + 1/2.
A.2. Whittaker functions. Let π˜v be a genuine irreducible admissible representation of S˜L2(Qv). We
assume π˜v is a representation considered in the previous section. For ξ ∈ Q×v , let W(π˜v, ψξv) be the space of
Whittaker functions of π˜v with respect to ψ
ξ
v. Note that the space might be zero. Let Qv(π˜v) be a subset of
Q×v defined by
Qv(π˜v) =

Q×p if v = p and π˜p is a principal series representation,
Q×p \ (−τQ×,2p ) if v = p and π˜p = St(χτ,p| |1/2Qp ) for some τ ∈ Q×p ,
R>0 if v =∞ and π˜∞ is a holomorphic discrete series representation.
By the results of Waldspurger in [Wal80] and [Wal91], ξ ∈ Qv(π˜v) if and only if W(π˜v, ψξv) is non-zero.
Let v = p 6= 2, π˜p = IndS˜L2(Qp)
B˜(Qp)
(χ) for some unramified character χ. For ξ ∈ Qp(π˜p) with m = ordQp(ξ),
let Ψp(ξ;X) ∈ C[X +X−1] defined by
Ψp(ξ;X) =

Xm/2+1 −X−m/2−1
X −X−1 − p
−1/2(p,−ξ)Qp
Xm/2 −X−m/2
X −X−1 if m ≥ 0 is even,
X(m−1)/2+1 −X−(m−1)/2−1
X −X−1 if m ≥ 0 is odd,
0 if m < 0.
Up to scalars, there is a unique SL2(Zp)-invariant Whittaker function Wξ,p ∈ W(π˜p, ψξp). By [Ich05, Lemma
A.3], we can normalize Wξ,p so that
Wξ,p(t(p
n)) = p−nγQp(p
n, ψp)Ψp(p
2nξ;χ(p)).(A.1)
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Let v = 2, π˜2 = Ind
S˜L2(Q2)
B˜(Q2)
(χ) for some unramified character χ. For ξ = 2mu ∈ Q2(π˜2) with m = ordQ2(ξ),
let Ψ2(ξ;X) ∈ C[X +X−1] defined by
Ψ2(ξ;X)
=

Xm/2+1 −X−m/2−1
X −X−1 − 2
−1/2(2, ξ)Q2
Xm/2 −X−m/2
X −X−1 if m ≥ 0 is even, and u ≡ −1 mod 4,
Xm/2 −X−m/2
X −X−1 if m ≥ 0 is even, and u ≡ 1 mod 4,
X(m−1)/2 −X−(m−1)/2
X −X−1 if m ≥ 0 is odd,
0 if m < 0.
Let U and W be operators on π˜2 defined by
π˜2(U)f =
∫
Z2
π˜2(u(x)t(2))fdx, π˜2(W)f = π˜2(w
−1t(2))f.
By [Ich05, Lemma 3.6], there exists a unique Whittaker function Wξ,2 ∈ W(π˜2, ψξ2) up to scalars such that
π˜2(k)Wξ,2 = ǫ2(k)
−1Wξ,2, π˜2(WU)Wξ,2 = 2−1/2ζ−18 Wξ,2
for k ∈ K0(4). By [Ich05, Lemma A.3], we can normalize Wξ,2 so that
Wξ,2(t(2
n)) = 2−nΨ2(22nξ;χ(2)).(A.2)
Let v = ∞, π˜∞ = DS(κ′ + 1/2) for some κ′ ∈ Z>0. For ξ ∈ R(π˜∞), there exists a unique Whittaker
function Wξ,∞ ∈ W(π˜∞, ψξ∞) of S˜O(2)-type κ′+1/2 up to scalars. We deduce from [Wal80, p. 24] that Wξ,∞
can be normalized so that
Wξ,∞(t(a)) = aκ
′+1/2e−2πξa
2
(A.3)
for a ∈ R>0.
Let v = p 6= 2, π˜p = St(χ) for some unramified character χ. For ξ ∈ Qp(π˜p) with m = ordQp(ξ), let
Ψp(ξ;X) ∈ C[X ] defined by
Ψp(ξ;X) =

Xm/2 if m ≥ 0 is even,
X(m−1)/2 if m ≥ 0 is odd,
0 otherwise.
Up to scalars, there exists a unique K0(p)-invariant Whittaker function Wξ,p ∈ W(π˜p, ψξp). By [Che18a,
(2.2.2) and Lemma 2.2.6], we can normalize Wξ,p so that
Wξ,p(t(p
n)) = p−nγQp(p
n, ψp)Ψp(p
2nξ;χ(p)).(A.4)
Lemma A.1. Let π˜p = St(χ) for some unramified character χ. Let ξ ∈ Qp(π˜p) with m = ordQp(ξ).
If m ≥ 0, then
Wξ,p(w) = −p−1Ψp(ξ;χ(p)).
If m = −1, then
Wξ,p(w) = −p−1χ(p)−1.
If m ≤ −2, then
Wξ,p(w) = 0.
Proof. [Che18a, Lemma 2.2.7]. 
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