Ramsey precompact expansions of homogeneous directed graphs by Jasiński, Jakub et al.
ar
X
iv
:1
31
0.
64
66
v3
  [
ma
th.
CO
]  
23
 Ju
l 2
01
4
RAMSEY PRECOMPACT EXPANSIONS OF
HOMOGENEOUS DIRECTED GRAPHS
JAKUB JASIN´SKI, CLAUDE LAFLAMME*, LIONEL NGUYEN VAN THE´**,
AND ROBERT WOODROW
Abstract. In 2005, Kechris, Pestov and Todorcˇevic´ provided a pow-
erful tool to compute an invariant of topological groups known as the
universal minimal flow, immediately leading to an explicit representation
of this invariant in many concrete cases. More recently, the framework
was generalized allowing for further applications, and the purpose of
this paper is to apply these new methods in the context of homogeneous
directed graphs.
In this paper, we show that the age of any homogeneous directed
graph allows a Ramsey precompact expansion. Moreover, we verify the
relative expansion properties and consequently describe the respective
universal minimal flows.
1. Introduction
The article [KPT05] by Kechris, Pestov and Todorcˇevic´ established a fun-
damental correspondence between structural Ramsey theory and topologi-
cal dynamics. As an immediate consequence, it triggered a renewed interest
for structural Ramsey theory, and also motivated a more detailed investi-
gation of the connection between combinatorics and Polish group actions.
More precisely, [KPT05] provided an extremely powerful tool to compute
an invariant known as the universal minimal flow, and immediately led
to an explicit representation of this invariant in many concrete cases, in-
cluding the case of most homogeneous (simple, loopless) graphs. However,
in some particular situations including some homogeneous directed graphs,
that framework did not allow to perform the computation directly.
Recently, the ordering property technique was generalized in [NVT13] to
the notion of precompact expansion, opening the door for further applica-
tions. This was in particular used to compute the universal minimal flows
of the automorphism groups of the homogeneous circular directed graphs
S(2) and S(3). The purpose of this paper is to apply these new methods
in the context of homogeneous directed graphs; following the classification
by Cherlin in [C98], we show that in each case its age allows a Ramsey
precompact expansion. In this paper, it will be shown that in addition,
*Supported by NSERC of Canada Grant # 690404.
**Supported by A.N.R. project Grupoloco (ANR-11-JS01-0008).
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this expansion can be used to compute the universal minimal flow of the
corresponding automorphism group.
The underlying strategy we will use in order to construct Ramsey ex-
pansions can be described as follows: starting from a homogeneous directed
graph, if the new age is not Ramsey by simply adding any well-chosen linear
ordering, then further expand using finitely many additional relations.
In an effort to make the current paper relatively self-contained, we re-
view the main results and notation of [KPT05] and [NVT13] relevant to
the current work. In what follows, N denotes the set {0, 1, 2, . . .} of natural
numbers, and for a natural numberm, [m] will denote the set {0, . . . ,m−1}.
We will assume that the reader is familiar with the concepts of first order
logic, first order structures, Fra¨ısse´ theory (cf [KPT05], section 2), reducts
and expansions (cf [KPT05], section 5). If L is a first order signature and A
and B are L-structures, we will write A ≤ B when A embeds in B, A ⊂ B
when A is a substructure of B, and A ∼= B when A and B are isomorphic.
If C is a subset of the universe of A which supports a substructure of A, we
will write A ↾ C for the corresponding substructure.
A Fra¨ısse´ class in a countable first order relational language L will be a
countable class of finite L-structures of arbitrarily large finite sizes, satis-
fying the hereditarity, joint embedding and amalgamation property, and a
Fra¨ısse´ structure (or Fra¨ısse´ limit) in L will be a countable, locally finite,
homogeneous L-structure. In general a relational structure is called homo-
geneous if any isomorphism between finite substructures can be extended
to an automorphism of the entire structure. In [KPT05], two combinato-
rial properties of classes of finite structures have a considerable importance,
those are the Ramsey property and the ordering property. In order to define
the Ramsey property, let k, l ∈ N, and A,B,C be L-structures. The set of
all copies of A in B is written using the binomial notation(
B
A
)
= {A′ ⊂ B : A′ ∼= A}.
We use the standard arrow partition symbol
C −→ (B)Ak,l
to mean that for every map c :
(
C
A
)
−→ [k], thought as a k-coloring of the
copies of A in C, there is a copy B′ ∈
(
C
B
)
such that c takes at most l-many
values on
(
B′
A
)
. When l = 1, this is written
C −→ (B)Ak .
A class K of finite L-structures is then said to have the Ramsey property
when the following statement holds:
∀k ∈ N ∀A,B ∈ K ∃C ∈ K C −→ (B)Ak .
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When K = Age(F), where F is a Fra¨ısse´ structure, this is equivalent, via a
compactness argument to:
∀k ∈ N ∀A,B ∈ K F −→ (B)Ak .
As for the ordering property used in [KPT05], assume that < is a binary
relation symbol not contained in L, and that L∗ = L∪{<}. For K, a Fra¨ısse´
class in L, we write K∗ for an order expansion of K in L∗. This means that
all elements of K∗ are of the form A∗ = (A, <A), where A ∈ K and <A is
a linear ordering on the universe A of A; thus A is then the reduct of A∗
to L and is also denoted A∗ ↾ L, or even A∗ ↾ K, and that, conversely, any
A ∈ K admits a linear ordering <A so that (A, <A) ∈ Age(K∗). Then, K∗
is said to satisfy the ordering property relative to K if, for every A ∈ K,
there exists B ∈ K such that
∀A∗,B∗ ∈ K∗ (A∗ ↾ L = A ∧ B∗ ↾ L = B)⇒ A∗ ≤ B∗.
The ordering property is precisely the technique that was generalized in
[NVT13] to precompact (relational) expansions. For such expansions, we do
not require L∗ = L ∪ {<}, but only L∗ = L ∪ {Ri : i ∈ I}, where I is
countable, and every symbol Ri is relational and not in L. An expansion
F∗ of F is then called precompact when any A ∈ Age(F) only has finitely
many expansions in Age(F∗).
In the spirit as above, we say that K∗ has the expansion property relative
to K if and only if for every A ∈ K, there is B ∈ K such that
∀A∗,B∗ ∈ K∗ (A∗ ↾ L = A ∧ B∗ ↾ L = B)⇒ A∗ ≤ B∗.
The importance of the new technique is demonstrated in the following result,
generalizing the results of [KPT05] where the ordering property had been
used:
Theorem 1.1. [NVT13] Let F be a Fra¨ısse´ structure, and F∗ = (F, ~R∗)
a (not necessarily Fra¨ısse´) precompact relational expansion of F. Then the
following are equivalent:
i) The logic action of Aut(F) on the space Aut(F) · ~R∗ is minimal.
ii) Age(F∗) has the expansion property relative to Age(F).
Theorem 1.2. [NVT13] Let F be a Fra¨ısse´ structure, F∗ = (F, ~R∗) be
a Fra¨ısse´ precompact relational expansion of F, and further assume that
Age(F∗) consists of rigid elements. Then the following are equivalent:
i) The logic action of Aut(F) on the space Aut(F) · ~R∗ is its universal
minimal flow.
ii) The class Age(F∗) has the Ramsey property as well as the expansion
property relative to Age(F).
Thus, given F a Fra¨ısse´ structure, our general objective is to find an ex-
pansion F∗ of F that is precompact, has the expansion property, its age is
Ramsey and consists of rigid members. Note that if the age of F ∗ consists of
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rigid members and satisfies the Ramsey property and the joint embedding
property, then it also has the amalgamation property (see [KPT05]). In
this paper, we complete this program for all homogeneous directed graphs,
moreover we do so using a well chosen and minimal number of new relations.
All arguments are very much standard, except those used for the case of the
semigeneric directed graph in Section 10.
Acknowledgements: This project was finished while both of us, Claude
Laflamme and Lionel Nguyen Van The´, were attending the thematic pro-
gram Universality and Homogeneity at the Hausdorff Research Institute for
Mathematics in Bonn. We would therefore like to acknowledge the sup-
port of the Hausdorff Research Institute for Mathematics, and thank the
organizers Alexander Kechris, Katrin Tent and Anatoly Vershik for having
made this stay possible. We would also like to thank Miodrag Sokic´ for his
numerous suggestions.
2. Homogeneous Directed Graphs
A graph G is a pair (V (G), E(G)) where V (G) is the set of vertices and
E(G) is the set of (undirected) edges. A simple (or undirected) graph is one
where E is a symmetric (and irreflexive), and a directed graph is one where E
is asymmetric (and irreflexive). A tournament is a complete directed graph,
that is every pair of distinct vertices supports exactly one directed edge. A
hypergraph is a generalization of a graph where edges are non-empty subsets,
and we call it a k-uniform hypergraph if all these edges have the same size
k. A (2)-set system in the sense of [NR89] is a linearly ordered 2-uniform
hypergraph where edges also carry a label. The following Ramsey result
from [NR89] will play a central role in this paper.
Theorem 2.1. [NR89] Given two finite set systems A and B and r ∈ N,
there is a set system C such that
C → (B)Ar .
For example a linearly ordered tournament can be converted into a set
system as follows: if (x, y) is a directed edge, then form the hyperedge {x, y}
and label it with 0 if x < y, 1 otherwise. Vice-versa, a set system can be
converted into a directed graph by following the reverse procedure.
By identifying graphs as relational structures with universe V (G) and
single relation E(G), it is thus natural to consider homogeneous graphs.
To complete our program, we will follow the classification of homogeneous
directed graphs as described in [C98]. Concretely, it means that we will
construct a precompact Ramsey expansion for each of the directed graphs
in Cherlin’s list, which we repeat here for convenience (more detail about
each object can be found in the corresponding section, or in [C98], p.74-75):
1. In.
2. C3,Q,S(2), T
ω .
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3. T[In] (Section 4 and 5), In[T] (Section 6 and 7), where T is a ho-
mogeneous tournament.
4. Tˆ for T = I1, C3,Q, T
ω (Section 4).
5. Complete n-partite (Section 8).
6. Semigeneric (Section 10).
7. S(3).
8. P.
9. P(3) (section 9).
10. Γn.
11. T -generic.
The cases 1, 2, 7, 8, 10, 11 will not be treated here as Ramsey precom-
pact expansions with the expansion property are already known for them.
Precisely:
1. In denotes the edgeless directed graph on n vertices, n ≤ ω. When
n < ω, In is finite and the relevant expansion I
∗
n is obtained by
adding n unary relations, one for each point in In. When n = ω, I
∗
ω
is obtained by adding a linear ordering that makes it isomorphic to
the rationals ([KPT05], based on the usual finite Ramsey theorem).
2. These are the homogeneous tournaments. C3 denotes the 3-cycle,
and the corresponding expansion C∗3 is obtained in the same way
as it is obtained for In by adding three unary predicates. For con-
venience, we will also assume that C∗3 is equipped with a linear or-
dering <C
∗
3 . This does not change the automorphism group of C∗3
but will be useful in Section 4. Q denotes the rationals, seen as a
directed graph where E(x, y) iff x < y. For this structure, simply
take Q∗ = Q, and the Ramsey property follows again in virtue of the
usual finite Ramsey Theorem. S(2) denotes the dense local order;
its points are the points lying at a rational angle on the unit circle,
with the edge relation defined by E(x, y) iff the angle from x to y
is in the range (0, π). S(2)∗ is constructed by adding two unary re-
lations, corresponding to the partition into left and right half (note
that there are no antipodal points at π/2 and 3π/2). Observe that
there is a definable linear ordering <S(2)
∗
in that structure, obtained
by reversing edges that are between elements lying in different parts
(see [NVT13], Proposition 10, for more details). In what follows, it
will be convenient to include it as a relation of S(2)∗. The under-
lying Ramsey theorem for this class is proved in [LNS10], and the
universal minimal flow is described in [NVT13]. Finally, Tω denotes
the generic tournament, and Tω∗ is obtained by adding a generic
linear ordering; the corresponding Ramsey theorem is a consequence
of a general result proved independently by Abramson-Harrington
[AH78] and Nesˇetrˇil-Ro¨dl [NR77, NR83, NR89].
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7. S(3) is a variant of S(2), where E(x, y) iff the angle from x to y is in
the range (0, 2π/3). S(3)∗ is constructed by adding three unary re-
lations, corresponding to the partition into three arcs of same length
and without extremity points (same references as for S(2)). As
for S(2)∗, there is a definable linear ordering <S(3)
∗
in S(3)∗ (see
[NVT13], Proposition 12), which we will consider as a relation in
S(3)∗.
8. P denotes the generic partial order. Its expansion is obtained by
considering P∗, the Fra¨ısse´ limit of the class of all finite partial orders
that are totally ordered by a linear extension (see [PTW84], based
on unpublished results of Nesˇetrˇil-Ro¨dl).
10. Γn denotes the generic directed graph where In+1 does not embed.
When n = 1, this is nothing else than Tω, for which the relevant
expansion was already described. When n > 1, Γ∗n is also obtained
by adding a generic linear ordering. The underlying Ramsey theorem
is covered by general results of Nesˇetrˇil-Ro¨dl thanks to the partite
construction: by switching edges and non-edges, the class becomes
the class of Kn-free graphs, which is treated by [NR89].
11. T -generic, where T denotes a set of finite tournaments, refers to
the generic directed graph as the Fra¨ısse´ limit of all the finite di-
rected graphs which do not embed any member of T . As in case 10,
the general results by Nesˇetrˇil-Ro¨dl allow to prove that the relevant
expansion is obtained by adding a generic linear ordering.
3. A Ramsey Lemma for Products
This section is devoted to an elementary but powerful finite combinatorial
principle.
Definition 3.1. Let n ∈ N+ and 0 ≤ ai ≤ bi ∈ N for 1 ≤ i ≤ n. If Bi ⊆ N
are disjoint sets of size |Bi| = bi for 1 ≤ i ≤ n, then define(
B1, . . . , Bn
a1, . . . , an
)
to consist of all sets of the form A′ =
⋃n
i=1Ai, where Ai ⊆ Bi and |Ai| = ai
for 1 ≤ i ≤ n.
Using this notation, we have the following Ramsey lemma for products.
Lemma 3.2 ([GRS90]). Let r, n ∈ N+ and let 0 ≤ ai ≤ bi ∈ N for 1 ≤ i ≤ n.
Then there exist disjoint Ci ⊆ N for 1 ≤ i ≤ n, such that given any colouring
χ of (
C1, . . . , Cn
a1, . . . , an
)
with r colours, there exists Bi ⊆ Ci and |Bi| = bi so that χ is monochromatic
on (
B1, . . . , Bn
a1, . . . , an
)
.
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We symbolize the statement above with
(C1, . . . , Cn)→ (b1, . . . , bn)
(a1,...,an)
r .
If b = bi for all i, we set N = max{|Ci| : 1 ≤ i ≤ n} and write
N → (b)(a1,...,an)r .
There is an ordered version of the above lemma. Consider the class OPn
of structures of the form A = (A,<A, PA1 , . . . , P
A
n ) where <
A is a linear
ordering on A, while {Pi}1≤i≤n is partition of A into disjoint sets. It follows
from the result in [KPT05] (see proof of Theorem 8.4) that OPn satisfies
the Ramsey property. We will also have to consider sequences of elements
of OPn and hence require the following Ramsey result which follows from
Theorem 2 for sequences of classes in [S12].
Lemma 3.3. Let n, k, r ∈ N. Let (A1, . . . ,An) and (B1, . . . ,Bn) be se-
quences of elements in OPk. Then there is a sequence (C1, . . . ,Cn) of
elements in OPk such that for any colouring χ of sequences (A
′
1, . . . ,A
′
n)
such that A′i ∈
(
Ci
Ai
)
with r colours, there is a sequence (B′1, . . . ,B
′
n) such
that B′i ∈
(
Ci
Bi
)
and χ assumes only one colour on the set of sequences
(A′′1, . . . ,A
′′
n) such that A
′′
i ∈
(
B′i
Ai
)
.
Furthermore, we can make the Ci’s disjoint and consequently extend the
orders to an ordering of
⋃
iCi, convex with respect to Ci’s.
4. T[In], Tˆ
We are now ready to undertake our program starting with the above
homogeneous directed graphs. We start with a brief description of each of
them.
When T is a homogeneous tournament and n is a positive integer, the
structure T[In] is defined as the homogeneous directed graph whose vertex
set consists of pairs (x, i) with x ∈ T and i ∈ [n]. A pair ((x, i), (y, j)) is an
edge of T[In] if and only if (x, y) is an edge of T.
The structure Tˆ is identical to T[I2] except that ((y, i), (x, j)) is an edge
of Tˆ if and only if (x, y) is an edge of T and i 6= j.
We now turn to the description of the corresponding expansions T[In]
∗
and Tˆ
∗
. To construct the structure T[In]
∗, we start from T∗ as described
at the end of Section 2 and use it to naturally expand T[In]. Precisely,
consider the language LT∗ of T
∗. It contains the edge symbol E from LT
and a distinguished relation symbol <, interpreted as a linear ordering <∗
in T∗. For R is a relational symbol in LT∗ r {E,<}, set R
T[In]∗(~u) iff
RT
∗
(~x), where ~u = ((x1, i1), . . . , (xn, in)). As for <, interpret it as the
lexicographical ordering of <∗ and the usual order on [n]. Finally, add to
the resulting structure n new unary predicates (Li)i∈[n] defined by Li(x, j)
iff j = i. The structure Tˆ
∗
is constructed similarly.
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It is clear that those expansions are precompact since we added only
finitely many predicates. We now show that their age has the Ramsey
property. In order to do this, it suffices to concentrate on the case of T[In]
∗,
as the proof in the two other cases follows the same scheme. Let A be a
finite substructure of T[In]
∗. Let ϕ : A→ [n] be such that ϕ(x) = i if Li(x).
Define the collapse of A, coll(A), to be the projection of A to T, i.e., x is
in the universe of coll(A) if and only if (x, i) ∈ A for some i. Construct the
sequence
recipe(A) =
(
{n11, . . . , n
1
k1}, . . . , {n
l
1, . . . , n
l
kl
}
)
as follows: Enumerate coll(A) = x1 < . . . < xl consistently with the ordering
on T∗. Set Ax = A ∩ x× [n], and let {n
j
1, . . . , n
j
kj
} = ϕ′′Axj .
Conversely, given a sequence
σ =
(
{n11, . . . , n
1
k1}, . . . , {n
l
1, . . . , n
l
kl
}
)
where nij ∈ [n] and given a finite substructure of A of T of size l, define
lift(A, σ) as follows: Enumerate A = x1 < . . . < xl consistently with the
ordering on T∗. The universe of lift(A, σ) consists of all pairs (xi, n
i
j) with
1 ≤ j ≤ ki.
Thus we have the following immediate Lemma.
Lemma 4.1. Suppose A ∼= A′ are finite substructures of T[In]
∗. Then
lift(coll(A′), recipe(A)) = A′.
Theorem 4.2. The class Age(T[In]
∗) satisfies the Ramsey Property.
Proof. Let A, B be finite substructures of T[In]
∗ and r ∈ N. We need to
produce a finite substructure C ⊆ T[In]∗ such that
C→ (B)Ar .
Because Age(T∗) satisfies the Ramsey Property, there exists a finite sub-
structure C0 ⊆ T
∗ such that
C0 → (coll(B))
coll(A)
r .
Let C be the substructure of T[In]
∗ obtained from C0 following the same
procedure that turned T∗ into T[In]
∗. We claim that C is as required. Let
r ≥ 2 and
χ :
(
C
A
)
→ [r]
be a colouring. Define χ¯ :
(
C0
coll(A)
)
→ r by χ¯(A′) = χ(lift(A′, recipe(A)) for
any A′ ∈
(
C0
coll(A)
)
. Then there exists B′ ∈
(
C0
coll(B)
)
such that χ¯ is constant
on
(
B′
coll(A)
)
. Note that B′′ = lift(B′, recipe(B)) ∈
(
C
B
)
.
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Now for A′,A′′ ∈
(
B′′
A
)
, we obtain by Lemma 4.1:
χ(A′) = χ(lift(coll(A′), recipe(A))
= χ¯(coll(A′))
= χ¯(coll(A′′))
= χ(lift(coll(A′′), recipe(A))
= χ(A′′).

Similarly we can step up the expansion property, and again we provide
the proof only for the case of T[In] as the others are similar.
Theorem 4.3. If Age(T∗) satisfies the expansion property with respect to
Age(T), then Age(T[In]
∗) satisfies the expansion property with respect to
Age(T[In]) .
Proof. Consider A ∈ Age(T[In]). Then A¯ = coll(A) ∈ Age(T) and by
assumption we can find a structure B¯ ∈ Age(T) such that any T∗ expansion
of A¯ embeds in any T∗ expansion of B¯. We claim that B¯[In] ∈ Age(T[In])
is is the required structure.
This is because any T[In]
∗ expansion A∗ of A is of the form lift(A¯∗, σ),
for some recipe σ and some T∗ expansion A¯∗ of A¯. Similarly any T[In]
∗
expansion B∗ of B¯[In] is of the form lift(B¯
∗, α), for some recipe α and some
T∗ expansion B¯∗ of B¯. Since A¯∗ embeds in B¯∗, it is easily seen that A∗
embeds into B∗. 
We state the expansion property for the other cases for reference.
Theorem 4.4. If Age(T∗) satisfies the expansion property with respect
to Age(T), then Age(Tˆ∗) satisfies the expansion property with respect to
Age(Tˆ).
5. T[Iω]
In this section, we treat the case of T[Iω] separately; the reason is that
the unary predicable Li are not needed here so extra care must be taken.
We first deal with the case when T is an infinite homogeneous tournament,
and the structure T[Iω] is defined in the same way as T[In] for n finite: it
is the homogeneous directed graph whose vertex set consists of pairs (x, i)
with x ∈ T and i ∈ N. A pair ((x, i), (y, j)) is an edge of T[Iω] if and only
if (x, y) is an edge of T.
The structure T[Iω]
∗ is also defined in the same way as T[In]
∗ was from
T∗, except that the linear ordering is the lexicographical product of the
ordering <∗ of T∗ with an ordering ≺ on N that makes (N,≺) isomorphic
to Q, and that as mentioned no unary predicate Li is added. Note that
starting from a finite substructure A¯ of T∗ and from a positive integer n,
the same procedure yields a finite substructure A¯[In]
∗ of T[Iω]
∗.
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Suppose now A is a finite substructure of T[Iω]
∗. Define as before the
collapse coll(A) ⊆ T as the projection on its first coordinates. Enumerating
coll(A) = x1 < . . . < xk using the ordering on T
∗, define the signature of A
to be σ = (a1, . . . , ak) where ai = |A ∩ {(xi, j) : j ∈ N}|.
We have the following:
Lemma 5.1. Let A be a finite substructure of T[Iω]
∗ and A¯ = coll(A) (so
that A¯ ⊆ T∗). Then for any r and any n, there is an N ∈ N such that for
any colouring
χ :
(
A¯[IN ]
∗
A
)
→ [r]
there exists A′ ∈
(A¯[IN ]∗
A¯[In]∗
)
such that χ is monochromatic on
(
A′
A
)
.
Proof. Let σ = (a1, . . . , ak) be the signature of A. By Lemma 3.2, there
exists N such that
N → (n)(a1,...,ak)r .
The result follows from the fact that there is a one-to-one relationship
between
(
A¯[IN ]
∗
A
)
and
(
N,...,N
a1,...,ak
)
. 
Using the preceding Lemma, we can thus guarantee that the colour of
copies of A depends only on their collapse.
Corollary 5.2. Let A be a finite substructure of T[Iω]
∗, and C¯ be a finite
substructure of T∗. For any r and any n ∈ N, there is an N ∈ N such that
for any colouring
χ :
(
C¯[IN ]
∗
A
)
→ r
there exists C′ ∈
(C¯[IN ]∗
C¯[In]∗
)
such that for any A¯ ∈
(
C¯
coll(A)
)
, χ is monochro-
matic on
(
C′∩A¯[IN ]
∗
A
)
.
Proof. First enumerate
(
C¯
coll(A)
)
= A¯1, . . . , A¯ℓ. Now let N0 = n, and for
i < ℓ inductively use Lemma 5.1 to find Ni+1 so that there exists A
′ ∈(A¯i[INi+1 ]∗
A¯i[INi ]
∗
)
such that χ is monochromatic on
(
A′
A
)
. Finally, set N = Nℓ.
Equivalently, if σ = (a1, . . . , ak) is the signature of A, then for i < ℓ
choose Ni+1 so that Ni+1 → (Ni)
(a1,...,ak)
r and let N = Nℓ.

We are now ready to show that Age(T[Iω]
∗) satisfies the Ramsey property,
assuming T∗ satisfies it in the first place.
Remark 5.3. It came to attention of the authors that one can also obtain
the following result by applying Theorem 1.3 from [S13-3].
Theorem 5.4. The class Age(T[Iω]
∗) satisfies the Ramsey property.
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Proof. We need to show that if A ⊆ B are finite substructures of T[Iω]
∗,
then for any r, there is a finite C ⊆ T[Iω]
∗ such that
C→ (B)Ar .
Without loss of generality we may suppose that B = B¯[In]
∗ where B¯ is a
finite substructure of T∗.
Since Age(T∗) satisfies the Ramsey property, let C¯ be a finite substructure
of T∗ such that
C¯→ (B¯)coll(A)r .
By Corollary 5.2, there is N and C′ ∈
(C¯[IN ]∗
C¯[In]∗
)
such that χ is monochro-
matic on all copies of A in C′ having the same collapse.
Thus define χ¯ :
(
C¯
coll(A)
)
→ [r] by χ¯(A¯) = χ(A′) for some (any) A′ ∈
(
C′
A
)
such that coll(A′) = A¯.
This is well defined by construction, and now by assumption there is
B˜ ∈
(
C¯
B¯
)
such that χ¯ is monochromatic on
(
B˜
coll(A)
)
. Finally set
B′ = B˜[IN ]
∗ ∩C′.
Since C′ ∼= C¯[In]
∗, we have B′ ∼= B¯[In]
∗ = B.
Now for A′,A′′ ∈
(
B′
A
)
, we have coll(A′), coll(A′′) ∈
(
B˜
coll(A)
)
, and there-
fore:
χ(A′) = χ¯(coll(A′)) = χ¯(coll(A′′)) = χ(A′′).
This completes the proof. 
Theorem 5.5. If Age(T∗) satisfies the expansion property with respect to
Age(T), then Age(T[Iω]
∗) satisfies the expansion property with respect to
Age(T[Iω]).
Proof. Suppose A ∈ Age(T[Iω]). It embeds in A¯[In] for some n, where
A¯ = coll(A) ∈ Age(T). Find B¯ ∈ Age(T) such that any expansion of A¯
embeds in any expansion of B¯. When expanding A, each part is linearly
ordered. Therefore, the convexly ordered expansion A∗ must embed in any
expansion B¯[In]
∗ (recall we omitted the relations Li). 
If T is finite, then only the case T = C3 needs attention since the case T =
I1 is trivial. So let T = C3 and expand T[Iω] to T[Iω]
∗ as follows: We can
assume the universe is T = [3], and let P0, . . . , P2 be unary predicates and
< be a binary predicate. The expansion T[Iω]
∗ is obtained by interpreting
Pi = {(i, j) : (i, j) ∈ N} for i ∈ [3], and <
∗ as a dense linear order on each
Pi such that P0 <
∗ P1 <
∗ P2.
Theorem 5.6. Age(C3[Iω]
∗) satisfies the Ramsey property.
Proof. A finite structure A∗ ∈ Age(C3[Iω]
∗) can be viewed as an element in(
N,N,N
a1,a2,a3
)
. Therefore, the Ramsey property follows from Lemma 3.2. 
Similarly the expansion property is immediate.
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Theorem 5.7. Age(C3[Iω]
∗) satisfies the expansion property with respect to
Age(C3[Iω]).
And this also completes our program verification in this case.
6. In[T]
We again treat the case with n finite separately. For T be a countable
homogeneous tournament, the structure In[T] is then the disjoint union of
n copies of T. We define the structure In[T]
∗ as the disjoint union of n
copies of T∗, for which each copy of T∗ corresponds to a unary predicate,
and which is equipped with a convex linear order that orders the parts in
a given specific pattern. More formally, the universe of In[T]
∗ is made of
all pairs (i, x) with i ∈ [n] and x ∈ T ∗. When R is a relational symbol in
LT∗ r {<}, set R
T[In]∗(~u) iff RT
∗
(~x), where ~u = ((k, x1), . . . , (k, xn)), for
some k. As for <, interpret it as the lexicographical ordering of the usual
order on [n] and <∗ as per T∗. Finally, add to the resulting structure n new
unary predicates (P
In[T]∗
i )i∈[n] defined by P
In[T]∗
i (j, x) iff j = i. Note that
therefore P
In[T]∗
0 <
In[T]∗ . . . <In[T]
∗
P
In[T]∗
n−1 . Note also that starting from a
finite substructure A¯ of T∗, the same procedure yields a finite substructure
In[A¯]
∗ of In[T]
∗.
Remark 6.1. The short proof of Theorem 6.2 is essentially the same as the
standard proof of Lemma 3.2 and Theorem 2 from [S12]. We retain it here
to keep the paper as self-contained as possible.
Theorem 6.2. The class Age(In[T]
∗) satisfies the Ramsey Property.
Proof. Let r be a positive integer and A ⊆ B ⊆ In[T]
∗, we need to find
C ⊆ In[T]
∗ such that
C→ (B)Ar .
We proceed by induction on n, the base case n = 1 simply being the
Ramsey property of Age(T∗).
For the induction step, suppose the desired property is true for n − 1.
First set Ai = P
In[T ]∗
i ∩A and Bi = P
In[T ]∗
i ∩B. Note that
A0 := A0 ⊔ . . . ⊔An−2 ⊆ In−1[T]
∗
and
B0 := B0 ⊔ . . . ⊔Bn−2 ⊆ In−1[T]
∗.
Let C1 be such that
C1 → (Bn−1)
An−1
r
∣
∣
∣
∣(B
0
A0)
∣
∣
∣
∣
Let C0 be such that
C0 → (B0)A
0
r
∣
∣
∣
∣( C
1
An−1
)
∣
∣
∣
∣
.
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Then C = C0 ⊔C1 is as required. Indeed let
χ :
(
C
A
)
→ [r]
be any colouring. Define
χ0 :
(
C0
A0
)
→
[
r
∣
∣
∣
∣(
C
1
An−1
)
∣
∣
∣
∣
]
by setting
χ0(A
′) =
{
(χ(A′ ⊔A′′),A′′) : A′′ ∈
(
C1
An−1
)}
for A′ ∈
(
C0
A0
)
.
Subsequently, using a χ0-monochromatic B0 ∈
(
C0
B0
)
, further define
χ1 :
(
C1
An−1
)
→ [r]
by
χ1(A
′′) = χ(A′ ⊔A′′)
whereA′′ is any member of
(
C1
An−1
)
, for someA′ ∈
(
B0
A0
)
. This is independent
of the choice of A′ since B0 is χ0-monochromatic.
Therefore, there is a χ1-monochromatic B
1 ∈
(
C1
Bn−1
)
, and thus B0 ⊔ B1
is χ-monochromatic as desired. 
Theorem 6.3. If Age(T∗) satisfies the expansion property with respect to
Age(T), then Age(In[T]
∗) satisfies the expansion property with respect to
Age(In[T]).
Proof. Suppose A ∈ Age(In[T]). Then A has the universe of the form
{0}×A0 ⊔ . . .⊔{n− 1}×An−1 with Ai ∈ Age(T) or Ai = ∅. For every i, if
Ai 6= ∅, find Bi ∈ Age(T) such that any T
∗ expansion of Ai embeds in any
T∗ expansion of Bi. If Ai = ∅, set Bi = ∅. We can assume that the universes
Bi are pairwise disjoint. Any In[T]
∗ expansion A∗ of A has a universe of
the form {0}×A∗f(0)⊔ . . .⊔{n−1}×A
∗
f(n−1) for some bijection f : [n]→ [n],
where each A∗f(i) is a T
∗ expansion of Ai and each P
A∗
i = A
∗
f(i). Set B to
be the convexly ordered structure in Age(In[T]
∗) with universe
B = {0} ×

⋃
i∈[n]
Bi

 ⊔ . . . ⊔ {n− 1} ×

⋃
i∈[n]
Bi


where the substructures with universes {k} × Bi are isomorphic to Bi, for
all i and k. Therefore, the In[T]
∗ expansion A∗ must embed in any In[T]
∗
expansion B∗. 
14 J.JASIN´SKI, C.LAFLAMME, L.NGUYEN VAN THE´, AND R.WOODROW
7. Iω[T]
For T a countable homogeneous tournament, the structure Iω[T] is the
disjoint union of countably many copies of T. Formally, its universe is
N × T , and ((i, x)(j, y)) is an edge in Iω[T] iff i = j and (x, y) is an edge
in T. The structure Iω[T]
∗ is defined in the same way as In[T]
∗ was from
T∗, except that the linear ordering is the lexicographical product of a dense
linear order ≺ on N with the ordering <∗ of T∗. Here, no unary relation
Pi is added. Note also that starting from a finite substructure A¯ of T
∗ and
from a positive integer n, the same procedure yields a finite substructure
In[A¯]
∗ of Iω[T]
∗.
For i ∈ N, define the part Xi to be the set of all pairs (i, x) for x ∈ T. For
any A ⊆ Iω[T]
∗, define the collapse coll(A) to be the set {i : A ∩Xi 6= ∅}.
If A¯ ⊆ T∗ and σ is a finite subset of ω, then we define σ[A¯]∗ to be the
substructure of Iω[T]
∗ consisting of (i, x) with x ∈ A¯ and i ∈ σ. Define(
B
A
)
τ
to be the subset of
(
B
A
)
consisting of those copies of A whose collapse
is precisely τ .
The following is a direct consequence of Theorem 6.2.
Lemma 7.1. Let A and Im[B¯]
∗ be a finite substructures of Iω[T]
∗ and let τ
be a subset of [m] of size |coll(A)|. For any r ≥ 2, there is a finite C¯ ⊆ T∗
such that for any colouring
χ :
(
Im[C¯]
∗
A
)
→ [r]
there exists B′ ∈
(Im[C¯]∗
Im[B¯]∗
)
such that
∣∣∣χ′′(B′A)τ
∣∣∣ = 1.
We symbolize this by
Im[C¯]
∗ → (Im[B¯]
∗)A,τr .
An iteration of the above argument yields the following.
Corollary 7.2. Let A and Im[B¯]
∗ be a finite substructures of Iω[T]
∗. For
any r ≥ 2, there is a finite C¯ ⊆ T∗ such that for any colouring
χ :
(
Im[C¯]
∗
A
)
→ [r]
there exists B′ ∈
(Im[C¯]∗
Im[B¯]∗
)
such that
∣∣∣χ′′(B′A)τ
∣∣∣ = 1 for any τ ∈ ( mcoll(A)).
We symbolize this by
Im[C¯]
∗ → (Im[B¯]
∗)A,collr
Proof. First enumerate the set
( m
coll(A)
)
of |coll(A)|-subsets of [m] as
τ1, . . . , τℓ. Let C¯1 be such that
Im[C¯1]
∗ → (Im[B¯]
∗)A,τ1r
and for i < ℓ inductively use Lemma 7.1 to find C¯i+1 such that
Im[C¯i+1]
∗ → (Im[C¯i]
∗)
A,τi+1
r
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Finally, set C¯ = C¯ℓ. 
Remark 7.3. As before, it came to attention of the authors that, one can
also obtain the following result, by applying Theorem 1.4 from [S13-3].
Theorem 7.4. The class Age(Iω[T]
∗) satisfies the Ramsey Property.
Proof. Let r ∈ N be positive and let A ⊆ B ⊆ Iω[T]
∗. We need to find
C ⊆ Iω[T]
∗ such that
C→ (B)Ar .
Without loss of generality, we may suppose that B = Im[B¯]
∗. If |coll(A)| =
k, then by Ramsey’s theorem there is N such that
N → (m)kr .
By Corollary 7.2, there is a finite C¯ ⊆ T∗ such that
IN [C¯]
∗ → (IN [B¯]
∗)A,collr .
Let χ :
(IN [B¯]∗
A
)
→ [r] be any colouring. By the above, we can find B′ ∈(IN [C¯]∗
IN [B¯]∗
)
such that for any τ ∈
( m
coll(A)
)
, we have
∣∣∣χ′′(B′A)τ
∣∣∣ = 1. (*)
Define χ¯ :
( N
coll(A)
)
→ [r] as follows: If τ ∈
( N
coll(A)
)
, set χ¯(τ) = χ(A′) for
some (any) A′ ∈
(
B′
A
)
τ
. The colouring χ¯ is well defined by (*). Now, we can
find σ ∈
(N
m
)
such that χ¯ is monochromatic on
( σ
coll(A)
)
. Set
B′′ = {(i, x) ∈ Iω[T]
∗ : i ∈ σ} ∩B′.
Since B′ ∼= IN [B¯]∗, we have B′′ ∼= Im[B¯]∗. Let A′,A′′ ∈
(
B′′
A
)
. Thus,
coll(A′), coll(A′′) ∈
(
σ
|coll(A)|
)
. Therefore,
χ(A′) = χ¯(coll(A′)) = χ¯(coll(A′′)) = χ(A′′)
which completes the proof.

Theorem 7.5. If Age(T∗) satisfies the expansion property with respect to
Age(T), then Age(Iω[T]
∗) satisfies the expansion property with respect to
Age(Iω[T]).
Proof. Suppose A ∈ Age(Iω[T]). Without loss of generality, we can assume
that A has the universe of the form {0} × A0 ⊔ . . . ⊔ {n − 1} × An−1 with
Ai ∈ Age(T). For every i, find Bi ∈ Age(T) such that any expansion of
Ai embeds in any expansion of Bi, and we can assume that the universes
Bi are pairwise disjoint. Further, we can assume that any expansion A
∗
of A has the universe of the form {0} × A∗f(0) ⊔ . . . ⊔ {n − 1} × A
∗
f(n−1)
for some bijection f : [n] → [n], where each A∗f(i) is an expansion of Ai
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and A∗f(i) < A
∗
f(j) for i < j. Set B to be the convexly ordered structure in
Age(Iω[T]
∗) with universe
B = {0} ×

⋃
i∈[n]
Bi

 ⊔ . . . ⊔ {n− 1} ×

⋃
i∈[n]
Bi


where the substructures with universes {k} × Bi are isomorphic to Bi, for
all i and k. Moreover, we ensure that (i, a) < (j, b) for i < j and all a, b ∈ B.
Therefore, the expansion A∗ must embed in any expansion B∗. 
If T is finite, then again only the case T = C3 requires attention. Expand
Iω[T] to Iω[T]
∗ as follows:
We can assume the universe is T = [3], and let L0, . . . , L2 be unary pred-
icates and < be a new binary predicate. The expansion T[Iω]
∗ is obtained
by interpreting Li = {(j, i) : j ∈ N} for i ∈ [3], and <
∗ as a dense linear
order on each Li such that L0 <
∗ L1 <
∗ L2. We can immediately verify the
following.
Lemma 7.6. Let A,A′ ⊆ Iω[T]
∗. Then A and A′ are isomorphic if and
only if there is an order preserving bijection f : coll(A)→ coll(A′) such that
for every i, {j : (i, j) ∈ A} = {j : (f(i), j) ∈ A′}.
From this we immediately obtain the following using the usual Ramsey
Theorem.
Theorem 7.7. The class Age(Iω[C3]
∗) satisfies the Ramsey property.
And similarly for the expansion property.
Theorem 7.8. The class Age(Iω[C3]
∗) satisfies the expansion property with
respect to Age(Iω[C3]).
Proof. Let A ∈ Age(Iω[C3]), then any expansion A
∗ of A will embed in any
expansion of
{(i, j) : i ∈ coll(A), j ∈ [3]}.

8. Complete n-partite directed graphs
For n ≤ ω, by a complete n-partite directed graph we mean a directed
graph such that the non-edge relation ⊥ is an equivalence relation with at
most n many classes. For each n, the class of all such graphs is a Fra¨ısse´
class. The corresponding limit is denoted n ∗ Iω, and consists of n many
disjoint copies of Iω between which edges are distributed in a complete and
random way. For n ∈ N we construct the expansion n∗I∗ω by adding a convex
linear ordering together with n many unary relations P
n∗I∗ω
i corresponding
to the parts of n ∗ Iω and so that P
n∗I∗ω
0 <
n∗I∗ω . . . <n∗I
∗
ω P
n∗I∗ω
n−1 . For n = ω,
construct ω ∗ I∗ω by simply adding to ω ∗ Iω a convex linear ordering that
orders each part in a dense linear order, as well as the set of parts in a
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dense linear order; note that we do not add any unary predicates in this
case. Those expansions are precompact, and we show that their ages have
the Ramsey property and show the appropriate expansion properties.
If B is a complete n-partite directed graph, say that a subgraph is
transversal when it has exactly one point in each ⊥ equivalence class of B.
Remark 8.1. It came to the attention of the authors that there is a simpler
proof of the lemmas below, based on the result in [S13-2]: One takes the
output of the result of [S13-2] and prunes it, arriving at an element of the
age of n ∗ Iω. Though, we include the direct proof based on the partite
construction, we will revisit the result of [S13-2] in section 9.
Lemma 8.2. Let n, r ∈ N be positive and suppose B is a finite substructure
of n ∗ I∗ω with exactly n parts. Suppose A is an n-partite directed subgraph
of B which is transversal. Then there exists a finite n-partite graph C such
that
C→ (B)Ar .
Proof. This is identical to the proof of the partite lemma in [NR89]. 
Suppose now that A is a directed subgraph of B, and that the parts of
B are written Yi with i ∈ [n]. Define the trace of A (in B) to be
tr(A) = {i : A ∩ Yi 6= ∅}.
For x ∈ B, define the trace of x to be tr(x) = tr({x}), thus x ∈ Ytr(x).
We begin with the following special case of the Ramsey property.
Lemma 8.3. Let n, r ∈ N with r > 0, suppose A ≤ B are finite substructure
of n ∗ I∗ω with exactly n parts each. Then there exists a finite C ⊆ n ∗ I
∗
ω
such that
C→ (B)Ar .
Proof. What follows is a modification of the partite construction in [NR89].
Let A and B be as above, and denote by Yi, with i < n, the parts of B. Set
a = |A|, b = |B|, ai = |A ∩ Yi|, and bi = |B ∩ Yi| for i < n. By Lemma 3.2,
there exist disjoint Ci ⊆ N with i < n, such that
(C0, . . . , Cn−1)→ (b0, . . . , bn−1)
(a0,...,an−1)
r .
We can assume that C0 = {1, . . . , |C0|} and in general,
Ci = {max(Ci−1) + 1, . . . ,max(Ci−1) + |Ci|}.
Set p = max(Cn−1). Enumerate(
C0, . . . , Cn−1
a0, . . . , an−1
)
= {N1, . . . , Nα},
and (
C0, . . . , Cn−1
b0, . . . , bn−1
)
= {M1, . . . ,Mβ}.
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Now for every j ∈ [β], Mj is a disjoint union of A
j
k’s such that A
j
k =Mj∩Ck,
for every k < n. Construct a substructure Q0 of n∗I∗ω as follows: the vertex
set Q0 consists of all pairs (i, j) such that i ∈Mj . For each j ∈ [β], reproduce
a copy Bj of B with universe {(i, j) : i ∈ Mj}, so that P
Bj
k = Bj ∩ Ck (for
every k < n) and (i, j) <Bj (i′, j) if and only if i < i′. To complete our set
of edges, for every i < i′ and j < j′, if i ∈ Ajk and i
′ ∈ Aj
′
k′ where k < k
′,
then we add ((i, j), (i′ , j′)). For every k ∈ [n], PQ
0
k is the disjoint union of
P
Bj
k ’s. Moreover, we set each non-structural part to be
Mi = {(i, j) : j ∈ [β]}
for i ∈ [p]. Finally, add a linear ordering (convex with respect to both
partitions) that extends the linear orderings that already exist on each copy
of B: If j < j′, then set (i, j) <Q
0
(i, j′). If i < i′, j 6= j′, then set
(i, j) <Q
0
(i′, j′). The resulting structure is Q0.
Next, we construct a sequence Q1, . . ., Qα inductively using lemma 8.3,
as in [NR89]. To construct Qi from Qi−1, we first consider the directed
subgraph of Qi−1 whose trace is N i−1 with respect to the non-structural
partition, call it Hi−1. Applying lemma 8.3, we get an a-partite Gi−1 such
that
Gi−1 → (Hi−1)Ar .
Subsequently, we expand each copy of Hi−1 to a copy of Qi−1, and add a
convex (with respect to the structural partition) linear ordering that extends
all the linear orderings that already exist on each copy of Qi−1. We call the
result Qi. Following this procedure, the directed graph induced by the
structure Qα is not complete with respect to the structural partition, but
it can be made complete by adding new edges. Let C be any structure
obtained that way. We claim that C is as required.
Let χ :
(
C
A
)
→ [r] be any colouring. Then there will be Q′ ∈
(
C
Q0
)
such
that the colouring of each copy ofA depends only on its trace with respect to
the non-structural partition. The conclusion follows from the construction
of Q0 now using routine arguments. 
We are now ready to prove the general result.
Theorem 8.4. The age of n ∗ I∗ω has the Ramsey property for each n ∈ N.
Proof. Let k ≤ n, r ∈ N with r > 0, B a finite substructure of n ∗ I∗ω with
exactly n parts, and A is a substructure of B with k parts. Then we will
show that there exists a finite C ⊆ n ∗ I∗ω with n parts such that
C→ (B)Ar .
Note that because of the unary relations that are interpreted as the parts of
n ∗ I∗ω, all copies of A in B have same trace τ . Let B¯ be the substructure of
B induced by the points v ∈ B with tr(v) ∈ τ . Apply Lemma 8.3 to find C¯
such that C¯→ (B¯)Ar . σ be the trace of B. Now extend each copy of B¯ in C¯
RAMSEY EXPANSIONS OF HOMOGENEOUS DIRECTED GRAPHS 19
to a copy of B¯, via amalgamation. Set C to be the result of this extension
with appropriate edges and linear ordering added. 
This result allows us to show the same is true for the infinite partite
structure.
Theorem 8.5. The age of ω ∗ I∗ω has the Ramsey property.
Proof. Let k ≤ n, r ∈ N with r > 0, B a finite substructure of ω ∗ I∗ω with n
parts, and A a substructure of B with k parts.
Expand for the moment ω ∗ I∗ω with unary predicates corresponding to its
parts, calling the resulting structure ω ∗ I∗∗ω . Using Ramsey’s theorem, we
can find N such that N → (n)kr , and we enumerate the n-subsets of [N ] as
τ1, . . . , τℓ. For each i ≤ l consider a copy Bi of B with trace τi in ω ∗ I
∗
ω so
that the Bi’s are pairwise disjoint. Set B¯ to be the substructure of ω ∗ I
∗
ω
supported by the union of these Bi’s.
Note that all copies of A with fixed trace in ω ∗ I∗ω induce isomorphic
structures in ω ∗ I∗∗ω . Using Theorem 8.4, we can find a finite substructure
C of ω∗I∗ω such that every r-colouring χ of
(
C
A
)
, there exists a copy B¯′ ∈
(
C
B¯
)
such that χ restricted to
(
B¯′
A
)
depends only on the trace.
To complete the proof , define χ¯ :
(
N
k
)
→ [r] by setting χ¯(σ) to be
the colour of any copy of A in B¯′ with trace σ; this is well defined by
construction. By the choice of N , there is a χ¯-monochromatic τi0 , and
by construction, there is B′ ∈
(
B¯′
B
)
with trace τi0 , which completes the
proof. 
We now more to the expansion property, and note that the proof of the
theorem below follows the template found in the proof of Lemma 5.2 in
[N96] and the proofs of the expansion properties found in [S13-1].
Theorem 8.6. The age of ω∗I∗ω satisfies the expansion property with respect
to the age of ω ∗ Iω.
Proof. Let A ∈ Age(ω ∗ Iω), and fix an arbitrary a convex linear ordering <
on A. We will produce a structure B ∈ Age(ω ∗ Iω) such that A
∗ embeds in
any expansion of B.
Consider the following structures:
• E1 is the linearly ordered directed graph with universe {a, b} and
the directed edge (a, b) such that a < b.
• E2 is the linearly ordered directed graph with universe {a, b} and no
edges such that a < b.
Set <rev to be the same as < but with the ordering on each part (i.e., the
ordering on non-edges) reversed. Set >rev to be the same as > but with the
ordering on each part reversed.
Now find A1 ∈ Age(ω ∗ I
∗
ω) so that (A, <), (A, >), (A, <rev) and (A, >rev)
embed in A1, and similarly find A2 ∈ Age(ω ∗ I
∗
ω) so that A1, E1 and E2
all embed in A2.
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Since Age(ω∗I∗ω) satisfies the Ramsey property, we can findCi ∈ Age(ω∗I
∗
ω)
so that C1 → (A2)
E1
2 and C2 → (C1)
E2
2 .
Let <′ be the ordering on C2, and ≺ be any convex linear ordering on C2,
and consider the following colouring on ordered pairs in the universe of C2:
χ((u, v)) =
{
0 if the two orders <′ and ≺ agree on {u, v}.
1 otherwise
This colouring induces colourings χi on the copies of Ei in C2 for each i. By
the above Ramsey construction, there is B ∈
(
C2
A2
)
which is monochromatic
with respect to each χi. In other words, we have the following possibilities:
(1) The ordering ≺ on B agrees with <′.
(2) The ordering ≺ on agrees with <′ on edges and goes in the opposite
direction on non-edges.
(3) The ordering ≺ on B agrees with <′ on non-edges and goes in the
opposite direction on edges.
(4) The ordering ≺ on B goes in the opposite direction.
Now, since A1 embeds in B, the structure (A, <) must embed in B with
the order <′ replaced by ≺ and the proof is complete. 
Theorem 8.7. The age of n∗I∗ω satisfies the expansion property with respect
to the age of n ∗ Iω.
Proof. Let A ∈ Age(n ∗ Iω), fix a sequence of relations P
A
i corresponding
to each part of A, and fix first a convex linear ordering < on A that agrees
with these relations.
For 1 ≤ i ≤ n, define Ei ∈ Age(n ∗ I∗ω) to be the structure with universe
{a, b} with no edges and such that a < b and PE
i
i = {a, b}.
Enumerate all convex orderings on A that agree with PAi ’s: <1, . . . , <o.
Find B ∈ Age(n ∗ I∗ω) so that each (A, P
A
1 , . . . , P
A
n , <i) embeds in B, for
1 ≤ i ≤ o. Then find D ∈ Age(n ∗ I∗ω) so that B and all E
i’s embed in D.
Since Age(n∗I∗ω) satisfies the Ramsey property, we can findCi ∈ Age(n∗I
∗
ω)
so that C1 → (D)
E1
2 , Ci+1 → (Ci)
Ei+1
2 . Let <
′ be the ordering on Cn, and
let ≺ be any convex linear ordering on Cn that agrees with P
Cn
i ’s.
As before consider the following colourings on the copies of Ei in Cn:
χi(E
′) =
{
0 if the two orders <′ and ≺ agree on E′.
1 otherwise
By the Ramsey property we can thus findD′ ∈
(
Cn
D
)
which is monochromatic
with respect to χ1, . . ., χn. In other words, ≺ either agrees with <
′ or
goes in the opposite direction when restricted to any part. Furthermore, ≺
already agrees with<′ on edges, because we have assumed that ≺’s convexity
agrees with the relations PCni . Now, since B embeds in D
′, the structure
(A, PA1 , . . . , P
A
n , <) must embed in D
′ with the order <′ replaced by ≺.
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Let C′ the reduct of Cn resulting from removing <
′. Given a bijection
f : [n]→ [n], define Cf to be C
′ except that P
Cf
i = P
C′
f(i). Find a structure
C′′ so that every Cf embeds into it. Set C0 ∈ Age(n ∗ Iω) to be the reduct
of C′′. For any PC01 , . . . , P
C0
n and any convex linear order <
′′, we can find
a convex linear order <′′′ so that
(C′, PC
′
1 , . . . , P
C′
n , <
′′′)
embeds in
(C0, P
C0
1 , . . . , P
C0
n , <
′′),
by construction. Therefore,
(A, PA1 , . . . , P
A
n , <)
embeds in any expansion
(C0, P
C0
1 , . . . , P
C0
n , <
′′),
given any PC01 , . . . , P
C0
n , and any convex linear order <
′′.
Finally, to find the witness of the expansion property for A, take the joint
embedding of all C0’s, for all sequences P
A
1 , . . . , P
A
n and all convex linear
orderings < on A.

9. P(3)
Let P = (P,≺) be the generic partial order. In this context, a subset
D of P is dense if and only if for every x, z ∈ P there is y ∈ D such
that x ≺ y ≺ z (see [C13]). Partition P into three dense subsets P0,P1,P2.
Note that each Pi is isomorphic as a partial order to P. Define P to be
the directed graph with vertex set P so that (x, y) is an edge if and only if
x ≺ y. Our underlying signature is L = {E} where E is the binary directed
edge relation. We will temporarily consider extra binary relations TXi , for
i ∈ {−1, 0, 1} and a set of pairs X. For a set of pairs X, define the relations
TXi as follows: put (x, y) ∈ T
X
−1 if and only if (x, y) ∈ X; put (x, y) ∈ T
X
1 if
and only if (y, x) ∈ X; finally, put (x, y) ∈ TX0 , otherwise. We define P(3)
as a variant of P by ”twisting” the directed edges EP: The set of vertices of
P(3) is P . Define the edges EP(3) so that (x, y) ∈ TE
P(3)
k+(j−i) mod 3 if and only
if (x, y) ∈ TE
P
k , whenever x ∈ Pi and y ∈ Pj .
An important observation, which we will use to show the expansion prop-
erty, is that a cycle of length three embeds in P(3), but not in P.
Now, we define the expansion of P(3). Let L′ = {E,R0, R1, R2, <} be the
signature, where E and < are binary and Ri’s are unary. We set E
P(3)∗ to
be EP(3). Define P(3)∗ to be the expansion of P(3) where R
P(3)∗
i = Pi and
<P(3)
∗
is a linear extension of ≺ such that P(3)∗ is still a Fra¨ısse´ structure.
Define K to be the age of P(3)∗.
Next, we define signatures L0 = {≺, R0, R1, R2, <}, L1 = {≺, <}, and
L2 = {R0, R1, R2, <}, where Ri’s are unary, while ≺ and < are binary.
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Define K0 to be the class of finite structures (A,≺
A, RA0 , R
A
1 , R
A
2 , <
A)
where ≺A is a poset on A, RAi ’s partition A and <
A is a linear order
extending ≺A. Define Ki to be the class of reducts of structures from K0
with signature Li, for i ∈ {1, 2}. The class K1 already satisfies the Ramsey
property, see [PTW84]. Moreover, the class K2 is essentially the previously
defined class OP3 and its Ramsey property was demonstrated in [KPT05]
(see proof of Theorem 8.4).
The members of the class K0 can be treated as members of the class K
and vice versa. For simplicity, we suppose a given A ∈ K0 is such that
(A,≺A) is a substructure of P. By the ”twisting” procedure defined at the
beginning of this section, we arrive at a member A′ = (A,EA
′
) of the age of
P(3) so that (A,EA
′
, RA0 , R
A
1 , R
A
2 , <
A) is in the age of P(3)∗. By reversing
this procedure, we may turn a given member of K into a member of K0.
What follows is a short but powerful argument from [S13-2], which we
include here to keep this paper as self-contained as possible, as before. The
reader is invited to compare it to the proof of the result from [B12] found
in [S12].
Theorem 9.1. The class K0 satisfies the Ramsey property.
Proof. Let
A = (A,EA, RA0 , R
A
1 , R
A
2 , <
A)
and
B = (A,EB, RB0 , R
B
1 , R
B
2 , <
B)
be in K. Set A1 = (A,E
A, <A),
A2 = (A,R
A
0 , R
A
1 , R
A
2 , <
A),
B1 = (A,E
B, <B),
B2 = (A,R
B
0 , R
B
1 , R
B
2 , <
B).
Let r be a natural number. We have C1 ∈ K1 and C2 ∈ K2 such that
(C1,C2)→ (B1,B2)
(A1,A2)
r
Define C ∈ K as follows: Set the universe C = C1 × C2. Set (x, y) ≺
C
(z, w) if and only if x ≺C1 z. Set (x, y) ∈ RCi if and only if y ∈ R
C2
i .
Finally, set (x, y) <C (z, w) if and only if x <C1 z or (x = z and y <C2 w).
For structures D1 ⊆ C1, D2 ⊆ C2 of the same size, define the diagonal
substructure ∆(D1,D2) ⊆ C as follows: First define an ordering on [|D1|]×
[|D2|] by setting (x, y) < (z, w) if and only if x < z or (x = z and y < w).
There is a unique order preserving map f : [|D1|] × [|D2|] → D1 ×D2. Set
the universe of ∆(D1,D2) to be {f(1, 1), f(2, 2), . . . , f(|D1|, |D2|)}.
Let
χ :
(
C
A
)
→ [r].
be a colouring. Define the induced colouring χ˜ :
((C1,C2)
(A1,A2)
)
→ [r] by
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χ˜((A′1,A
′
2)) = χ(∆(A
′
1,A
′
2)).
Then there is a χ˜-monochromatic
(B′1,B
′
2) ∈
(
(C1,C2)
(B1,B2)
)
.
Set B′ = ∆(B′1,B
′
2). Then B
′ is isomorphic to B and is χ-monochromatic.

Corollary 9.2. The age of P(3)∗ satisfies the Ramsey property.
Theorem 9.3. The age of P(3)∗ satisfies the expansion property with respect
to the age of P(3).
Proof. We first define a list of elements of the age of P(3)∗:
• If i ∈ {0, 1, 2}, set Xi to be such that Xi = {x}, E
Xi =<Xi= ∅.
Moreover, set RXii = {x} and R
Xj
i = ∅ for i 6= j.
• If i ∈ {0, 1, 2}, set Di to be such that Di = {x, y, z},
EDi = {(x, y), (y, z), (z, x)}, RDii = {x, y}, R
Di
(i+1) mod 3 = {z},
<Di= {(x, y), (y, z), (x, z)}.
• If i, j ∈ {0, 1, 2}, i ≤ j, set E+i,j to be such that E
+
i,j = {x, y},
x ∈ R
E
+
i,j
i , y ∈ R
E
+
i,j
j . Set <
E
+
i,j= {(x, y)}. If i = j, set EE
+
i,j = ∅. If
j = i+ 1, set EE
+
i,j = {(y, x)}. If j = i+ 2, set EE
+
i,j = {(x, y)}.
• If i, j ∈ {0, 1, 2}, i < j, set E−i,j to be such that E
−
i,j = {x, y},
x ∈ R
E
−
i,j
i , y ∈ R
E
−
i,j
j . Set <
E
−
i,j= {(y, x)}. If j = i + 1, set EE
−
i,j =
{(y, x)}. If j = i+ 2, set EE
−
i,j = {(x, y)}.
• For i ∈ {0, 1, 2}, set Fi to be such that Fi = {x, y, z}. Set <
Fi=
{(x, y), (y, z), (x, z)}. Set EFi = {(x, z)}, RFii = {x, y, z}, R
Fi
k = ∅
for k 6= i.
• For i, j ∈ {0, 1, 2}, i 6= j, set Gi,j to be such that Gi,j = {x, y, z},
R
Gi,j
i = {x, y}, R
Gi,j
j = {z}, <
Gi,j= {(z, x), (x, y), (z, y)}. If j =
i+ 1, then set EGi,j = {(x, z), (y, z)}. If j = i+ 2, then set EGi,j =
{(x, y), (y, z)}. If j = i − 1, then set EGi,j = {(y, z)}. If j = i − 2,
then set EGi,j = {(x, z), (z, y)}.
Note that Di’s are cycles. Let A be in the age of P(3)
∗. Let A′ = (A,EA)
be its reduct. List all possible expansions of A′ that result in elements of
the age of P(3)∗: A1, . . .Ak. Let B be a structure in the age of P(3)
∗ such
that A, Ai’s, Xi’s, E
+/−
i,j ’s, Fi’s and Gi,j’s all embed in B. We can find
such a B due to the joint embedding property. Using the Ramsey property,
we can find Ci in the age of P(3)
∗ such that
C0 → (B)
X0
3
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C1 → (C0)
X1
3
C2 → (C1)
X2
3 .
Fix a bijection g : {0, . . . , 5} → ({0, 1, 2} × {0, 1, 2})\{(i, j) : i > j}. Find
C3+i → (C2+i)
E
+
g(i)
2
for 0 ≤ i ≤ 5.
Fix a bijection h : {0, . . . , 2} → ({0, 1, 2} × {0, 1, 2})\{(i, j) : i ≥ j}. Find
C9+i → (C8+i)
E
−
h(i)
2
for 0 ≤ i ≤ 2.
Set C to be C11. Let C
′ = (C,EC) be a reduct of C. Consider any
expansion C∗ of C′ in the age of P(3)∗. For i ∈ {0, 1}, define colourings
χi :
(
C
Xi
)
→ {0, 1, 2} so that χ(X′) = i where X ′ = {x} and x ∈ RC
∗
i .
For 0 ≤ i ≤ 5, define χ3+i :
(
C
E
+
g(i)
)
→ {0, 1} by setting χ3+i(E
′) = 0
whenever E′ = {x, y}, x <C y and x <C
∗
y. Also, set χ3+i(E
′) = 1
whenever E′ = {x, y}, x <C y but x >C
∗
y. Likewise, for 0 ≤ i ≤ 3, define
χ9+i :
(
C
E−
g(i)
)
→ {0, 1} by setting χ9+i(E
′) = 0 whenever E′ = {x, y}, x <C y
and x <C
∗
y. Furthermore, set χ9+i(E
′) = 1 whenever E′ = {x, y}, x <C y
but x >C
∗
y. We can find B′ ∈
(
C
B
)
that is χi-monochromatic, for all i. Set
ki to be the colour assigned by χi for elements in
(
B′
Xi
)
, for i < 3.
We first show that the parts of B′ determined by Ri’s remain the same
in C∗ (other than being perhaps reordered): more specifically, we show that
ki 6= kj , for i 6= j, i, j < 3. Suppose otherwise, i.e., ki0 = kj0 , for some
i0 6= j0, i0, j0 < 3. Consider a cycle D ∈
(
B′
Di0
)
. For all x ∈ D, we have
x ∈ RDi0 . This means that D embeds in Pi0 which is impossible because
(Pi0 ,≺) is isomorphic to the generic partial order.
We can show that for every i > 3, the colouring χi cannot assign the
colour 1 on
(
B′
E
+
g(i)
)
or
(
B′
E
−
h(i)
)
: Suppose otherwise. Let k ∈ {0, 1, 2}. Then
Fk embeds in B
′. If the colour of every copy of E+k,k in B
′ is assumed to be
1, we have that <C
∗
restricted to Fk × Fk is a cycle. This is absurd. This
means that every “non-edge” in B′ entirely contained in a part has the same
linear extension with respect to C∗ and C. (*)
Let k < ℓ, k, ℓ ∈ {0, 1, 2}. Then Gk,ℓ embeds in B
′, as well. By (*), the
single non-edge of every copy of Gk,ℓ contained entirely in a part has only
one possible linear extension. If the colour of every copy of E+k,ℓ in B
′ is
assumed to be 1, we have that <C
∗
restricted to Gk,ℓ ×Gk,ℓ would again be
a cycle which is again absurd. The case when k > ℓ is similar, except we
replace E+k,ℓ with E
−
k,ℓ.
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In other words, the extension <C
∗
agrees with <C when both are re-
stricted to B′. Thus, by construction of B and since B ∼= B′, any expansion
of A∗ embeds in B′ and therefore in C∗. 
10. Semigeneric
The semigeneric directed graph is the Fra¨ısse´ limit of the class S made of
all those elements of Age(ω∗Iω) which satisfy the following parity constraint:
for any two distinct parts P and P ′, distinct u, v in P and distinct x, y in
P ′, the number of edges directed from u, v to x, y is even.
We construct an expansion S∗ of S by adding two binary relations sym-
bols, R and <. As usual, the symbol < will be interpreted as a linear order.
Let A ∈ S be k-partite. Before explaining how an expansion of A is built,
let us point out a crucial fact: given two different parts P and P ′ of A,
parity constraints imply that the following relation is well-defined, and is an
equivalence relation on P :
u ∼AP ′ v iff ∀x ∈ P
′ EA(x, u)↔ EA(x, v).
In fact there are two equivalence classes, one is {u ∈ P : EA(x, u)} and the
other is {v ∈ P : EA(v, x)}, and observe these two classes do not depend on
the choice of x ∈ P ′.
Moreover the relation ∼A defined on A by:
u ∼A v iff ∃ P {u, v} ⊆ P and ∀P ′ 6= P u ∼AP ′ v
is also an equivalence relation. Note that the number of ∼A-classes is at
most k2k−1 (at most 2k−1 classes on each part), regardless of the actual size
of A, but will eventually reach this maximum size by the joint embedding
property.
We now explain how an expansion A∗ is constructed. We first consider
a linear order T = {ti : i < k}, viewed as a directed graph, where there is
an edge from ti to tj whenever ti < tj . This is an element of S, and thus
by the joint embedding property we can take a k-partite element A¯ of S
whose universe is the disjoint union of A and T and into which both A and
T embed, and thus T becomes a transversal in A¯. Next, for u and x in
different parts of A, we define
RA
∗
(x, u) iff EA¯(ti, u)
where ti is the only element of T lying in the same part of A¯ as x. Finally,
consider a linear order on A¯ that extends the already existing linear order
on the copy of T and is convex relative to the k-partition of A¯ (but not
necessarily with respect to ∼A¯, which is finer). Then finally let <A
∗
denote
its restriction on A.
Note that adding RA
∗
and <A
∗
as above corresponds essentially to adding
unary predicates PA
∗
i,f , with i < k and f ∈ [2]
[k]r{i}, that partition A into
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the ∼A equivalence classes. Indeed, <A
∗
labels the parts of A as P0 <
A∗
... <A
∗
Pk−1, and R
A∗ gives rise to:
PA
∗
i,f = {u ∈ Pi : ∀j 6= i (f(j) = 0↔ ∀x ∈ Pj R
A∗(x, u))}.
Note also that the edge relation of A¯ can be recovered from RA
∗
and <A
∗
,
and hence from (PA
∗
i,f )i,f and <
A∗ as well. To see this, let x, u ∈ A¯ be in
different parts. If both of them belong to the transversal that was used to
define A¯, then the edge relation is given by the order relation <A
∗
between
any two elements of A∗ from the respective parts. If exactly one of them
belongs to the transversal set, say x = ti, then knowing whether there is an
edge from x = ti to u is directly available from the relation R
A∗ evaluated at
(y, u) for any y ∈ A in the same part as x = ti. On the other hand, if neither
x nor u are in the transversal set, then consider the quadruple formed by x,
u, and the corresponding elements tx and tu from the transversal set; in that
quadruple, all edges but the one between x and u are available from RA
∗
and <A
∗
as described above, and so the orientation of the edge between x
and u can be deduced thanks to the parity constraint.
One last comment: any element of the class of k-sequences of members
of OP2k−1 whose unary predicates are indexed by the set of all pairs (i, f)
with i < k and f ∈ [2][k]r{i} gives raise to a k-partite element of S∗. Let
us illustrate this on an example that will also be useful later on. Consider
the set S[n, k] defined as the collection of triples (i, f, j) where i < k, f ∈
[2][k]r{i} and j < n. For f and i fixed, define
P
S[n,k]∗
i,f = {(i, f, j) : j < n}.
The element of S∗ we are about to construct will be k-partite with parts:
P
S[n,k]∗
i =
⋃
f∈[2][k]r{i}
P
S[n,k]∗
i,f = {(i, f, j) : f ∈ [2]
[k]r{i}, j < n}.
If, for each i, we equip [2][k]r{i} with the lexicographical order, then we can
induce on S[n, k] a natural lexicographical order <S[n,k]
∗
. This is clearly
convex.
To define RS[n,k]
∗
, set:
RS[n,k]
∗
((i′, f ′, j′), (i, f, j)) iff i 6= i′ and f(i′) = 0.
For the edge relation ES[n,k]
∗
, we introduce an imaginary transversal {ti :
i < k}, where each imaginary point ti′ is attached to the part P
S[n,k]∗
i′ .
First, add an edge from ti′ to ti whenever i
′ < i. Then for each (i, f, j)
with i 6= i′, add an edge from ti′ to (i, f, j) iff f(i
′) = 0, i.e. whenever
RS[n,k]
∗
((i′, f ′, j′), (i, f, j)) for every point of the form (i′, f ′, j′). Otherwise,
add an edge in the other direction. Next, when (i, f, j) and (i′, f ′, j′) are
such that i 6= i′, consider the quadruple formed by (i, f, j), (i′, f ′, j′), ti and
ti′ . There is only one way to add an oriented edge between (i, f, j) and
(i′, f ′, j′) in such a way that the number of edges from the pair {(i, f, j), ti}
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to the pair {(i′, f ′, j′), ti′} is even.
This is enough to ensure that the resulting directed graph structure ES[n,k]
∗
is in S: indeed, consider a quadruple formed by pairs {u, v}, {x, y} of ele-
ments in same parts. Add the corresponding imaginary points t and t′. For
each transversal pair of {u, v, x, y}, complete it into a quadruple using {t, t′}
where the parity constraint is satisfied. Identifying ES[n,k]
∗
with its charac-
teristic function, this is equivalent to saying some sum equals 0 modulo 2.
For example, for {u, x}:
ES[n,k]
∗
(u, x) + ES[n,k]
∗
(u, t′) + ES[n,k]
∗
(t, x) + ES[n,k]
∗
(t, t′) = 0.
Adding up all these equalities for all transversal pairs of {u, v, x, y} (i.e.
pairs with elements in different parts), notice that each term involving t or
t′ appears an even number of times, and therefore vanishes in the total sum.
As a result, we obtain:
ES[n,k]
∗
(u, x) + ES[n,k]
∗
(u, y) + ES[n,k]
∗
(v, x) + ES[n,k]
∗
(v, y) = 0.
This shows that the parity constraint is satisfied on {u, v, x, y}, and shows
that S[n, k]∗ ∈ S∗. We call S[n, k] the corresponding reduct in S. Let us
emphasize the following property of S[n, k]:
Lemma 10.1. Every part of S[n, k] is partitioned into 2k−1 many ∼S[n,k]-
classes, each of size n.
Proof. Fix i < k. By construction, the ∼S[n,k]-classes inside the i-th part of
S[n, k] are the sets P
S[n,k]∗
i,f = {(i, f, j) : j < n}, where f runs over [2]
[k]r{i}.
Clearly, each has size n. 
We define AS to consist of the elements of S∗ with the ordering removed.
Remembering how an expansion in S∗ is intuitively built (by adding a
transversal), a direct consequence of the previous lemma is the following
corollary:
Corollary 10.2. All expansions of S[n, k] in AS are isomorphic.
We will use this result later on to prove the expansion property of S∗
relative to S. Before that, here is another direct consequence of the various
facts we stated above, together with the Ramsey property for k-sequences
of members OP2k−1 (see Lemma 3.3):
Corollary 10.3. Suppose A∗,B∗ ∈ S∗ are k-partite. Then for any r there
exists a k-partite C∗ ∈ S∗ such that,
C∗ → (B∗)A
∗
r .
With this fact in mind, we now prove that S∗ has the Ramsey property.
Corollary 10.4. Suppose A∗,B∗ ∈ S∗ are k-partite and ℓ-partite respec-
tively. Then for any r there exists an ℓ-partite C∗ ∈ S∗ such that any
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r-colouring χ of the copies of A∗ with a fixed trace τ , there exists a χ-
monochromatic B˜ ∈
(
C∗
B∗
)
.
We symbolize this by
C∗ → (B∗)A
∗,τ
r .
Proof. Let D∗ be the graph induced by the the elements of B∗ with trace
τ . Use Corollary 10.3, to get a k-partite E∗ such that
E∗ → (D∗)A
∗
r .
Now extend each copy of D∗ in E∗ to a copy of B∗ with trace [ℓ], via
amalgamation. Finally, add edges outside of these copies, as necessary. 
Corollary 10.5. Suppose A∗,B∗ ∈ S∗ are k-partite and ℓ-partite respec-
tively. Then for any r there exists an ℓ-partite C∗ ∈ S∗ such that for any
r-colouring χ of the copies of A∗, there exists B˜ ∈
(
C∗
B∗
)
such that the colour-
ing χ restricted to
(
B˜
A∗
)
depends only on the trace. We symbolize this as
C∗ → (B∗)A
∗,tr
r .
Proof. Enumerate subsets of [ℓ] of size k: τ1, . . ., τn. Set C
∗
1 → (B
∗)A
∗,τ1
r .
Set C∗i → (C
∗
i−1)
A∗,τi for i > 1. Finally, set C∗ = C∗n. 
We are now ready for the full Ramsey result for S∗.
Theorem 10.6. The age of S∗ is Ramsey.
Proof. Suppose A∗,B∗ ∈ S∗, and r are given. We show that there exists an
C˜∗ ∈ S∗ such that
C∗ → (B∗)A
∗
r .
First we apply Ramsey’s theorem to the traces and use Corollary 10.5. Let
k ≤ ℓ ∈ N such that B∗ is ℓ-partite and A∗ is a k-partite substructure of B∗.
Using Ramsey’s theorem, we can findm such thatm→ (ℓ)kr . Enumerate the
ℓ-subsets of [m] as τ1, . . . , τℓ. For each i ≤ ℓ consider a copy B
∗
i of B with
trace τi in the Fra¨ısse´ limit S
∗ of S∗ so that the B∗i ’s are pairwise disjoint.
Set B¯∗ to be the m-partite substructure of S∗ supported by the union of
these B∗i ’s.
Using corollary 10.5, we can find an m-partite C∗ in S∗ such that every
r-colouring χ of
(
C∗
A∗
)
, there exists a copy B¯′ ∈
(
C
B¯∗
)
such that χ restricted
to
(
B¯′
A∗
)
depends only on the trace.
Define χ¯ :
(
m
k
)
→ [r] by setting χ¯(σ) to be the colour of any copy of A∗
in B¯′ with trace σ. This is well defined by construction. By choice of m,
there is a χ¯-homogeneous τi0 of size ℓ. By construction, there is B
′ ∈
(
B¯′
B∗
)
with trace τi0 , which completes the proof. 
It remains to show that S∗ has the expansion property relative to S. In
order to do this, fix A ∈ S as well as an expansion A∗ of A in S∗. We will
be done once the following two lemmas are proved:
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Lemma 10.7. There exists B¯ ∈ AS for which any expansion of B¯ in S∗
contains A∗.
Proof. Consider all the expansions A∗0, ...,A
∗
s of A obtained from A
∗ by
reversing <A
∗
on some parts. Let Aˆ
∗
be k-partite and containing them all.
ThenA∗ embeds in Aˆ
∗
, even when <Aˆ
∗
is reversed in any of its parts. Next,
use the Ramsey property in S∗ with colourings of edges and non-edges as
in Theorem 8.6 to create B¯
∗
so that any convex linear ordering ≺ on B¯
∗
is
so that (B¯
∗
, EB¯
∗
, RB¯
∗
,≺) contains a copy of Aˆ
∗
up to a reversing of ≺ in
some of the parts. Then, the reduct B¯ of B¯
∗
in AS is as required. 
Lemma 10.8. There exists B ∈ S for which any expansion in AS contains
B¯.
Proof. Observe that for k and n large enough, we can embed the reduct of
B¯ in S[n, k]. Then S[n, k] has the required property thanks to Corollary
10.2. 
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11. Conclusion
Having constructed Ramsey precompact expansions of all homogeneous
directed graphs and having verified the expansion property in each case,
we are automatically given a list of the respective universal minimal flows.
Suppose F is one of the homogeneous directed graphs and F∗ = (F,
−→
R∗)
is its precompact expansion which we have constructed. The age of F∗
satisfies the Ramsey property as well as the respective expansion property
and consists of rigid elements. Consequently, its automorphism group is
extremely amenable. Let G be the automorphism group of F. Moreover,
recall that the logic action of G on G ·
−→
R∗ is the universal minimal flow (see
Theorem 1.2). In particular, we arrive at the following table, summarizing
the results of this paper, where we omit the cases when T is finite (in these
cases refer to the the definitions preceding Theorem 5.7 and Theorem 7.8).
Homogeneous directed graph(s) F Expanded language
−→
R∗
T[In], In[T] Tˆ Relations giving the expanded
tournament T∗ the Ramsey prop-
erty and the expansion prop-
erty; RF
∗
1 , . . . , R
F∗
n (unary rela-
tions which are transversals in the
case ofT[In], distinguishing copies
of T in the case of In[T], or the
copies of the generic partial order
in the case of P(3)), and <∗ (con-
vex linear ordering on F∗)
P(3) RF
∗
0 , R
F∗
1 , R
F∗
2 (unary relations
distinguishing the copies of the
generic partial order), and <∗ (lin-
ear ordering extending the under-
lying generic partial order)
T[Iω], Iω[T] Relations giving the expanded
tournament T∗ the Ramsey prop-
erty and the expansion property;
<∗ (convex linear ordering on F∗)
n ∗ Iω P
F∗
1 , . . . , P
F∗
n (unary relations dis-
tinguishing each part of n ∗ In),
and <∗ (convex linear ordering on
F∗)
ω ∗ Iω <
∗ (convex linear ordering on F∗)
semigeneric <∗ (convex linear ordering on F∗),
and RF
∗
(sub-partitioning binary
relation)
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Note that the relations including the linear orders in the above table arise
from taking the Fra¨ısse´ limits of our expanded classes. Note that the semi-
generic case is the only one where a special binary relation was used (in
addition to a linear order).
Completing the list of Ramsey precompact expansions of homogeneous
structures and subsequently computing their universal minimal flows is an
ever continuing undertaking. For example, we have examples of homo-
geneous metric spaces whose Ramsey precompact expansions are still un-
known. In particular from the work of Cherlin in [C13], and related more
closely to the subject of this paper, are classes of metrically homogeneous
graphs, i.e., ones that are homogeneous with respect to the graph metric.
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