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Abstract
This work develops and investigates methods to integrate controllers in the
wind turbine design process and to perform wind turbine optimization. These
techniques can exploit the synergy between wind turbine components and
generate new design solutions.
Two frameworks to perform wind turbine optimization design are presented.
These tools handle workflows to model a wind turbine and to evaluate loads
and performances under specific conditions.
Three approaches to evaluate loads are proposed and integrated in the op-
timization codes. The first method is based on time domain simulations, the
second exploits a linear model to evaluate fatigue damage loads in frequency
domain, and the third allows avoiding resonant conditions that could lead to
excessive fatigue damage. The first technique exploits nonlinear time domain
aeroservoelastic simulations, here computed with HAWC2, and the other two
approaches are based on a high-order aeroservoelastic linear model imple-
mented in HAWCStab2. The limitations and advantages of each method are
illustrated and discussed.
Methods to systematically tune wind turbine controllers are improved and
presented. This work focuses on basic controllers for wind turbine regulation
under normal operation, therefore no controller for load reduction is con-
sidered. The approaches presented are based on a pole-placement technique
and loads minimization. Two methods allow the tuning of the proportional
integral gains of the pitch controller. A third approach, based on time domain
simulations, allows the selection of any controller parameter.
The methods to evaluate loads and the pole-placement technique are then em-
ployed to carry out wind turbine optimization design from an aeroservoelastic
prospective. Several analysis of the NREL 5 MW Reference Wind Turbine
and the DTU 10 MW Reference Wind Turbine are carried out to illustrate
the validity and limitations of these approaches. In some of the test cases, the
method reduces the blade mass and increases the annual energy production.
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Resumé
I dette arbejde er metoder udviklet og undersøgt for at integrere styringer
i vindmølle design processen og til at udføre vindmølleoptimering. Disse
teknikker kan udnytte synergien mellem vindmøllekomponenter og generere
nye designs.
To simuleringsværktøjer til at optimere vindmøller med præsenteres. Disse
værktøjer h˚andterer workflows til at modellere en vindmølle og evaluere be-
lastninger og ydeevne under særlige betingelser.
Tre metoder til at vurdere belastninger foresl˚as og integreres i optimerings-
værktøjerne. Den første metode er baseret p˚a tidsdomæne simuleringer, den
anden udnytter en lineær model til evaluering udmattelses- belastninger i frek-
vens domænet, og den tredje undg˚ar resonans, der kan føre til større udmat-
telsesskader. Den første teknik udnytter ulineære tidsdomæne aeroservoelast-
iske simuleringer, her beregnet med HAWC2, og de to andre fremgangsma˚der
er baseret p˚a en højere-ordens aeroservoelastisk lineær model implementeret
i HAWCStab2. Begrænsninger og fordele ved hver metode er illustreret og
diskuteret.
Metoder til systematisk at tune en vindmøllestyring forbedres og vises. Dette
arbejde fokuserer kun p˚a grundlæggende styringer til vindmølleregulering un-
der normal drift. Metoderne er baseret p˚a pol-placerings teknik og belast-
ninger, der er evalueret i tids- og frekvensdomænet. Pol-placeringen og frek-
vensdomæne metoden tillader tuning af proportional og integral leddene i
forstærkningen af pitch-styringen. Tidsdomæne metoden gør det muligt at
udvælge enhver styrings parameter.
De beskrevne metoder anvendes derefter til at udføre optimeringer p˚a vind-
møller. Flere analyser af NREL 5 MW Reference Wind Turbine og DTU 10
MW reference Wind Turbine udføres for at vise styrkerne og svaghederne ved
hver af disse metoder.
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CHAPTER 1
Introduction
To increase the competitiveness of wind energy, as a source of electricity in the
global market, an ongoing eﬀort has been spent to reduce its cost of energy.
As a result of this, the size of wind turbines has significantly increased in the
last decade, leading to a high level of system complexity.
Despite the large design improvements during the recent years, it is believed,
that new methods and approaches are required to obtain a significant further
enhancements. Therefore, new design techniques are currently under invest-
igation.
A promising method to reduce the cost of energy is the design of wind tur-
bines with a holistic approach. Wind turbines are composed of several diﬀer-
ent subsystems that are traditionally designed independently. This procedure
suggests to design wind turbines as a single comprehensive system, where sev-
eral components are designed at the same time, within the same process. The
method captures and exploits the high interaction between the diﬀerent com-
ponents improving their design within the system. This approach is expected
to generate new design solutions and identify diﬀerent trade-oﬀs in compon-
ents design. As a result of this, a further reduction in the cost of energy should
be achieved.
On modern variable-speed pitch regulated wind turbines, controllers are an
essential part of the system because they are responsible for regulating the
turbine to operate within an operational envelope. Controllers need to be
tuned according to the desired performances of the specific wind turbine.
Diﬀerent tunings can generate significantly diﬀerent wind turbine dynamic
responses and therefore diﬀerent loads on the structure. These dependencies
make the wind turbine and the controller design subject to each other.
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The state-of-the-art design approach consists of few iterations between the ro-
tor design and the tuning of the controller. These processes are performed in
series as two independent design procedures. One reason for this separation is
the diﬀerence in the modeling details needed in aeroelastic design and control
design. The former usually requires a highly detailed description of the struc-
tural and aerodynamic components of the turbine, while the latter is normally
based on low order models to guarantee low computational time. However,
the state-of-the-art design approach can limit the overall wind turbine per-
formance due to the insuﬃcient ability to capture the synergy between the
aeroelastic and the controller systems.
A concurrent design of the rotor and the controller is expected to improve the
design of the two systems leading to a reduction in the cost of energy. With
a holistic approach each change of the rotor design would generate a suited
controller tuning and vice versa, ensuring that the right gains are selected
for each design evaluation. Figure 1.1 gives a schematic representation of
the diﬀerences between the state-of-the-art approach (left side) and the new
holistic approach (right side).
To integrate the controller and the rotor design, methods to systematically
tune the controller are required, and a framework to perform the holistic
optimization design needs to be developed.
Aeroelastic design
Aeroelastic design
Controller tuning
Controller tuning
State-of-the-art design Concurrent design
Figure 1.1: Diagram representing the state-of-the-art design approach with
iterations performed in series (left) and the concurrent design approach (right).
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1.1 Controller design
Wind turbines controllers have been investigated extensively in the last years,
and several controller strategies and algorithms for wind turbine regulations
have been proposed, see for instance Leithead et al. [1], Leith and Leithead [2],
Wright and Fingersh [3], Bottasso and Croce [4], Henriksen et al. [5], and
Bossanyi et al. [6]. Despite the existence of advanced controller strategies,
basic proportional integral (PI) controllers are still the most used.
Once the controller architecture is selected, the controller design consists of
the controller tuning. Tuning a controller means that gains and parameters
of the controller have to be selected to obtain the desired performances.
Tuning of a controller is not a straightforward process due to contrasting res-
ults of the gains. It is always necessary to identify a trade-oﬀ according to the
requirements. For instance, when tuning the pitch controller, a compromise
between tower loads and rotor speed regulation needs to be identified because
an aggressive controller leads to high loads and low rotor speed variations and
a milder controller generates lower tower loads but higher rotor speed oscilla-
tions. Controllers can significantly alter dampings of wind turbine modes, and
a wrong tuning can even lead to instabilities, as shown by Riziotis et al. [7, 8],
Buhl et al. [9], and Markou et al. [10].
Tuning a PI controllers can be performed using several methods, among them
pole-placement technique, tuning by means of optimization procedures, and
trial-and error approaches.
Pole-placement methods have the advantage of being model based, therefore
they are based on a physical system. In these methods, the gains are selected
to set the frequency and damping of the dynamic response of a simplified
model of the controlled system to desired values. However, simplified models
are not always available or easy to obtain.
Øye, in the work by Hansen et al. [11], proposes a single degree of freedom wind
turbine model to perform the pole-placement and therefore tune a controller.
Trial and error approaches require several iterations and can also be very time
consuming depending on the type of the controller and the number of tuning
parameters. To improve the selection of the controller parameters, tuning by
means of numerical optimization has been investigated in previous works.
In the work by Hansen et al. [11] the gains of a classical PI controller are
computed to minimize the standard deviation of the blade root flapwise bend-
ing moment. The load is evaluated with several simulations at diﬀerent mean
wind speeds above rated. In the investigation a reduction of the standard
deviation of the blade root flapwise bending moment up to 2% is achieved.
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Bottasso and Croce [4] describe an approach to perform a goal-oriented op-
timization of the tuning parameters. In their work they describe a possible
coupling between an optimization and an aeroservoelastic software. They also
focus on the multi-objective nature of the tuning problem showing two ap-
proaches, one based on a combined scalar objective function and one based
on a multi-objective Pareto-front optimization.
Ashuri et al. [12] developed a framework to perform concurrent wind turbine
aeroservoelastic design by means of numerical optimization. In the investig-
ation the design variables include controller parameters for diﬀerent opera-
tional regions, blade twist, and servo-motor performances. The quality of the
solutions is evaluated with a scalar cost function that represents the cost of
energy based on annual energy production and fatigue loads computed with
time-domain aeroelastic simulations.
1.2 Wind turbine optimization design
The first relevant works on wind turbine optimization design are described by
Fuglsang [13], Selig and Coverstone-Carrol [14], and Fuglsang and Madsen [15].
Further developments of the first generation approaches can be found in Fugls-
ang and Madsen [16] and Fuglsang and Thomsen [17]. In this method, the
blade shape design is addressed taking into account aerodynamic calculations,
structural calculations, time-domain aeroelastic calculations, extreme loads
calculation, and estimation of aerodynamic noise. To reduce the computa-
tional eﬀort, a semi-empirical method to compute the gradients and a wind
turbine model with 20 degrees of freedom is used. The method shows relev-
ant reductions in the cost of energy, even if it relies on simple models and
assumptions. In a test case, the cost of energy of a 1.5 MW stall regulated
wind turbine is reduced.
Fuglsang et al. [18] developed a method for site-specific wind turbine design.
The method is based on time domain aeroelastic simulations. To limit the
computational time, the number of load cases and the simulation length are
reduced. The reduction of the cases is performed selecting only those sim-
ulations that generate design-driving loads. A check on the simulations to
consider, among a larger set, is performed every five iterations.
Bottasso et al. [19] present a design framework that includes aerodynamic and
detailed structural design. The method assumes that the wind turbine aer-
oelastic loads do not change significantly for small changes in the structural
design. This assumption allows to split the aeroelastic load evaluation and the
structural optimization in two nested design loops, and thereby to avoid the
computation of the aeroelastic loads for each structural parameter variation.
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The method can therefore evaluate a large set of design load cases without
compromising significantly the computational time. Bottasso et al. [20] ap-
ply the design method from the previous work to perform a parametric in-
vestigation where they identify a trade-oﬀ between active and passive load
control. This work gives a first and clear idea of the potential of concurrent
aeroservoelastic design.
Ashuri et al. [21] present a framework that can address aerodynamic and struc-
tural design. The method is based on a multidisciplinary feasible architecture
that couples diﬀerent tools. The framework does not include any nested design
loop or model simplification, therefore, to contain the computational time, the
number of load cases evaluated is limited to 72 simulations. The cases include
normal operation and extreme conditions. The method uses 14 parallel com-
putational nodes to speed up the computation. The controller tuning is not
included in the work.
Merz et al. [22] developed a method to perform fast computation based on
frequency domain load calculations, for stall-regulated wind turbines. Their
work focuses on the aerodynamic modeling and the linearization of the dy-
namic stall model. The rotating turbulence power spectra are computed from
Fourier transformations of analytical correlation functions. Deterministic con-
tributions, e.g. wind shear and tower shadow, are added afterwards to the
spectra as spikes at the multiple frequencies of the rotational speed frequency.
The structural model, used for the analysis, is composed of an isolated blade
rigidly mounted at the root and rotating at a fixed rotational speed. The Dir-
lik’s method is then used to estimate the fatigue damage based on the power
spectra. The method presented by Merz is then used in [23, 24] to design
three diﬀerent multi-megawatt stall-regulated wind turbines. The assumptions
made in the model allow to estimate loads only on one blade. Furthermore,
the model cannot handle variations in the rotational speed, torsional deform-
ations, large blade deflections, controller dynamic and interactions between
the wind turbine components.
Fischer et al. [25] presents a framework to perform aerodynamic and structural
blade design. The tool parametrizes the airfoils that are evaluated with a panel
code. Loads are then retrieved with a Blade Element Momentum code and
fed into a structural code to estimate blade mass and stiﬀness. No structural
deflections are considered. A Multi-Objective Tabu Search is used to solve an
optimization problem with 16 design variables.
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1.3 Scope and outline
The scope of the investigation is to develop methods to integrate the con-
troller into the wind turbine design and hence overcome the limitations of the
serial state-of-the-art design approach. The focus is on developing tools to per-
form wind turbine optimization design suitable for concurrent aeroservoelastic
design and to demonstrate the potential of these new methods in reducing the
cost of energy.
The contributions of this work can be divided into:
• development of optimization frameworks to perform concurrent design;
• development of methods to estimate wind turbine loads tailored to op-
timization design applications;
• extension of techniques to systematically tune wind turbine controllers;
• analysis of wind turbine response in open and closed loop.
The controller used in the investigation is based on a classical algorithm, there-
fore, no advanced controllers or controllers for load mitigation are addressed
in this dissertation. However, some of the methods developed can be directly
applied to any type of controller without significant changes.
The definition of an accurate cost function is outside the scope of this project.
Diﬀerent cost functions have been used during the project depending on the
application and the information available at that moment. The connection
between these models and the actual cost of energy has not been established.
For this reason, the test cases that are illustrated later in the dissertation do
not, as such, result in a new design, but they aim at showing the potential
and capabilities of these design techniques. Furthermore, when results from
optimizations are presented, no emphasis is put on the optimization paramet-
ers, algorithm, and exit criteria because the intention is to focus more on the
method than the result itself.
Two optimization frameworks have been developed to interconnect diﬀerent
tools that model the wind turbine and allow loads evaluations. The first
framework is implemented in Matlab and the second in OpenMDAO, a py-
thon based tool. Chapter 2 introduces these frameworks, the aeroservoelastic
models, and the wind turbine models used in the investigation.
Three techniques to estimate wind turbine loads have been investigated and
integrated in the optimization frameworks, described in Chapter 3, one based
on time domain simulations, one on frequency domain response, and one on
modal analysis considerations. These techniques can all be used for prelim-
inary design, and their applications are presented with diﬀerent design test
cases.
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Chapter 4 introduces methods to systematically tune a wind turbine control-
ler. In this chapter, a model based method to tune the wind turbine controller
is extended to improve the placement of the pole associated with the dynamic
response of the wind turbine controller for regulation above rated. Moreover,
two numerical techniques to tune the controller are discussed.
Chapter 5 gives a series of test cases, where the diﬀerent methods implemented
and described in the previous chapters are applied to perform wind turbine
optimization design.
Finally, Chapter 6 summarizes the conclusions and findings of this work and
suggests topics for possible future investigations.

CHAPTER 2
Simulation Environments and
Models
This chapter introduces the simulation environments and the wind turbine
models used in the dissertation.
Two in-house environments for wind turbine simulations are used throughout
the whole project, HAWCStab2 and HAWC2. The first code is employed
for linear analysis, the latter for nonlinear load evaluation. Two diﬀerent
frameworks are used to perform optimization. The frameworks have been
developed at diﬀerent stages of the project, and therefore they appear in
diﬀerent articles that are part of the dissertation.
Several wind turbine are applied for the numerical simulations. The most
used models are the NREL 5MW Reference Wind Turbine and the DTU
Wind Energy 10MW Reference Wind Turbine. Only in article [Article I]
diﬀerent models, than the two just mentioned, are used. These models are
not described in this chapter.
2.1 Linear model
The linear high-order aeroservoelastic model implemented in HAWCStab2 [26]
(Horizontal Axis Wind turbine Code for Stability analysis, 2nd generation)
is used to retrieve steady-state parameters and linearized models of the wind
turbine. HAWCStab2 is an improved version of HAWCStab [27] with diﬀerent
kinematics. A detailed description is provided by Hansen [28].
The model is based on an analytical linearization of a linear finite element
beam model in a nonlinear corotational formulation. The wind turbine model
11
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is composed by diﬀerent bodies. Each body is an assembly of Timoshenko
beam elements with six degrees-of-freedom at each node. Pitch and shaft
bearings are included with frictionless bearing.
The structural model is coupled with an unsteady blade element momentum
model of the blade aerodynamics. The aerodynamic model considers shed vor-
ticity and dynamic stall. A model of the dynamic inflow has been added by
fellow PhD student Georg Pirrung during the course of the project. The dy-
namic inflow is therefore included in the manuscripts [Article II], [Article IV],
[Article VII], and [Report I], while in [Article I] frozen wake is assumed.
The analytical linearization is performed around steady-state conditions. The
steady states are obtained to balance elastic, aerodynamic, and inertial forces.
This computation does not include gravitational forces nor flexible tower and
shaft. In the computation of the steady states, the multi-body formulation
allows to capture nonlinear eﬀects due to large deflections and rotations.
A linearized model of the controller, described in Section 2.4, is given in [Art-
icle II].
An extensive validation and analysis of the open-loop performances of the tool
without dynamic inflow are provided by Sønderby and Hansen [29].
A validation of the performances in closed-loop are shown in [Article II] and
[Article IV].
2.2 Nonlinear model
The nonlinear aeroservoelastic model implemented in HAWC2 [30] (Horizontal
Axis Wind turbine Code, 2nd generation) is used for calculating the wind
turbine response in time domain. The code couples a structural model, an
aerodynamic model, and a controller system.
The structural part is based on a multi-body formulation. The wind turbine
model is composed of bodies connected by constraints. Each body is an as-
sembly of Timoshenko beam elements [31], with six degrees-of-freedom at each
node. The deformations of the elements are obtained, with respect to a local
reference system, with the linear assumption of small deflections and rota-
tions. This general formulation allows to account for nonlinear eﬀects from
large deflections and rotations.
The aerodynamic model is based on the blade element momentum theory. The
unsteady aerodynamic forces and moments are computed using 2D models.
The aerodynamic model is extended to handle dynamic inflow, dynamic stall,
skew inflow, and shear eﬀects on the induction [32, 33].
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The controller system is included through a DLL (Dynamic Link Library).
The controller used throughout the project is described in Section 2.4.
Extensive validations of the code are presented in [34–38].
The three-dimensional Mann turbulence model [39] is used in all the simula-
tions with turbulent wind.
A manual of the code can be found in [40].
2.3 Optimization framework
During the course of the project two diﬀerent optimization frameworks have
been developed and used.
The frameworks handle all the required operations in the optimization work-
flow to compute the cost function and constraint outputs for given design para-
meters. The frameworks interact with diﬀerent codes, connects their inputs
and outputs, and perform pre and post-processing operations. The frame-
works are then connected to optimization algorithms to perform the actual
optimization.
In the following sections the two frameworks are briefly described.
Matlab framework
A first framework was developed using the numerical computing environment
Matlab [41] and its optimization toolbox. The framework combines a set of
functions to write HAWC2 input files, launch the simulations on a cluster, read
the logfiles for errors, read the results files, and perform the post-processing
to compute the cost function and the constraints.
The development and use of this framework stopped approximately one year
and five months after the beginning of the project. At that stage, the focus
shifted to a new framework more flexible and also employed in other projects
in the DTU Wind Energy Department.
The Matlab framework is employed and described in [Article III] and [Art-
icle VI].
OpenMDAO framework
Approximately one year and a half after the beginning of the project, a new
framework started to be developed. This second framework is based on the
open-source tool OpenMDAO (Open-source Multidisciplinary Design, Ana-
lysis, and Optimization framework) [42–45]. The reason of the change of
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platform is mainly found in the more flexible and versatile environment. Fur-
thermore, the development of the framework was already ongoing in other
projects in the Wind Energy Department at DTU.
OpenMDAO is based on Python and it provides an interface and tools to help
setting up MDAO problems. It handles the definition of the optimization
problem, workflow, dataflow, and parallelization of simulation cases.
OpenMDAO has an interface to PyOpt [46, 47] which has wrappers for several
optimization algorithms. The gradient-based sequential quadratic program-
ming optimizer SNOPT [48, 49] is used in all the investigations with this
framework.
The contribution to the OpenMDAO framework has been carried out devel-
oping an OpenMDAO plug-in. The plug-in is able to handle the input/output
interface to HAWCStab2 and HAWC2.
Within the department several other plug-ins have been developed to connect
other softwares to the framework, among them BECAS [50–52] and a pre-
processor tool to parametrize the blade design. BECAS is a finite element
cross sectional tool used to predict the structural and mass properties and to
retrieve stresses along the blades. BECAS is used in [Article VII].
The framework can run on the clusters available at the DTU Wind Energy
Department.
This framework is used and described more in detail in [Article VII] and
[Report I].
2.4 Controller
The Basic DTU Wind Energy controller [53] is used to regulate the turbine
in the nonlinear time domain simulations.
The controller is meant for variable-speed pitch regulated wind turbines. It
comprehends basic regulation capabilities, switching functions between the
diﬀerent operational regions, and start-up and shut-down procedures.
The regulation is divided into three diﬀerent strategies: variable speed and
variable torque, constant speed and variable torque, and constant speed and
constant power or torque. The first strategy is used in Region 2, the second in
Region 1 and 3, and the third in Region 4. Figure 2.1 shows the four diﬀerent
operational regions of the NREL 5MW Reference Wind Turbine [54]. The
figure illustrates also the steady-state pitch angle, rotor speed, and power.
The following sections introduce the controllers used to regulate the turbine
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Figure 2.1: Operational regions of the NREL 5 MW Reference Wind Turbine.
Region 1 (R1), Region 2 (R2), Region 3 (R3), and Region 4 (R4).
according to the diﬀerent strategies. The techniques of switching between
regions are not described. A detailed description of these techniques can be
found in the report [53].
Variable speed, variable torque
The pitch is kept constant at the angle β∗ and the generator torque is used to
regulate the rotational speed Ω to track a constant tip-speed-ratio. The value
of the torque is set to
Qref = kΩ2 (2.1)
to balance the aerodynamic torque. The constant k is a parameter that needs
to be tuned to obtain the desired tip-speed-ratio.
Constant speed, variable torque
When the wind turbine is operating at the minimum rotor speed (Ωmin) or
rated ΩR, the controller keeps the rotational speed constant. In the Basic
DTU Wind Energy controller, the regulation is performed with a proportional
integral (PI) controller on the generator torque while the blade pitch is kept
constant. The reference torque is set as
Qref = kQp (Ωf − Ωset) + kQi
∫ t
0
(Ωf (τ)− Ωset)dτ (2.2)
Ωf is a low-pass second order filtered rotational speed, Ωset is either the min-
imum rotor speed or the rated speed rotor speed ΩR, kQp and k
Q
i are the
proportional and the integral gains of the rotor speed error PI feedback.
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Constant speed, constant power
When the power reaches the rated value, the controller has to guarantee con-
stant power and constant rotational speed. This regulation is obtained with
a PI controller on the pitch angle
βref =kβp,Ωηk(Ωf − ΩR) + kβp,P ηk(Pref − PR)+ (2.3)
+ ηk
∫ t
0
[kβi,Ω(Ωf − ΩR) + kβi,P (Pref − PR)]dτ (2.4)
βref is the reference pitch, kβp,Ω and k
β
i,Ω are the proportional and integral gains
for the rotor speed error feedback, and ηk is a gain scheduling factor. In the
pitch controller there are also a proportional and an integral term depending
on the error between the reference power and the rated power, Pref and PR.
These terms are introduced to improve the transition between the diﬀerent
regions. The power reference is obtained multiplying the reference torque with
the unfiltered rotor speed. The two integral terms share a saturated integrator
ensuring minimum pitch in the variable speed region and a fast action when
the power is increasing.
The measured rotor speed is also filtered with a second-order band stop filter
to remove the contents at the drivetrain mode frequency.
2.5 NREL 5MW Reference Wind Turbine
The analyses presented in [Article II], [Article III], [Article IV], [Article V],
and [Article VI] are performed with the NREL 5MW Reference Wind Turbine
(RWT). The conceptual design has been carried out at the National Renew-
able Energies Laboratories, Golden USA, and it is available in the report by
Jonkman et al. [54]. The turbine is a variable-speed pitch regulated with a
three-bladed upwind rotor. It has 5MW rated power, a rated rotational speed
of 12.1 rpm, a rotor diameter of 126m, and a hub height of 90m. In the entire
project, the model is used in the on-shore configuration.
2.6 DTU 10MW Reference Wind Turbine
The analyses presented in [Article VII] and [Report I] are performed with the
DTU 10MWReferenceWind Turbine. The design is presented by Bak et al. [55,
56], and the model can be downloaded at [57]. The turbine is variable-
speed pitch regulated with a three-bladed upwind rotor. It has a rated power
of 10MW, a rated rotational speed of 9.6 rpm, a rotor diameter of 178.3m, a
prebend of 3m, and a hub height of 119m. In the entire project, the model is
used in the on-shore configuration.
CHAPTER 3
Loads Estimation Methods
The estimation of the loads level is an essential part in a wind turbine design
process. Loads are required to verify the solidity and robustness of a designed
structure during its entire operational life and to estimate if the turbine can
operate within the desired load envelope. Loads can therefore be a direct
indication of the performance and quality of a new design.
This chapter introduces methods to estimate loads on a wind turbine for
preliminary design. Applications of these techniques are given in the following
two chapters.
Three methods are introduced: the first approach evaluates the loads based on
time domain simulations, the second estimates fatigue loads based on power
spectral densities, which is in the frequency domain, and the third method
allows to estimate loads from general considerations on the dynamic response
based on the modal properties of the wind turbine.
The methods have very diﬀerent levels of accuracy, but they all can be ex-
ploited in wind turbine design procedures.
3.1 Time domain method
Nonlinear time domain aeroservoelastic simulations are certainly the most
accurate tool to estimate loads on a wind turbine. From post-processing of the
simulated time series, parameters can be extracted and used as part of a cost
function and constraints. When this technique is used in a design procedure,
the quality of the final design depends only on the representativeness of the
simulations of the wind turbine life-time conditions. Theoretically, if the set
of simulations that is used in the design procedure represents and describe
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any possible event and load condition, the design obtained satisfies all the
requirements. On the other hand, a small set of simulated cases leads to a
solution that needs to be verified and eventually modified, since the loads that
the wind turbine will experience during its life are not fully considered during
the design. A large set of simulations needs to be accounted for to obtain
a reliable and robust design but, since aeroservoelastic simulations are time
consuming, a trade-oﬀ between accuracy and computational time has to be
selected by the designer.
When a set of simulations is selected, the nonlinear nature of aeroservoelastic
models, combined with the stochastic wind input due to turbulence, can lead
to numerical problems in the optimization. When a gradient based algorithm
is used, each design parameter is perturbed to identify its eﬀect on the cost
function. However, when turbulent wind simulations are performed, the loads
highly depend on the selected set of turbulence seeds. Therefore, when the
gradients are computed, it is impossible to distinguish between the eﬀects
of the parameter variation on the loads and the eﬀects due to a diﬀerent
wind hitting the turbine. Even when the same turbulence boxes are used, a
change in a design parameter leads to a diﬀerent response of the turbine that,
therefore, experiences a diﬀerent wind. This issue can be overcome increasing
the number of simulations cases at the price of a higher computational time.
Figure 3.1 and Figure 3.2 show the dependency of blade root flapwise bending
moment and of the tower base longitudinal bending moment on the number of
turbulent seeds for the NREL 5MW RWT. The dependency is estimated in-
creasing the number of turbulence seeds used for the loads evaluation from 1 to
20, and repeating the load evaluation using 5 diﬀerent turbulence realizations.
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Figure 3.1: Dependency of blade root flapwise bending moment on the num-
ber of turbulent seeds. Comparison of damage equivalent load (DEL) and
standard deviation (STD).
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Figure 3.2: Dependency of tower base longitudinal bending moment on the
number of turbulent seeds. Comparison of damage equivalent load (DEL) and
standard deviation (STD).
Each marker, therefore, represents a load evaluated from a set of simulations
with a defined number of turbulent seeds. The parameters analyzed are the
damage equivalent load (DEL) and standard deviation (STD). The plots show
that even with a high number of turbulence seeds, the dependency of the para-
meters, on the set of wind realizations used in the simulations, is still high. At
the blade root and tower base, when using 20 turbulence seeds the scatter of
the loads is about ±3% . This means that even with 20 turbulence seeds the
wind is not fully described and the loads depend on the set of seeds selected.
Figure 3.3 and Figure 3.4 show the dependency of loads variations on the
number of turbulence seeds due to a change in the controller tuning. The
comparison is performed on the damage equivalent load and standard devi-
ation of the tower base longitudinal bending moment and on the rotor speed
standard deviation. The variations of the loads are important because they
give an estimation of the numerical gradients computed by the optimization
algorithm. Also in this case, the scatter of the estimated parameters is high
even with 20 turbulence seeds. At the tower base, for the case investigated,
at least nine turbulence seeds need to be used to understand if the control-
ler tuning change leads to an increase or decrease of loads. The variations
of the rotor speed standard deviation are more consistent because even with
few seeds it is clear that the change in the tuning leads to an increase in the
parameter. On the other hand, the amplitude of the variation is not estimated
with precision even with a high number of turbulence seeds.
In conclusion, time domain method to estimate loads has the advantage of
being accurate but only when a significantly large set of simulations is con-
sidered for the loads estimation. Such large set can be impractical for large
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Figure 3.3: Dependency on the number of turbulent seeds of tower base
longitudinal bending moment variations due to a change in the controller
tuning. Wind speed of 15m/s. Comparison of damage equivalent load (DEL)
and standard deviation (STD).
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Figure 3.4: Dependency on the number of turbulent seeds of the rotor speed
standard deviation variations due to a change in the controller tuning. Wind
speed of 15m/s.
optimization design applications.
The detailed investigation on the eﬀects of the number of turbulent seeds on
wind turbine loads and the loads gradients are given in [Article V].
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3.2 Frequency domain method
This section introduces a method to evaluate fatigue loads in frequency do-
main. The approach has been developed and implemented to obtain a faster
method to evaluate fatigue loads than time domain simulations. This tech-
nique enables the evaluation of the fatigue loads for each design variable change
allowing a better exploitation of wind turbine components synergies.
Fatigue analysis is an essential part of the design process. In a preliminary
design procedure, the fatigue estimation can be evaluated in the frequency
domain so that time domain simulations are avoided. Spectral methods can be
used to estimate the fatigue damage from the power spectral density (PSD) of
a wind turbine. Analyses in the frequency domain are generally faster than in
the time domain and, therefore, preferable when a large number of evaluations
are required. This procedure cannot completely substitute completely time
domain analysis but it can be exploited to obtain overall load variations more
eﬃciently.
In [Article II] a method to evaluate wind turbine fatigue damage in the fre-
quency domain is described in detail, and it is validated against time do-
main rainflow-counting. The method exploits a high-order wind turbine linear
model to compute the PSD of the response of wind turbine sensors, and it
uses a spectral method to estimate the fatigue damage from the PSD.
Figure 3.5 shows a diagram of the workflow to compute the PSD of a load
sensor, starting from the wind sampling and the linear wind turbine system
equations, given by the state-space system matrices Aase,Base, Case,Dase.
First, the wind input, Uw(ω), has to be obtained. Throughout the project,
the wind input is computed from sampling of results from time-domain simu-
lations, uw,bf , and Fourier transformation. From the linearized wind turbine
system equations, the transfer function of the closed-loop model needs to be
evaluated as Hase(ω). Joining the wind input and the wind turbine trans-
fer functions, the turbine response is obtained in the ground-fixed reference
frame, Ygf (ω). If a signal on the blades is required, a transformation in
the frequency-domain, B(ω), must be performed to transform a signal in the
blade-fixed reference frame. The PSD of any wind turbine output is then
computed and used to estimate the fatigue damage by the spectral method
presented by Benasciutti and Tovo [58, 59].
The wind input time series depend on the wind turbine model only for the
rotational speed and the position of the aerodynamic sections along the blade.
Therefore, in an optimization design procedure, the wind sampling and the
computation of the wind input can be performed only once, at the beginning.
Alternatively, if a model of the wind turbulence in the rotating frame is used,
e.g. as shown by [60, 61], the wind sampling can be skipped and the PSD of
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Figure 3.5: Block diagram of the workflow to compute the PSD of the output
starting from the linear system equations and the sampled wind.
the wind input can be directly obtained.
3.3 Indirect method based on modal analysis
Rough estimations on the load level experienced by a wind turbine during nor-
mal operation can be obtained by looking at results of modal analysis. Wind
turbine aeroelastic frequencies and dampings, retrieved with modal analysis,
are generally correlated with fatigue loads through the wind turbine dynamic
response. The damping of a mode aﬀects the amplitude of the response at
that mode frequency, hence, an analysis of the damping variations during the
design can give a first indication on the fatigue loading. Constraining the min-
imum value of the wind turbine aeroelastic damping can be a fast approach
to avoid an increase in the fatigue loads and to ensure that the design does
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not have unstable modes at the design operational points. Furthermore, the
knowledge of the position of the wind turbine aeroelastic frequencies can be
exploited to avoid resonance problems of low damped modes that lead to high
fatigue damage. The analysis of resonances is a critical aspect in wind turbine
design, and therefore, constraints that avoid low damped mode frequencies to
coincide with external excitation frequencies should always be accounted for.
Wind turbine resonant frequencies
A numerical analysis of the wind turbine response to an artificial external
excitation gives an overview of the critical frequencies, where no resonance
should be present. This section presents results of an investigation performed
on a multi-megawatt wind turbine.
Two types of excitations placed at the blade tip are considered to simply
represent real-life conditions: one acting in a global reference system and one
in a local reference system. The former excitation moves with the blade,
and it is always aligned with the ground. This force can be related to wind
turbine excitations such as those generated by gravity, large scale turbulence,
and wakes. The force acting in the local reference frame does not change
orientation as seen from the blade, hence it changes orientation with respect
to the ground. This excitation can be associated with excitations due to small
scale turbulence and distributed actuators on the blades, e.g. trailing edge
flaps.
Figure 3.6 shows the amplitude of the tower base lateral bending moment
due to a harmonic external excitation placed at the blade tip and acting in a
lateral direction in the global reference system. This type of excitation leads
to a high response at the frequencies of the wind turbine modes (first lateral
tower model and first blade edgewise forward and backward whirling modes),
and it does not directly excite the blade edgewise mode.
Figure 3.7 shows the amplitude of the tower base lateral bending moment
due to a harmonic external excitation placed at the blade tip and acting in
a lateral direction in the local reference system. In this second case, the
frequencies that lead to the highest response are not those associated with
the wind turbine modes but they are shifted by ±1P (with P equals to the
rotational frequency) from the wind turbine modes frequencies. This external
excitation can, therefore, directly excite the blade edgewise frequency and
reflection about the first tower lateral mode frequency.
Since an excitation during operation is a combination of the global and local
excitations, a general design recommendation is to place the edgewise fre-
quency at standstill at 3.5, 4.5, ..., N.5 P which ensures the smallest risk of
resonance of any of the edgewise modes and edgewise whirling modes, and
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Figure 3.6: Amplitude of tower base lateral bending moment due to a har-
monic external excitation of varying frequency placed at the blade tip and act-
ing in the lateral direction in the global reference system. Wind speed: 10m/s
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Figure 3.7: Amplitude of tower base lateral bending moment due to a har-
monic external excitation of varying frequency placed at the blade tip and act-
ing in the lateral direction in the local reference system. Wind speed: 10m/s
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leads to the lowest response level.
In [Article I] a detailed investigation of wind turbine resonance conditions is
presented.
3.4 Remarks
In this chapter three diﬀerent methods to estimate loads have been presented
and discussed. Remarks about each method and their possible role within an
optimization design procedure can be summarized as:
• Time domain method:
1. Long time simulations are required;
2. Used for all kind of loads: ultimate and fatigue;
3. Requires a large amount of simulations to avoid uncertainty of res-
ults (even with 20 seeds for each wind speed the loads are not
precisely estimated and gradients can be incorrect);
4. Not recommended for inner loops of an optimization, where the
cost function is evaluated at each parameter variation;
5. Can be used in outer loops of an optimization to verify the design
and update constraints.
• Frequency domain method:
1. Faster than time domain;
2. It predicts only fatigue loads;
3. Wind spectra can be computed in the preprocessor of the optimiza-
tion, so high detailed representation of the wind is obtained without
compromising computational time;
4. It is based on a linear model, so loads due to nonlinearities are not
captured;
5. Can be used in an inner loop of an optimization.
• Modal analysis method:
1. Very fast, especially when a linear model is already available in the
workflow;
2. Gives indications on designs that could lead to high fatigue loads;
3. It is not a direct indication of the loads, so the final design needs
to be verified;
4. The estimation does not depend on the wind conditions;
5. Highly recommended to avoid resonant conditions and unstable
modes.

CHAPTER 4
Automatic Controller Tuning
This chapter presents three diﬀerent methods to perform automatic controller
tuning.
Controller tuning is a first step towards the integration of controller and rotor
designs. When a controller is tuned, the dynamic of the controller is modified
such that the response of the wind turbine system achieves the desired beha-
vior. A tuning highly depends on the wind turbine dynamic properties, and
it needs to be set accordingly. Therefore, there is a strong bond between a
controller tuning and a specific wind turbine design.
An automatic controller tuning procedure has the advantage of allowing de-
signers not to perform time consuming manual iterations. Furthermore, an
automatic approach can be connected to a framework that performs rotor
design, hence leading to the integration of controllers into the wind turbine
design.
Three methods are presented here, a model based method for the tuning of
the PI pitch controller, a time domain method for the tuning of any controller
parameter, and a frequency based method to tune the gains of the PI pitch
controller.
4.1 Model based method
In the model based method presented here, the controller tuning is chosen
to obtain a desired dynamic response of a simplified model of the controlled
wind turbine. The dynamic response is imposed by selecting target values
of the frequency and damping of the mode associated with the controller,
the regulator mode. To retrieve the frequency and damping of the regulator
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mode, a linearized model of a wind turbine is used. Depending on the order of
the wind turbine model, diﬀerent tunings can be achieved due to the diﬀerent
model dynamics. When a very simple model is used, an analytical formulation
can be derived to obtain the gains, while with a high-order model numerical
optimization has to be used.
In this dissertation the dynamic of the controller is selected to be uniform
throughout all the operational region. Hence, the same frequency and damp-
ing are required at all wind speeds above rated wind speed. The reason or
this choice is to obtain a consistent controller response. However, diﬀerent
strategies could also be investigated.
Model based techniques have the advantage of allowing fast tuning with a
physical perception of the problem, but they require the selection of certain
parameters a priori. In the cases investigated here, the aimed dynamic of
the regulator mode has been selected arbitrarily based on experience and not
on loads considerations. Furthermore, the model used for the tuning does
not contain all the parameters required by the nonlinear implementation of
the Basic DTU Wind Energy controller, therefore these parameters cannot be
tuned with this approach.
In the following sections two approaches are described. These two methods
diﬀer in the order of the model used for the tuning. These techniques are
employed to tune the PI pitch controller of the Basic DTU Wind Energy
controller.
Simplified model
The method that is presented here is an extension of a pole-placement method
first developed by Øye [11] and improved by Hansen [62].
The original method consists of a pole-placement technique of the solid-body
rotation of the wind turbine rotor. The wind turbine is modeled with a lin-
ear system where the only degree of freedom is the rotation of the rotor. All
the structural components are therefore assumed rigid and the aerodynamic
steady. This simplified model has two external torques acting on it, the aero-
dynamic torque Q and the generator torque Qg. When operating above rated
wind speed the aerodynamic torque is a function of the wind speed V , the
rotor speed Ω, and the pitch angle θ. The pitch angle can be expressed as
a function of the rotor speed variation and its integral, ϕ˙ and ϕ respectively.
This simplified controller model neglects the eﬀects due to possible filters on
the measured rotor speed. Substituting the pitch angle expression into the
wind turbine simplified model, the formulation of the wind turbine in closed-
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loop formulation is obtained as
Iϕ¨+
(∂Qg
∂Ω −
∂Q
∂Ω − kP
∂Q
∂θ
)
ϕ˙− kI ∂Q
∂θ
ϕ = 0. (4.1)
I is the total drivetrain inertia including rotor, shaft, gearbox and generator
and kP and kI are the PI controller gains including the gain-scheduling factor.
The pole-placement method consists of selecting the controller gains kI and kP
such that the eigenvalues of the system in Equation (4.1) have frequency and
damping decided a priori. The aerodynamic gain ∂Q
∂θ
and the aerodynamic
damping ∂Q
∂Ω change in the operational region, therefore a parametrization
of the gains is required to obtain the same pole-placement at the diﬀerent
wind speeds. The parametrization is called gain-scheduling. In the original
work by Øye the gain-scheduling is a polynomial function of the pitch angle
and the coeﬃcients of the polynomial are obtained with a linear fitting of the
aerodynamic gain. Later, Hansen [28] suggested to perform a quadratic fitting
to better capture the changes of the aerodynamic characteristics. However, in
both works the eﬀects of the aerodynamic damping ∂Q
∂Ω are neglected.
The new suggested method includes also the eﬀects of the aerodynamic damp-
ing ∂Q
∂Ω. The inclusion of this parameter leads to a new formulation of the
gain-scheduling. This method is described and presented in details in [Art-
icle IV].
The new gain-scheduling technique has been implemented in the Basic DTU
Wind Energy controller and in its linearization in HAWCStab2. In [Article IV]
the two implementations are compared analyzing time domain responses due
to step changes in the wind speed on high-order models, with gains obtained
with the simplified model. Furthermore, the article contains an analysis of the
frequencies and dampings of the placed regulator mode. The analysis shows
that the interaction with other wind turbine components and the more com-
plex dynamics of a high order model lead to a diﬀerent frequency and damping
compared to the desired one. Generally, the damping of the regulator mode is
significantly lower than expected. The filter on the measured rotational speed
plays a major role in the reduction of the damping of the regulator mode when
the filter frequency is too low.
Figure 4.1 shows the damped natural frequency and the damping ratio of
the rotor speed regulator mode of the NREL 5MW RWT when tuned using
three diﬀerent gain-scheduling. The techniques illustrated are the linear ap-
proach suggested by Øye [11] (Lin.), the quadratic improvement suggested by
Hansen [62] (Quad.), and the new method (Quad.+Damp.). In this invest-
igation the dynamic inflow model is not included. The plots show that the
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Figure 4.1: Damped natural frequency and damping ratio of the rotor speed
regulator mode using a high-order model of the wind turbine. Comparison of
the linear approach suggested by Øye [11] (Lin.), the quadratic improvement
suggested by Hansen [62] (Quad.), and the new method (Quad.+Damp.).
frequency and dampings of the regulator mode are not constant throughout the
operational region. However, the location of the frequency of Quad.+Damp.
is significantly improved compared to the two other methods. Therefore, in
this case, the position of the regulator mode frequency is closer to the one
required by the designer with the pole-placement. On the other hand, the val-
ues of the damping ratio are still considerably lower than required, especially
at low wind speeds.
High-order model
When a high-order model is used for the pole-placement technique, numer-
ical optimization is required to solve the problem because a closed analytical
formulation that links the gains and the frequencies and dampings cannot be
obtained. This method can be applied with the same approach to any diﬀerent
level of model order.
The optimization problem is defined as a minimization of the error between
the actual regulator mode frequency and damping and the target ones. The
design variables are the normalized controller gains.
[Report I] describes this method in detail, and it presents results on four
diﬀerent models with increasing order. The models are all based on the DTU
Wind Energy 10MW RWT. The diﬀerent models are used to obtain the tuning
within the optimization procedure, and the final tuning is then evaluated on
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a linear full high-order model. The models investigated are:
SDOF single degree of freedom or two states model of the rigid rotor rotation
as described by Øye [11];
Model 1 twelve states model including: the rigid rotor rotation, the second-
order low pass filter on the rotor speed feedback, the second order band
stop filter on the drivetrain frequency, and three second order models of
the pitch actuators;
Model 2 same as Model 1 with the addition of degrees of freedom for blade
flexibility;
Model 3 same as Model 2 with the addition of state variables for the un-
steady blade aerodynamics;
Model 4 same as Model 3 with the addition of state variables for dynamic
inflow.
All the gains are computed numerically, except for SDOF model.
Figure 4.2 and Figure 4.3 show the frequency and damping of the regulator
mode of the full high-order model obtained with the diﬀerent tunings. The
figure includes the results of models SDOF, Model 1, Model 2, Model 3, and
Model 4. Despite the increasing order, none of the models achieves perform-
ances that are uniform throughout the operational region. The reason of these
poor performances rely partially on the inability of the gain-scheduling to fit
10 12 14 16 18 20 22 24 26
Wind Speed [m/s]
0.02
0.04
0.06
0.08
0.10
D
am
p
ed
fr
eq
u
en
cy
[H
z]
SDOF
Model 1
Model 2
Model 3
Model 4
Figure 4.2: Regulator mode damped frequency of the full high-order model.
Comparison between the tuning obtained with models SDOF (rigid turbine),
Model 1 (rigid turbine and filters), Model 2 (filters and flexible rotor), Model 3
(filters, flexible rotor, and unsteady aerodynamic), andModel 4 (filters, flexible
rotor, unsteady aerodynamic, and dynamic inflow).
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Figure 4.3: Regulator mode damping ratio of the full high-order model. Com-
parison between the tuning obtained with models SDOF (rigid turbine),Model
1 (rigid turbine and filters), Model 2 (filters and flexible rotor), Model 3 (fil-
ters, flexible rotor, and unsteady aerodynamic), and Model 4 (filters, flexible
rotor, unsteady aerodynamic, and dynamic inflow).
the changes in the aeroelastic characteristics of the wind turbine and on the
diﬀerences that each of the model has compared to the full high-order model.
The pole-placement technique with the model that includes also the rotor
speed filter improves the placement of the pole compared to SDOF since the
minimum damping ratio incraeses. Furthermore, this model does not com-
promise the computational time since the model is still fairly small.
From the investigation in [Report I], it appears that the dynamic inflow model,
highly interacts with the regulator mode, aﬀecting significantly the controller
frequency and damping. Furthermore, if the dynamic inflow model is included
in the tuning procedure, as for Model 4, the identification of the regulator
mode among all the aeroservoelastic modes becomes non-trivial. Further ef-
fort should be spent to better understand the dynamics of the controller and
dynamic inflow interaction and, therefore, better exploit this tuning technique.
4.2 Time domain method
This section presents a method to tune a controller based on load estimations
from time domain simulations. This approach is subject to the considerations
and limitations due to the uncertainty of the results, stated in Section 3.1.
With an optimization framework a cost function based on wind turbine loads
and annual energy production is minimized with respect to controller tuning
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Figure 4.4: Work-flow diagram of the numerical optimization procedure.
parameters. The method is described in detail in [Article III].
Figure 4.4 shows the workflow of the optimization procedure. First, the op-
timization algorithm selects a controller tuning. Nonlinear time domain simu-
lations are then performed with HAWC2 with the new set of tunings. Finally
specific loads are post-processed to define a scalar cost function.
The cost function, used for this investigation, is based on annual energy pro-
duction, actuator duty cycle, and fatigue loads. Loads at diﬀerent positions
on the wind turbine are considered to better capture the eﬀect of the diﬀerent
optimization parameters on the cost.
The optimization test case leads to a reduction of the cost function of 2%.
The reduction is achieved reducing the gains of the torque controller and
the integral gain of the pitch controller. The change of the integral gain of
the torque controller smoothens the transition between the constant speed
constant power region and the constant speed variable torque region.
The main advantage of controller tuning based on time domain simulations
is that it allows to tune any controller parameter. Because it is based on a
nonlinear high-order model of the wind turbine and the controller, gains, filters
frequencies, and switching parameters can be identified with this method. On
the other hand, the optimization requires a large number of computationally
expensive cost function evaluations. Furthermore, optimization results depend
on the definition of the cost function making therefore general considerations
diﬃcult.
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4.3 Frequency domain method
This section presents a method to tune a controller based on fatigue load
estimations in frequency domain based on a linear model. This approach
utilizes the method introduced in Section 3.2.
The controller gains are selected with an optimization procedure that tries to
minimize the fatigue damage load at the tower base in the longitudinal dir-
ection, without increasing the variations of the rotor speed and limiting the
maximum value of the regulator mode damping ratio of a simplified model.
This case is presented in detail in [Report I]. The DTU 10MW RWT is em-
ployed in this investigation.
Figure 4.5 shows the tower base longitudinal bending moment and rotor speed
fatigue damage variation with respect to the reference solution SDOF. These
loads are evaluated with nonlinear time domain simulations using the tuning
obtained from the optimizations. The variations in the tower loads are small
and not uniform. Tuning 2 achieves a load reduction that on average is 1%,
while Tuning 1 almost does not aﬀect the loads. On the other hand, the rotor
speed variations are more significant. Tuning 1 satisfies the constraint on the
rotor speed in all the operational region, on the other hand Tuning 2 has
higher rotor speed variations in the first part of the region. These increases
are not captured by the linear model used for the tuning. Tuning 1 is faster
(it has a lower damping ratio) compared to Tuning 2 because it has a higher
proportional gain, especially below 20m/s. On the other hand, both tunings
have lower integral gain, which means lower frequency of the regulator mode
and, therefore, less aggressive regulation. The obtained loads are the result of
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Figure 4.5: Tower base longitudinal bending moment and rotor speed damage
equivalent load evaluated with HAWC2. Load variation of Tuning 1 and
Tuning 2 with respect to the reference tuning.
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a balance between these behaviors.
4.4 Remarks
In this chapter three methods to automatically tune the controller have been
presented and discussed. These techniques can help estimating a controller
tuning to achieve desired wind turbine dynamic responses. Considerations
and conclusions about the methods can be summarized as:
• Model based: a model based method to tune the controller by placing
the pole of the regulator mode has been improved by:
1. extending the gain-scheduling scheme with an additional quadratic
function;
2. developing a technique to perform the tuning with a model with a
higher order than available in the literature.
This technique can only be used to tune a PI controller, and parameters
chosen a priori need to be identified. The new gain-scheduling has shown
to improve the placement of the pole when it is tuned analytically with
the technique available in the literature.
Employing a high-order model for the pole-placement has shown the
following:
1. the placement of the regulator mode is not significantly improved
despite the higher order model;
2. the quadratic shape of the gain-scheduling is not able to capture
the variation of the aerodynamic characteristics in the full load
operational region, hence the poor performances despite the higher
order;
3. adding only the filter on the rotor speed in the tuning model im-
proves the damping of the regulator mode and does not compromise
the computational time to obtain a tuning;
4. the poles associated with the dynamic inflow highly interact with
the controller pole. A deeper understanding of this interaction
should be addressed in future investigation.
• Time domain: this is a method to tune a controller based on load
estimations from time domain simulations.
1. It is based on time domain aeroservoelastic simulations;
2. The approach is highly flexible and it can be employed to tune any
wind turbine controller parameter;
3. It is a slow procedure, and high computational time is required;
4. It can be subject to uncertainty in the results due to limited tur-
bulent wind realizations;
5. It does not require parameters chosen a priori but a cost function
to find the trade-oﬀ between performances.
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• Frequency domain: this is a a method to tune a controller based
on fatigue load estimations in the frequency domain based on a linear
model.
1. It is a faster method because it does not require time domain sim-
ulations;
2. It can be less accurate because it is based on a linear model;
3. It cannot be used for all the controller parameters and cannot cap-
ture behavior associated with nonlinear components of the control-
ler;
4. It does not require parameters chosen a priori but a cost function
to find the trade-oﬀ between performances.
CHAPTER 5
Wind Turbine Optimization
Design Applications
This chapter presents applications of the methods and frameworks presented
in the previous chapters. Diﬀerent wind turbine designs are presented to
illustrate the validity and limitations of the methods developed.
The cases shown are divided into three groups according to the method that
are used to evaluate the loads, as described in Chapter 3.
5.1 Time domain loads
The results shown in this section are obtained with the optimization frame-
work implemented in Matlab, see Section 2.3. The baseline model, used as
reference in the comparisons and as initial design guess, is the NREL 5MW
RWT.
Blade sweep and partial load region controller gains
A simple test case of concurrent aeroservoelastic design with loads evaluated
in time domain is presented in [Article VI]. The blade backward sweep, the
minimum pitch angle, and the controller gain that defines the operative tip-
speed-ratio in partial load (k in Equation (2.1)) are optimized. The cost
function includes ultimate and fatigue loads on diﬀerent wind turbine com-
ponents. The loads are computed with 16 nonlinear simulations during normal
operation at wind speeds below rated. In eight iterations the cost function is
reduced by almost 12%. The cost reduction is achieved reducing the loads on
the blade and on the tower. The blade sweep increases while the tip-speed-
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ratio is increased. The pitch angle decreases to compensate the reduction in
power production due to the sweep of the blade.
This simple test case achieves a relevant reduction of the cost function within
few iterations. The results however are highly dependent on the small set of
simulations considered in the problem. The optimization did not suﬀer from
issues related to the uncertainty of the gradients evaluations, as described in
Section 3.1, probably due to the simple set up and to the high sensitivity of
the design variables on the cost function.
Blade sweep and partial and full load regions controller gains
The test case of the previous section is extended to take into account also
the full load region. As a consequence of this, the proportional gain kP and
the integral gain kI of the PI pitch controller are added to the optimization
variables. On the other hand, the pitch angle is removed. A constraint on
the rotor overspeed is included to avoid too soft controller action. The cost
function and the problem formulation are identical to those described in the
previous section and illustrated in detail in [Article VI].
Figure 5.1 shows the variations of the cost function throughout the first ten op-
timization iterations. Also the rotor speed constraint variation is illustrated.
The constraint remains always below zero meaning that it is always satisfied.
After four iterations, where the cost function is reduced, the algorithm in-
creases the cost for the following four iterations. This abrupt change in the
optimization trend has been attributed to the uncertainty of the results, de-
scribed in Section 3.1. Since all the constraints are satisfied, there is no reason
for the algorithm to increase the cost function, therefore, the motivation for
this behavior can be the inaccuracy and low reliability of the numerical gradi-
ent estimations.
Figure 5.1: Evolution of the cost function and constraint at each iteration.
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Figure 5.2 shows the evolution of the design variables during the optimiza-
tion. When the cost function starts to increase, only a small variation in the
design variables occurs supporting the hypothesis of the uncertain gradients
estimation.
5.2 Frequency domain loads
The results shown in this section are obtained with the optimization frame-
work based on OpenMDAO, see Section 2.3. The baseline model, used as
reference in the comparisons and as initial design guess, is the DTU 10MW
RWT.
Shape and structural optimization with fatigue constraint
This application includes both shape and structural design variables. All the
aeroelastic calculations are performed based on steady-state calculations with
a linear model. The blade sectional properties are evaluated with the finite
element code BECAS [50]. The problem formulation and extended results are
shown in [Article VII].
The peculiarity of this test case is that it has one constraint on the fatigue
damage of the tower bottom longitudinal bending moment and one constraint
on the fatigue damage of the rotor speed. The fatigue is evaluated with the
method presented in Section 3.2. A reduction of the tower base load can
be beneficial for the design of an oﬀshore wind turbine sub-structure and
therefore it can reduce the cost of energy. The constraint on the fatigue of
Figure 5.2: Evolution of the design variables at each iteration. Blade sweep,
controller gain to set the tip-speed-ratio (η), and proportional and integral
gains of the pitch controller (kP and kI).
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the rotor speed is included to avoid that the rotor speed variations increase.
The fatigue constraint on the tower load imposes a lower fatigue damage
than the one of the baseline design multiplied by a factor lower than one.
Therefore, this constraint is violated at the beginning of the optimization.
The linear model is in closed-loop configuration and therefore, it includes
the wind turbine controller. In this test case, the tuning of the controller
is not modified, and the tuning of the reference model is used throughout
the optimization. Two cases are tested with two diﬀerent level of tower base
fatigue damage reduction: 5% and 10%. The constraint on the rotor speed
is set so that rotor speed variations do not increase compare to the reference
design ones. These cases are labeled Fatigue 5% and Fatigue 10% respectively.
The fatigue is constrained only at 11 and 14m/s.
Figure 5.3 shows the evolution of the optimizations in term of AEP and blade
mass. These two parameters are part of the objective function. The results
are compared with respect to solutions obtained without the fatigue constraint
and with diﬀerent weights between the AEP and the blade mass in the cost
function. The value of the weight is indicated in the label of the models. Both
designs with the fatigue constraint fall inside the Pareto front obtained with
unconstrained optimizations and changing the weight factor. This eﬀect shows
that when the fatigue constraint is included, it limits the mass reduction and
the increase in AEP. Fatigue 5% has lower mass and lower AEP compared to
Fatigue 10%, as the designs of the Pareto front with a weight that favors the
structural design to the aerodynamic one.
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Figure 5.3: Evolution of the AEP and blade mass at each iteration with
respect to the Pareto front obtained with unconstrained optimizations.
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Figure 5.4 shows the reduction of the tower base longitudinal bending moment
at each major iteration. Both optimizations terminate before the target fatigue
constraint is achieved, however the error is lower than 1.5% in both cases.
Figure 5.5 shows the reduction of the fatigue damage of the longitudinal tower
base bending moment evaluated with time domain nonlinear simulations. The
values shown in the plot confirm the results estimated with the simplified
method used in the optimization framework. The reduction in fatigue achieved
with the method based on the spectral method and a linear model is therefore
confirmed with nonlinear aeroservoelastic simulations.
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Figure 5.4: Evolution of the tower base longitudinal bending moment fatigue
damage variation at each iteration.
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Figure 5.5: Tower base longitudinal bending moment fatigue reduction with
respect to the reference design. Values evaluated with nonlinear time domain
simulations. Dashed vertical lines indicate the wind speed where the constraint
is present in the optimization.
Shape and structural optimization with fatigue constraint and
controller tuning
This test case is based on the same set-up as the one in the previous section.
Here, the constraint on the fatigue damage at the tower base is set to achieve
a reduction of 8%. Results of two optimizations are compared:
• W/o tuning the controller tuning is not updated when the turbine
design is modified;
• With tuning the controller tuning is updated at each design variable
change. The pole-placement technique described in Section 4.1 is used.
The aim of this test case is to identify the influence of the controller tuning
on the design.
Both optimizations have been interrupted after approximately 10 days of com-
putations. Despite a similar execution time, the optimization with the con-
troller tuning performed less iterations, meaning that more line searches have
been required by the algorithm. This behavior is an indication that a feasible
solution is more diﬃcult to be obtained when the controller tuning is included
in the design process.
Figure 5.6 shows the evolution of the blade mass for each iteration. Both cases
achieve a blade mass reduction close to 10%.
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Figure 5.6: Evolution of the blade mass at each iteration. Comparison
between a design without controller tuning and with controller tuning.
Figure 5.7 shows the evolution of the annual energy production for each iter-
ation. The case without controller tuning reaches an increase in performance
of almost 0.7% while when the tuning is updated it is only of 0.35%.
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Figure 5.7: Evolution of the annual energy production at each iteration.
Comparison between a design without controller tuning and with controller
tuning.
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Figure 5.8 shows the evolution of the tower base longitudinal bending moment.
The fatigue damage of the optimization with the updated gains always lays at
higher values than the other case. After 15 iterations, it reaches a reduction
of almost 2%, while case W/o tuning almost reaches a solution that satisfies
the constraint.
Table 5.1 contains the controller gains of the two models at the final iteration.
The gains of W/o tuning do not change during the optimization and they
are also the gains of the first iteration of With tuning. The gains of With
tuning are significantly diﬀerent from those of W/o tuning meaning that the
changes in the wind turbine design do actually aﬀect the controller tuning.
The proportional gain of With tuning is higher than the one of the other
model, indicating a lower regulator mode damping and faster response. This
diﬀerence in the tuning justifies the lower loads at the tower base of model
W/o tuning.
From this test case, it appears that the controller tuning highly aﬀects the per-
formances of the optimization and therefore the design through the constraint
on the fatigue damage. Updating the controller gains at each cost function
evaluation guarantees that the same controller performances are achieved, and
therefore it does not allow for a load reduction simply due to a less aggressive
controller strategy.
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Figure 5.8: Evolution of the tower base longitudinal bending moment fatigue
damage variation at each iteration. Comparison between a design without
controller tuning and with controller tuning.
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Table 5.1: Controller gains used in the optimization at the last iteration.
Comparison between W/o tuning and With tuning.
kP,0 kI,0 kP,0,Ω
[rad/(rad/s)] [rad/rad] [Nms/rad]
W/o tuning 1.489 0.401 0.005
With tuning 1.639 0.441 0.019
K1 K2 K1,Ω K2,Ω
[deg] [deg2] [deg] [deg2]
W/o tuning 8.813 459.686 -0.432 -2.050
With tuning 8.774 402.228 -2.259 -7.640
5.3 Frequency domain loads and frequency
placement
The results shown in this section are obtained with the optimization frame-
work based on OpenMDAO, see Section 2.3. The baseline model, used as
reference in the comparisons and as initial design guess, is the DTU 10MW
RWT.
Shape and structural optimization with frequency constraint
This test case includes both shape and structural design variables and it is
based on the same set-up as the cases of the previous section. The problem
formulation and extended results are shown in [Article VII]. Constraint on the
position of the first forward whirling (FW) edgewise mode frequency, to avoid
resonant conditions with the external excitations, and a constraint on the
minimum damping of the backward whirling (BW) edgewise mode are added
in the optimization problem. The constraint on the aeroelastic frequencies
can ensure that the final design will not be subject to resonant conditions,
and therefore, the final design will not experience high blade loading. The
constraint is implemented as a minimum distance that the frequency of the
FW edgewise mode has to have from the 6P external excitation frequency. The
minimum distance is 7%. The constraint on the mode damping is included to
avoid designs with a very low damped edgewise mode that would lead to high
fatigue damage loading. The damping ratio is set to be higher than 1%. Both
constraints are applied at 14 and 25m/s. The obtained solution is denoted
Freq. constr..
This new design locates far from the Pareto front (introduced in the previous
section) but still it reaches a 10% reduction of the blade mass, and does not
compromise the AEP.
Figure 5.9 shows the wind turbine aeroelastic frequencies close to the 6P ex-
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ternal excitation of designs DTU 10MW RWT, AEP0.8, AEP0.925, and Freq.
constr.. The designs AEP0.8 and AEP0.925 are also included because they
represent significant limits on the Pareto front. They are obtained with optim-
izations without the frequency constraint and with diﬀerent weights in the cost
function between mass and AEP. In the plot the first collective flapwise mode
(Coll. flap.), the first FW flapwise mode (FW flap.), and the first FW and
BW edgewise modes (FW edge and BW edge) can be seen. All the optimized
models have a significant reduction in the values of the aeroelastic frequencies
compared to the reference design. The frequency of the FW edgewise mode
of AEP0.8 is overlapping the frequency of 6P external excitation above rated
wind speed. AEP0.925 has the frequency of the FW edgewise mode that is
suﬃciently reduced to be lower than the 6P frequency. The frequency of Freq.
Constr. hits the constraint at 25m/s and it is not further reduced.
Even if the constraint is based on the distance between the mode and the
excitation frequency, and therefore it does not impose the mode frequency to
be higher than the 6P frequency, the algorithm is not able to find a solution
with a frequency lower than the 6P. This limitation is intrinsic of a gradient
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Figure 5.9: Wind turbine aeroelastic frequencies close to the 6P external
excitation. Comparison between DTU 10MW RWT, AEP0.8, AEP0.925, and
Freq. Contr..
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based algorithm, unless large steps are allowed. To further improve the design
a diﬀerent formulation of the constraint should be identified, or a design with
w = 0.8 should be started from the design of AEP0.925, so that the frequency
is already lower than the 6P frequency.
5.4 Remarks
Remarks and conclusions about the results shown in this chapter can be sum-
marized as:
1. Optimization based on loads evaluated in time domain can perform
poorly when the problem complexity increases due to inaccuracy of the
gradient evaluation;
2. Optimization based on loads evaluated in time domain are significantly
time consuming even when simulations are parallelized;
3. The frequency based method for fatigue estimation allows to obtain
designs with same AEP and lower loading. The load reduction has been
verified with time domain simulations;
4. Including the controller tuning in the design process aﬀects the design
and limits the reduction of the fatigue damage. Therefore, concurrent
aeroservoelastic design can lead to diﬀerent solutions compared to the
state-of-the-art aeroelastic approach;
5. Adding constraints to regulate the position of the aeroelastic frequencies
helps avoiding designs with resonant conditions. When a linear model
is already available in the workflow, a check on the frequencies and
damping does not increase the computational time but can significantly
improve the final design;
6. An improved formulation of the mode frequency constraint should be
investigated so that the mode frequency could move so that it could be
both lower than and greater than the external excitation frequency.

CHAPTER 6
Conclusions and Future Work
New design approaches are required to further reduce the cost of energy by
better exploitation of the synergy between wind turbine components.
This work presented methods and techniques to integrate wind turbine con-
trollers in the wind turbine design process and to perform concurrent aer-
oservoelastic optimization design.
Two optimization frameworks have been developed to perform optimization
design. These tools handle workflows that model a wind turbine and evaluate
loads and performances under specific conditions. Three approaches to evalu-
ate wind turbine loads have been proposed and integrated in the optimization
codes. The first method is based on time domain simulations, the second
exploits a linear model to evaluate fatigue damage loads in the frequency do-
main, and the third allows to avoid resonant conditions that could lead to
excessive fatigue damage. The first technique exploits nonlinear time domain
aeroservoelastic simulations, here computed with HAWC2, and the other two
methods are based on a high-order aeroservoelastic linear model implemented
in HAWCStab2. The methods have been employed to perform wind turbine
optimization design.
Methods to automatically tune a wind turbine controller have been improved
and introduced. A first approach is based on a pole-placement technique with
models of diﬀerent order. Two other methods based on loads evaluated in the
time domain and the frequency domain have been described.
Several analyses with a 5MW and a 10MW wind turbine have been carried out
to demonstrate the validity and limitations of these approaches. The method
showed the ability of reducing the blade mass and increase the annual energy
production. The analysis leads to the following conclusions in the listed topics:
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• Systematic controller tuning:
– Numerical pole-placement approaches with high-order models did
not improve significantly the positioning of the regulator mode.
This was partially due to the scheduling function of the controller
used in the investigation;
– Pole-placement with a model that includes the filter on the rotor
speed feedback improved the performances increasing the damping
and it did not compromise computational cost;
– Tuning based on time domain simulations allowed selecting any
controller parameter and estimating both ultimate and fatigue loads.
On the other hand, it could be subject to uncertainty and unreli-
ability of the results due to a limited turbulent wind realization;
– Tuning based on fatigue evaluated in the frequency domain allowed
for faster tuning compared to time domain. However, this approach
had the limitation that it could not estimate gains related to non-
linear components of the controller;
– The dynamic inflow aﬀected significantly the placement of the reg-
ulator mode. Interaction between the dynamic inflow and regulator
poles had been identified.
• Wind turbine optimization design:
– Optimization based on loads evaluated in time domain performed
poorly when the problem complexity increased. Time domain aer-
oservoelastic simulations should not be employed in a cost function
because they require too high computational time. Uncertainty re-
lated with the nonlinearity of the models and the stochastic wind
input compromised the evaluation of the gradients, aﬀecting the
obtained results;
– Fatigue damage evaluated with a linear model in frequency domain
allowed faster loads evaluation, making it suitable for optimiza-
tion applications. However, the lower accuracy of the model re-
quired that the solution was verified with time domain analysis.
The method allowed to obtain new designs with lower fatigue dam-
age that had been confirmed with time domain simulations;
– Constraints on the position of low damped aeroelastic modes fre-
quencies could avoid resonant conditions that can lead to high vi-
6.1. FUTURE WORK 51
brations. This technique improved the final design without aﬀect-
ing the computational cost since a linear model was already avail-
able in the optimization workflow;
– Retuning the controller at each cost function evaluation before the
loads are evaluated, aﬀected the design because it guaranteed a con-
sistent controller strategy throughout the design process. There-
fore, concurrent aeroservoelastic design led to a diﬀerent solution
than an aeroelastic approach;
– The optimization tool is able to reduce the blade mass and increase
the annual energy production within the constraints, for the selec-
ted test cases.
6.1 Future work
Recommendations for future works are:
• New scheduling functions should be investigated to improve the pole-
placement. Diﬀerent strategies, than having constant frequency and
damping along the full load region, should be tested to improve the
trade-oﬀ between loads and rotor speed regulation;
• Further analysis of the interaction between the regulator mode and the
dynamic inflow should be performed to better understand the dynamic
inflow eﬀects on the controller tuning;
• Adopt as reference tuning the one obtained from pole-placement with a
model that includes the filter on the rotor speed feedback. This solu-
tion has shown better performances compared to the state-of-the-art
approach and it can still generate a solution within few seconds;
• More concurrent aeroservoelastic designs should be performed to estim-
ate better the eﬀects of the controller tuning on the wind turbine design;
• It is highly recommended not to use loads evaluated with time domain
simulations in a cost function that is computed for each design variable.
Time domain load evaluations should be integrated in the optimization
framework as an outer-loop to verify the obtained solutions and update
constraints based on nonlinear loads;
• Improve the formulation of the constraint on the mode frequency place-
ment so that it could be both lower than and greater than the external
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excitation frequency.
• Extend the analysis including controllers for load alleviation in the design
process. This advancement should illustrate the actual eﬀects of these
controller strategies on the turbine design.
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ABSTRACT
In this paper wind turbine resonant vibrations are investigated on the basis of aeroelastic simulations both in frequency
and time domain. The investigation focuses on three different aspects: the need of a precise modeling when a wind turbine
is operating close to resonant conditions; the importance of estimating wind turbine loads also at low turbulence intensity
wind conditions to identify the presence of resonances; and the wind turbine response due to external excitations. In the first
analysis, three different wind turbine models are analyzed with respect to the frequency and damping of the wind turbine
aeroelastic modes. The fatigue damage loads on the same wind turbine models are then investigated with two different
turbulence intensities, to analyze the wind turbine response. In the second analysis, a wind turbine model is excited with
an external force placed at different locations on a wind turbine. This analysis helps identifying the modes that might be
excited, and therefore the frequencies at which minimal external excitation should be present during operations. The study
shows that significant edgewise blade vibrations can occur on modern variable-speed pitch-controlled wind turbines even if
the aeroelastic damping of the edgewise modes is positive. When operating close to resonant conditions, small differences
in the modeling can have a large influence on the vibration level, and more detailed information on especially the blade
properties may be required than otherwise necessary. The edgewise vibrations are less visible in high turbulent conditions
and they may be difficult to identify in a normal design approach. Using simulations with low level turbulence intensity will
ease this identification and could potentially avoid a redesign. Furthermore, depending on the type of external excitation
different aeroelastic modes can be excited. The investigation is performed using aeroelastic models corresponding to a
1:5MW class wind turbine with slight variations in blade properties. Copyright c 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION
The most important contribution to wind turbine loads is the periodic excitation from turbulence denoted rotational
sampling. The location of the frequency excitations are denoted 1P, 2P, ..., NP. The main sources of these excitations
are gravity, tower shadow, wind shear, rotor imbalance, atmospheric turbulence, and wakes from other upstream turbines.
Resonant conditions are more likely to occur with increased wind turbine size because the frequencies of wind turbine
aeroelastic modes are lower, hence the gap between the frequencies is smaller. Furthermore, larger turbines have
corresponding lower rotor rotational speed, and therefore the distance between the excitation frequencies is lower. For
these reasons, on modern large-scale wind turbines, aeroelastic modal frequencies have a high risk of coinciding with one
of the most energetic harmonics of the external excitations. Therefore, a better understanding of the wind turbine response
under resonant conditions is required.
The importance of avoiding resonant conditions is well established in the wind energy community [1, 2, 3], however
few studies have investigated the details and impact of this phenomenon on wind turbines.
Copyright c 2014 John Wiley & Sons, Ltd. 1
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One of the most common wind turbine resonant condition occurs when the 3P frequency coincides with the tower
frequencies [4]. After the wind turbine starts-up, the rotor speed increases, and the 3P frequency crosses the tower
natural frequencies, before the turbine reaches the rated rotor rotational speed. This resonance problem can be easily
solved imposing a fast transition through the rotor speed, where the 3P frequency coincides with the first tower mode
frequencies [5, 6, 7, 8]. With this approach, the resonant condition does not lead to high loading as the vibrations do not
have time to build up.
It is also well known that a resonance condition between 1P and the first side-side tower mode should be avoided [9].
This rotor excitation mainly origins from either mass or aerodynamic imbalance.
Sullivan [10] investigated the resonant response of two two-bladed horizontal-axis wind turbines both analytically and
experimentally. In the study he concluded that resonance with the external excitations up to the 5P, with the first blade
edgewise mode frequency, can lead to high vibrations. When a resonance with a blade flapwise mode occurs, this does not
lead to large vibrations because of the large aerodynamic damping. Furthermore, a resonance with the tower modes does
not affect blade vibrations.
Fleming et al. [11] investigated resonant conditions on the CART3 wind turbine. The vibrations arose after a conversion
of the turbine from two-bladed to three-bladed. In the paper, two vibration conditions due to resonance are addressed. The
first vibration occurred on the high-speed shaft, when a not-defined mode frequency crossed the gear meshing frequency
and the 2P frequency. This resonance was not considered critical because the vibration level was acceptable. The second
resonance was measured on the nacelle accelerometer. This resonant condition was caused by the coincidence of a gear
meshing frequency, at rated wind speed, and the natural frequency of the inertial measurement unit mount. This second
resonance was solved stiffening the mount.
This article investigates the effects of resonant conditions on a three-bladed pitch regulated wind turbine in the MW
size. The investigation focuses on three different aspects. First, the effect of structural pitch on resonant blade edgewise
vibrations is analyzed. This analysis shows the importance of detailed modeling to evaluate the wind turbine response
when operating close to a resonant condition. Secondly, the need of evaluating low turbulence intensity wind conditions,
to better identify the presence of resonance, is pointed out. The relevance of wind conditions is addressed looking at first
blade edgewise vibrations and second lateral tower vibrations. Finally, the wind turbine response to harmonic excitation
in the lateral direction is simulated and discussed. This investigation is performed to identify the most energetic resonant
conditions. The aim is to improve the understanding of where a wind turbine mode frequency should be placed, during the
design phase, to obtain the lowest level of vibrations.
The paper focuses only on edgewise and lateral vibrations because the damping of longitudinal and flapwise modes is
usually sufficiently high to limit the vibrations.
The investigation is carried out as a case study where three different blade configurations are analyzed and
compared. The analysis is performed using a nonlinear aeroservoelastic model, implemented in HAWC2, and a linearized
aeroservoelastic model, implemented in HAWCStab2.
2. WIND TURBINE AEROSERVOELASTIC MODELS
Three different 1:5MW-class wind turbines are considered in this investigation. The blades have no pre-bend and no
flatback airfoils. They are denoted REF, SP5, and STIF.
REF is the reference model. REF and SP5 differ only in the amount of structural pitch of the blades. In REF the structural
pitch is 0 deg along the whole blade, while in SP5 it is 5 deg along the whole blade. STIF has a different structural design
with increased mass and stiffness properties and an increased first blade edgewise natural frequency, compared to the REF
model. The flapwise frequency is lower because of this change. The structural pitch of STIF is 0 deg along the whole
blade. Each wind turbine is analyzed both with a nonlinear aeroelastic model and with a linear aeroelastic model.
The first blade edgewise natural frequencies of REF and SP5 are close to the 4P excitation frequency. STIF has a higher
first blade edgewise natural frequency, to avoid the resonant condition. Table I shows the first four isolated blade structural
REF SP5 STIF
1st Flap 2.36 2.36 2.15
1st Edge 3.93 3.92 4.31
2nd Flap 7.53 7.54 7.13
2nd Edge 13.13 13.13 14.09
2nd Tower lateral 9.08 9.08 9.08
Table I. Frequencies of the first two isolated blade structural modes and of the second lateral tower wind turbine structural mode
normalized with the 1P frequency at rated.
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frequencies. The frequencies are computed at standstill, therefore without aerodynamics. The values of the frequencies
are normalized with respect to the 1P frequency at rated, as all the frequencies shown throughout the paper. The table
shows that the frequencies of REF and SP5 are almost identical. STIF has higher edgewise mode frequencies caused by an
increased stiffness-to-mass ratio. The second lateral tower mode frequencies are close to the 9P excitation.
2.1. Nonlinear model
The nonlinear aeroservoelastic model implemented in HAWC2 [12] is used for calculating wind turbine response in
time domain. The structural part of the model is based on a multi-body formulation, where each body is an assembly
of Timoshenko beam elements [13]. The aerodynamic model is based on the blade element momentum theory. The model
is extended to handle dynamic inflow, dynamic stall, skew inflow, shear effects on the induction, and effects from large
deflections. A validation of the model can be found in [14], [15], and [16].
The Basic DTU Wind Energy controller [17] is used to regulate the wind turbine in the nonlinear simulations.
All the nonlinear simulations are performed using a Newmark integration method with a time-step of 0:02 s.
2.2. Linear model
The linear high-order aeroelastic model, implemented in HAWCStab2, is used to compute the frequency and damping of
the wind turbine aeroelastic modes. The model is based on an analytical linearization of a linear finite beam element model
in a nonlinear corotational formulation. The structural model is coupled with an unsteady aerodynamic blade element
momentum model. The aerodynamic model considers model contributions from shed vorticity and dynamic stall. Frozen
wake is assumed with respect to induction. A detailed description of the model is provided by Hansen [18, 19]. An extensive
validation and analysis of the open-loop performance of the tool is provided by Sønderby and Hansen [20].
The frequencies and damping computed with HAWCStab2 are of particular interest because they include aeroelastic
effects of the rotating rotor. Therefore, it is possible to identify those modes that are generated from the splitting of the
rotor tilt-yaw and vertical-lateral modes, for an increasing rotational speed (W) due to gyroscopic effects, best known
as whirling modes. These modes are observed on a ground fixed frame. The mode that diverges with a value of  W is
called backward whirling (BW) mode, while the mode that diverges with a value of +W is called forward whirling (FW)
mode [21, 22, 23].
2.3. Wind turbine aeroelastic modes frequencies and dampings
An analysis of the wind turbine aeroelastic modes frequencies gives a first insight on the presence of resonant conditions.
Figure 1 shows the normalized frequencies of the first seven aeroelastic modes of the three wind turbine linear models.
The figure shows also the 3P and 6P frequencies. When the rotor is balanced, all external excitations, seen by the wind
turbine rotor in a ground-fixed reference frame, have peak frequencies at the harmonics of the 3P frequency.
The most important thing to notice is that the first edgewise BW mode frequencies of models REF and SP5 are very
close to the 3P external excitation, above rated wind speed. The frequency of the mode is slightly above the 3P frequency
at 10m/s and decreases slowly for increasing wind speed. A resonant condition of the second lateral tower mode (not
shown in the figure, but shown in Table I) is also present at the 9P excitation. The frequency of this mode is fairly constant
throughout the wind speeds.
Other resonances can also be identified below the 9P frequency. REF and SP5 have the frequency of the first flapwise
BW mode coinciding with the 3P excitation below 5m/s. All the models crosses the 3P excitation with the first flapwise
symmetric mode and the 6P excitations with the first edgewise FW mode. Both conditions are not considered critical, the
first one because the flapwise mode is highly damped due to the aerodynamics, the second one because the vibrations
are unlikely to build up due to the variable rotational speed. STIF has the frequency of the second flapwise BW mode
close to the 6P excitation, above 9m/s. REF has the frequency of the second flapwise symmetric mode that crosses the 9P
frequency at 23m/s. All the resonant conditions involving flapwise modes are not critical as the modes have high damping.
Figure 2 shows the damping ratio of the first three least damped wind turbine aeroelastic modes of the three linear
models. The two first blade edgewise whirling modes are the least damped modes. All the aeroelastic modes have positive
damping, therefore no modes are unstable. Even if the damping is positive, the resonant conditions of the first edgewise
BW mode can lead to high vibrations since the damping is low.
The linear and nonlinear models differ, to some extent, due to the different model implementation and assumptions.
Therefore, the aeroelastic frequencies of the two models might also differ. To better analyze and understand results of the
nonlinear time domain simulations, the value of the first edgewise BWmode frequency is also identified with the nonlinear
model at a wind speed of 10m/s. The mode frequency is identified with modal excitation and spectral analysis. The
identification shows that the frequencies of this mode are lower than the 3P frequency. Their values are 2:97 P and 2:99 P
for model REF and SP5 respectively. The frequencies obtained with the linear model are then corrected to match the
values identified with the nonlinear model at 10m/s. The correction leads to a maximum difference between the original
and corrected frequencies of 1:3%.
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Figure 1. Frequencies of the first seven wind turbine aeroelastic modes normalized with normalized with the 1P frequency at rated.
Comparison between the three wind turbine models, REF (stars), SP5 (triangles), and STIF (circles). The external excitations with
frequencies of 3P and 6P are also shown (dashed lines). The frequencies are obtained with the linear model.
Figure 3 shows the normalized aeroelastic frequency of the first edgewise BWmode evaluated with the linear model and
corrected with the nonlinear model identification. Only REF and SP5 are shown. Around rated wind speed, SP5 has the
mode frequency that is very close to the 3P frequency. For increasing wind speed the frequency slowly decreases causing
a greater margin to the 3P excitation frequency.
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Figure 2. Damping ratio of the first three least damped wind turbine aeroelastic modes. Comparison between the three wind turbine
models, REF (stars), SP5 (triangles), and STIF (circles). These values are obtained with the linear model.
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Figure 3. Normalized aeroelastic frequency of the first edgewise backward whirling mode evaluated with the linear model and
corrected with the nonlinear model identification.
2.4. Structural pitch
The structural pitch is the angle between the reference system aligned with the chord and the one aligned with the principal
axes of bending. A structural pitch different from zero creates an increasing coupling between the flapwise and the edgewise
deflections. The structural pitch is of interest because it may have an effect on the aeroelastic frequencies, while it does
not change the structural frequencies significantly. Figure 3 shows this effect. At low wind speeds the aeroelastic mode
frequency of REF and SP5 are almost identical. On the other hand, at rated wind speed and above, the frequencies of the two
models differ. Therefore, two blades, that have a similar elastic behavior, can have different aeroelastic responses, caused
by differences in the aeroelastic frequencies. When changing the structural pitch, the aeroelastic damping is also modified.
The difference can be seen between model REF and SP5 in Figure 2 on both the first edgewise BW and FW modes.
When the structural pitch is increased, the damping decreases at low wind speed and above 15m/s, while it increases
around rated wind speed. The damping differences between the models are due to a different direction of vibration of the
edgewise mode, in accordance with the findings in [21, 24].
In the next chapter, more detailed investigations about the aeroelastic responses by changing the aeroelastic frequency
and damping due to the structural pitch will be addressed.
3. TURBULENT WIND SIMULATIONS
This section introduces results from nonlinear time simulations during operation. Section 3.1 shows a case with reference
turbulence intensity of 16%, whereas Section 3.2 shows a case with reference turbulence intensity of 2%. The Mann
turbulence model [25] is used in these simulations. The loads are obtained from six different ten minutes simulations with
different turbulence seed for each wind speed.
Fatigue damage equivalent loads are evaluated for the tower base lateral bending moment and the blade root edgewise
bending moment. The moments are normalized with the steady-state value of the tower base lateral bending moment
at 10m/s and the blade mass moment of REF, respectively. Power spectral densities (PSD) of the time series are shown to
identify the modes that contribute the most to the vibrations.
3.1. Normal turbulence intensity
Figure 4 shows the damage equivalent load of the normalized tower base lateral bending moment and of the normalized
blade root edgewise bending moment. The loads are compared for the three wind turbine models at wind conditions with
a reference turbulence intensity of 16%. At the tower base, Figure 4a, the loads have similar amplitudes between the three
models in the whole wind speed range. No model shows a significant increase in the loads compared to the others, even
if the edgewise BW modes of REF and SP5 are close to the 3P excitation. The loads at the blade root differs between the
models. STIF has higher loads at very low wind speeds due to the higher blade mass. SP5 has higher loads around rated
wind speed, due to operation close to the 3P excitation (see Figure 3). STIF has higher loads at wind speeds above 18m/s.
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Figure 4. Damage equivalent load of bending moments. Reference turbulence intensity 16%. Comparison between REF (red solid
line), SP5 (blue dash-dot line), and STIF (black dashed line).
In Figure 5 the PSD of the tower base lateral bending moment at 10m/s and 20m/s is shown. At both wind speeds, the
peak at the tower lateral frequency has the highest energy. At 10m/s, the second highest peak is the one associated with
the first edgewise BW mode. REF and SP5 have the mode frequency very close to the 3P excitation while for STIF it is
slightly higher. The peak of STIF has less energy compared to the others. On the other hand, STIF has a higher peak at the
frequency of the first forward edgewise whirling mode compared to the other two models. The overall vibrations lead to
a similar damage, as shown in Figure 4a. The differences between the variance of the signals, computed as the integral of
the power spectra, are less than 5%. At 20m/s the peak at 9P has similar amplitude to the peak at the 3P. These vibrations
occur due to the proximity of the frequency of the second tower lateral mode with the 9P excitation. When the wind speed
increases, the damage at the tower base is dominated by vibrations at the first tower mode frequency.
Figure 6 shows the PSD of the blade root edgewise bending moment at 10m/s and 20m/s. At both wind speeds the
highest peak occurs at 1P. STIF has higher energy at 1P due to the higher blade mass. The second highest peak, at both
wind speeds, is the one at the first blade edgewise frequency. The peak magnitude at the blade frequency of SP5 is slightly
higher than for the other models. This difference explains the fatigue damage difference noticed in Figure 4b around rated
wind speed. STIF has higher loads above 18m/s due to the higher mass of the blade (1P from gravity) and due to the
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Figure 5. Tower base lateral bending moment power spectral densities comparison. Reference turbulence intensity 16%.Comparison
between REF (red solid line), SP5 (blue dash-dot line), and STIF (black dashed line).
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Figure 6. Blade root edgewise bending moment power spectral densities comparison. Reference turbulence intensity
16%.Comparison between REF (red solid line), SP5 (blue dash-dot line), and STIF (black dashed line).
increase of vibrations at the blade edgewise frequency. Comparing the amplitudes of the first edgewise mode at 10m/s
with those at 20m/s, STIF shows larger increases in the vibration energy than the other two models.
3.2. Low turbulence intensity
Figure 7 shows the damage equivalent load of the normalized tower base lateral bending moment and of the normalized
blade root edgewise bending moment. The wind turbulence intensity is selected based on a reference turbulence intensity
of 2%. The loads at the tower base do not show remarkable differences except that SP5 has higher loads around rated wind
speed, while REF has higher loads above 15m/s. On the other hand, at the blade root, Figure 7b, the loads are significantly
different. SP5 shows an exceptional increase in the loads starting from 8m/s till 17m/s. REF has a peak around 10m/s,
but of a lower amplitude. Despite STIF is heavier, it has the same fatigue damage load as REF, at 10m/s. This similarity
indicates that REF has higher vibrations at the first blade edgewise natural frequency. At all the other wind speeds, STIF
has higher loads than REF due to the higher weight.
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Figure 7. Damage equivalent load of bending moments. Reference turbulence intensity 2%.Comparison between REF (red solid line),
SP5 (blue dash-dot line), and STIF (black dashed line).
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Figure 8 shows the PSD of the tower base lateral bending moment at 10m/s and 20m/s. At 10m/s, the frequency
with the higher energy is 3P. REF and SP5 have a 3P peak significantly higher than the peak at the tower lateral natural
frequency. This behavior can be an indication of the presence of a blade edgewise resonance because the tower is expected
to vibrate mainly at its first mode frequency. The peak of the first edgewise BW mode of STIF is lower than those of REF
and SP5. The contribution of the peak at 9P, due to the second lateral tower mode, has also a noticeable energy level. The
differences of the peak at 3P explain the loads differences seen in Figure 7a. Indeed, SP5 has the highest fatigue damage
and the highest peak, while STIF the lowest. The response does not contain significant contributions due to the edgewise
FW mode. This behavior reflects that a wind turbine mode is mainly excited by a harmonic of the 3P frequency when the
rotor has no imbalances. At 20m/s the vibrations with the highest amount of energy are those at 9P, indicating the presence
of resonance with the second tower mode. At low turbulence intensity wind conditions, the vibration that contributes the
most to the fatigue damage is different from the one at high turbulence intensity. Therefore, the low turbulence intensity
simulations show more clearly these resonant conditions.
Figure 9 shows the PSD of the blade root edgewise bending moment at 10m/s and 20m/s, at the low turbulence intensity
wind conditions. The peak of the first edgewise natural frequency is significantly lower for STIF, while they are similar
with normal turbulence intensity (see Figure 6). At 10m/s SP5 has a higher peak at 4P than REF. However, they have
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Figure 8. Tower base lateral bending moment power spectral densities comparison. Reference turbulence intensity 2%.Comparison
between REF (red solid line), SP5 (blue dash-dot line), and STIF (black dashed line).
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Figure 9. Blade root edgewise bending moment power spectral densities comparison. Reference turbulence intensity 2%.Comparison
between REF (red solid line), SP5 (blue dash-dot line), and STIF (black dashed line).
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similar energy at 20m/s for the same frequency. Results from this analysis show that the high blade loads of SP5, seen in
Figure 7b, are due to vibrations at the blade frequency due to the resonance of the first edgewise BW mode.
Figure 10 shows an extract from the time series of the normalized blade root edgewise bending moment, for both
turbulence intensities at 13m/s. The responses are all dominated by the gravitational contribution at 1P, at both turbulence
intensities. At low turbulence intensity, REF and STIF have almost no contribution at the blade frequency. The response
of these two modes is indeed very close to a sinusoidal signal. On the other hand, SP5 has more visible contribution at
the blade edgewise mode frequency. This contribution leads to a load variation for SP5 higher than for STIF even though
SP5 has lighter blades. At high turbulence intensity, all models show a significant load contribution at the blade edgewise
frequency, however, the high turbulence intensity hides the presence of the resonance, making its identification nontrivial.
The differences between the REF and SP5 models clarify the effect of the structural pitch on the wind turbine response.
When operating close to resonance, a change of 5 deg leads to an increase of almost 10% in the maximum blade damage
equivalent load. The change in aeroelastic frequency, due to the structural pitch, is responsible for the large loads variation.
The loads increase despite an increase in the aerodynamic damping of the first edgewise BW mode is also present.
Furthermore, the difference in the response appears when analyzing loads estimated at low turbulence intensity wind
conditions. With low turbulence intensity, the wind speed variations do not lead to significant changes in the rotor speed.
The external excitation frequencies can therefore be constant over a long period of time, allowing resonant vibrations
to build up. With high turbulence intensity the wind turbine operates in and out of the resonant conditions, hence the
identification of the resonance can be difficult.
Even though the resonant vibration level seen on SP5 at low turbulence intensity is increased, it is in this particular
case not design driving. However, in combination with other aero and structural properties, the level of vibrations could
potentially increase beyond design limits. For instance if the torsional stiffness was increased by 20%, the difference in
vibration level due to the structural pitch difference of 5deg would be more pronounced , see Figure 11. The figure shows
a comparison of the blade edgewise vibrations between SP5 and a modified version of SP5 with higher torsional stiffness.
4. WIND TURBINE RESPONSE TO A HARMONIC EXTERNAL EXCITATION
To improve the understanding of the turbine response a special study is conduced in time domain simulations. An external
harmonic force is applied on a wind turbine to reproduce operational external excitations with different frequencies.
Amplitude responses are then measured at the blade root and tower base. The turbine model STIF is used and three
different cases are investigated:
 Case 1: an external harmonic force is placed at the tip of one blade. The force acts in the edgewise direction in a
global coordinate system, hence in the lateral direction in the rotor plane. This case represents excitations such as
gravity, large scale turbulence, and wakes.
 Case 2: the force is placed at the tip of one blade in the edgewise direction, in a local blade coordinate system. This
case represents excitations such as small scale turbulence and trailing edge flaps.
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Figure 10. Extract from time series of normalized blade root edgewise bending moment at 13m/s. Reference turbulence intensity of
2% and 16%. Comparison between REF (red solid line), SP5 (blue dash-dot line), and STIF (black dashed line).
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Figure 11. Extract from time series of normalized blade root edgewise bending moment at 13m/s. Reference turbulence intensity of
2% and 16%. Comparison between REF (red solid line), SP5 (blue dash-dot line), and a modified version of SP5 with a higher torsional
stiffness (green dashed line).
 Case 3: the force is placed at the tower top in the lateral direction, in the global coordinate system.
When the external excitation is placed on the blade, the point of excitation rotates and follows the rotating blade. In Case 1,
the excitation maintains the same orientation as seen from an observer on the ground. In Case 2, the direction also rotates
with the blade. Figure 12 shows a schematic representation of the three excitation cases.
The wind turbine response is evaluated measuring the amplitude of the tower base lateral bending moment and of the
blade root edgewise bending moment. The measurement of the amplitude is performed after all the transients are damped
out. The amplitude of the tower base lateral bending moment is normalized with the steady-state value of the tower base
lateral bending moment at 10m/s. The amplitude of the blade root edgewise bending moment is normalized with the blade
mass moment. To avoid interference with other external excitations, uniform inflow, no gravity, and no tower shadow are
considered in the simulations. Nonlinear time simulations are performed with increasing external excitation frequencies
to cover the first 10 harmonics of the rotational frequency. The wind condition is set at 10m/s. At this wind speed, the
rotational speed has reached rated value, and the pitch angle is at the minimum fixed value.
Figure 13 shows the blade root edgewise bending moment amplitude and the tower base lateral bending moment
amplitude for Case 1. At the blade root (Figure 13a), the frequency response is dominated by two large peaks at the
frequencies of the first BW edgewise mode and of the first FW edgewise mode. The two modes show a similar response
in amplitude, because they have equal damping, as shown in Figure 2. No response is present in the proximity of the first
Case 1 Case 2 Case 3
Figure 12. Representation of the thee excitation cases. Ground fixed, blade fixed, and tower top external excitations.
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isolated blade edgewise natural frequency. The isolated blade mode is thus not excited, when the excitation is acting in a
global reference frame. A small response is also present at the first tower lateral mode frequency, at the regulator mode
frequency, and at the rotor speed filter frequency. These last two modes are due to the presence of the controller in the
wind turbine model. A small peak is also noticed around 2.4P. This peak is due to the reflection of the first tower lateral
mode. At the tower base (Figure 13b), the dominating response corresponds to the first tower lateral bending mode. The
response of the two blade edgewise whirling modes is seen at 3.3P and 5.3P, respectively. A small peak at the isolated
blade edgewise frequency is present. Furthermore two reflections around the tower bending mode frequency are present.
The reflections are due to the rotating external excitation. As a blade mode has two whirling components and a symmetric
component, when seen in a ground-fixed reference frame, the tower frequency has three reflections, if seen on a rotating
reference frame. Hence, a rotating external excitation can also excite the tower mode at frequencies equal to 1P around
the frequency of the tower mode.
Figure 14 shows the blade root edgewise bending moment amplitude and the tower base lateral bending moment
amplitude for Case 2. At the blade root (Figure 14a), the response is dominated by one mode, the blade edgewise mode.
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Figure 13. Case 1: amplitude of bending moments due to a harmonic external excitation of varying frequency placed at the blade tip
and acting in the lateral direction in the global reference system. Wind speed 10m/s
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Figure 14. Case 2: amplitude of bending moments due to a harmonic external excitation of varying frequency placed at the blade tip
and acting in the edgewise direction in local blade reference system. Wind speed 10m/s
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Other peaks of small amplitudes are also visible. These peaks are due to the forward reflection of the tower lateral mode,
the backward reflection of the FW edgewise mode, and the second lateral tower mode. At the tower base (Figure 14b), the
modes giving the maximum response are not wind turbine aeroelastic modes, but their reflections. The mode generating the
most energetic response is the backward reflection of the first lateral tower mode. A peak close to the forward reflection of
the first tower lateral mode frequency is also present at low frequency. The response at the blade edgewise mode frequency
has also significant amplitude. Above the 7P frequency a peak corresponding to the excitation of the second collective flap
mode is present.
Figure 15 shows the tower base lateral bending moment amplitude for Case 3. The response is dominated by the first
tower lateral mode. Effects due to the whirling edgewise modes and the second tower lateral mode are also present. The
amplitudes of the responses of these three modes are similar.
This analysis has shown that depending on the location of the external excitation and on its reference system, different
responses arise. When the excitation is in a global reference system, only the wind turbine modes are excited. If the
excitation is in a blade-fixed reference frame, the maximum amplitude response on a blade is at its natural frequency. The
same excitation has a high response on the tower at the blade frequency and at the reflections of the tower lateral mode.
The modes that are excited on a blade lead to a high response also at the tower base. The frequency at which the maximum
excitation occurs is not always the frequency at which the blade or the tower are vibrating. If the external excitation is
in the local frame, the blade vibrates at the same frequency of the external excitation and the tower at the relative 1P
frequency values. If the excitation is in the fixed reference frame, the tower vibrates at the same frequency as the excitation
while the blade at the relative 1P frequency values. Since the most common excitations, e.g. gravity, large scale wind
turbulence, shear, tower shadow, and wakes, are in a ground fixed reference frame, they will excite the wind turbines at
the frequencies of the wind turbines modes. Hence, a wind turbine blade cannot be excited by one of these excitations
at its natural frequencies, but at the corresponding wind turbines modes frequencies. Nevertheless, the blade will vibrate
at its natural frequency, but due to an excitation at 1P around it. The case of an excitation in a local reference frame
is interesting mainly for controller purposes. When individual pitch control or flaps are used, the excitation is on a local
reference frame. In these conditions, the modes that are excited are not the wind turbines modes, but their reflections. Extra
care should be considered when using these controller solutions because different modes from the wind turbine modes can
be excited.
5. CONCLUSIONS
In this work an investigation on resonant wind turbine conditions has been carried out. The main results of the investigation
are:
 Distinctive edgewise blade vibrations could occur on modern variable-speed pitch-controlled wind turbines. The
vibrations can be critical, due to resonant conditions, even if the aeroelastic dampings of the edgewise modes are
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Figure 15. Case 3: amplitude of tower base lateral bending moment due to a harmonic external excitation of varying frequency placed
at the tower top and acting in the lateral direction in the global reference system. Wind speed 10m/s.
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positive. In the presented example, the edgewise vibrations are caused by a resonance between 3P and the first
edgewise backward whirling mode.
 When operating close to resonant conditions, small differences in the characteristics can have a large influence on
the vibrations level. In this investigation, the structural pitch has been investigated. This parameter does not affect
the structural frequency, i.e. the frequencies at stand still, however it does change the aeroelastic frequency during
operation, and thereby it affects the vibration level.
 It could be highly relevant to include low turbulence intensity simulation in the evaluation and test of wind turbine
loads. Low turbulence intensity conditions lead to operational conditions with more constant rotational speed, giving
time to resonant vibration to build up. High turbulence causes higher rotor speed variation, and therefore the turbine
will be in and out of resonance, lowering the vibrations. Therefore, only when performing low turbulence intensity
simulations, it is possible to easily identify the presence of resonant conditions.
 Depending on whether an external excitation is acting in a blade-fixed reference frame, e.g. trailing edge flaps, or
in a ground-fixed reference frame, e.g. gravity, wakes, and large scale turbulence, the wind turbine response differs,
and different modes can be excited.
 In the case of a local tangential blade excitation, the excitation excites only blade modes and the 1P reflections of
the tower modes.
 In the case of edgewise blade excitation in a ground-fixed reference frame, the whirling modes and the tower modes
are excited.
 Resonance with blade edgewise modes and wind turbine edgewise whirling modes should be avoided. A large
margin between the aeroelastic and the excitations frequencies should be kept because a detailed model is required
to predict the loads with sufficient confidence. As a result of this, a general design recommendation is to place the
edgewise frequency at standstill at 3.5, 4.5, ..., N.5 P which ensures the smallest risk of resonance of any of the
edgewise modes and edgewise whirling modes, and leads to the lowest response level.
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ABSTRACT
Wind turbine multidisciplinary design optimization is currently the focus of several investigations because it has showed
potential in reducing the cost of energy. This design approach requires fast methods to evaluate wind turbine loads with
a sufficiently high-level of fidelity. This paper presents a method to estimate wind turbine fatigue damage suited for
optimization design applications. The method utilizes a high-order linear wind turbine model. The model comprehends a
detailed description of the wind turbine and the controller. The fatigue is computed with a spectral method applied to power
spectral densities of wind turbine sensors responses to turbulent wind. In this paper the model is validated both in time-
domain and frequency-domain with a nonlinear aeroservoelastic model. The approach is compared quantitatively against
fatigue damage obtained from the power spectra of time series evaluated with nonlinear aeroservoelastic simulations and
qualitatively against rainflow-counting. Results are presented for three cases: load evaluation at normal operation in the
full wind speed range, load changes evaluation due to two different controller tunings at normal operation at three different
wind speeds above rated, and load dependency on the number of turbulence seeds used for their evaluation. For the full
range normal operation, the maximum difference between the two frequency-domain based estimates of the tower base
lateral fatigue moments is 36%, whereas the differences for the other sensors are less than 15%. For the loads variations
evaluation, the maximum difference of the tower base longitudinal bending moment variation is 22%. Such large difference
occurs only when the change in controller tuning has a low effect on the loads. Furthermore, results show that loads
evaluated with the presented method are less dependent on the turbulent wind realization, therefore less turbulence seeds
are required compared to time-domain simulations to remove the dependency on the wind realization used to estimate
loads. Copyright © 0000 John Wiley & Sons, Ltd.
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1. INTRODUCTION
In the recent years, holistic wind turbine design has considerably grown in importance, to further reduce the cost of energy.
Designing wind turbine components, not as individual systems but as parts of more general and comprehensive systems,
can lead to lighter and more efficient designs. Multidisciplinary design optimization methods are well suited to perform
holistic design. These methods are very general and they can be applied to different level of model complexity. One of the
main challenges in designing multidisciplinary design frameworks is to guarantee a sufficiently high-detailed model and
limit the computational cost.
The first relevant multidisciplinary design optimization framework applied to wind turbine is the one described by
Fuglsang andMadsen [1] and Fuglsang and Thomsen [2]. In this method, the blade shape design is addressed by taking into
account aerodynamic calculations, structural calculations, time-domain aeroelastic calculations, extreme loads calculation,
and estimation of aerodynamic noise. To reduce the computational effort, they use a semi-empirical method to compute
the gradients and a wind turbine model with 20 degrees of freedom. The method shows relevant reductions in the cost of
energy, even if it relies on simple models and assumptions.
Fuglsang et al. [3] developed a method for site-specific wind turbine design. The method is based on time-domain
aeroelastic simulations. To limit the computational time, the number of load cases and the simulation length are reduced.
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The reduction of the cases is performed selecting only those simulations that generate design-driving loads. A check on
the simulations to consider, among a larger set, is performed every five iterations.
Bulder and Schepers [4] also describe a method for site-specific wind turbine optimization design. The approach consists
of two optimization modules. The first module does not require the evaluation of derivatives of the cost function. The
second module uses derivatives of an approximation of the cost function that can be evaluated quickly. The combination
of these two modules allows for few objective functions evaluations leading to a faster optimization procedure.
Bottasso et al. [5, 6, 7] present a design framework that includes aerodynamic and detailed structural design. The method
assumes that the wind turbine aeroelastic loads do not change significantly for small changes in the structural design. This
assumption allows to split the aeroelastic load evaluation and the structural optimization in two nested design loops, and
thereby to avoid the computation of the aeroelastic loads for each structural parameter variation. The method can therefore
evaluate a large set of design load cases without significantly compromising the computational time.
Ashuri et al. [8, 9] present a framework that can address aerodynamic and structural design. The framework does not
include any nested design loop or model simplification, therefore, to limit the computational time, the number of load cases
evaluated is limited to 72 simulations. The cases include normal operation and extreme conditions.
Merz et al. [10] developed a method to perform fast computations based on frequency-domain load computations,
for stall-regulated wind turbines. Their work focuses on the aerodynamic modeling and the linearization of the dynamic
stall model. The rotating turbulence power spectra are computed from Fourier transformations of analytical correlations
functions. Deterministic contributions, e.g. wind shear and tower shadow, are added to the spectra as spikes at the multiple
frequencies of the rotational speed frequency. The structural model, used for the analysis, is composed of an isolated blade
rigidly mounted at the root and rotating at a fixed rotational speed. Dirlik’s method [11] is then used to estimate the fatigue
damage based on the power spectra. The method presented by Merz is then used in [12, 13] to design three different multi-
megawatt stall-regulated wind turbines. The assumptions made in the model allow to estimate loads only on one blade.
Furthermore, the model cannot handle variations in the rotational speed, torsional deformations, large blade deflections,
and interactions between the wind turbine components.
These works use three main strategies to reduce the computational cost: employing a simplified model, limiting the
amount of simulation cases, and including nested optimization loops. A simplified wind turbine model does not capture
the physics of the problem accurately and the corresponding interactions, therefore it can limit the potential of the holistic
design. Moreover, it does not allow to extract loads on each wind turbine component, limiting the definition of the cost
function and constraints. The selection of few simulations for the fatigue and extreme loads evaluation leads to the use of
loads that are not representative of the entire wind turbine operational life, hence it is not guaranteed that the final design
satisfies all the design requirements, stated in the IEC standards [14]. Furthermore, the wind turbine loads highly depend on
the wind realization used for their evaluation, as shown by Thomsen [15] and Natarajan and Verelst [16]. This dependency
can lead to a wrong evaluation of the gradients, when a gradient-based algorithm is used in the optimization, even when
the same wind field is used in the simulations [17]. A nested optimization loop can significantly simplify the optimization
problem, however it can limit the improvement in the design because the optimization algorithm does not have a direct
overview of the consequences of parameters variations. This limitation can be more severe at the beginning of the design
process, when large parameters variations are performed. Furthermore, the simplification of nested design loops cannot be
applied to all the wind turbine parameters. For instance, when including also the controller tuning in the design process, no
hypothesis can be made to avoid the computation of the aeroservoelastic simulations each time a controller parameter is
changed. There are methods to auto-tune PI controllers based on simplified models [18, 19], but this auto-tuning does not
ensure that the controller parameters are optimal in a holistic sense. With more advanced controller strategies, e.g. LQR or
MPC, gains or weights must be identified based on results of aeroservoelastic simulations.
In this work, an approach to evaluate wind turbine fatigue loads is presented. The method exploits a high-order linear
aeroservoelastic wind turbine model to compute the frequency response of loads due to a turbulent wind input. The
high-order model allows for a detailed description of the wind turbine enabling to capture aeroservoelastic effects and
components interactions. The fatigue loads are computed using a spectral method from the power spectral density (PSD)
of the responses of selected load sensors. The method allows using a high-detailed wind realization without increasing
the computational cost. Therefore, the method can be used in an optimization design procedure to evaluated fatigue loads,
guaranteeing a more efficient evaluation of the gradients compared to time-domain simulations. The application of this
method cannot be extended to ultimate loads because it is based on a linear model.
The linearized model used in this investigation is obtained with the aeroservoelastic code HAWCStab2 [20]. The
linear model is compared with results from nonlinear simulations obtained with the multibody aeroservoelastic code
HAWC2 [21]. The Basic DTU Wind Energy controller, described by Hansen and Henriksen [22], is selected for the
HAWC2 simulations. The spectral method presented by Benasciutti and Tovo [23, 24] is used to evaluate the fatigue
damage from the PSDs of the loads sensors at the tower base in the longitudinal and lateral directions and at the blade
root in the in-plane and out-of-plane directions. The presented results are based on the NREL 5 MW Reference Wind
Turbine [25].
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Section 2 describes the wind turbine model used is this investigation. Section 3 introduces the method to compute
the fatigue damage from the linear model. In this section, the approach to evaluate the PSD and the spectral method are
described. Section 4 shows the comparison of the linear and the nonlinear models. The comparison is carried out looking
at both wind step responses and PSDs of sensors during normal operation. Section 5 presents the fatigue damages obtained
with the method for three case studies. The results obtained with the linear model are compared with those obtained with
the nonlinear one. Finally, the conlusions of the presented results are given.
2. LINEAR MODEL
This section contains the description of the linear high-order model. First the open-loop wind turbine and the controller
models are described. Finally, the equations of the closed-loop aeroservoelastic model are introduced.
2.1. Wind turbine model
The open-loop wind turbine model is obtained with HAWCStab2, a tool developed at DTU Wind Energy. HAWCStab2 is
an improved version of HAWCStab [26] with a different kinematic formulation. The model is an analytical linearization of
a nonlinear finite beam element model. The beam model is coupled with an unsteady blade element momentum model
of the blade aerodynamic. The aerodynamic model includes shed vorticity, dynamic stall, and dynamic inflow [20].
A validation and analysis of the open-loop performances are provided by Sønderby and Hansen [27] for a version of
HAWCStab2 without the present dynamic inflow model.
The wind turbine model is represented with a set of linear first-order equations for different operational point.
x˙= Ax+B(u+upert)+Bwuw (1a)
y= Cx+D(u+upert)+Dwuw (1b)
z= Ex+F(u+upert)+Fwuw (1c)
The states vector x, with dimension Nx, includes the structural and the aerodynamic states. The input signal includes the
Nu controller inputs u and their perturbations upert . The input uw represents the wind inputs to the system. Two different
equations are considered to represent the system outputs, y and z. The first includes a set of Ny general output sensors.
The second only includes the Nz outputs that are used for the feedback to the controller. The system matrix A, actuation
matrix B, observation matrices C and E, feed-through matrices D and F, and the wind input matrices Bw, Dw, and Fw are
all computed with HAWCStab2 at any operational point.
The high-order model used in this investigation is composed of 998 states, including structural and aerodynamic degrees
of freedom.
2.2. Controller model
The linearized controller equations are also obtained with HAWCStab2. The controller model is a simplified linearization
of the Basic DTU Wind Energy Controller, described by Hansen and Henriksen [22]. A description and validation of part
of the controller is performed in [28] and [19]. The controller comprehends three different sub-controllers to operate in
four different operational regions. The regions are: Region 1, with minimum constant rotational speed and variable torque,
Region 2 with variable torque and variable rotational speed, Region 2½ with variable torque and constant rotational speed,
and Region 3 with constant power or constant torque and constant rotational speed.
The controller is described, at each operational point, with a linear first-order system
x˙c = Acxc+Bcuc (2a)
yc = Ccxc+Dcuc (2b)
In the system equations, xc are the Nxc controller states, uc represents the Nuc input signals to the controller, and yc are the
Nyc output from the controller. The controller matrices Ac, Bc, Cc, and Dc are dependent on the operational region, and
for Region 3 the gain-scheduling of the pitch feedback also varies the Cc matrix. The controller inputs are the rotor speed
and the collective pitch angle. The controller outputs are the reference generator torque and the reference collective pitch
angle.
The following sections describe the controllers of each operational region.
2.2.1. Region 1 and Region 2½
The controllers in Region 1 and Region 2½ are the same. The controller is composed of a PI controller that regulates
the generator reference torque based on a filtered rotor speed error. This filter is a second-order low-pass filter with natural
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angular frequency wl p;W and damping ratio zl p;W. An integrator is included to compute the integral of the rotor speed error.
The Ac and Bc matrices of the linearized controller equations are:
Ac =

Al p;W 0(2;1)
1 0 0

; BTc =

0 w2l p;W 0
0 0 0

(3)
where 0(2;1) is a 2x1 zero vector and Al p;W is the matrix describing the rotor speed low-pass filter
Al p;W =

0 1
 w2l p;W  2zl p;Wwl p;W

(4)
The matrices Cc and Dc are
Cc =

kP;Q 0 kI;Q
0 0 0

and Dc = 0 (5)
In the matrix Cc the parameters kP;Q and kI;Q are the proportional and the integral gain of the PI controller respectively.
2.2.2. Region 2
In Region 2 the controller is composed of a rotor speed filter, as the one in Equation (4), and a term proportional to the
square of the rotor speed. This second term sets the reference generator torque. The matrices of the linearized system are
Ac =

Al p;W

; BTc =

0 w2l p;W
0 0

; (6)
Cc =

2KW0 0(1;2)
0 0(1;2)

; and Dc = 0 (7)
The parameterK is the constant of theKW2 controller andW0 is the rotational speed at the operational point of linearization.
2.2.3. Region 3
In Region 3, a PI controller adjusts the pitch angle, based on filtered rotational speed measurements. A gain-
scheduling method is included to compensate the variations of the aerodynamic properties, and achieve uniform controller
performances in all the region [19]. The measured rotational speed is filtered with two filters. A band-stop notch filter,
Abs;W, characterized by the parameters xbs;W, zbs;W, and wbs;W, to remove the component of the signal with the frequency
of the drive-train mode, and the second-order low-pass filter in Equation (4). The matrices of the controller Ac andBc for
the Region 3 are
Ac =
24 Al p;W O(2;1) O(2;1) Al p;bs1 0 0 0 0
O(2;3) Abs;W
35 and BTc =  0 w2l p;W 0(1;2) 10 0 0(1;2) 0

; (8)
where
Abs;W =

0 1
 w2bs;W  2zbs;Wwbs;W

; Al p;bs =

0
2w2l p;Wwbs;W(xbs;W zbs;W)

; (9)
Cc =

0 0 0 0(1;2)
hKkP;0 0 hKkI;0 0(1;2)

; and Dc =
"
  ¶Qg¶W 0
0 0
#
, where
¶Qg
¶W
=
(
0 constanst torque
  PrW2r constant power
(10)
The parameters kP;0 and kI;0 are the proportional and integral gains respectively, hK is the gain-scheduling parameter.
The gain-scheduling parameter is a function of the pitch angle at steady-state. The gain-scheduling affects the controller
parameters only when the operational point is changed, through a different pitch angle.
In this paper, the controller is tuned using a pole-placement technique implemented in HAWCStab2 [28, 19]. Table I
shows the values of the controller parameters used in this investigation. Constant torque control is used in Region 3,
whereby Dc = 0.
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Table I. Controller tuning parameters for the NREL 5-MW Reference Wind Turbine.
Rated power Pr =5MW Rated rotor speed Wr =12:1 rpm
Minimum rotor speed 7:1 rpm
Low-pass filter wl p;W = 3:77 rad/s zl p;W = 0:7
Band-stop filter xbs;W = 0:01 zbs;W = 0:1 wbs;W = 10:19 rad/s
Region 1 and 3 kP;Q = 1:93107 Nms/rad kI;Q = 4:33106 Nm/rad
Region 2 K = 2:10106
Region 4 kP;0 = 1:36 s kI;0 = 0:67
2.3. Closed-loop system
To obtain the closed-loop equations, the input of the wind turbine model u has to be connected to the output of the controller
model yc, and the output of the wind turbine model z has to be connected to the input of the controller model uc.(
uc = z
u= yc
(11)
With these two new conditions, the systems (1a) and (2a) and the output equations (1b) can be written as a single closed-
loop aeroservoelastic system. The system and the output equations are:
x˙ase = Aasexase+Baseupert+Bw;aseuw (12a)
y= Casexase+Daseupert+Dw;aseuw (12b)
where the aeroservoelastic states vector is xase = fxT xTc gT with size Nxase = Nx+Nxc.The aeroservoelastic system and
input matrices are
Aase =

A+BDc(I FDc) 1E BCc+BDc(I FDc) 1FCc
Bc(I FDc) 1E Ac+Bc(I FDc) 1FCc

(13a)
Base =

B+BDc(I FDc) 1F
Bc(I FDc) 1F

(13b)
Bw;ase =

Bw+BDc(I FDc) 1Fw
Bc(I FDc) 1Fw

(13c)
and the output and feed-through matrices are
Case =

C+DDc(I FDc) 1E DCc+DDc(I FDc) 1FCc

(14a)
Dase =

D+DDc(I FDc) 1F

(14b)
Dw;ase =

Dw+DDc(I FDc) 1Fw

(14c)
When the feed-through matrix F is a zero matrix, the aeroservoelastic matrices becomes much simpler. This matrix
is generally zero except in the presence of an acceleration measurement or of an inflow measurement that is used as a
feed-back to flow control devices, e.g. trailing edge flaps.
The formulation of the closed-loop equations is independent on the wind turbine model and the controller model. Only
the input and output matrices need to be consistent, i.e. Nuc = Nz and Nu = Nyc. Hence, any wind turbine model and
controller can be used in this application.
Table II shows the frequencies and dampings of the first ten aeroservoelastic modes of the NREL 5-MW Reference
Wind Turbine controlled with the Basic DTU Wind Energy controller. The first mode denoted Reg. in Region 1 at 5m/s
and in Region 3 at 13m/s is the solid body rotation of the drivetrain which is tuned to have frequencies below the tower
modes. The controller in Region 2 does not add any pole related to a significant structural response to the system, it adds
only poles associated with the filters. The values of the frequency and damping associated with the filters are not shown in
Table II.
3. METHOD
A series of steps must be followed to compute the fatigue damage of a desired wind turbine output from a linear model.
Figure 1 shows a diagram of the workflow to compute the PSD of a load sensor, starting from the wind sampling and the
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Table II. Fequencies and dampings of the first ten aeroservoelastic modes of the NREL 5-MW RWT operating with the Basic DTU
Wind Energy controller.
Wind Speed Reg. TWR TWR 1st BW 1st Sym. 1st BW 1st FW 1st FW 2nd BW 1st
[m/s] Lat. Long. Flap. Flap. Edge. Flap. Edge. Flap. DT
Frequency [Hz]
5.0 0.039 0.325 0.333 0.579 0.735 0.897 0.804 1.126 1.585 1.670
9.0 - 0.324 0.338 0.569 0.772 0.840 0.901 1.179 1.554 1.652
13.0 0.157 0.325 0.353 0.600 0.846 0.803 0.990 1.207 1.526 1.618
Damping ratio [%]
5.0 70.2 0.7 5.0 39.6 33.5 1.0 30.5 1.1 10.0 0.9
9.0 - 0.5 6.3 63.4 54.1 1.6 47.6 1.7 17.0 1.9
13.0 14.3 0.4 8.9 76.4 65.0 1.0 60.0 1.2 21.7 8.3
wind turbine system equations. First, the wind input, Uw(w), has to be obtained. In this work, the wind input is computed
from sampling of results from time-domain simulations, uw;b f , and Fourier transformation. Then, the transfer function of
the closed-loop model needs to be evaluated as Hase(w). Joining the wind input and the wind turbine transfer functions,
the turbine response is obtained in the ground-fixed reference frame, Yg f (w). If a signal on the blades is required, a
transformation in frequency-domain, B(w), must be performed to transform a signal to the blade-fixed reference frame.
The PSD of any wind turbine output is then computed and used to estimate the fatigue damage by the spectral method of
Benasciutti and Tovo [23, 24]. All the steps are described in details in the following sections.
3.1. Turbulent wind input in the ground-fixed reference frame
In the wind turbine model, described by the Equation (12), the wind speed is an input to the system through Bw;ase. Hence,
the wind speed can be used as a system input to evaluate the wind turbine response. The wind acts on each aerodynamic
Wind
sampling
uw;b f (t) B 1(t) uw;g f (t) F
Uw(w)
HaseUwHase(w)F
Aase;Bwase;
Case;Dwase
Yg f (w)
jYg f j2
y;g f (w)
B(w)
jYb f j2
y;b f (w)
Figure 1. Block diagram of the workflow to compute the PSD of the output starting from the linear system equations and the sampled
wind.
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sections, positioned along the blade, in a ground-fixed reference frame. Therefore, a representation of the wind, at each
aerodynamic section in a ground-fixed reference frame, is needed. Time series of the wind at each aerodynamic section
are obtained in a blade-fixed reference frame from HAWC2 simulations using turbulence boxes generated with a Mann
turbulence model [29]. The sensors used for the wind sampling rotate with the blade and they measure only the free wind.
Hence, they do not contain any velocity contribution due to the rotor rotational speed and structural vibrations. The time
series generated are then transformed into the global fixed frame of the multi-blade coordinates, with the multi-blade
transformation B 1. The signals obtained are denoted uw;g f (t). The multi-blade transformation is given by
B 1 =
24 13 13 132
3 cos(Wt)
2
3 cos(Wt+
1
3p)
2
3 cos(Wt+
2
3p)
2
3 sin(Wt)
2
3 sin(Wt+
1
3p)
2
3 sin(Wt+
2
3p)
35 (15)
Given the wind speed time series in the ground-fixed reference frame, the wind speed input is computed evaluating the
Fourier transform of the wind signals.
Uw(w) = F [uw;g f (t)] (16)
This procedure allows to obtain the input in frequency domain, at each aerodynamic section of the linear model, in a
ground-fixed reference frame. It is important to note that the wind input depends on the wind turbine model only for
the rotational speed and the position of the aerodynamic sections along the blade. Therefore, in an optimization design
procedure, the wind sampling and the computation of the wind input Uw(w) can be performed only once. Alternatively, if
a model of the wind turbulence in the rotating frame is used, e.g. as shown by [30, 31], the wind sampling can be skipped.
3.2. Power spectral density of the ground-fixed response
Given the closed-loop system matrices of the wind turbine, the transfer functions between the wind speed at each
aerodynamic section and any wind turbine output can be evaluated, as
Hase(w) = Case(iwI Aase) 1Bw;ase+Dw;ase (17)
where i=
p 1 is the imaginary number, w is the angular frequency, and I is the identity matrix. The wind turbine transfer
function and the wind input can now be joined as
Yg f (w) =Hase(w)Uw(w) (18)
which describes the wind turbine response measured at a load sensor in the ground-fixed reference frame.
The PSD of a response in the ground-fixed reference frame can be computed as
y;g f (w) = jYg f (w)j2 (19)
3.3. Power spectral density of the blade response
The computation of the PSD of an output in the blade-fixed reference frame requires a Coleman transformation in the
frequency-domain. The multi-blade transformation (15) can be written by exponential functions of complex numbers as:
B(t) = A0+A1
1
2
(eiWt + e iWt)+B1
1
2i
(eiWt   e iWt) (20)
where
A0 =
24 1 0 01 0 0
1 0 0
35 ; A1 =
26664
0 1 0
0  1
2
p
3
2
0  1
2
 
p
3
2
37775 ; and B1 =
26664
0 0 1
0  
p
3
2
 1
2
0
p
3
2
 1
2
37775 (21)
are the decomposition of the B matrix into the symmetric, cosine, and sine parts.
The transformation allows to project a signal yg f (t) from the ground-fixed reference frame to the blade-fixed reference
frame.
yb f (t) =B(t)yg f (t)
=
1
2p
Z ¥
 ¥
B(t)Yg f (w)eiwtdw (22)
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where Yg f (w) is the Fourier transformed of yg f (t). The frequency response of a load sensor in the rotating blade reference
frame can be computed by substituting Equation (20) into Equation (22) and Fourier transformation as
Yb f (w) =
Z ¥
 ¥
yb f (t)e iwtdt
=A0Yg f (w)+
1
2
(A1  iB1)
Z ¥
 ¥
yg f (t)e i(w W)tdt+
1
2
(A1+ iB1)
Z ¥
 ¥
yg f (t)e i(w+W)tdt
=A0Yg f (w)+
1
2
(A1  iB1)Yg f (w W)+ 12 (A1+ iB1)Yg f (w+W) (23)
Note how the backward and forward components of the response in the multi-blade coordinates are shifted in frequencies
by +W and  W, which is similar to the response of the turbine modes [32].
The PSD of a response on the blades can be computed as
y;b f (w) = jYb f (w)j2 (24)
3.4. Computation of the fatigue damage rate
In the literature there are several methods to estimate the fatigue damage from the PSD of a signal. In this investigation,
the method presented by Benasciutti and Tovo [23, 24] is used. This method is preferred to the one proposed by Dirlik [11]
because it is not only empirical and it is supported by a theoretical background.
The method by Benasciutti and Tovo assumes a Gaussian stationary process, linear Palmgren-Miner rule [33, 34], and
a S-N curve defined as
smN =C (25)
where s is the amplitude of the signal, N is the number of cycles, m and C are constants. The method uses the information
from four moments of the PSD to evaluate the rainflow-counting fatigue damage rate. Therefore, the entire spectrum is
summarized by four scalar parameters. The four PSD moments required in the method are:
l0 =
Z
F( f )d f ; l1 =
Z
fF( f )d f ; l2 =
Z
f 2F( f )d f , and l4 =
Z
f 4F( f )d f (26)
where f is the frequency. Two other parameters, that depend only on the moments, are also used in the method, the first
and second bandwidth parameters:
a1 =
l1p
l0l2
and a2 =
l2p
l0l4
(27)
The rainflow fatigue damage rate (D) is estimated as a weighted linear combination of the damage rate of a narrow-banded
process (DNB) and of a range counting damage (DRC), as
D= bwgtDNB+(1 bwgt)DRC (28)
where bwgt is the weight. This relationship is supported by a theoretical relation that bounds the damage rate between
a range counting damage and the damage rate of of a narrow-banded process. The range counting damage is then
approximated as a function of the damage of the narrow-banded process, the second bandwidth parameter a2, and the
m exponent.
DRC  DNBam 12 (29)
The damage of a narrow-banded process is computed as
DNB =
n0
Sm0
 p
2l0
m G(1+0:5m) (30)
where G is the Gamma function, S0 is the critical stress level, and n0 is the rate of mean upcrossings. The last parameter
can be computed as
n0 =
1
2p
p
l2
l0
(31)
The value of the weight bwgt is obtained from empirical data fitting as function of the bandwidth parameters, a1 and a2
bwgt =
a1 a2
(a2 1)2

1:112(1+a1a2 a1 a2)e2:11a2 +a1 a2

(32)
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In this work the power spectra are truncated at a fixed frequency. The value of 2Hz is selected according to the findings
of Bergami and Gaunaa [35]. In their work, they noted that the frequencies that contribute the most to the fatigue damage
loads are those below 2Hz, for the NREL 5 MW Reference Wind Turbine.
In this investigation the m exponent is set to 3 for loads on the tower and to 10 for loads on the blades .
Figure 2 shows a comparison between the fatigue damage rate obtained with Benasciutti and Tovo’s method and the
damage equivalent load obtained with the rainflow-counting. Four different sensors are reported at 15m/s and 20m/s:
tower base lateral and longitudinal bending moments and blade root flapwise and edgewise bending moments. For each
wind speed 100 different turbulent seeds are considered. All loads are normalized with respect to a reference value of the
same sensor obtained with the corresponding method. The loads of the two approaches are computed with the same time
series, hence the differences are only due to differences in the methods. The loads on the tower have better correlation
compared to loads on the blade. Only the blade loads exceed 10% error at some turbulence seeds. The lower accuracy can
be attributed to the higher m coefficient used to compute the fatigue on the blades. Benasciutti and Tovo [24] also noticed
a lower accuracy of spectral methods for higher m coefficients.
3.5. Gravity contribution
The linear model does not include any gravitational acceleration, hence the fatigue damages do not contain any contribution
due to the weight of the structure. However, when evaluating the blade edgewise loads, the gravity can be easily included,
in the PSD, as a deterministic contribution. The PSD of the bending moment due to the weight is added to the PSD of the
blade edgewise load. This approach allows to take into account the weight contribution to the fatigue damage rate. The
weight component of the blade edgewise bending moment, on a non-pitching reference frame at a distance r along the
blade, can be expressed as:
y(t;r) = g sin(Wt)
Z R
r
sm(s)ds (33)
where R is the blade length, m(s) is the distributed blade mass, as function of the curvilinear variable along the blade span
s, and g is the gravitational acceleration.
3.6. Considerations on the computational time
The generation of the closed-loop system matrices, for the considered high-order wind turbine model, takes
approximately 3minutes for 21 given operational states, i.e. 21 different wind speeds. This operation can be parallelized,
computing each operational point independently, to further reduce the computational cost. The evaluation of the fatigue
damage rate of one sensor, starting from the closed-loop system matrices and the wind input in frequency domain, takes
approximately 8minutes for 21 different wind speed. Also this operation can be parallelized, evaluating the fatigue at each
wind speed in parallel. As mentioned previously the computation of the wind input can be performed a priori because it
does not depend on the model. The computational time of this approach is therefore lower than the time that is required
to compute the time series with a nonlinear aeroservoelastic code and to evaluate the fatigue damage with the rainflow-
counting.
All the above mentioned times are obtained with a standard laptop machine.
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Figure 2. Comparison of normalized fatigue damage rate obtained with the spectral method and damage equivalent load obtained
with rainflow-counting. Tower base longitudinal (TWR long:) and lateral (TWR lat:) bending moments and blade root flapwise
(Blade f lap:) and edgewise (TWR lat:) moments. Wind speeds of 15m/s and 20m/s. Time series obtained with nonlinear time-domain
simulations. A 10% error band is also plotted (dashed-dot line).
Wind Energ. 0000; 00:1–17 © 0000 John Wiley & Sons, Ltd. 9
DOI: 10.1002/we
Prepared using weauth.cls
4. COMPARISON OF LINEAR AND NONLINEAR CLOSED-LOOP SYSTEMS
This section presents a comparison of the linear and nonlinear model in closed-loop configuration. The comparison is
carried out in two steps. First, time responses due to wind steps are analyzed. This investigation gives a clear overview
of the wind turbine models behavior, but it does not excite many aeroservoelastic modes. Secondly, PSD computed from
turbulent wind simulations are addressed. This comparison gives an overview on the aeroservoelastic modes.
A modified version of the NREL 5 MW Reference Wind Turbine is used in this section. The tilt and cone angles are
set to zero to remove the differences in modeling between HAWC2 and HAWCStab2, so that the nonlinear model satisfies
the hypothesis of the linear one. Furthermore gravity, wind shear, and tower shadow are not included in the nonlinear time
simulations. The scope of this comparison is to underly the intrinsic differences between the linear and nonlinear model
that consequently affect the load evaluation method.
4.1. Response to a step in the wind speed
A comparison of wind speed step responses between the linear and the nonlinear model is performed. The response is
obtained with a uniform 1m/s wind speed step. The analysis shows the differences between the linear and the nonlinear
models at different operational points. Four sensors are considered to show the performances of the linear model.
Figure 3 shows the variation of the rotor speed due to a 1m/s wind speed step at 5, 9, and 13m/s. The three responses
are in three different operational regions 1, 2, and 4, hence they show the behavior of the three different controllers. At 5
and 13m/s the controllers set the rotor speed variation to zero after a transient. In the first case, this is controlled adjusting
the generator torque, while in the second the pitch angle. At 9m/s the rotational speed sets to a different value, than
the initial one, because the operational region has variable speed. In the three plots, only the mode associated with the
controller can be clearly distinguished. The linear and nonlinear model agree on the values of the frequency and damping
of the regulators mode. At 9m/s, the rotor speed steady-state value of the linear model differs from the one of the nonlinear
by 4%. The discrepancy is associated to the increase of rotor speed at steady-state due to the variable speed region.
Figure 4 shows the variation of the tower base longitudinal bending moment due to a 1m/s wind speed step at 5, 9,
and 13m/s. The responses are dominated by the first longitudinal tower mode. The linear and nonlinear models agree on
the values of the first longitudinal tower mode frequency and damping at the different operational points. A difference of
almost 10% can be noticed in the steady-state value at 9m/s. This difference is due to a different value of aerodynamic
thrust at steady-state, due to the different rotational speed compared to the one at which the linear model is linearized.
Figure 5 shows the variation of the tower base lateral bending moment due to a 1m/s wind speed step at 5, 9,
and 13m/s. The response is dominated by vibrations of the first tower lateral mode. The vibration amplitudes differ,
however frequencies and amplitude decays are well captured.
Figure 6 shows the variation of the blade root out-of-plane bending moment variation due to a 1m/s wind speed step
at 5, 9, and 13m/s. The loads on the blade are in a blade-fixed reference frame, hence the response of the linear model has
been transformed with the inverse of Equation (15). In this case, more discrepancies are present between the linear and
nonlinear model, below rated wind speed. However, the differences are acceptable for the current application because the
general trend in the response is captured.
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Figure 3. Rotor speed variation due to a uniform 1m/s wind speed step. Comparison between the linear (blue solid line) and the
nonlinear (red dashed line) models at 5, 9, and 13m/s.
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Figure 4. Tower base longitudinal bending moment variation due to a uniform 1m/s wind speed step. Comparison between the linear
(blue solid line) and the nonlinear (red dashed line) models at 5, 9, and 13m/s.
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Figure 5. Tower base lateral bending moment variation due to a uniform 1m/s wind speed step. Comparison between the linear (blue
solid line) and the nonlinear (red dashed line) models at 5, 9, and 13m/s.
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Figure 6. Blade root out-of-plane bending moment variation due to a uniform 1m/s wind speed step. Comparison between the linear
(blue solid line) and the nonlinear (red dashed line) models at 5, 9, and 13m/s.
4.2. PSD of response to turbulent wind
This section illustrates the PSDs of different wind turbine sensors due to turbulent wind. The turbulence intensity is 1% at
all wind speeds to better distinguish peaks in the PSD associated with the aeroservoelastic modes. This value of turbulence
intensity is lower than the one indicated by the standards for normal operations, but it eases the models comparison. The
following figures compare the linear and the nonlinear models. The plots also show the frequencies of the aeroservoelastic
modes and the frequencies of the harmonics of the rotational speed. The spectra at the wind speeds of 5, 9, and 13m/s are
compared.
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Figure 7 shows the PSD of the tower base longitudinal bending moment. At 5 and 13m/s the peak with the highest
energy is the one associated with the first tower longitudinal mode and at 9m/s it is the one associated with the first
backward whirling edgewise mode. The peak is higher at 5m/s due to the proximity of the mode with the 3P frequency,
equivalent to 0:353Hz. At 13m/s the peak associated with the regulator mode can be distinguished at about 0:2Hz.
Figure 8 shows the PSD of the tower base lateral bending moment. Also in this case the linear model captures the main
peaks and the overall energy level, as predicted by the nonlinear model.
Figure 9 shows PSD of the blade root out-of-plane bending moment. Since this results are in a blade-fixed reference
frame, they are obtained with the transformation in Equation (23). The figure does not show the values of the
aeroservoelastic modal frequencies, because the PSD is evaluated in a blade-fixed reference frame and the modal
frequencies are computed in a ground-fixed reference frame. A good agreement between the PSD obtained with the linear
and the nonlinear model is shown; frequencies and maximum power levels are predicted well, however the linear model
show bigger dips than the nonlinear model.
5. FATIGUE DAMAGE
This section contains an analysis of the fatigue damage obtained with the presented method, based on three different test
cases. In a first case, the fatigue damage is computed during normal operation. In the second and third cases, fatigue
damage loads variations are estimated between two wind turbine models. The second and third cases differ on the wind
input conditions: in the second case, the loads are evaluated with a fix number of turbulence seeds, in the third one, the
number of turbulence seeds is increased to identify the dependency of the approach on the wind realization. The two
models used in these cases differ in the controller tuning.
Three different results are compared in all test cases for each sensor at each wind speed:
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Figure 7. PSD of the tower base longitudinal bending moment. Comparison between the linear (blue solid line) and the nonlinear (red
dashed line) models at 5, 9, and 13m/s. The wind turbine aeroservoelastic mode frequencies are shown with dashed black vertical
lines. The harmonics of the rotational frequency are shown with dash-dot light blue vertical lines.
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Figure 8. PSD of the tower base lateral bending moment. Comparison between the linear (blue solid line) and the nonlinear (red
dashed line) models at 5, 9, and 13m/s. The wind turbine aeroservoelastic mode frequencies are shown with dashed black vertical
lines. The harmonics of the rotational frequency are shown with dash-dot light blue vertical lines.
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Figure 9. PSD of the blade root out-of-plane bending moment in a blade-fixed coordinate reference system. Comparison between
the linear (blue solid line) and the nonlinear (red dashed line) models at 5, 9, and 13m/s. The harmonics of the rotational frequency
are shown with dash-dot light blue vertical lines.
• Lin.: damage rate obtained with the linear model and wind sampled from simulations.
• Nonlin.: damage rate obtained with the spectral method applied to the PSD of the time series computed with the
nonlinear wind turbine model.
• Rainflow: damage equivalent load (DEL) obtained with rainflow-counting of time series computed with the
nonlinear wind turbine model.
The gravitational contribution to the blade edgewise fatigue loads is included in the Lin. case, as described in section 3.5.
5.1. Normal operation
In this paragraph, the fatigue damage is compared during normal operation. The reference turbulence intensity is 14% and
the wind speed is between 5 and 25m/s with 1m/s spacing.
A normalization is performed to compare the DEL, obtained with the rainflow-counting, and the damage rate, obtained
with the spectral method. The damage rates (Lin. and Nonlin.) are both normalized with the value of the damage rate of
the nonlinear model (Nonlin.) at 5m/s. The DELs at the different wind speeds are normalized with the DEL at 5m/s. The
comparison between the damage rates and the DELs cannot be performed on the actual values but only on the variations
between the different wind speeds, because the normalization is achieved with different factors.
Figure 10 shows the normalized fatigue loads at the tower base in the longitudinal and lateral directions. The plots
show the comparison between damage rate of the linear model with the wind sampled in turbulent inflow (solid blue
labeled Lin.), damage rate of the nonlinear model (dashed red labeled Nonlin.), and DEL of the nonlinear model (dashed-
dot green labeled Rainflow). Apart from the variable speed region and the high turbulence intensity, a very good agreement,
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Figure 10. Normalized fatigue loads at the tower base during normal operational conditions. Comparison between damage rate of
the linear model with the wind sampled turbulent inflow (solid blue labeled Lin.), damage rate of the nonlinear model (dashed red
labeled Nonlin.), and DEL of the nonlinear model (dashed-dot green labeled Rainflow).
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in both longitudinal and lateral directions, is achieved at low wind speeds. Around rated wind speed, the linear model (solid
lines) shows less continuity in the longitudinal loads compared to the nonlinear model (dashed lines). This can be explained
by the switch between the controller regions that smears out the controller changes in the nonlinear model. Above rated,
the results obtained with the linear model differ from those obtained with the nonlinear ones. The maximum difference
between Lin. and Nonlin. amounts to 13%. The difference is due to the linearizion and the differences in the model,
i.e. cone angle, tilt, and gravity. In the lateral direction the loads estimated both with the linear and with the nonlinear
models are less continuous with the wind speeds. The maximum difference between Lin. and Nonlin. amounts to 54%.
The differences in the lateral directions are larger than in the longitudinal because the response is more dependent on the
amplitude of the wind spectrum at the frequency of the tower. Because the PSD of the tower lateral response is dominated
by the sharp peak due to the low-damped tower lateral mode, a small variation in the amplitude of the input affects the
response and therefore the estimated loads. This dependency can be reduced with wind sampling of longer time series or
with an analytical wind spectrum. The damages obtained with the rainflow-counting (dashed-dot green labeled Rainflow)
and the spectral method obtained from the nonlinear model (dashed red labeled Nonlin.) agree in all the wind speed range.
This agreement indicates the effectiveness of the spectral method and the validity of the assumption to truncate the spectra
at 2Hz.
Figure 11 illustrates the normalized fatigue loads at the blade root, in the out-of-plane and in-plane directions. The
figure has the same labels as Figure 10. The loads estimated with the linear model follow the trend of those evaluated with
the nonlinear model. The maximum differences in the out-of-plane direction between the linear model and the nonlinear
model is 10% and in the in-plane direction is 2%.
A larger error is present between results evaluated with the rainflow-counting (dashed-dot green labeled Rainflow) and
those evaluated with the nonlinear model and the spectral method (dashed red labeled Nonlin.). This difference is intrinsic
in the spectral method since the results are obtained from the same time series but with two different methods. This
difference has also been shown in Section 3.4.
5.2. Parameter variation
This section contains a comparison of load variations estimated with the presented method and the rainflow-counting
approach. Two cases are analyzed: first loads variations at three different wind speeds with a fix number of turbulence seeds
are investigated, after loads variations estimated increasing the number of turbulent seeds at one wind speed are analyzed.
The first case illustrates the accuracy of the current method to evaluate loads variations compared to the rainflow-counting,
the second compares the dependency of the loads evaluated with the two approaches with respect to the wind realization.
An analysis on the load variations is of interest because it reflects the accuracy of gradients estimations in an optimization
design procedure.
In all cases, the load variations are obtained comparing the same sensor of two different models. The models differ in
the controller tuning. The tuning is changed using a type of gain-scheduling that also includes the effects of variations
in the aerodynamic torque with respect to the rotational speed [19]. The same sampled wind input Uw is used with both
the linear models. Hence, the wind sampling is performed only once. This approach is the one that could be used in an
optimization procedure, where only one set of sampled wind could be used through the design.
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Figure 11. Normalized fatigue loads at the blade root during normal operational conditions. Comparison between damage rate of
the linear model with the wind sampled turbulent inflow (solid blue labeled Lin.), damage rate of the nonlinear model (dashed red
labeled Nonlin.), and DEL of the nonlinear model (dashed-dot green labeled Rainflow).
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5.2.1. Fixed number of turbulence seeds
Here, the load variations are evaluated at three different wind speeds, 15, 20, and 25m/s. Ten different turbulence seeds
are used for each wind speed to compute the loads.
Figure 12 shows the percentage variations of the tower base longitudinal bending moment and of the rotor speed due
to the change in the controller gain-scheduling. The plots show the comparison between damage rate of the linear model
with the wind sampled in turbulent inflow (blue labeled Lin.), damage rate of the nonlinear model (red labeled Nonlin.),
and DEL of the nonlinear model (green labeled Rainflow). The different gain-scheduling keeps the frequency of the speed
regulator mode (the solid body rotation of the drivetrain) almost constant in the full load region, while in the reference
case it increases with the wind speed because the increasing aerodynamic damping is neglected. The speed regulation is
therefore less aggressive at higher wind speed with the modified gain-scheduling than with the reference one. This effect is
confirmed by the load variations shown in the figure. Because the controller is less aggressive, the tower loads are reduced,
and the reduction increases for increasing wind speed. On the other hand, the fluctuations of the rotor speed are increasing.
The maximum error in the tower base longitudinal moment variation between Lin. and Rainflow amounts to 22%. This
difference occurs at 15m/s, where the influence of the change in the gain-scheduling on the loads is lower. The maximum
difference on the estimation of the rotor speed variation is 7%. Overall the linear method follows correctly the trends
estimated with the nonlinear simulations and the rainflow-counting.
5.2.2. Increasing number of turbulence seeds
In this case the loads are evaluated only at 15m/s for increasing number of turbulence seeds used in the loads
computation, from one to thirty. Each load variation is evaluated five different times using different wind realizations,
i.e. different turbulence seeds. This analysis illustrates if the selected wind realization affects the loads or, if the number
of turbulence seeds used is sufficient to fully describe the turbulent wind and therefore remove the dependency on the
realization.
Figure 13 shows the percentage variations of the tower base longitudinal bending moment and of the rotor speed due to
the change in the controller gain-scheduling as function of the number of turbulent seeds used in the loads evaluation. The
tower base longitudinal bending moment evaluated with the linear model Lin. is less dependent on the wind realization
compared to the one estimated with nonlinear simulations Rainflow. Nonlinear loads show a wide scatter depending on the
wind realization, even when many turbulence seeds are used. With the nonlinear approach, the dependency on the wind
condition, in some cases, significantly underestimates the effects of the different controller tuning on the loads. The rotor
speed variations are generally more dependent on the wind realization with both methods. However, with more than 15
turbulence seeds, the linear approach seems to be more consistent than the nonlinear one.
Loads estimated with the spectral method are less dependent on the wind realization than when estimated with nonlinear
time-domain simulations. This lower dependency can be a significant advantage in an optimization design procedure, since
the final design is not affected by the selected wind input. Furthermore, the loads variations estimated with the presented
method can be with more confidence attributed to the changes in the design parameters rather than on a different wind
passing through the turbine.
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Figure 12. Percentage variation of the tower base longitudinal bending moment and of the rotor speed due to a different controller
tuning. Comparison between damage rate of the linear model with the wind sampled turbulent inflow (blue labeled Lin.), damage
rate of the nonlinear model (red labeled Nonlin.), and DEL of the nonlinear model (green labeled Rainflow). Wind speed of 15, 20 ,
and25m/s.
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Figure 13. Percentage variation of the tower base longitudinal bending moment and of the rotor speed due to a different controller
tuning. Dependency of the loads on the number of turbulence seeds used in the evaluation and on the turbulence realization.
Comparison between damage rate of the linear model with the wind sampled turbulent inflow (blue labeled Lin.) and DEL of the
nonlinear model (green labeled Rainflow). Wind speed of 15m/s.
6. CONCLUSION
This paper presents a method to evaluate wind turbine fatigue loads based on a linear high fidelity wind turbine model and
on a spectral method. The method has a potential for wind turbine optimization design applications because it does not
require time simulations to evaluate the fatigue loads when a wind turbine parameter is changed. Furthermore, the wind
input used by this method can be computed before starting the optimization, therefore a high-detailed description of the
wind, i.e. high number of turbulence seeds, does not compromise the computational time. In the paper a description of
the wind turbine model in closed-loop configuration is performed. The model of the controller used to regulate the wind
turbine is described in details. The method to evaluate the fatigue load is first described and then analyzed through a series
of comparisons with a nonlinear model, to validate the different steps it is based on. Time-domain wind step responses and
power spectra are analyzed to compare the models. Two different test cases are then investigated to identify the accuracy
of the loads evaluation. Results show that the method is able to estimate wind turbine loads in normal operation conditions
and loads variations due to a change in the controller tuning. Furthermore, loads estimated with the presented method
appear to be less dependent on the wind realization used for the evaluation.
The load estimation leads to large errors when the PSD of the response is dominated by low-damped modes. These
responses are more dependent on the wind input and therefore on the sampled wind time series. These differences should
be reduced with longer wind sampling or with an analytical wind input.
Future investigations should focus on a more detailed analysis of the accuracy of gradients computed with this
method. The investigation should identify the dependency of results on the wind input spectra. Furthermore, an analytical
formulation of the wind input should be included to avoid the wind sampling from time series.
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Abstract. Fine tuning of controllers for pitch-torque regulated wind turbines is an
opportunity to improve the wind turbine performances and reduce the cost of energy without
applying any changes to the design. For this purpose, a method for automatically tune a
classical controller based on numerical optimization is developed and tested. To have a better
understanding of the problem a parametric analysis of the wind turbine performances due
to changes in the controller parameters is rst performed. Thereafter results obtained with
the automatic tuning show that is possible to identify a ner controller tuning that improves
the wind turbine performances. For the case study selected in this work, a 2% cost function
reduction is achieved with seven iterations.
1. Introduction
Most of the controllers that have been presented for pitch-torque controlled variable speed wind
turbines require a set of gains or weights that have to be selected to obtain the desired behavior
of wind turbine. With the continuous growth in the rotors sizes and the rated powers, the role of
the controller is more central in the wind turbine design, where the abilities of active controllers
to reduce the loads are essential in the pursuit of reducing the cost of energy.
Tuning of a controller is not a straightforward process because often the gains lead to
contrasting performances. It is always necessary to identify a trade-o according to the
requirements. Fine controller tuning requires several iterations and can also be very time
consuming depending on the type of controller and the number of tuning parameters. To improve
the selection of the controller parameters tuning by means of numerical optimization has been
investigated in previous works. In the work by Hansen et al. [1] the gains of a classical PI
controller are computed to minimize the standard deviation of the blade root apwise bending
moment. The load is evaluated with several simulations at dierent mean wind speeds above
rated. In the investigation a reduction of the standard deviation of the blade root apwise
bending moment up to 2% is achieved. Bottasso and Croce [2] describe an approach to perform
a goal-oriented optimization of the tuning parameters. In their work they describe a possible
coupling between an optimization and an aero-servo-elastic software. They also focus on the
multi-objective nature of the tuning problem showing two approaches, one based on a combined
scalar objective function and one based on a multi-objective Pareto-front optimization.
In this paper, a study to identify a tuning of the controller with a parametric analysis and
a numerical optimization is presented. The aim is to investigate a possible improvement in
the wind turbine performances adjusting the controller parameters according with the loads
computed during power production simulations. To identify the quality of the performances,
a cost function is rst proposed and then used both in the parametric analysis and in the
optimization. The controller selected for this work is a classical regulator based on two
proportional integral (PI) controllers, one for the constant speed-variable torque region, and
one for the constant speed and constant power region. In the variable speed region a torque
regulation proportional to the square of the measured rotational speed is used. No advanced
loops for active load reduction are present in the controller.
Results of the investigation here presented show that with an optimized controller tuning the
cost function can be reduced for the specic wind conditions considered.
A classical regulator framework for power production regulation is selected, despite the
existence of more advanced control approaches, because they are the most used to control
variable-speed pitch-torque regulated wind turbines due to their easily implementation,
reliability and robustness. The wind turbine used in this work is the NREL 5MW reference
turbine [3]. The method developed in this paper is also valid for more advanced controllers, and
most of the considerations and conclusions may apply also to dierent wind turbines.
In Section 2 the controller used for the investigation is described. The numerical optimization,
the cost function and the constraints are introduced in Section 3. Section 4 contains a parametric
analysis of the eect of each controller parameter on the wind turbine performances. In Section
5 the results of an optimization are shown and commented.
2. Controller description and classical tuning
The controller used here is inspired by Bossanyi [4]. It is divided into four dierent sub
controllers, each for a dierent operational region. The four regions are:
 constant minimum rotor speed variable torque
 variable rotor speed, variable torque region;
 constant rated rotor speed, variable torque region;
 constant rated rotor speed, constant power region.
In the following each region controller is described to show the parameters of the optimization
problem. The techniques of switching between regions are not described. It follows the ideas of
Bossanyi [4] and is not part of the optimization problem.
2.1. Variable speed, variable torque region
The pitch is kept constant at the angle  and the generator torque is used to regulate the
rotational speed 
 to track a constant tip-speed-ratio. The value of the torque is set to
Qref = k

2 to balance the aerodynamic torque. The constant k can be computed as
k = 
1
2

R5
3
Cp(
; ); (1)
where  is the air density, R is the rotor radius,  and  are the pitch angle and the tip-speed-
ratio that maximize the power coecient Cp, and   1 is an eciency factor used to increase
the tip-speed-ratio. Setting  = 1 the torque balance will ensure optimal tip-speed-ratio  in
steady state. However, due to turbulence and large rotor inertia, the controller actions is not
quick enough to keep the tip-speed-ratio constant after a change in the wind speed. Variations
in the tip-speed-ratio mean that, if  and  are selected to maximize the power coecient, the
operating point will drop on one side of the Cp() curve creating a drop in power production.
Moreover, if the tip-speed-ratio decreases for an increase in the wind speed while operating at
the top of the Cp curve the ow on the blade will stall and the turbine may risk stall-induced
vibrations. In the work by Johnson [5] he suggests to select  between 80% and 95% to increase
the value of the tip-speed-ratio. This solution is a good guideline but it may not be the optimal
for all wind turbines due to dierent wind conditions.
2.2. Constant speed, variable torque regions
When the wind turbine is operating at the minimum rotor speed (
min) or rated 
R, the
controller has to keep the rotational speed constant. In these regions, the regulation is performed
with a PI controller on the generator torque while the blade pitch is kept constant. The reference
torque is set as
Qref = k
Q
p (
f   
set) + kQi
Z t
0
(
f ()  
set)d
where 
f is a low-pass second order ltered rotational speed, 
set is either the minimum rotor
speed or the rated speed 
R, k
Q
p and k
Q
i are the proportional and the integral gains of the rotor
speed error PI feedback.
2.3. Constant speed, constant power region
When the power reaches the rated value, the controller has to guarantee constant power and
constant rotational speed. This regulation is obtained with a PI controller on the pitch angle
ref = k
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k(
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Z t
0
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where ref is the reference pitch, k

p;
 and ki;
 are the proportional and integral gains for the
rotor speed error feedback, and k is a gain scheduling factor. In the pitch controller there are
also a proportional and integral term depending on the error between the reference power and
the rated power, Pref and PR. These terms are introduced to improve the transition between
the dierent regions. The power reference is obtained multiplying the reference torque with the
unltered rotor speed. The two integral terms share a saturated integrator ensuring minimum
pitch in the variable speed region and a fast action when the power is increasing.
There are several techniques and methods to select the tuning parameters for PI controllers
but they are based on simplied or linearized models and they do not take into account factors
such as turbulence. This deciency means that once the tuning is tested on a real machine or
on an advanced model, it does not always show the desired behavior.
A possible strategy to tune the PI controllers is with a pole placement technique [1, 6, 7]. It
may ensure that the frequency of the drivetrain rigid body mode is below the tower frequency
to avoid a controller induced instability with the fore-aft tower mode, and suciently high to
avoid large rotor speed variations. The main problems related with the pole placement approach
for the constant rotational speed region are that this approach has the uncertainty to be based
on a one degree of freedom model [7], and that the designer still have to identify the optimal
position of the pole.
3. Optimization problem
The design variables for the given controller are the six gains of the PI controllers, the eciency
factor and the natural frequency and damping ratio of the second order low-pass lter on the
measured generator speed.
Figure 1 shows a route diagram of the numerical optimization procedure. Simulations
are performed with the multi-body aero-servo-elsastic code HAWC2 [8] according to the IEC
standards [9] for a given set of controller parameters. When the simulations are terminated a
post processing procedure extracts the equivalent fatigue loads, the ultimate loads and the power
production performances. These values are used to compute a scalar cost function and evaluate
the fulllment of the constraints, which goes into the optimization routine that computes new
design variables. A gradient based optimization algorithm implemented in the Matlab function
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Figure 1. Route diagram of the numerical optimization procedure.
fmincon [10] has been used here. The procedure can be easily adapted to other algorithms and
optimization platforms.
The cost function is based on loads l computed during simulations:
J =
X
i
wici(l) (2)
were ci(l) are the costs of the wind turbine components and wi are weights. The cost of the
blade, the tower and the drivetrain are computed with an average between fatigue and ultimate
loads divided by the annual energy production, while the cost of the pitch system (mechanism
and bearings) is computed as the ratio between the normalized actuator duty cycle and the
annual energy production.
ci =
1
2
l^fatigue + l^ultimate
[AEP
(3)
cpitch =
\ADC
[AEP
(4)
where l^fatigue is the normalized life-time damage equivalent load, l^ultimate is the normalized
maximum load computed during the simulations,\ADC is the normalized actuator duty cycle
and[AEP is the normalized annual energy production. The parameters l^fatigue, l^ultimate,\ADC
and [AEP are normalized with respect to the corresponding value of a reference solution. The
loads used for the tower and the blade are the resultant of the root section in-plane moments.
The load used for the drivetrain is the torque on the shaft at the generator side. The ADC is
dened as
ADC =
X
j
F (Vj)
1
T
Z T
0
_(t; Vj)
_max
dt (5)
where F (Vj) is the value of the life time Weibull probability function for the wind speed Vj ,
T is the length of a simulation, _ is the pitch rate and _max is the maximum allowable pitch
Table 1. Reference solution parameters value
Component Fatigue Ultimate
Blade root in-plane mom. res. [kNm] 7006.766 16108.847
Tower base in-plane mom. res. [kNm] 12464.805 73104.907
Shaft torque [kNm] 672.022 -
ADC [-] 0.042
AEP [GWh] 10.566
rate. The values of the loads obtained from the reference solution are shown in Table 1. The
weights used in Equations (2) are shown in Table 2. These values are computed dividing an
estimated cost of the component by an estimated cost of the wind turbine. The estimated costs
are obtained using the method showed in [11].
To ensure tower-blade clearance and sucient small variations of rotor speed to avoid
emergency shutdowns in normal operations, two constraints are included. The rst constrained
parameter is the maximum blade tip deection and the second is the maximum rotor speed.
The constraints are dened in the optimization algorithm as inequality constraints:
mi  mi;max = i  0 (6)
where mi and mi;max are the normalized measured and the normalized maximum allowable
value of the constrained parameter i and i is the constraint feasibility. The parameters are
normalized with respect to the reference solution. Table 3 shows the maximum allowable value
of the two constraints.
The simulations used to compute the loads are in accordance with the DLC 1.2 [9]. Twelve
dierent mean wind speeds are selected, and four dierent turbulent seeds are used for each of
the mean wind speeds. To weight the eect of each wind speeds on the life time loads a Weibull
distribution function is used.
All the results presented in the next sections are shown with respect to a reference solution
for the 5MW NREL reference wind turbine. This solution is obtained tuning the controller with
a classical approach. The controller parameters are
 Pitch angle and eciency factor for the variable speed region:  = 0 and  = 1;
Table 2. Cost function weights, w.
Component c
Blade 0.311
Tower 0.122
Drivetrain 0.231
Pitching system 0.042
Table 3. Constraints.
Max tip deection 5 m
Max rotor speed 1.1
R
 Proportional and integral gains of the pitch PI controller: kp;
 = 0:925 rad/(rad/s) and
ki;
 = 0:207 rad/rad corresponding to a closed-loop pole of the rigid body drivetrain mode
with frequency 0:05Hz and damping 0:7;
 Proportional and integral gains of the torque PI controller: kQp = 2:022MNm/rpm and
kQi = 4:330 MNm/rad corresponding to a closed-loop pole of the rigid body drivetrain
mode with frequency 0:05Hz and damping 0:7;
 Natural frequency and damping ratio of the second order low-pass lter on the measured
generator speed: frequency 0:6Hz and damping ratio 0:7. The free drivetrain frequency is
about 1:65Hz
4. Parametric analysis
The parametric analysis is performed to investigate how the tuning of the main controller
parameters aects the behavior of the wind turbine. In the parametric analysis the four PI
gains of the rotor speed error feedback, the eciency factor of the torque controller and the
natural frequency of the second order low pass lter are analyzed.
4.1. Proportional gain of the pitch PI controller
Figure 2 shows the variations of the normalized total cost and of the rotational speed constraint
feasibility  due to the proportional gain of the pitch controller. The total cost of the wind
turbine decreases when the gain is decreased, while the maximum rotational speed increases. The
damping of the drivetrain speed regulator mode is lower for reduced gains, hence the controller
responds slower to the wind speed changes. A slower response leads to higher rotational speed
variations and so to a higher maximum value. The solution becomes unfeasible ( > 1) when
the gain is 0:75 rad/(rad/s). In Figure 3, the costs variation of each wind turbine component are
plotted for the same changes in the proportional gain. An aggressive pitch controller with high
proportional gain leads to a higher pitch and tower cost. For faster control of the rotor speed
the pitch action has to be higher leading to higher variations in the aerodynamic thrust and
thereby larger tower oscillations. At low gain, the generator cost is higher because the torque
has to counteract the large rotor speed variations to guarantee constant power.
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the proportional gain of pitch controller.
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4.2. Integral gain of the pitch PI controller
Figure 4 shows the variations of the normalized total cost and of the rotational speed constraint
feasibility due to the integral gain of the pitch controller. The total cost is not signicantly
aected by changes in the integral gain of the pitch controller, whereas the variations of the
maximum rotational speed are more signicant. As for the proportional gain, a low gain leads
to larger rotor speed variations. A lower frequency of the drivetrain speed regulator mode
is equivalent to a reduction in the stiness that keeps the rotor speed at its set-point, hence
the larger rotor speed variations. Figure 5 shows the cost of the components. Larger integral
feedback leads to larger cost variation for the pitch actuator, whereas low gains leads to lower
blade cost. The cost variation is clearly not convex, hence the gradient-based optimization may
fail identifying the global minimum.
4.3. Proportional gain of the torque PI controller
Variations of the normalized total cost and of the rotational speed constraint feasibility due
the proportional gain of torque controller are plotted in Figure 6. Again, the cost decreases
when reducing the proportional gain. The maximum value of the rotational speed is not
signicantly aected because overspeeds occur at a higher wind speed, where the pitch is used
for the regulation. Figure 7 shows the components cost variations. The blade and the tower
are subject to lower loads when the torque controller is less aggressive. Even if the torque
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Figure 4. Variations of the normalized
total cost and of the rotational speed
constraint feasibility  due to changes in
the integral gain of pitch controller.
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the proportional gain of torque controller.
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Figure 7. Variations of normalized
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proportional gain of torque controller.
controller is active in a small region, it signicantly aects the cost function due to the wind
speed probability distribution. Because the variable torque constant rotor speed region is small,
in turbulent wind the loads might also depend on the switching conditions.
4.4. Integral gain of the torque PI controller
Figure 8 shows the total cost variation due to changes in the integral gain of the torque controller.
The integral gain of the torque controller has a similar eect on the total cost as the proportional
one. In Figure 9 the costs of the components are shown. When reducing the gain the tower
cost decreases up to a value where it starts increasing again. The tower cost reduction is due to
lower maximum loads, because a lower gain generates a slower controller and a less aggressive
action after a switch between two regions.
4.5. Eciency factor for torque controller
Figure 10 shows the variations of the total costs and of the constraint feasibility due to the
eciency factor  of the k
2 controller, whereas Figure 11 shows the components costs variation.
The plots show that there is a signicant cost reduction for low values of . The total cost
reduction is mainly driven by the tower and the blade costs. Reducing the value of  the mean
value of the rotational speed increases. A higher rotational speed increases the gap between
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2 torque controller
the 3P frequency and the tower rst natural frequency reducing the tower vibrations, hence the
fatigue loads. For example, an eciency factor of 80% increases the distance between the 3P
and the rst tower natural frequency of 7%. For very low eciency factors the cost increases
due to the reduction in the annual energy production.
4.6. Rotational speed low-pass lter natural frequency
Figure 12 shows the variations of the normalized total cost and of the rotational speed constraint
feasibility due to changes in the natural frequency of the second order low-pass lter on the
measured generator speed. If the frequency is low the control action is too soft, hence the
performances are lower. For too high lter frequencies the response of the low-damped free-free
drive train mode is not suciently attenuated in the feed-back measurement, therefore the loads
on the drive train and the pitch actuator are higher. In Figure 13 the components cost variations
are shown. The plot shows that the components more inuenced by the low-pass lter frequency
are the drive train and the pitch system.
5. Automatic tuning
In this investigation only the four gains on the rotor speed feedback error are selected as
optimization variables. The initial solution, required by the gradient based algorithm, is the
reference solution described in Section 3. In Figure 14 the changes of the cost function in the
rst seven iterations are shown, where it is reduced by 2%. The cost reduction achieved with the
optimization is close to the maximum reductions shown in the parametric analysis for the same
parameters. This similarity in cost changes may mean that the optimization has stopped at a
local minimum or that it is not possible to obtain a further reduction when optimizing with more
variables at the same time. In Figure 14 also the changes in the feasibility of the constrains on
the maximum tip deection and the maximum rotational speed are plotted. The constraints are
not signicantly changed and they do not approach the feasibility limit. Only a small increase
of the rotational speed constraint feasibility occurs, due to the reduction of integral gain of
the pitch controller. Figure 15 shows the optimization variables variation with respect to the
reference solution at the dierent iterations. During the optimization most of the parameters
are reduced, in accordance with the results shown in the parametric analysis. Only the pitch
proportional gain increases leading to a more aggressive controller in the full load region. The
variable that has the largest variation is the integral gain of the torque controller. Indeed, from
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the parametric analysis, it was evident that the gains of the torque controller allow larger cost
reductions compared to the gains for the pitch controller. As in the parametric analysis the
component that drives the reduction of the integral gain of the torque controller is the tower.
The lower integral gain generates a less sharp corner in the mean wind speed versus mean rotor
speed curve, making the switch less aggressive and reducing the loads on the tower. The CPU
time needed for this optimization is approximately of 4000 hours.
6. Conclusions
In this work a method to tune a wind turbine controller using a numerical optimization has
been presented. A parametric analysis of the main controller parameter has shown how the
tuning aects the performances and the cost of the wind turbine. This study has highlighted
the complexity of the tuning process showing the contrasting behavior of some parameters on
the loads. The results from the numerical optimization have shown that is possible to achieve
a ne tuning that can improve the wind turbine performances leading to a lower cost of energy.
In seven iterations the cost of the energy has been reduced by 2%. The cost reduction has been
achieved reducing the gains of the torque controller and the integral gain of the pitch controller.
The integral gain of the torque controller has been reduced to a few percent of its original value
to smooth the transition between the constant speed constant power region and the constant
speed variable torque region.
Further investigations should focus on repeating the numerical optimization changing the
initial guess. This study should identify if the gradient based algorithm has found a local
minimum and if the cost can be further reduced. Furthermore an analysis on the robustness
of the solution obtained should be performed. The study should be on the dependency of the
solution obtained on the wind conditions and on the wind turbine model. Future works may also
focus on the improvement of the cost function and on the selection of a more suited optimization
algorithm. A more realistic cost function could give more reliable and factual results while a
more advanced algorithm, e.g. based on global optimization, could further improve the cost
reduction identifying the global minimum.
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Eects of gain-scheduling methods in a classical wind
turbine controller on wind turbine aeroservoelastic
modes and loads
Tibaldi C, Henriksen LC, Hansen MH and Bak C
Department of Wind Energy, Technical University of Denmark
The eects of dierent gain-scheduling methods for a classical wind turbine controller,
operating in full load region, on the wind turbine aeroservoelastic modes and loads are
investigated in this work. The dierent techniques are derived looking at the physical
problem to take into account the changes in the aerodynamic characteristics as a function of
the wind speed. The modal analysis is performed with a high-order linear aeroservoelastic
model computed with the frequency based stability tool HAWCStab2. The time series
of the wind turbines loads are computed with the non-linear time domain tool HAWC2.
Results show changes in the natural frequency and in the damping ratio of the speed
regulator mode and of the tower longitudinal mode when using the dierent gain-scheduling
schemes.
I. Introduction
In this paper a comparison of dierent gain-scheduling techniques for a classical Proportional Integral
(PI) collective pitch wind turbine controller is performed. In the above-rated region, where the PI controller
is active to set the blades pitch angle, the aerodynamic characteristics of wind turbines are subject to
signicant variations. These dierences are due to the changing wind speed, mean blade pitch angle, and
blade deformation. Hence, a gain-scheduling technique that can compensate and take into account for these
changes is needed to obtain uniform performances of the speed regulator.
Gain-scheduling techniques have been presented by dierent authors. These approaches dier mainly on
the variable used for the parametrization and on the methodology to compute the coecients of the gain-
scheduling function. ye1 presented a method to account for the dierent sensitivity of the aerodynamic
torque to pitch angle variations occurring at dierent wind speeds. In the method suggested by ye the gains
are changed linearly with the pitch angle. The gains of the PI controller and the coecients used for the gain-
scheduling are derived with the pole placement of the rigid body drivetrain mode. This approach has also
been used by Wright.2 Bossanyi3 also suggests a linear gain-scheduling with respect to the pitch angle. In
his works he also states that, since the thrust sensitivity varies in a dierent way, a dierent parametrization
may be required to ensure good performances at all wind speeds. A previous investigation by Hansen4
has shown that the linear interpolation suggested by ye does not guarantee the correct placement of the
speed regulator mode for all the operational range. For high wind speeds the gain-scheduling method is not
able to ensure the location of the pole and the value of the frequency increases for increasing wind speeds.
Furthermore, the damping of the resultant regulator mode diers from the value set with the placement
technique. Therefore, the need of a better gain-scheduling to guarantee a better location of the pole in all
the operational range exists.
The purpose of this work is to characterize the performances of some gain-scheduling techniques. To
achieve this a high-order linear aeroservoelastic model of a wind turbine is used to perform closed-loop modal
analysis. The analysis is performed to take into account the possible coupling between the controller and the
structure as shown in previous works.4,5 In this investigation the method suggested by ye1 is considered
as a baseline. This method is then extended as suggested by Hansen4 with a quadratic parametrization of
the derivative of the aerodynamic torque with respect to the pitch angle. Finally, a modied gain-scheduling
tlbl@dtu.dk
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is introduced to compensate the changes in the derivative of the aerodynamic torque with respect to the
rotational rotor speed. The performances of the gain-scheduling techniques are evaluated by looking at the
frequency and damping of the speed regulator mode and at relevant wind turbines loads. The investigation
is performed using HAWCStab28,9, 10 to generate a high-order linear aeroservoelastic model of the wind
turbine and to perform the closed-loop modal analysis. HAWC26 is exploited to validate with a non-linear
multi-body aeroservoelastic model the results obtained with HAWCStab2 and to identify how loads and
performances are aected. The 5 MW NREL reference turbine7 is used in the investigation. The new gain-
scheduling method shows an improvement in the positioning of the speed regulator mode, especially at high
wind speeds. The frequency of the mode decreases getting closer to the intended value. Hence, higher rotor
speed excursions and lower tower loads occur at high wind speeds compared to the traditional approach.
This paper is structured as follows. In the rst part of this investigation three gain-scheduling are derived
based on the same simplied model. The methods are then used with a single degree of freedom wind turbine
model to evaluate the position of the speed regulator mode. Rotor speed responses to wind steps of the single
degree of freedom linear model are compared with those obtained with HAWC2 with a fully sti turbine.
The gain-scheduling methods are then compared closing the loop with a high-order model. The analysis
is performed comparing frequencies and damping of the dierent aeroservoelastic wind turbine modes. A
comparison with HAWC2 is also performed with this model. Finally, the gain-scheduling are compared
looking at their inuence on some wind turbine loads.
II. Linear aeroservoelastic wind turbine model
The linearized model, used for the investigation is obtained with the in-house developed tool HAWCStab2.
HAWCStab2 is an improved version of HAWCStab 8 and it includes a dierent kinematics. The model is
based on an analytical linearization of a non-linear nite beam element model coupled with an unsteady blade
element momentum model of the blade aerodynamic. The aerodynamic model includes shed vorticity and
dynamic stall. The model does not include dynamic inow and assumes frozen wake. A detailed description
of the model is provided by Hansen.9 An extensive validation and analysis of the open-loop performances
of the tool are provided by Snderby and Hansen.10 The controller used to close the loop is a simplied
linearization of the controller described by Hansen and Henriksen.11 The controller included in HAWCStab2
regards only the above-rated region. In this region the primary controller objectives are to maintain constant
rotational speed and constant power or torque. The linearized controller includes the PI pitch controller,
a second-order lter of the rotor speed feedback and a rst-order lter of the measured pitch angle. The
ltered pitch angle is required by the gain-scheduling. The linearized controller is described in detail by
Hansen.4 The closed-loop high delity model used for the investigation is composed by 834 dynamic states,
336 aerodynamic and 498 structural.
III. Controller tuning and gain-scheduling techniques
In this section the method to perform the controller tuning is shown and the dierent gain-scheduling
schemes are introduced.
The tuning of the proportional and integral gains (kP and kI) of the PI controller is based on pole
placement of the rigid body drivetrain mode introduced by ye.1 The method assumes rigid turbine, quasi-
steady aerodynamics, no rotor speed lters, and no pitch actuators. Under these assumptions the open-loop
system can be described with a single degree of freedom second-order system
I _
 = Q(V;
; ) Qg(
) (1)
where _
 is the rst time derivative of the rotational speed, I is the total drivetrain inertia including rotor,
shaft, gearbox and generator, Qg is the controlled generator torque that for the given control law depends on
the rotor speed, and Q is the aerodynamic torque that depends on the wind speed V , the rotor speed, and
the pitch angle . After linearizing Eq. (1) around the operational steady states, the second-order system
can be written as
I +
@Qg
@

  @Q
@


_  @Q
@
 = 0 (2)
where _ is the rotor speed variation relative to the rated rotor speed _ = 
   
R,  is the pitch angle
variation,
@Qg
@
 is the partial derivative of the generator torque with respect to the rotor speed and
@Q
@
 and
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@Q
@ are the partial derivatives of the aerodynamic torque with respect to the rotor speed and the pitch
angle respectively. The last two terms, @Q@
 and
@Q
@ , can also be referred to as aerodynamic damping and
aerodynamic gain respectively. The dependency on the wind speed of the aerodynamic damping has been
neglected since the focus is on the homogeneous system to perform eigenvalue analysis. The linearized
equations of the PI pitch controller are
 = kP _+ kI (3)
where  is the integral of the of the rotor speed variation _. If the controller is included in the system the
resulting closed-loop equation is
I +
@Qg
@

  @Q
@

  kP @Q
@

_  kI @Q
@
 = 0: (4)
The pole placement is performed imposing the natural frequency !
 and damping ratio 
 to the second-
order system in Eq. (4).
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The two equations in Eq. (5) can be solved for the two PI gains
kP =  
2
!
I   @Qg
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+
@Q
@

@Q
@
kI =  !
2

I
@Q
@
(6)
The gains obtained with this approach depend only on the frequency and damping of the speed regulator
mode, the drivetrain inertia, the derivative of the generator torque with respect to the rotational speed,
and the gradient of the aerodynamic torque. The frequency and the damping ratio of the speed regulator
mode are usually selected to be lower than the rst longitudinal tower mode frequency to avoid resonance
conditions but high enough to avoid large rotor speed excursions. The derivative of the generator torque
with respect to the rotational speed depends whether the wind turbine is regulated for constant torque
(
@Qg
@
 = 0) or constant power (
@Qg
@
 =
Pr

2 where Pr is the rated power). In this work constant torque is
selected, therefore
@Qg
@
 is set to zero. The rotor inertia, for a xed rotor, depends only on the changes in rotor
diameter due to steady static blade deformations. For the 5 MW NREL reference turbine the maximum
variation of the inertia is 0:1%. For this reason the drivetrain inertia can be approximated as constant.
Both the aerodynamic gain and the aerodynamic damping depend on the operational conditions, hence the
necessity to have a gain-scheduling scheme.
In this work the aerodynamic gains and damping are approximated with a polynomial approximation as
functions of the pitch angle . The value of the pitch angle used for the gain-scheduling is obtain ltering
with a rst-order lter the measured pitch angle. In this investigation the time constant of the rst-order
lter is set to a high value to neglect its dynamic. If a quadratic t is selected, the approximations are
@Q
@
 @Q
@

0

1 +

K1
+
2
K2

=
@Q
@

0
1
K
@Q
@

 @Q
@


0

1 +

K1;

+
2
K2;


=
@Q
@


0
K;
 (7)
where the parameters K1, K2, K1;
 and K2;
 can be computed from tting of quasi-steady calculations. In
this investigation the polynomials are tted to the gradient computed with HAWCStab2 using a least-squares
method. In the work by ye1 and Hansen9 the inuence of the aerodynamic damping is neglected for the
tuning while the aerodynamic gain is approximated with a linear and quadratic t respectively. Figures 1
and 2 on the following page show the aerodynamic gain and the aerodynamic damping. Values computed
with HAWCStab2 and a linear and quadratic polynomial tting are plotted. The gures show how the tting
is improved when using a quadratic approximation compared to the linear.
Substituting the approximations in Eq. (7) into the gains in Eq. (6) the gains can be written as
kP = kP;0K + kP;0;
KK;
 kI = kI;0K (8)
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Figure 1. Partial derivative of the aero-
dynamic torque with respect to the pitch an-
gle @Q
@
. Circles: HAWCStab2 computations.
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Depending on whether a linear or quadratic polynomial approximation is selected and whether the aerody-
namic damping is neglected, dierent gain-scheduling solutions can be obtained.
A. PI gains
In this work three dierent gain-scheduling schemes are compared:
 Lin. assumes a linear variation of the aerodynamic gain and no aerodynamic damping,
 Quad. assumes a quadratic variation of the aerodynamic gain and no aerodynamic damping,
 Quad.+Damp assumes a quadratic variation of the aerodynamic gain and damping.
Due to the dierent gain-scheduling the PI gains will dier from each other at each wind speed. Figure 3 on
the next page shows the proportional and integral gains computed with the dierent gain-scheduling methods.
A natural frequency fn;
 of 0:1Hz and damping ratio 
 of 0:7 are assigned to the rotor speed regulator
mode. A reference value is also shown where no gain-scheduling is used but the gains are computed using
for each operational point the actual values of the gradient computed with HAWCStab2. This comparison
allows evaluating how the dierent approaches perform compared to ideal reference values. Using a quadratic
instead of a linear approximation for the aerodynamic gain does not signicantly aect the controller gains.
The larger dierence is noticed at low pitch angles, at the beginning of the above-rated region. Here the linear
tting leads to higher proportional and integral gains compared to the reference values and those obtained
with a quadratic tting. Neglecting the aerodynamic damping only aects the proportional gain, as seen
in Eq. (8). The dierences can be noticed for increasing pitch angles. Without the aerodynamic damping
the proportional gain results to be even more than twice the reference value. This rst comparison shows
that the linear approximation of the aerodynamic gain has poor agreement for low pitch angles with the
reference values. Neglecting the aerodynamic damping @Q@
 penalizes the gains at higher wind speeds. The
proportional gain is the most aected by the choice of gain-scheduling, consequently dierent performances
are expected especially for the damping of the regulated mode.
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Figure 3. Comparison of the proportional and integral gains computed with the dierent gain-scheduling
methods. The reference gains are obtained without gain-scheduling and using the actual values of the gradient
of the aerodynamic torque.
IV. Results
In this section results from the closed-loop analysis are shown. First the investigation is carried out on
a single degree of freedom model and then on a high-order model.
A. Single degree of freedom
In this section the three gain-scheduling methods are compared closing the loop with a single degree of
freedom model of a wind turbine. The model used is the same as the one used for the tuning, hence the
pole placement depends only on the gain-scheduling and it is not aected by the inuence of other modes.
Figure 4 on the following page shows the natural frequency and the damping ratio of the rotor speed regulator
mode. The results obtained with the three gain-scheduling methods are compared with those obtained with
the reference gains. The reference gains place the regulator mode exactly where it is desired to, fn = 0:1Hz
and  = 0:7. Even when using a single degree of freedom model signicant dierences can be noticed between
the results obtained with the dierent techniques. If a quadratic tting of the aerodynamic gain is selected
an improvement in the frequency location can be noticed, Figure 4 on the next page a). The linear tting
generates a frequency that is almost 7% higher than the reference one at low pitch angles. With the quadratic
tting of the aerodynamic gain the natural frequency has a maximum discrepancy compare to the reference
value of less than 0:5%. Dierent results appear for the damping ratio in Figure 4 b). If the aerodynamic
damping is neglected in the gain-scheduling the damping ratio of the regulator mode diers from the placed
value. The mode damping increases with the pitch angle and becomes over-damped for a pitch angle of
17 deg. When including the aerodynamic damping the resultant damping ratio is almost overlapped to the
reference value. Figure 5 on the following page shows the trajectory of the regulator mode poles as function
of the wind speed when a linear tting of the aerodynamic gain is used and no aerodynamic damping is
considered for the gain-scheduling. At low wind speeds the poles are complex-conjugate, hence the mode is
undamped. When the wind speed increases the poles approach the real axis. Between 20m/s and 21m/s
the poles become real and therefore the mode becomes over-damped. The distance between the poles keeps
increasing for increasing wind speed leading to a further increase in the damping of the mode.
1. Comparison of the linear and non-linear model
The results obtained with the single degree of freedom model are here compared with HAWC2 simulations.
The comparison is performed looking at the time response of the rotational speed to a step in the wind
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Figure 4. Natural frequency and the damping ratio of the rotor speed regulator mode using a single degree
of freedom model of the wind turbine.
speed. The comparison aims at identifying if the two dierent codes agree on the location of the regulator
mode. Here the aim is not to investigate the limit of the linear approximation with respect to the non-linear
model. To have the same model assumptions as in the linear model, the structure in the HAWC2 model is
made sti and the dynamic stall model is disabled. Here the linear model is obtained with HAWCStab2.
The wind speed step is of 0:5m/s. For the HAWC2 simulations the wind step reaches the declared wind
speed, e.g. the wind step at 15m/s goes from 14:5 to 15m/s. For the HAWCStab2 responses the linear
model at the nal wind speed is used. In Figure 6 on the next page the rotor speed variation due to a wind
speed step is compared between HAWC2 and HAWCStab2 at 15, 20, and 25m/s. The gain-scheduling Lin.
and Quad.+Damp. are shown. The time response of the two models appears to be of good agreement. The
maximum amplitude of the overspeed, the time at which the maximum overspeed occurs and the time the
system needs to reach the steady state give an indication that the two models agree on the values of the
regulator mode frequency and damping. When using the gain-scheduling Lin. the system appears to be
slower at regaining the steady state speed for increasing wind speed, indicating an increase of the damping.
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Figure 5. Trajectory of the pole associated with the speed regulator mode for increasing wind speed. Poles
obtained with a linear tting of the aerodynamic gain and without aerodynamic damping (Lin.).
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Figure 6. Rotor speed variation due to a wind speed step. Comparison between HAWC2 and HAWCStab2
at 15, 20 and 25m/s. Linear and quadratic gain-scheduling with additional damping term. Rigid wind turbine
and steady aerodynamic.
On the other hand when using the Quad.+Damp. gain-scheduling, the rotor speed has similar response at
the dierent wind speeds. The overspeed value is dierent because the sensitivity of the aerodynamic torque
to a wind speed variation changes with the wind speeds. The shape of the response is simply scaled by a
factor indicating similar frequency and damping of the regulated mode.
B. High-order model
In this section the performances of the gain-scheduling methods are compared closing the loop with a high-
order model. The model is obtained with HAWCStab2. The model includes a fully exible turbine, unsteady
aerodynamics and a second-order lter of the rotor speed for the PI controller (natural frequency of 0:6Hz
and damping ratio of 0:7). The controller tuning is performed to assign to the regulated pole a frequency
of 0:1Hz and a damping ratio of 0:7, Figure 3 on page 5. Figure 7 on the next page shows the damped
natural frequency and the damping ratio of the rotor speed regulator mode for the high-order model. It
appears immediately that all the three approaches fail at placing the pole where it is asked with the tuning.
The damped natural frequency results at higher values while the damping at lowers. When using only the
aerodynamic gain in the gain-scheduling (Lin. and Quad.) the natural frequency grows linearly with the
wind speed. The addition of the aerodynamic damping, Quad.+Damp. improves the location of the pole
reducing the dependency on the wind speed and reducing the minimum value. The opposite happens for the
damping. The Lin. and Quad. approaches have a lower damping in the whole wind speed range compared
to the more complex method. The Quad.+Damp. approach seems more capable at pulling up, closer to
the reference value, the damping for increasing wind speeds. For the full model the situation is critical at
the beginning of the operational region. Here indeed the damping ratio drops considerably approaching 0%
instead of the desired 70%. The more detailed gain-scheduling approach Quad.+Damp. is able to increase
the damping compared to the simple one Lin. but, still, the value of the damping is signicant lower than
the desired one. At low wind speeds the scheme Quad. achieves the same performances of the more complex
method Quad.+Damp.. The reason of this poor performance of all the approaches is partially due to the
presence of the second-order rotor speed lter. Figure 8 on the following page shows the eect of the second-
order lter on the damped frequency and the damping ratio of the rotor speed regulator mode. When
7 of 12
American Institute of Aeronautics and Astronautics
10 12 14 16 18 20 22 24 26
Wind Speed [m/s]
0.14
0.16
0.18
0.20
0.22
0.24
0.26
D
am
p
ed
n
at
u
ra
l
fr
eq
u
en
cy
[H
z]
Lin.
Quad.
Quad.+Damp.
a) Damped natural frequency.
10 12 14 16 18 20 22 24 26
Wind Speed [m/s]
0
5
10
15
20
25
30
35
40
45
D
am
p
in
g
ra
ti
o
[%
]
Lin.
Quad.
Quad.+Damp.
b) Damping ratio.
Figure 7. Damped natural frequency and damping ratio of the rotor speed regulator mode using a high-order
model of the wind turbine. Comparison of the three gain-scheduling schemes.
removing the lter the damped natural frequency of the regulator mode decreases in all the range except at
12m/s. The maximum dierence occurs in the central part of the operational region when a reduction of
approximately 6% occurs. The damping ratio shows signicant dierences when removing the lter. The
minimum value goes from approximately 5% to 30%. Since it is not possible to remove the rotor speed
lter for real application, because the drivetrain mode would be excited by the pitch action, a signicant
care must be taken when deciding its cut-o frequency.
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Figure 8. Damped natural frequency and the damping ratio of the rotor speed regulator mode using a
high-order model of the wind turbine. Comparison of the inuence of the second-order rotor speed lter when
using the gain-scheduling that includes the aerodynamic damping Quad.+Damp..
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1. Comparison of the linear and non-linear model
In this section the systems obtained with the high-order linearized model are compared with results computed
with a non-linear model obtained with HAWC2. Figure 9 shows the comparison between HAWCStab2 and
HAWC2 results of the rotor speed response to a wind speed step. The wind speeds are 15, 20, and 25m/s.
Only the Lin. and Quad.+Lin. gain-scheduling methods are compared. The comparison shows a similar
behavior in both models. In the time responses it is possible to identify three dierent modes that are excited
by the wind speed steps the regulator mode, the drivetrain mode, and the rst lateral tower mode. The
regulator mode is the dominant one. The drivetrain mode can be noticed close to the maximum overspeed as
a high frequency variation. The rst lateral tower mode can be noticed once the regulator mode oscillations
are damped out. The frequency and the damping of the regulator mode are in a satisfactory agreement
between the two models. For both gain-scheduling methods the damping increases for increasing wind
speed, as shown in the previous section.
2. Eects on the wind turbine aeroservoelastic modes
Figure 10 on the following page shows the eect of the gain-scheduling method on the closed-loop aeroservoe-
lastic wind turbine modes. The only modal damped natural frequency that is aected is the rst longitudinal
tower mode. When using the Quad.+Damp. method the frequency of the rst longitudinal tower mode de-
creases for increasing wind speeds. At 25m/s the rst longitudinal tower frequency is almost coinciding with
the rst lateral tower mode. When looking at the rst modes it also appears that when the aerodynamic
gain is neglected, the speed regulator damped frequency increases with the wind speed and it approaches
the rst tower modes. This reduction in the frequency gap could be a problem when the tower has a lower
frequency or when a more aggressive speed regulation (i.e. higher natural frequency of the speed regulator
mode) is required. In these cases the two modes might coincide and high loads due to tower excitation could
occur. Hence, taking into account also the aerodynamic damping in the gain-scheduling reduces the risk of
running into tower excitation problems. Figure 11 on the next page shows the eect of the gain-scheduling
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Figure 9. Rotor speed response to a wind speed step. Comparison between HAWC2 and HAWCStab2 at 15,
20 and 25m/s. Linear and quadratic gain-scheduling with additional damping term. Fully exible wind turbine
and unsteady aerodynamic
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Figure 10. Closed loop aeroservoelastic damped natural frequencies of the rst 10 turbine modes. Comparison
between the gain-scheduling methods.
methods on the damping ratio of the rst ten closed-loop aeroservoelastic wind turbine modes. Other than
the speed regulator mode the rst longitudinal tower mode appears to be aected by the dierent gain-
scheduling schemes. As for the frequency, when using the method Quad.+Damp. the damping decreases
with increasing wind speed, going from 15% to 10%. The rst drivetrain mode is also aected. At low wind
speeds the damping ratio is slightly higher when using Quad.+Damp. compared to Lin.. This increase can
55
60
65
70
75
80
85
D
am
p
in
g
ra
ti
o
[%
]
1st FW flap
1st sym. flap
1st BW flap
0
5
10
15
20
25
30
35
40
45
D
am
p
in
g
ra
ti
o
[%
]
Speed
regulator
mode
1st long. twr
2nd BW flap
10 12 14 16 18 20 22 24 26
Wind Speed [m/s]
−1
0
1
2
3
4
D
am
p
in
g
ra
ti
o
[%
]
1st lat. twr
1st FW edge
1st BW edge
1st DT tors.
Lin. Quad. Quad.+Damp.
Figure 11. Closed loop aeroservoelastic damping ratios of the rst 10 wind turbine modes. Comparison
between the gain-scheduling methods.
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be important since the mode is low damped close to the switching between the operational regions. In the
case under evaluation the mode even results negatively damped. None of the other rst ten wind turbine
modes seems to be noticeably aected by the choice of the gain-scheduling method.
C. Eects on the loads
In this section the gain-scheduling schemes are compared looking at their eects on wind turbine loads. The
loads are computed with turbulent wind simulations performed with HAWC2. Three dierent wind speeds
are analyzed 12, 15, and 25m/s. The turbulence intensity at each wind speed is set according to the wind
turbine class II-B.12 Figure 12 shows the variation with respect to the Lin. scheme of the standard deviation
of the rotor speed and tower base longitudinal bending moment. The rotational speed has a higher standard
deviation for both methods (Quad. and Quad.+Damp.) at all the wind speeds. The reason for this increase
is due to the dierent location of the regulator mode. Since a lower frequency of the regulator mode means
that the controller action is less aggressive, higher rotor speed variations are expected. The Quad. method
has a lower frequency compared to Lin. at low wind speeds, see Figure 10 on the previous page, and that
justies the 5% increases in the rotor speed standard deviation seen in Figure 12 a). For higher wind speeds
the dierence in the frequency is minimal and therefore no signicant variation in the standard deviation is
present. With the Quad.+Damp. scheme the regulator frequency is always lower compared to the method
Lin. and the gap increases with the wind speed. Hence, the increasing standard deviation for increasing wind
speed when using the Quad.+Damp. method. A controller with a lower regulator frequency is more likely
to generate less loads on the tower since less thrust variations are present and there is less tower excitation
due to the higher gap between the controller frequency and the tower frequency. The lower load can be seen
in Figure 12 b) where the standard deviation of the tower base longitudinal moment decreases when using
the Quad.+Damp. scheme compared to the Lin. and Quad..
V. Conclusions
A comparison of dierent gain-scheduling schemes for a pitch regulated wind turbine PI controller has
been performed. A new gain-scheduling has been derived and introduced. The new approach also takes into
account the dependency of the aerodynamic torque on the rotational speed. When using a high-order linear
model the placement of the regulator mode is modied by the other wind turbine modes. The damping of
the regulator decreases and it gets close to negative values at to the beginning of the above-rated region.
The regulator mode frequency is shifted at higher values compared to the designated one. The new gain-
scheduling improves the placement of the regulator pole guaranteeing an almost constant mode frequency
and a higher damping compared to the traditional methods. The lower regulator frequency leads to a less
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Figure 12. Percentage increase with respect to the Lin. case of the standard deviation of the rotor speed
and tower base longitudinal bending moment.
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aggressive rotor speed regulation and hence to higher rotor speed variations. On the other hand it appears
that the standard deviation of the loads at the tower base is reduced.
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Abstract
In this work the dependency of several wind turbine
parameters with respect to the length of simulations
used for their evaluation is investigated. The analy-
sis is performed by computing the parameters with a
different number of turbulent wind simulations, there-
fore simulation time, and repeating the computation
with different turbulence realizations. The repetition
of the computation is performed to identify the scat-
ter of the parameters for a given number of turbu-
lent seeds due to the different turbulence realization.
The dependency on the simulation time of load vari-
ations due to changes in the collective pitch con-
troller tuning is also investigated. Results show a
significantly high dependency of the parameters and
their variations on the turbulent wind realization. This
dependency makes the use of turbulent wind simu-
lation results not reliable for numerical optimization
purposes.
1 Introduction
To improve the design of wind turbines holistic nu-
merical optimization has become a useful tool [1–3].
An optimization procedure allows taking into account
different design variables and constraints in an auto-
mated process, avoiding more time consuming man-
ual iterations. An important problem related with nu-
merical optimization is the selection of a cost func-
tion. The cost function should be representative of
the model physics and should capture the effects of
design variables changes on the system. Depending
on the objective of the design the cost function can
be different and its formulation can vary from very
simple to complex. When wind turbine design is per-
formed, several parameters have to be investigated
to evaluate the goodness of the solution, e.g. an-
nual energy production, maximum loads and fatigue
loads. If several parameters need to be evaluated
and to be included in the cost function, the selec-
tion of the cost model can become non-trivial and
complex. When a detailed cost model is missing or
the optimization is based on a model without enough
detail to give the required informations, the cost of
energy can be converted into changes of loads and
performances computed during simulations. Using
this approach the parameters have to be linked to-
gether, e.g. with constant weights, to obtain a scalar
cost function. Alternatively a multi-objective Pareto
front optimization can be performed. When the cost
model is a function of parameters computed from a
set of simulations, the design obtained is restricted
to the specific case analyzed. Hence, it is required to
investigate if the solution obtained is also valid for life
time conditions. To improve the reliability of this ap-
proach it is necessary to understand how the loads
computed in simulations and used in the cost func-
tion are representative of the wind turbine life time
loads and within which limits the designer can rely
on the obtained results. To obtain a reliable design
a sufficiently large set of wind conditions must be
taken into account to consider all the possible sce-
narios. When turbulent wind simulations are used to
compute the loads, parameters might require differ-
ent simulation time before settling to a value. Hence
a cost function, based on these parameters, might be
more or less sensitive to the number of turbulent wind
conditions included in the computation. If the turbu-
lent wind time series are fixed during the optimization
procedure and they are not generated for every cost
function evaluation the stochastic effect of the wind is
reduced. Using the same wind boxes fixes a specific
wind condition, but any change in the design would
lead to a different wind turbine response and there-
fore to a different wind seen by the structure.
In this work we want to investigate the dependency
of several wind turbine parameters with respect to
the length of the turbulent wind simulations used for
their evaluation. The increase in simulation time is
obtained increasing the number of turbulent seeds
used for the load evaluation. The dependency of the
parameters is also investigated looking at their vari-
ation with respect to changes in the collective pitch
proportional integral (PI) controller tuning.
This paper is divided as follows. First the meth-
ods used for the analysis are explained. In a fol-
lowing section the results of the parameters depen-
dency and the parameters variations dependency on
the simulation time are shown. The paper ends with
some considerations and conclusions.
2 Method
All the analysis showed in this work is based on sets
of multibody aeroservoelastic simulations performed
with the code HAWC2 [4]. The simulations are per-
formed for normal turbulent conditions with a turbu-
lence intensity selected according to the standard [5]
for a class B. The wind turbine selected for the in-
vestigation is the NREL reference 5 MW wind turbine
[6]. The controller used to regulate the wind turbine
is described in [7].
2.1 Dependency of parameters
The parameters analyzed in this investigation are the
damage equivalent load (DEL), the standard devia-
tion (STD), the mean value (MN), and the maximum
value (MAX). These parameters are evaluated in dif-
ferent location of the wind turbine in order to have a
description of the different components. The loads
are the bending moments at the blade root (flapwise,
edgewise and resultant), at the tower base (longitudi-
nal, lateral and resultant), and at the end of the shaft
on the generator side (torsional). All the loads, ex-
cept the ones depending on maximum values, de-
pend on the mean wind speed. Hence, to obtain a
single parameter, they are weighted with a Weibull
probability function to obtain the lifetime expected
value.
A set of 2100 simulations is initially generated (100
turbulent seeds for 21 mean wind speeds each) for
normal operation of power production. The simula-
tions are then combined and post processed to ob-
tain the parameters analyzed. The simulations that
are post-processed together to lead to a single pa-
rameter are divided in sets with increasing number
of turbulent seeds. The number of turbulent seeds
goes from 1 to 20. Each set with a fixed number
of turbulent seed is repeated 5 times, changing the
wind speed realization. This division leads to 100 dif-
ferent simulation sets. For each of the 100 sets, 21
mean wind speeds, from 5m/s to 25m/s, are used for
each turbulent seeds. Hence, the five sets that are
composed by one turbulent seed include 21 simula-
tions, while the five sets with 20 turbulent seeds are
composed of 420 simulations (21 mean wind speeds
times 20 different turbulent seeds). Figure 1 shows
a visualization of how the simulations are combined
into the sets. In the graph the 100 sets are shown
on the coordinate axis, while on the ordinate axis all
the simulations at one mean wind speed are repre-
sented. Each of the 100 sets is post processed in-
dependently to compute the performances and the
parameters at the different wind turbine locations.
All the parameters shown in the investigation are
normalized with respect to the same parameter com-
puted with 21 mean wind speeds and 100 turbulent
seeds
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Figure 1: Visualization of sets used for the postpro-
cessing.
2.2 Dependency of parameter varia-
tions
The parameters analyzed in this investigations are
the damage equivalent load (DEL) and the standard
deviation (STD) of the blade root flapwise bending
moment and of the tower base longitudinal bending
moment. Also the standard deviation of the rotational
speed is investigated.
The analysis of parameter variations is performed
only at the wind speed of 15m/s. Two sets of simula-
tions are generated.The two sets are formed by 100
simulations with 100 different turbulence realizations.
The two sets differs on the type of gain scheduling
used [8]. A linear gain scheduling is used for the
first controller setting while a quadratic, that includes
both aerodynamic gain and aerodynamic damping,
is used for the second. The different gain-scheduling
schemes lead to a difference in the regulator mode
frequency and damping. One controller has a lower
regulator mode frequency. The difference in the reg-
ulator mode frequency is about 12%. Since one con-
troller has lower frequency, this controller leads to a
less aggressive regulation, hence higher rotational
speed variations and lower tower base bending mo-
ments. Two analysis of these sets are performed.
First the variation of the parameters is evaluated us-
ing only one wind realization for both the controller
settings. This investigation shows how the loads are
sensitive to the wind turbulence even when using
the same wind realization. Secondly the variation
is evaluated while increasing the number of turbu-
lence seeds used for the evaluation of the parame-
ters. With this analysis it is expected to evaluate how
many turbulence seeds are required in order to get
a parameter variation that is consistent and indepen-
dent of the set of simulations considered.
3 Results
3.1 Dependency of parameters
In this section the dependency of the parameters is
analyzed with respect to the increasing number of
turbulent seeds used for their evaluation.
Figure 2 shows the mean power and the DEL of
the blade root flapwise bending moment computed
from all the simulations. It appears clearly how the
parameters at the same mean wind speed are scat-
tered due to the different turbulence seeds. Each
turbulent box leads to a different load value and the
scatter at the same mean wind speed can be signifi-
cant.
Figure 3 shows how blade root DELs and STD
change when increasing the number of turbulent
seeds. The standard deviation of the 5 samples for
each number of turbulent seed is shown in Figure 3
b. The scatter of the samples decreases faster within
the first five seeds. The standard deviation of the pa-
rameters in the edgewise component after five seeds
is not significantly reduced. In the flapwise direction a
reduction of the scatter is still present after ten seeds
but at a non monotonic and slower rate. The DELs
seem to have lower scatter compared to the STD.
Figure 4 shows how the MAX load and the MN load
at the tower base are affected by the number of tur-
bulence seeds. As expected the MAX value, since it
is a non linear function and does not depend on in-
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Figure 2: Example of scatter of loads computed for
100 different turbulent seeds for each mean wind
speed.
tegrals, shows a large spread of the samples for the
three loads. This scatter in the data shows clearly
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Figure 3: Dependency of blade DELs and standard
deviations on the number of turbulent seeds. Sam-
ples and their standard deviations.
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Figure 4: Dependency of blade DELs and standard
deviations on the number of turbulent seeds. Sam-
ples and their standard deviations.
that to identify the maximum value of a load, with
a good fidelity level, a very large number of simula-
tions is needed. The MN value samples have a lower
standard deviation. The scatter of the MN value sam-
ples does not change significantly after ten turbulent
seeds.
Figure 5 shows the dependency of the resultant of
the bending moments at the tower base. The stan-
dard deviation, Figure 5 b, of all parameters but the
maximum value decreases for an increasing number
of turbulent seeds. The scatter of the DEL is lower
than the one of the STD for most of the cases, but
the STD seem to decrease constantly while the DEL,
after five turbulent seeds, seems not to reduce the
scatter any longer.
Figure 6 shows the dependency of the shaft
torque. The accuracy of the DEL samples appear
to be higher on the shaft compared to the other com-
ponents. Already with five turbulent seeds the stan-
dard deviation is lower than 1%. Also in this case
the standard deviation of the STD decreases more
slowly and less smoothly compared to the DEL. Also
in this case it is necessary to include many simula-
tions in the computation of the loads to capture the
maximum value.
These results show the sensitivity of wind turbine
parameters on the length of the simulation used to
evaluate them. Even with a very high number of tur-
bulent seeds the dependency can be considerably
high.
3.2 Dependency of parameters varia-
tion
In this section the dependency of the variation of
wind turbines parameters is evaluated. First the vari-
ations are compared using one seed at the time and
looking at their dependency on the wind realization.
After the dependency on the number of turbulent
seeds is evaluated.
Figure 7 shows the variation of the blade root flap-
wise bending moment DEL and STD (a), of the tower
base longitudinal bending moment DEL and STD (b),
and of the rotor rotational speed standard deviation
(c). The loads variations are shown for each of the
100 turbulent seed at a wind speed of 15m/s. From
the figure it appears that a large scatter of the vari-
ations is present. The different turbulent wind leads
to load variations that differs significantly from each
other. For both blade and tower loads and both DEL
and STD, positive and negative values are present.
The blade loads variations range between 11%
while tower loads between  14% and 5%. This be-
havior means that when changing a parameter the
evaluation of its effect on the loads can be hidden
and dominated by the wind realization. For the tower
load an overall reduction can be noticed but the scat-
ter has the same range as the mean value of the
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Figure 5: Dependency of tower DELs, standard de-
viations, mean and maximum values on the number
of turbulent seeds. Samples and their standard devi-
ations.
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Figure 6: Dependency of shaft torque DELs, stan-
dard deviations, mean and maximum values on the
number of turbulent seeds. Samples and their stan-
dard deviations.
0 20 40 60 80 100−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
B
la
de
 ro
ot
 fl
ap
w
is
e
m
o
m
en
t v
ar
ia
tio
n 
[−]
Seed
 
 
DEL
STD
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Figure 7: Dependency of DELs and standard devia-
tions variations on the turbulent seed. Wind speed of
15m/s.
samples. The rotor speed standard deviation vari-
ation appears to be mostly increasing, only few wind
realization lead to a negative value. An estimation of
the effect of one wind turbine parameter on the rotor
speed standard deviation is completely dominated by
the turbulent wind effects. These results show that
when evaluating loads variations with only one tur-
bulent seed the results obtained are dominated by
the turbulent wind load variations effects.
Figure 8 shows the dependency of blade root flap-
wise bending moment DEL and STD variations on
the number of turbulence seeds used for their eval-
uation. The figure shows both values and statistics
of the variations. Increasing the number of turbulent
seeds a reduction in the scatter of the variations ap-
pears. The range of the samples decreases but non
monotonically. The blade flapwise moment standard
deviation variation scatter is lower compared to the
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Figure 8: Dependency of blade root flapwise bending
moment DELs and standard deviations variations on
the number of turbulent seed. Wind speed of 15m/s.
one associated with the DEL, especially when using
few turbulent seeds. Even with 20 turbulent seeds
the scatter appears to be too large for numerical ap-
plications where a numerical gradient evaluation is
required.
In Figure 9 the dependency of the tower base lon-
gitudinal bending moment DEL and STD is shown.
Also in this case the values and the statistics are
shown. At the tower base the variation becomes al-
ways negative when using 2 or more turbulent seeds.
Despite the consistency in the load reduction the vari-
ations ranges of 2% even when using 20 turbulent
seeds. The scatter of the values is of the same am-
plitude as the mean value of the variations, especially
for the standard deviation.
Figure 10 shows the dependency of the rotor
speed standard deviation variation on the number
of turbulent seeds. Values and statistics are shown.
The rotational speed standard deviation variation has
a scatter of almost 2% even when using 20 turbulent
seeds. These variations are always consistently pos-
itive if using more than one turbulent seed. Again the
variations do not converge monotonically towards a
value but oscillations are presents when increasing
the length of the simulation.
From this analysis it appears that the variation of
the parameter analyzed due to a change in the con-
troller settings is differently affected by the turbulent
wind realization. If the parameter is not very sensi-
tive to the controller settings a scatter around zero
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Figure 9: Dependency of tower base longitudinal
bending momen DELs and standard deviations vari-
ations on the number of turbulent seed. Wind speed
of 15m/s.
0 5 10 15 20−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
Number of seeds
R
ot
or
 s
pe
ed
 S
TD
 v
ar
ia
tio
n[
−]
a) Values.
0 5 10 15 20−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
Number of seeds
R
ot
or
 s
pe
ed
 S
TD
 v
ar
ia
tio
n
st
at
is
tic
s 
[−]
 
 
STD max
STD min
STD std
b) Statistics.
Figure 10: Dependency of rotor speed standard de-
viations variations on the number of turbulent seed.
Wind speed of 15m/s.
is present due to the wind. In numerical optimiza-
tion this variation would be interpreted as a setting
dependency and therefore it would mislead the opti-
mization algorithm. If the parameter is more sensitive
to the settings then it is always possible to obtain a
consistent direction of variation but many turbulent
seeds might be needed. In this case a misinterpre-
tation of the actual value of the gradient would be
anyway present even with many wind realizations.
4 Conclusions
From this investigations it appears that even with a
high number of turbulent wind simulations, wind tur-
bines loads depend on the turbulence realization that
is used for their evaluation. When variations in the
loads due to changes in parameters are evaluated
the effect of the parameter itself can be comparable
with the changes due to the different wind seen by
the wind turbine. This behavior can be problematic
when performing numerical optimization. Changes
in the loads due to the wind seen by the wind turbine
can be attributed to changes in the design variables.
This attribution would lead to a wrong estimation of
the dependency of the cost function from the design
parameters. Hence the optimization would not con-
verge or it would but not to a significant minimum
point for the design. Caution must be taken when
evaluating loads and parameters from turbulent wind
aeroelastic simulations.
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ABSTRACT
In this work a method to perform concurrent aero-servo-
elastic design of a wind turbine operating in the partial load
region is presented. The blade sweep and the controller parame-
ters are optimized, with a numerical optimization, to improve the
wind turbine performances and reduce the loads. The method
and the cost function used for the investigation are presented.
The cost function is based on loads computed during simulations
and it describes the cost of energy. Results show that it is possi-
ble to reduce the cost of energy of a wind turbine operating in the
variable speed region. A reduction of the cost of energy of 12% is
achieved with eight iterations for the case study here presented.
NOMENCLATURE
Abbreviations
ADC actuator duty cycle
AEP annual energy production
DEL damage equivalent load
DLC design load cases
INTRODUCTION
One of the most used strategy to control pitch-torque con-
trolled wind turbines in the variable rotational speed region is
to select the torque proportionally to the square of the rotational
speed. This approach allows the tracking of a constant tip-speed-
ratio. To maximize the power production in a steady condition,
the tip-speed-ratio l and the pitch angle b have to be selected
to maximize the power coefficient Cp. However, due to turbu-
lence and large rotor inertia, the controller actions is not quick
enough to keep the tip-speed-ratio constant after a change in the
wind speed. Variations in the tip-speed-ratio mean that, if l and
b are selected to maximize the power coefficient, the operating
point will drop on one side of theCp(l ) curve creating a drop in
power production. Moreover, if the tip-speed-ratio decreases for
an increase in the wind speed while operating at the top of the
Cp curve the flow on the blade will stall and the turbine may risk
stall-induced vibrations.
To improve the power capture Johnson [1] suggests to oper-
ate at a higher tip-speed-ratio. At a higher rotational speed the
operational point moves at a lower power coefficient but it tracks
better the tip-speed-ratio in response to wind changes. Johnson
shows that is possible to increase the power capture by 0:5% in-
creasing the tip-speed-ratio by 3:5%.
In this paper an approach to improve the regulation in the
variable speed region by mean of a swept-back blade is pre-
sented. Here the swept-back blade is exploited to reduce the ro-
tor speed variations and to help the controller tracking a constant
tip-speed-ratio. Lower rotor speed variations decrease the risk of
stall, hence of stall induced vibrations. Moreover the controller
can operate closer to the maximums power coefficient, improv-
ing the power capture. In this work the amount of sweep and
the controller parameters are changed to minimize a cost func-
tion based on loads computed during simulations. To perform
the concurrent aero-servo-elastic design a method based on a nu-
merical optimization is presented. The concurrent design of the
blade and the controller is a key point to identify the best config-
uration that minimizes the costs.
1
The swept blade is selected for this investigations because
it showed good ability in reducing the operating loads and reli-
ability during field tests. In the investigation performed at San-
dia National Laboratories [2] the performances obtained with a
swept-back blade are compared with the ones obtained with a
conventional smaller rotor. Despite the larger rotor the swept
blade showed lower loads and the same power capture as the
smaller conventional rotor. A detailed investigation of the effects
on the loads due to the blade sweep are shown in the work by
Verelst and Larsen [3]. In their investigation the loads generated
during simulations with turbulent wind are computed and com-
pared for different blade sweep configurations.
Results of the work here presented show that with concur-
rent aero-servo-elastic design it is possible to reduce the cost of
a wind turbine when operating in the variable speed region.
In the following section the controller used for the investiga-
tion and how the swept-back blade is modeled are described. The
numerical optimization and the cost function are then introduced.
Finally the results of an optimization are shown and commented.
CONTROLLER DESCRIPTION AND SWEPT-BACK
BLADE
The controller used here is inspired by Bossanyi [4]. It is
divided into four different sub controllers, each for a different
operational region. The four regions are:
1. constant minimum rotor speed variable torque;
2. variable rotor speed, variable torque region;
3. constant rated rotor speed, variable torque region;
4. constant rated rotor speed, constant power region.
In the following only the controller for the variable rotor
speed region is described because the investigation is performed
only at low wind speeds. The techniques of switching between
regions are not described. It follows the ideas of Bossanyi [4]
and is not part of the optimization problem.
For the regulation in the variable rotor speed the pitch is
kept constant at the angle b  and the generator torque is used
to control the rotational speed W to track a constant tip-speed-
ratio. The value of the torque is set to Qre f = kW2 to balance the
aerodynamic torque. The constant k can be computed as
k = h
1
2
rp
R5
l 3
Cp(b ;l ); (1)
where r is the air density, R is the rotor radius, b  and l  are
the pitch angle and the tip-speed-ratio that maximize the power
coefficient Cp, and h  1 is an efficiency factor used to increase
the tip-speed-ratio. Setting h = 1 the torque balance will ensure
optimal tip-speed-ratio l  in steady state.
The advantage of using a swept-back blade is due to the cou-
pling between the aerodynamic loads and the torsional rotation
of the sections. When sweeping a blade the aerodynamic center
is moved backward with respect to the elastic axis of inner blade
sections. Hence the lift occurring in the outer part of the blade
generates a moment about the elastic axis that induce a rotation
of the blade sections. This coupling can have beneficial effects
when a sudden change in the wind speed occurs, e.g. due to tur-
bulence. When the wind suddenly changes the lift in the outer
part of the blade increases. This variation increases the torsional
moment generating a rotation of the blade sections. This rota-
tion reduces the angle of attack and hence the loads. A detailed
description of this aeroelastic behavior can be found in [5]. The
sweep of the blade is obtained changing the position of the half
chord point of each blade section. The half chord point is trans-
lated in the rotor plane, without modifying the distance from the
hub. The sweep is modelled with an exponential function,
x(z) = x0(z)+b
 z  zs
R  zs
a
(2)
where x0 is the position of the half chord point for the unswept
blade, z is the radial position along the blade, zs is the position
along the blade where the sweep start, R is the blade length, and
b and a are coefficient that describe the shape of the swept blade.
The coefficient b indicates the sweep at the blade tip, and a indi-
cates the curvature of the sweep. Figure 1 shows three different
blade planforms changing the parameter b.
OPTIMIZATION PROBLEM
Figure 2 shows a route diagram of the numerical optimiza-
tion procedure. Simulations are performed with the multi-body
aero-servo-elsastic code HAWC2 [6] according to the IEC stan-
dards [7] for a given set of controller and sweep parameters.
When the simulations are terminated a post processing proce-
dure extracts the equivalent fatigue loads, the ultimate loads and
the power production performances. These values are used to
compute a scalar cost function and evaluate the fulfillment of the
constraints, which goes into the optimization routine that com-
putes new design variables. A gradient based optimization al-
gorithm implemented in the Matlab function fmincon [8] has
been used here. The procedure can be easily adapted to other
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algorithms and optimization platforms.
The cost function is based on loads l computed during sim-
ulations:
J =å
i
wici(l) (3)
were ci(l) are the costs of the wind turbine components and wi
are weights. The cost of the blade, the tower and the drivetrain
are computed with an average between fatigue and ultimate loads
divided by the annual energy production AEP, while the cost of
the pitch system (mechanism and bearings) is computed as the
ratio between the normalized actuator duty cycle ADC and the
AEP.
ci =
1
2
lˆ f atigue+ lˆultimatedAEP (4)
cpitch =
dADCdAEP (5)
where lˆ f atigue is the normalized life-time damage equivalent load
DEL, lˆultimate is the normalized maximum load computed during
the simulations, dADC is the normalized actuator duty cycle anddAEP is the normalized annual energy production. The parame-
ters lˆ f atigue, lˆultimate, dADC and dAEP are normalized with respect
to the corresponding value of a reference solution. The loads
used for the tower and the blade are the resultant of the root sec-
tion in-plane moments. The load used for the drivetrain is the
torque on the shaft at the generator side. The ADC is defined as
ADC =å
j
F(Vj)
1
T
Z T
0
b˙ (t;Vj)
b˙max
dt (6)
where F(Vj) is the value of the life timeWeibull probability func-
tion for the wind speed Vj, T is the length of a simulation, b˙ is
the pitch rate and b˙max is the maximum allowable pitch rate. The
weights used in Equations (3) are shown in Table 1. These val-
ues are computed dividing an estimated cost of the component
by an estimated cost of the wind turbine. The estimated costs are
obtained using the method showed in [9].
To ensure tower-blade clearance a constraint on the maxi-
mum amount of sweep is set equal to 4m.
The simulations used to compute the loads are in accordance
with the DLC 1.2 [7] but they only cover the variable speed re-
gion. Four different mean wind speeds are selected (4 , 5 , 6 and
8m/s), and four different turbulent seeds are used for each of the
mean wind speeds. To weight the effect of each wind speeds on
the life time loads a Weibull distribution function is used.
For this investigation the optimization variables selected are
the pitch angle b , the efficiency coefficient h and the sweep pa-
rameter b.
All the results presented in the next sections are shown with
respect to a reference solution for the 5MW NREL reference
wind turbine. This solution is obtained tuning the controller
to track maximum power coefficient h = 1 and using a straight
blade.
The starting solution required by the gradient based algo-
rithm is obtained with a controller tuned to maximize the power
coefficient and a blade with a backward sweep of 1m.
TABLE 1. Cost function weights, w.
Component c
Blade 0.311
Tower 0.122
Drivetrain 0.231
Pitching system 0.042
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RESULTS
Figure 3 shows the variation of the total cost function for
the first eight iterations. The total cost is reduced by almost 12%
compared to the cost of the reference solution. Figure 4 shows
the wind turbine components cost variation. The blade, the tower
and the pitch system are subject to lower loads, while the drive
train shows higher loads. The changes of the optimization vari-
ables at the different iterations are shown in Figure 5. The reduc-
tion of the loads on the tower at the second iteration, Figure 4,
is due to the reduction of the efficiency parameter h , Figure 5.
Reducing the value of h the mean value of the rotational speed
increases. A higher rotational speed increases the gap between
the 3P frequency and the tower first natural frequency reducing
the tower vibrations, hence the fatigue loads. For example, an
efficiency factor of 80% increases the distance between the 3P
and the first tower natural frequency by 7%. The higher loads
on the drive train that occur from the second iteration are due to
the switch of the operative region. Because the turbine is operat-
ing at a higher rotational speed, lower h , the switch between the
variable speed region and the constant speed region occurs for
lower wind speeds. In the constant rotational speed the torque
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controller is more aggressive, hence the higher drive train fa-
tigue loads. The sweep of the blade increases at each iteration
and it reaches the maximum allowed value. This may show that
the cost model used for this investigation is not good enough
to limit the amount of sweep. A possible solution to this prob-
lem is to include in the cost model the torsional moment at the
blade root. Indeed when increasing the sweep the torsional mo-
ment increases. During the optimization the algorithm is always
reducing the pitch angle except at the fourth iteration. A pitch
angle lower than the one of the straight blade is required to com-
pensate the static rotation of the blade sections due to the sweep.
Indeed with a swept-back blade, the outer part of the blade oper-
ates at a lower aerodynamic angle of attack due to the torsional
coupling of the blade, hence the blade generates a lower power
coefficient. To compensate this effect and to restore the original
power coefficient it is necessary to operate at a lower pitch an-
gle. The variations of the pitch system cost are extremely high
because in the partial load region the actuator duty cycle is null
due to the constant pitch strategy. Hence a pitch variation due to
a switch in the operative region can generate a large variation in
the cost.
CONCLUSIONS
In this work a method to perform concurrent aero-servo-
elastic design using a numerical optimization has been presented.
The results from the numerical optimization have shown that is
possible to improve the wind turbine performances in the vari-
able speed region leading to a lower cost of energy. In eight
iterations the cost of the energy has been reduced by almost
12%. The cost reduction has been achieved reducing the loads
on the blade and on the tower. The blade sweep has been in-
creased while the controller efficiency factor has been reduced to
increase the tip-speed-ratio. The pitch angle is reduced to com-
pensate the reduction in power production due to the sweep of
the blade. Further investigations should focus on repeating the
4
numerical optimization including in the cost function the blade
torque to limit the sweep. Future works may also focus on the se-
lection of a more suited optimization algorithm. A more realistic
cost function could give more reliable and factual results while
a more advanced algorithm, e.g. based on global optimization,
could further improve the cost reduction identifying the global
minimum.
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Aero-Elastic Optimization of a 10 MW Wind Turbine
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This article presents the multi-disciplinary wind turbine analysis and optimization tool
HawtOpt2 that is based on the open-source framework OpenMDAO, and interfaces to sev-
eral state-of-the art simulation codes, which allows for a wide variety of problem formula-
tions and combinations of models. In this article simultaneous aerodynamic and structural
optimization of a 10 MW wind turbine rotor is carried out with respect to material dis-
tribution and outer shape. A set of optimal designs with respect to mass and AEP are
presented, which shows that an AEP biased design can increase AEP with 1.5% while
a mass biased design can achieve mass savings of up to 20% compared to the baseline
DTU 10MW RWT. A newly developed frequency-domain based fatigue model is used to
minimise fatigue damage, which achieves up to 8% reduction in the tower bottom fore-aft
fatigue damage, with only limited reductions of the aerodynamic performance or increased
mass.
I. Introduction
The size of modern wind turbines continues to increase and with this comes challenges to the designers
to reduce the overall cost of energy. To meet this challenge it is becoming increasingly important to design
the turbine considering the inherent couplings between the dierent disciplines involved in the design at an
early stage in the design process. It is widely recognized that multi-disciplinary optimization can be used
to systematically evaluate and balance the trade-os between conicting objectives, and thus reach better
designs.
In the recent years several frameworks have been present to perform wind turbine multi-disciplinary
optimization design. Among these there are the works by Fuglsang et al.,1 Bottasso et al.,2 Ashuri et al.,3
Merz et al.,4,5 Fischer,6 Ning.7
In this work an optimization framework was developed to enable concurrent optimization of the structure
and outer shape of a wind turbine blade, which was named HawtOpt2. This tool builds on the experience
gained with the HawtOpt code,1 but is otherwise a completely new codebase written in the Python pro-
gramming language, and based on the open source framework OpenMDAO,8 which is used to dene the
optimization problem, and handle the data and workow. Dierent tools have been interconnected within
the framework to resolve the dierent levels of the problem. The nite element cross sectional tool BE-
CAS9{11 is used to predict the structural and mass properties and to retrieve stresses along the blades. The
aeroservoelastic tool HAWCStab212 is used to predict aerodynamic performance and deections of the rotor,
modal properties of the turbine, and retrieve a linearized model of the turbine. A method to evaluate fatigue
damage loads in the frequency domain is also used.
The overall objective of the paper is to apply the HawtOpt2 framework to design a 10 MW wind turbine
rotor for the existing DTU 10MW RWT platform, where both the outer shape of the blade as well as the
structural design of the blade are optimized concurrently. Dierent test cases are presented, each addressing
a specic aspect of the design problem. Firstly, a pure structural optimization is presented, in which the outer
Senior Scientist, DTU Wind Energy, 4000 Roskilde, Denmark.
yPhD student, DTU Wind Energy, 4000 Roskilde, Denmark
zPost-doctoral Researher, DTU Wind Energy, 4000 Roskilde, Denmark
xSenior Scientist, DTU Wind Energy, 4000 Roskilde, Denmark.
{Senior Scientist, DTU Wind Energy, 4000 Roskilde, Denmark.
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shape is unaltered. Secondly, a series of optimal designs are made with a series of aeroelastic optimizations to
identify a trade o between the annual energy production (AEP) and the blade weight. Finally, two further
designs are obtained, one limiting the design space to avoid resonance conditions of the blade edgewise modes
and one to lower the tower base longitudinal fatigue damage. The DTU 10MW RWT13,14 is used as the
baseline design for all optimizations. Although the diameter of a wind turbine rotor is one of the primary
variables for increasing AEP, the diameter of the existing platform is maintained to limit the design space
and simplify the analysis of the resulting designs.
II. Models and framework
The HawtOpt2 framework uses OpenMDAO (Open-source Multidisciplinary Design, Analysis, and Op-
timization Framework)8,15{17 to handle the denition of the optimization problem, workow, dataow and
parallelization of simulation cases. OpenMDAO provides an interface to PyOpt18 which has wrappers for
several optimization algorithms, and in this work, the gradient-based sequential quadratic programming op-
timizer SNOPT is used. The development of the HawtOpt2 framework is part of a larger eort to design an
entirely open-source systems engineering platform for wind turbine plants with the aim of enabling a larger
degree of uniformity and versatility for users of the many wind plant analysis tools available in open source
and under license. This framework is developed as a collaboration between NREL and DTU Wind Energy
and is named Framework for Unied Systems Engineering and Design of Wind Turbine Plants (FUSED-
Wind).19 While in its present form HawtOpt2 does not interface fully to FUSED-Wind, the aim is to provide
this interface to allow users to combine the tools made available in HawtOpt2 with tools made available by
other developers using FUSED-Wind.
Interfaces have been developed to connect the optimization framework to the nite element cross sectional
tool BECAS and to the aeroelastic tool HAWCStab2, that form the core of the state-of-the art analysis
capability provided by the tool.
BECAS9{11 allows for the evaluation of the cross sectional structural and mass properties of the blade.
The tool is based on a 2D nite element formulation that allows for an exact geometrical description of
the section. Dierent regions with dierent material and dierent thicknesses can be specied enabling the
description of dierent layups.
The linear high-order aeroservoelastic model implemented in HAWCStab212 uses an unsteady blade
element momentum (BEM) model of the rotor and a geometrically non-linear nite beam element model to
compute steady-state aerodynamic states, structural deections and linearized models of the wind turbine.
A detailed description of the model is provided by Hansen.20,21 An extensive validation and analysis of the
open-loop performances of the tool are provided by Snderby and Hansen.22
A method to evaluate fatigue damage based on a linear model is used in one of the test cases. The
method is frequency based and does therefore not require time domain simulations, which for gradient-based
optimization is central, since the stochastic nature of time-domain simulations with turbulence does not
allow for accurate evaluation of gradients of objectives and constraints with respect to the design variables.
The method is described in details by Tibaldi et al.23
The present work makes use of a gradient based optimizer, and since none of the participating solvers at
present have the capability of providing analytically derived gradients, a nite dierence approximation of
the objective and constraint gradients is used, which is computed by OpenMDAO and provided to SNOPT.
III. Blade Paramerization
To enable optimization of both the structure and aerodynamic shape of the blade, a suitable parameter-
ization of the geometry has to be chosen. The parameterization is on the one hand required to be general
enough to not limit the design space, while on the other hand be as simple as possible in order to limit the
number of design variables required. In this work so-called free-form deformation (FFD) splines based on
Bezier curves are favoured over direct splines of the actual quantities of interest, since the number of design
variables and the complexity of the resulting shape are decoupled.
The blade planform is described in terms of distributions of chord, twist, relative thickness and pitch axis
aft leading edge, the latter being the distance between the leading edge and the blade axis. The lofted shape
of the blade is generated based on interpolation of a family of airfoils with dierent relative thicknesses.
The internal structure is dened from a number of regions that each cover a fraction of the cross-sections
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along the blade. Each region consists of a number of materials that are placed according to a certain stacking
sequence. Figure 1 shows a cross section in which the region division points (DPs) are indicated. The DP
curves are described by a smooth spline as function of span that takes values between s=-1 and s=1, where
s=-1 is located at the pressure side trailing edge, s=0 is at the leading edge, and s=1 is located at the
trailing edge suction side. Shear webs are associated to two specic DPs on the pressure and suction side,
respectively, and will move according to these points.
TRIAX
UNIAX
TRIAX
UNIAXs=−1
s=0.
s=1
DP3
DP5
DP7
DP8DP9
DP10
DP13
DP0
DP4
DP6
UNIAX
TRIAX
TRIAX
Figure 1. Region division points (DP) denition: red points indicate division points between regions; their positions
are dened as curve fraction from pressure side TE (s=-1) to LE (s=0) to suction side TE (s=1).
The composite layup is likewise described by a series of smooth splines describing the thicknesses of
individual layers. Figure 2 shows the composite layup of the DTU 10MW RWT for regions 0 to 6. Note that
the layup of the DTU 10MW RWT has the same material distributions on the suction and pressure sides.
Also indicated in Figure 1 are the materials in the blade, which in this work are included as design
variables. This includes both uniax and triax material in the trailing edge, biax in the trailing panel, uniax
in the spar caps, and triax and uniax in the leading edge panels. As for the baseline design, all material
thicknesses are varied symmetrically between pressure and suction side of the blade.
IV. Problem formulation
The numerical optimization problem that is solved is dened as:
minimize
xp;xs
f(fxp; xsg;p; w)
subject to g(xp)  0;
hg(xs)  0;
hs(xs)  0;
k(fxp; xsg)  0
(1)
A scalar cost function f is minimized, subject to several nonlinear constraints. The cost function depends
on a set of design variables fxp; xsg, a set of constant parameters p, and a weight w. The design variables
can be divided into two sets: the planform variables xp and the structural variables xs. The planform
variables dene the outer shape of the blade. These variables are the chord, the twist, and the relative
thickness distributions. The structural variables dene the internal geometry of each blade blade section.
These variables include thicknesses of the dierent material layups and position and width of the spar caps.
The design variables, together with the parameters p, dene the entire wind turbine. The design variables
are all normalized such that when they are equal to zero they correspond to the value of the baseline.
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Figure 2. Non-rotated cross sections along the blade showing the region DPs and shear webs. CHANGE TO TWISTED
BLADE PLOT.
The cost function is dened as
f(fxp; xsg;p; w) = W (fxp; xsg;p)
W (f0; 0g;p) + w
AEP (f0; 0g;p)
AEP (fxp; xsg;p) (2)
where W is the blade weight, AEP is the annual energy production. W (f0; 0g;p) and AEP (f0; 0g;p) are
the blade weight and annual energy production of the baseline design.
Three dierent type of constraints are dened depending on the variables they depend on. Constraints g
depend only on planform parameters. They include bounds on the chord and relative thickness. Constraints
hg depends only on structural parameters. These constraints include bounds on the material thicknesses
and on the position and widths of the spar caps. Constraints hs denote the limits on the maximum allowable
stresses in the structure. For simplicity and to reduce computational time, stresses are evaluated based on a
xed set of loads, obtained from non-linear time marching simulations performed on the baseline wind turbine
using the HAWC2 code.24 Therefore, they only depends on the material thicknesses. This simplication
of the solution of the optimization problem is likely to have an impact on the nal designs, particularly
the very mass-biased ones where signicant amounts of material are removed. In this work, constraints
on buckling of the composite surface panels are not computed, and will have to be considered as a next
step in the design process of the blade. The constraints k depend on both the planform and structural
variables. These constraint are obtained from steady-states analysis with a fully exible rotor. Two sets of
cases are considered: normal operation and idling in storm conditions. During normal operation maximum
tip deections, thrust, and lift coecient are limited. In the storm case maximum tip deection, thrust, and
integrated forces along the blade are also limited. The constraints g include also bounds on the position
of the aeroelastic wind turbine edgewise frequencies, to avoid resonances during operation, and constraints
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Figure 3. Baseline composite layup of the regions.
on the fatigue at the tower base bottom in the longitudinal direction. The constraints on the frequencies
and on the fatigue are only used in the test cases where it is explicitly specied. Figure 4 shows a so-called
extended design structure matrix diagram25 of the workow in HawtOpt2.
Optimizer g hg hs k f({xp,xs},p, w)
xp Surface geometry
xs Internal geometry
Pp Ps Cross-sectional FEM
Pp diag(Sblade) Aero-elastic solver
W AEP Cost function
Figure 4. Extended Design Structure Matrix diagram of the workow of HawtOpt2.
Tables 1 and 2 provides a summary of design variables and constraints used in this study.
Table 3 summarises the key parameters for the DTU 10MW RWT used as the baseline platform in this
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Parameter Spanwise distribution # of DVs Comment
Chord [0, 0.2, 0.4, 0.6, 0.8] 5 Tip chord xed
Twist [0.2, 0.4, 0.6, 0.8, 1.] 5 Root twist xed
Relative thickness [0.2, 0.4, 0.6, 0.8] 4 Root and tip thickness xed
Trailing edge uniax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Trailing edge triax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Trailing panel triax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Spar cap uniax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Leading panel triax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Leading edge uniax [0, .2, .40, .75, 1.] 5 Pressure/suction side
Leading edge triax [0, .2, .40, .75, 1.] 5 Pressure/suction side
DP4 [(0, .2), .40, .75] 3 Inner CPs grouped, tip position xed
DP5 [(0, .2), .40, .75] 3 Inner CPs grouped, tip position xed
DP8 [(0, .2), .40, .75] 3 Inner CPs grouped, tip position xed
DP9 [(0, .2), .40, .75] 3 Inner CPs grouped, tip position xed
Total 61
Table 1. Free form deformation spline (FFD) design variables used in the optimizations.
work. As described above, only the rotor is optimized in this work leaving all other parameters unaltered.
Although the outer shape is controlled by the optimizer, the cross sectional shape is, as described in Section
III, based on an interpolation between the FFA-W3 airfoil series, and as such, the aerodynamic characteristics
of the airfoils are unchanged. At this stage, the 3D corrections applied on the airfoils based on the initial
design are used, although these in principle should be recomputed for every pertubation of the outer shape.
The error associated with this simplication is however not considered to be considerable compared to the
uncertainty associated with 3D correction engineering models.
V. Results
V.A. Test case 1: Pure Structural Optimization with Fixed Outer Shape
The objective of the rst set of test cases was to in one case minimise blade mass and in the next case to
minimise blade mass moment subject to the constraints described in Section IV. Since AEP was not part of
the objective this corresponds to a weight w = 0. in the objective dened in Equation 2. The outer shape
of the blade was xed while the material thickness distributions, spar cap positions and widths were design
variables, see Figure 1. This resulted in a total of 47 design variables. Stress analysis was conducted using
load cases based on the six most severe load cases computed for the DTU 10 MW RWT.
The mass optimized blade mass was 35.3 tonnes which is an 17.7% reduction in mass relative to the
baseline mass of 42.8 tonnes. The mass moment optimized design achieved a 13% reduction in mass moment,
and a mass of 39.4 tonnes which is a 9.2% reduction.
Figure 5 shows plots of the structural properties of the two optimized designs relative to the baseline.
While the two objectives are similar in that they achieve an overall mass reduction, the resulting distributions
of mass are very dierent. While the mass optimization focuses on removing mass from the root of the blade,
while actually increasing mass by 10% on the outer part of the blade, the mass moment optimization does
not remove mass from the root, but achieves a 10% reduction in mass on the outer part of the blade. This
is also clearly reected in the thickness distribution of the spar cap, shown in Figure 6, where the mass
optimized design removed material from the root, while adding material on the outer part of the blade, and
oppositely, the mass moment optimization added material at the root and removed material from the outer
part of the blade.
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Constraint Value # of Cons Comment
max(chord) < 6:2 m 1 Maximum chord limited for transport.
min(relative thickness) > 0:24 1 Same airfoil series as used on the DTU
10MW RWT.
min(material thickness) > 0:0 78 Ensure FFD splines do not produce
negative thickness.
t=wsparcap > 0:08 24 Basic constraint to avoid spar cap buck-
ling.
max(Flapwise tip deec-
tion)
< ref value 1 Operational tip deection cannot ex-
ceed that of the DTU 10MW RWT.
max(Flapwise tip deec-
tion)
< ref value 1 Extreme wind standstill tip deection
cannot exceed that of the DTU 10MW
RWT.
max(Edgewise tip deec-
tion)
< ref value 1 Extreme wind standstill tip deection
cannot exceed that of the DTU 10MW
RWT.
Rotor thrust < ref value 1 Operational rotor thrust cannot exceed
that of the DTU 10MW RWT.
Blade apwise load < ref value 1 Extreme wind standstill loads cannot
exceed that of the DTU 10MW RWT.
Blade edgewise load < ref value 1 Extreme wind standstill loads cannot
exceed that of the DTU 10MW RWT.
Lift coecient @ r=R =
[0:5  1:]
< 1.35 5 Limit operational lift coecient to
avoid stall.
Ultimate strain criteria < 1:0 66 Material failure in each section for six
load cases.
Tower bottom long. fa-
tigue
< [5%, 10%] 2 Fatigue reduction, only in test case 3.
Blade rotor speed fatigue < ref value 2 Fatigue reduction, only in test case 3.
abs((Edgewise FW mode
frequency)/6P)
> 7% 2 Frequency constraint, only in test case
4.
min(Edgewise BW mode
damping)
> 1% 2 Frequency constraint, only in test case
4.
Total 189
Table 2. Non-linear constraints used in the optimizations.
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Parameter Value
Wind Regime IEC Class 1A
Rotor Orientation Clockwise rotation - Upwind
Control Variable Speed
Collective Pitch
Cut in wind speed 4 m/s
Cut out wind speed 25 m/s
Rated wind speed 11.4 m/s
Rated power 10 MW
Number of blades 3
Rotor Diameter 178.3 m
Hub Diameter 5.6 m
Hub Height 119.0 m
Drivetrain Medium Speed, Multiple-Stage
Gearbox
Minimum Rotor Speed 6.0 rpm
Maximum Rotor Speed 9.6 rpm
Maximum Generator Speed 480.0 rpm
Gearbox Ratio 50
Maximum Tip Speed 90.0 m/s
Hub Overhang 7.1 m
Shaft Tilt Angle 5.0 deg.
Rotor Precone Angle -2.5 deg.
Blade Prebend 3.332 m
Rotor Mass 227,962 kg
Nacelle Mass 446,036 kg
Tower Mass 628,442 kg
Airfoils FFA-W3
Table 3. Key parameters of the DTU 10 MW Reference Wind Turbine.13,14
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Figure 5. Blade structural properties for the structure only optimizations.
9 of 23
American Institute of Aeronautics and Astronautics
0.0 0.2 0.4 0.6 0.8 1.0
r/R [-]
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
S
p
a
r 
ca
p
 u
n
ia
x
 t
h
ic
kn
e
ss
 [
m
]
DTU 10MW RWT
Mass
Mass moment
Figure 6. Blade spar cap thickness distribution for the structure only optimizations.
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V.B. Test case 2: Shape and structural Optimization for Mass and AEP
For this test case, the objective was a compound objective consisting of both mass and AEP as dened in
Equation 2 where the weight w was varied in the range w=[0.8, 0.95, 0.9, 0.925, 0.95, 0.975], resulting in a
series of designs with varying bias towards either mass (low w) or AEP (high w). As opposed to the previous
test case both the internal structural layout and the blade shape were included in the design variables.
Allowing the chord, twist and relative thickness to vary added another 15 design variables to the problem,
totalling 61 design variables as listed in Table 1.
Figure 7 shows the resulting optimal designs plotted with the resulting AEP vs mass points. As expected,
the dierent designs are placed on a pareto front according to the bias in the respective objective functions.
The most mass biased design denoted AEP0.8 achieves a mass reduction of approximately 20% with no
improvement in AEP, whereas the most AEP biased design denoted AEP0.975 achieves an AEP increase
of 1.7%, but at the cost of an increase in mass of 11%. The design AEP0.9 does not appear to be on the
pareto front, indicating that it could have gotten stuck in a local minimum. The AEP0.925 design moved
onto the pareto front with bias on AEP, but moved along this front downwards towards a more mass biased
nal design, resulting in a slight improvement of the objective function. It appears that an AEP to mass
bias of 0.9-0.925 results in designs with signicant mass savings combined with an increase in AEP, whereas
designs with more bias towards mass do not achieve signicantly lower mass, but only a reduction in AEP.
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Figure 7. Pareto optimal design for the massAEP designs.
Figure 8 shows the optimized planforms for the pareto optimal designs. The primary coupling variables
between the aerodynamics and the structure is the thickness and chord distributions. Common to all the
designs is that the chord is reduced considerably on the mid and outer part of the blade of up to 15%,
with a corresponding adjustment of the twist, with the highest reduction for the AEP biased designs. The
constraint on maximum chord is active for most of the designs. The distribution of relative thickness is,
however, very dierent for the six designs, with a radical reduction in thickness for the AEP0.975 design and
oppositely a large increase in relative thickness for the AEP0.8 design. Common to the designs compared
to the baseline design, however, is an increase in thickness on the mid part of the blade, which allows for
removal of thickness and mas from the inner part of the blade, resulting in a larger overall reduction in mass,
at the price of reduced aerodynamic performance on the outer part of the blade, which is compensated for
on the inner part of the blade.
Looking at the aerodynamic loads on the blades shown in Figure 9, all designs increase the loading on
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Figure 8. Optimized blade planform for test case 2.
the mid part of the blade, and either increase or decrease the loading at the tip for bias towards AEP or
mass, respectively. All designs activate the constraint on maximum allowed operational lift coecient of
1.35. This constraint is in place to ensure ample distance to the maximum lift coecient of the aerofoils,
since the rotor can easily experience variations of 4 degrees angle of attack under operation in turbulent
or sheared inow conditions. Except for the AEP0.975 design, the tendency is to compromise aerodynamic
performance on the mid part of the blade in order to increase thickness, which is somewhat compensated for
by an increase in performance further in-board on the blade.
The structural properties of the mass/AEP optimized designs are plotted in Figure 10. All the designs
have a large reduction in apwise, edgewise and torsional stiness in the root, while the apwise stiness is
increased at around mid-span and kept reasonably unchanged on the outer part of the blade. The edgewise
stiness is reduced from mid span and outwards, with the highest reduction at 80% span of 40%. Turning
to the mass distribution, it is evident that the objective to reduce mass is most easily achieved by removing
mass from the root, similar to the result for the structure only optimization discussed in Section V.A. From
a fatigue perspective, this tendency is perhaps not desirable since edgewise fatigue is driven primarily by
gravity loads, suggesting that the use of mass moment in the objective would be better suited for achieving
designs with overall lower fatigue loads.
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Figure 9. Optimized blade planform for test case 2.
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Figure 10. Optimized blade planform for test case 2.
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Figure 11. Blade spar cap thickness distribution for the test case 2 designs.
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V.C. Test case 3: Shape and structural Optimization with Fatigue Constraints
This test case is based on the optimization problems presented in test case 2, therefore it includes both shape
and structural design variables. This case has two additional constraint, one on the fatigue damage of the
tower bottom longitudinal bending moment and one on the fatigue damage of the rotor speed. A reduction of
the tower base load can be benecial for the design of an o-shore wind turbine sub-structure and therefore
it can reduce the cost of energy. The constraint on the fatigue of the rotor speed is included to avoid that
the rotor speed variations increase. The fatigue constraint on the tower load imposes a lower fatigue damage
than the one of the baseline design, therefore it is violated at the beginning of the optimization. The fatigue
has been added as a constraint so that the cost function is not modied and a better comparison of the
designs obtained can be performed. However, this choice undermine the optimization problem because the
optimization algorithm has to nd rst a feasible solution, leading to a slower convergence. The fatigue is
estimated based on a spectral method and a linear model computed with HAWCStab2. The linear model is
in closed-loop conguration therefore it includes the wind turbine controller. In this test case the tuning of
the controller is not modied, and the tuning of the reference model is used throughout the optimization.
Two cases are tested with two dierent level of fatigue damage reduction for the tower base, 5% and 10%.
the constraint on the rotor speed is set so that it does not increase compare to the reference design one.
These cases are labeled Fatigue 5% and Fatigue 10% respectively. The fatigue is constrained only at 11 and
14m=s. Both cases have w = 0:9 because in test case 2 it appeared to be a good compromise between AEP
and blade mass.
Figure 12 shows the evolution of the optimizations both in term of objectives and constraints. Figure 12a)
illustrates the variations at each minor iteration of the AEP and the mass with respect to the Pareto front
computed in Test case 3. The results of AEP0.925, Fatigue 5%, and Fatigue 10% are shown. Both designs
with the fatigue constraint fall inside to the Pareto front, showing that when the fatigue constraint is included
it is more challenging to push the design towards lower mas or increase in AEP. Fatigue 5% has lower mass
and lower AEP compared to Fatigue 10%, as all the designs of the Pareto front with a weight that favors the
structural design to the aerodynamic one. Figure 12b) shows the reduction of the tower base longitudinal
bending moment at each major iteration. Both optimizations terminate before the target fatigue constraint
is achieved, however the error is lower than 1.5% in both cases.
Figure 13 shows the planforms of the optimized blades. Chord, twist, relative thickness and absolute
thickness of the optimized models are plotted. Both designs with the fatigue constraints show a reduction
of the chord in the outermost 20m of the blade, both compared to the reference design and the AEP0.925
case. This reduction in the chord length reduces the loading at the blade tip and therefore the thrust. In
the central part of the blade Fatigue 5% has higher chord compared to the other optimized models. This is
probably achieved to obtain high absolute thickness and therefore higher stinesses with lower mass. At the
blade root all the models have a consistent blade chord reduction. The twist angle of all the models with the
fatigue constraint is increased. Fatigue 10% has a surprising increase of the twist angle in the rst half of the
blade. This increase is obtained to achieve high lift coecient in the inner part of the blade and compensate
the reduction in loading at the blade tip. In the outer half of the blade all the optimized models reached
1.000 1.002 1.004 1.006 1.008 1.010
AEP ratio [-]
0.80
0.85
0.90
0.95
1.00
M
as
s
ra
ti
o
[-
]
AEP0.925
Fatigue 5%
Fatigue 10%
Pareto front
a) AEP and blade mass in the Pareto front.
0 5 10 15 20 25 30
Iteration number
91
92
93
94
95
96
97
98
99
100
L
o
n
g
it
u
d
in
al
to
w
er
b
as
e
fa
ti
g
u
e
d
am
ag
e
v
ar
ia
ti
o
n
[%
] Fatigue 5%
Fatigue 10%
b) Tower base longitudinal bending moment fatigue
damage variation.
Figure 12. Iterations of Test case 3 optimizations.
16 of 23
American Institute of Aeronautics and Astronautics
0 10 20 30 40 50 60 70 80 90
Radius [m]
0
1
2
3
4
5
6
7
C
h
o
rd
[m
]
DTU 10MW RWT
AEP0.925
Fatigue 5%
Fatigue 10%
0 10 20 30 40 50 60 70 80 90
Radius [m]
−20
−15
−10
−5
0
5
T
w
is
t
[d
eg
]
DTU 10MW RWT
AEP0.925
Fatigue 5%
Fatigue 10%
0 10 20 30 40 50 60 70 80 90
Radius [m]
20
30
40
50
60
70
80
90
100
R
el
at
iv
e
th
ic
k
n
es
s
[%
]
DTU 10MW RWT
AEP0.925
Fatigue 5%
Fatigue 10%
0 10 20 30 40 50 60 70 80 90
Radius [m]
0
1
2
3
4
5
6
A
b
so
lu
te
th
ic
k
n
es
s
[m
]
DTU 10MW RWT
AEP0.925
Fatigue 5%
Fatigue 10%
Figure 13. Optimized blade planforms for test case 3. Chord (up-left), twist (up-right), relative thickness (down-left),
and absolute thickness (down-right).
higher relative thicknesses. The optimization favors thicker airfoils to increase the sectional stinesses and
reduce mass. Among the optimized models, Fatigue 10% has the highest mass and lowest relative thickness,
while AEP0.925 has lowest mass and highest relative thickness.
Figure 14 shows the blade steady-state loading of the reference and optimized models at 10:5m=s. As
noticed before, there is a tendency to move the blade loading from the tip to the root of the blade to
reduce the fatigue loading. This tendency is clear from the normal forces and the tangential forces. Also
AEP0.925 has a reduced maximum normal force. This reduction is achieved to satisfy the constraint on the
maximum tip deection when removing material from the layups and therefore mass. The tangential force
is signicantly increased in the rst 25m of the blade in the optimized models. It appears that all the AEP
increases are obtained thanks to higher performances in the inner half of the blade. The lift coecients that
are achieved in the inner part of the blade are signicantly high. These values belongs to the airfoils polar
but are unlikely to be achieved in normal operations, therefore lower performances are expected than here
estimated.
Figure 15 shows the blade structural properties normalized with respect to the reference design. The
apwise stiness is moved towards the central part of the blade in all the designs. Large reductions are
obtained at the root due the the reduction in the chord. Between 20 and 50m the optimized model with
higher stiness correspond to the one with higher absolute thickness and the one with lower stiness has the
lower absolute thickness. Model Fatigue 5% and AEP0.925 have similar absolute thickness in this region,
therefore the overall stiness dierence has to be obtained with a dierence in the material layups. All
the models show a reduction in the edgewise stiness due to the reduction in the blade chord that reduces
the moment of inertia. A consistent reduction of the torsional stiness and the mass distribution are also
obtained.
To verify the validity of the method here used to evaluate the fatigue damage a set of cases during normal
operation are evaluated with the nonlinear aeroelastic code HAWC2.24,26 Nine dierent wind speed between
10 and 26m=s are evaluated. For each wind speed three yaw angles are considered: 0,  10, and 10deg:. For
each yaw angle six turbulent seeds are evaluated. From these simulations the fatigue damage of the tower
base longitudinal bending moment ad of the rotor speed are evaluated with the Rainow counting method.
Figure 16 shows the reduction of the fatigue damage of the longitudinal tower base bending moment
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Figure 14. Optimized blade steady-state loading at 10:5m=s for test case 3. Normal force (up-left), tangential force
(up-right), lift coecient (down-left), and thrust coecient (down-right).
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Figure 15. Optimized blade structural properties normalized with respect to the reference design for test case 3.
Flapwise stiness (up-left), edgewise stiness (up-right), torsional stiness (down-left), and distributed mass (down-
right).
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Figure 16. Fatigue damage equivalent load reduction with respect to the reference design. Tower base longitudinal
bending moment and rotor speed. Values evaluated with nonlinear time domain simulations. Dashed vertical lines
indicate the wind speed where the constraint is present in the optimization.
evaluated with time domain nonlinear simulations. The values shown in the plot conrm what was estimated
with the simplied method used in the optimization framework. The gure shows also the variation of the
rotor speed. It appears that the design without constraint on the fatigue has a signicant increase of the
rotor speed variation, on the other hand the designs where this parameter is constrained not to exceed the
initial value the increase does not exceed 5%.
V.D. Test case 4: Shape and structural Optimization with Frequency Constraint
This nal test case includes both shape and structural design variables. This case has an additional constraint
on the position of the rst forward whirling (FW) edgewise mode, to avoid resonance conditions with the
external excitations, and a constraint on the minimum damping of the backward whirling (BW) edgewise
mode. All the designs obtained in test case 2 show a signicant reduction of the blade frequencies. In
some cases the FW edgewise frequency coincides with the 6P external excitation. This condition should be
avoided since can lead to high blade edgewise vibrations. A constraint on the aeroelastic frequencies can
ensure that the nal design will not be subject to resonant conditions and therefore the nal design will not
experience high blade loading. The constraint is implemented as a minimum distance that the frequency
of the FW edgewise mode has to have from the 6P external excitation frequency. The target distance is
7%. The constraint on the mode damping is included to avoid designs with a very low damped edgewise
mode that would lead to high fatigue damage loading. The damping ratio is set to be higher than 1%. Both
constraints are applied at 14 and 25m=s. Also in this case the weight in the objective function is equal to
0:9. The obtained solution is denoted Freq. constr..
Figure 17 shows the evolution of the optimization with respect to the Pareto front of test case 2. This
new design locates far from the Pareto front but still it reaches a 10% reduction of the blade mass, and does
not compromise the AEP.
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Figure 17. Iterations of Test case 4 optimizations.
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Figure 18. Wind turbine aeroelastic frequencies close to the 6P external excitation. Comparison between DTU 10MW
RWT, AEP0.8, AEP0.925, and Freq. Contr..
Figure 18 shows the wind turbine aeroelastic frequencies close to the 6P external excitation of designs
DTU 10MW RWT, AEP0.8, AEP0.925, and Freq. constr.. The designs AEP0.8 and AEP0.925 are also
included because they represent signicant limits on the Pareto front. In the plot the rst collective apwise
mode (Coll. ap.), the rst FW apwise mode (FW ap.), and the rst FW and BW edgewise modes (FW
edge and BW edge) can be seen. All the optimized models have a signicant reduction in the values of the
aeroealstic frequencies compared to the reference design. The frequency of the FW edgewise mode of AEP0.8
is overlapping the frequency of 6P external excitation above rated wind speed. AEP0.925 has the frequency
of the FW edgewise mode that is suciently reduced to be lower than the 6P frequency. The frequency of
Freq. Constr. hits the constraint at 25m=s and it is not further reduced.
Even if the constraint is based on the distance between the mode and the excitation frequency, and
therefore it does not impose the mode frequency to be higher than the 6P frequency, the algorithm is not
able to nd a solution with a frequency lower than the 6P. This limitation is intrinsic of a gradient based
algorithm. To further improve the design a dierent formulation of the constraint should be identied, or a
the design with w = 0:8 should be started from the design of AEP0:925, so that the frequency is already
lower than the 6P frequency.
Figure 19 shows the wind turbine aeroelastic damping ratio of the rst edgewise backward and forward
whirling modes. Above 15m=s the damping ratios of the BW edgewise mode of AEP0.8 and AEP0.925 are
lower than the values of the reference model. The constraint on the damping of Freq. Contr. is active
at 25m=s. Between 15 and 24m=s the damping is lower than 1%, but in this region the constraint is not
implemented.
The main advantage of constraining the position of the wind turbine aeroelastic frequencies and dampings
is that it allows changing the wind turbine dynamic to control the fatigue loads during operations without
evaluating nonlinear time domain simulations. A blade that has a higher damping or that has its blade
edgewise mode frequencies suciently far from external excitations frequencies is likely to have lower fatigue
loads. However in this investigation the design obtained is not evaluated with time domain simulations to
verify the loading levels.
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Figure 19. Wind turbine aeroelastic damping ratios of the rst edgewise whirling modes. Comparison between DTU
10MW RWT, AEP0.8, AEP0.925, and Freq. Contr..
VI. Discussion
The present results demonstrate the capabilities of the newly developed optimization framework, Haw-
tOpt2 to enable concurrent optimization of both structure and aerodynamics of a wind turbine rotor as part
of the conceptual design phase of a rotor. Compared to the sequential and manual design process used for
the DTU 10MW RWT, the tool replaces a work cycle involving several people in charge of the aerodynamic,
structural and aero-elastic design aspects, respectively, allowing for a much more comprehensive exploration
of the complex aero-structural design space of a wind turbine rotor. A fully coupled optimization strategy
thus eciently helps map the inherent trade-os between mass and AEP for the rotor, and produce con-
ceptual designs that are signicantly closer to a feasible design point than a traditional sequential approach
would allow for. The ability to additionally place critical eigen frequencies and explicitly target fatigue reduc-
tions already in the conceptual design phase, presents a signicant advancement over traditional sequential
design processes.
Although the coupled designs vary according to the specic objectives and constraints specied, they
have a number of common traits. All designs have a reduced chord and operate at higher lift coecients
than the baseline design, hitting the constraint of maximum allowable operational Cl. This tendency is
likely to have been driven by the standstill extreme load case, for which loads and deections are directly
proportional to the chord. In fact, the fatigue constrained designs presented in Section V.C, reduce the chord
even further, since also fatigue loads are proportional to the chord. This tendency suggests that airfoils with
high relative thickness and high operational lift coecient are desirable along the entire span of the blade.
As shown by Bak et al.,27 the FFA-W3 airfoils have relatively low design lift and are structurally biased with
a large area for the spar cap. Bak concludes that high lift coecient, low chord designs need to be designed
with smaller structural box to achieve equivalent performance to the low lift alternatives. Using high lift
airfoils in connection with the present design methodology would thus most likely enable further fatigue and
extreme load reductions.
Except for the very AEP biased design AEP0.975, the coupled designs achieved signicant weight savings
in the root of the blade, reducing stiness on the inner part of the rotor, while they all converged towards
a higher apwise stiness at around mid-span, achieved primarily by increasing the thickness of the blade.
Compared to the baseline DTU 10 MWRWT, the new designs thus employ airfoils of higher relative thickness
across most of the mid and outer span, but achieve lower relative thickness on the inner part of the blade,
regaining some of the eciency lost on the mid part of the blade.
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For the structure only optimizations presented in Section V.A, optimization towards a reduction of either
mass or mass moment were shown. These results show that the two objectives lead to quite dierent designs,
where the mass moment design leads to lower mass of the outer part of the blade, whereas the mass design
focuses primarily on removing mass from the root. Although not demonstrated in this paper a mass moment
objective is likely to be superior to the mass objective in relation to edgewise fatigue since these are driven
by gravitational loads. It remains to be shown in future work that this is in fact true.
Results presented in Section V.C show the validity of employing the simplied method to evaluate the
fatigue damage within a design procedure. The level of estimated fatigue of the nal design is indeed
conrmed with nonlinear aeroelastic simulations.
There are two important caveats to the present results which are:
1. Buckling is not taken into account in the structural design: This could mean that material would have
to be reintroduced in the blade to overcome local buckling, although buckling is typically primarily
overcome by adjusting the core thickness in the panels, which would not signicantly increase mass.
2. All test cases use "frozen" extreme load cases corresponding to those from the baseline blade: Time
dependent aeroelastic simulations were not carried out as part of the optimization. This means that
the computed stresses only reect the changes in thickness and not the changes in cross-sectional shape
and assumes that the optimized designs will not exhibit signicant increases in extreme loads.
These two points remain subjects of future work.
VII. Conclusions anf Future Work
This article presented a newly developed multi-disciplinary optimization tool for wind turbines named
HawtOpt2, which enables simultaneous optimization of both structure and outer geometry of a wind turbine
rotor. The framework interfaces to a number of state-of-the-art analysis codes, which allows for conceptual
design exploration to a very high level of delity and feasibility.
A series of test cases were presented in which dierent aspects of the design problem were explored.
As the most simple case, Section V.A presented two optimized designs of the baseline DTU 10MW RWT
for which the internal structure was optimized for minimum mass and minimum mass moment, respectively.
This study showed that while optimizing for mass leads to an 18% lighter blade, the mass was primarily
removed from the root, whereas optimizing for mass moment tends towards removing mass further out board,
which is favourable for reducing fatigue loads. The latter design achieved a 13% reduction in mass moment
and a mass reduction of 9%.
In the second set of test cases both outer shape and internal structure were optimized for achieving both
a reduction in mass as well as an increase in AEP, which are conicting objectives. A pareto study showed
that a reduction in mass of 20% is achievable relative to the DTU 10MW RWT, achieving an increase of
0.6% in AEP. Further decrease in mass were only marginal at the expense of signicant reductions in AEP.
Oppositely, an increase in AEP could be achieved up to 1.7% at the cost of increase in mass of 10%. The
overall tendency of these designs was to increase relative thickness and design operational lift coecients,
resulting in a more slender design.
The third test cases showed that when including fatigue constraints in the design achieved is modied.
The fatigue constraint limits the blade mass reduction to 15% and 12%, and it leads to dierent AEP levels.
The fatigue reduction targets are not fully achieved but signicantly improvements are obtained. The fatigue
load reductions are also conrmed with nonlinear time domain simulations on the nal design.
The fourth test case showed that when limiting the positions of the wind turbine aeroelastic frequencies a
lower blade mass reduction is achieved. The constraint limit the blade mass reduction to 10% but it ensures
that a resonance condition does not occur. A dierent formulation of the constraint should be identied to
allow the constrained wind turbine frequency to jump on the opposite side of the avoided frequency range.
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1 Introduction
Tuning of wind turbine controllers is an important and delicate step of the controller de-
sign. This process is often performed with manual trial and error iterations where the
gains are changed until the response of the controlled system satises the requirements.
Automated methods can be useful to obtain a rst estimation of the controller tuning
of a new wind turbine design since they do not require manual iterations and a detailed
knowledge of the controller and of the eect of the gains on the response. Furthermore, sys-
tematic techniques can be employed within a multidisciplinary design procedure allowing
for concurrent aeroservoelastic design.
In wind energy applications, a method to tune a wind turbine proportional integral PI
controller with a pole-placement technique is presented by ye [1]. This method can
be used to tune the PI pitch controller and the PI generator torque controller. In this
approach, the wind turbine is represented with a single degree of freedom model of the
rigid body rotor rotation. The reduced turbine model is then connected with a simple
model of the PI controller obtaining a formulation of the closed-loop system. The gains
of the controller are then selected to obtain a desired frequency and damping of the mode
associated with the controlled rotor rotation, the regulator mode. Because the model is
represented by a second order equation, a closed system can be derived to obtain the gains
analytically at one wind speed. In the case of the PI pitch controller, the gains are then
modied with a gain-scheduling technique to account for the changes in the aerodynamic
properties of the rotor when the wind speed changes. The gain-scheduling parameters
can be obtained by polynomial tting of aerodynamic properties of the rotor as function
of the pitch angle. This method has the advantage of retrieving a controller tuning with
a direct approach and no iterations. However, the simplied model sets some limits. As
shown in the works by Hansen [2] and Tibaldi et al. [3], when the tuning obtained with the
single degree of freedom model is used on a high-order wind turbine model, the position of
the regulator mode does not satisfy the target requirements. The interaction with other
wind turbine components leads, indeed, to a drift of the regulator mode frequency and a
reduction of its damping. The lter on the rotor speed feed-back is largely responsible for
the latter.
One of the main drawbacks of pole-placement techniques is that they require the selection
a priori of the frequency and damping of the regulator mode. The former has to be
selected somewhere below the rst tower modes frequencies, the latter is usually selected
close to a damping ratio of 70%. To obtain a method to tune a controller that is free from
parameters chosen a priori, a procedure based on loads minimization can be employed.
The tuning of a PI pitch controller involves the identication of a balance between tower
loads and rotor rotational speed variations. The rotor speed should be as constant as
possible to guarantee a regular power output. To achieve this quality in power production
a high pitch activity is required to react quickly to the changes of the wind speed. On
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the other hand, a high pitch activity aects also the aerodynamic thrust that is the main
responsible for the longitudinal tower loadings. Therefore, an aggressive tuning has small
rotor speed variations but high tower loading and a soft tuning leads to higher rotor speed
variations and lower tower loads.
Two dierent methods for systematic controller tuning are here presented and discussed: a
pole-placement technique of the regulator mode based on high-order models, and a method
for fatigue loads reduction.
Both methods are based on linear high-order models of the wind turbine, therefore they
do not require time domain simulations. The linearized models used in this investigation
are obtained with the aeroservoelastic code HAWCStab2 [4]. Numerical optimization
techniques need to be used in both approaches to obtain the set of tuning gains. The
optimizations are all performed with a framework developed with OpenMDAO [5].
In the fatigue method, the load is evaluated in frequency domain from the transfer function
of the linear model at dierent operational points. The technique to evaluate the fatigue
is described in details by Tibaldi et al. [6].
The DTU Wind Energy 10 MW Reference Wind Turbine [7, 8, 9] is used throughout the
investigation.
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2 Methods and Models
This section contains a description of the methods and models used in this investigation.
2.1 Controller Gains
This investigation focuses on the gains of the proportional integral (PI) pitch controller on
the rotor speed feedback of the Basic DTU Wind Energy Controller [10]. However, both
methods are general and can be applied to any linearized controller.
The controller gains are dened as:
kP = kP;0 K + kP;0;
 K K;
 kI = kI;0 K (2.1)
where kP;0, kP;0;
, and kI;0 are constant gains, and K and K;
 are gain-scheduling
parameters function of the low-pass ltered measurement of the pitch angle. The gain-
scheduling parameters are dened as:
1
K
= 1 +

K1
+
2
K2
K;
 = 1 +

K1;

+
2
K2;

(2.2)
where  is the pitch angle and K1, K2, K1;
, and K2;
 are constant.
The parameters K1, K2, K1;
, and K2;
 dene the gain-scheduling. The gain-scheduling
is required to take into account the changes in the aerodynamic characteristics of the rotor
above rated wind speed and to achieve uniform controller performances.
The gain-scheduling parameters can be estimated analytically by tting of the steady state
aerodynamic gain and the aerodynamic damping. The aerodynamic gain is the partial
derivative of the aerodynamic torque with respect to the pitch angle, the aerodynamic
damping is the partial derivative of the aerodynamic torque with respect to the rotational
speed. These derivatives are derived as quasi-steady gradients from the velocity triangles
and derivatives of prole coecients along the blade span, and not from the gradients of
the power coecient surface which would include the slow eect of dynamic inow [11].
The scheduling technique implemented in the Basic DTU Wind Energy controller follows
the one proposed by ye [1] and extended in Tibaldi et al [3].
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2.2 Numerical Pole-placement Technique
When tuning a controller with a pole-placement technique, the frequency and damping of
the mode associated with the controlled rotor rotation, the regulator mode, are imposed to
specic values, chosen a-priori, adjusting the the controller gains. To achieve this, linear
models of the wind turbine in closed-loop are required to compute the frequencies and
dampings from the eigenvalues.
This method requires two models, a full high-order model (evaluation model) and a reduced
model (tuning model). The full high-order model is used to evaluate the quality of the
tuning. The reduced model is employed in the tuning procedure to obtain the gains.
If the reduced model employed is very simple, an analytical formulation of all the con-
troller parameters can be derived. An analytical formulation allows to directly compute
the controller gains without iterative methods. However, when the model used for the
placement has a higher order, numerical methods need to be used to estimate the gains.
Better performances should be achieved on the full high-order model because the dier-
ences between the tuning model and the evaluation model are smaller. On the other hand
when the tuning model has many states, the identication and selection of the regulator
mode among all the modes is not trivial.
2.3 Fatigue-based Method
There are two main drawbacks when performing numerical optimization based on loads
evaluated with nonlinear aeroservoelastic simulations: the computational time and the
uncertainty of the results due to the stochastic turbulent wind. Time domain simulations
are usually very time consuming to be integrated in a design procedure, especially if they
are performed at each cost function evaluation. Since an optimization can require several
hundreds of cost function evaluations, the computational time of the objective should be
limited, so that a solution can be achieved within an acceptable time. When loads are
evaluated from simulations with turbulent inow the amount of turbulent seeds that are
used can signicantly aect the design and alter the convergence of the algorithm. An
investigation on the uncertainty of the results is presented by Tibaldi et al. [12].
In this work, the loads are evaluated with a frequency domain method so that the lim-
itations mentioned above are partially overcome. The method utilizes a linear model of
the wind turbine in closed-loop conguration to compute the transfer function from the
wind input to a desired sensor. The transfer function is then combined with the power
spectra of the wind to obtain the power spectra of the output. A spectral method is
nally applied to the output to obtain an estimation of the fatigue damage of the sensor.
A detailed description of the method is presented by Tibaldi et al.[6]. An application of
the method is shown by Zahle et al.[13].
Loads evaluated with this approach should also be veried with nonlinear time domain
simulations. In this work the aeroservoelastic code HAWC2 [14, 15] is used for this pur-
pose.
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2.4 Linear Models
The open-loop wind turbine models are obtained with HAWCStab2, a tool developed
at DTU Wind Energy. HAWCStab2 is an improved version of HAWCStab [16] with a
dierent kinematic formulation. The model is an analytical linearization of a nonlinear
nite beam element model using a co-rotational element formulation. The beam model
is coupled with an unsteady blade element momentum model of the blade aerodynamics
including shed vorticity, dynamic stall, and dynamic inow [17]. A validation and analysis
of the open-loop performances are provided by Snderby and Hansen [18] for a version of
HAWCStab2 without the present dynamic inow model.
In this investigation, the linearized controller equations are implemented in a Python
routine and evaluated each time the controller gains are changed. The controller model is
a simplied linearization of the Basic DTU Wind Energy Controller, described by Hansen
and Henriksen [10]. A description of the linear controller is presented by Tibaldi et al. [6].
2.5 Optimization Problems
The numerical optimization problems that are solved are dened as:
minimize
x
f(x)
subject to g(x)  0
(2.3)
A scalar nonlinear cost function f is minimized changing a set of variables x. The variables
are the normalized gains kP;0, kI;0, and kP;0;
 and the gain-scheduling parameters K1,
K2, K1;
, and K2;
. All these variables are normalized by the initial value used in the
optimization and obtained with the single degree of freedom model proposed by ye [1].
The objectives function used for the pole-placement diers from the one used for the
fatigue-based tuning.
The objective of the pole-placement is to achieve uniform performances throughout the
rated region, therefore the regulator mode is required to have same frequency and damping
at all wind speeds. The regulator mode is identied at each wind speed selecting the mode
that has the smallest error, dened as:
ei =
s!i   ~!
~!
2
+
i   ~
~
2
(2.4)
where !i and i are the system modes frequency and damping ratio at the wind speed with
index i and ~!i and ~i are the target regulator mode frequency and damping ratio. Before
computing the error ei, the modes with a damping ratio higher than 98% are removed
from the set of the system modes.
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The objective function f is dened as the norm of the frequency and damping error with
respect to the target values
f =
vuut nX
i
!i   ~!
~!
2
+
nX
i
i   ~
~
2
(2.5)
where !i and i are the regulator mode frequency and damping ratio at the wind speed
with index i and ~!i and ~i are the target regulator mode frequency and damping ratio. No
weight is considered between the errors on the frequencies and the damping ratios because
they are here considered of equal importance.
The objective of the fatigue-based optimization is to minimize the fatigue damage load of
the tower base longitudinal bending moment.
f =
vuut 1
n
nX
i
deli
~deli
2
(2.6)
where deli is the damage fatigue load at the wind speed with index i, and ~deli is the load
of the same sensor of the initial design.
The pole-placement problem does not contain any constraints. The fatigue-based opti-
mization has a constraint that bounds the variations of the rotor speed standard devia-
tion not to increase compared to the reference initial value, and a constraint to avoid the
damping ratio of the regulator mode to be higher than a xed value. The damping ratio
is evaluated on a single degree of freedom model of the wind turbine. The constraints
are added to avoid the optimization to increase excessively the damping of the regulator
mode, that would lead to a slow rotor speed regulation.
2.6 Optimization Framework
The optimizations performed in this investigation are carried out with a framework based
on the open-source tool OpenMDAO (Open-source Multidisciplinary Design, Analysis,
and Optimization framework) [5, 19, 20, 21]. OpenMDAO provides an interface and tools
to help setting up MDAO problems, managing directly data and work ows.
The framework is coupled with the optimization package PyOpt [22] that includes a large
variety of optimization algorithms, here the algorithm SNOPT [23, 24] is used.
An application of the framework used to interface OpenMDAO with HAWCStab2 is de-
scribed by Zahle et al. [13].
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3 Results
3.1 Pole-placement
This section shows results of the pole-placement obtained with ve dierent models with
increasing order. The ve models used for the tuning are:
SDOF single degree of freedom or two states model of the rigid rotor rotation as described
by ye [1];
Model 1 twelve states model including: the rigid rotor rotation, the second-order low pass
lter on the rotor speed feedback, the second order band stop lter on the drivetrain
frequency, and three second order models of the pitch actuators;
Model 2 same as Model 1 with the addition of degrees of freedom for blade exibility;
Model 3 same as Model 2 with the addition of state variables for the unsteady blade
aerodynamics;
Model 4 same as Model 3 with the addition of state variables for dynamic inow.
All the gains are computed numerically, except for SDOF model. All the linearized models
are obtained at the same steady operational conditions that are evaluated including blade
deection. In the case of models SDOF and Model 1 the degrees of freedom associated
with the blades deformations are removed after the computation of the steady states, i.e.,
the blades are deected in the stationary steady state in an assumed uniform inow, but
vibrations about this mean operational state are neglected.
The target value of the natural frequency is 0:06Hz and of the damping ratio is 70%.
The frequencies and dampings are evaluated at ve wind speeds in the objective function
(Equation (2.5)), 11, 14, 17, 20, and 23m/s.
The size of the models used in the tuning diers signicantly due to the dierent order.
Therefore, the computational time required to reach a solution is dierent from model
to model. The computations with models Model 1 and Model 2 last few seconds and 30
minutes respectively. On the other hand, the larger models Model 3 and Model 4 take
approximately 2 and 3 hours, respectively.
Table 3.1 shows the variation of the controller gains obtained from the pole-placement
method with the dierent models. The gains are normalized with respect to the gains
obtained with the model SDOF that correspond to the initial solution of the optimization.
Figure 3.1 illustrates the proportional and integral gains of the controller obtained with
the pole-placement method with the dierent models. The plotted gains are the actual PI
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Table 3.1: Controller gains variation with respect to those obtained with model SDOF.
Model 1 (rigid turbine and lters), Model 2 (lters and exible rotor), Model 3
(lters, exible rotor, and unsteady aerodynamic), and Model 4 (lters, exible
rotor, unsteady aerodynamic, and dynamic inow).
kP;0 kI;0 kP;0;
 K1 K2 K1;
 K2;

SDOF 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Model 1 0.883 0.750 0.772 0.937 9.874 0.350 1.396
Model 2 0.631 0.465 0.582 2.484 1.630 0.298 1.290
Model 3 0.620 0.420 0.788 1.729 1.413 0.897 0.985
Model 4 0.570 0.580 0.689 1.435 1.349 1.196 1.052
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Figure 3.1: Proportional and integral gains. Comparison between the dierent models
used for the tuning SDOF (rigid turbine), Model 1 (rigid turbine and lters),
Model 2 (lters and exible rotor),Model 3 (lters, exible rotor, and unsteady
aerodynamic), and Model 4 (lters, exible rotor, unsteady aerodynamic, and
dynamic inow).
gains, described in Equation (2.1), therefore they include the gain-scheduling. For increas-
ing wind speeds the aerodynamic damping increases, therefore, the proportional controller
gain has to decrease for increasing wind speed to avoid the regulator mode damping to
increase excessively. Similarly, also the integral gain has to decrease to keep the regulator
mode frequency close to the desired values. When the model order is increased, the pro-
portional gain is systematically decreased. On the other hand, the integral gain decreases
for increasing model complexity except when the dynamic inow model is included. In
this case, the gain is higher than when only the dynamic stall is included (Model 3 ).
Figure 3.2 shows the damped frequency and damping ratio of the regulator mode of the
models used for the tuning. The gure includes only the results of models Model 1, Model
2, Model 3, and Model 4, where the black dashed line is the target value. The results show
the eectiveness of the optimization to minimize the cost function because the model used
for the tuning and the evaluation are the same. The plots show that when the model
is simple, and it has few degrees of freedom, the optimization nds a tuning that allows
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Figure 3.2: Regulator mode frequency and damping evaluated with model used for the
tuning. Comparison between the tuning obtained with models SDOF (rigid
turbine), Model 1 (rigid turbine and lters), Model 2 (lters and exible ro-
tor), Model 3 (lters, exible rotor, and unsteady aerodynamic), and Model
4 (lters, exible rotor, unsteady aerodynamic, and dynamic inow). The black
dashed lines are the target values.
the regulator mode to coincide with the target one. When the model used for the tuning
has a high-order, the discrepancy between the target frequencies and dampings and the
evaluated ones increases. Model 2 is able to achieve a good tting of the target frequency,
however, at low wind speed, the damping ratio obtained is lower than desired. When the
unsteady aerodynamic is included (Model 3 ), the maximum dierence on the frequency is
almost 10%, and the damping decreases both at low and high wind speeds. These gaps
can be related to the inability of the gain-scheduling function to better t the turbine
characteristics. The gain-scheduling assumes a certain shape function to compensate the
variations of the wind turbine properties, that apparently is not sucient to capture the
physics of the high-order models. Model 4 has a dierent behavior than the other models.
The damping of this model is higher than the target one at low and high wind speeds.
The higher damping at low wind speeds reduces signicantly also the value of the damped
frequency.
Figure 3.3 shows the damped frequency and damping ratio of the regulator mode of the
full high-order model for dierent tuning. The gure compares the results of the tunings
obtained with models SDOF, Model 1, Model 2, Model 3, and Model 4. All the models
except from Model 4 have the regulator mode with frequency and damping very dierent
from the one evaluated with the same model as in the tuning (Figure 3.2). These dierences
illustrate the eects of the dierent model complexity on the controller dynamic. The
tuning obtained with Model 1 is not able to guarantee the position of the regulator mode
once the dynamic is evaluated with the full high-order model. At the lowest wind speed, the
frequency is more than twice the target value, and the damping is signicantly lower. When
the rotor speed lter is included in the model for the tuning, an important improvement is
obtained compared to the SDOF model. Indeed, the damping increases at all wind speeds.
Models Model 2 and Model 3 show the eects of considering the blades deection and the
dynamic stall model in the tuning process. Despite these two models are already with a
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Figure 3.3: Regulator mode frequency and damping evaluated with the full high-order
model. Comparison between the tuning obtained with models SDOF (rigid
turbine), Model 1 (rigid turbine and lters), Model 2 (lters and exible ro-
tor), Model 3 (lters, exible rotor, and unsteady aerodynamic), and Model
4 (lters, exible rotor, unsteady aerodynamic, and dynamic inow).
high detail, the placement of the regulator mode is still far from the target values. The
main advantage of these models is the increase of the minimum damping ratio. However,
the frequency is also reduced, especially when also the dynamic stall model is included,
leading to a slow controller dynamic. The frequency and damping of models Model 2 and
Model 3 are non-smooth between 15m/s and 17m/s. Only once a model of the dynamic
inow is included in the tuning procedure, the regulator mode frequency and damping are
more uniform.
To have a better understanding of the behavior of the regulator mode, the eigenvalues in
its proximity are plotted in Figure 3.4. In the gure, the increasing marker size indicates
increasing wind speed, with a wind step size of 0:3m/s, and the dierent color distinguish
the dierent tuning models. The regulator modes poles are those with an imaginary part
close to 0:04Hz at high wind speed. All the eigenvalues with an imaginary part lower than
0:005Hz are associated with the dynamic inow and dynamic stall models. An additional
eigenvalue with an imaginary part close to 0:02Hz is present. This pole is highly aected
by the tuning and the dynamics of the inow. The real part of the pole varies considerably
when the wind speed increases, the mode is not present when frozen wake is assumed, and
it is not so isolated from the other aerodynamic poles when the controller is not present.
For models SDOF and Model 1, this eigenvalue has approximately a real part of  0:02Hz
and an imaginary part of 0:02Hz at low wind speed, and for increasing wind speed its
real part increases in absolute value. Interesting is the interaction of this mode with the
regulator mode of model Model 2. When the real parts of this mode and the regulator
mode are close to  0:06Hz, the two poles attract each other and they separate again at
higher wind speed. This interaction leads to the non smooth trend of the regulator mode
damping ofModel 2 andModel 3, shown in Figure3.3. In the case ofModel 4, this mode has
a dierent behavior; it starts with a higher frequency and a real part close to  0:09Hz and
for increasing wind speeds its imaginary part decreases. This dierent behavior, compared
with the two other models, raises the doubt on which mode is actually the regulator mode
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for this tuning. Further investigations are required to better understand the nature of
this additional mode and to identify which of these modes dominate the dynamic of the
controller and therefore the dynamic of the rotor speed response.
From the investigation it appears that the dynamic inow model, highly interacts with the
regulator mode, aecting signicantly the controller frequency and damping. Furthermore,
if the dynamic inow model is included in the tuning procedure, as for Model 4, the
identication of the regulator mode among all the aeroservoelastic modes becomes non-
trivial. Further eort should be spent to better understand the dynamics of the controller
and dynamic inow interaction and, therefore, better exploit this tuning technique.
3.2 Fatigue-based Method
This section presents the results of two test cases where the fatigue based method is used
to tune the PI pitch controller.
The fatigue loads and the damping ratio are estimated and used in the objective function
(Equation 2.6) and constraint at the wind speeds of 12, 14, 16, and 18m/s. The cases
have dierent constraints on the maximum damping ratio of the one degree of freedom
model. In the rst case, Tuning 1, the maximum damping ratio is 80%, in the second
case, Tuning 2, it is 95%. Tuning 1 achieves a objective function reduction of 1:01%,
Tuning 2 of 2:06%. Both solutions have the constraint on the rotor speed variation active
at 12m/s and the one on the damping ratio active at 18m/s.
The gains obtained from this optimization are shown in Figure 3.5 and Table 3.2. Also the
values of a reference tuning, that is the initial guess for the optimization, are illustrated.
The reference tuning is obtained with pole-placement of a single degree of freedom model.
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Figure 3.4: Full high-order model poles close to the regulator mode as function of the wind
speed. Comparison betweenModel 1 (rigid turbine and lters),Model 2 (lters
and exible rotor), and Model 4 (lters, exible rotor, unsteady aerodynamic,
and dynamic inow). Increasing marker size means increasing wind speed.
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Table 3.2: Controller gains variation with respect to Reference. Comparison of Tuning 1
and Tuning 2 obtained with the fatigue-based method.
kP;0 kI;0 kP;0;
 K1 K2 K1;
 K2;

Ref. 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Tuning 1 1.140 0.894 0.800 0.934 0.937 1.032 1.119
Tuning 2 11.059 0.702 1.400 0.823 1.858 1.216 1.940
Both proportional gains are higher than the reference one. Tuning 1 is uniformly higher
at all wind speeds. At low wind seed, Tuning 2 is similar to the reference value and it
becomes higher for higher wind speeds. On the other hand, the integral gains are both
lower than the reference value.
Figure 3.6 shows the tower base longitudinal bending moment damage equivalent load
evaluated with nonlinear time domain simulations. The gure shows the actual values for
six dierent turbulence seeds and their mean values.
Figure 3.7 shows the tower base longitudinal bending moment and rotor speed fatigue
damage variation with respect to the reference solution. The loads are evaluated with
nonlinear time domain simulations. The variations in the tower loads are small and not
uniform. Tuning 2 achieves a load reduction that on average is 1%, while Tuning 1
almost does not aect the loads. On the other hand, the rotor speed variations are more
signicant. Tuning 1 satises the constraint on the rotor speed in all the operational
region, on the other hand Tuning 2 has higher rotor speed variations in the rst part of
the region. These increases are not captured by the linear model used for the tuning.
Tuning 1 is faster (it has a lower damping ratio) compared to Tuning 2 because it has
a higher proportional gain, especially below 20m/s. On the other hand, both tunings,
have lower integral gain that means lower frequency of the regulator mode and, therefore,
less aggressive regulation. The obtained loads are the result of a balance between these
behaviors.
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Figure 3.5: Proportional and integral gains. Reference, Tuning 1, and Tuning 2 obtained
with the fatigue-based method.
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This investigation should be repeated evaluating the loads also at higher wind speeds.
The focus should be on understanding if the loads can be reduced above 20m/s since the
obtained tunings lead to lower rotor speed variations.
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Figure 3.6: Tower base longitudinal bending moment damage equivalent load evaluated
with HAWC2. Values and mean. Comparison between the Reference tuning,
Tuning 1, and Tuning 2.
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Figure 3.7: Tower base longitudinal bending moment and rotor speed damage equivalent
load evaluated with HAWC2. Load variation of Tuning 1 and Tuning 2 with
respect to the reference tuning.
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4 Conclusion
This report has presented two methods to systematically tune the gains of the PI pitch
controller of the Basic DTU Wind Energy Controller. The rst method is based on pole-
placement technique and the second on fatigue loads reduction. Both methods require
linear models of a wind turbine that are here obtained with HAWCStab2. These techniques
are solved with numerical optimization.
The frequency placement method shows improvements compared to the state-of-the-art
method but only when the model complexity is low. Including the rotor speed low pass
lter in the tuning model improves the placement of the mode increasing the damping.
However, when the model order increases, no signicant improvements are noticed. Fur-
ther investigations are required to better understand the interaction between the pole
associated with the regulator and those associated with the dynamic inow. Improve-
ments in the gain-scheduling, such as a higher order scheduling function, could allow for
better placement of the mode.
The fatigue based method has the advantage that it does not require any parameter
decided a priori, since it is load based, therefore, better trade-o between tower loads
and rotor speed regulation should be achieved. The tunings obtained with this techniques
leads to lower tower loads at the price of compromising the rotor speed regulation in the
rst part of the operational region. The performances are evaluated by nonlinear time
domain aeroservoelastic simulations.
Further analysis with the fatigue based techniques should be performed to identify if the
reduction of the rotor speed variations at high wind speed can be limited to further reduce
the tower loads.
However, these methods might be too slow to be used extensively for tuning applications.
Only the pole-placement technique with the model that includes also the rotor speed lter
improves the placement of the pole and gives results within few seconds, therefore it can
be employed as a new tuning reference without compromising computational time.
No considerations on the actual load level have been done for the pole-placement technique.
New investigations should focus on identifying better strategies than having the regulator
mode frequency at the same value throughout the operational region.
Future analysis should focus on the integration of these techniques in a wind turbine
optimization design procedure to perform concurrent rotor and controller design.
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wind energy and provides the basis for advanced education at the education.  
 
We have more than 230 staff members of which approximately 60 are PhD students. Research is conducted within 9 research programmes 
organized into three main topics: Wind energy systems, Wind turbine technology and Basics for wind energy. 
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