Abstract: A variety of methods are used in order to classify cancer gene expression profiles based on microarray data. Especially, statistical methods such as Support Vector Machines (SVM), Decision Trees (DT) and Bayes are widely preferred to classify on microarray cancer data. However, the statistical methods can often be inadequate to solve problems which are based on particularly large-scale data such as DNA microarray data. Therefore, artificial intelligence-based methods have been used to classify on microarray data lately. We are interested in classifying microarray cancer gene expression by using both artificial intelligence based methods and statistical methods. In this study, Multi-Layer Perceptron (MLP), Radial basis Function Network (RBFNetwork) and Ant Colony Optimization Algorithm (ACO) have been used including statistical methods. The performances of these classification methods have been tested with validation methods such as v-fold validation. To reduce dimension of DNA microarray gene expression has been used Correlation-based Feature Selection (CFS) technique. According to the results obtained from experimental study, artificial intelligencebased classification methods exhibit better results than the statistical methods.
Introduction
Gene expression analysis of thousands of genes can be performed with a technique called microchip thanks to innovations in technology and research [1] . DNA microarray is high intensity gene array and it makes possible to examine thousands of gene expression profile [2] . Microarray technology provides abundance of knowledge on expression levels of thousands genes that has been used for diagnostic and prognostic purposes for various types of diseases. Microarray technology is an invention that allows for detection of too many genes. This technique is also used in many fields including medicine primarily [3] . The activity of genes in patient and healthy cells that get same tissues can compare through DNA microarray technology. This technique can help finding genes associated with a disease. For example, it can be used to identify a gene associated with a disease thanks to compare gene expression level of healthy and diseased cells [3] . The interest in working with the rapid advancement of DNA microarray technology is increasing day by day. These studies, is a comprehensive technology used in molecular biology and medicine. DNA microarray data analysis plays an important role the identification of genes associated with diseases such as cancer. It can be calculated in high probability that any individual is ill or healthy by identifying disease-related genes.
Therefore, high performance classification methods are very important for analyzing large-scale data such as microarray gene expression data. Statistical methods such as Support Vector Machines, Decision Trees and Bayesian Network are the most frequently used methods in microarray classification. However, these methods can often be inadequate to solve problems which are based on especially large-scale data. Therefore, it is important to develop methods that can be effective to solve such problems. In the last few decades, artificial intelligence techniques are methods which are commonly used and preferred to solve difficult problems. That's why, we are interested in classifying central nervous system microarray cancer gene expression by using artificial intelligence based classification methods including statistical methods in this study. In the experimental analysis, the results of classification obtained by artificial intelligence methods are compared with the results of classification obtained by statistical methods. The rest of this paper is organized as follow: We describe the relevant methods in our comparison study part in Section 2. In Section 3, we introduced our experimental dataset called central nervous system cancer microarray gene expression dataset. We report the results of our experiments which are followed by statistical analysis and discussions in Section 4. Finally, we conclude the paper with an outlook to our future work about the control parameter optimization of classification algorithms.
Methods
A classification function consists of two parts. First part is about selecting important features by using "feature selection" methods. Second part is about classifying data thanks to classification _______________________________________________________________________________________________________________________________________________________________ methods. System component used in this study are described below.
Feature Selection
The number of features is usually very high in gene expression dataset. Therefore, we need to reduce dimension on dataset to make better classification. Feature selection is very important process to make classification with high accuracy on microarray cancer datasets. We examined various feature selection methods and preferred Correlation based Feature Selection (CFS) because it made a successful choice among all features.
Correlation based Feature Selection (CFS)
CFS is a simple filter algorithm that ranks feature subsets and discovers the merit of feature or subset of features according to a correlation based function. According to this approach, subsets which has the best attributes consist of attributes which have a high correlation with the corresponding class label and have low correlation with each other. The rest of features should be ignored. CFS feature subset evaluation function is shown as follows: 
Classification
In this study, we used six algorithms to classify central nervous system cancer gene expression data. In six algorithms, 3 of them belong to statistical algorithms and the rest of algorithms belong to artificial intelligence-based algorithms. These algorithms are given below.
Support Vector Machines (SVM)
SVM is a statistical algorithm found by V. Vapnik [5] in the late 1960s. It is a method which is used particularly in classification microarray gene expression levels. SVM is a supervised classification algorithm based on statistical learning theory. SVM initially had designed for two-class classification of linear data and then was generalized to classify non-linear and multi-class data. The working principle of SVM is based on predicting the optimal decision function that can separate two classes from each other. In other words, the most appropriate way to define SVM is the hyper-plane, which can separate two classes each other [6] . An infinite number of non-optimal hyper-plane can be drawn to split the two sets from each other. However, SVM try to find optimal hyper-plane that provides the maximum margin to separate the two sets from each other. If samples can't separate as linear, then the samples are moved to higher dimension with the help of kernel functions with different characteristics. Radial basis kernel function is frequently used in classification applications. SVM is an important classification method because it is fast and especially perform good results on large-scale data like microarray gene expression.
One Rule (OneR)
One-R or "One Rule (a Rule)" is a simple algorithm proposed by Holt R.C [7] . This algorithm produces a rule in training data for each feature and then rule which has minimum error rate according to One-R is selected.
J48 Decision Tree
J48 Decision Tree is the Weka implementation of the C4.5 algorithm, based on the ID3 algorithm. The main idea of this method is to generate decision trees by using the information entropy. The method divides dataset by calculating the information gain of each attribute and attribute which provides the most benefit is used to make a decision [8] .
Multi-Layer Perceptron (MLP)
This model on which Rumelhart and his friends worked together is called error propagation model or back-propagation model (backpropagation of network) [9] . There are one or more hidden layer excluding an input and output layer in this model. Neurons in layers is associated with other layers. Information flow direction is forward and there is no feedback on the network in MLP. Therefore, it is known as feed forward neural network. Data is not processed in neurons in the input layer. The number of neurons in this layer depends on the number of dimensions of the problem to be applied to the network. The number of hidden layer and neuron are randomly determined. The number of neurons in the output layer depends on the type of problem [10] .
Radial basis Function Network (RBFNetwork)
RBFNetwork was revealed in 1988 by inspiring the behaviour of biological neurons [11] . Training of this model can be compared to curve fitting approach in multidimensional space [12] . It is used radial basis activation functions the transition from the input layer to the intermediate layer unlike other neural network structure in RBFNetwork and a non-linear clustering (cluster) analysis is performed. There are three layers called input, hidden and output on RBFNetwork like conventional ANNs structure. The structure between the intermediate and output layer is also same in other types of Artificial Neural Networks, and training is performed among neurons which are intermediate and output layer.
cAnt-Miner
Ant Colony Optimization algorithm (ACO) is a proposed algorithm inspired by the behaviour of real ants in nature [13] .This algorithm was proposed by utilizing the ability to find the shortest path between nest and food source of the ants [14] . The general steps of this algorithm is shown Figure 1 . The use of this algorithm for solution of classification problems has been just used and Ant-Miner has been proposed by Parpinelli and his friends [15] to classify data recently. After that, Ant-Miner was developed by Liu and his friends [16] We used cAnt-Miner algorithm because central nervous system microarray gene expression dataset we use in this study has continuous values.
Data Description
Central Nervous System cancer dataset, provided by Pomeroy [17] , contains the expression levels of 7129 genes. Each sample was obtained from brain tissues and was analysed using Affymetrix microarrays. This dataset contains two subtypes of cancer, namely classic medulloblastomas (CMD) and desmoplastic medulloblastomas (DMD). After data preprocessing, 857 genes remain. The source of the 857 gene expression measurements is publicly available at [18] . Central Nervous System cancer dataset is available at Schliep lab bioinformatics Repository of Rutgers University contains 857 genes with one class attribute. The dataset includes numeric attributes. The class shows two subtypes of cancer named CMD and DMD. The dataset contains 34 samples belonging to two different target class. In the 34 samples, 25 of them belong to CMD class and 9 samples belong to DMD class. Table 1 shows the summary of the characteristics of the microarray cancer dataset.
Results and Discussion
In this study, we compared the efficiency of the classification methods including; SVM, OneR, J48 Decision Tree, MLP, RBFNetwork and cAnt-Miner methods for the prediction of cancer risks. We used improved and modified Weka [19] software for applying classification on the experimental dataset. Classification accuracy was used as performance measure. The percentage accuracy is defined as the ratio of correctly classified samples to the total number of samples. The percentage accuracy is given by (Equation.
2).
Percentage accuracy (%) = * 100 (2) We transformed data into the format arff for Weka. At first, feature selection method was used to find relevant features in the central nervous cancer data and then, classification algorithms were applied to the selected features to evaluate the algorithms. Thirty features (genes) were selected by the feature selection method. Summary of the experimental work is presented Figure  3 . As it is shown in Figure 5 , the average performance of artificial intelligence-based algorithms is better than the average performance of statistical algorithms. Approximately, the average performance of artificial intelligence-based algorithms is 22.09% more than the average performance of statistical algorithms. Artificial Intelligence-based classification methods performed very well on experimental dataset with, 94.56%. However, the average of statistical methods is less than the average of artificial intelligence-based methods, with 77.45%.
Conclusion
In this paper, we have conducted a comparative study of classification algorithms for microarray data analysis on publicly available dataset including microarray central nervous system cancer dataset. Firstly, we applied Correlation-based Feature Selection (CFS) which is method of dimension reduction on the microarray dataset and then we compared the performances of six classification algorithms, namely Support Vector Machine (SVM), OneR, J48 Decision Tree, Multi-Layer Perceptron (MLP), Radial basis Function Network (RBFNetwork) and cAntMiner on central nervous system dataset by using control parameters most commonly used in the literature. In conclusion, the experimental results show that the artificial intelligence-based algorithms have higher accuracy than the statistical algorithms. In the future, we will study on control parameter optimization of classification methods and then, we will compare results of classification algorithms with parameters most commonly used in the literature and with optimal control parameters. Furthermore, we will also apply artificial-intelligence based algorithms on different microarray data.
