Introduction
During the last decade a number of projects have emerged that address the astrophysical time domain by wide-field multi-epoch surveys with dedicated telescopes and the corresponding equipment. Prominent examples are the All Sky Automated Survey (ASAS, Pojmanski 2002; Pojmanski & Maciejewski 2004) , the Optical Gravitational Lensing Experiment (OGLE, Udalski et al. 1992) , both founded by Bohdan Paczyński, the MACHO collaboration (Alcock et al. 2000) , the Catalina survey (Drake et al. 2009 ) and the space based missions CoRoT and Kepler. These are accompanied by remarkable amateur monitoring cataloged in the general and extensive data base of the AAVSO International Variable Star Index (VSX 1 , Watson et al. 2011) .
One of the current surveys is the VST Photometric Hα Survey of the Southern Galactic Plane and Bulge (VPHAS+) within the latitude range −5
• < b < +5
• . It provides data at u, g, r, i, and Hα down to > 20 th magnitude with a seeing-limited resolution of about 1". However, the satu-ration limit is around 12 th magnitude, thus missing the apparently bright portion of the Galactic population. The situation becomes even worse with the upcoming LSST project where sources as faint as ∼ 16 th magnitude start saturating. On the bright side there is the ASAS project which has produced extensive catalogs of variable stars (ACVS) of the southern hemisphere (Dec < +28
• ). The unsaturated brightness range is roughly ∼ 7 < V, I < 13 mag, however, with a low spatial resolution of only 14.3"/pixel. Therefore, a complementary survey is desirable that extends the VST and LSST surveys of the southern Galactic plane toward brighter stars at a higher angular resolution of typically 3" in case of the Bochum Galactic Disk Survey (GDS). For a detailed discussion of resolution and source separability see Paper I.
The GDS is an on-going project dedicated to monitor the variability of the intermediately bright (7 < r ′ , i ′ < 18) stellar population in a 6
• wide stripe along the Galactic plane. During the same year span as the GDS (since about 2009), the near-infrared (0.9-2.5µm) Vista Variables in the Via Lactea survey (VVV, Minniti et al. 2010 ) monitors 520 square degrees of the southern Milky Way, compared to 1323 square degrees surveyed by the GDS. The GDS stripe is about 220
• × 6
• long/wide, the VVV stripe 55
• × 4
• long/wide plus a 20
• × 15
• long/wide box at the bulge. The K band brightness ranges from 9.5 mag (saturation limit) to 18 mag, hence nicely covers the r ′ and i ′ brightness range of the GDS for "blue" sources (r ′ − K ≈ 0). However, red sources in the GDS have r ′ − K ≈ 5 (K s from 2MASS) and r ′ < 15.5 mag, so that unfortunately many of them may be saturated in VVV's K band images. Nevertheless, also despite the different spatial resolution, the surveys GDS and VVV are (partly) complementary, and well worth future comparison studies in the overlap area of about 300 square degrees (75
Meanwhile all 268 fields (designated as "GDS hhmmddmm" of central right ascension and declination, respectively) of the mosaic have been observed, 220 of them with 20 to 272 measurements in i ′ and r ′ . Compared to Paper I, we extended the survey by observing all fields additionally at least once in U , B, V and z ′ . These new observations are still on-going and will be completed within 2016; the current state of this multi-color approach is included in this paper. By extending the filter set we yield multiple measurements across the visible spectrum allowing a determination of classical colors like U −B, B −V , r ′ −i ′ and i ′ −z ′ and to obtain a rough spectral energy distribution. In this way, the temperature of interesting sources as well as other properties, like visual extinction or excess toward longer wavelengths can be estimated.
This second release of the GDS has been obtained by our refined pipeline -with no necessity of manual inspection of the results -while yielding a very low rate of false positives. Furthermore, our analysis methods have been extended and refined compared to the first release in Paper I.
The GDS project aims at detecting any type of variable objects, that is, objects changing flux over time. Therefore, we strive to refine our identification method to be biased as little as possible toward the type of variability. As described in Paper I, we use three simple detection methods, which together do not presuppose periodicity or other decisive properties characteristic of any particular type of variable star.
Observations
Compared to Paper I we extended our survey during the years 2011 to 2015, now covering all 268 fields (1323 square degrees) with at least one combined image. The fields are positioned on a 2
• grid. Other than that, we continued the same observing strategy, i.e., performing simultaneous 10 s exposures cropped to 2.2
• × 2.2 • in the Sloan r ′ and i ′ band filters. Of those exposures a series of nine dithered images is taken subsequently of the same field and later combined during data reduction. The GDS comprises stars in the range 8 m < r ′ < 18 m and 7 m < i ′ < 17 m .
Data reduction
The data reduction was described extensively in Paper I and has not changed significantly. However, by re-analyzing the increased data set we found that the SCAMP contrast parameter provided by the SCAMP tool from the AstrOmatic 2 software suite (Bertin & Arnouts 1996; Bertin 2006 ) is helpful in assessing the image quality of our raw data in advance to further analysis. This parameter "is defined as the ratio of the amplitude of the detected peak (within the allowed limits in pixel scale and position angle) to the amplitude of the second highest peak found in the cross-correlation. In practice, contrast factors above ≈ 2 shall be considered as reliable, while contrasts below 2.0 are dubious" (from the SCAMP manual 3 ). We found that a contrast parameter < 2 in our data usually indicates pointing errors or other severe problems in our raw data. This data is then discarded. Additionally, we discovered that at certain telescope orientations the shutter from the camera at RoBoTT-A did not close completely. This issue has been fixed and influenced only data sets before April 2014, which have been inspected and selectively removed.
Construction of light curves
We have extended the photometry and analysis process based on our experience with the first data set published in Paper I. Since almost every night new images are collected, the GDS is designed to be self-updating and hence to yield a rolling release of all available data. To accomplish this task, a fast pipeline work-flow is needed which produces results that do not have to be checked individually after each update process.
For each field and filter the data consist of typically one combined image per night. For an increasing number of fields we also added multiple observations per night to increase our sensitivity toward short-term variability. The light curve construction of all sources is based on the procedure described in Paper I with the following changes and additions:
-Check number of single images combined to one reduced image. Usually an image is the combination of nine single dithered exposures. We chose a minimum of seven raw exposures for one image to be analyzed further. -Check SCAMP contrast parameters of the single exposures. Manual inspection showed that images with contrast values < 2 are severely flawed and not usable. Therefore, we only consider images of which less than two of the single frames show low contrast values before combination for further analysis. -Source detection on each image is accomplished using SourceExtractor (SE) from the AstrOmatic software suite in single image mode. By that we gain parameters for quality control uninfluenced by the master image that is later used in double image mode. We derive flagging parameters for each night based on the total number of detected sources (declining in case of poor transmission, strong wind, and bad focus), average FWHM, average source elongation, and the moon distance. Images that show less than 70% of the median number of stars found in all images of this particular field and filter are discarded. Those images with very poor stellar profiles (i.e., elongation or FWHM exceeding 3 σ of all nights) are omitted as well. -Average combination of the 12 best images that passed quality control to a common master image (average with rejection of the lowest and highest pixel value). This number has proven to be a good compromise between master image quality and computation time. The more images we combine the lower is the noise of the resulting master image. Combining a master image provides better average center coordinates for all sources and improves the separation of close faint sources considerably. The better center positions improve the photometry of faint sources only slightly, since the photometry is still done on single frames, which keep their original noise levels. Hence, combining a significantly larger number of images for the master image is not necessary and we set a high detection threshold of 10 σ in the master image to account for the lower S/N ratio in the single images. If less images are available, all images are used. By that we obtain a master image with low noise, good averaged source positions and well sampled point spread functions. The latter minimizes the influence of elongated sources and bad seeing in single images during the following double image mode photometry. -Source detection on each image using SE in double image mode. By using the double image mode we avoid the problem of cross-matching extremely large data sets, which would require unrealistically high amounts of CPU time. On the other hand, our tests have shown that due to varying image quality it happens ever so often that either close sources are mismatched in more crowded areas or sources that are separated in good images are merged and analyzed as a single source in images with poorer seeing. We deal with those issues by using the double image mode with "AUTO" photometry that uses a fixed aperture center position and Kron radius for each star over all nights. The Kron radius yields elliptical apertures determined automatically based on the shape, elongation and orientation of the individual source (Kron 1980) . In case of crowded regions where light from a neighboring source is detected within the aperture, it is removed by interpolating with the opposing side of the aperture. If this is not possible, the source is removed. This does not account for varying seeing, but still has proven to produce more stable results than other methods, including PSF photometry, for our data. We then dismiss all sources that are either saturated in the master image or lie below the master image's completeness limit. We also store quality flags provided by source extractor (SE flags), which specify the quality of a photometric measurement with regard to separability of close sources, bad pixels, and saturation. The airmass correction follows Patat et al. (2011) for Cerro Paranal. -The overall magnitude calibration is done as described in Paper I using Landolt standard stars (Landolt 2009 ). Usually, the absolute flux calibration of a target star field is achieved by observing photometric standard star fields before and after the target. However, this is extremely time consuming. Therefore we performed a different "statistical" strategy. Per night only three photometric Landolt standard star fields are observed, at the beginning, middle and end of a night. In a first step (see below) for each GDS and Landolt star field the "relative" light curves of the stars are created in instrumental magnitudes. These light curves are calculated after correcting each observation to airmass z = 1 and correcting for transmission differences between different nights. Thus the resulting relative light curves in instrumental magnitudes belong to optimal photometric conditions. This procedure is done in the same manner for both the GDS fields and the Landolt fields, both observed with same filters and exposure times. The filters of the GDS are Johnson UBV and Sloan r ′ i ′ z ′ , their properties are listed in Table 1 . The Landolt catalogs list UBVRI (Johnson-Cousins) photometry, henceforth denoted as catalog magnitudes. For the UBV filters we use these catalog magnitudes to derive the offset to the instrumental magnitudes, and thus the absolute photometry of stars in the GDS fields. For the Sloan r ′ i ′ z ′ filters the same procedure is applied using a transformation of Landolt catalogs to Sloan r ′ i ′ z ′ . To this point, we did not use (color-dependent) conversion formulas. Instead, we converted for each Landolt star its BVRI photometry into spectral energy distribution (SED, e.g., in units of mJy, see Table 1 ) and fitted the SED with a Planck function. For each filter this fit is excellent for > 80% of the Landolt stars. We then only use those Landolt stars where the difference between catalog SED and Planck fit is less than 1% in all four filters (BVRI). The smooth Johnson-Cousins broad band SED strongly suggests that the Landolt star has no strong spectral feature in the Sloan broad bands r ′ i ′ z ′ . Then, the Sloan r ′ i ′ z ′ SED values are taken from the Planck fit and further converted to magnitude, using the values in Table 1 . In this fitting procedure the U filter is not used because many stars show spectral features shorthand of 4000Å. The main purpose of the GDS is to identify variable stars. Many of them have large amplitudes up to several magnitudes. In addition, some (if not many) stars are observed mainly at low or high brightness. Thus, for us the precision of the absolute photometry plays a minor role. In any case the relative light curves (in instrumental magnitudes) already allow us to recognize, for instance, whether a star gets bluer when brighter etc. Therefore, we consider the precision of the flux calibration as sufficient, and we give a rather conservative large global absolute photometric uncertainty of up to 0.1 to 0.2 mag to avoid over-interpretation of the photometric accuracy in further studies. We find that our "statistical" photometric calibration procedure works well if a field has been observed often, in our experience in more than about 10 nights in that particular filter. For instance, the SEDs of the millions of non-varying stars show a strikingly smooth shape, which in most cases (> 90%) is excellently fit by a Planck function, similar as for the Landolt stars. The detailed analysis of the procedure, including the effect of colordependence, will be presented in a future work. -We use all stars with good photometric quality (i.e., all zero-flagged and therefore unsaturated isolated sources above the completeness limit) as relative calibrators for transmission and image quality to account for night-tonight fluctuations as described in Paper I. We find that usually the brightness dependency of this calibration factor is nearly linear in magnitudes for most nights. Hence, we use a linear least squares fit for each half-magnitude bin to determine the calibration offset to flatten the calibrator light curves on average. The result is shown in Table 2. The brightness dependency of the night-to-night offset seems to be mainly due to the brightness dependency of the FWHM and the overestimated background brightness due to unresolved sources. The former is a result of non-optimal focusing as well as changing weather conditions. The source elongation originates from higher wind speeds and tracking inconsistencies for certain telescope orientations. Since the double image mode photometry uses the same pixel coordinates on each image, slightly shifted star positions, larger FWHM, and PSF elongation result in the loss of counts in the aperture. This effect is slightly brightness-dependent as bright stars, which have more counts above the background noise level in the wings of the PSF, are less affected than faint stars.
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The variable star catalog in separate filters

Identification of variable stars in separate filters
As explained in Paper I, we concatenate the results of three different methods for both filters separately, i.e., the A method using each light curve's amplitude A, the SD method using its standard deviation, and the J method derived from the Stetson-J-Index (Stetson 1996) . In combination with our own flagging system and the information of both filters we create the final list of variable sources.
To determine whether a source is variable we calculate a 5 σ threshold for both the A and the SD method. The remaining average brightness fluctuations within a light curve after the calibration represent the intrinsic error still present in otherwise constant light curves. This effect results in a lowest detectable variation of truly variable sources, for both the amplitude and the light curve's standard deviation. It has to be determined as a function of brightness for both methods, since the scatter is highly brightness dependent. The formal errors (including error propagation) of the individual data points of a light curve may be underestimated. Therefore, for comparison we give an additional error estimated from the global scatter of light curves of constant stars for different brightness ranges (Fig. 1) . These global scatter values are typically by a factor of 2 larger than the above formal errors for faint stars. Nevertheless, they do not affect the identification of variable stars with both the amplitude and sigma criteria methods, because these criteria use brightness dependent thresholds. Comparing light curves of stars in overlap regions of the fields shows that the resulting error between adjacent independently calibrated fields is on average considerably below ± 0.05 mag in the image corner regions. One may expect that the uncertainty is even smaller in the image center regions.
To estimate the threshold for the SD method we fit the brightness-dependent standard deviations of all light curves with an 8 th degree polynomial σ fit (m), representing this function very well for the entire magnitude range. It is a compromise between fit stability and adaptiveness to the data, which was not achieved as accurately with multiple linear fits or exponential functions. We then apply a 5 σ threshold to this fit, shown in Figure 1 . To assess the offset for the amplitude distribution we calculate the second highest amplitude A 2 for each star; the full amplitude is more prone to be influenced by possible single outliers like planet or asteroid transits within our solar system crossing the aperture. Using smaller amplitudes than A 2 would mean to eliminate real but rare variable events, thus we chose A 2 as a reasonable trade-off between robustness and sensitivity. We fit this amplitude as a function of the median light curve magnitude m in the same way as for the standard deviation yielding an amplitude function a(m) that allows us to use an amplitude cutoff based on each star's individual average brightness. We also apply a 5 σ threshold as described for the SD method; this is shown in Figure 2 .
The criteria for a source to be identified as variable are as follows: -The standard deviation σ LC of a light curve exceeds the fit value of σ fit (m) for its median brightness m by 5 σ SD . -The second highest amplitude (and therefore also the full amplitude) within a light curve has to exceed the corresponding fit value a(m) by 5 σ A .
By that measure we get very few spurious variable detections. Also, we minimize the influence of single outliers while being still sensitive for light curves with only very few values deviating from the median brightness (e.g., eclipsing binaries with longer periods). -Using Stetson's J-Index, pairing subsequent measurements in each time series and using a threshold of 0.5 (Fruth et al. 2012) , we obtain a lot of variables with small amplitudes with only very few spurious detections as well. For each field and filter, the distribution of the J values, log(N ) vs. J, has roughly a Gaussian shape with FWHM(J) typically about 0.4, hence σ about 0.17. Superimposed, the distributions have a tail toward high J values recognizable as a kink at about J = 0.3 (roughly 2 σ) and typical height at log(N ) / 3, indicating that there may be variable sources at J > 0.3. Therefore, for accepting a source as variable, we have chosen a more conservative threshold J = 0.5 (roughly 3 σ). This high threshold may also counter-balance cases where the error in the light curve is underestimated. However, with our time sampling of usually ∆t ≥ 1 d we find light curves that show a period in the order of a few days, often letting the magnitude jump from minimum to maximum brightness from one measurement to the next. To include those sources, in which J < 0, we use the absolute value of J with the criterion
Additionally, we require a J-Index detection to also show an amplitude with at least A 2 > a(m) + σ A , since we find positive detections with lower amplitudes often to result from the remaining systematic errors.
To be considered as a variable candidate a star has to be identified by at least one method and at least 10% of the data points in the light curve have to be unsaturated. The latter assures that sources which are constantly flagged as saturated and therefore show artificial variability due to bad photometry are excluded, while high-amplitude variables like Mira-type or eruptive variables are not discarded completely if some of their measurements have been saturated. Stars that are already saturated in the master image are omitted beforehand. Figure 3 shows a typical GDS light curve of Mira class star V 352 Nor. It illustrates the afore mentioned partial saturation in i ′ denoted by flag 4 that does not affect the variability detection of the otherwise high grade light curve.
For evenly sampled data other techniques like the autocorrelation of the light curves may be used to identify variable sources (e.g., Rebull et al. 2014) . However, our light curves are sampled fairly inhomogeneously and any kind of interpolation of gaps will introduce additional uncertainties; therefore we did not apply the autocorrelation technique here. 
Filter combination and final variable detection
To determine the final list of variables per field, we match the variables detected in both filters. Here we have to distinguish three different possible cases:
-Case I: A source shows detectable variability in both filters -Case II: A source is measured in both filters but exceeds the variability thresholds only in one filter -Case III: A source is only detected in one filter Additionally, we introduce a ranking system to assess the confidence in a positive detection using the advantage of simultaneous observation in two filters. This ranking system does not only represent the photometric quality of a light curve, but rather the confidence in a variability detection due to several different parameters. One confidence grade (A, B, or C) is assigned to each variable source based on the detection methods and the SE flags; grade A represents the highest confidence in a variability detection and grade C the lowest. The grades are based on which of the afore mentioned cases applies to a source in combination with the SE flags of both filters that represent the photometric quality and stability of a source's light curve. Grade A is assigned if a source is un-flagged in case I. Grade B is given if a source is uncritically flagged (i.e., SE flag < 3) in case I or un-flagged in case II. Grade C is awarded to all sources in case I that are not classified as Grade A or B, to flagged case II sources with SE flag < 3 and to all sources in case III. In case III, sources that show non-zero SE flags and/or are not detected by all three methods are considered very dubious and are therefore omitted for the final catalog of variable sources.
Due to the relatively sparse phase coverage in many fields, period search algorithms like the analysis of variance (AoV, Schwarzenberg-Czerny 1986 , 1999 or LombScargle (LS, Lomb 1976; Scargle 1982) yielded highly irregular and faulty results on most of our light curves. Therefore, an automated period detection and classification approach has not yet been successful due to the very high number of false positives produced by those algorithms. Our AoV-based approach on period search and automated classification is under development and will be presented by Fein et al. (in prep.) . However, using the Lafler-Kinman algorithm (see Paper I, Lafler & Kinman 1965) we have already been able to identify periods for selected stars in a period range of 5 h up to > 1000 d for eclipsing and pulsating sources.
To demonstrate the range and performance of our data we show a selection of preliminary results extensively discussed by Fein et al. (in prep.) . Variable sources in the GDS get assigned a unique identifier of the form "GDS Jhhmmsss ±ddmmss" of right ascension and declination, where J indicates coordinates for J2000. Figure 4 shows the currently smallest amplitude of an automatically folded GDS light curve of HD 297501 which has not been previously classified as variable. In comparison, we were able to precisely verify the period of V 851 Mon; its amplitude is listed by VSX as 0.05 mag which agrees well with our estimate of about 0.04 mag (Fig. 5) . The smallest period we were able to automatically detect yet is that of TYC 7687-388-1 (Fig. 6) , which we suspect to be an eclipsing binary star with a period of 0.1998 d. All periods are calculated as the average of the two independently detected periods in r ′ and i ′ with the criterion |P r ′ − P i ′ | < 0.01 d. For the periods shown in Figures 4 -6 the difference between the two filters is ≤ 0.00003 d.
While we find copious numbers of long-term high-amplitude variables, the currently largest amplitude of an eclipsing binary with nearly 4 mag and an extraordinarily small secondary minimum is that of GDS J0853028-443726 (Fig.  7) , which was not identified and folded automatically, but was discovered due to its high amplitude.
The extended variable star catalog
We have analyzed 268 fields observed between September 2010 and May 2015 with completeness limits of r ′ ∼ 18 mag and i ′ ∼ 17 mag. All detected variable sources were matched with the VSX within a 10 ′′ radius; the VSX contains the major catalogs of variable stars including ASAS used in Paper I. Our sources have an average positional accuracy of 1", and ∼ 99% of our variable sources are separated by more than 20". The ASAS coordinates are given with a precision of 0.1' (6") in declination and 1 s (up to 15" at Dec = 0
• in right ascension. To match our sources with the ASAS catalog in Paper I, we used a rectangular box of 7" in Dec and 16" / cos (Dec) in RA. The VSX coordinates are from different observers and instruments. To match our sources with VSX we used a -quite large -matching radius of 10". If more than one variable GDS source matches a VSX or ASAS source, we accepted the closer one. While the use of the large matching radius may yield false matches, it avoids that we overlook a former detection of a variable source. Thus, the number of new variables found in the GDS may be a bit larger. The resulting catalog of variable stars contains the following information for the light curves of 64 151 variable sources for r ′ and i ′ filters with amplitudes between 0.03 and 7.5 mag. ′ ; the secondary minimum is extremely small. The light curve amplitude histogram for all variable sources detected by amplitude is depicted in Figure 8 and shows a slight abundance of sources between 2 and 4 mag amplitudes in i ′ . This seems to be caused by red Mira-class variables that are too faint to be decently measured in r ′ . The corresponding brightness-dependency of those measured light curve amplitudes is shown in Figure 9 .
Additionally, we compute r ′ − i ′ for each pair of observations within a light curve for each source measured in both filters. This yields a color curve, which documents the change in color for each source in addition to its r ′ and i ′ light curves. The histogram of color curve amplitudes is shown in Figure 10 .
The multi-wavelength photometric catalog
Additionally to the variability monitoring, we have extended our observation scheme to provide photometry for the filters U , B, V , r ′ , i ′ and z ′ . It is the aim to observe each field at least three times in the extended filter set to obtain a rough spectral energy distribution based on six wave- Table 3 Light curve catalog of all variable GDS sources. For illustration only the entries for one source in both filters are printed. The full catalog is available electronically or can be obtained from the authors. lengths. This multi-color catalog stores the magnitudes for 15 888 583 sources together with its SE flags. For that we determine the median brightness in each filter to get a more stable result as compared to the average (especially in case of variable sources). Hence, we compute each source's median absolute deviation (MAD) as an error measure, which is also given in the catalog. To assess the constancy of a light curve -and therefore the confidence in the accuracy of a given median brightness -we also store the magnitude amplitude of the available data points in each filter. Each source in this constantly updated catalog has at least a magnitude for one of the six filters. The catalog is shown in Table 4 . Exemplary, Figure 11 shows the measured SED of HD 297501 (compare Figure 4) .
Outlook
All GDS observations are on-going to further extend the time and phase coverage and we are updating the release on a regular basis. The catalogs are available electronically and can be requested from the authors.
While VPHAS+ (although without variability information) complements the GDS with respect to close and faint sources, the conjunction of VVV (albeit regrettably not further continued beyond 2016 in contrast to our survey) and GDS makes it possible to link the extensive variability studies from optical to infrared. Number of measurements Number of measurements Number of measurements 
