Consider the problem of determining u(t, x), t > 0, x G R, such that "r=("2)*x.
"(0, x) = u0{x),
with initial data u0 supported on a finite interval:
u0(x) > 0, -a<x<a, u0(x) = 0 otherwise. (1.1) This is (a special case of) the porous media problem (cf., e.g., [1] ). As is known ( [2] [3] [4] [5] [6] ): there exists a unique weak solution u; at each t the support of u is a finite interval (t) <x< ?+(/); inside its support u is smooth, but across f ± (r), ux is generally discontinuous;
L(t)=~2 ux(t,S±(t)). (1.2)
There exist numerical procedures for Problem ("?) (cf., e.g., [7] [8] [9] ), all of which seem to encounter some difficulty in tracking the free boundaries x = f ± (/). The main feature of our method is the determination of a family of curves x = X(t ,p), X(0 ,p)=p along which the free boundary propagates:
S±(t) = X(t,±a). (1.3)
Writing (^P), in the form of a mass balance law ", + (uv)x = 0 (1.4) with u(t, x) a "density" and v=-2ux (1.5) a "velocity" (cf., e.g., [10] ), we see, using (1.2) , that the free boundary propagates with the velocity v(t, x) of the medium; hence property (1.3) will follow provided we take X(t, p) to be the solution of X,(t,p) = v{t,X(t,p)), X(0,p)=p. (1.6) Within this context x = X(t, p) represents the motion of the medium with material points labeled by their positions p at t -0.
Using these ideas, we are able to reduce CdP) to the following initial-value problem for
XpX, = 2u0Xpp -2u'0Xp, X(0 ,p)=p.
(<?*) ( Here and in what follows X™ -(Xp)"\) The free boundary is then given by (1.3), while U(t, p) = «(/, X(t, p)) satisfies u = x;*u0, (1.7)
a relation which expresses balance of mass in material (Lagrangian) coordinates. Our procedure for solving (<dP) consists in solving ("5P*) on the fixed interval -a ^ p < a of support of m0. In Section 2 we establish a uniqueness theorem for (6**), and we show that given a sufficiently regular solution X of this problem, (1.7) generates, at least locally in time, a weak solution u of our original problem ("?).
The determination of u(t, x) from U(t, p) requires that X(t, p), as a function of p, be invertible at each t, a condition related to the nonvanishing of Xp. We show, in Sec. 2, that Xp > 1 for all time whenever u'q < 0 on its support, and that Xp(t, a), say, tends to zero in a finite time T whenever u'0(a) = 0, u'0'(a) > 0. We show further that under the latter two conditions X(t, a) = a for 0 < ; < T, so that the free boundary is vertical until t -T (cf. [6, 11] ). We also establish a growth estimate for the L2(-a, a) norm of Xp(t, •)■ In Sec. 3 we describe a simple difference scheme for Problem (^P*) and give some calculations which demonstrate the utility of our procedure; in particular, we show that even with a fairly crude mesh the free boundary is tracked quite accurately.
While our paper is devoted to the one-dimensional porous media problem, our method seems to have considerable generality: in Section 4 we derive the analog of (6?*) for the porous media problem in R"; in a future paper we will discuss applications to more general equations and to Stefan problems.
2. The initial-value problem for X(t, p). We first proceed formally. Let u be a solution of (<3>) with initial data u0 subject to (1.1), let X(t, p) be the solution of the initial-value problem (1.6), and define 
Equations (2.4) and (2.5) form the basis of our method. It is these equations that we will solve numerically in Sec. 3. Note that we can use (2.4) to eliminate U from (2.5); this leads to the initial-value problem C?*) for X.
Our procedure for solving (?P) is based on solving (6?*) for t >0 and p in the fixed interval [-a, a], the support f u0. (We will give a uniqueness theorem to show that boundary conditions at p = ±a are not needed.) Let X be a solution of (6P*). Theorem 1 (consistency). Let A' be a regular solution of (9*) on [0, T), and let u be defined by (2.6). Then Proof. Assertion (i) follows from (2.4), (2.6), (2.7), and the inequality Xp > 0; (ii) is a consequence of (2.6), (2.7), and the indentities P(0, x) = x, Xp(0, p) = 1.
Next, (9*), and (2.4) imply (2.5) and (2.3), while (2.1) is a consequence of (2.6). By (2.1) and (2.5), If we subtract these equations, multiply by X -Y, and integrate from p = -a to p -a, we obtain, after an integration by parts using u0(±a) = 0, 1 ± 2 dt f (X-Y)2 dp J -a = f u0(x^~ y;2){xp-Yp)dp -fu'o(xp-2-y;2){x-Y)dP. we find that -f u'0(Xp2 -Y~2)(X-Y)dp = \f [(A"-Y)2\p*dp
Since ±u'0(±a) < 0, we have ±i//(±a, Remark. We have not been able to establish (directly) existence for Problem (^P*). We note that existence can be inferred from existence for ( §") in conjunction with (1.6).
Thus far all of our results have been local, as the initial condition ^(0, p) = 1 only insures Xp > 0 for sufficiently small time. There are situations in which we can give a global result.1 For initial data u0 which is not concave one cannot expect to have Xp > 0 for all time. Knerr [6] , generalizing results of Aronson [11] , has shown that if u'0(b) = 0 for b = a, say, then the free boundary emanating from a is vertical for an interval 0 < t < T < oo. At t = T there is a loss of smoothness and f+ (/) begins to increase. We now show that this phenomenon is related to the vanishing of Xp. ' Cf. Graveleau and Jamet [8] , who show that if u0 is concave, then the solution u of (CP) will be concave for all time. With uxx < 0 (2.8) clearly implies Xp> I.
Let X be a solution of ("dP*) on [ 0, T). Then Let A'be a solution of (5**) on [0, T). Then f xp(l> P) dp ^ 2a + ct (2.14)
J -a for 0 t < T.
Proof. Note first that, since u0(±a) = 0, (^P*), implies Xt{t,±a)= -2 u'0(±a)X~2(t,±a). (2.15)
We multiply (??*), by Xp3Xpp and integrate from p = -a to p = a. After an integration by parts and the use of (2.15) we obtain " 5 I/_/'dp " 2t=2dP +2-V'), dr
If we integrate the last term on the right by parts, we find that = ~4[u'oXpl]a_a + 2j" u'oX~] dp * -a < 4[u'0(-a)x;\t, -a) -u'0(a)X;\t, a)] <f, since u'q < 0, ±u0(±a) < 0, and Xp> \. The estimate (2.14) follows upon integration. Observe that one obtains also the estimate f f «oX~3X* dp dr<2a + ct;
• 
\X(t, p)\*zj2a(2a + ct) .
Thus the width of the support of «(•, t) is at most 0(tx/1). Remark. Vasquez [12] has shown that this width is actually 0(/1/3) by proving that u(t, x) is asymptotic to a certain "fundamental solution" u(t, x) of the form (3.5). Such fundamental solutions correspond to Dirac distributions at / = 0 and as such the corresponding coordinate transformation X(t, p) is not defined. If, however, one lets ta denote the time for which the support of u(ta, •) has width 2a, and considers ua(t, x) = u(ta + t, x), then the corresponding coordinate transformation Xa is well defined; in fact, Guided by the results of [12] , we conjecture that X(t, p) and Xa(t, p) are asymptotic as t -» oo.
Problem (^P*) can be given a weak formulation, which we now deduce. We begin by writing (^P*)j in the form x,= -(u0x~2)p-u'0x;2.
If we multiply this equation and (^P*)2 by an arbitrary C1 function w(p) and integrate from p = -alop = +awe obtain, after an integration of parts, f [{X, + u'0X~2)w -u0X~2w'] dp = 0,
Eq. (2.16) constitute the desired weak formulation of (<3)*). The weak form (2.16) admits an approximate formulation in terms of finite elements. In this connection it is important to note that the absence of boundary conditions allows one to operate in the space H[(-a, a). We expect these observations to be of great value in the extension to higher dimensions. As before, we seek curves x = X(t, p) along which this degeneracy propagates. Formally, such curves are generated, via (1.6), by writing (2.17), as a mass balance law (1.4), since this law has the Lagrangian form u(t, X(t, p)) = X~l(t, p)u0{p) (cf. (1.7)). If we do this, we find that the resulting initial-value problem for X(t, p) is:
As an example, the porous media equation is often considered in the form ", = («mL (m> 2); for this equation (2.18), becomes ,m -2 mu *<=-\xP p 3. Numerical solutions. Here we describe a simple difference scheme for the initial-value problem (€P*). (We will actually work with (2.4), (2.5), rather than (?P*),.) For convenience, we assume that u0 is symmetric: w0(x) = u0( -x). Then by symmetry we can restrict ourselves to 0 < p < a provided we impose the additional conditions
We want to solve the equations
We choose Ar > 0 and Ap -aN~1 for some integer N, introduce the mesh tt -iht, i -0,1,2,..., pn = mA/7, n = 0,1,...,N, and write /"' for the value of a function / at the mesh point (/,, pn). We approximate ( The formulae (3.4) are accurate to 0(Ap2) for functions satisfying (3.1) with i/(f, a) = 0. Since the method (3.3) is partially explicit, we would expect it best to take At = (Ap)2; with this choice we expect 0(Ap2) accuracy.
The following explicit solution to the initial-value problem (IP)-for initial data a Dirac distribution-is given by Pattle [13] :
.0, y = x/x0,\(t) = (t/toy/3, x0 = T{5/2)/fi: =h'o = xl/\2.
We attempted to approximate the solution u(t, x) = u(t + 1, x). Thus we have a = (12x0)l/3 = 9I/3. The results are presented in Tables 1 and 2 .
In Table 1 we give the approximate and theoretical values of (/), together with the relative errors, for a sequence of times. These calculations are performed with ten subdivisions, so that Ap = 0.208. We observe that even with this fairly crude mesh the free boundary is tracked quite accurately. In Table 2 we present one of our calculations to determine the rate of convergence. The results confirm the expected rate of (Ap)2. is discussed by Aronson [11] , who shows that the corresponding free boundaries are vertical for an interval 0 < t < T, a result consistent with the conclusions of Theorem 4,  where for (3.6), T = (3w2)"' » .03377.
We also performed a numerical experiment for the initial data (3.6); the results are shown in Table 3 . It is seen that the free boundary is indeed roughly vertical for t < T. Table 3 £A(t), the approximate position of the right-hand free boundary for u0(x) = cos2(ttX/2).
Here Ap = 0.025, At -(Ap)2.
' no On the other hand, by the chain-rule, Vpt/ = Zr(vx«)*.
Thus, using (4.1), we arrive at the following initial-value problem for X:
VXrX, = -2v£/, U= (det vX)"'«0, (^P*)
x(o, p) = p, where V = Vp. A careful analysis of (9*) is beyond the scope of this paper. Our ultimate hope is to show that when 2. For Problem (9n) with n ^ 2, regularity of the free boundary f is essentially an open question (cf. [14] ). The formulation (^Pn*) might be useful in attacking this question, as <S= (X(f,p): p 6 dA, t > 0}.
Moreover, since regularity is a local question, the problem of proving that X(t, ■) is a bijection is trivial: it follows, at least locally, from X(0, p) = p, where we have chosen the time scale with I = 0 the time near which regularity is sought.
3. For the more general equation Berryman also uses Lagrangian coordinates (rather than the initial coordinate, Berryman takes p = p(x, t) to be the total mass at t in the interval (-*)). Berryman's partial differential equation for X is simpler than ours, but his initial condition is more complicated.
