The stabilization problem for switched systems in which switchings occur on the axes of its state coordinates is considered. It is shown that a linear feedback, or a combination of linear feedback and a switching law, can be designed such that the closed-loop is stable, and has the inputto-state property, allowing to guarantee robustness against matched and unmatched perturbations. The conditions of stability are expressed in the form of linear matrix inequalities. The results are illustrated by numerical simulations.
Introduction
The study and implementation of systems that commute between different behavior schemes are strong mathematical and technical challenges. The theoretical results available are gathered in the literature of switched, hybrid, and variable structure systems; a survey on the existing stability criteria for the first can be found in [1] . The switched systems domain can be divided in two big groups: the systems whose switchings depend on the time, and those that operate under statedependent switching laws. The latter group can also be divided in two: the systems with given switching laws, that need to be stabilized in some way, or those for which the design of a stabilizing switching law is required. Numerous works can be found that offer stability results based on different well-known strategies, and the most utilized are Linear Matrix Inequalities (LMIs) and Lyapunov methods ( [2, 3, 4] ). The state-dependent switching can be used to stabilize the system with the commutation law directly following the expression of a Lyapunov function ( [5, 6] ). In some cases the dwell-time restriction is imposed ( [7] ), then asymptotic rates of convergence can be obtained. Skipping the requirement on a minimum time between commutations it is possible to ensure a finite-time rate of convergence in the system, as in the sliding mode control framework ( [8, 9] ). Though in all these examples the stabilization is achieved, some perturbations might occur such that the sliding-mode is lost and the trajectories end up diverging, causing undesired or even dangerous behaviour in the related applications.
In this paper we will focus on state-dependent switching systems and, in particular, those whose switchings occur on the axes of its state coordinates, in other words, at the precise instant when a 1 change on the sign of the state variables occurs (frequently, such a condition can be ensured after a proper transformation of coordinates). An example of a physical realization of this class of systems is the ones that include relay or on-off electrical components in their configuration, and the study of the stability of such systems is one of the oldest control problems ( [10, 11, 12, 13, 14] ). A well-known real-world scenario of such a class of systems includes the mechanical dynamics with dry friction, when sign of the velocity determines the direction of the friction force.
The state space study of one-dimensional relay systems was performed in [15] (see also [16] ). In that work it was proven that a first order relay system with relative degree one is semi-globally finite-time stable if the switches occur on the axis of its state variable. In the same work it was shown that a system of relative degree two that switches on the axis of its first coordinate is semiglobally exponentially stable if a linear stabilizer dependent on the second coordinate is added. Moreover, it was proven that a system with relative degree greater than two that switches on the axis of its state coordinates is never stable unless some linear stabilizing terms are added.
In this paper, a particular class of systems is dealt with, whose dynamics are driven by uncertain chains of integrators with the signs of all the state variables in the last coordinate. The semi-global finite-time convergence of this kind of systems, for the case of order two, was proved in [17] . Almost three decades after that, in [18] it was shown that for the third order, the majority of solutions converge to zero in finite-time, but there is also a two dimensional set of equilibrium points different from zero. This set of equilibrium points of dimension n − 1 also appears for chain of integrators of order n with n-relays in the dynamics of the last state variable.
The stability in the above mentioned cases is quite fragile and even a slight perturbation makes the trajectories of these systems escape to infinity. In order to ensure robustness against perturbation, the typical procedure is to design gains of a switching controller based on an upper bound of the perturbation, so it is required that this bound is known. Also, it is typically assumed that the perturbations are matched to the control input because unmatched perturbations, even when an upper bound to them is known, can also easily destroy the stability of switching systems. Some works that offer solutions to the unmatched disturbance problem are [19, 20, 21] .
Considering these results, one can conclude that if the system switches every time on the axes of its state space variables, it is impossible to establish its global convergence to the origin, and then some stabilizers should appear in the system's structure, or added as controllers, in order to achieve this goal. Also, that some actions must be taken in order to ensure some robustness of the closed loop to certain perturbations, at least.
In this paper, for an arbitrary order system with switches on the axes of each of its coordinates (the switches can occur in any of the state variables), the conditions are established that allow the stability to be kept by adding a linear compensator. The resulting closed loop can be placed within the classifications 1 and 3, mentioned in the tutorial paper [22] , that refer to relays with constant gains, and linear feedbacks with switched gains, respectively. Even more, we investigate de input-to-state stability (ISS) of the closed loop, to ensure certain robustness against bounded perturbations. The main contributions of the paper are
• Sufficient conditions for the linear stabilizer design.
• The ISS properties of the closed loop.
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The work is organized as follows: Section 2 includes the notation used throughout this paper, as well as some known results useful for the development of the methodology. Section 3 includes the problem statement. In Section 4 the form of the control signal is proposed, and the stability of the closed loop is proved by constructing a Lyapunov equation. The stability conditions are presented in the form of LMIs. In Section 4.1 the input-to-state stability property of the closed loop system is investigated, which guarantees robustness to external, unknown, bounded inputs that can be both matched and unmatched. Academic examples are provided in Section 5 along with some numerical simulations that validate the theoretical results. Finally, Section 6 contains some conclusions of this work.
Preliminaries

Notation
• The element-wise application of an operator • to a vector v is indicated by •(v);
• I n denotes the Identity matrix of dimension n;
• diag(A) represents a matrix where the main diagonal is the same as that of matrix A and every other element is equal to zero;
• a (n×s) , for a constant a represents a matrix of dimension n × s, whose every element is equal to a;
• A ij represents the element in the position (i, j) of a matrix A;
• A [i] denotes the ith column of a matrix A;
• A int n represents a square matrix of size n whose every element is equal to zero, except for the diagonal above the main one, which is composed of ones;
• λ min (A) and λ max (A) represent the minimal and the maximal eigenvalues of a matrix A, respectively;
• |a| represents the absolute value of a scalar a;
• A represents the induced norm of a matrix A ∈ R n×s , while
For a and b nonnegative real numbers, and if p and q are some positive real numbers such that 1 p + 1 q = 1 the following inequality holds ( [24] )
• The set of all functions endowed with the (essential) supremum norm
∞ and each initial state x(0) ∈ R n , it holds, for each t ≥ 0 that
Definition 2. ISS-Lyapunov function ( [25] ): A smooth function V : R n → R ≥0 is called ISSLyapunov function for a systemẋ = f (x, u) if there exist K ∞ -functions α 1 , α 2 , and K-functions α 3 and χ, such that
for any x ∈ R n , and
for any x ∈ R n and any ω ∈ R m such that x ≥ χ( ω ).
Theorem 1. Nonsmooth Lyapunov Functons (Theorem 3.1 in [26] ) Suppose that in a domain (x ∈ B δ , t ∈ R), where B δ is a ball centred at the origin with radius δ > 0, there exists a Lipschitz continuous, positive definite, decrescent function V (x, t) such that its time derivative, computed along the trajectories x(t) of the discontinuous systemẋ = f (x, t), which are initialized within B δ , is negative semidefinite almost everywhere for almost all t, thenẋ = f (x, t) is uniformly stable.
Problem Statement
Consider a system in the formẋ
where x ∈ R n is the state vector, sign(x) ∈ R n is a column defined as sign
, with m ≤ n is the control input, and ω ∈ R p is a vector that contains all the perturbations or external, unknown inputs. Here, p ≤ n. The termsĀ 0 ,Ā 1 ∈ R n×n , and B ∈ R n×m are known, real and constant matrices. Since sliding modes may occur, all the solutions are understood in the sense of Filippov ( [27] ). In its most general form, system (2) consists of a linear part and a part that switches on the axis of the states x. The perturbations are assumed bounded, that is ω ≤ω, butω is assumed unknown. Also, there is no restriction to the matchedness of the perturbations to the control input. The goal is to design a control u that takes the trajectories of the system to the origin, robustly in spite of the perturbations.
Control Design and Stability Analysis
In this section the nominal case of (2) will be considered. That iṡ
Now, let the control signal u be
where K 0 , K 1 ∈ R (n×n) (see footnote 1 ). In the rest of the section a stability proof for the closed loopẋ
where A 0 = (Ā 0 + BK 0 ), and A 1 = (Ā 1 + BK 1 ) will be provided, along with some conditions for the gain matrices K 0 and K 1 . This will be performed by establishing a sufficient LMI condition to construct a Lyapunov function for (4) . To this end, the matrices P ∈ R n×n , G ∈ R n×n , R ∈ R n×n , r ∈ R n×n and M ∈ R n×n , and a constant µ must be defined in the following manner: 
R := 2A
for some real constants g i , p ij , i, j = 1, . . . , n. Note that in the definition of M the absolute value of each element of the resulting matrix of the subtraction should be considered, and not any norm.
Theorem 2. Let the origin be the only equilibrium of (4), and the following pair of LMIs be satisfied
Then, a function V : R n → R defined as
is a Lyapunov function for system (4), with a derivative estimatė
Proof. Since the matrix P is positive definite and G is positive semidefinite, then V is also positive definite and radially unbounded. The function V is locally Lipschitz continuous. Then, by Rademacher's theorem ( [28] ), it is differentiable almost everywhere in R n , and since GA 1 = 0, the derivative of V along the trajectories of (4) iṡ
1 In Section 3 it was mentioned that the system (2) in its most general form consists of a linear part plus a switched part and it is implied that one of these parts might not be present. It is the same case for the control signal, which could be only a linear control, a switched one, or a combination of both, the restriction being that the closed loop has the form (4), for the nominal case.
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The Lyapunov equation A T 0 P + P A 0 = −Q can be solved for P = P T > 0, with Q = Q T > 0 if and only if A 0 is a stable matrix. From the second part of (7) we have that
|R k,i | |x i | and with M as defined above, we get
and if the conditions of Theorem 2 are satisfied, the function V is positive definite for all x, its derivative along the trajectories of (4) is negative definite, and by Theorem 1, (4) is uniformly stable.
Remark 1. The restrictions imposed on the matrix M can be replaced with the condition that
where
| is the logarithmic norm of the matrix R calculated for the norm | · | 1 .
Perturbation Analysis and Input to State Stability
In this section we will prove that if system (4) satisfies the conditions of Theorem 2, it also admits the ISS property, which makes it robust to exogenous matched or unmatched bounded perturbations. It is important to note that while the boundedness of the external inputs is a fundamental condition for establishing the ISS property, the knowledge of its supremun norm is not necessary for the design. Consider system (4) with an unknown input function ω : R ≥0 → R n :
Theorem 3. If ω is essentially bounded, i.e. ω ∈ L ∞ , and the conditions of Theorem 2 are satisfied, then (8) is ISS with an asymptotic gain γ : R ≥0 → R ≥0 given by
where for any 1 ∈ 0,
Note that the magnitude of the gain γ(r) is proportional to the square of r, and that the established result is of qualitative nature and that quantitatively they would only represent the worst possible scenario.
Proof. The derivative of (6) over the trajectories of (8) iṡ
For the above expression the following inequalities hold (see references in Section 2):
From definition 2, V is an ISS-Lyapunov function for (8) with χ(r) = α
with α 1 , α 2 , α 3 , α 4 ∈ K ∞ , as defined in the theorem. Then, following the arguments of [29] , the system is ISS and the asymptotic gain function is γ(r).
Examples and numerical simulations
All simulations have been performed in Matlab software using the explicit Euler method with the discretizations step 0.001.
Interconnected mechanical systems
Consider two interconnected mechanical systems whose velocities are given by variables x 1 and x 2 respectively, and suppose that the acceleration of each of them can be controlled. The state space representation of this system can be written as
System (11) is linear, and the switches will be added as control signals. Two perturbations are considered, ω 1 ∈ R and ω 2 ∈ R, one on each of the systems. These perturbations are assumed to be bounded, but the value of their supremum norms is considered unknown. Suppose that the parameters of (11) are a 11 = −1, a 12 = 0.5, a 21 = 0.5 and a 22 = −1. If the control signals are chosen as
7 then (11) can be written in the form (4) with
, and
Matrix A 0 is Hurwitz, so the Lyapunov equation can be satisfied for a positive definite matrix P ∈ R (2×2) , with Q = I 2 . Choosing g 1 = g 2 = 0, yields the product M 1 1 = −0.67 −0.67 , whose every element is clearly negative. The conditions of Theorem 2 are satisfied. The lefthand side of Figure 1 shows the simulation results of the closed loop of (11) with (12), for the unperturbed case (upper-left), and when the perturbations are chosen as ω 1 = 1 + 0.5 sin(t) and ω 2 = 1.5 + 1.5 cos(t) (lower-left). Note that the value of these perturbations is not taken into account for the design. For comparison purposes, the right-hand side of Figure 1 shows the simulations results of the same system (11) with and without perturbations, in closed loop with a linear feedback
The theoretical results are validated through the simulations, which show that the trajectories of the system converge to the origin for the unperturbed case, and to a vicinity of the origin when the perturbations are present. Note that for the case when the sign controller is added to the perturbed system, the sliding mode is lost occasionally, but the trajectories remain bounded and then return to the sliding motion.
Third order system
Consider a third order system in the form (2) with
where the initial conditions are given by
. In [18] it is proven that this system, for initial conditions that belong to a set S defined in that same work, converge to an equilibrium point different to the origin, as is shown in a) of Figure 2 , for
Moreover, when a perturbation ω = 2 + 2 sin(t) 0 0 , the trajectories diverge from the origin, as is shown in b) of Figure 2 . If a control law is chosen as Figure 3 , which confirms the result of Theorem 3. Note that in this case, the addition of the linear controller prevents the trajectories of the system to escape to infinity in the perturbed case, as opposed to what happens in the uncontrolled case. This is the direct consequence of having achieved an ISS behaviour through the linear control, which is impossible to achieve with a purely switched system. 
Conclusions
The stabilization problem of a class of switched systems, in which the switchings occur on the axes the state coordinates is considered. Sufficient condition for the design of a linear stabilizer guaranteeing the convergence of the solutions to the origin are found. The stability proof of the closed loop is performed by means of Linear Matrix Inequalities. Moreover, the ISS property has been quantified, guaranteeing robustness against both matched and unmatched perturbations, and ensuring that the trajectories of the system will remain bounded no matter how large the present perturbation is, provided that it is bounded as well. Using the presented method, for a system whose dynamics are driven by a combination of a linear part and the signs of its state variables, a stabilizing linear feedback, a switching law, or a combination of both can be designed such that the stability of the closed loop can be checked, and its ISS properties established. Some numeric examples are provided validating the theoretical results. In particular, it is shown that for the case of a chain of three integrators, with the signs of its state variables on the last coordinate, the trajectories converge to the origin, and not to another equilibrium point, when a linear stabilizer satisfying the conditions of our main theorem is added. Moreover, it is shown that the addition of a perturbation that causes the uncontrolled trajectories to escape to infinity, do not destroy the stability of the closed loop, and that its trajectories always remain bounded. As directions of future research, the control gain tuning rules development and the robustness margin optimization can be indicated, possibly by solving an optimization problem to choose the constants of the controller matrices, as well as the matrices of the Lyapunov function.
