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ABSTRACT 
 
ANALYTICAL STUDY ON THE WAVE SCATTERING BY CANONICAL 
TWO-DIMENSIONAL OBSTACLES 
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Graduated School of Science of Engineering 
Chuo University 
Tokyo, Japan 
 
 
Supervised by 
 
PROFESSOR KAZUYA KOBAYASHI 
Department of Electrical, Electronic, and Communication Engineering 
Faculty of Science of Engineering 
Chuo University 
Tokyo, Japan 
 
 
The analysis of wave scattering and diffraction problems involving canonical objects is 
one of the important subjects in electromagnetic theory and radar cross section (RCS) 
studies. Various analytical and numerical methods have been developed so far and the 
scattering problems have been investigated for many kinds of two- and three-dimensional 
structures. Among a number of analysis methods, the Wiener-Hopf technique is known 
as a rigorous, function-theoretic approach for electromagnetic wave problems related to 
canonical geometries. In this doctoral dissertation, we shall consider a thin material strip 
that are important from both the theoretical and engineering viewpoints, and analyze the 
electromagnetic wave diffraction by means of the Wiener-Hopf technique. It is shown 
that our final solutions are valid over a broad frequency range. Numerical examples are 
presented for various physical parameters, and the far field scattering characteristics are 
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discussed in detail. Some comparisons with other existing methods are also given. 
This dissertation is composed of two parts. In the first part, the plane wave diffraction 
by a thin material strip is analyzed for H polarization using the Wiener-Hopf approach 
together with approximate boundary conditions. Introducing the Fourier transform of the 
scattered field and applying approximate boundary conditions in the transform domain, 
the problem is formulated in terms of the simultaneous Wiener-Hopf equations, which are 
solved exactly via the factorization and decomposition procedure. However, the solution 
is formal since branch-cut integrals with unknown integrands are involved. By using a 
rigorous asymptotic method, we shall derive a high-frequency solution of the Wiener-
Hopf equations, which is expressed in terms of an infinite asymptotic series and accounts 
for all the higher order multiple diffraction effects rigorously. Our solution is valid for the 
strip width greater than about the incident wavelength and requires numerical inversion 
of an appropriate matrix equation. The scattered field in the real space is evaluated 
asymptotically by taking the Fourier inverse of the solution in the transform domain and 
applying the saddle point method. It is to be noted that our final solution is uniformly 
valid in incidence and observation angles. Numerical examples of the RCS are presented 
for various physical parameters and far field scattering characteristics of the strip are 
discussed in detail. 
In the second part of this dissertation, we shall consider the same strip geometry as in 
first part, and analyzed the E-polarized plane wave diffraction by applying the Wiener-
Hopf technique together with approximate boundary conditions. Introducing the Fourier 
transform of the scattered field and applying the approximate boundary conditions in the 
transform domain, the problem is formulated in terms of the simultaneous Wiener-Hopf 
equations satisfied by unknown spectral functions. The Wiener-Hopf equations are then 
solved via the factorization and decomposition procedure leading to the exact solution. 
However, the solution is formal in the sense that branch-cut integrals with unknown 
integrands are involved. Applying a rigorous asymptotic method similar to the first part, 
we shall derive a high-frequency solution to the Wiener-Hopf equations, which is valid 
for the strip width greater than about the incident wavelength. The scattered field in the 
real space is evaluated asymptotically by taking the Fourier inverse of the solution in the 
transform domain and applying the saddle point method of integration. Numerical 
examples of the RCS are presented for various physical parameters and far field scattering 
characteristics of the strip are discussed in detail 
iii 
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1. INTRODUCTORY REMARKS  
1.1. Wiener-Hopf Technique for Scattering Problems 
The analysis of wave scattering and diffraction problems involving canonical obstacles is 
one of the important subjects in area of the electromagnetic theory. Various analytical and 
numerical methods have been developed so far and have been investigated for many kinds 
of two- and three-dimensional obstacles [1]-[5]. In, 1986, Sommerfeld [6] obtained the 
exact solution to the diffraction by a wedge, which was expressed in form of complex 
integral representation, by introducing the idea of multiple-valued functions that are 
single-valued, bounded, and continuous on the appropriate Riemann surface. As a special 
case, he further considered a semi-infinite plate by wedge angle to zero, and showed that 
the solution could be simplified to yield the Fresnel integral representation. His method 
of solution for scattering and diffraction problems is known as the Sommerfeld theory of 
diffraction, and is famous as a classical result in the diffraction by wedge-shaped 
obstacles [7]. 
The Wiener-Hopf technique is one of the powerful, rigorous approach for analyzing 
wave scattering and diffraction problems related to canonical obstracts, which is 
mathematically rigorous in the sense that the edge condition required for the uniqueness 
of the solution is explicitly incorporated into the analysis. In 1931, Wiener and Hopf [8] 
showed that a certain singular integral equation could be solved exactly by using the series 
of Fourier transforms and functions of a complex variable. This integral equation and 
their method of solution are known as the Wiener-Hopf equation and the Wiener-Hopf 
technique, respectively, and had a great impact on the progress in the theory of wave 
scattering and diffraction. In 1941, Magnus [9] reduced the diffraction problem by a semi-
infinite plate to the solution for a singular integral equation. Shortly afterward, Copson 
[10] and Schwinger [11] independently, for the first time, solve this integral equation by 
applying the Wiener-Hopf technique, and derived the same solution as Sommerfeld. Since 
then, the importance of the Wiener-Hopf technique has been highly recognized and 
various scattering and propagation problems have been solved by this technique [12[-[16]. 
The Wiener-Hopf technique is very efficient in solving wave scattering and diffraction 
problems related to canonical obstacles, since it gives solutions valid over a wide 
frequency range. It is important to note that the range of applicability of the Wiener-Hopf 
technique is still growing and a number of complicated diffraction problems have been 
solved by several authors such as Kobayashi et al. [17]-[25], Serbest and Büyükaksoy 
[26], [27] and Lüneburg [28] by following extensions of the method based on the Wiener-
Hopf technique. 
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The Wiener-Hopf technique was developed to solve the following integral equation 
of the first kind [8]: Equation Chapter (Next) Section 1 
 
0
( ) ( ) ( ), 0 ,k z z f z dz g z z
∞
′ ′ ′− = < < ∞∫   (1.1) 
where ( )k z z′−  and ( )g z  are given, and ( )f z′  is the unknown function to be 
determined. The term ( )k z z′−  is the kernel of the Wiener-Hopf integral equation and 
its explicit form is deduced form Green’s function associated with the geometry under 
consideration. The fundamental procedure in the Wiener-Hopf technique is to take the 
Fourier transform of (1.1) to derive a functional equation in the complex domain 
(Wiener-Hopf equation), which is then solved via the so-called factorization. Let 
( Re Im )iσα τ α α+ ≡ +=  be a Fourier transform variable and let ( )K α  be the Fourier 
transform of ( ),k z  regular in the strip τ τ τ− +< <  of the complex -α plane. Here, 
( )K α  is called the kernel function. The factorization is to split a function ( )K α  into 
the multiplication form, as in  
 ( ) ( ) ( ),K K Kα α α+ −=   (1.2) 
where ( )K α+  and ( )K α−  are regular and nonzero in the upper half-plane τ τ−>  and 
the lower half-plane ,τ τ+<  respectively, and show an algebraic behavior at infinity. 
 
1.2. Contributions of This Work 
We shall describe main results and contributions of this dissertation. The analysis of the 
scattering and diffraction by canonical obstacles is an important subject in 
electromagnetic theory and radar cross section (RCS) studies. Various analytical and 
numerical methods have been developed thus far and the scattering have been 
investigated for a number of two- and three-dimensional obstacles. However, there are 
only a few papers treating the diffraction by canonical obstacles with arbitrary 
permittivity and permeability. 
The aims of this dissertation are to analyze the diffraction by two-dimensional 
obstacles having various physical parameters applying the Wiener-Hopf technique. In 
particular, we shall consider a material strip with various physical parameters involving 
the obstacles with arbitrary permittivity and permeability, and analyze the plane wave 
diffraction by a thin material using the Wiener-Hopf technique and approximate boundary 
conditions. Our final solution is obtained the case where the thickness and width are small 
and large compared with the wavelength, respectively, and valid for the strip width greater 
3 
than about the incident wavelength via a use of rigorous asymptotic method.  
In past related research, Volakis [29] analyzed the H-polarized plane wave diffraction 
by a thin material strip using the dual integral equation approach [30] and the extended 
spectral ray method [31] together with approximate boundary conditions [32]. In his 
paper [29], Volakis first solved rigorously the diffraction problem involving a single 
material half-plane, and subsequently obtained a high-frequency solution to the original 
strip problem by superposing the singly diffracted fields from the two independent half-
planes and the doubly/triply diffracted fields from the edges of the two half-planes. 
Therefore his analysis is not rigorous in the sense of boundary value problems, and may 
not be applicable unless the strip width is relatively large compared with the wavelength. 
This problem has been solved more recently by Shapoval et al. [33], [34] by using the 
generalized boundary conditions and the singular integral equation. 
In Chapter 2, we shall consider the same Volakis’s problem [29], and analyze the H-
polarized plane wave diffraction by a thin material strip using Wiener-Hopf technique. 
Assuming that the thickness is small compared with the wavelength, the original problem 
is replaced by a strip of zero thickness satisfying the approximate boundary conditions 
[32], [35]. Introducing the Fourier transform for the unknown scattered field and applying 
boundary conditions in the transform domain, the problem is formulated in terms of the 
Wiener-Hopf equations, which are solved exactly via the factorization and decomposition 
procedure. However, the solution is formal in the sense that branch-cut integrals with 
unknown integrands are involved. By using a rigorous asymptotic method [36], [37] 
together with a special function introduced by authors [38], [39], we have derived a high-
frequency solution for Wiener-Hopf equations, which is described in terms of an infinite 
asymptotic series. Taking the Fourier inverse of the solution in the transform domain and 
applying the saddle point method, the scattered far field in the real space is derived. 
Numerical examples of the RCS are shown for various physical parameters, and scattering 
characteristics of the strip are discussed in detail.  
In Chapter 3, we shall consider the same geometry for the material strip, and analyze 
the E-polarized plane wave diffraction via a method similar to that developed in Chapter 
2 for H polarization. Some differences can be seen in the scattering characteristics 
depending on the incident polarization [40]. 
In Chapter 4, concluding remarks are given, where the main results obtained in this 
work are summarized. 
The time factor is assumed to be i te ω−  and suppressed throughout this dissertation 
Equation Chapter (Next) Section 1
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2. WIENER-HOPF ANALYSIS OF THE PLANE WAVE DIFFRACTION BY A 
THIN MATERIAL STRIP: THE CASE OF H POLATIZATION 
2.1. Introduction 
In this chapter, we shall consider the same problem as in Volakis [29], and analyze the H-
polarized plane wave diffraction by a thin material strip with the aid of the Wiener-Hopf 
technique together with approximate boundary conditions. It is known that the 
approximate boundary conditions presented by Senior and Volakis [29] are valid under 
the condition that the absolute value of the complex refractive index of the medium is not 
too large. On the other hand, Bleszynski et al. [35] developed a different type of 
approximate boundary conditions, which is valid for the case where the absolute value of 
the complex refractive index is large. The main purpose of this paper is to use the two 
different approximate boundary conditions in [29] and [35] to extend the range of 
applicability of the Wiener-Hopf solution to the diffraction by a material strip, so that it 
becomes applicable to the strip having various material constants. 
Introducing the Fourier transform of the scattered field and applying approximate 
boundary conditions in the transform domain, the problem is formulated in terms of the 
simultaneous Wiener-Hopf equations, which are solved exactly via the factorization and 
decomposition procedure. However, the solution is formal since branch-cut integrals with 
unknown integrands are involved. By using a rigorous asymptotic method [36], [37] 
together with a special function newly introduced in this paper, we shall derive a high-
frequency solution of the Wiener-Hopf equations, which is expressed in terms of an 
infinite asymptotic series and accounts for all the higher order multiple diffraction effects 
rigorously. It is shown that the higher-order multiple diffraction is expressed in terms of 
the special function mentioned above. Our solution is valid for the strip width greater than 
about the incident wavelength and requires numerical inversion of an appropriate matrix 
equation. The scattered field in the real space is evaluated asymptotically by taking the 
Fourier inverse of the solution in the transform domain and applying the saddle point 
method. It is to be noted that our final solution is uniformly valid in incidence and 
observation angles. Numerical examples of the RCS are presented for various physical 
parameters and far field scattering characteristics of the strip are discussed in detail. Some 
comparisons with Volakis [29] are also given. This paper provides an important 
generalization of the results presented in [38]. 
 
2.2. Formulation of the Problem 
We consider the diffraction of an H-polarized plane wave by a thin material strip as shown 
in Fig. 2.1, where the relative permittivity and permeability of the strip are denoted by 
rε  and ,rµ  respectively. Let the total magnetic field ( , )[ ( , )]
t t
yHx z x zφ ≡  be 
 ( , ) ( , ) ( , ),t ix z x z x zφ φ φ= +   (2.1) 
where ( , )i x zφ  is the incident field given by 
 
5 
a zy
0θ
a−
, rrε µ
( )ii yHφ ≡
x
/ 2b
/ 2b−
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 0( sin cos ) 0( , /0 2) ,k x zii x z e θ θφ πθ− += < <   (2.2) 
with 1/20 0[ ( ) ]k ω ε µ=  being the free-space wavenumber. The term ( , )x zφ  is the 
unknown scattered field and satisfies the two-dimensional Helmholtz equation: 
 
2 2
2
2 2 ( , ) 0.k x zx z
φ
 ∂ ∂
+ + = ∂ ∂ 
  (2.3) 
Nonzero components of the scattered electromagnetic fields are derived from the 
following relation: 
 
0 0
( , , ) .1, ,y x z
i
i
E E
z x
H φ φφ
ωε ωε
∂ ∂
∂ ∂
 
=  
 
  (2.4) 
If the strip thickness is small compared with the wavelength, the material strip is 
approximately replaced by a strip of zero thickness satisfying the second order impedance 
boundary conditions [32]. On the strip surface, the total electromagnetic field satisfies the 
approximate boundary conditions as given by 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],e
t t t t
z z y yE z E z R H z H z+ + − = + − −   (2.5) 
 
2
2 2
1 1 11 [ ( 0, ) ( 0, )] 2[ ( 0, ) ( 0, )],t ty y z z
m
t t
e
H z H z E z E z
R R k x
  ∂
+ + + + − = + − −  ∂  
  (2.6) 
where 
Fig. 2.1  Geometry of the problem. 
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 0 0 0, ,
( 1) ( 1) ( 1)
r
e e m
r r r
Z Y YR R R
kb
i i i
kb kb
ε
ε ε µ
= = =
− − −
   (2.7) 
with 0Z  and 0Y  being the intrinsic impedance and admittance of free space, 
respectively. It is verified by Senior and Volakis [41] using numerical experimentation 
that the approximate boundary conditions as given by (2.5)-(2.7) are valid for 0.1 .b λ≤  
For convenience of analysis, we assume the medium to be slightly lossy as in  
 1 2 2 1, 0 .k k kik k<+=    (2.8) 
The solution for real k  is obtained by letting 2 0k →+  at the end of analysis. It follows 
from the radiation condition that 
 ( )2 0| |cos .( , ) ,k z zx z O e θφ − → ∞=   (2.9) 
We now define the Fourier transform ( , )x αΦ  of the scattered field ( , )x zφ  with 
respect to z  as 
 1/2( , ) (2 ) ( , ) ,zix x z e dzαα π φ
∞−
−∞
Φ = ∫   (2.10) 
where ( Re Im ) .i iα α α σ τ≡ + = +  In view of (2.9), it is found that ( , )x αΦ  is regular 
in the strip 2 0coskτ θ<  of the complex -α plane. Introducing the Fourier integrals as 
 1/2 ( )( , ) (2 ) ( , ) ,z a
a
ix x z e zdαα π φ
±∞−
± ±
Φ = ± ∫    (2.11) 
 1/21( , ) (2 ) ( , ) ,
a i z
a
x x z e dzαα π φ−
−
Φ = ∫   (2.12) 
we can express ( , )x αΦ  as 
 1( , ) ( , ) ( ( , )., )i a i ax e x e xxα αα α α α− +−Φ = Φ +Φ Φ+   (2.13) 
In (2.11), ( , )x α+Φ  and ( , )x α−Φ  are regular in the half-planes 2 0coskτ θ> −  and 
2 0cos ,kτ θ<  respectively, whereas 1( , )x αΦ  is an entire function. The derivative of 
(2.11) with respect to x  is defined by 
 1/2 ( )( , )( , ) (2 ) ,i z a
a
x z
x
dzx e αφα π
±∞−
± ±
∂′Φ = ±
∂∫
   (2.14) 
 1/
2
2 ( )
2
( , )( , ) (2 ) .i z a
a
x e zdzx
x
αφα π
±∞−
± ±
∂′′Φ = ±
∂∫
   (2.15) 
Taking the Fourier transform of the two-dimensional Helmholtz equation, we find 
that 
 2 2 2( )/ ( , ) 0d dx xγ α− Φ =   (2.16) 
for any α  in the strip 2 0cos ,kτ θ<  where 
2 2 1/2) .( kγ α= −  Since γ  is a double-
valued function of ,α  we choose a proper branch of γ  such that γ  reduces to ik−  
7 
when 0.α =  According to the choice of this branch, we can show that Re 0γ >  for any 
α  in the strip 2 0cos .kτ θ<  Equation (2.16) is the transformed wave equation. 
Because Re 0γ >  for any α  in 2 0coskτ θ<  according to the choice of brunch cuts, 
the solution of (2.16) can be written as  
 
( , ) ( ) , 0,
( ) , 0.
x
x
x A e x
B e x
γ
γ
α α
α
−Φ = >
= <   (2.17) 
By imposing the condition that ( , )x αΦ  be bounded as .x →∞   
The electromagnetic surface currents on the strip can be described 
 ( ) ( 0, ) ( 0, ),ye
t t
yI z H z H z= + − −   (2.18) 
 ( ) ( 0, ) ( 0, ).zm t tzI z E z E z= + − −   (2.19) 
where ( )eI z  and ( )mI z  are magnetic and electric surface currents on the strip, 
respectively. From (2.1), ( )eI z  and ( )mI z  can be expressed that 
 
( ) [ ( 0, ) ( 0, ) ( 0, ) ( 0, )]
( 0, ) ( 0, ),
i i
eI z z z z z
z z
φ φ φ φ
φ φ
= + + + − − − −
= + − −   (2.20) 
 
00 0
( , ) ( , )( ) .
x
m
x
x z x zI z
x x
i φ φ
ωε =+ =−
 ∂ ∂
= − ∂ ∂ 
  (2.21) 
Using (2.1), (2.2), (2.5) and (2.18), we find that 
 0
0 00
cos
0 0
0 00
2 ( ) ( , ) ( , )
( , ) ( , )2 sin .
t t
e e
x x
kz
x
i
x
i
i
R I z x z x z
x x
x z x zZ e
x x
θ
φ φ
ωε
φ φθ
ωε
=+ =−
−
=+ =−
 ∂ ∂
= + ∂ ∂ 
 ∂ ∂
= + + ∂ ∂ 
  (2.22) 
Taking into account (2.1), (2.2), (2.4), and (2.19) and setting 0,x = ±  (2.5) can be 
expressed that 
 
0
2
cos0
2
2 2 0 0
cos1( )
1 1 11 [ ( , ) ( , ) ].
2 2
kz
m
m e
x x
m e
iI z e
R R
x z x z
R R k x
θθ
φ φ
−
=+ =−
 
= + 
 
  ∂
+ + + +  ∂  


  (2.23) 
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Multiplying both sides of the (2.22) and (2.23) by 1/2(2 ) i ze απ −  and integrating with 
respect to z over the range ( , ),a a−  we obtain that 
 
0 0( cos ) ( co
0
s )
0
/
1
0
1 2
0
1
sin1( )
(2 ) ( cos )
[ ( 0, ) ( 0, )],
2
k a k a
e
e
i i
e
e eJ
Y R k
k
i
R
i
Y
α θ α θθ
α
π α θ
α α
− − −−
=
−
′ ′+ Φ + +Φ −   (2.24) 
where  
 1/2( ) (2 ) ( ) ,
a z
e e
i
a
dJ I z e zαα π −
−
= ∫   (2.25) 
 1/2
0
1
0
1( , ) ( , )( 0, ) (2 ) .
a z
a
i
xx
x x z
dx
d z
x
de αα φα π
=
−
±
−
=±
Φ ∂′Φ ± = =
∂∫   (2.26) 
Similarly from (2.23), we have 
 
 
0 0( cos ) ( cos )2
0
1/2
0
1 1
1 12
cos1 1( )
(2 ) ( cos )
1 1 [ ( 0, ) ( 0, )]
2 2
1 [ ( 0, ) ( 0, )],
2
k a k a
m
m e
i i
m e
e
e eJ
R R k
R R
i
R k
α θ α θθ
α
π α θ
α α
α α
− − −  −
= +  − 
 
+ + Φ + +Φ − 
 
′′ ′′+ Φ + +Φ −



  (2.27) 
where  
 1/2( ) (2 ) ( ) ,
a z
m m
i
a
I z e zdJ αα π −
−
= ∫   (2.28) 
 1/21( 0, ) (2 ) ( 0, ) ,
ia z
a
dz e zαα π φ−
−
Φ ± = ±∫   (2.29) 
 
2 2
0
1/21
0
1 2 2
( , ) ( , )( 0, ) (2 ) .
a
a
x
zi
x
x x z e z
x x
d d
d
αα φα π −
=±=±
−
Φ ∂′′Φ ± = =
∂∫   (2.30) 
In (2.17), we set 0x = ±  and apply the expression of (2.13), we obtain that  
 1( ) ( 0, ) ( 0, ) ( 0, ),a ai iA e eα αα α α α− − += Φ + +Φ + + Φ +   (2.31) 
 1( ) ( 0, ) ( 0, ) ( 0, ).a ai iB e eα αα α α α− − += Φ − +Φ − + Φ −   (2.32) 
We differentiate (2.17) with respect to x  and set 0,x = ±  we obtain that 
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 1( ) ( 0, ) ( 0, ) ( 0, ),i ai aA e eα αγ α α α α− − +′ ′ ′− = Φ + +Φ + + Φ +   (2.33) 
 1( ) ( 0, ) ( 0, ) ( 0, ).ia aiB e eα αγ α α α α− − +′ ′ ′= Φ − +Φ − + Φ −   (2.34) 
We calculate the second order derivative of (2.17) twice with respect to x  and set 
0,x = ±  we obtain that 
 2 1( ) ( 0, ) ( 0, ) ( 0, ),i ia aA e eα αγ α α α α− − +′′ ′′ ′′= Φ + +Φ + + Φ +   (2.35) 
 2 1( ) ( 0, ) ( 0, ) ( 0, ).i ia aB e eα αγ α α α α− − +′′ ′′ ′′= Φ − +Φ − + Φ −   (2.36) 
Taking into account the boundary condition for tangential scattered fields 
 
0 0 0
0 0
2
2 2 2
2 2
0
2
( 0, ) ( 0, )[ (0, )],
( , ) ( , ) ( , ) ,
( , ) ( , ) ( , )
x x x
x x x
z z z
x z x z x z
x x x
x z x z x z
x x x
φ φ φ
φ φ φ
φ φ φ
=+ =− =
=+ =− =


+ = − ≡ 

 ∂ ∂ ∂ = ≡  ∂ ∂ ∂  
 ∂ ∂ ∂ = ≡ ∂ ∂ ∂  
  (2.37) 
for ,z a>  we find that 
 
( 0, ) ( 0, ) (0, ),
( 0, ) ( 0, ) (0, ),
( 0, ) ( 0, ) (0, )
α α α
α α α
α α α
± ± ±
± ± ±
± ± ±
Φ + = Φ − ≡ Φ 
′ ′ ′Φ + = Φ − ≡ Φ 
′′ ′′ ′′Φ + = Φ − ≡ Φ 
  (2.38) 
Then, we see from (2.31), (2.32), (2.35), (2.36) and (2.38) that 
 1 1( ) ( ) 2[ (0, ) (0, )] ( 0, ) ( 0, ),a ai iA B e eα αα α α α α α− − ++ = Φ + Φ +Φ + +Φ −   (2.39) 
 1 1( ) ( ) ( 0, ) ( 0, ),A Bα α α α− = Φ + −Φ −   (2.40) 
 2 1 1[ ( ) ( )] 2[ (0, ) (0, )] ( 0, ) ( 0, ),a ai iA B e eα αγ α α α α α α− − +′′ ′′ ′′ ′′+ = Φ + Φ +Φ + +Φ −   (2.41) 
 2 1 1[ ( ) ( )] ( 0, ) ( 0, ).A Bγ α α α α′′ ′′− = Φ + −Φ −   (2.42) 
Here, we see from (2.39) and (2.41) that 
 1 1( 0, ) ( 0, ) [ ( ) ( )] 2[ (0, ) (0, )],
i a i aA B e eα αα α α α α α− − +Φ + +Φ − = + − Φ + Φ   (2.43) 
 21 1( 0, ) ( 0, ) [ ( ) ( )] 2[ (0, ) (0, )].
ai aiA B e eα αα α γ α α α α− − +′′ ′′ ′′ ′′Φ + +Φ − = + − Φ + Φ   (2.44) 
Substituting (2.43) and (2.44) into (2.27), we can obtain that 
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2
( )
i i
2
1 1 [ ( ) ( )] e ( ) e ( ) ( ),
2 2 2
a a
m
m e e
A B U U J
R R R k
α αγ α α α α α− − +
 
+ + + = + + 
  
  (2.45) 
where 
 1,2( )
0
( ) ( ) ,
cos
A
U
k
α α
α θ+ ±−
= Φ
−

   (2.46) 
 
2
2 2
(0, )1 1 1( ) (0, ) ,
m e eR R R
d
k xd
αα α ±± ±= + +
  Φ
Φ Φ 
 

 
  (2.47) 
 0
2
cos0
1,2 1/2
cos1 1 .
(2 )
ka
m e
iA
R
e
Ri
θθ
π
 
= + 
 


  (2.48) 
Similarly (2.33) and (2.34), we see that 
 
1 1
[ ( ) ( )] 2[ (0, ) (0, )]
( 0, ) ( 0, ),
i a aiA B e eα αγ α α α α
α α
−
− +′ ′− − = Φ + Φ
′ ′+Φ + +Φ −
  (2.49) 
 1 1[ ( ) ( )] ( 0, ) ( 0, ).A Bγ α α α α′ ′− + = Φ + −Φ −   (2.50) 
We find from (2.49) and (2.24) that 
 0 ( )[ ( ) ( )] 2 ( ) 2 ( ) 2 ( ) ,
a a
e e
i iA B kY R J V e V ei α αγ α α α α α+
−
−− − = − + +   (2.51) 
where 
 1,2( )
0
( ) ( ) ,
cos
B
V
k
α α
α θ+− ±
′= Φ
−
   (2.52) 
 
(0, )( ) ,d
dx
α
α ±±
Φ′Φ =   (2.53) 
 0cos01,2 1/2
sin
( )
.
2
kaikB e θθ
π
= −    (2.54) 
Taking into account (2.12), (2.20) and (2.25), (2.40) can be expressed that 
 1 1( ) ( ) ( 0, ) ( 0, ) ( ).eA B Jα α α α α− = Φ + −Φ − =   (2.55) 
Similarly from (2.21), (2.26) and (2.28), (2.50) can be obtained that 
 1 1 0
1( ) ( ) [ ( 0, ) ( 0, )] ( ).m
ikYA B Jα α α α α
γ γ
′ ′+ = − Φ + −Φ − =   (2.56) 
It is seen from (2.55) and (2.56) that  
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 0
1( ) ( ) (i ) ,
2 e m
kYA J Jα α α
γ
 
= + 
 
  (2.57) 
 0
1( ) ( ) ( ) .
2
i
e m
kYB J Jα α α
γ
 
= − − 
 
  (2.58) 
Substituting (2.45) and (2.51) into (2.56) and (2.55), we obtain that 
 
2
( )2
01 1 ( ) ( ) ( ) ( ),
2 2 2
ai a
m m
e e
i
m
kY J e U e U J
R R R k
i α αγ α α α α
γ
−
− +
 
+ + = + + 
  
  (2.59) 
 0 ( )( ) 2 ( ) 2 ( ) 2 ( ) .
i ia a
e eeJ kY R J Vi e V e
α αγ α α α α+
−
−− = − + +   (2.60) 
We derive, after some manipulations, that 
 ( )( ) ( ) ( ) ( ),
a
m
i iaM J e U e Uα αα α α α− +
−− = +   (2.61) 
 ( )( ) ( ) 2[ ( ) ( )],e
i ia aK J e V e Vα αα α α α− − +− = +   (2.62) 
where 
 
2
0
2
1 1( ) 1 1 ,
2 m e
kY
R
iM
R k
γα
γ
= − + +
  
  
  
  (2.63) 
 0( ) 2 .eK ki Y Rα γ= −   (2.64) 
Equations (2.61) and (2.62) are the Wiener-Hopf equations satisfied by unknown 
spectral functions, where ( )mJ α  and ( )eJ α  are the Fourier transform of magnetic and 
electric surface currents on the strip, respectively. In the above notation, the subscripts ‘+’ 
and ‘−’ imply that the functions are regular in upper 2 0cos )( kτ θ> −  and lower 
2 0c s )( okτ θ<  half-planes, respectively, whereas the subscript ‘(+)’ implies that the 
functions are regular in 2 0coskτ θ> −  except for a simple pole at 0cos .kα θ=  We 
shall henceforth use these conventions for indicating the region of regularity in the -α
plane. 
 
2.3. Factorization of the Kernel Functions 
In this section, we shall factorize the kernel functions ( )M α  and ( )K α  defined by 
(2.63) and (2.64) with the aid of Noble’s approach [12]. The factorization is to split 
( )M α  and ( )K α  into the multiplication form as in 
12 
 ( ) ( ) ( ) ( ) ( ),M M M M Mα α α α α+ − + += = −   (2.65) 
 ( ) ( ) ( ) ( ) ( ),K K K K Kα α α α α+ − + += = −   (2.66) 
where ( )M α±  and ( )K α±  are regular and nonzero in 2 0cos .kτ θ><   In order to 
factorize ( )M α  and ( ),K α  let us introduce the auxiliary functions ( )nN α  as [39] 
 ( ) 1 , 1, 2,3,n
n
N n
k
iα
δ
γ= + =   (2.67) 
where 
 
2
0
1,2
0
1/2
1 11 1 ,e
e m e
R
R R
Y
Y R
δ
    = − ± + +   
    

 
  (2.68) 
 03 2 .eY Rδ =   (2.69) 
Substituting (2.67) into (2.61) and (2.64), respectively, it follows that 
 0 1 2( ) ( )1 1
2
( ) ,
m e
kY N NM
Ri R γ
α αα
 
= + 
 
  (2.70) 
 30( ) 2 ( .)eK kY R Niα α= −   (2.71) 
Assuming that ( )nN α  in (2.67) can be factorized as 
 ( ) ( ) ( ) ( ) ( ),n n n n nN N N N Nα α α α α+ − + += = −   (2.72) 
where ( )nN α±  is regular and nonzero in 2 0cos ,kτ θ><   and the split functions 
( )nN α±  are expressed as follows: 
 1/2
0
( ) (0)exp [ln ( )] ,nn n
dN N N
d
d
α
β β
β
α± ±
 
=  
 
∫   (2.73) 
where  
 
0
1 1(0) 1 1n
n n
iN
k
α
δ
γ
δ
=
= + = +   (2.74) 
with  
 2 2 1/2 2 2 1/20 0 0( ) ( ) .k i k ikα α αγ α α= = == − = − − = −   (2.75) 
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We can show that ( )nN α  in (2.67) can be written as 
 
2 2 2 1
( )[ln ( )] 1
( ) ( )
1 1 1 1 1 ( ),
2 2
i
n
n n
n
n n n
n
n
n
k
N kd N
d N
i
i i i
L
d di
k
d d
α
α δ
δα
α
α α γ
α
α α α α
δ
=
+ −
′  
= + 
 
   
= + + +   − + − +   
  (2.76) 
where 
 2 2 1/21( ) ( ) ,L kα α
γ
−= = −   (2.77) 
 2 1/2( 1) .n nd k δ= −   (2.78) 
According to [12], (2.77) can be decomposed as 
 ( ) ( ) ( ) ( ) ( ),L L L L Lα α α α α+ − + += + = + −   (2.79) 
where 
 1 1arccos( / )( n .) lL k i
k
α γα
πγ πγ
α±
± − ± = −  
 
=   (2.80) 
In (2.80), ( )L α±  is regular and nonzero in 2 ,kτ ><   respectively. 
We find from (2.76) and (2.79) that 
 2 2
( )( ) ( )[ln ( )] ,
2
nn
n
n
n
n
n
n
L idk L id Ld N k
d id id d
i i α αα
α α α α
δ
δ± ±±
 
= − + + − + + 
   (2.81) 
where  
 
2 1/2ln[ ( 1) ]1( ) .
2
n n
n
n
L id
k
i δ δ
δ π±
 + −
= ± 
 
  (2.82) 
Setting α β=  in (2.81) and integrating both side of (2.81) with respect to β  over 
(0, ),α  we obtain that 
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0 0 0
0
2 2
2 20
[ln ( )] ( ) 1( )
2
1( )
2
( )
( ) ln ( ) ln .
2
n
n
n n
n
n
n
n n
n n
n
n
n
n
n
n
n
id i d d
i d
i d
i id id
d N kLk L id
d d id
k L id
id
Lk
d
k L id L id
id id
α α α
α
α
δβ ββ δ β β
β β
δ
β
β
β βδ β
β
δ α α
β
β +
+
+
−
+
−
=
=
− +
−
+ −
−
+
+
    
− +    −    
∫ ∫ ∫
∫
∫
  (2.83) 
Substituting (2.83) into (2.73), we derive after some manipulations, that 
 
1/2
arccos( )
1/
/
2 2/2
2
2
2
2
2
1/2
1 2
2 2
/
1( ) 1 exp
s
cos
ln[
in
( 1)( 1) ln
( 1)
ln 1
(
]
)
2
1
14
k
n n
n
n n
n
n
n
n
N
t
k
k
t d
k
t t
ii
i
α
π
δ
δ π δ
δ α
δ δ
π δ
α
δ
α
α
±
±
  
= +   −
±
−  
 − +
+ −  − − 
 +  
 
+
− 
∫
  (2.84) 
as 1, 2,3.n =  Using (2.84), we find that the split functions ( )M α±  and ( )K α±  are 
expressed as 
 
1/2
1
0 1
2
2( ) ( )1 1( ) ,
2 ( )m e
kY N NM
R R k
α α
α
α
± ±
±
  
= +   ±  

  (2.85) 
 1/20 3
/4( ) (2 ) ( ),ieK kY e NR
πα α−± ±=   (2.86) 
where ( )M α±  and ( )K α±  are regular and nonzero in the half-plane 2 0cos ,kτ θ><   
and show an algebraic behavior at infinity.  
 
2.4. Formal Solution 
Multiplying both sides of (2.61) by / ( ),i ae Mα α±

 we obtain that 
 ( )2
( )( )( ) ( ) ,
( ) ( )
a a
m
i i UUe J M e
M M
α α ααα α
α α
+− − −
−
+ +
− = +   (2.87) 
 ( )2
( ) ( )( ) ( ) .
( ) ( )m
i ia a U Ue J M e
M M
α α α αα α
α α
+ −
+
− −
− = +   (2.88) 
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Since ( )i a me J
α α−   is an entire function, the left-hand sides of (2.87) and (2.88) are 
regular in the upper 2 0( cos )kτ θ> −  and the lower 2 0( cos )kτ θ<  half-plane, 
respectively. In the right-hand sides of (2.87) and (2.88), the terms of 
2 ( ) / ( ),aie U Mα α α− − +  ( ) ( ) / ( ),U Mα α+ +  and (
2
) ( ) / ( )
aie U Mα α α+ −  are regular in the 
strip 2 0cos ,kτ θ<  and the term ( ) / ( )U Mα α− −  is regular in the lower 2 0( cos )kτ θ<  
half-plane. Hence, in accordance with the Wiener-Hopf procedure, we must decompose 
the terms on the right-hand sides of (2.87) and (2.88) which are regular in strip 
2 0coskτ θ<  into the sum of two functions regular in the half planes 2 0cos .kτ θ><    
Applying the edge condition [42] and the fundamental theorem on the asymptotic 
behavior of the Fourier integral, we find that 
 
3/2
1/
)
2
( ( ) ( ),
( ) ( )
U O
M O
α α
α α
+
−
−
±
= 

= 
  (2.89) 
as .α →∞  Wee see from (2.89) that the first terms of the right-hand sides of (2.87) 
and (2.88) are 2( )O σ −  uniformly in τ  as σ →∞  in the strip 2 0cos .kτ θ<  
Applying the standard decomposition theorem based on Cauchy’s integral formula [5], 
wee obtain that 
 
1 2
2 2
2 ( ) ( ) ( )1 1 ,
( ) 2 ( )( ) 2 ( )( )
i i
i
a a
a
C C
d d
i
U e U e Ue
M iM M
β β
α α β ββ β
α π β β α π β β α
− −
− − − −
+ + +
= −
− −∫ ∫   (2.90) 
 
1 2
( ) ( ) ( )
2 2
2 ( ) ( ) ( )1 1 ,
( ) 2 ( )( ) 2 ( )( )
a a
a
C
i i
i
C
U e U e U
e
M M M
d d
i i
β β
α α β ββ β
α π β β α π β β α
+ + +
− − −
= −
− −∫ ∫   (2.91) 
where 1C  and 2C  are the infinite integration paths parallel to the real axis, as shown in 
Fig. 2.2. In (2.87), ( ) ( ) / ( )U Mα α+ +  is regular in the upper 2 0( cos )kτ θ> −  half-plane 
except 0cos ,kα θ=  and we decompose ( ) ( ) / ( )U Mα α+ +  that 
 ( )
( )
( ) ( ),
( )
a bU H H
M
α
α α
α + −
+
+
= +   (2.92) 
where 
 
( )
0 0
1
1
0 0
( )
( ) ,
( ) ( cos )( cos )
( ) .
( cos )( cos )
a
b
U AH
M M k k
AH
M k k
α
α
α θ α θ
α
θ α θ
+
+
+
+
−
+

= + − 

=−
− 
  (2.93) 
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)( i   
2 0cosk 
Im 
Re
0
c
c
1C
2C
 
 
 
 
 
 
 
 
 
 
 
 
 
Substituting the decomposition result of (2.90)-(2.93) into (2.87) and (2.88), we can 
express that 
 
2
1
2
2
( )1( ) ( ) ( )
2 ( )( )
( )1( ) ,
2 ( )( )
a
a b
m C
i
ai
C
i
a
d
i
e Ue M J H
H d
i
M
e U
M
β
α
β
β
α α α β
π β β α
β
α β
π β β α
−
− −
−
+
−
−
+
−
+
− − +
−
= +
−
∫
∫   (2.94) 
 
2
1
2
( )
(
2
)
( )( ) 1
( ) 2 ( )( )
( )1( ) ( ) ,
2 ( )( )
i
i
i
a
C
a
a
m C
e UU
M M
e
d
i
d
U
e M J
Mi
β
β
α
βα
β
α π β β α
β
α α β
π β β α
+−
− −
+
+
−
−
−
= − −
−
∫
∫   (2.95) 
where the left-hand and the right-hand sides of (2.94) and (2.95) are regular in the lower 
2 0( cos )kτ θ<  and the upper 2 0( cos )kτ θ> −  half-plane, respectively, and both sides 
have a common strip of regularity in the strip 2 0cos .kτ θ<  Hence, argument of the 
analytic continuation shows that there exists an entire function, denoted by ( ),P α  which 
coincides with the left-hand and the right-hand sides of (2.94) and (2.95) are regular in 
the lower 2 0( cos )kτ θ<  and the upper 2 0( cos )kτ θ> −  half-plane, respectively. 
Taking into account (2.89) and the asymptotic behavior of the split functions, we see that 
the integrals in (2.94) and (2.95) are (1)o  as .α →∞  Therefore, it is seen from the 
Liouville’s theorem that ( ) 0.P α ≡  Thus, we obtain that 
Fig. 2.2  Integral paths 1C  and 2C  for decomposition 2 0(0 cos ).c kτ θ< <<  
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0
Re
C 
CC
k
Im 
0cosk 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
2
( )
0 0
1( ) ( )1 0,
( ) ( cos )( cos ) 2 ( )( )
a
C
iU A e U
M M k k
d
Mi
βα β
β
α θ α θ π β β α
−
+ −
+ + +
+ + =
− −∫   (2.96) 
 
2
( )
2i
d
i
e ( )( ) 1 0.
( ) 2 ( )( )
a
C
UU
M M
β βα
β
α π β β α
+−
− −
− =
−∫   (2.97) 
Equations (2.96) and (2.97) are a set of two coupled integral equations for ( ) ( )U α+  
and ( ).U α−  However, they may be decoupled in a following manner. Seting α α→ −  
in (2.97) and making a change of variable β β→ −  in (2.96), we derive, after the 
manipulations of the sum and difference of the resultant equations, that  
 
2
, 2 ,
( ) ( )
0 0
1( ) ( )1 ,
( ) ( cos )( cos ) 2 ( )( )
d is a s d
C
U e
d
i
UA
M M k k M
βα β
β
α θ α θ π β β α
+ +
+ + −
= − ±
− +∫   (2.98) 
where 
 
,
( )
,
( )
1 2
0 0
( ) ( ) ( )
( )
( cos ) ( cos )
s d
s d
U U U
A A
k k
α α α
α
α θ α θ
+ +
+
−= ± −
= Φ −
− +


  (2.99) 
Fig. 2.3  Integral path ( )CC C Cε− ++= + . 
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with 
 , ( ) ( ) ( ).s d α α α+ + −Φ = Φ ±Φ −     (2.100) 
It is verified from (2.99) that the singularities associated with the integral in (2.98) for 
Im cβ >  2 0(0 cos )c kτ θ< < <  have a simple pole at 0coskβ θ=  and a branch point 
at .kβ =  We now choose a branch cut emanating from kβ =  as a straight line that is 
parallel to the imaginary axis and goes to infinity in the upper half-plane. Then evaluating 
the integral by enclosing the contour into the upper half-plane, yields 
 
( )
,
, 1
0 0
2
0 0
( ) ( )
( cos )( cos )
( ) ,
( cos )( cos ) s d
s d AU
M k
M
k
uA
M k k
α α
θ θ
θ α θ
α
α
+ +
−
+
−
±
+
−
=






   (2.101) 
where 
 
,
( )
,
2 ( )1
)2
)
( (
( .
)
s da
s C
i
d
e U
u d
i M
β
β
π
β
α
β β α
+
−
=
+∫   (2.102) 
In (2.102), C  is the contour composed of a portion Cε  of a circle with radius 1ε   
centered at kβ =  and semi-infinite straight paths C±  along the branch cut, as shown 
in Fig. 2.3. We find that the contribution from Cε  tends to zero by letting 0ε → . On 
the other hand, the contributions from C±  can be combined to yield a single branch-cut 
integral by noting that 
 2 2 1/2 2 2 1/2( ) ( ) .
C C
k k
β β
β β
+ −∈ ∈
− = − −   (2.103) 
After letting 0ε →  and 1/ ( ) ( ) / ( ),M M Mβ β β− +→  we obtain, making some 
arrangements, that 
 ,( )
2 /
,
1 21 ( )( ) ( ) ( ) ,s d
i a
k
i
d
k
s
keu U
i
F d
β β β β
π β α
α β+
∞
+
+ −
=
+∫   (2.104) 
where 
 
2 2 1/2
0
2 2 22 2
0
2 2
[1/ / ( )]( ) ( )( ) .
2 [1/ / ( )] / 4
e
m e
mkY R R k k MiF
k k Y R R k
β β β
β
β β+
++ +=
− + +


  (2.105) 
In (2.104), the contour is the one running parallel to the imaginary axis on the right-hand 
side of the brunch-cut. Substituting (2.104) into (2.101) and solving for ( ) ( ),U α+
−
 we 
obtain that 
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 , ,1( )
0 0
( ) ( )
( ) ( ) ,
( cos )( cos 2)
s d s dAMU
k k
u u
M
α
α α
α
θ α θ+ +
+
−
− −
−
 
 
 
=   (2.106) 
 , ,2
0 0
( ) ( )
( ) ( ) .
( cos )( cos ) 2
s d s dU M
M k k
u uA α αα
θ θ
α
α− −
− +−
− + − 
 
 
=   (2.107) 
Equation (2.62) can be solved in a similar manner. We multiply both sides of (2.62) 
by / ( ).i ae Kα α±

 Applying the edge condition and the fundamental theorem on the 
asymptotic behavior of the Fourier integral, we find that 
 
1/2
1/
)
2
( ( ) ( ),
( ) ( )
V O
K O
α α
α α
+
−
−
±
= 

= 
  (2.108) 
as .α →∞  Decomposing the resultant equations and making some manipulations, we 
obtain that 
 
1
2
( )
0 0
1( ) ( )1 0,
( ) ( cos )( cos ) 2 ( )( )
a
C
iV B e V
K K k k
d
Ki
βα β
β
α θ α θ π β β α
−
+ −
+ + +
+ + =
− −∫   (2.109) 
 
2
(
2
) ( )( ) 1 0.
( ) 2 ( )( )C
i a
d
i
e VV
K K
β βα
β
α π β β α
+−
− −
− =
−∫   (2.110) 
where 1C  and 2C  are the infinite integration paths shown in Fig. 2.1. A similar 
procedure can be also be applied to (2.109) and (2.110). Omitting the details, we obtain 
that 
 
( )
,
, 1
0 0
2
0 0
( ) ( )
( cos )( cos )
( ) ,
( cos )( cos ) s d
s d BV
K k
K
k
vB
K k k
α α
θ θ
θ α θ
α
α
+ +
−
+
−
±
+
−
=






   (2.111) 
where 
 , ( )( ) ( ) ( ) ( ),
s dV V Vα α α+ −+ = ± −   (2.112) 
 ,( )
1
,
2 /21 ( )( ) ( ) ( ,)s d
i a
k
i
d
k
s
kev V T d
i
β β β β
π β α
α β+
∞+
+
−
+
= ∫   (2.113) 
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1/2
22 2 2 2
0
( ) ( )( ) .
4 e
K
Y
T k
k k R
ββ
β
β
+
+
+
=
+−
  (2.114) 
Substituting (2.111) into (2.112) and solving for ( ) ( ),V α+
−
 we obtain that 
 , ,1( )
0 0
( ) ( )
( ) ( ) ,
( cos )( cos 2)
s d s dvvB
k
KV
K k
α
α α
α
θ α θ+ +
+
−
− −
−
 
 
 
=   (2.115) 
 , ,2
0 0
( ) ( )
( ) ( ) .
( cos )( cos ) 2
s d s dV K
v vB
K k k
α α
α
θ θ
α
α− −
− +−
− + − 
 
 
=   (2.116) 
Equations (2.106), (2.107), (2.115) and (2.116) the exact solutions to the Wiener-Hopf 
equations (2.61) and (2.62), respectively, but they are formal in the sense that the 
branch-cut integrals with unknown integrands , ( )s du α  and , ( )s dv α  are involved. 
Accordingly, it is required to develop approximation procedures for these integrals to 
derive explicit solutions. 
 
2.5. Asymptotic Solution of a Certain Integral Equation in the Complex Plane 
In this section, we shall consider a certain integral equation in the complex plane that 
often arises in the Wiener-Hopf analysis of canonical scattering problems, and discuss a 
method of solution in detail. The results obtained in this section will provide a 
generalization of the method developed in our previous papers [38]. 
The Wiener-Hopf analysis often leads to the following exact solution in the complex 
plane: 
 ( ) ( ) ( )( ) ( ) ( ) .
k i i l
k
C k G ff h g e d
i
ν
β β β βα α α β
π β α
+ ∞ −
= + + 
∫   (2.117) 
In (2.117), )(f α  is the unknown function to be determined, and all the other quantities 
are known constants or functions.  
Let ( )f β  be a function of a complex variable β  satisfying the following 
conditions: 
(i) ( )f β  is an analytic function of β  regular in ,kβ ε− < < ∞  where 1 2k k ik= +  
with 1 0,k >  2 0,k >  and 0.ε ≈/   
(ii) ( )f β  satisfies [( ) ]O k δβ −  for any β  such that k Rβ − ≥  with ,Rε < < ∞  
where δ  is some real constant. 
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(iii) ( )f β  is a continuous function of β  on any bounded part of the semi-infinite 
straight path from k  to k i+ ∞  in the -β plane. 
Let α  be a complex variable such that 0kα + >  and / 2 arg( )kπ α− < +  
3 / 2,π<  and introduce 
 1 ( ) ( ) ( )( , )
( )
k i i l
m mk
k G fF l e d
i
ν
ν β β β βα β
π β α
+ ∞ −
=
+∫   (2.118) 
for 0,l > Re 1,ν > −  and positive integer ,m  where arg( ) / 2.kβ π− =  In (2.118), 
( )G β  is regular in the neighborhood of ,kβ =  and shows an algebraic behavior as 
β →∞  in the upper half-plane. 
We define the region in the -planeα  as follows: 
 { }: 0, / 2 arg( ) 3 / 2 .D k kα α π α π= + > − < + <   (2.119) 
Then it is shown that the function ( , )mF lν α  defined by (2.118) is uniformly convergent 
in any bounded closed region in D  and hence, regular in .D  We can prove the 
following theorem on the asymptotic expansion of ( , )mF lν α  for large l : 
Theorem. The function ( , )mF lν α  has an asymptotic expansion 
 1
0
( , ) ~ [ 1, ( ) ]
ikl m n
m n m n
g
n
m
e iF l f n i k l
l
ν
ν
να ν απ
− +∞
− + +
=
Γ + + − +∑   (2.120) 
as ,l →∞  where 
 1 ( ) .
!
n
n n
k
d ff
n d β
β
β
=
=   (2.121) 
In (2.120), ( , )gmΓ ⋅ ⋅  is the special function defined by 
 
1
0
( , ) ( / )
( )
u t
g
m m
t eu w G k it l t
t
d
w
− −∞
Γ = +
+∫   (2.122) 
for Re 0, 0, arg ,u w w π> > <  and positive integer .m  
The above theorem reduces to the results obtained in [37], [38] by setting .( 1)G β ≡   
Using the function ( , ),mF l
ν α  (2.118) can be written as  
 1( ) ( )[ ( ) ( , )],f h g CF l
να α α α= +   (2.123) 
where it is assumed that ( )f α  satisfies the conditions (i)-(iii), and ( )g α  and ( )h α  
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are regular in region ∆  contained in .D  Then we can apply Theorem to derive an 
asymptotic expansion of 1 ( , )F lν α  for large .l  Thus we obtain from (2.123) that 
 0
0
, ,( ) ~ ( ) ( ) ( )gn n
n
f h lg C fα α α ανξ
∞
=
 
+ 
 
∑   (2.124) 
as ,l →∞  where nf  is defined by (2.121), and 
 
1
0 1( , ) [ 1 ) ], , ( .
ikl n
g g
n n
e il n i k l
l
ν
νξ αν ν απ
+ −
+= Γ + + − +   (2.125) 
Equation (2.124) is the asymptotic solution of the integral equation (2.123) for large ,l  
where an infinite number of unknowns nf  with 0,1, 2,n =   are contained. Hence, it 
is required to derive matrix equations for these unknowns in an appropriate manner.  
Setting kα =  in (2.124), and using the notation (2.121), we find that 
 0 0
0
( ) ( ) ( , ,~ ) .
n
g
n nf k k C f l kh g ξ ν
=
∞ 
+ 
 
∑   (2.126) 
We now differentiate both sides of (2.124) m  times ( 1,2 ),3,m =   with respect to α  
by taking into account the regularity of ( , )mF lν α  in ,D  and setting kα =  in the 
resultant equation, we obtain that 
 
(
0
)
)
0
(( )~ ( ) ( )
!(
,
!
,
)
m
g
nm p
n
m p
p
n
p
h kf g k C f k
p m p
lνξ
=
− ∞
=
 
+ −  
∑ ∑   (2.127) 
for 1, 2, ,3,m =    
  ( ) ( )( ) ,
m p
k
m p
m p
d hh k
d αα
α−−
−
=
=   (2.128) 
 ( ) ( )( ) ,
k
p
p
p
d gg k
d α
α
α
=
=   (2.129) 
 
1
1( , , ) ( 1) ! ( 1, 2 ).
ikl n p
g p
pn pn p
e il k p n ikl
l
ν
νξ ν νπ
− + −
+− += − Γ + + −   (2.130) 
Hence it follows from (2.126) and (2.127) that 
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0
~ , 0,1, 2,m mn n m
n
f C A f B m
∞
=
− =∑    (2.131) 
for large ,l  where 
 
( )
0
, ,( ) ( )
,
!( )!
m p gm
pn
mn
p
h k k
A
p m p
lνξ−
=
=
−∑   (2.132) 
 
( ) ( )
0
( ) ( ).
!( )!
m p pm
m
p
h k g kB
p m p
−
=
=
−∑   (2.133) 
Equation (2.131) provides the desired matrix equation for determining the unknowns nf  
with 0,1, 2,n =   in (2.124), and it is valid for large .l   
 
2.6. High-Frequency Asymptotic Solutions 
In this section, we shall apply the method established in the previous section to solve 
(2.101) and (2.111) asymptotically. In order to eliminate the singularities of ,( ) ( )
s dU α+  
(2.101) at 0cos ,kα θ= we introduce the auxiliary functions 
, ( )s d α+Φ  as 
 , ,( ) 1 2
0 0
( ) ( ) ,
cos cos
s d s d A AU
k kθ θ
α α
α α+ +
Φ = + ±
− +
   (2.134) 
where , ( )s d α+Φ  is regular in the upper half-plane 2 0cos .kτ θ> −  Substituting (2.134) 
into (2.101) and carrying out some manipulation, we describe that  
 , , , ,( ) ( )[ ( ) ( )],us ud s d s
s d
d
uCM Fα α α αχ+ +Φ = +   (2.135) 
 1 1 2, 2 21 (( ) [ ( ) ]) ( )[ ( )],us u f fd A P A Pχ η α η αα α α= ± + ±   (2.136) 
 , 1,s dC = ±   (2.137) 
 
2 1/2
,
,
1 ( )( ) ( ) ( )
i aku i
d
s d
ks
eF k d
i
F
β β β β
π β
α β
α
+ ∞
++= Φ
−
+∫
   (2.138) 
with 
 1,2
0 0
( )
1 1 1 ,
cos ( ) ( cos )
P
k M M k
α
α θ α θ+ ±
=
 
− 
 
  (2.139) 
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 00 00 01, 2
0
( ) ( cos( ) ,
co
)
s
f f
f f
k
k
ξ α ξ θ
η α
θα
=
− ±

  (2.140) 
 
2 1/2
100 1/2( ) [3 / 2, 2 ( ) ].(2 )
ika
f fe i k ai
a
ξ α α
π
−
= Γ − +   (2.141) 
In (2.141), ( , )fmΓ ⋅ ⋅  is the special function defined by 
 
1
0
( , ) [ / (2 )]
( )
u t
f
m m
t eu w F k
t
dit a t
w +
− −∞
Γ = +
+∫   (2.142) 
for Re 0, 0, arg ,u w w π> > <  and positive integer ,m  which accounts for multiple 
diffraction effects.  
Applying Theorem in Section 2.5, we can obtain a high-frequency asymptotic 
expansion of (2.135) with the result that 
 , , 0
, ,
0
( ) ~ ( ) ( ) ( )
N
f
us ud s d n
s d us ud
n
n
M C fχ ξα α α α+ +
=
 
Φ + 
 
∑   (2.143) 
for ka →∞ , where N  denotes the truncation number of the infinite asymptotic series, 
and 
 
,
, ( )1 ,
!
n
n
k
s d
us ud
n
d
d
f
n α
α
α
=
+Φ=

  (2.144) 
 
1/2
0 11/2
2
( ) [3 / 2 , 2 ]( ) .
(2 )
n
f
ika
f
n n
e i n
a
i k aξ αα
π
−
+ +Γ + −=   (2.145) 
Taking into account (2.131) and carrying out some manipulations, the unknowns ,us udnf  
in (2.144) is determined by solving the matrix equation 
 ,
, , ,
0
~us ud u us ud us udm
N
mns d n m
n
f C A f B
=
− ∑   (2.146) 
for 0,1, 2 , ,, Nm =   where 
 
( )
0
( ) ( )
,
!( )!
m p fm
pnu
mn
p
M k k
A
p m p
ξ−+
=
=
−∑   (2.147) 
 
( ) ( )
,,
0
( ) ( )
!( )!
m p pm
us udus ud
m
p
M k k
B
p m p
χ−+
=
=
−∑   (2.148) 
with 
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 ( ) ( )( ) ,
m p
m
m
p
k
pM k
d M
d α
α
α
−
+
−
−
+
=
=   (2.149) 
 
/2
/2
2
1 1
1
( ) ( 1) ! (3 / 2 , 4 ),
(2 )
ika
p
n p
f p f
pn n p
e ik p n ka
a
iξ
π
− −
− + += − Γ + −   (2.150) 
 ,( ),
( )
( ) .us udpus u pd
k
p
k
d
d
α
χ α
α
χ
=
=   (2.151) 
Making use of the above results and carrying out further manipulations, we finally arrive 
at an explicit asymptotic solution to the Wiener-Hopf equation (2.61) with the result that 
 
1
2
0
)
0
0
0
( 1~ )
1 ( ) (
( ) ( ) (
( cos )( cos )
)
2
,
N
f
us ud
n n
f
n
n
AU M A
M k k
f f
α α η α
θ θ
ξ α
α±
+ +
=

− −
+
+




∑    (2.152) 
 
2
0
1
0 0
0
2~ )( ) ( ) (( cos )(
1 ( ) ( )
s )
2
co f
us
N
f
n
ud
n n
n
AU M A
M k k
f f
α α η α
θ θ
ξ α
α
=
− −
−
+ −
+ +

−
 −



∑

  (2.153) 
as .ka →∞  
A similar procedure may also be applied to (2.115) and (2.116) for a high-
frequency solution. Omitting the details, we can obtain 
 
1
2
0
)
0
0
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for ,ka →∞  where 
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0 0
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cos cos
s d s d B BV
k kθ θ
α α
α α+ +
′Φ = + ±
− +
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Equations (2.152)-(2.155) provide complete, high-frequency asymptotic solutions to the 
Wiener-Hopf equations. It is to be noted that the above results rigorously take into account 
the multiple diffraction between the edges of the strip. 
 
2.7. Scattered Far Field 
Using the boundary condition, the scattered field in the Fourier transform domain is 
expressed as 
 ˆ( , ) ( ) ,xx e γα α −Φ = Φ   (2.162) 
where 
 ( ) ( )0
( ) ( ) ( ) ( )ˆ ( ) , 0.
2 ( ) ( )
i a i iaia ae U e U e V e V
ikY x
M K
α α α αα α α α
α
γ α α
− −
− + − ++ + >Φ = − <   (2.163) 
The scattered field ( , )x zφ  in the real space is obtained by taking the inverse Fourier 
transform of (2.162) according to the formula 
 1/2( , ) (2 ) ( ) ,i
ci
ci
zdx z e αφ π α α
∞+− −
−∞+
= Φ∫   (2.164) 
where c  is a constant such that 2 00 cos .c k θ< <  Substituting (2.162) into (2.164), 
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an integral representation of the scattered field ( , )x zφ  is found to be 
 1/2( , ) (2 ) ( ) .
ic x zi
ci
dx z e γ αφ π α α
∞+ − −−
−∞+
= Φ∫   (2.165) 
It is seen from (2.57) and (2.58) that (2.163) can be written as 
 0
1 ( ) ( ) ,
2
iˆ ( ) me
kYJ Jα αα
γ
 
= + 
 
Φ ±   (2.166) 
where ( )eJ α  and ( )mJ α  are entire functions. This shows that singularities of the 
integrand of (2.165) are only branch points at .kα = ±  Introducing the cylindrical 
coordinate ( ),ρ θ  centered at the origin as 
 sin , cos ,x zρ θ ρ θ π θ π= = − < <   (2.167) 
and applying the saddle point method, we derive a far field asymptotic expression with 
the result that 
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ˆ( , ) ( cos ) sin , 0
( )
kiek k x
k
ρ π
φ ρ θ θ θ
ρ
−
>∼ ±Φ − <   (2.168) 
as .kρ →∞  Equation (2.168) is uniformly valid for arbitrary incidence and observation 
angles. 
 
2.8. Alternative Approach 
In this section, we shall consider the same diffraction problem as in the previous sections, 
and carry out the Wiener-Hopf analysis by using approximate boundary conditions [35] 
valid for 1/2( ) 1r rM ε µ=  : 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],t t ty
t
z zyH z H z Q E z E z+ + − = + − −   (2.169) 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],t t tz y y
t
zE z E z R H z H z+ + − = + − −   (2.170) 
where 
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  (2.171) 
Since the method is similar to that followed in the above sections, only the main results 
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will be summarized.  
Solving (2.16) and taking into account (2.169) and (2.170) as in above discussions, 
we obtain that 
 1 1 1 )
1
(( ) ( ) ( ) ( ),
i a
m
i aM J e U e Uα αα α α α− +
−− = +   (2.172) 
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 1/21 /4 10 2( ) (2 ) ( ),
iK kY R e Nπα α−± ±=   (2.183) 
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where 
 011 12 0, 2 .2
Y Y R
Q
δ δ= =   (2.185) 
Equations (2.172) and (2.173) are the Wiener-Hopf equations satisfied by unknown 
spectral functions. 
Applying the asymptotic method established [37], [38], we can derive a high-
frequency representation of (2.178) for large ka  with the result that 
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for ,ka →∞  where 
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Equation (2.186) provides complete, high-frequency asymptotic solutions to the Wiener-
Hopf equations.  
A similar procedure may also be applied to (2.179) for a high-frequency solution as 
follows: 
A similar procedure may also be applied to (3.179) for a high-frequency solution as 
follows: 
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for ,ka →∞  where 
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Introducing the cylindrical coordinate sin ,x ρ θ=  cosz ρ θ=  for π θ π− < <  
and applying the saddle point method, we derive a far field asymptotic expression with 
the result that 
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as ,kρ →∞  where 
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Equation (2.200) is uniformly valid for arbitrary incidence and observation angles. 
 
2.9. Numerical Results and Discussion 
In this section, we shall present numerical results on the RCS for H polarization, and 
discuss far field scattering characteristics of the strip in detail. The normalized RCS per 
unit length is defined by 
 
2
lim ikρ
σ φρ
λ φ→∞
 
=  
 
 
  (2.202) 
with λ  being the free-space wavelength. All the results are plotted in decibels [dB] by 
computing 1010log ( )/ .σ λ  
In computing (2.202), we have used the high-frequency asymptotic expressions as 
given by (2.152)-(2.155) for ( ) ( )U α+
−
 and ( ) ( ),V α+
−
 where the truncation number N  
for the asymptotic series is contained. Let ( )Nσ  and ( 1)Nσ +  be the RCS with the 
truncation numbers being N  and 1,N +  respectively. In numerical computation, we 
have employed the convergence criteria ( 1) ( )N Nσ σ+ −  310−<  in order to determine the 
desired truncation number .N  By careful numerical investigation, we have verified that 
the choice of 3N =  satisfies the aforementioned convergence criteria and hence 
provides sufficiently accurate solutions. 
Figure 2.4 shows the normalized RCS as a function of observation angle ,θ  where 
the strip width is , ,10 ,2 5a λ λ λ=  the strip thickness is 1 ,0.0b λ=  0.04 ,λ 0.07 ,λ
0.10 ,λ  and the incidence angle 0θ  is fixed as 60 .°  As an example of existing lossy 
materials, we have chosen the ferrite with 12.0 0r iε = +  and 1.4 4.5r iµ = +  in 
numerical computation [43]. It is seen from the figure that the RCS shows noticeable 
peaks along the reflected and incident shadow boundaries at 120θ = °  and 120 ,θ = − °  
respectively. We observe by comparing the results for 2 ,a λ=  5 ,λ  and 10λ  that the 
RCS shows sharp oscillation for larger strip width 2 .a  We also notice that, for fixed 
2 ,a  the RCS level becomes larger with an increase of the strip thickness b  except in 
the neighborhood of the reflected shadow boundary at 120 .θ = °  Scattering 
characteristics near 120θ = °  need some considerations. We see that, for 4 ,0.0b λ=  
0.07 ,λ  0.10 ,λ  the RCS level around 120θ = °  becomes lower with an increase of the 
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strip thickness. This is because, ferrite is an electromagnetic wave absorber and hence, 
the RCS reduction around the specular reflection direction becomes noticeable for larger 
strip thickness .b  
Figure 2.5 shows the normalized RCS as a function of incidence angle 0 ,θ  where 
the strip width is , , ,2 5 10a λ λ λ=  the strip thickness is 0.01 ,b λ= 0.04 ,λ 0.07 ,λ
0.10 ,λ  and the same material parameters as in Fig. 2.4 have been chosen for computation. 
The truncation number is 3.N =  It is obvious that the peaks at 0 90θ = °  in the figure 
correspond to the specular reflection from the strip. Comparing the RCS characteristics 
for 2 ,a λ=  5 ,λ  and 10 ,λ  we observe that the RCS exhibits sharp oscillation for 
larger strip width 2 .a  We also notice that, for fixed 2 ,a  the RCS level becomes larger 
with an increase of the strip thickness b  except in the neighborhood of 0 90 ,θ = °  
whereas the RCS becomes lower with an increase of the strip thickness for 0.04 ,b λ=
0.07 ,λ 0.10 ,λ  around 0 90 .θ = °  This is due to the electromagnetic energy absorption 
for the ferrite material with larger strip thickness ,b  as has been investigated above for 
the normalized RCS as a function of observation angle. 
Let us now make comparison of the results obtained via a use of approximate 
boundary conditions by Senior and Volakis [29] ((2.5)-(2.7)) with those by Bleszynski et 
al. [35] ((2.169)-(2.171)). Figure 2.6 shows the normalized RCS as a function of 
incidence angle 0 ,θ  where the strip dimension is 2 0 ,1a λ= 1 ,0.0b λ=  and the other 
parameters are same as in Fig. 2. We see from the figure that the two results are in 
excellent agreement. By careful numerical experimentation for the case of 12.0 0,r iε = +
1.4 4.5,r iµ = +  we have verified that the second order impedance boundary conditions 
[29] given by ((2.5)-(2.7)) can be employed for 20M <  with good accuracy. 
Figures 2.7 and 2.8 show the normalized RCS versus incidence angle 0θ  and versus 
the frequency parameter ka  for H polarization, respectively. In the figures, the results 
obtained by Volakis [29] and Shapoval [44] are also plotted. It is observed from Figs. 2.7 
and 2.8 that our results agree well with Shapoval’s results. It is also seen from the Fig. 
2.7 that our results agree reasonably well with Volakis’s results over 040 90 ,θ° < < °  but 
there are some discrepancies for 00 40 .θ° < < °  These discrepancies are perhaps due to 
the fact that Volakis’s solution is derived on the basis of the solutions for the two 
independent half-planes and becomes less accurate at narrow strip width as in 2 1.7 .a λ=  
It is therefore inferred that Volakis’s solution is not applicable at low frequencies and for 
near-gazing incidence 0( 0 ).θ ≈ °  
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Fig. 2.4a  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for H polarization,
0 0 ,6θ = ° 2 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
Fig. 2.4b  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for H polarization,
0 0 ,6θ = ° 2 5 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
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Fig. 2.4c  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for H polarization,
0 0 ,6θ = ° 2 0 ,1a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
Fig. 2.5a  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for H polarization,
2 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 1 .0.0b λ=           : 
4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
  
-80
-60
-40
-20
0
20
40
-180 -120 -60 0 60 120 180
N
O
RM
A
LI
ZE
D
 R
CS
(d
B
)
OBSERVATION ANGLE (DEG)
-80
-60
-40
-20
0
20
40
0 15 30 45 60 75 90
N
O
RM
A
LI
ZE
D
 R
CS
(d
B
)
INCIDENCE ANGLE(DEG)
35 
 
Fig. 2.5b  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for H polarization,
2 5 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 1 .0.0b λ=           : 
4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
Fig. 2.5c  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for H polarization, 
2 0 ,1a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 1 .0.0b λ=           : 
4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
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Fig. 2.6  Comparison of the normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  
between two different approximate boundary conditions for H polarization, 2 0 ,1a λ=  
1 ,0.0b λ= 12.0 0,r iε = + 1.4 4.5,r iµ = +  3.N =           : approximate boundary 
conditions [32].          : approximate boundary conditions [35]. 
 
 
Fig. 2.7  Normalized RCS ( ) /Nσ λ   versus incidence angle 0θ  for H polarization, 
2 7 ,1.a λ=  1 ,0.0b λ=  7.4 1.11,r iε = +  1.4 0.672,r iµ = +  3.N =            : this 
paper.          : Volakis [29]. 
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Fig. 2.8  Normalized RCS ( ) /Nσ λ  versus frequency parameter ka  for H 
polarization, 0 0 ,45 ,9θ ° °=  0.0 ,25b λ=  4 0.4,r iε = +  1,rµ =  3,N =  and its 
comparison with Shapoval [44].          : this paper.          : Shapoval [44]. 
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2.10. Summary 
In this chapter, we have analyzed the diffraction by a thin material strip for the H-
polarized plane wave incidence using the Wiener-Hopf technique combined with the 
perturbation method together with approximate boundary conditions [32], [35].  
Assuming that the strip thickness and width are small and large compared with the 
wavelength, respectively, our final solution is obtained. Taking the inverse Fourier 
transform and applying the saddle point method, we have derived a far field asymptotic 
expression of the scattered field, which is shown to be valid for arbitrary incidence and 
observation angles.  
Based on the results, we have carried out numerical computation of the far field 
intensity and investigated the effect of the strip in detail. Some comparisons with the other 
existing method have also been provided. 
Equation Chapter (Next) Section 1 
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3. WIENER-HOPF ANALYSIS OF THE PLANE WAVE DIFFRACTION BY A 
THIN MATERIAL STRIP: THE CASE OF E POLATIZATION 
3.1 Introduction 
In Chapter 3, we shall consider the same grating geometry as in Chapter 2, and analyze 
the diffraction problem for the E-polarized plane wave incidence. The method of solution 
presented in Chapter 3 for E polarization is similar to, but more complicated than, the 
analysis carried out for the H-polarized case. Representative numerical examples of the 
far field intensity are shown for various physical parameters, and scattering characteristics 
of the grating are discussed in detail [40]. The results are also compared with our analysis 
for the H-polarized case. 
Equation Chapter 3 Section 1 
3.2 Formulation of the Problem 
We consider the diffraction of an E-polarized plane wave by a thin material strip as shown 
in Fig. 3.1, where the relative permittivity and permeability of the strip are denoted by 
rε  and ,rµ  respectively. Let the total electric field ( , )[ ( , )]
t t
yEx z x zφ ≡  be 
 ( , ) ( , ) ( , ),t ix z x z x zφ φ φ= +   (3.1) 
where ( , )i x zφ  is the incident field given by 
 0 0( sin cos ) 0( , /0 2) ,
k x zii x z e θ θφ πθ− += < <   (3.2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a zy
0θ
a−
, rrε µ
( )ii yEφ ≡
x
/ 2b
/ 2b−
Fig. 3.1  Geometry of the problem. 
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with 1/20 0[ ( ) ]k ω ε µ=  being the free-space wavenumber. The term ( , )x zφ  is the 
unknown scattered field and satisfies the two-dimensional Helmholtz equation: 
 
2 2
2
2 2 ( , ) 0.k x zx z
φ
 ∂ ∂
+ + = ∂ ∂ 
  (3.3) 
Nonzero components of the scattered electromagnetic fields are derived from the 
following relation:  
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i
z i
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H H φ φφ
ωµ ωµ
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  (3.4) 
If the strip thickness is small compared with the wavelength, the material strip is 
approximately replaced by a strip of zero thickness satisfying the second order impedance 
boundary conditions [29]. On the strip surface, the total electromagnetic field satisfies the 
approximate boundary conditions as given by 
 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],m
t t t t
z z y yH z H z R E z E z+ + − = − + − −   (3.5) 
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µε µ
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   (3.7) 
with 0Z  and 0Y  being the intrinsic impedance and admittance of free space, 
respectively. It is verified by Senior and Volakis [29] using numerical experimentation 
that the approximate boundary conditions as given by (3.5)-(3.7) are valid for 0.1 .b λ≤  
For convenience of analysis, we assume the medium to be slightly lossy as in  
 1 2 2 1, 0 .k k kik k<+=    (3.8) 
The solution for real k  is obtained by letting 2 0k →+  at the end of analysis. It follows 
from the radiation condition that 
 ( )2 0| |cos .( , ) ,k z zx z O e θφ − → ∞=   (3.9) 
We now define the Fourier transform ( , )x αΦ  of the scattered field ( , )x zφ  with 
41 
respect to z  as 
 1/2( , ) (2 ) ( , ) ,zix x z e dzαα π φ
∞−
−∞
Φ = ∫   (3.10) 
where ( Re Im ) .i iα α α σ τ≡ + = +  In view of (3.9), it is found that ( , )x αΦ  is regular 
in the strip 2 0coskτ θ<  of the complex -α plane. Introducing the Fourier integrals as 
 1/2 ( )( , ) (2 ) ( , ) ,z a
a
ix x z e zdαα π φ
±∞−
± ±
Φ = ± ∫    (3.11) 
 1/21( , ) (2 ) ( , ) ,
a i z
a
x x z e dzαα π φ−
−
Φ = ∫   (3.12) 
we can express ( , )x αΦ  as 
 1( , ) ( , ) ( ( , )., )
i a i ax e x e xxα αα α α α− +−Φ = Φ +Φ Φ+   (3.13) 
In (3.13), ( , )x α+Φ  and ( , )x α−Φ  are regular in the half-planes 2 0coskτ θ> −  and 
2 0cos ,kτ θ<  respectively, whereas 1( , )x αΦ  is an entire function. The derivative of 
(3.11) with respect to x  is defined by 
 1/2 ( )( , )( , ) (2 ) ,i z a
a
x z
x
dzx e αφα π
±∞−
± ±
∂′Φ = ±
∂∫
   (3.14) 
 1/
2
2 ( )
2
( , )( , ) (2 ) .i z a
a
x e zdzx
x
αφα π
±∞−
± ±
∂′′Φ = ±
∂∫
   (3.15) 
Taking the Fourier transform of the two-dimensional Helmholtz equation, we find 
that 
 2 2 2( )/ ( , ) 0d dx xγ α− Φ =   (3.16) 
for any α  in the strip 2 0cos ,kτ θ<  where 
2 2 1/2) .( kγ α= −  Since γ  is a double-
valued function of ,α  we choose a proper branch of γ  such that γ  reduces to ik−  
when 0.α =  According to the choice of this branch, we can show that Re 0γ >  for any 
α  in the strip 2 0cos .kτ θ<  Equation (3.16) is the transformed wave equation. 
Because Re 0γ >  for any α  in 2 0coskτ θ<  according to the choice of brunch cuts, 
the solution of (3.16) can be written as  
 
( , ) ( ) , 0,
( ) , 0.
x
x
x A e x
B e x
γ
γ
α α
α
−Φ = >
= <   (3.17) 
By imposing the condition that ( , )x αΦ  be bounded as .x →∞   
The electromagnetic surface currents on the strip can be described 
 ( ) ( 0, ) ( 0, ),e z
t
z
tI z H z H z= + − −   (3.18) 
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 ( ) ( 0, ) ( 0, ).m y
t
y
tI z E z E z= + − −   (3.19) 
where ( )eI z  and ( )mI z  are magnetic and electric surface currents on the strip, 
respectively. From (3.1), ( )eI z  and ( )mI z  can be expressed that 
 
0 00
1 ( , ) ( , )( ) ,
x x
e
x z x zI z
i x xµ
φ φ
ω =+ =−
 ∂ ∂
= − ∂ ∂ 
  (3.20) 
 ( ) ( 0, ) ( 0, ).mI z z zφ φ= + − −   (3.21) 
Using (3.1), (3.2), (3.5) and (3.18), we find that 
 0
0 00
cos
0 0
0 00
12 ( ) ( , ) ( , )
( , ) ( , )2 sin .i
t t
m m
x x
kz
x x
R I z x z x z
i x x
x z x ze
x
iY
x
θ
φ φ
φ φ
µω
θ
ωµ
=+ =−
−
=+ =−
 ∂ ∂
= − + ∂ ∂ 
 ∂ ∂
= + + ∂ ∂ 
  (3.22) 
Taking into account (3.1), (3.2), (3.4), and (3.19) and setting 0,x = ±  (3.5) can be 
expressed that 
 
0
2
cos0
2
2 2 0 0
cos1( )
1 1 11 [ ( , ) ( , ) ].
2 2
kz
m
m e
x x
m e
iI z e
R R
x z x z
R R k x
θθ
φ φ
−
=+ =−
 
= + 
 
  ∂
+ + + +  ∂  


  (3.23) 
Multiplying both sides of the (3.22) and (3.23) by 1/2(2 ) i ze απ −  and integrating with 
respect to z over the range ( , ),a a−  we obtain that 
 
0 0( cos ) ( co
0
s )
0
/
1
0
1 2
0
1
sin1( )
(2 ) ( cos )
[ ( 0, ) ( 0, )],
2
k a k a
m
m
i i
m
e eJ
Z R k
k
i
R
i
Z
α θ α θθ
α
π α θ
α α
− − −−
=
−
′ ′+ Φ + +Φ −   (3.24) 
where  
 1/2( ) (2 ) ( ) ,
a z
m m
i
a
dJ I z e zαα π −
−
= ∫   (3.25) 
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 1/2
0
1
0
1( , ) ( , )( 0, ) (2 ) .
a z
a
i
xx
x x z
dx
d z
x
de αα φα π
=
−
±
−
=±
Φ ∂′Φ ± = =
∂∫   (3.26) 
Similarly from (3.23), we have 
 
0 0( cos ) ( cos )2
0
1/2
0
1 1
1 12
cos1 1( )
(2 ) ( cos )
1 1 [ ( 0, ) ( 0, )]
2 2
1 [ ( 0, ) ( 0, )],
2
k a k a
e
e m
e
m
i
m
ie eJ
R R k
R R
R k
i
α θ α θθ
α
π α θ
α α
α α
− − −  −
= − +  − 
 
+ + Φ + +Φ − 
 
′′ ′′+ Φ + +Φ −



  (3.27) 
where  
 1/2( ) (2 ) ( ) ,
a z
e e
i
a
I z e zdJ αα π −
−
= ∫   (3.28) 
 1/21( 0, ) (2 ) ( 0, ) ,
ia z
a
dz e zαα π φ−
−
Φ ± = ±∫   (3.29) 
 
2 2
0
1/21
0
1 2 2
( , ) ( , )( 0, ) (2 ) .
a
a
x
zi
x
x x z e z
x x
d d
d
αα φα π −
=±=±
−
Φ ∂′′Φ ± = =
∂∫   (3.30) 
In (3.17), we set 0x = ±  and apply the expression of (3.13), we obtain that  
 1( ) ( 0, ) ( 0, ) ( 0, ),
a ai iA e eα αα α α α− − += Φ + +Φ + + Φ +   (3.31) 
 1( ) ( 0, ) ( 0, ) ( 0, ).
a ai iB e eα αα α α α− − += Φ − +Φ − + Φ −   (3.32) 
We differentiate (3.17) with respect to x  and set 0,x = ±  we obtain that 
 1( ) ( 0, ) ( 0, ) ( 0, ),
i ai aA e eα αγ α α α α− − +′ ′ ′− = Φ + +Φ + + Φ +   (3.33) 
 1( ) ( 0, ) ( 0, ) ( 0, ).
ia aiB e eα αγ α α α α− − +′ ′ ′= Φ − +Φ − + Φ −   (3.34) 
We calculate the second order derivative of (3.17) twice with respect to x  and set 
0,x = ±  we obtain that 
 2 1( ) ( 0, ) ( 0, ) ( 0, ),
i ia aA e eα αγ α α α α− − +′′ ′′ ′′= Φ + +Φ + + Φ +   (3.35) 
 2 1( ) ( 0, ) ( 0, ) ( 0, ).
i ia aB e eα αγ α α α α− − +′′ ′′ ′′= Φ − +Φ − + Φ −   (3.36) 
Taking into account the boundary condition for tangential scattered fields 
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0 0 0
0 0
2
2 2 2
2 2
0
2
( 0, ) ( 0, )[ (0, )],
( , ) ( , ) ( , ) ,
( , ) ( , ) ( , )
x x x
x x x
z z z
x z x z x z
x x x
x z x z x z
x x x
φ φ φ
φ φ φ
φ φ φ
=+ =− =
=+ =− =


+ = − ≡ 

 ∂ ∂ ∂ = ≡  ∂ ∂ ∂  
 ∂ ∂ ∂ = ≡ ∂ ∂ ∂  
  (3.37) 
for ,z a>  we find that 
 
( 0, ) ( 0, ) (0, ),
( 0, ) ( 0, ) (0, ),
( 0, ) ( 0, ) (0, ).
α α α
α α α
α α α
± ± ±
± ± ±
± ± ±
Φ + = Φ − ≡ Φ 
′ ′ ′Φ + = Φ − ≡ Φ 
′′ ′′ ′′Φ + = Φ − ≡ Φ 
  (3.38) 
Then, we see from (3.31), (3.32), (3.35), (3.36) and (3.38) that 
 1 1( ) ( ) 2[ (0, ) (0, )] ( 0, ) ( 0, ),
a ai iA B e eα αα α α α α α− − ++ = Φ + Φ +Φ + +Φ −   (3.39) 
 1 1( ) ( ) ( 0, ) ( 0, ),A Bα α α α− = Φ + −Φ −   (3.40) 
 2 1 1[ ( ) ( )] 2[ (0, ) (0, )] ( 0, ) ( 0, ),
a ai iA B e eα αγ α α α α α α− − +′′ ′′ ′′ ′′+ = Φ + Φ +Φ + +Φ −   (3.41) 
 2 1 1[ ( ) ( )] ( 0, ) ( 0, ).A Bγ α α α α′′ ′′− = Φ + −Φ −   (3.42) 
Here, we see from (3.39) and (3.41) that 
 1 1( 0, ) ( 0, ) [ ( ) ( )] 2[ (0, ) (0, )],
i a i aA B e eα αα α α α α α− − +Φ + +Φ − = + − Φ + Φ   (3.43) 
 21 1( 0, ) ( 0, ) [ ( ) ( )] 2[ (0, ) (0, )].
ai aiA B e eα αα α γ α α α α− − +′′ ′′ ′′ ′′Φ + +Φ − = + − Φ + Φ   (3.44) 
Substituting (3.43) and (3.44) into (3.27), we can obtain that 
 
2
( )2
1 1 [ ( ) ( )] ( ) ( ) ( ).
2 2 2
i ia a
e
e m m
A B e U e U J
R R R k
α αγ α α α α α− − +
 
+ + + = + + 
  
  (3.45) 
where 
 1,2( )
0
( ) ( ) ,
cos
A
U
k
α α
α θ+ ±−
= Φ
−

   (3.46) 
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2
2 2
(0, )1 1 1( ) (0, ) ,
e m mR R R
d
k xd
αα α ±± ±= + +
  Φ
Φ Φ 
 

 
  (3.47) 
 0
2
cos0
1,2 1/2
cos1 1 ,
(2 )
ka
e m
iA
R
e
Ri
θθ
π
 
= + 
 


  (3.48) 
Similarly (3.33) and (3.34), we see that 
 1 1
[ ( ) ( )] 2[ (0, ) (0, )]
( 0, ) ( 0, ),
i a aiA B e eα αγ α α α α
α α
−
− +′ ′− − = Φ + Φ
′ ′+Φ + +Φ −   (3.49) 
 1 1[ ( ) ( )] ( 0, ) ( 0, ).A Bγ α α α α′ ′− + = Φ + −Φ −   (3.50) 
We find from (3.49) and (3.24) that 
 0 ( )[ ( ) ( )] 2 ( ) 2 ( ) 2 ( ) .
a a
m m
i iA B kZ R J V e V ei α αγ α α α α α+
−
−− − = − + +   (3.51) 
where 
 1,2( )
0
( ) ( ) ,
cos
B
V
k
α α
α θ+− ±
′= Φ
−
   (3.52) 
 
(0, )( ) ,d
dx
α
α ±±
Φ′Φ =   (3.53) 
 0cos01,2 1/2
sin
( )
.
2
kaikB e θθ
π
= −    (3.54) 
Taking into account (3.12), (3.20) and (3.25), (3.40) can be expressed that 
 1 1( ) ( ) ( 0, ) ( 0, ) ( ).eA B Jα α α α α− = Φ + −Φ − =   (3.55) 
Similarly from (3.21), (3.26) and (3.28), (3.50) can be obtained that 
 1 1 0
1( ) ( ) [ ( 0, ) ( 0, )] ( ).e
ikZA B Jα α α α α
γ γ
′ ′+ = − Φ + −Φ − =   (3.56) 
It is seen from (3.55) and (3.56) that  
 0
1( ) ( ) (i ) ,
2 m e
kZA J Jα α α
γ
 
= − 
 
  (3.57) 
 0
1( ) ( ) ( ) .
2
i
m e
kZB J Jα α α
γ
 
= − − 
 
  (3.58) 
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Substituting (3.45) and (3.51) into (3.56) and (3.55), we obtain that 
 
2
( )2
01 1 ( ) ( ) ( ) ( ),
2 2 2
ai a
e e
e m
i
m
kZ J e U e U J
R R R k
i α αγ α α α α
γ
−
− +
 
− + + = + − 
  
  (3.59) 
 0 ( )( ) 2 ( ) 2 ( ) 2 ( ) .
i ia a
m m mJ kZ R J Vi e V e
α αγ α α α α+
−
−− = − + +   (3.60) 
We derive, after some manipulations, that 
 ( )( ) ( ) ( ) ( ),
a a
e
i iM J e U e Uα αα α α α− +
−= +   (3.61) 
 ( )( ) ( ) 2[ ( ) ( )],m
i ia aK J e V e Vα αα α α α− − +− = +   (3.62) 
where 
 
2
0
2
1 1( ) 1 1 ,
2 e m
kZ
R
iM
R k
γα
γ
= − + +
  
  
  
  (3.63) 
 0( ) 2 ,mK ki Z Rα γ= −   (3.64) 
Equations (3.61) and (3.62) are the Wiener-Hopf equations satisfied by unknown spectral 
functions, where ( )mJ α  and ( )eJ α  are the Fourier transform of magnetic and electric 
surface currents on the strip, respectively. In the above notation, the subscripts ‘+’ and ‘−’ 
imply that the functions are regular in upper 2 0cos )( kτ θ> −  and lower 2 0c s )( okτ θ<  
half-planes, respectively, whereas the subscript ‘(+)’ implies that the functions are regular 
in 2 0coskτ θ> −  except for a simple pole at 0cos .kα θ=  We shall henceforth use these 
conventions for indicating the region of regularity in the -α plane. 
 
3.3. Factorization of the Kernel Functions 
In this section, we shall factorize the kernel functions ( )M α  and ( )K α  defined by 
(3.63) and (3.64) with the aid of Noble’s approach [12]. The factorization is to split 
( )M α  and ( )K α  into the multiplication form as in 
 ( ) ( ) ( ) ( ) ( ),M M M M Mα α α α α+ − + += = −   (3.65) 
 ( ) ( ) ( ) ( ) ( ),K K K K Kα α α α α+ − + += = −   (3.66) 
where ( )M α±  and ( )K α±  are regular and nonzero in 2 0cos .kτ θ><   In order to 
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factorize ( )M α  and ( ),K α  let us introduce the auxiliary functions ( )nN α  as  
 ( ) 1 , 1, 2,3,n
n
N n
k
iα
δ
γ= + =   (3.67) 
where 
 
2
0
1,2
0
1/2
1 11 1 ,m
m e m
R
R R
Z
Z R
δ
    = − ± + +   
    

 
  (3.68) 
 03 2 .mZ Rδ =   (3.69) 
Substituting (3.67) into (3.61) and (3.64), respectively, it follows that 
 0 1 2( ) ( )1 1
2
( ) ,
e m
kZ N NM
Ri R γ
α αα
 
= + 
 
  (3.70) 
 30( ) 2 ( .)mK kZ R Niα α= −   (3.71) 
Assuming that ( )nN α  in (3.67) can be factorized as 
 ( ) ( ) ( ) ( ) ( ),n n n n nN N N N Nα α α α α+ − + += = −   (3.72) 
where ( )nN α±  is regular and nonzero in 2 0cos ,kτ θ><   and the split functions 
( )nN α±  are expressed as follows: 
 1/2
0
( ) (0)exp [ln ( )] ,nn n
dN N N
d
d
α
β β
β
α± ±
 
=  
 
∫   (3.73) 
where  
 
0
1 1(0) 1 1n
n n
iN
k
α
δ
γ
δ
=
= + = +   (3.74) 
with  
 2 2 1/2 2 2 1/2
0 0 0
( ) ( ) .k i k ik
α α α
γ α α
= = =
= − = − − = −   (3.75) 
We can show that ( )nN α  in (3.67) can be written as 
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2 2 2 1
( )[ln ( )] 1
( ) ( )
1 1 1 1 1 ( ),
2 2
i
n
n n
n
n n n
n
n
n
k
N kd N
d N
i
i i i
L
d di
k
d d
α
α δ
δα
α
α α γ
α
α α α α
δ
=
+ −
′  
= + 
 
   
= + + +   − + − +   
  (3.76) 
where 
 2 2 1/21( ) ( ) ,L kα α
γ
−= = −   (3.77) 
 2 1/2( 1) .n nd k δ= −   (3.78) 
According to [12], (3.77) can be decomposed as 
 ( ) ( ) ( ) ( ) ( ),L L L L Lα α α α α+ − + += + = + −   (3.79) 
where 
 1 1arccos( / )( n .) lL k i
k
α γα
πγ πγ
α±
± − ± = −  
 
=   (3.80) 
In (3.80), ( )L α±  is regular and nonzero in 2 ,kτ ><   respectively. 
We find from (3.76) and (3.79) that 
 2 2
( )( ) ( )[ln ( )] ,
2
nn
n
n
n
n
n
n
L idk L id Ld N k
d id id d
i i α αα
α α α α
δ
δ± ±±
 
= − + + − + + 
   (3.81) 
where  
 
2 1/2ln[ ( 1) ]1( ) .
2
n n
n
n
L id
k
i δ δ
δ π±
 + −
= ± 
 
  (3.82) 
Setting α β=  in (3.81) and integrating both side of (3.81) with respect to β  over 
(0, ),α  we obtain that 
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0 0 0
0
2
0
2
2 2
[ln ( )] ( ) 1( )
2
1( )
2
( )
( ) ln ( ) ln
2
nn
n
n n
n
n
n
n n
n
n
n
n
n n
n n
id i d dd N kLk L id
d
i d
d id
k L id
id
Lk
d
k L id L id
i d
i id id
id id
α α α
α
α
δβ β
β δ β β
β β
δ
β
β
β β
δ β
β
β
β
δ α α
+
+
−
+
−+
−
+ −
−
+
+
    
− +    −   
=
=
+

−
∫ ∫ ∫
∫
∫
  (3.83) 
Substituting (3.83) into (3.73), we derive after some manipulations, that 
 
1/2
arccos( )
1/
/
2 2/2
2
2
2
2
2
1/2
1 2
2 2
/
1( ) 1 exp
s
cos
ln[
in
( 1)( 1) ln
( 1)
ln 1
(
]
)
2
1
14
k
n n
n
n n
n
n
n
n
N
t
k
k
t d
k
t t
ii
i
α
π
δ
δ π δ
δ α
δ δ
π δ
α
δ
α
α
±
±
  
= +   −
±
−  
 − +
+ −  − − 
 +  
 
+
− 
∫
  (3.84) 
as 1, 2,3.n =  Using (3.84), we find that the split functions ( )M α±  and ( )K α±  are 
expressed as 
 
1/2
1
0 1
2
2( ) ( )1 1( ) ,
2 ( )e m
kZ N NM
R R k
α α
α
α
± ±
±
  
= +   ±  

  (3.85) 
 1/20 3
/4( ) (2 ) ( ),imK kZ e NR
πα α−± ±=   (3.86) 
where ( )M α±  and ( )K α±  are regular and nonzero in the half-plane 2 0cos ,kτ θ><   
and show an algebraic behavior at infinity.  
 
3.4. Formal Solution of the Wiener-Hopf Equations 
Multiplying both sides of (3.61) by / ( ),i ae Mα α±

 we obtain that 
 ( )2
( )( )( ) ( ) ,
( ) ( )
ai
e
ia UUe J M e
M M
α α ααα α
α α
+− − −
−
+ +
= +   (3.87) 
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 2 ( )
( ) ( )( ) ( ) .
( ) ( )
i ia a
e
U Ue J M e
M M
α α α αα α
α α
+ −
+
− −
= +   (3.88) 
Since ( )e
i ae Jα α  is an entire function, the left-hand sides of (3.87) and (3.88) are regular 
in the upper 2 0( cos )kτ θ> −  and the lower 2 0( cos )kτ θ<  half-plane, respectively. In 
the right-hand sides of  (3.87) and (3.88), the terms of 2 ( ) / ( ),aie U Mα α α− − +  
( ) ( ) / ( ),U Mα α+ +  and (
2
) ( ) / ( )
aie U Mα α α+ −  are regular in the strip 2 0cos ,kτ θ<  and 
the term ( ) / ( )U Mα α− −  is regular in the lower 2 0( cos )kτ θ<  half-plane. Hence, in 
accordance with the Wiener-Hopf procedure, we must decompose the terms on the right-
hand sides of (3.87) and (3.88) which are regular in strip 2 0coskτ θ<  into the sum of 
two functions regular in the half planes 2 0cos .kτ θ><    
Applying the edge condition [42] and the fundamental theorem on the asymptotic 
behavior of the Fourier integral, we find that 
 
3/2
1/
)
2
( ( ) ( ),
( ) ( )
U O
M O
α α
α α
+
−
−
±
= 

= 
  (3.89) 
as .α →∞  Wee see from (3.89) that the first terms of the right-hand sides of (3.87) and 
(3.88) are 2( )O σ −  uniformly in τ  as σ →∞  in the strip 2 0cos .kτ θ<  Applying 
the standard decomposition theorem based on Cauchy’s integral formula , we obtain that 
 
1 2
2 2
2 ( ) ( ) ( )1 1 ,
( ) 2 ( )( ) 2 ( )( )
i i
i
a a
a
C C
d d
i
U e U e Ue
M iM M
β β
α α β ββ β
α π β β α π β β α
− −
− − − −
+ + +
= −
− −∫ ∫   (3.90) 
 
1 2
( ) ( ) ( )
2 2
2 ( ) ( ) ( )1 1 ,
( ) 2 ( )( ) 2 ( )( )
a a
a
C
i i
i
C
U e U e U
e
M M M
d d
i i
β β
α α β ββ β
α π β β α π β β α
+ + +
− − −
= −
− −∫ ∫   (3.91) 
where 1C  and 2C  are the infinite integration paths parallel to the real axis, as shown in 
Fig. 3.2. In (3.87), ( ) ( ) / ( )U Mα α+ +  is regular in the upper 2 0( cos )kτ θ> −  half-plane 
except 0cos ,kα θ=  and we decompose ( ) ( ) / ( )U Mα α+ +  that 
 ( )
( )
( ) ( ),
( )
a bU H H
M
α
α α
α + −
+
+
= +   (3.92) 
where 
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)( i   
2 0cosk 
Im 
Re
0
c
c
1C
2C
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
( )
0 0
1
1
0 0
( )
( ) ,
( ) ( cos )( cos )
( ) .
( cos )( cos )
a
b
U AH
M M k k
AH
M k k
α
α
α θ α θ
α
θ α θ
+
+
+
+
−
+

= + − 

=−
− 
  (3.93) 
Substituting the decomposition result of (3.90)-(3.93) into (3.87) and (3.88), we can 
express that 
 
2
1
2
2
( )1( ) ( ) ( )
2 ( )( )
( )1( ) ,
2 ( )( )
i a
a b
e C
a
i
i
a
C
e Ue M J H
M
e UH
M
d
i
d
i
α
β
β
β
α α α β
π β β α
β
α β
π β β α
−
− −
−
+
−
−
−
+
+
− +
−
= +
−
∫
∫   (3.94) 
 
2
1
( )
( )
2
2
( )( ) 1
( ) 2 ( )( )
( )1( ) ( ) ,
2 ( )( )
a
C
a
a
i
e C
i
i
e UU
M M
e U
e M
i
J
d
i
M
dα
β
β
βα
β
α π β β α
β
α α β
π β β α
+−
− −
+
+
−
−
−
= −
−
∫
∫   (3.95) 
 
 
Fig. 3.2  Integral paths 1C  and 2C  for decomposition 2 0(0 cos ).c kτ θ< <<  
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Fig. 3.3  Integral path ( )CC C Cε− ++= + . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
where the left-hand and the right-hand sides of (3.94) and (3.95) are regular in the lower 
2 0( cos )kτ θ<  and the upper 2 0( cos )kτ θ> −  half-plane, respectively, and both sides 
have a common strip of regularity in the strip 2 0cos .kτ θ<  Hence, argument of the 
analytic continuation shows that there exists an entire function, denoted by ( ),P α  which 
coincides with the left-hand and the right-hand sides of (3.94) and (3.95) are regular in 
the lower 2 0( cos )kτ θ<  and the upper 2 0( cos )kτ θ> −  half-plane, respectively. 
Taking into account (3.89) and the asymptotic behavior of the split functions, we see that 
the integrals in (3.94) and (3.95) are (1)o  as .α →∞  Therefore, it is seen from the 
Liouville’s theorem that ( ) 0.P α ≡  Thus, we obtain that 
 
1
2
( )
0 0
1( ) ( )1 0,
( ) ( cos )( cos ) 2 ( )( )
a
C
iU A e U
M M k k
d
Mi
βα β
β
α θ α θ π β β α
−
+ −
+ + +
+ + =
− −∫   (3.96) 
 
2
( )
2i
d
i
e ( )( ) 1 0.
( ) 2 ( )( )
a
C
UU
M M
β βα
β
α π β β α
+−
− −
− =
−∫   (3.97) 
Equations (3.96) and (3.97) are a set of two coupled integral equations for ( ) ( )U α+  
and ( ).U α−  However, they may be decoupled in a following manner. Seting α α→ −  
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in (3.97) and making a change of variable β β→ −  in (3.96), we derive, after the 
manipulations of the sum and difference of the resultant equations, that  
 
2
, 2 ,
( ) ( )
0 0
1( ) ( )1 ,
( ) ( cos )( cos ) 2 ( )( )
d is a s d
C
U e
d
i
UA
M M k k M
βα β
β
α θ α θ π β β α
+ +
+ + −
= − ±
− +∫   (3.98) 
where 
 
,
( )
,
( )
1 2
0 0
( ) ( ) ( )
( )
( cos ) ( cos )
s d
s d
U U U
A A
k k
α α α
α
α θ α θ
+ +
+
−= ± −
= Φ −
− +

   (3.99) 
with 
 , ( ) ( ) ( ).s d α α α+ + −Φ = Φ ±Φ −     (3.100) 
It is verified from (3.99) that the singularities associated with the integral in (3.98) for 
Im cβ >  2 0(0 cos )c kτ θ< < <  have a simple pole at 0coskβ θ=  and a branch point 
at .kβ =  We now choose a branch cut emanating from kβ =  as a straight line that is 
parallel to the imaginary axis and goes to infinity in the upper half-plane. Then evaluating 
the integral by enclosing the contour into the upper half-plane, yields 
 
( )
,
, 1
0 0
2
0 0
( ) ( )
( cos )( cos )
( ) ,
( cos )( cos ) s d
s d AU
M k
M
k
uA
M k k
α α
θ θ
θ α θ
α
α
+ +
−
+
−
±
+
−
=






   (3.101) 
where 
 
,
( )
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2 ( )1
)2
)
( (
( .
)
s da
s C
i
d
e U
u d
i M
β
β
π
β
α
β β α
+
−
=
+∫   (3.102) 
In (3.102), C  is the contour composed of a portion Cε  of a circle with radius 1ε   
centered at kβ =  and semi-infinite straight paths C±  along the branch cut, as shown 
in Fig. 3.3. We find that the contribution from Cε  tends to zero by letting 0ε → . On 
the other hand, the contributions from C±  can be combined to yield a single branch-cut 
integral by noting that 
 2 2 1/2 2 2 1/2( ) ( ) .
C C
k k
β β
β β
+ −∈ ∈
− = − −   (3.103) 
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After letting 0ε →  and 1/ ( ) ( ) / ( ),M M Mβ β β− +→  we obtain, making some 
arrangements, that 
 ,( )
2 /
,
1 21 ( )( ) ( ) ( ) ,s d
i a
k
i
d
k
s
keu U
i
F d
β β β β
π β α
α β+
∞
+
+ −
=
+∫   (3.104) 
where 
 
2 2 1/2
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2 2 22 2
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2 2
[1/ / ( )]( ) ( )( ) .
2 [1/ / ( )] / 4
e m
e m
kZ R R k k MiF
k k Z R R k
β β β
β
β β+
++ +=
− + +


  (3.105) 
In (3.104), the contour is the one running parallel to the imaginary axis on the right-hand 
side of the brunch-cut. Substituting  (3.104) into (3.101) and solving for ( ) ( ),U α+
−
 we 
obtain that 
 , ,1( )
0 0
( ) ( )
( ) ( ) ,
( cos )( cos 2)
s d s dAMU
k k
u u
M
α
α α
α
θ α θ+ +
+
−
− −
−
 
 
 
=   (3.106) 
 , ,2
0 0
( ) ( )
( ) ( ) .
( cos )( cos ) 2
s d s dU M
M k k
u uA α α
α
θ θ
α
α− −
− +−
− + − 
 
 
=   (3.107) 
Equation (3.62) can be solved in a similar manner. We multiply both sides of (3.62) 
by / ( ).i ae Kα α±

 Applying the edge condition and the fundamental theorem on the 
asymptotic behavior of the Fourier integral, we find that 
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( ) ( )
V O
K O
α α
α α
+
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±
= 

= 
  (3.108) 
as .α →∞  Decomposing the resultant equations and making some manipulations, we 
obtain that 
 
1
2
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0 0
1( ) ( )1 0,
( ) ( cos )( cos ) 2 ( )( )
a
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iV B e V
K K k k
d
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βα β
β
α θ α θ π β β α
−
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+ + +
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− −∫   (3.109) 
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( ) 2 ( )( )C
i a
d
i
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K K
β βα
β
α π β β α
+−
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− =
−∫   (3.110) 
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where 1C  and 2C  are the infinite integration paths shown in Fig. 3.2. A similar 
procedure can be also be applied to (3.109) and (3.110). Omitting the details, we obtain 
that 
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( ) ( )
( cos )( cos )
( ) ,
( cos )( cos ) s d
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K
k
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K k k
α α
θ θ
θ α θ
α
α
+ +
−
+
−
±
+
−
=
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

   (3.111) 
where 
 , ( )( ) ( ) ( ) ( ),
s dV V Vα α α+ −+ = ± −   (3.112) 
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1
,
2 /21 ( )( ) ( ) ( ,)s d
i a
k
i
d
k
s
kev V T d
i
β β β β
π β α
α β+
∞+
+
−
+
= ∫   (3.113) 
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22 2 2 2
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( ) ( )( ) .
4 m
K
Z
T k
k k R
ββ
β
β
+
+
+
=
+−
  (3.114) 
Substituting (3.111) into (3.112) and solving for ( ) ( ),V α+
−
 we obtain that 
 , ,1( )
0 0
( ) ( )
( ) ( ) ,
( cos )( cos 2)
s d s dvvB
k
KV
K k
α
α α
α
θ α θ+ +
+
−
− −
−
 
 
 
=   (3.115) 
 , ,2
0 0
( ) ( )
( ) ( ) .
( cos )( cos ) 2
s d s dV K
v vB
K k k
α α
α
θ θ
α
α− −
− +−
− + − 
 
 
=   (3.116) 
Equations (3.106), (3.107), (3.115) and (3.116) the exact solutions to the Wiener-Hopf 
equations (3.61) and (3.62), respectively, but they are formal in the sense that the branch-
cut integrals with unknown integrands , ( )s du α  and , ( )s dv α  are involved. Accordingly, 
it is required to develop approximation procedures for these integrals to derive explicit 
solutions. 
 
3.5. Asymptotic Solution of a Certain Integral Equation in the Complex Plane 
In this section, we shall consider a certain integral equation in the complex plane that 
often arises in the Wiener-Hopf analysis of canonical scattering problems, and discuss a 
method of solution in detail. The results obtained in this section will provide a 
generalization of the method developed in our previous papers [38]. 
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The Wiener-Hopf analysis often leads to the following exact solution in the complex 
plane: 
 ( ) ( ) ( )( ) ( ) ( ) .
k i i l
k
C k G ff h g e d
i
ν
β β β βα α α β
π β α
+ ∞ −
= + + 
∫   (3.117) 
In (3.117), )(f α  is the unknown function to be determined, and all the other quantities 
are known constants or functions.  
Let ( )f β  be a function of a complex variable β  satisfying the following 
conditions: 
(i) ( )f β  is an analytic function of β  regular in ,kβ ε− < < ∞  where 1 2k k ik= +  
with 1 0,k >  2 0,k >  and 0.ε ≈/   
(ii) ( )f β  satisfies [( ) ]O k δβ −  for any β  such that k Rβ − ≥  with ,Rε < < ∞  
where δ  is some real constant. 
(iii) ( )f β  is a continuous function of β  on any bounded part of the semi-infinite 
straight path from k  to k i+ ∞  in the -β plane. 
Let α  be a complex variable such that 0kα + >  and / 2 arg( )kπ α− < +  
3 / 2,π<  and introduce 
 1 ( ) ( ) ( )( , )
( )
k i i l
m mk
k G fF l e d
i
ν
ν β β β βα β
π β α
+ ∞ −
=
+∫   (3.118) 
for 0,l > Re 1,ν > −  and positive integer ,m  where arg( ) / 2.kβ π− =  In (3.118), 
( )G β  is regular in the neighborhood of ,kβ =  and shows an algebraic behavior as 
β →∞  in the upper half-plane. 
We define the region in the -planeα  as follows: 
 { }: 0, / 2 arg( ) 3 / 2 .D k kα α π α π= + > − < + <   (3.119) 
Then it is shown that the function ( , )mF l
ν α  defined by (3.118) is uniformly convergent 
in any bounded closed region in D  and hence, regular in .D  We can prove the 
following theorem on the asymptotic expansion of ( , )mF l
ν α  for large l : 
Theorem. The function ( , )mF l
ν α  has an asymptotic expansion 
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 1
0
( , ) ~ [ 1, ( ) ]
ikl m n
m n m n
g
n
m
e iF l f n i k l
l
ν
ν
να ν απ
− +∞
− + +
=
Γ + + − +∑   (3.120) 
as ,l →∞  where 
 1 ( ) .
!
n
n n
k
d ff
n d β
β
β
=
=   (3.121) 
In (3.120), ( , )gmΓ ⋅ ⋅  is the special function defined by 
 
1
0
( , ) ( / )
( )
u t
g
m m
t eu w G k it l t
t
d
w
− −∞
Γ = +
+∫   (3.122) 
for Re 0, 0, arg ,u w w π> > <  and positive integer .m  
The above theorem reduces to the results obtained in [38] by setting .( 1)G β ≡   
Using the function ( , ),mF l
ν α  (3.118) can be written as  
 1( ) ( )[ ( ) ( , )],f h g CF l
να α α α= +   (3.123) 
where it is assumed that ( )f α  satisfies the conditions (i)-(iii), and ( )g α  and ( )h α  
are regular in region ∆  contained in .D  Then we can apply Theorem to derive an 
asymptotic expansion of 1 ( , )F l
ν α  for large .l  Thus we obtain from (3.123) that 
 0
0
, ,( ) ~ ( ) ( ) ( )gn n
n
f h lg C fα α α ανξ
∞
=
 
+ 
 
∑   (3.124) 
as ,l →∞  where nf  is defined by (3.121), and 
 
1
0 1( , ) [ 1 ) ], , ( .
ikl n
g g
n n
e il n i k l
l
ν
νξ αν ν απ
+ −
+= Γ + + − +   (3.125) 
Equation (3.124) is the asymptotic solution of the integral equation (3.123) for large ,l  
where an infinite number of unknowns nf  with 0,1,2,n =   are contained. Hence, it 
is required to derive matrix equations for these unknowns in an appropriate manner.  
Setting kα =  in (3.124), and using the notation (3.121), we find that 
 0 0
0
( ) ( ) ( , ,~ ) .
n
g
n nf k k C f l kh g ξ ν
=
∞ 
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 
∑   (3.126) 
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We now differentiate both sides of (3.124) m  times ( 1,2 ),3,m =   with respect to α  
by taking into account the regularity of ( , )vmF l α  in ,D  and setting kα =  in the 
resultant equation, we obtain that 
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m p
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h kf g k C f k
p m p
lνξ
=
− ∞
=
 
+ −  
∑ ∑   (3.127) 
for 1, 2, ,3,m =    
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m p
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m p
m p
d hh k
d αα
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−
=
=   (3.128) 
 ( ) ( )( ) ,
k
p
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d gg k
d α
α
α
=
=   (3.129) 
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ikl n p
g p
pn pn p
e il k p n ikl
l
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νξ ν νπ
− + −
+− += − Γ + + −   (3.130) 
Hence it follows from (3.126) and (3.127) that 
 
0
~ , 0,1, 2,m mn n m
n
f C A f B m
∞
=
− =∑    (3.131) 
for large ,l  where 
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m p gm
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p m p
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=
−∑   (3.132) 
 
( ) ( )
0
( ) ( ).
!( )!
m p pm
m
p
h k g kB
p m p
−
=
=
−∑   (3.133) 
Equation (3.131) provides the desired matrix equation for determining the unknowns nf  
with 0,1,2,n =   in (3.124), and it is valid for large .l   
 
3.6. High-Frequency Asymptotic Solutions 
In this section, we shall apply the method established in the previous section to solve 
(3.101) and (3.111) asymptotically. In order to eliminate the singularities of ,( ) ( )
s dU α+  
(3.101) at 0cos ,kα θ= we introduce the auxiliary functions 
, ( )s d α+Φ  as 
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 , ,( ) 1 2
0 0
( ) ( ) ,
cos cos
s d s d A AU
k kθ θ
α α
α α+ +
Φ = + ±
− +
   (3.134) 
where , ( )s d α+Φ  is regular in the upper half-plane 2 0cos .kτ θ> −  Substituting (3.134) 
into (3.101) and carrying out some manipulation, we describe that  
 , , , ,( ) ( )[ ( ) ( )],us ud s d s
s d
d
uCM Fα α α αχ+ +Φ = +   (3.135) 
 1 1 2, 2 21 (( ) [ ( ) ]) ( )[ ( )],us u f fd A P A Pχ η α η αα α α= ± + ±   (3.136) 
 , 1,s dC = ±   (3.137) 
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  (3.140) 
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π
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In (3.141), ( , )fmΓ ⋅ ⋅  is the special function defined by 
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+∫   (3.142) 
for Re 0, 0, arg ,u w w π> > <  and positive integer ,m  which accounts for multiple 
diffraction effects.  
Applying Theorem in Section 3.5, we can obtain a high-frequency asymptotic 
expansion of (3.135) with the result that 
 , , 0
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us ud s d n
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M C fχ ξα α α α+ +
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 
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∑   (3.143) 
for ka →∞ , where N  denotes the truncation number of the infinite asymptotic series, 
60 
and 
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Taking into account (3.131) and carrying out some manipulations, the unknowns ,us udnf  
in (3.144) is determined by solving the matrix equation 
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for 0,1, 2 , ,, Nm =   where 
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Making use of the above results and carrying out further manipulations, we finally arrive 
at an explicit asymptotic solution to the Wiener-Hopf equation (3.61) with the result that 
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as .ka →∞  
A similar procedure may also be applied to (3.115) and (3.116) for a high-
frequency solution. Omitting the details, we can obtain 
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for ,ka →∞  where 
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Equations (3.152)-(3.155) provide complete, high-frequency asymptotic solutions to the 
Wiener-Hopf equations. It is to be noted that the above results rigorously take into account 
the multiple diffraction between the edges of the strip. 
 
3.7 Scattered Far Field 
Using the boundary condition, the scattered field in the Fourier transform domain is 
expressed as 
 ˆ( , ) ( ) ,xx e γα α −Φ = Φ   (3.162) 
where 
 ( ) ( )0
( ) ( ) ( ) ( )ˆ ( ) , 0.
2 ( ) ( )
i a i iaia ae U e U e V e V
ikZ x
M K
α α α αα α α α
α
γ α α
− −
− + − ++ + >Φ = − <   (3.163) 
The scattered field ( , )x zφ  in the real space is obtained by taking the inverse Fourier 
transform of (3.162) according to the formula 
 1/2( , ) (2 ) ( ) ,i
ci
ci
zdx z e αφ π α α
∞+− −
−∞+
= Φ∫   (3.164) 
where c  is a constant such that 2 00 cos .c k θ< <  Substituting (3.162) into (3.164), an 
integral representation of the scattered field ( , )x zφ  is found to be 
 1/2( , ) (2 ) ( ) .
ic x zi
ci
dx z e γ αφ π α α
∞+ − −−
−∞+
= Φ∫   (3.165) 
It is seen from (3.57) and (3.58) that (3.163) can be written as 
 01 ( ) ( ) ,
2
ˆ ( ) m e
ikZJ Jα αα
γ
 
= − 
 
Φ ±   (3.166) 
where ( )eJ α  and ( )mJ α  are entire functions. This shows that singularities of the 
integrand of (3.165) are only branch points at .kα = ±  Introducing the cylindrical 
coordinate ( ),ρ θ  centered at the origin as 
 sin , cos ,x zρ θ ρ θ π θ π= = − < <   (3.167) 
and applying the saddle point method, we derive a far field asymptotic expression with 
the result that 
 
/( )
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ˆ( , ) ( cos ) sin , 0
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kiek k x
k
ρ π
φ ρ θ θ θ
ρ
−
>∼ ±Φ − <   (3.168) 
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as .kρ →∞  Equation (3.168) is uniformly valid for arbitrary incidence and observation 
angles. 
3.8 Alternative Approach 
In this section, we shall consider the same diffraction problem as in the previous sections, 
and carry out the Wiener-Hopf analysis by using approximate boundary conditions [35] 
valid for 1/2( ) 1r rM ε µ=  : 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],y y
t t t t
z zE z E z R H z H z+ + − = − + − −   (3.169) 
 ( 0, ) ( 0, ) 2 [ ( 0, ) ( 0, )],z z
t t
y y
t tH z H z Q E z E z+ + − = − + − −   (3.170) 
where 
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  (3.171) 
Since the method is similar to that followed in the above sections, only the main results 
will be summarized.  
Solving (3.16) and taking into account (3.169) and (3.170) as in above discussions, 
we obtain that 
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a i a
e
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−= +   (3.172) 
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1
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 1 1
1 ( ( 0, ) ( 0, )) ,mJ α α α= Φ Φ+ − −   (3.177) 
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where 
 011 12 0, 2 .2
Z Z Q
R
δ δ= =   (3.185) 
Equations (3.172) and (3.173) are the Wiener-Hopf equations satisfied by unknown 
spectral functions. 
Applying the asymptotic method established [40], we can derive a high-frequency 
representation of (3.178) for large ka  with the result that 
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for ,ka →∞  where 
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Equation (3.186) provides complete, high-frequency asymptotic solutions to the Wiener-
Hopf equations.  
A similar procedure may also be applied to (3.179) for a high-frequency solution as 
follows: 
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for ,ka →∞  where 
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Introducing the cylindrical coordinate sin ,x ρ θ=  cosz ρ θ=  for π θ π− < <  
and applying the saddle point method, we derive a far field asymptotic expression with 
the result that 
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Equation (3.200) is uniformly valid for arbitrary incidence and observation angles. 
3.9 Numerical Results and Discussion 
In this section, we shall present numerical results on the RCS for E polarization, and 
discuss far field scattering characteristics of the strip in detail. The normalized RCS per 
unit length is defined by 
 
2
/ lim ikρ
φσ λ ρ
φ→∞
 
=  
 
 
  (3.202) 
with λ  being the free-space wavelength. All the results are plotted in decibels [dB] by 
computing 1010log ( )/ .σ λ   
In computing (3.202), we have used the high-frequency asymptotic expressions as 
given by (3.152)-(3.155) for ( ) ( )U α+
−
 and ( ) ( ),V α+
−
where the truncation number N  
for the asymptotic series is contained. Let ( )Nσ  and ( 1)Nσ +  be the RCS with the 
truncation numbers being N  and 1,N +  respectively. In numerical computation, we 
have employed the convergence criteria ( 1) ( )N Nσ σ+ −  310−<  in order to determine the 
desired truncation number .N  By careful numerical investigation, we have verified that 
the choice of 3N =  satisfies the aforementioned convergence criteria and hence 
provides sufficiently accurate solutions. 
Figure 3.4 shows the normalized RCS as a function of observation angle ,θ  where 
the strip width is , ,10 ,2 5a λ λ λ=  the strip thickness is 1 ,0.0b λ=  0.04 ,λ 0.07 ,λ
0.10 ,λ  and the incidence angle 0θ  is fixed as 60 .°  As an example of existing lossy 
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materials, we have chosen the ferrite with 12.0 0r iε = +  and 1.4 4.5r iµ = +  in 
numerical computation [43]. It is seen from the figure that the RCS shows noticeable 
peaks along the reflected and incident shadow boundaries at 120θ = °  and 120 ,θ = − °  
respectively. We observe by comparing the results for 2 ,a λ=  5 ,λ  and 10λ  that the 
RCS shows sharp oscillation for larger strip width 2 .a  We also notice that, for fixed 
2 ,a  the RCS level becomes larger with an increase of the strip thickness b  except in 
the neighborhood of the reflected shadow boundary at 120 .θ = °  Scattering 
characteristics near 120θ = °  need some considerations. We see that, for 4 ,0.0b λ=  
0.07 ,λ  0.10 ,λ  the RCS level around 120θ = °  becomes lower with an increase of the 
strip thickness. This is because, ferrite is an electromagnetic wave absorber and hence, 
the RCS reduction around the specular reflection direction becomes noticeable for larger 
strip thickness .b  
Figure 3.5 shows the normalized RCS as a function of incidence angle 0 ,θ  where 
the strip width is , , ,2 5 10a λ λ λ=  the strip thickness is 0.01 ,b λ=  0.04 ,λ 0.07 ,λ
0.10 ,λ  and the same material parameters as in Fig. 2 have been chosen for computation. 
The truncation number is 3.N =  It is obvious that the peaks at 0 90θ = °  in the figure 
correspond to the specular reflection from the strip. Comparing the RCS characteristics 
for 2 ,a λ=  5 ,λ  and 10 ,λ  we observe that the RCS exhibits sharp oscillation for 
larger strip width 2 .a  We also notice that, for fixed 2 ,a  the RCS level becomes larger 
with an increase of the strip thickness b  except in the neighborhood of 0 90 ,θ = °  
whereas the RCS becomes lower with an increase of the strip thickness for 0.04 ,b λ=
0.07 ,λ 0.10 ,λ  around 0 90 .θ = °  This is due to the electromagnetic energy absorption 
for the ferrite material with larger strip thickness ,b  as has been investigated above for 
the normalized RCS as a function of observation angle. 
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Fig. 3.4a  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for E polarization,
0 0 ,6θ = ° 2 5 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
Fig. 3.4b  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for E polarization,
0 0 ,6θ = ° 2 5 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
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Fig. 3.4c  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for E polarization,
0 0 ,6θ = ° 2 0 ,1a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 
1 .0.0b λ=           : 4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
Fig. 3.5a  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization 
2 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 1 .0.0b λ=           : 
4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
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Fig. 3.5b  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization 
2 5 ,a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =           : 1 .0.0b λ=           : 
4 .0.0b λ=           : 7 .0.0b λ=           : 0 .0.1b λ=  
 
 
 
Fig. 3.5c  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization.
2 0 ,1a λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3.N =        : 1 .0.0b λ=        : 
4 .0.0b λ=         : 7 .0.0b λ=          : 0 .0.1b λ=  
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We shall now make some comparison between two different polarizations. Figure 3.6 
and 3.7 show the normalized RCS as a function of incidence angle 0θ  and as a function 
of observation angle ,θ  respectively, where the strip width is 2 ,a λ=  10 ,λ  the strip 
thickness is 1 ,0.0b λ=  and the same material parameters as in Fig. 3.4 have been chosen 
for computation. In Fig. 3.6, the incidence angle 0θ  has been 60 .°  Comparing the RCS 
characteristics for E polarization with those for H polarization [39], we find that the RCS 
level for H polarization is lower than that for E polarization over the whole range of the 
incidence angle 0 ,θ  in Figs. 3.6 and 3.7. 
Let us now make comparison of the results obtained via a use of approximate 
boundary conditions by Senior and Volakis [29] ((3.5)-(3.7)) with those by Bleszynski et 
al. [35] ((3.169)-(3.171)). Figure 3.8 shows the normalized RCS as a function of 
incidence angle 0 ,θ  where the strip dimension is 2 0 ,1a λ= 1 ,0.0b λ=  and the other 
parameters are same as in Fig. 3.4. We see from the figure that the two results are in 
excellent agreement. By careful numerical experimentation for the case of 12.0 0,r iε = +
1.4 4.5,r iµ = +  we have verified that the second order impedance boundary conditions 
[29] given by ((3.5)-(3.7)) can be employed for 20M <  with good accuracy. 
Figures 3.9 and 3.10 show the normalized RCS versus incidence angle 0θ  and the 
frequency parameter ,ka  respectively. In the figures, the results obtained by Shapoval 
[44] with the aid of the generalized boundary conditions and the Nystrom method [33], 
[34] are also plotted. It is observed from Figs. 3.9 and 3.10 that our results agree well with 
Shapoval’s results. 
We shall now make general remarks on the Wiener-Hopf solution and Shapoval’s 
solution. In carrying out the Wiener-Hopf analysis, we have employed a high-frequency 
asymptotic method under the condition that the strip width is large compared with 
wavelength. Hence, our final solution becomes highly accurate with an increase of the 
strip width. On the other hand, Shapoval’s results are obtained by using a numerical 
method based on the generalized boundary conditions and the singular integral equation. 
For this reason, the solution obtained by Shapoval is of better accuracy when the strip 
width becomes small compared with wavelength. Taking into account the essential 
differences between numerical methods and asymptotic methods, our method and 
Shapoval’s method provide a better solution at higher and lower frequencies, respectively. 
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Fig. 3.6a  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for E polarization, 
2 ,a λ=  1 ,0.0b λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3,N =  and its comparison with H 
polarization [39].          : E polarization.        : H polarization. 
 
 
Fig. 3.6b  Normalized RCS ( ) /Nσ λ  versus observation angle θ  for E polarization, 
2 0 ,1a λ=  1 ,0.0b λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3,N =  and its comparison with H 
polarization [39].          : E polarization.        : H polarization. 
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Fig. 3.7a  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization, 
2 ,a λ=  1 ,0.0b λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3,N =  and its comparison with H 
polarization [39].          : E polarization.        : H polarization. 
 
 
Fig. 3.7b  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization, 
2 0 ,1a λ=  1 ,0.0b λ= 12.0 0,r iε = + 1.4 4.5,r iµ = + 3,N =  and its comparison with H 
polarization [39].          : E polarization.        : H polarization. 
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Fig. 3.8  Comparison of the normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  
between two different approximate boundary conditions for E polarization, 2 0 ,1a λ=  
1 ,0.0b λ=  12.0 0,r iε = +  1.4 4.5,r iµ = +  3.N =           : approximate boundary 
conditions [32].          : approximate boundary conditions [35]. 
 
 
Fig. 3.9  Normalized RCS ( ) /Nσ λ  versus incidence angle 0θ  for E polarization, 
2 0 ,1a λ=  1 ,0.0b λ=  3.4 10,r iε = +  1,rµ =  3,N =  and its comparison with 
Shapoval [44].          : this paper.          : Shapoval [44]. 
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Fig. 3.10  Normalized RCS ( ) /Nσ λ  versus frequency parameter ka  for E 
polarization, 0 0 ,45 ,9θ ° °=  0.0 ,25b λ=  4 0.4,r iε = +  1,rµ =  3,N =  and its 
comparison with Shapoval[44].          : this paper.          : Shapoval [44]. 
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3.10 The Difference of Resultant Solutions Compared with H polarized case 
In this section, we shall consider the difference of resultant solutions obtained by above 
discussion between E and H polarizations. In discussions so far, we observe that our high 
frequency solutions ( ) ( )( ), ( ), ( )U U Vα α α+ − +  and ( )V α−  can be obtained under the 
transformation. 
 0 0 0 0
, , ,
, .
r
e
r
m e m
Z Y
RR R R
ε µ ε µ↔ ↔ ↔ 

↔ ↔  
  (3.203) 
Similarly, we also find that our high frequency solution 1 1 1( ) ( )( ), ( ), ( )U U Vα α α+ − +  and 
1( )V α−  in section 2.8 and 3.8 can be obtained under the transformation. 
 0 0
0 0
, ,
, .
r r
Z RY Q
ε µ ε µ↔ ↔ 
↔ ↔ 
  (3.204) 
It is verified that the transformations (3.203) and (3.204) are also valid for the other 
resultant equations except for the discussion in section 2.2 and 3.2. Taking into account 
the results obtained so far, our analytical results for chapter 2 and 3 may be treated via 
duality between E and H polarizations. 
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3.11 Summary 
In this chapter, we have considered the same strip geometry as in chapter 2, and have 
analyzed the E-polarized plane wave diffraction by applying the Wiener-Hopf technique 
together with approximate boundary conditions. It is known that the approximate 
boundary conditions presented by Senior and Volakis [29] are valid under the condition 
that the absolute value of the complex refractive index of the medium is not too large. On 
the other hand, Bleszynski et al. [35] developed a different type of approximate boundary 
conditions, which is valid for the case where the absolute value of the complex refractive 
index is large. The main purpose of this paper is to use the two different approximate 
boundary conditions in [29] and [35] to extend the range of applicability of the Wiener-
Hopf solution to the diffraction by a material strip, so that it becomes applicable to the 
strip having various material constants. 
Introducing the Fourier transform of the scattered field and applying the approximate 
boundary conditions in the transform domain, the problem is formulated in terms of the 
simultaneous Wiener-Hopf equations satisfied by unknown spectral functions. The 
Wiener-Hopf equations are then solved via the factorization and decomposition procedure 
leading to the exact solution. However, the solution is formal in the sense that branch-cut 
integrals with unknown integrands are involved. Applying a rigorous asymptotic method 
similar to that used in [39], we shall derive a high-frequency solution to the Wiener-Hopf 
equations, which is valid for the strip width greater than about the incident wavelength. 
The scattered field in the real space is evaluated asymptotically by taking the Fourier 
inverse of the solution in the transform domain and applying the saddle point method of 
integration. Numerical examples of the RCS are presented for various physical 
parameters and far field scattering characteristics of the strip are discussed in detail. In 
particular, comparisons between E and H polarizations, between two different 
approximate boundary conditions, and with the other existing methods are given, and the 
validity of our approach is discussed. 
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4. CONCLUDING REMARKS 
In this research, we have considered a thin material strip and analyzed the diffraction 
problem by using the Wiener-Hopf technique together with the two different approximate 
boundary conditions. This dissertation is composed of the following two parts: 
(i) plane wave diffraction by a thin material strip: the case of H polarization. 
(ii) plane wave diffraction by a thin material strip: the case of E polarization. 
In chapter 2 we have analyzed the problem (i). by the method based on the Wiener-
Hopf technique together with approximate boundary conditions. Assuming that the strip 
thickness is small compared with the wavelength, the problem has been reduced to the 
diffraction by a strip of zero thickness applying the approximate boundary conditions. 
Introducing the Fourier transform of the scattered field and applying approximate 
boundary conditions presented by Senior and Volakis [29] which is valid for the absolute 
value of the complex refractive index is not too large compared with unity, in transformed 
domain, the problem has been formulated in terms of the simultaneous Wiener-Hopf 
equations, which are solved exactly via the factorization and decomposition procedure. 
However, this solution has been formal since branch cut integrals with unknown 
integrands is involved. By using rigorous asymptotic method established in section 2.5 
together with special function introduced by authors, we have derived a high-frequency 
solution of the Wiener-Hopf equations, which is expressed in terms of an infinite 
asymptotic series and account for all the higher order multiple diffracti0on effects 
rigorously. It has been shown that the higher-order multiple diffraction is expressed in 
term of the special function mentioned a bove. We have been obtained the solution valid 
for the strip width greater than about the incident wavelength. Taking the Fourier inverse 
of the solution in the transform domain and applying the saddle point method, we have 
been evacuated the scattered field in real space asymptotically. On the other hand, we 
have analyzed the different type of approximate boundary conditions developed by 
Bleszynski et al. [35], which is valid for the case where the absolute value of the complex 
refractive index is large compared with unity (see section 2.8). Numerical examples of 
the RCS has been presented for various physical parameters and far field scattering 
characteristics of the strip has been discussed in section 2.9. 
In chapter 3, we have analyzed the problem (ii) by applying Wiener-Hopf technique 
together with approximate boundary conditions [29], [35]. Applying the similar 
procedure of the analysis in chapter 2, we have solved the diffraction problem (ii). In 
section 9 and 10, we have discussed the difference of resultant equations between E and 
H polarizations and the normalized RCS for various physical parameters and have also 
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provided some comparisons with other existing methods. 
Taking into account the discussion in chapter 2 and 3, we have extended the range of 
applicability of the Wiener-Hopf solution to the diffraction by a material strip, so that it 
becomes applicable to the strip having various material constants using the two different 
approximate boundary conditions in [29] and [35]. 
All the results obtained in this dissertation are based on the Wiener-Hopf analysis, 
and can be used as reference solutions for validating other approximate methods such as 
numerical methods. 
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APPENDICES 
Appendix A. Approximate Boundary Conditions of a Thin Dielectric Layer 
This appendix is concerned with the second order approximate boundary conditions [32] 
of a homogeneous dielectric layer, occupying the region / 2 / 2,b x b− < <  
, ,y z−∞ < < ∞  with free space surrounding the layer. It is assumed that the absolute 
complex refractive index 1/2( )r rM ε µ=  is not too large compared with unity. According 
to [32], if 1rµ ≠  and 1rε ≠  the second order approximate boundary condition can be 
written as 
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and the plus sign and minus sign superscripts refer to the upper and lower sides of the 
surface respectively, and they can define a combination sheet consisting of second order 
conductive and resistive sheets. 
The corresponding refection coefficients for the incident plane wave are 
 
11
0
2
0 0 0 0
2 2
c
sin1 1
oi s
,
s n
e eR RR
Z Y
θ
θ θ
−−   
= + − +  
   


  (A.6) 
 
11
0
2
0 0 0 0
2 2
c
sin1 1
oi s
,
s n
e eR RR
Z Y
θ
θ θ
−
⊥
−   
= + − +  
   

   (A.7) 
and (A.6) is the sum of the reflection coefficients for a first order resistive sheet and a 
second order conductive sheet in isolation because the two sheets scatter independently. 
The exact reflection of the dielectric layer can be derived using image theory and duality, 
and they are 
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where the phase factor has been introduced to account for the location of the upper surface 
at / 2.x b=   
 
Appendix B. Some First Order Approximate Boundary Conditions 
The first order approximate boundary conditions can be written as following form: 
 1 ( ) ( )
2 T T T T
E E Rn H H+ + + ++ = × −   (B.1) 
 1 ( ) ( ),
2 T T T T
H H Qn E E+ + + ++ = − × −    (B.2) 
where n  is the unit normal vector, 0Z  is the free-space impedance, the indices ±  
correspond to the field limit values at the top and bottom sides of the dielectric layer, and 
the subscript of ‘T’ means the tangential components of the fields on the layer. The 
coefficients R  and Q  are called the electric and magnetic resistivities, which have 
several form depending material parameters rε  and .rµ  If the absolute value of the 
complex refractive index is large case (e.g. section 2.8 and 3.8), then [35] 
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If, alternatively, the absolute value of the complex refractive index is not too large case 
(e.g. section 2.1 and 3.8, Appendix A), then [29] 
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and then [35]  
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Equations (B.1) and (B.2) are approximate, however it is clearly a big step ahead from 
the PEC condition, to which it turns if 0R =  and Q = ∞  [34], [35].Note that (B.1) and 
(B.2) has the meaning of Ohm’s law for the effective electric and magnetic currents, 
which correspond to the difference terms in their right-hand parts. 
 
Appendix C. Saddle Point Method 
There are a number of asymptotic methods for evaluation of branch-cut integrals. The 
saddle point method is known as a powerful tool for deriving asymptotic expansions of 
such integrals. In this appendix, we shall introduce typical infinite branch-cut integral 
occurring in the Wiener-Hopf technique, and discuss the derivation of its asymptotic 
expansion based on the saddle point method. 
Let us introduce the function 
 2 2 1/2 1/2 1/2( ) ( ) ( )k k kγ α α α= − ≡ + −              (C.1) 
with Re Im ( )i iα α α σ τ= + ≡ + , where 
 1 2 1 2, 0, 0.k k ik k k= + > >                   (C.2) 
It is seen that γ  is a double-valued function of α  and has branch points at kα = ± . 
We now choose branch cuts for γ  as a portion of hyperbola defined by 1 2k kστ = , It 
can be verified that Re 0γ >  for any α  in the strip 2 2.k kτ− < <  
Let ( )αΦ  be regular in the strip τ τ τ− +< < , where τ±  are some constants such 
that 2 2k kτ τ τ− +− ≤ < < ≤ . We now introduce the integral 
 1/2( , ) (2 ) ( )
ic x i z
ic
x z e dγ αφ π α α
∞+ − −−
−∞+
= Φ∫                (C.3) 
for real x  and z , where c  is an arbitrary constant satisfying cτ τ− +< < . Since the 
integrand possesses branch points at kα = ±  due to the presence of γ , it is generally 
difficult to evaluate (C.3) in a closed form. However, we can derive an asymptotic 
representation based on the saddle point method as 2 2 1/2( )k x z+ →∞  if the integrand 
has no singularities other than the branch points at kα = ± . Let ( , )ρ θ  be the cylindrical 
coordinate as defined by sin , cos for 0x zρ θ ρ θ θ π= = < < . The fundamental 
theorem for the asymptotic expansion is now stated as follows:  
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Theorem C.1 Let ( )αΦ  be regular except for possible singularities at kα = ± , where 
these singularities are branch points due to the presence of γ  in ( )αΦ . Then the 
function ( , )x zΦ  defined by (C.3) has the asymptotic expansion 
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as kρ →∞ , where 
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In (C.7), the arc cosine function is interpreted as the principal value. 
The above theorem gives a complete asymptotic expansion of ( , )x zφ  for 
2 2 1/2( )k k z+ →∞ . Extracting out the dominant term from the asymptotic series, we have 
the following theorem: 
 
Theorem C.2 Let ( )αΦ  satisfy the hypotheses stated in Theorem C.1. Then ( , )x zφ  
defined by (C.3) has the asymptotic expansion 
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as kρ →∞ . 
We have so far treated the case of complex ,k  but Theorems C.1 and C.2 hold as well 
for real k  by taking the limit 2 0k →+ . 
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