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Abstract 
Operational modal analysis (OMA) has been used nowadays for identifying the 
modal properties of structures (e.g., natural frequencies, damping ratios and mode 
shapes) based on the measured ambient vibration data for its high economy and 
efficiency. In vibration tests, multiple sensors are often used to obtain the mode 
shape information of the instrumented structure. Time synchronisation among the 
sensors/data channels is normally required by conventional modal identification 
techniques. In full-scale tests, this often requires additional equipment and logistics 
in order to obtain synchronous data. Ambient vibration tests can be conducted more 
flexibly and efficiently if time synchronisation is not required in OMA. Motivated by 
the above concerns, this thesis aims at developing Bayesian OMA approaches based 
on asynchronous ambient data. 
This thesis first investigates the characteristics of asynchronous data in OMA. 
Inspired by the experimental findings, a stationary stochastic model is proposed to 
model asynchronous data in OMA with imperfect coherence to capture the key 
asynchronous characteristics within suitable time scales. The theoretical properties of 
the power spectral density (PSD) matrix for asynchronous ambient data are also 
derived. Based on this model, two Bayesian OMA methods using fast Fourier 
transform (FFT) of asynchronous ambient data are proposed. Balancing simplicity 
and utility, the first method assumes zero coherence among the synchronous data 
groups, which leads to an efficient algorithm for determining the most probable 
values as well as the posterior uncertainties of modal properties. The second method 
assumes general coherence values among the synchronous data groups, which strictly 
obeys the proposed asynchronous data model. It provides a more robust means to 
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identify the modal parameters based on asynchronous data without zero coherence 
approximation, although more computational efforts are needed. Synthetic, 
laboratory and field test data are used to verify and illustrate the asynchronous data 
model and these two Bayesian OMA methods. A full-scale ambient test with 
multiple setups is also presented, where the challenges and complications related to 
ambient vibration test with asynchronous data in real applications are investigated.  
This work is expected to gain more insights on time synchronisation problems in 
OMA and provide a pathway for more flexible and economical implementation of 
ambient vibration tests.  
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Chapter 1: Introduction 
1.1 Motivation 
Civil infrastructures are facilities and systems that support human activities including 
housing, transportation and communication. They are the lifeline of economic and 
social development. Throughout their service life, civil infrastructures constantly 
suffer from natural and man-made hazards as well as their own natural aging, which 
may lead to structural damage and collapse with casualties and financial losses. 
Maintenance management is hence essential to civil infrastructures in order to ensure 
their safety and service quality. As indicated in UK infrastructure cost review [1], the 
infrastructure renewal and maintenance cost is in the order of 15 billion pounds per 
annum. In addition to cost-effective maintenance technologies, developing 
prognostic and diagnostic methodologies is of great importance in optimising the 
balance of structure performance and maintenance cost. Structural health monitoring 
(SHM) [2,3] aims at assessing the performance and health condition of structures 
based on measured structural response data with applications in structural damage 
detection, localisation and quantification. The development of structural health 
monitoring techniques can also facilitate better decision making for designers and 
owners of civil infrastructures on planning the maintenance and replacement actions 
of existing structures. 
Modal identification aims at identifying the modal properties of structures involving 
natural frequencies, damping ratios and mode shapes based on the measured 
structural response data [4,5]. It is often the first step in SHM that provides the ‘in-
situ’ information about the current status of the structure. Ambient modal 
identification, also known as operational modal analysis (OMA) [6,7], identifies the 
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modal properties of structures under ambient excitation condition. It does not require 
artificial loading conditions but assumes the excitation to be statistically random. 
Due to its high economy and efficiency, OMA has attracted great attention in both 
theory development and field test applications over the past decades. 
When conducting modal identification tests, time synchronisation is usually required 
by conventional methods. That is, digital data in different channels should be 
recorded simultaneously at the same time scale. Synchronisation is not only to do 
with the start time for different data channels, but also with the sampling pace at 
which they are recorded. When multiple data acquisition (DAQ) units [8] are used in 
the test, time asynchronisation cannot be taken for granted. Each DAQ unit has its 
own clock for data sampling and the actual sampling rates among the DAQ units are 
not identical if they are running independently. Time synchronisation schemes need 
to be well considered in modal identification tests in order to get synchronous data, 
which inevitably leads to extra cost in field deployment or additional equipments. 
There can be significant advantages in the flexibility and efficiency of field data 
collection if OMA can be performed based on asynchronous data. Motivated by the 
above concerns, the primary objective of the research in this thesis is to develop 
OMA approaches that can identify modal properties of structures based on 
asynchronous ambient data. 
1.2 Literature review 
This section introduces modal identification tests of civil structures and the time 
synchronisation issues associated with the tests. Literature review mainly focuses on 
OMA (ambient vibration tests), which has been used in the recent decades because of 
its high economy and flexibility. Due to the unknown nature of excitation 
Chapter 1: Introduction 
 
3 
 
information, the identification uncertainty in ambient vibration tests is significant 
compared to other modal identification tests. Bayesian approach is introduced, which 
provides a fundamental way to quantify uncertainty based on measured data and 
investigate its asymptotic behaviour with respect to test configurations. The details of 
the Bayesian OMA theory are reviewed, which helps develop the modal 
identification methods for asynchronous ambient data in this work. When conducting 
modal identification tests with multiple data channels, time synchronisation must be 
considered among the data channels. An overview of synchronisation techniques 
used in OMA is given in this section. The drawbacks of conventional time 
synchronisation methods are discussed, which yield the major motivation of 
developing modal identification methods based on asynchronous ambient data in this 
work. 
1.2.1 Modal identification 
Thanks to the sophisticated construction techniques and advanced materials, modern 
structures such as skyscrapers and long-span bridges can be built lighter and more 
slender. However, these structures are more sensitive to dynamic loads. The ‘modal 
properties’ of a structure mainly include natural frequencies, damping ratios and 
mode shapes. These are critical properties characterising the response of structures 
against dynamic loads (e.g., wind, earthquake, traffic) [9]. Natural frequencies 
govern the resonance bands of the structure. The dynamic response will be 
significantly amplified if the frequency of excitation lies in these bands. A well-
known example is the Millennium bridge in London [10], whose first lateral natural 
frequency lies in the frequency range of human walking, leading to excessive lateral 
vibration. Damping ratio influences the vibration level and energy dissipation of the 
structure. For super tall buildings and long-span bridges, damping plays a significant 
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role in their serviceability performance [11–13]. The design and maintenance of 
vibration control devices (e.g., damper) also depend on the precise estimation of 
damping ratios [14,15]. Mode shapes reflect the response patterns of the 
instrumented structure associated with the stiffness and mass distribution. The 
variation in mode shape can also be used for tracking structure condition with 
applications in detecting structural damage [16,17]. 
The process of identifying the modal properties of a structure based on measured 
structure response data is known as modal identification. It provides the baseline 
information about the ‘in-situ’ status of a structure [4,5], which can be quite different 
from the predictions in the design stage. The natural frequencies of the structure can 
vary with the amplitude of excitation, the temperature and aging, etc. [18–20]. 
Current design models for damping are all empirical based on historic databases 
[21,22] with significant scatter. Investigating the in-situ damping properties can also 
lead to better prediction of dynamic behaviour in structural design. Modal 
identification has become an indispensable task in SHM [2,3,23], which provides 
crucial information for downstream applications, e.g., model updating [24,25], 
vibration control [13] and damage detection [26,27].  
Vibration tests 
The vibration tests for modal identification can be mainly categorised into three 
types, i.e., free, forced and ambient vibration tests. In a free vibration test [28–30], 
the structure is left to vibrate after some initial excitations and the measured response 
data under the free vibration phase are selected for analysis. Various forms of modal 
identification techniques have been developed based on measured free vibration data. 
The least square methods have been proposed where the modal parameters are 
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identified as the one that minimises the difference between the theoretical and 
measured vibration response in a least square sense [28]. The Ibrahim time domain 
method makes use of the generalized eigenvalue decomposition [31] and the 
complex exponential method is developed based on the singular value decomposition 
[32]. Methods based on wavelet transformation also exist, including discrete wavelet 
transform [33] and continuous wavelet transform [30]. In a Bayesian context, a 
modal identification method based on free vibration data has been proposed recently 
[34,35], which is capable of determining the most probable value of modal 
parameters as well as quantifying the associated uncertainties.  
In a forced vibration test [36–38], the structure is subjected to some artificial 
excitations. In this context, both the input loading and the structure response time 
histories are used for modal identification. The half-power bandwidth method [39,40] 
is the simplest modal identification method based on forced vibration data but 
lacking identification accuracy. Methods based on curve fitting of frequency 
response functions provide a sophisticated means for modal parameters estimation 
[41]. Other methods also exist, including the circle fitting method [42], the Edwin-
Gleeson method [43], the orthogonal polynomial method [44], etc. A Bayesian 
modal identification method for forced vibration data has also been developed [45], 
with the enhanced one considering the ambient vibration effect [46].  
For free and forced vibration tests, the artificial excitation should be large enough 
such that the measured data are dominated by the required dynamic response. For 
civil infrastructures which are typically large-scale, this often leads to overheads in 
excitation equipment (e.g., shaker) and site control (e.g., the structure under 
shutdown condition). These two types of test may also cause damage to the structure 
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if the excitation is not properly controlled. On the other hand, ambient vibration tests 
can be conducted under environmental excitations such as wind, cultural activities 
and microtremor without artificial loading conditions. The excitation information is 
unknown but assumed to be statistically random. Due to its high economy and 
feasibility, ambient vibration tests have been widely applied for modal identification 
in recent years [47–49]. One major drawback of this test is that the input loading is 
unknown and cannot be directly controlled. The modal structural response may not 
be significant compared to free and forced vibration test and the associated 
identification uncertainties need to be well considered.  
Operational modal analysis 
Ambient modal identification, also known as operational modal analysis (OMA), is 
the modal identification strategy based on ambient vibration data. Methods have 
been developed in both non-Bayesian and Bayesian manner. In OMA, non-Bayesian 
methods are conventional. Peak picking [50] method may be the simplest non-
Bayesian method. The natural frequency of the mode is simply picked based on the 
spectral peak of the sample PSD matrix [51] and the mode shape is determined as the 
corresponding eigenvector at natural frequency. The damping ratio can be estimated 
based on the half bandwidth method. Despite its simplicity and intuitiveness, the 
peak picking method can only provide a rough estimation of modal parameters for 
well-separated modes with small damping. The estimated mode shape is actually the 
operational deflection shapes at the resonance frequency instead of the true mode 
shape of the mode of interest. Frequency domain decomposition [52] can be 
considered as an extension of peak picking method which resolves the multiple 
modes problem by extracting modal properties based on the singular value 
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decomposition of the sample PSD matrix. However, it should be noted that the mode 
shape estimation based on this method could be biased for the closely spaced modes. 
This is because the mode shapes are determined based on the singular vectors which 
are orthogonal but this may not be the case for the identified mode shapes (which are 
confined only to the measured degrees of freedom) of two closely-spaced modes. 
Some variants of this method can also be found, see [53,54]. The peak picking and 
frequency domain decomposition are nonparametric methods. The Least Square 
Complex Frequency (LSCF) method [55] is a parametric method in the frequency 
domain. The modal parameters are identified by fitting the fraction polynomial 
model in a least square sense. The original LSCF method mainly focuses on well 
separated mode cases, where the poly-reference version of this method (also known 
as PolyMAX) has been proposed for closely spaced modes [56].  
The foregoing are the frequency domain methods. Non-Bayesian OMA methods 
have also been proposed in the time domain. The auto-regression moving model 
(ARMA) has been attempted for modal identification in the past [57]. However, this 
type of method has not been widely used in practical applications of OMA for civil 
structures as they are time consuming with convergence problems. The natural 
excitation techniques (NExT) for modal identification [58] is a popular time domain 
method in the early stage of OMA. It is based on the correlation functions by 
expressing the random response as a sum of decaying sinusoids. Stochastic subspace 
identification (SSI) technique estimates modal parameters by adopting a linear state-
space model. The modal parameters are determined by linear regression of the 
system matrices. Two main strategies have been developed: the Covariance-driven 
(SSI-COV) method [59,60] and the Data-driven (SSI-DATA) method [61]. The SSI-
COV method deals with the stochastic realisation problem based on the covariance 
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of system outputs while the SSI-DATA method operates directly on the time series 
data by applying numerical techniques like QR factorisation and least square method. 
Several variants of SSI method also exists, see details in [62]. The SSI methods 
provide a quick and efficient estimation of modal parameters, which leads to wide 
applications in OMA [49,63,64]. Other non-Bayesian OMA techniques also exist, 
including blind source identification [65–67] and maximum likelihood identification 
[68,69], etc. Recently, transmissibility based OMA techniques have been proposed 
[70,71] with the premise of being robust to the characteristics of the excitation 
spectra in identifying mode shapes. 
OMA approaches have also been developed from a Bayesian perspective. In this 
context, modal identification is treated as a probability inference problem. The 
information about modal parameters is encapsulated in the ‘posterior’ distribution, 
which is a joint probability density function (PDF) given modelling assumptions and 
available information of data. The most probable value (MPV) of modal parameters 
then can be determined by optimising the posterior PDF. Bayesian approaches 
provide a fundamental way to identify the modal parameter as the physical 
assumptions are obeyed and information in the measured data is fully used for 
inference. The drawback is that the optimisation procedure is nonlinear and the 
dimension of matrix computation involved grows with the measured degrees of 
freedom (DOF) and the data length, which requires more computational effort. 
Reducing the dimension of the optimisation problem becomes a natural target for 
Bayesian approaches. Bayesian OMA methods have been proposed in different 
contexts, e.g., in the time domain [72], frequency domain based on sample power 
spectral density (PSD) matrix [73–75] and fast Fourier transform (FFT) of data 
[76,77]. Time domain formulation is too restricted in the modelling assumptions and 
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sample PSD matrix formulation requires averaging techniques which is less 
fundamental. Compared with these two formulations, the Bayesian FFT method is 
more robust in model assumptions while still mathematically tractable. Efficient 
algorithms have been developed based on different settings, e.g., well-separated 
modes [78], closely-spaced modes [79,80] and multiple setups [81]. The modal 
identification methods for asynchronous ambient data proposed in this work are 
developed based on the Bayesian FFT method. Detailed theory of this method is 
reviewed in Section 1.2.2.  
Identification uncertainty 
The loading information in OMA is unknown and its intensity and frequency 
characteristics cannot be directly controlled. The structural response may not be 
significant and hence the effect of measurement noise cannot be neglected. The 
identification uncertainty is normally much larger than those in known input 
vibration tests (e.g., forced vibration or free vibration tests). Quantifying and 
managing the uncertainty of identified modal parameters then becomes essential for 
OMA. It often involves two aspects. Given the measured ambient vibration data, it is 
of interest to know the associated uncertainty of the identified modal parameters, 
which is referred as ‘uncertainty quantification’. On the other hand, it is desirable to 
know the achievable identification quality/uncertainty for a given test configuration 
when planning the vibration tests.  
For non-Bayesian or ‘frequentist’ methods, identification uncertainty is often 
quantified in terms of the ensemble variance of estimates over repeated experiments. 
Some challenges are discussed in [82]. For SSI, computational methods have been 
developed based on first-order perturbation for single setup data [83,84] and multi-
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setup data [85]. See also [86] for the variance of maximum likelihood modal 
parameter estimator in the state-space time domain. Probabilistic models for raw 
scalar transmissibility functions have also been proposed recently [87,88], which 
helps quantify the identification uncertainty for transmissibility based OMA methods. 
Bayesian approaches [89] provide a fundamental basis for investigating the 
identification uncertainty in a probabilistic manner. Identification uncertainty of 
modal parameters can be quantified in terms of the covariance matrix associated with 
the ‘posterior’ (i.e. given data) distribution of modal parameters. With sufficient data 
(which is typically the case in OMA), the posterior distribution of modal parameters 
has a single peak and can be approximated by a Gaussian distribution. The ‘posterior 
covariance matrix’ then can be obtained as the inverse of Hessian of the negative 
log-likelihood function (NLLF) [25]. For OMA with synchronous data, efficient 
methods have been developed in different settings, e.g., well-separated modes [78], 
close modes [80] and multiple setups [90]. Mathematical connection between 
Bayesian and frequentist quantification of identification uncertainty has also been 
discussed [91].  
Uncertainty quantification only gives a ‘point-wise’ view of the uncertainty 
behaviour in OMA for a given set of data. For test planning, it is of interest to know 
the relationship between test configuration and identification uncertainties. For 
example, how long should the measured data be; how many sensors should be used 
and how good these sensors are in order to achieve a certainty level of identification 
accuracy. This is referred as ‘uncertainty law’. Focusing on well-separated mode, the 
closed form analytical expressions giving the leading (zeroth) order term of the 
posterior variance of modal properties have been derived under asymptotic 
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conditions of long data and small damping [92,93]. It gives the achievable 
identification precision of OMA. Recently, the first order uncertainty law has also 
been derived [94], revealing the effect of modal signal-to-noise ratio (SNR, the ratio 
of the spectral density of modal excitation to the spectral density of prediction error 
at the resonance peak of the mode) on the identification uncertainty of modal 
parameters. The first order uncertainty law provides a scientific guidance on 
planning ambient vibration tests as the signal-to-noise ratio depends on the test 
configurations such as sensor noise, sensor number and measurement locations. 
1.2.2 Bayesian OMA framework 
The OMA methods for asynchronous data proposed in this work are developed based 
on Bayesian approach using the FFT of ambient data. The overall Bayesian 
framework is reviewed in this section. Bayesian approach views modal identification 
as a probability inference problem based on available information. The information 
about modal parameters is encapsulated in the posterior PDF given measured data 
and modelling assumptions. For modal identification problem that is ‘globally 
identifiable’ [24], maximising the posterior PDF gives the MPV of modal parameters 
and the identification uncertainties are characterised through the posterior covariance 
matrix.  
Most of the non-Bayesian modal identification methods can provide a quick 
estimation of modal parameters. This may not be the case for Bayesian methods, 
however. Bayesian approaches require numerical optimisation and iteration to 
determine the MPV of modal parameters. There is a nonlinear relationship between 
the likelihood function and modal parameters. The dimension of matrix computation 
involved in optimising the likelihood function grows with the measured DOFs.  
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Efficient iterative algorithms that can suppress the computational effort shall be 
proposed when developing Bayesian modal identification methods. The original 
Bayesian framework for OMA was proposed in [72], which is a time domain method 
applicable for synchronous data in a single setup. A frequency domain method based 
on sample PSD has also been developed [73]. The time domain method is restricted 
to the modelling assumptions on excitation and measurement noise and the sample 
PSD method relies on averaging techniques. To address these problems, Bayesian 
approach based on FFT of ambient data has been developed. It provides a rigorous 
means that makes full use of measured data without artificial averaging and the 
modelling assumptions are strictly obeyed. The original formulation was proposed in 
[76]. Fast algorithms have also been proposed that allows practical implementation 
in different contexts, e.g., well-separated modes, multiple modes and multiple setups. 
See reviews in [77]. The details of this method are as follows. 
Let { }
1
ˆ Nn
j j
R
=
Îx&&  denote the measured ambient acceleration data with n  DOFs of the 
subject structure and N  sampling points per channel. The (scaled) FFT of { }ˆ jx&&  is 
defined as: 
( )( )å
=
úû
ù
êë
é ---
D
=
N
j
jk N
jk
N
t
1
112expˆ2 ix p&&F  (1) 
where 12 -=i  and tD is the sampling interval. The FFT corresponds to frequency 
( )Hz /)1(f tNkk D-=  for  ,...1 qNk = , where ( ) 12/int += NN q  (int(.) denotes 
integer part) is the index corresponding to the Nyquist frequency. The PSD matrix of 
the measured data at frequency kf  can be calculated as multiplying kF  by its 
conjugate transpose. The scaling factor Nt /2D  is defined such that the PSD is 
one-sided with respect to frequency in Hz. For modal identification, only the FFT 
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data within a selected frequency band dominated by the modes of interested is used. 
Let { }kF  denote such collection with fN  points in the set. 
In the context of Bayesian inference, the measured data depends on the set of modal 
parameters θ  to be identified, which normally includes natural frequencies, damping 
ratios, mode shapes, etc. According to the Bayes’ theorem, the posterior PDF of θ  
given the FFT data { }kF  can be expressed as 
{ }( ) { }( ) ( ){ }( )k k k
p
p p
p
=
θ
θ θF F
F
 (2) 
where { }( )kp θF  is the likelihood function; ( )p θ  is the prior PDF that reflects one’s 
knowledge about θ  in the absence of data and { }( )kp F  is the normalizing constant 
that does not depend on θ . The prior PDF is assumed to be uniformly distributed as 
the typical data size in modal identification is sufficiently large that the likelihood 
function is fast-varying compared to the prior PDF. The posterior PDF is then 
proportional to the likelihood function: 
{ }( ) { }( )θθ kk pp FF µ  (3) 
Assuming long data duration and high sampling rate, { }kF  are asymptotically 
independent at different frequencies and jointly (circularly symmetric) complex 
Gaussian [95]. The likelihood function is then given by: 
{ }( ) ( )Õ å ú
û
ù
ê
ë
é
-´= ---
k k
kkkk
nN
k
fp FFF 1*1 expdet)( EEθ p  (4) 
where ‘*’ denotes conjugate transpose and *E[ ]k k k=E θF F  is the theoretical PSD 
matrix of data with respect to θ . Here E[.]  denotes expectation. For analysis or 
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computation, it is more convenient to work with the ‘negative log-likelihood 
function’ (NLLF) such that: 
{ }( ) [ ])(exp θθ Lp k -µF  (5) 
where 
( ) åå -+=
k
kkk
k
kL FF
1*detln EEθ  (6) 
For sufficient data, modal identification problem is ‘globally identifiable’ [24]. The 
MPV of  θ  can be determined by maximising the posterior PDF, or equivalently 
minimising the NLLF with respect to θ .  The posterior PDF can be approximated by 
a Gaussian PDF 
{ }( ) ( ) ( ) ( ) ( )úû
ù
êë
é ---= -
-- θθCθθCθ θ ˆˆˆ
2
1expˆdet2 1
2/12/ Tn
kp pF  (7) 
where θn  is the number of parameters in θ ; θˆ  is the MPV and Cˆ  is the posterior 
covariance matrix, equal to the inverse of Hessian of NLLF at MPV. The 
identification uncertainties of modal parameters are fully characterised by the 
posterior covariance matrix.  
The complex Gaussian PDF is the core of the Bayesian OMA framework. It holds for 
all stochastic stationary ambient data regardless of the spectral characteristics of the 
activities. The latter is reflected in the theoretical PSD matrix kE , which should be 
derived based on the modelling assumptions of measured data. The efficient 
computation of determinant and inverse of  kE  (hence the NLLF) and the posterior 
covariance matrix is the natural target of developing Bayesian modal identification 
algorithms. 
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1.2.3 Time synchronisation 
When multiple channels of data are measured, time synchronisation is often required 
among the channels by conventional modal identification methods. Compared to 
asynchronous data, synchronous data are much easier to be modelled mathematically. 
Synchronisation does not only mean that different channels start recording at the 
same time, but also sample the data simultaneously at the same time scale afterwards. 
When multiple DAQ units are used, time synchronisation should not be taken for 
granted even they are connected to the same computer for data recording. Crystal 
oscillators (e.g. Quartz) are commonly used in DAQ units to control the sampling 
process [96]. Although they can provide time basis with high precision and stability, 
the actual sampling interval of each oscillator may still vary due to temperature, 
aging and so forth [97]. As long as the sampling clocks in different DAQ units run 
independently without particular synchronisation schemes, the actual sampling 
interval among the units will not be identical and the measured data will have 
synchronisation problems.  
In practical contexts, synchronisation means that the sampling time difference 
between data channels is within a certain tolerance. The basic setting is to connect 
different sensors to a central DAQ unit through cables where the analog data can be 
sampled synchronously. In full-scale tests, the required cables can be very long, 
which inevitably leads to additional noise in the measured data and extra cost of 
logistics. To avoid using long analogue cables, common configurations use multiple 
DAQ units to record the data locally and synchronise the DAQ units digitally using 
some synchronisation provisions. For outdoor applications, DAQ units can be 
synchronised with a common GPS (Global Positioning System) clock  [98] through 
GPS receivers. For indoor applications where GPS signal is weak, one alternative 
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option is to use high-precision clocks as a substitution. These clocks can be first 
trained with a common time base (e.g. GPS). Once the clocks are synchronised, they 
can be disconnected with the reference clock and provide a high precision time stamp 
independently for the DAQ units within a reasonable time span. When Ethernet ports 
are provided, some DAQ units are also capable to be synchronised using the 
Network Time Protocol (NTP) [99]. In this context, the analogue cables are 
relatively short but the Ethernet cables can still be long.  
Recently, wireless sensor networks have been applied in modal identification tests 
[100]. Time synchronisation schemes have been developed for wireless sensors. 
Reference Broadcast Synchronisation (RBS) [101] and Timing-Sync Protocol for 
Sensor Networks (TPSN) [102] are two basic synchronisation methods for wireless 
sensors networks, which can provide time precisions in the order of microseconds. 
Time synchronisation algorithms specifically for wireless SHM sensors have also 
been developed [103].  
Asynchronisation issue caused by time shift among the sensors is a major concern in 
OMA tests when using wireless sensor networks. It often leads to errors in both the 
amplitude and phase of the identified mode shapes. This issue has been investigated 
in both laboratory and field test studies [104–107]. Some off-line synchronisation 
methods have been proposed trying to eliminate the effect of synchronisation-
induced errors in OMA after the structural response data are measured. A 
synchronisation method has been proposed to estimate the time shift based on the 
cross correlation between different measured data channels for well-separated mode 
case [108]. Dragos and Smarsly proposed an off-line synchronisation technique 
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based on the differences among the phase angles of the frequency components 
corresponding to the first mode [109].  
It is not easy to get synchronous data in real implementation. It often requires 
additional instruments and the setups need to be well planned to avoid extra logistics. 
Field test can be conducted in a more economical and efficient manner if OMA can 
be performed directly based on asynchronous data. This is the major motivation of 
this thesis. 
1.3 Objectives and outline 
The main objective of the research is to develop OMA methods that are capable of 
identifying the modal properties of structures based on asynchronous ambient data. 
An asynchronous data model with imperfect coherence is first proposed in order to 
quantitatively describe asynchronous data in OMA. Based on this model, a fast 
Bayesian modal identification method is developed. Zero coherence among the 
synchronous data groups is assumed in this method to facilitate analysis. It allows the 
most probable value of modal parameters as well as the associated identification 
uncertainties to be determined. A Bayesian modal identification method with general 
coherence has also been developed in this work, which strictly obeys the proposed 
asynchronous data model. Synthetic and laboratory data are used to verify the 
proposed asynchronous data model and the identification methods. Field ambient 
vibration tests are also conducted and the proposed methods are applied to perform 
OMA. Specifically, this thesis is organised as follows: 
In Chapter 2, the characteristics of asynchronous data are investigated through 
several laboratory experiments, which illustrate the potential issues encountered in 
OMA and help propose the asynchronous data model in the next chapter.  
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In Chapter 3, a probabilistic model for asynchronous ambient data is proposed 
inspired by the experimental findings in the last chapter. The model is conducive to 
analysis and modal identification while capturing key asynchronous properties 
through imperfect coherence in the frequency domain. The properties of the 
theoretical PSD matrix based on the asynchronous data modal are also investigated 
in this chapter.  
In Chapter 4, a fast Bayesian modal identification method for asynchronous data is 
developed based on the proposed asynchronous data model in Chapter 3. Balancing 
model simplicity and utility, zero coherence is assumed in this method, which allows 
a fast iterative procedure to be proposed. The method provides an efficient way to 
determine the most probable value of modal parameters based on asynchronous 
ambient data. The identification uncertainty of modal parameters is also investigated. 
In Chapter 5, a Bayesian modal identification method for asynchronous data with 
general coherence is developed. Compared to the fast algorithm proposed in Chapter 
4, this method strictly obeys the asynchronous data model without approximation. It 
also allows the synchronisation degree to be quantified. Computational difficulties 
are addressed and dimension of matrix computation involved is suppressed, which 
allows the most probable value of modal parameters to be determined in reasonable 
time.  
In Chapter 6, synthetic, laboratory and field data examples are presented to verify the 
consistency of the asynchronous data model and two modal identification methods 
proposed in previous chapters. 
In Chapter 7, the proposed modal identification methods are applied to modal 
identification of a full-scale ambient vibration test incorporating multiple setups, 
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illustrating their feasibility for field test applications. Challenges encountered in field 
instrumentation are also discussed. 
The thesis is concluded in Chapter 8 with suggestions for future work. 
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Chapter 2: Experimental Investigation 
of Asynchronous Data 
The characteristics of asynchronous data are investigated through several laboratory 
experiments. The results are presented in this chapter, which help propose the 
asynchronous data model in the next chapter. The first example investigates the 
actual sampling rate of a DAQ system, illustrating the synchronisation issue caused 
by the clock jitter. Asynchronous data will cause errors in the identified modal 
parameters when using conventional modal identification methods that assume 
synchronous data. This issue is investigated in the second example using a multi-
storey laboratory shear frame structure. Structure response data are measured in an 
asynchronous manner where multiple DAQ units are used without synchronisation. 
Modal identification has been conducted using a Bayesian FFT method for 
synchronous data and the identification results are compared with those identified 
based on synchronous data. In the third example, the behaviour of asynchronisation 
with measurement time is investigated based on the coherence of FFT data between 
two asynchronous data channels.  
2.1  Sampling interval of DAQ system 
The oscillator in a DAQ system can normally provide a high-precision time basis to 
control the data sampling procedure. However, the actual sampling interval may still 
have small variations due to the noise in the oscillator, which is caused by 
temperature, aging and other environmental variation [97]. Such variation is often 
referred as ‘clock jitter’. This is the main reason why simply controlling multiple 
DAQ units to start and finish recording at the same time will still cause 
synchronisation problems. The actual sampling intervals among the DAQ units are 
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not identical if they are running independently without synchronisation strategies. 
The clock jitter of the sampling clock in a DAQ unit is investigated in this example. 
The instrumented DAQ unit is cDAQ-9171 from National Instruments. The time 
accuracy of this DAQ unit is 50ppm (parts per million), which only gives the 
accumulated time error over a measurement duration (e.g., 50ms of time error over a 
measurement duration of 1000s). In this example, the actual time intervals of this 
DAQ unit during the sampling procedure are investigated. The DAQ unit is used to 
measure the triangle wave signals generated by a signal generator with an amplitude 
of 4V± . Signals with different frequencies are recorded, including [10 20 30 40 50 
60]Hz. For each type of signal, 900s of digital data are recorded with a sampling rate 
2048Hz. Based on the difference of two adjacent sampling points, the actual 
sampling interval between these two points can be estimated. 
Figure 2.1-1 shows the histograms of the actual sampling intervals estimated based 
on different frequencies of triangle wave signals. Small values are filtered out when 
plotting the graphs as these values are obtained when the two points are on opposite 
sides of the signal peak. It can be seen that the actual sampling intervals vary 
randomly and do not follow any specific distributions. Multiple trials have also been 
conducted and the distribution of the actual sample intervals also varies even for a 
certain triangle wave signal. The standard deviations of the sampling intervals are 
calculated. They are of the same order of magnitude (around 65 10 s-´ ) for all the 
measured signals, illustrating the time accuracy of the tested DAQ unit. 
The characteristics of clock jitter have also been investigated by other researchers 
and different clock jitter models have been proposed [97,110–112]. Although the 
investigation method in this example is different from other research, the results are 
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in agreement that the clock jitter cannot be simply modelled based on any specific 
probability distributions.  
 
Figure 2.1-1. Histogram of sampling intervals with different signals 
2.2  Effect of asynchronisation on OMA 
In this example, the effect of time synchronisation problems on the modal 
identification results is investigated using real asynchronous data. Modal properties 
are identified using an existing algorithm that assumes synchronous data and the 
associated issues are discussed.  
Consider a four-storey aluminium shear frame structure with a uniform storey height 
of 25cm and cm20cm30 ´  in plan (as shown in Figure 2.2-2). Piezoelectric 
accelerometers are distributed at the centre of each floor, measuring the structure 
response under ambient condition in the weak direction. Figure 2.2-3 shows the 
schematic diagram of the experimental setup. Sensor 1 to 4 are synchronised using 
one DAQ unit and Sensor 5 & 6 are synchronised using another. These two DAQ 
units are controlled to start and finish recording at the same time with a sampling 
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frequency of 2048Hz. The acceleration data measured from Sensor 1 to 4 is 
combined and referred as the synchronous data set. The data measured from Sensor 
{1,2,5,6} is combined and referred as the asynchronous data set, including two 
synchronous data groups. Thirty minutes of data are recorded and later decimated to 
256Hz for analysis. 
 
Figure 2.2-2. Four-storey laboratory shear frame model 
 
Figure 2.2-3. Experimental setup, laboratory shear frame model 
1
2
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Figure 2.2-4 and Figure 2.2-5 show the root PSD spectrum for the synchronous and 
asynchronous data sets, respectively. Spectral peaks can be found in the spectrum for 
both cases, suggesting potential modes in the measured data. However, these two 
spectra look similar to each other. It is hard to detect the time synchronisation issue 
solely from the PSD spectrum. Significant differences can be found in the singular 
value (SV, the eigenvalues of PSD matrix) spectrum. Figure 2.2-6 and Figure 2.2-7 
show the root SV spectrum for the synchronous and asynchronous data sets, 
respectively. For the synchronous case, the number of significant peaks in a 
resonance band reflects the number of modes in this band. In the root SV spectrum 
for the synchronous data set, there is only one significant peak within the resonance 
band of each mode, indicating five well-separated modes. This is not the case for the 
asynchronous data set, however. Two significant peaks can be found for each mode, 
which looks like there are two extremely close modes within the resonance band.  
 
Figure 2.2-4. Root PSD spectrum of synchronous data set, laboratory shear frame 
model 
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Figure 2.2-5. Root PSD spectrum of asynchronous data set, laboratory shear frame 
model 
 
 
Figure 2.2-6. Root SV spectrum of synchronous data set, laboratory shear frame 
model 
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Figure 2.2-7. Root SV spectrum of asynchronous data set, laboratory shear frame 
model 
Modal identification here focuses on these five modes shown in the spectrum. For 
both synchronous and asynchronous data sets, modal properties are identified using 
the Bayesian FFT method that assumes synchronous data [79,80]. The initial guess 
of natural frequencies and selected frequency bands for these modes are shown in 
Figure 2.2-7 with a circle and the symbol ‘[-]’, respectively. Same frequency bands 
and initial guesses are chosen for synchronous and asynchronous data sets. Table 
2.2-1 lists the identification results for these two data sets. The natural frequencies 
and damping ratios identified based on the asynchronous data set are close to those 
identified based on the synchronous data set. This is also the case for the modal force 
PSD. However, the prediction error PSDs identified based on the asynchronous data 
set are larger than their synchronous counterparts. This is a reflection of modelling 
error due to time synchronisation problems. Major discrepancies can be found in the 
identified mode shapes. Figure 2.2-8 shows the identified mode shapes for both 
synchronous (solid lines) and asynchronous data sets (squares). It can be seen that 
except the first mode, the relative directions of the mode shape on the third and 
fourth floor for the asynchronous data set are not correctly identified. There are also 
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errors in the identified mode shape values, especially on the first and second floor for 
Mode 1 and 2. 
Table 2.2-1 Identification results for synchronous and asynchronous data set 
Parameter Mode Synchronous Data Set Asynchronous Data Set 
( )Hz f  1 3.260 3.260 
 2 9.559 9.560 
 3 13.10 13.10 
 4 14.50 14.50 
 5 18.13 18.13 
(%) z  1 0.07 0.07 
 2 0.15 0.11 
 3 0.04 0.04 
 4 0.15 0.15 
 5 0.22 0.22 
 (μg/ Hz)S  1 0.89 0.89 
 2 0.76 0.50 
 3 1.03 1.00 
 4 1.21 1.19 
 5 0.83 0.77 
)Hzμg/( eS  1 54.1 78.2 
 2 28.1 54.4 
 3 25.1 58.6 
 4 23.5 24.9 
 5 22.0 29.1 
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Figure 2.2-8. Identified mode shapes (solid line: synchronous data; square: 
asynchronous data based on conventional method) 
It can be seen that the identified natural frequencies and damping ratios are not 
severely affected even when asynchronous data are (inappropriately) processed using 
a modal identification method that assumes synchronous data. The main error lies in 
the identified mode shapes, where both the relative scaling and directions among the 
synchronous data groups may be erroneously determined.  
2.3  Asynchronisation against measurement duration 
The asynchronisation characteristics in OMA against measurement duration are 
investigated in this example. Consider a one-storey shear frame. Three 
accelerometers are distributed at the centre of the first floor measuring the 
acceleration response of the structure in the weak direction (as shown in Figure 
2.3-9). The first sensor is used as the reference sensor. The second sensor is 
synchronised with the first sensor by connecting them to the same DAQ unit.  The 
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third sensor is connected to another DAQ unit. These two DAQ units are controlled 
to start and finish recording at the same time. One hour of ambient acceleration 
response of the structure is measured. The measured data from the first and second 
sensor are combined and referred as the synchronous data set while those from the 
first and third sensor are combined and referred as the asynchronous data set. The 
data are sampled at 2048Hz and decimated to 256Hz for analysis. 
 
Figure 2.3-9. Single-storey laboratory shear frame model with sensors 
Figure 2.3-10 shows the root SV spectrum for both synchronous and asynchronous 
data sets. Spectral peaks can be found around 10Hz in both cases, illustrating the 
presence of a mode. Similar to previous examples, there is only one spectral peak for 
the synchronous data set while multiple peaks can be found for the asynchronous 
data set. To investigate the characteristics of asynchronisation, the data are chopped 
into different measurement durations from the start for both cases. For each sequence 
of data, it is averaged over 10 non-overlapping segments to estimate the coherence of 
their FFT values around the resonance peak of the mode. Around the resonance peak 
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of the mode, the FFT of measured data is dominated by structural responses and the 
coherence between the data channels measuring the same DOFs can hence reflect the 
asynchronisation characteristics in the measured ambient data. In this experiment, the 
average coherence value is discussed based on the resonance frequency band selected 
as [10.1 10.3]Hz. 
(a) (b) 
Figure 2.3-10. Root SV spectrum of (a) synchronous and (b) asynchronous data 
 
Figure 2.3-11. Norm of coherence against measurement duration 
 
9 9.5 10 10.5 11 11.5
10
-4
10
-3
Frequency (Hz)
g/
Ö(
H
z)
9 9.5 10 10.5 11 11.5
10
-4
10
-3
Frequency (Hz)
g/
Ö(
H
z)
0 10 20 30 40 50 60
0.97
0.975
0.98
0.985
0.99
0.995
1
Measurement Duration (Mins)
C
oh
er
en
ce
 
 
Syn
Unsyn
Chapter 2: Experimental Investigation of Asynchronous Data 
 
31 
 
Figure 2.3-11 shows the norm of the coherence value against the measurement 
duration for both synchronous and asynchronous data set. It can be seen that the 
norm of the coherence is very close to 1 regardless the measurement duration of the 
data for the synchronous data set. However, there is a decrease for the asynchronous 
data set when the measurement duration increases, suggesting a decrease of the 
synchronisation degree between the two measured data channels. 
2.4  Discussion 
This chapter has illustrated the properties of asynchronous data based on several 
laboratory tests. It is shown that due to the clock jitter, the actual sampling interval of 
a DAQ unit varies randomly and does not follow any specific distributions. Using 
conventional OMA methods that assume synchronous data does not cause significant 
errors in identifying the natural frequencies and damping ratios when the measured 
data has time synchronisation problems. However, the mode shapes cannot be 
correctly identified by conventional methods with errors in the relative scaling and 
directions between different synchronous data groups. The coherence between two 
asynchronous data channels decreases with the increase of measurement duration, 
illustrating a decrease of the synchronisation degree between the channels. The 
experimental findings in this chapter provide some insights on the asynchronous data 
in OMA, which help propose the asynchronous data model in the next chapter. 
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Chapter 3: Modelling Asynchronous 
Data in OMA 
Motivated by the experimental findings in the last chapter, a mathematical model is 
proposed in this chapter for asynchronous data in OMA. Time synchronisation 
problem in the measured data normally results from two aspects, the initial time shift 
(start time) between data channels and the random time drifts due to ‘clock jitter’ 
(from the noise of individual time-measuring oscillators). The initial time shift can be 
detected and compensated using existing time delay estimation techniques [113,114]. 
This work focuses on the latter. Compared to the nominal sampling interval, the 
random time drifts are relatively small. However, it cannot be aligned after the digital 
data are sampled. Furthermore, the time errors caused by the drifts are accumulated 
over time, which leads to the non-stationary behaviour of the sampled asynchronous 
data [115,116]. Generally, modelling a non-stationary process is much more difficult 
compared to a stationary one. To balance simplicity and utility, a stationary 
stochastic model with imperfect coherence in the frequency domain is proposed for 
asynchronous ambient data in this work. It is conducive to analysis and modal 
identification while capturing key asynchronous characteristics within suitable time 
scales.  
Time histories of ambient vibration data look erratic as the structure is subjected to 
different excitation sources (e.g. wind, microtremor, cultural activities) with a variety 
of frequency characteristics. Working in the frequency domain provides an effective 
means where activities of different frequency characteristics can be analysed 
separately. Recall that minimising the NLLF involves calculating the inverse and 
determinant of the PSD matrix with different trials, it is necessary to investigate the 
eigenvalue and eigenvector properties of the PSD matrix so that its determinant and 
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inverse can be expressed in better forms to facilitate computations. The eigenvalues 
of the PSD matrix are also used to plot the ‘singular value (SV) spectrum’. 
Investigating the eigenvalue properties of PSD matrix helps gain more insights on 
detecting the number of modes and synchronisation issues in the frequency band. 
For instructional purposes, the ambient data model for synchronous data model is 
first reviewed in this section. The properties of the PSD matrix for synchronous data 
are also investigated, which will be later compared with their asynchronous 
counterparts in this chapter. The probabilistic model for asynchronous ambient data 
is then proposed and the characteristics of the corresponding PSD matrix are 
investigated. The proposed model provides a cornerstone for the Bayesian modal 
identification methods of asynchronous ambient data to be proposed in the following 
chapters. 
3.1  Properties of PSD matrix for synchronous data 
Without loss of generality, let the measured acceleration data be { }
1
Nn
j j
R
=
Îx&&  with n  
measured DOFs and N  sampling points in each data channel. It is assumed to 
consist of theoretical structural response jx&&  under ambient excitation and prediction 
error jε  due to measurement noise or modelling error: 
jjj εxx += &&&&ˆ  (8) 
Consider a frequency band dominated by a single mode, the FFT of measured data 
within the band can be modelled as: 
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k k kh= +φ ε&&F  (9) 
where φ is the mode shape and kh&&  denotes the FFT of modal response ( )th&& ; kε  is 
the scaled FFT of measurement noise. Assuming classically damped system, the 
modal response ( )th&&  follows the modal equation of motion: 
( ) ( ) ( ) ( )tpttt =++ hwhzwh 22 &&&  (10) 
where fpw 2= (rad/s); f (Hz) and z  are the natural frequency and damping ratio of 
the mode, respectively; ( )tp  is the modal force. In the resonance band of the mode, 
the modal force is normally modelled as a stationary process with a constant PSD S  
and measurement error as independent and identically (i.i.d.) Gaussian white noise 
with a constant PSD eS . Post-multiplying kF  in Eq.(9) by its conjugate transpose 
and taking expectation gives the theoretical PSD matrix: 
*E[ ] Tk k k k e nSD S= = +E φφ IF F  (11) 
where  
 ( ) ( )[ ] 1222 21 -+-= kkkD zbb  kk f f=b  (12) 
is the dynamic amplification factor. 
The PSD spectrum is a plot of the diagonal elements of kE  with frequency kf . A 
peak in the spectrum indicates the presence of a mode. However, it does not 
necessarily indicate the number of modes. For example, the PSD spectrum of two 
data channels measuring the same DOF has two almost identical peaks around the 
natural frequency of a single mode. The number of modes is reflected in the plot of 
eigenvalues of kE , conventionally referred as the SV spectrum. The eigenvalues are 
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related to dynamic amplification and eigenvectors to mode shapes. To see this, 
consider an orthonormal basis { }n
j
n
j RB 1=Î= a  with 
nRÎ=φa1  (assuming 1
2 =φ ). 
Using this basis, the identity matrix can be written as å ==
n
j
T
jjn 1
aaI . Substituting 
into Eq.(11) gives the eigenvector representation of kE : 
( ) {å
=
++=
n
j
T
jj
Eigenvalue
e
T
Eigenvalue
ekk SSSD
2
11 aaaaE 43421  (13) 
This indicates that, for a well-separated mode, the largest eigenvalue of the PSD 
matrix near the natural frequency is equal to ek SSD +  with eigenvector φ . The 
remaining ( )1-n  eigenvalues are all equal to eS ,  reflecting the noise level. In the 
general case where there can be more than one mode in the band, the number of 
eigenvalues significantly larger than the remaining ones indicates the dimension of 
the subspace spanned by the mode shapes, i.e., ‘mode shape subspace’ [79]. 
3.2  Probabilistic model for asynchronous data 
To model asynchronous data in OMA, recall Eq.(9) that applies for synchronous data. 
The same spectral properties can be assumed for the measurement noise kε  as they 
are independent regardless of synchronisation issue. The difference lies in the modal 
responses kh&& . For asynchronous data, the measured modal responses at different 
channels need not follow the same time variation because of the synchronisation 
problems.  
Assume that the test configuration on time synchronisation are given (i.e., the 
corresponding channels that uses the same sampling clocks are known), which is 
typically the case in real applications. Define a ‘synchronous data groups’ as a set of 
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data channels that record the structural responses based on the same sampling clock. 
Let gn  denote the total number of synchronous data groups in the whole 
measurement array. For the overall mode shape φ, let ini RÎu  ( )gni ,...,1=  denote 
the part of φ  measured by Group i  and kih&&  be the FFT of the associated modal 
acceleration responses, where in  is the number of measured DOFs in Group i . The 
FFT of measured asynchronous data now can be expressed as: 
k
knn
k
k
gg
ε
u
u
+
ú
ú
ú
û
ù
ê
ê
ê
ë
é
=
h
h
&&
M
&& 11
F  (14) 
The modal responses kih&&  among different synchronous data groups should still 
satisfy the modal equation of motion, i.e.,  
 ( ) ( ) ( ) ( )22i i i it t t p th zwh w h+ + =&& &  gni ,...,1=  (15) 
where ( )tpi  is the measured modal force associated with the i th synchronous data 
group. For synchronous data, ( )tpi  among different synchronous data groups would 
have been identical and hence kih&& . This is not the case for asynchronous data, 
however. Assume the same measurement duration for all the groups while the 
sampling clocks among different synchronous data groups run independently without 
synchronisation protocol. The measured modal force among these groups can be 
assumed as identically distributed, i.e.,  
 ( )*E ki kip p S=   gni ,...,1=  (16) 
such that 
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 ( )*E ki ki kSDh h =&& &&   gni ,...,1=  (17) 
The major difficulty lies in modelling the relationship among kih&&  as asynchronous 
data fundamentally is a non-stationary process. Balancing model simplicity and 
utility, a stationary stochastic model is proposed where the asynchronous nature of 
data among different groups is empirically modelled through imperfect coherence: 
( )
( ) ( )
*
* *
E
E E
ki kj
kij
ki ki kj kj
h h
c
h h h h
=
&& &&
&& && && &&
 (18) 
where Ckij Îc  ( 1£kijc ) is the coherence between i th and j th group at frequency 
kf . This model is justified for frequencies that are small compared to the reciprocal 
of the random time difference (drift) between the sampling clocks of different groups. 
The resulting PSD matrix for asynchronous data now can be written as: 
( )
1 1 12 1 2 1 1
* 21 2 1 2 2
1 1
E
g g
g g g g
T T T
k k n n
T T
k
k k k k e n
T T
kn n n n
SD S
c c
c
c
é ù
ê ú
ê ú= = +ê ú
ê ú
ê úë û
u u u u u u
u u u uE I
u u u u
L
M
M O M
L L
F F  (19) 
The diagonal partitions of the PSD matrix kE  for asynchronous data are the same as 
their synchronous counterparts (see Eq.(11)), which do not reveal the asynchronous 
nature of data. The latter is reflected in the off-diagonal partitions through the 
coherence parameters { }kijc . The eigenvalue properties of kE  for asynchronous data 
will be investigated in the next section. 
3.3  Properties of PSD matrix for asynchronous data 
The eigenvalues and eigenvectors of the PSD matrix for asynchronous data are 
investigated in this section. It also helps express the determinant and inverse of the 
Chapter 3: Modelling Asynchronous Data in OMA 
 
38 
 
PSD matrix in better forms that can facilitate computations when developing modal 
identification algorithms for asynchronous ambient data.  
Define a matrix gg nnk C
´ÎC  that contains the norm of partial mode shapes and 
coherence values among the synchronous data groups: 
{ } { }
ú
ú
ú
ú
ú
û
ù
ê
ê
ê
ê
ê
ë
é
=
=
==
gggg
gg
gg
nnnkn
k
nnkk
n
iik
n
iik
diagdiag
uuuu
uuuu
uuuuuu
uχuC
LL
MOM
M
L
11
221221
11211211
11
c
c
cc
 (20) 
where { } gniidiag 1=u  denotes a diagonal matrix with entries { } g
n
ii 1=
u  and kχ  denotes a 
gg nn ´  matrix with ( )ji,  entry kijc .  The PSD matrix for asynchronous data then can 
be expressed in a structured form as: 
T
k k k e nSD S= +E UC U I  (21) 
where gn nR ´ÎU  is a block-diagonal matrix formed by the normalised partial mode 
shapes { } gniii 1/ =uu : 
ú
ú
ú
û
ù
ê
ê
ê
ë
é
=
gg nn
uu
uu
U
/
/ 11
O  (22) 
Let { } gniki 10 =³l  and [ ]{ } ggg ninTiknikki Ccc 11 ,, =Î= Lc  be the eigenvalues and eigenvectors 
(with unit norm) of kC . Then 
å== g
n
i kikikik 1
*ccC l  (23) 
Substituting Eq.(23) into Eq.(21) gives: 
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å
=
+=
gn
i
nekikikikk SSD
1
* IααE l  (24) 
where 
 
1
1
1
g
g
g
k i
ki ki
n
kn i
n
c
c
é ù
ê ú
ê ú
ê ú
= = ê ú
ê ú
ê ú
ê ú
ë û
u
u
α Uc
u
u
M  gni ,...,1=  (25) 
Using 
gn
T IUU =  and the orthonormal properties of { } gniki 1=c , i.e., * 1ki ki =c c and 
0* =kjkicc  )( ji ¹ , it is easy to see that { } gniki 1=α  form an orthonormal basis in a gn -
dimensional subspace of nC . Define an orthonormal basis { }niki 1=a  in nC  where 
kiki αa =  ( gni ,...,1= ) and let { }
n
niki g 1+=
a  be an orthonormal basis in the orthogonal 
complement of this subspace. Note that å ==
n
i kikin 1
*aaI , the eigenvector 
representation of kE  is then given by: 
( ) {å å
= +=
++=
g
g
n
i
n
ni
kiki
Eigenvalue
ekiki
Eigenvalue
ekikk SSSD
1 1
** aaaaE 44 344 21 l
 (26) 
The determinant and inverse of kE  then can be expressed as: 
( )Õ
=
- +=
g
g
n
i
ekik
nn
ek SSDS
1
det lE  (27) 
and 
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( ) åå
+=
-
=
-- ++=
n
ni
kikie
n
i
kikiekikk
g
g
SSSD
1
*1
1
*11 aaaaE l  (28) 
The foregoing results illustrate the differences between synchronous and 
asynchronous data in the frequency domain. As shown in Eq.(13), there is only one 
significant eigenvalue ek SSD +  for synchronous data, indicating only one spectral 
peak around the resonance band of the mode in the SV spectrum. The remaining ones 
are all equal to eS , which reflect the noise level of measured data. The eigenvector 
corresponding to this eigenvalue directly gives the global mode shape φ.  
This is not the case for asynchronous data, however. There are gn  significant 
eigenvalues { } gniekik SSD 1=+l  of the PSD matrix for asynchronous data. Due to the 
common dynamic amplification factor kD , gn  spectral peaks with the same 
frequency variation can be found in the SV spectrum for asynchronous data, which 
appear as several extremely close modes with almost identical damping. These 
eigenvalues are also proportional to { } gniki 1=l  (eigenvalues of kC  in Eq.(20)), which 
depend non-trivially on the coherence kijc  between different groups and the norms 
of the partial mode shapes { } gnii 1=u .  
Finally, the global mode shape cannot be directly obtained based on the eigenvectors 
of the PSD matrix for asynchronous data. According to Eq.(25), the partition of the 
eigenvectors kiα  regarding to a particular synchronous data group j  can still give the 
normalised partial mode shape jj uu / .  However, the relative scaling between the 
partial mode shapes depends in a non-trivial manner on { } gniki 1=c  (the eigenvectors of 
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kC ). The latter varies with the norm of partial mode shapes { } gnii 1=u  as well as the 
coherence kχ .  
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Chapter 4: Bayesian Method with Zero 
Coherence Assumption 
Based on the proposed asynchronous data model in the last chapter, a fast Bayesian 
modal identification method for asynchronous ambient data with zero coherence 
assumption is proposed in this chapter. Determining the most probable value of 
modal parameters requires minimising the NLLF, which involves the computation of 
the inverse and determinant of the theoretical PSD matrix kE  in Eq.(19) for different 
trials of modal parameters θ . As is typical in developing efficient modal 
identification algorithms, it is better to express these two terms in analytically 
tractable forms to facilitate computations instead of resorting to brute-force 
numerical optimisation. As shown in the last section, the inverse and determinant of 
the PSD matrix kE  for asynchronous data depend in a non-trivial manner on the 
coherence values among different synchronous data groups. It is difficult to express 
their analytical forms with respect to modal parameters directly. Balancing model 
simplicity and utility, zero coherence among different synchronous data groups is 
assumed for the proposed method in this chapter to facilitate computation. Based on 
this assumption, a fast iterative procedure is developed for determining the most 
probable value of modal parameters based on asynchronous ambient data. The 
analytical expressions of the posterior covariance matrix (inverse of the Hessian of 
NLLF) are also derived, which allows the identification uncertainty of modal 
parameters to be quantified.  
 
 
Chapter 4: Bayesian Method with Zero Coherence Assumption 
 
43 
 
4.1  Formulation of the NLLF 
Recall the theoretical PSD matrix for asynchronous data in Eq.(19) and assume zero 
coherence between different synchronous data groups, the coherence matrix kχ  now 
becomes an identity matrix and the resulting kE  has a block-diagonal form given by 
ú
ú
ú
ú
ú
û
ù
ê
ê
ê
ê
ê
ë
é
=
kn
k
k
k
g
E00
0
E0
00E
E
L
OM
M
L
2
1
 (29) 
where 
inei
T
iiikik ScSD IuuE +=  (30) 
and 
i
i
i u
uu =  (31) 
2
iic u=  (32) 
The determinant and inverse of kE  can be expressed in terms of ikE  as 
Õ
=
=
gn
i
ikk
1
)det()det( EE  (33) 
ú
ú
ú
ú
ú
û
ù
ê
ê
ê
ê
ê
ë
é
=
-
-
-
-
1
1
2
1
1
1
kn
k
k
k
g
E00
0
E0
00E
E
L
OM
M
L
 (34) 
Substituting Eq.(33) and Eq.(34) into the NLLF in Eq.(6), the resulting NLLF now 
can be given by: 
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å
=
=
gn
i
iLL
1
 (35) 
with 
( )( ) * 1ln deti ik ik ik ik
k k
L -= +å åE EF F  (36) 
where ikF  is the corresponding partition of kF  for the i th synchronous group. 
Note that ikE  has a similar form of kE  for synchronous data, its determinant and 
inverse can be expressed by its eigenspace decomposition. Define an orthonormal 
basis { }
1
i
i
nn
j j
B R
=
= Îa where 1 ini R= Îa u  and let { } 2
i
i
nn
j j
R
=
Îa  be an orthonormal 
basis in the orthogonal complement of the subspace spanned by 1a . Using this basis, 
the identity matrix can be expressed as 1
i
i
n T
n j jj=
= åI a a  and ikE  can be given by 
( ) {1 1
2
in
T T
ik k i e e j j
j EigenvalueEigenvalue
SD c S S
=
= + + åE a a a a14243  (37) 
The determinant of ikE  is simply the product of the eigenvalues, i.e.,  
( ) ( ) 1det inik k i ei eiSD c S S -= +E  (38) 
and inverse of ikE  has the same eigenvectors but reciprocal of eigenvalues: 
( ) Tiiikeieineiik cSDSSS uuIE 1111 /1 ---- +-=  (39) 
Substituting Eq.(38) and Eq.(39) into Eq.(36) gives the resulting NLLF as: 
( ) ( ) ( )iiTiiei
k
eiikeifii dSScSDSNnL uAu-+++-=
-å 1lnln1  (40) 
where 
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å=
k
ikikid FF
*  (41) 
and 
( )å -+=
k
ikikeii cSDS DA
1/1  (42) 
*
ikikik FF=D  (43) 
  
4.2  Fast algorithm for most probable value 
Based on the NLLF with zero coherence assumptions, a fast modal identification 
algorithm is proposed in this section for efficient determination of the MPV of modal 
parameters. Some of the parameters in the NLLF are subjected to constraints. Instead 
of applying these constraints into the optimisation procedure using numerical 
techniques (e.g., Lagrange multiplier), a parameterisation scheme is first proposed to 
automatically take care of the constraints. As the NLLF is a quadratic form of the 
partial mode shape iu  for each synchronous group, the MPV of the partial mode 
shape iu  can be obtained by solving eigenvalue problems given the remaining 
parameters. This leads to an iterative procedure to be proposed. The resulting 
identification algorithm effectively suppresses the growth of computational effort 
with the increase of the measured DOFs n , which provides a fast estimation of the 
modal parameters.  
4.2.1 Unconstrained parameterisation 
First, consider the square norm of partial mode shapes { } 1
gn
i i
c
=
, it is subjected to the 
unit norm constraint from the global mode shape φ, i.e, 
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2 2
1 1
1
g gn n
i i
i i
c
= =
= = =å å u φ  (44) 
Optimising { }ic  directly with the constraints through Lagrangian involves solving 
nonlinear equations. To see this, applying a Lagrange multiplier q that enforces the 
constraint in Eq.(44), the resulting NLLF is given by 
( ) ( ) ( ) ÷÷
ø
ö
çç
è
æ
-+ú
û
ù
ê
ë
é
-+++-= åå å
==
- 1lnln1
11
1
gg n
i
i
n
i
ii
T
iiei
k
eiikeifi cqdSScSDSNnJ uAu  (45) 
The gradient of J  with respect to ic  can be expressed as 
q
dc
dS
SD
Sc
dc
dJ
k
i
i
iT
iei
k
ei
i
i
+-÷÷
ø
ö
çç
è
æ
+= å -
-
uAu1
1
 (46) 
where 
( )å -- +=
k
ikikeii
k
ei
i
i cSDSc
SD
S
dc
d DA 22 /1  (47) 
The MPV of { }ic  should be obtained by solving 0/ =idcdJ  using Eq.(46). Since 
/dJ dc  depends on ic  in a nonlinear manner, it is hard to express the MPV of ic  in 
terms of the remaining parameters explicitly. In view of this, a parameterisation 
scheme is adopted that transfer the scaling of the modal force PSD to { }ic  such that 
the resulting parameters are unconstrained. Specifically, let 
 ii ScS =  gni ,...,1=  (48) 
The NLLF now can be expressed as 
( ) ( ) ( )iiTiiei
k
eikieifii dSSDSSNnL uAu-+++-=
-å 1lnln1  (49) 
where 
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( )å -+=
k
ikkieii DSS DA
1/1  (50) 
4.2.2 Most probable partial mode shapes 
To obtain the MPV of normalised partial mode shapes { }iu , the term 
( )1 Tei i i i iS d- - u A u  in the NLLF needs to be optimised with the unit norm constraints, 
i.e., 
 1=iu  gni ,...,1=  (51) 
Note that the term is a quadratic form with respect to iu , this can be done by 
applying the constraints into Eq.(49) using Lagrange multiplier. Specifically, 
( ) ( ) ( ) ( )11 ln ln 1T Ti i f ei i k ei ei i i i i i i i
k
J n N S S D S S d q-= - + + + - + -å u A u u u  (52) 
where iq  is the Lagrange multiplier that enforces the unit norm constraints of iu . 
Setting the gradient of the function iJ  with respect to iu  equal to zero gives 
i i i iq=A u u  (53) 
This is a standard eigenvalue problem. To minimise the NLLF, it follows that the 
MPV of iu  is the eigenvector of iA  with the largest eigenvalue.  
4.2.3 Iterative procedure 
Based on the analysis in the previous section, the MPV of the partial mode shapes 
{ }iu  can be obtained analytically in terms of the remaining parameters and vice-
versa. This leads to an iterative procedure to be proposed. Since the partial mode 
shapes can be obtained by solving an eigenvalue problem, the computational effort of 
this iterative procedure is insensitive to the measured DOFs n . The parameter set θ  
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to be optimised now includes { } { }, , ,i eif S Sz  and { }iu . Note that f  and z  are 
common to all iL . They are the only parameters that connect the NLLF of different 
groups and need to be optimised using L in Eq.(35). The MPV of iS  and eiS  can be 
determined within each synchronous group by minimizing iL only. The MPV of iu  
can be obtained with respect to other parameters by calculating the eigenvector of 
iA  with the largest eigenvalue for each asynchronous group i . After obtaining the 
MPV of iS , the MPV of S  and { }ic  can be recovered. Specifically, 
å
=
=
gn
i
iSS
1
ˆˆ  (54) 
and 
S
Sc ii ˆ
ˆ
ˆ =  (55) 
For 1,..., gi n= . Here, a hat ‘^’ denotes MPV. 
The MPV of global mode shape can be recovered based on the MPV of { }ic  and 
{ }iu  as 
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iii
cs
cs
cs
u
u
u
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ˆ
111
M
M
 (56) 
Here, 1±=is  is the relative direction between different partial mode shapes. Due to 
the zero coherence assumption, the local modes shapes { }iu  are optimised within 
each synchronous group and the relative direction among these partial mode shapes 
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are not identified. That is, iu+  and iu-  give the same value in the NLLF. In 
practice, the relative direction { }is  can be empirically determined, e.g., spatial 
continuity of mode shapes. Of course, for complicated modes (e.g., modes with high 
natural frequencies) this may not be easy. This is one fundamental limitation of 
asynchronous data with the zero coherence assumption. 
4.2.4 High signal-to-noise asymptotics 
In this section, the asymptotic behaviour of the MPV of some modal parameters is 
investigated under high signal-to-noise ratio (SNR) conditions. It provides a rough 
estimation of the modal parameters that can be used as initial guesses for the 
proposed iterative procedure. High SNR refers to the condition when the PSD of 
modal responses is much larger than that of the prediction error. Specifically,  
 1// >>== eiikeikiki ScSDSDSg  gni ,...,1=  (57) 
This is the standard SNR scaled by 2iic u= .  Under this condition, 
[ ] [ ] 1~1~1/1 1111 ---- -+=+ kikikiei DSS gg  (58) 
Here ~  denotes ‘asymptotically equivalent to’. The zeroth order approximation of 
iA  in Eq.(50) now can be given by 
i
N
k
ikiki
f
0
1
*~ AA =å
=
FF  (59) 
which can be obtained directly based on the measured FFT data. In this context, the 
high SNR asymptotic MPV of the partial mode shapes { }iu  can be determined as the 
eigenvector of i0A  with the largest eigenvalue (scaled to unit norm).  
Chapter 4: Bayesian Method with Zero Coherence Assumption 
 
50 
 
Now consider the first order approximation of iA : 
[ ] åå
=
--
=
-=-
ff N
k
ikkieii
N
k
ikikkieii DSSDSS
1
11
0
1
*/1~ DAA FF  (60) 
Substituting Eq.(60) to the NLLF in Eq.(49) gives: 
( ) ( ) ( )[ ]{ }
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uDu
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 (61) 
It can be seen that iS  and eiS  are of the form ln /x a x+  in the first and second 
braces of the resulting NLLF iL . This form has a unique minimum of 1 ln a+  at 
x a= , which yields the high SNR asymptotic MPV of iS  and eiS  as 
( ) ( )ˆ ~ / 1ei i i fS d d n N¢- -  (62) 
and 
å
=
--
fN
k
iikk
T
ifi DNS
1
11~ˆ uDu  (63) 
Here 0
T
i i i id¢ = u A u , which is the maximum eigenvalue of 0iA . 
4.2.5 Summary of procedure 
Based on the previous analysis, the procedure for determining the MPV of modal 
parameters can be summarised as follow. When updating certain parameters, the 
remaining ones are kept at their current value during iteration. 
Step I. Initial Guess 
1) Calculate the FFT of the measured data and plot the singular value spectrum. 
2) Select the frequency band for the mode of interest. 
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3) Select the initial guess of f  from the singular value spectrum and set the 
initial guess of z  as 1%. 
4) Calculate the initial guess of { }iu  as the eigenvector with the largest 
eigenvalue of i0A  in Eq.(59). 
5) Calculate the initial guess of { },i eiS S  using Eq.(63) and Eq.(62) respectively. 
Step II. Iteration Phase 
6) Update { }z,f  by minimising L in Eq.(35). 
7) Update { },i eiS S  by minimising iL  in Eq.(49). 
8) Update { }iu  as the eigenvector of iA  in Eq.(50) with the largest eigenvalue. 
Repeat Steps 6) to 8) until convergence. 
Step III. MPV of S  and φ 
9) Calculate the MPV of S  and { }ic  based on the MPV of iS  using Eq.(54) and 
Eq.(55). 
10) Calculate the MPV of φ based on the MPV of { }ic  and { }iu  using Eq.(56). 
4.3  Posterior uncertainty 
In a Bayesian context, the identification uncertainty of modal parameters can be 
quantified in terms of the posterior (i.e., given data) covariance matrix. For modal 
identification problems which are globally identifiable, the posterior covariance 
matrix is approximated by the inverse of Hessian of the NLLF. The Hessian matrix 
of the NLLF is a symmetric matrix containing the second derivatives with respect to 
the modal parameters { }{ }φθ ,,,, 1gnieiSSf == z . The analytical expressions of these 
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derivatives will be derived in this section, allowing an accurate and efficient 
determination of the identification uncertainty of modal parameters without resorting 
to finite difference methods. 
Recall the NLLF in Eq.(40), it depends on the global mode shape φ through ic  and 
iu . To investigate the identification uncertainty of φ , it is better to express the 
NLLF explicitly in terms of φ  to facilitate analysis. Define a selection matrix 
nn
i
iR ´ÎL  so that the partial mode shape iu  can be expressed as φLi . The ( )kj, -
entry of iL  is equal to 1 if DOF k  is measured by the j th channel in the i th 
synchronous group, and zero otherwise. Then ic  and iu  can be expressed in terms 
of φ: 
φLLφφL i
T
i
T
iic ==
2  (64) 
( ) φLφLLφ
φL
φLu ii
T
i
T
i
i
i
2/1-
==  (65) 
The unit norm constraint of the global mode shape (i.e., 12 == φφφ T ) needs to be 
accounted when deriving the derivatives of the NLLF. To preserve this constraint 
automatically, φ in the NLLF is replaced by its normalised counterpart, i.e., 
φφφ 1-=  (66) 
Substituting Eq. (64) and (65) into the NLLF in Eq.(40) and replacing φ by φ  in 
Eq.(66), the NLLF is now given by 
( )
φφ
φAφ
φφ
φL
T
Tn
i
n
i
iei
k
eiT
i
k
n
i
eifi
g gg
dSSSDSNnL
¢
-+
÷
÷
ø
ö
ç
ç
è
æ
++-= å ååå
= =
-
= 1 1
1
2
1
lnln1  (67) 
where 
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å å
=
-
-
÷
÷
ø
ö
ç
ç
è
æ
+=¢
gn
i
iik
T
i
k k
ei
T
i
ei SD
SS
1
12
1 LDL
φφ
φL
A  (68) 
Since the resulting NLLF does not depend on the scaling of the global mode shape φ, 
its Hessian at the MPV of modal parameters is singular along the direction of φ [78]. 
This singularity is immaterial to posterior uncertainty because mode shape 
uncertainty is by definition orthogonal to such direction. The posterior covariance 
matrix can be obtained by calculating the ‘pseudo-inverse’ of the Hessian. This can 
be done through the eigenvector representation of the Hessian matrix ignoring its 
singular component (i.e., zero eigenvalue and the corresponding eigenvector). Let 
{ } ql nii 1=  and { } qq nini R 1=Îw  be the eigenvalues (in ascending order) and eigenvectors of 
the Hessian of the NLLF at MPV, respectively. Here, nq  is the number of modal 
parameters. Then 1 0l =  (singularity due to norm constraint) and  
å
=
=
q
l
n
i
T
iiiL
2
wwH  (69) 
The posterior covariance matrix C  is given by the inverse of LH , which has the 
same eigenvectors but reciprocal of eigenvalues: 
å
=
-=
q
l
n
i
T
iii
2
1 wwC  (70) 
4.3.1 Derivatives of the NLLF 
The analytical expressions for the derivatives of the NLLF are obtained by direct 
differentiation of Eq.(67). The NLLF is first rewritten with respect to ika , ikb  and 
ikp  to facilitate analysis: 
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( ) å å ååå
= =
-
=
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ø
ö
ç
è
æ
-++-=
g gg n
i
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i k
ikikikei
k
ik
n
i
eifi padSbSNnL
1 1
1
1
lnln1  (71) 
where 
12 -
÷
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ik SD
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(72) 
eiT
i
kik SSDb += φφ
φL 2
 (73) 
φφ
φLDLφ
T
iik
T
i
T
ikp =  (74) 
The derivatives of ika , ikb  and ikp  appear frequently in the derivatives of the NLLF, 
whose expressions will be presented later. In the following, a superscripted symbol 
denotes the derivative with respect to that variable.  
Auto-derivatives 
( ) ( )( ) ( )å å åå
= =
- ÷
ø
ö
ç
è
æ
-=
g gn
i
n
i k
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ff
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k
ff
ik
ff paSbL
1 1
1ln  (75) 
(similar expression for ( )zzL  and ( )SSL ) 
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( ) ÷
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Cross derivatives 
( ) ( )( ) ( )å å åå
= =
- ÷
ø
ö
ç
è
æ
-=
g gn
i
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i k
ik
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ikei
k
f
ik
f paSbL
1 1
1ln zzz  (78) 
(similar expressions for ( )fSL  and ( )SL z ) 
( ) ( )( ) ( ) ( )ååå -- +-=
k
ik
f
ikei
k
ik
fS
ikei
k
fS
ik
fS paSpaSbL eieiei 21ln  (79) 
(similar expressions for ( )eiSL z  and ( )eiSSL ) 
( ) ( )( ) ( ) ( ) ( )å åå å åå
=
-
= =
- --=
gg g n
i k
ik
f
ikei
n
i
n
i k
ik
f
ikei
k
f
ik
f paSpaSbL
1
1
1 1
1ln φφφφ  (80) 
(similar expressions for ( )φzL  and ( )φSL ) 
( ) ( )( ) ( ) ( ) ( )
( ) ( )
1
2
ln eiei ei eiSS S Sik ei ik ik ik ik
k k k
ei ik ik ik ik
k k
L b S a p a p
S a p a p
-
-
æ ö
= - +ç ÷
è ø
æ ö
+ +ç ÷
è ø
å å å
å å
φφ φ φ
φ φ
 (81) 
Derivatives of ika  
Note that ika  is in the form of 
1-x . It is easier to evaluate the derivatives of its 
reciprocal 1-ika . For any two parameters 1x  and 2x  in { }{ }φ,,,, eiSSf z , 
( ) ( )( )11 12 xikikxik aaa --=  (82) 
and 
( ) ( )( )( )( ) ( )( )212121 121132 xxikikxikxikikxxik aaaaaa --- -=  (83) 
Specifically, the second derivative of ika  with respect to φ is given by 
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( ) ( )( )[ ] ( )( ) ( )( )φφφφφφ 121132 --- -= ikikikTikikik aaaaaa  (84) 
The first and second derivatives of 1-ika  are given in Table 4.3-1 and Table 4.3-2, 
respectively. The expressions involve the derivatives of kD , which are presented 
later. 
Table 4.3-1 First derivatives of 1-ika  
 =x  z,f  S  eiS  φ 
( )( )xika 1-   ( )
( )x
k
ei D
S
S 1-  
k
ei
DS
S
2-  
kSD
1  
( )2
222
φφ
φLφ
φφ
LLφ
T
i
T
T
i
T
i
T
-  
 
Table 4.3-2 Second derivatives of 1-ika  
( )( )xyika 1-  =y  z,f  S  eiS  φ 
=x       
z,f   ( )( )xykei DS
S 1-  ( )( )xkei DS
S 1
2
--  ( )( )xkDS
11 -  0  
S    
k
ei
DS
S
3
2  
kDS
2
1
-  0  
eiS   sym.  0 0  
φ     See note 
Note: ( )( )
( ) ( ) ( ) ( ) nT
i
T
T
i
T
i
T
i
T
T
i
T
i
T
T
i
T
i
ika I
φφ
φL
φφ
φφLL
φφ
φLφφ
φφ
LLφφ
φφ
LLφφ
2
2
23
2
2
1 24842 --+-=- . 
Derivatives of ikbln  
The derivatives of ikbln  can be expressed through those of ikb , which is easier to 
derive. For any two parameters 1x  and 2x  in { }{ }φ,,,, eiSSf z , 
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Specifically, the second derivative of ikbln  with respect to φ is given by 
( )( ) ( )( ) ( ) ( )φφφφφφ ik
ik
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T
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ik
ik bb
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b
b 11ln
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ø
ö
çç
è
æ
-=  (87) 
The first and second derivatives of ikb  are given in Table 4.3-3 and Table 4.3-4, 
respectively. The expressions involve the derivatives of kD , which are presented 
later. 
Table 4.3-3 First derivatives of ikb  
 =x  z,f  S  eiS  φ 
( )x
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Table 4.3-4 Second derivatives of ikb  
( )xy
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φ     See note 
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Derivatives of ikp  
The first and second derivatives of ikp  with respect to the global mode shape φ are 
given by 
( )
( )2
22
φφ
φφLDLφ
φφ
LDLφφ
T
T
iik
T
i
T
T
iik
T
i
T
ikp -=  (88) 
( )
( )
( )
( )
( ) ( )22
32
24
842
φφ
φILDLφ
φφ
φφLDL
φφ
φLDLφφφ
φφ
LDLφφ
φφ
LDLφφ
T
niik
T
i
T
T
T
iik
T
i
T
iik
T
i
TT
T
iik
T
i
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iik
T
i
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+-=
 (89) 
Derivatives of kD  
The derivatives of ika , ikb  involve the first and second derivatives of kD , whose 
expressions are presented here. It is easier to express its derivatives with respect to 
the derivatives of its reciprocal 1-kD . In general, for any two variables 1x  and 2x : 
( ) ( )( )11 12 xkkxk DDD --=  (90) 
( ) ( )( )( )( ) ( )( )212121 121132 xxkkxkxkkxxk DDDDDD --- -=  (91) 
The derivatives of 1-kD  with respect to f  and z  are given by 
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( )( ) ( )[ ]2311 214 zbb --= -- kkkfk fD  (92) 
( )( ) 21 8 kkD zbz =-  (93) 
( )( ) [ ]2221 2134 zb +-= -- kkffk fD  (94) 
( )( ) 21 8 kkD bzz =-  (95) 
( )( ) kkfk fD zbz 11 16 -- =  (96) 
4.3.2 Dimensionless scaling 
The modal parameters have different units and hence different order of magnitude in 
the NLLF. Different entries in the Hessian matrix will have large disparities in the 
order of magnitude. The computation of the inverse of the Hessian is ill-conditioned. 
To address this problem, the entries of the Hessian matrix can be normalised by the 
corresponding MPV of modal parameters before calculating the inverse. Let 
];;...;;;;[ 1 φθ gene SSSf z=  denote the vector of modal parameters and 
]ˆ;...;ˆ;ˆ;ˆ;ˆ[ˆ 1 gene SSSf z=θ  denote the vector of MPVs except for the global mode 
shape. Define the dimensionless vector  
Tθa =  (97) 
where 
{ }
ú
ú
û
ù
ê
ê
ë
é
=
-
n
diag
I
θT
1ˆ
 (98) 
Except for the mode shape (which already have unit norm), the entries of  a  are the 
ratio of the modal parameters to the corresponding MPVs, which are dimensionless. 
The dimensionless form of the Hessian matrix then can be expressed with respect to 
a  at MPV as: 
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1--=¢ THTH L
T
L  (99) 
The pseudo-inverse of L¢H  is also dimensionless and its diagonal entires now give 
directly the square of coefficient of variation (c.o.v.) of the corresponding modal 
parameters.  
4.3.3 Summary of procedure 
Based on the previous analysis, the procedure for determining the identification 
uncertainty of modal parameters can be summarised as follow. 
1) Calculate the entries of the Hessian matrix based on the derivatives of the 
NLLF in Section 4.3.1 with the help of the derivatives of ika , ikb  and 
ikp . 
2) Assemble the Hessian matrix LH  and calculate its dimensionless form 
L¢H  using Eq.(99). 
3) Perform eigenvector decomposition of L¢H  and calculate the posterior 
covariance matrix C  (pseudo-inverse of L¢H ) using Eq.(70). 
4) The posterior c.o.v. of modal parameters can be directly obtained from 
the square root of the corresponding diagonal term of the posterior 
covariance matrix. 
5) The posterior c.o.v. of the overall mode shape φ can be expressed as the 
square root sum of the eigenvalues of its covariance matrix, equal to the 
corresponding partition in the full posterior covariance matrix [117].  
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Chapter 5: Bayesian Method with 
General Coherence Assumption 
A Bayesian modal identification method with zero coherence assumption has been 
proposed in the last Chapter. It provides a quick estimation of modal parameters 
using asynchronous ambient data. In this chapter, a Bayesian modal identification 
method with general coherence assumption is proposed, which strictly obeys the 
asynchronous data model. As mentioned previously, the theoretical PSD matrix for 
asynchronous ambient data depends on the coherence values among different 
synchronous groups in a non-trivial manner. The optimisation procedure based on 
the original formulation turns out to be computationally non-trivial and ill-
conditioned. Efficient strategies for numerical optimisation are proposed, which 
significantly suppress the dimension of matrix computation involved. An iterative 
scheme is then developed, which allows the MPV of modal parameters as well as 
coherence values to be determined efficiently. Although more computational effort is 
expected compared to the Bayesian method with zero coherence assumption, the 
method proposed in this chapter provides a more robust means to identify the modal 
parameters and quantify the asynchronous degree among different synchronous data 
groups from asynchronous ambient data without extra modelling error involved.  
5.1 Computational difficulties and solving strategies 
The MPV of modal parameters are determined by minimising the NLLF, which 
involves computation of the determinant and inverse of the theoretical PSD matrix 
kE  repeatedly with different trails of θ . The eigenvalue and eigenvector properties 
of the theoretical PSD matrix kE  based on the asynchronous data model with the 
general coherence assumption (see Eq.(26)) depend on the coherence values in a 
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non-trivial manner. It is difficult to express the determinant and inverse of kE  in 
analytically tractable forms. The computation of these two terms is also ill-
conditioned. In the resonance frequency band of the mode, the modal response (first 
term in Eq.(19)) is normally much larger than the prediction error (second term in 
Eq.(19)). kE  is close to be singular with a rank of at most gn . It is better to express 
kE  in better forms to address the foregoing computational difficulties and facilitate 
analysis.  
First rewrite kE  in Eq.(19) as 
T
k k e nSD S= +E UCU I  (100) 
where 
{ } { }1 1
g gn n
i ii i
diag diag
= =
=C u χ u  (101) 
The coherence matrix χ  is assumed to be constant (hence C ) within the selected 
frequency band, which is justified when the band is not wide (typical in real 
applications).  
Define a condensed form gnk C¢ ÎE  as  
gk k e n
SD S¢ = +E C I  (102) 
Similar to the case of kE , the determinant and inverse of k¢E  can be given by 
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( )
1
det
gn
k k i e
i
SD Sl
=
¢ = +ÕE  (103) 
( ) 11 *
1
gn
k k i e i i
i
SD Sl --
=
¢ = +åE c c  
(104) 
The determinant and inverse of kE  now can be expressed in terms of k¢E  as 
k
nn
ek
gS EE ¢= - detdet  (105) 
( )TnneTkk gS UUIIUEUE -+¢= --- 111  (106) 
Substituting Eq.(105) and Eq.(106) into the NLLF in Eq.(6), it now can be written as 
( ) ( ) ( )1 * 1ln ln detg f e k e k k k
k k
L n n N S S d d- -¢ ¢ ¢ ¢ ¢= - + + - +å åθ E EF F  (107) 
where 
*
kkd FF=  (108) 
kkd FF ¢¢=¢
*  (109) 
k
T
k FF U=¢  (110) 
The dimension of the matrix computation involved in the resulting NLLF has now 
been suppressed to gn  (the number of synchronous data groups), which is smaller 
than n  (the number of measured DOFs) in the initial NLLF. The condensed form 
k¢E  has full rank so the computation of its inverse and determinant is well-defined. 
Based on this NLLF, the MPV of modal parameters are investigated and an iterative 
scheme will be proposed.  
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5.2 Most probable value of modal parameters 
In this section, the MPV of modal parameters are investigated, which allows an 
iterative scheme to be proposed. First, consider the MPV of normalised mode shape 
matrix U . It is subjected to unit norm constraints of the partial mode shape in each 
synchronous group as 
 1i =u  1,..., gi n=  (111) 
The NLLF depends on U  through the last two terms, which can be written as 
( )
( )
1 * 1
1 1 * 1
g
Q e k k k
k
T
e e k n e k k
k
L S d d
S d S S
- -
- - -
¢ ¢ ¢ ¢= - +
¢= - -
å
å
E
U I E U
F F
F F
 (112) 
The MPV of U  should be obtained by minimising Eq.(112). It is better to swap the 
order of kF  and U so that the MPV of U  can be obtained by solving eigenvalue 
problems. To see this, rewrite T kU F  as 
UFU ¢= kk
TF  (113) 
where 
1
g
T
k
k
T
n k
é ù
ê ú
= ê ú
ê ú
ë û
F O
F
F
 (114) 
ú
ú
ú
û
ù
ê
ê
ê
ë
é
=¢
gn
u
u
U M
1
 (115) 
Here, ikF  ( 1,..., gi n= ) is the FFT of the measured data corresponding to the i th 
synchronous data groups. The resulting QL  then can be expressed as 
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1 1 T
Q e eL S d S
- - ¢ ¢= - U AU  (116) 
where 
( )* 1gk n e k k
k
S -¢= -åA F I E F  (117) 
To apply the unit norm constraints in Eq.(111), it is better to express iu  in terms of 
¢U  to facilitate analysis. Define a selection matrix nni iR ´ÎL  such that 
ULu ¢= ii  (118) 
where the ( )kj, -entry of iL  is equal to 1 if DOF k  is measured by the j th channel 
in the i th synchronous group, and zero otherwise. Applying the constraints in 
Eq.(111) through Lagrange multiplier, the resulting function is given by 
( )1 1
1
1
gn
T T T
e e i i i
i
J S d S q- -
=
¢ ¢ ¢ ¢= - + -åU AU U L L U  (119) 
where { } 1
gn
i i
q
=
 are the Lagrange multipliers that enforce the norm of ( )1...,i gi n=u  to 
be 1. The gradient of J  with respect to ¢U   is given by 
1
1
2 2
gn
T
e i i i
i
J S q-¢
=
¢ ¢Ñ = - + åU AU L L U  (120) 
Solving J¢Ñ =U 0  gives the MPV of ¢U , which can be expressed (after rearranging) 
as 
1
1
gn
T
e i i i
i
S q-
=
¢ ¢= åAU L L U  (121) 
It is not a standard eigenvalue problem and optimising ¢U  using Eq.(121) involves 
solving nonlinear equations. Instead of updating ¢U  directly, it is better to update its 
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partition iu  in each synchronous group separately by assuming other ju  ( i j¹ ) to 
be constant. Eq.(121) then can be written as: 
 
( )1
gn
ii i ij j i i
j j i
q
= ¹
+ =åA u A u u  1,..., gi n=  (122) 
where i jn nij C
´ÎA  is the corresponding ( ),i j  partition matrix of A . It now becomes 
a ‘constrained eigenvalue problem’ [118] where the MPV of iu  can be obtained by 
taking the first half of the eigenvectors of iD  with the largest eigenvalue and 
normalised to unit norm: 
ú
ú
û
ù
ê
ê
ë
é
=
iin
iiii
i
i
AI
bbA
D
*
 (123) 
( )1
gn
i ij j
j j i= ¹
= åb A u  (124) 
The MPV of ¢U  now can be obtained given other modal parameters. The MPV of the 
remaining parameters can be obtained through numerical optimisation of the NLLF. 
It should be noted that some of modal parameters are subjected to constraints. 
Specifically, 
2
1
1
gn
i
i=
=å u  (125) 
due to the unit norm of the global mode shape and 
1ijc £  (126) 
Comparing to numerical techniques (e.g., Lagrange multiplier), it is more efficient to 
adopt a parameterisation scheme that can automatically take care of these constraints.  
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Define 
 i iS S= u  1,..., gi n=  (127) 
The constraints in Eq.(125) have now been transferred into the scaling of the modal 
force PSD and the resulting variable iS  is unconstrained. The condensed PSD matrix 
k¢E  then can be expressed as: 
{ } { }
gneiikk
SSdiagSdiagD IχE +=¢  (128) 
For the constraints of ijc  in Eq.(126), ijc can be parameterised through angles 
( ), 1,..., ;nij ij gu v R i n j iÎ = <  such that 
( ) ( )sin expij ij iju vc = i  (129) 
The constraints then can be automatically satisfied. 
Based on the above parameterisation scheme, the unconstrained parameters iS  and 
{ },ij iju v  can be used for optimisation in place of S , { }iu and { }ijc . Once the MPV 
of iS  and { },ij iju v  have been found, the MPV of S , { }iu and { }ijc  can be 
recovered. Specifically 
2
1
ˆ ˆ
gn
i
i
S S
=
= å  (130) 
 
2
2
1
ˆ
ˆ
ˆ
g
i
i n
i
i
S
S
=
=
å
u  1,..., gi n=  (131) 
where a hat ‘^’ denotes MPV.  
Chapter 5: Bayesian Method with General Coherence Assumption 
 
68 
 
The MPV of global mode shape then can be recovered based on the MPV of { }iu  
and { }iu  as 
1 1 1
ˆˆ
ˆˆˆ
ˆˆ
g g g
i i i
n n n
s
s
s
é ù
ê ú
ê ú
ê ú= ê ú
ê ú
ê ú
ê úë û
u u
u uφ
u u
M
M
 (132) 
Here ( )1 1,...,i gs i n= ± =  is the sign of the relative direction between partial mode 
shapes. It should be noted that swapping the sign of the coherence value and the 
partial mode shapes gives the same kE  and hence the NLLF. Without additional 
assumptions on the sign of coherence (e.g., the coherence value shall be positive in 
the low frequency range when the synchronisation degree between two synchronous 
data groups are high), the relative direction between partial mode shapes cannot be 
directly identified. This is one fundamental limitation when dealing with 
asynchronous ambient data. In real implementation, the relative direction among 
partial mode shapes can be either determined intuitively based on spatial continuity 
or an empirical analysis of the coherence among different synchronous data groups.  
5.3 High signal-to-noise asymptotics 
The asymptotic behaviours of modal parameters under high SNR condition are 
investigated in this section. It turns out that the asymptotic MPVs of { }iu , eS  and iS  
can be obtained directly based on the measured data, which can be used as initial 
guesses for the iterative procedure. 
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Asymptotic MPV of prediction error 
For high SNR condition, k¢E  in Eq.(102) is dominated by the modal response (i.e., 
the first term) and hence asymptotically independent from the prediction error eS . 
The NLLF in Eq.(107) then depends on eS  through the first and third term. 
Rearrange these two terms as 
( ) ( )
( ) ( ) ( ){ }
1
1
ln
ln /
g f e e
g f e e g f
n n N S S d d
n n N S S d d n n N
-
-
¢- + -
é ù¢= - + - -ë û
 (133) 
which are of the form ln /x a x+ . This form has a unique minimum of 1 ln a+  at 
x a= . The asymptotic MPV of eS  then can be given by 
( ) ( )ˆ /e g fS d d n n N¢- -:  (134) 
Asymptotic MPV of iu  
For high SNR condition, the modal response is much larger than the prediction error 
(i.e. k eSD S? ). k¢E  is in the order of kSD  and 1 ge k nS
-¢E I= . The term 1
gn e k
S -¢-I E  
in A  (see Eq.(117)) can be approximated as an identity matrix so that 
*
k k
k
åA F F:  (135) 
which becomes a constant matrix with off-diagonal partitions equal to zero (i.e., 
ij =A 0  for i j¹ ). Eq.(122) now can be expressed as 
 ii i i il=A u u  1,..., gi n=  (136) 
which is a standard eigenvalue problem. The asymptotic MPV of iu  can be obtained 
as the eigenvector of iiA  with the largest eigenvalues (normalised to unit norm).  
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Asymptotic MPV of iS  
The asymptotic MPV of iS  cannot be directly obtained from the NLLF under high 
SNR condition. This is because the determinant and inverse of k¢E  depends non-
trivially on χ  and { }iu , whose analytical forms cannot be explicitly expressed in 
terms of iS . However, the asymptotic MPV of iS  can be estimated by noting that 
different synchronous data groups share the same modal force PSD S . When 
analysing the data separately within each group, the identified modal force PSD is 
scaled by the square norm of the partial mode shape (i.e., 2iu ) due to the unit norm 
constraint of mode shapes. Since the data channels in each data group are 
synchronised, the asymptotic MPV of iS  can be estimated using based on the 
existing Bayesian formulation for synchronous data [78]. Specifically,  
1 1 *
1
ˆ ~
fN
T
i f i k ik ik i
k
S N D- -
=
åu uF F  (137) 
For 1,..., gi n= . 
5.4 Summary of procedure 
Based on the foregoing analysis, the procedure for determining the MPV of modal 
parameters can be summarised as follow.  
Step I. Initial Guess 
1) Calculate the FFT of the measured data and plot the singular value spectrum. 
2) Select the frequency band for the mode of interest. 
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3) Pick the initial guess of f  from the singular value spectrum and set the initial 
guess of z  as 1%. 
4) Calculate the initial guess of iu  1,..., gi n=  as the eigenvector with the largest 
eigenvalue of iiA  in Eq.(136).  
5) Calculate the initial guess of eS  using Eq.(134). 
6) Calculate the initial guess of iS  1,..., gi n=  using Eq.(137). 
7) The angles { },ij iju v  can be nominally assigned as 0.1. 
Step II. Iteration Phase 
In the following, parameters that are not updated are kept at their current value 
during iteration. 
8) Update { },ij iju v  by minimising L in Eq.(107) . 
9) Update { }z,f  by minimising L in Eq.(107). 
10) Update { }iS  by minimising L in Eq.(107). 
11) Update eS  by minimising L in Eq.(107). 
12) Update iu  ( 1,..., gi n= ) as the first half of the eigenvectors of iD  in 
Eq.(123) with the largest eigenvalue and normalised to unit norm. 
Repeat Steps 8) to 12) until convergence. 
Step III. MPV of S  and φ 
13) Calculate the MPV of S  using Eq.(130). 
14) Calculate the MPV of { }iu  using Eq.(131). 
15) Calculate the MPV of φ using Eq.(132)   
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Chapter 6: Illustrative Examples  
The consistency of the proposed asynchronous data model and the Bayesian modal 
identification methods are verified using synthetic, laboratory and field test data in 
this chapter. The eigenvalue properties of the PSD matrix based on the proposed 
asynchronous data model are verified using simulated data, where there is no 
modelling error. The feasibility of the proposed model is then investigated using real 
asynchronous data measured on a laboratory shear frame structure. A synthetic data 
example is presented to verify the consistency of the proposed Bayesian zero and 
general coherence methods. For the Bayesian zero coherence method, the potential 
modelling error due to zero coherence approximation is also investigated through a 
parametric study. Ambient vibration data measured from a multi-storey laboratory 
shear building model is used to illustrate the proposed Bayesian modal identification 
methods with both zero coherence and general coherence assumptions. These two 
proposed methods are also validated using the asynchronous data measured on a full-
scale building, where the identification results are compared with those identified 
based on synchronous data.  
6.1  Synthetic data examples 
6.1.1 Verification of asynchronous data model 
Consider a set of simulated structural response data with six measured DOFs and two 
synchronous data groups. The first synchronous data group contains the first three 
DOFs and the second group contains the last three DOFs. One mode is assumed for 
the structure with a natural frequency of 5Hz and a damping ratio of 1%. The 
measured mode shape of this mode is assumed to be [ ]1 2 3 4 5 6 / 91  
(normalised to unit norm) corresponding to the six measured DOFs. The structure is 
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subjected to i.i.d. Gaussian white noise excitation with a PSD of 8 21 10 g /HzS -= ´ . 
To simulate asynchronous data, the modal excitation between these two synchronous 
data groups are correlated with a coherence of c . This is done by generating two 
independent modal excitations (say 1p  and 2p ), using 1p  as the modal excitation for 
the first group and 2
2
1 1 pp cc -+  for the second group. The coherence of modal 
response between these two groups is equal to the coherence between their modal 
excitation. The data are contaminated by white noise measurement error with a PSD 
of 7 21 10 g /Hz-´ for all data channels. The data are generated for 1000s with a 
sampling rate of 100Hz. 
Six scenarios with different coherence values, i.e., 0=c  (perfectly asynchronous), 
0.2, 0.4, 0.6, 0.8, 1 (synchronous), are considered to illustrate the eigenvalue 
properties of the PSD matrix and validate the proposed asynchronous model. For 
each scenario, the sample PSD matrix of the simulated data is obtained by averaging 
40 non-overlapping segments (each 25s), giving a frequency resolution of 0.04Hz. 
Figure 6.1-1 shows the root SV spectrum of these six scenarios. The solid lines 
illustrate the square root of the eigenvalues of the sample PSD matrix and the dashed 
lines illustrate the theoretical values calculated based on the proposed asynchronous 
data model using the given coherence values and modal properties. These two types 
of line agree well with each other, verifying the consistency of the theoretical 
prediction. Although details are omitted here, the eigenvectors calculated based on 
the proposed asynchronous data model are also consistent with those of the sample 
PSD matrix at the natural frequency of the mode, with MAC values extremely close 
to 1 (to 4 decimal places).  
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Figure 6.1-1. Root SV spectrum with different coherence values (solid line: estimated 
value from sample PSD; dashed line: theoretical values) 
 
6.1.2 Verification of Bayesian zero and general coherence methods 
The synthetic data simulate a six-storey shear building with a uniform inter-storey 
stiffness of 3000kN/mm and floor mass of 600 tons. The natural frequency of the 
first mode can be calculated as 2.71Hz. The damping ratios of all the modes are 
assumed to be 1%. I.i.d. Gaussian white noise excitation with a (root) PSD of 
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11.8N/ Hz  is applied to the structure in the lateral direction of each floor, which is 
the typical excitation level in full-scale ambient tests. Figure 6.1-2 shows the 
configuration of the test. Two synchronous data groups are assumed, measuring the 
acceleration response of 1/F to 3/F and 4/F to 6/F, respectively. These two 
synchronous groups are not fully synchronised, the coherences of the measured 
modal excitations between these two groups are assumed to be 0.8, 0.6, 0.6, 0.5, 0.2 
and 0 for the six modes, respectively. The data are contaminated by i.i.d Gaussian 
white noise with a PSD of /Hzμg90 2  for all data channels, which simulates the 
typical noise level of force-balanced accelerometers used in full-scale tests. Twenty 
minutes of data are generated for modal analysis with a sampling rate of 100Hz. 
 
Figure 6.1-2. Test configuration, synthetic data example  
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The root SV spectrum of the data is shown in Figure 6.1-3. Modal identification 
focuses on the six modes indicated in the spectrum. The selected frequency bands 
and the initial guess of natural frequencies for these modes are also shown with 
symbols ‘[-]’ and ‘o’ in the figure, respectively. An additional spectral peak can be 
found for each mode, indicating the asynchronisation issue among the measured data 
channels. The MPV of modal parameters determined using the proposed Bayesian 
methods and the exact values that generated the data are listed in Table 6.1-1. The 
MPVs are quite close to the exact ones for both zero and general coherence methods. 
The identified prediction error PSD tends to be larger than the exact values for higher 
modes, which is mainly due to the modelling error caused by the modal contribution 
of lower modes. For the general coherence method, small discrepancies can be found 
in the phase of the identified coherence values for Mode 4 and Mode 5. This may be 
due to the effect of non-resonant part of other modes as well as the measurement 
error. Figure 6.1-4 plots the exact mode shape values (solid lines) and the identified 
ones (where circles denote the ones identified based on zero coherence method and 
the squares denote the ones identified based on general coherence method). The 
identified mode shapes based on these two methods almost coincide and are very 
close to the exact values, with MACs extremely close to 1 (up to 4 decimal points). 
The proposed Bayesian zero and general coherence methods can both provide a good 
estimation of modal parameters based on asynchronous data. In addition, the general 
coherence method is also capable of quantifying the coherence values among the 
synchronous data groups. In this example, different coherence values are assumed for 
different modes. Synthetic data assuming the same coherence value for all the modes 
have also been investigated, showing qualitatively the same results.  
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Figure 6.1-3. Root SV spectrum, synthetic data example 
Table 6.1-1 Modal identification results, synthetic data example 
Modal Parameters 
Mode  
1 2 3 4 5 6 
(Hz)f  
Exact 2.713 7.981 12.785 16.847 19.930 21.854 
Zero Coh. 2.710 7.980 12.789 16.841 19.935 21.850 
Gen. Coh. 2.710 7.978 12.788 16.840 19.934 21.850 
( )%z  
Exact 1.00 1.00 1.00 1.00 1.00 1.00 
Zero Coh. 0.95 1.02 0.98 1.00 1.01 1.04 
Gen. Coh. 0.96 1.02 0.97 0.99 1.04 1.03 
( )μg/ HzS  
Exact 2.00 2.00 2.00 2.00 2.00 2.00 
Zero Coh. 1.96 1.97 1.90 1.87 1.85 1.73 
Gen. Coh. 1.97 1.97 1.90 1.87 1.87 1.74 
( )μg/ HzeS  
Exact 9.49 9.49 9.49 9.49 9.49 9.49 
Zero Coh. 
9.49 
9.12 
9.72 
9.55 
9.81 
9.58 
10.24 
10.16 
10.47 
10.13 
10.62 
10.16 
Gen. Coh. 9.30 9.64 9.70 10.20 10.30 10.39 
c  
Exact 0.8 0.6 0.6 0.5 0.2 0 
Gen. Coh. 0.8 0.6 0.6 
0.4 
+0.3i 
0.1 
-0.1i 
0 
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Figure 6.1-4. Mode shape MPV, synthetic data example (solid line: exact value; 
circle: zero coherence method; square: general coherence method)  
6.1.3 Bias estimation of Bayesian zero coherence method 
To facilitate identification, the proposed fast Bayesian method in Chapter 4 assumes 
zero coherence among different synchronous data groups. This assumption may not 
be true for real asynchronous data, which may cause modelling errors. The effect of 
such modelling error on the MPV and identification uncertainty is investigated in this 
example through a parametric study using synthetic data. Potential bias caused by the 
modelling error is investigated by comparing Bayesian and frequentist statistics. It 
has been shown that if there is no modelling error, the ensemble average of modal 
parameter MPV is approximately equal to the exact value that generated the 
synthetic data and the posterior variance is approximately equal to the ensemble 
variance of MPV [91]. The effect of the modelling error can be illustrated based on 
the discrepancy between these two types of values.  
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The same simulated structure and test configurations have been considered in this 
example as the ones in Section 6.1.2. It is a six-storey shear building with uniform 
inter-storey stiffness of 3000kN/mm and floor mass of 600t. The natural frequency of 
the first mode is calculated to be 2.71Hz. The damping ratios of all the modes are set 
to be 1%. The excitation subjecting to the structure is assumed to be i.i.d. Gaussian 
white noise with a PSD of 11.8N/ Hz  in the horizontal direction, giving the 
resulting acceleration response in the order of few tens of Hzμg/  around the 
resonance peak of modes. The structural responses in horizontal direction on all 
storeys are measured. The data comprises two synchronous groups measuring 1/F to 
3/F (Group 1) and 4/F to 6/F (Group 2). To simulate asynchronous data, the modal 
excitation between these two groups are correlated with a coherence of c , which 
will be varied in the parametric study. The data are contaminated by Gaussian white 
noise with PSDs of /Hzμg40 2 and /Hzμg90 2 for Group 1 and 2, respectively.  
Consider four scenarios with increasing coherence values, i.e., 0=c  (totally 
asynchronous, no modelling error), 0.2 (low coherence), 0.6 (high coherence) and 1 
(perfectly synchronous). For each scenario, 1000 i.i.d. acceleration data sets are 
generated to investigate the statistic properties of MPV and identification uncertainty. 
Each data set is sampled at 100Hz with a duration of 500s. Figure 6.1-5 shows the 
root SV spectrum of one data set with a coherence of 0.2 (as a reference). There are 
two significant peaks in the spectrum, indicating two asynchronous data groups. The 
horizontal bars ‘[-]’ denote the selected frequency band for modal identification and 
the circles denote the initial guesses of natural frequency. Modal identification 
focuses on the six modes indicated in the figure. The modes are identified separately 
within each selected frequency band. As a typical case, Figure 6.1-6 and Figure 
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6.1-7 show the histogram of the natural frequency and damping ratio MPVs among 
the data sets for coherence of 0.2, respectively. It can be seen that MPVs determined 
among the data sets generally follow Gaussian distributions with mean values close 
to the exact ones. Compared to natural frequency, the MPVs of damping ratio have 
larger variation.  
 
Figure 6.1-5. Root SV spectrum of a data set, coherence=0.2 
 
Figure 6.1-6. Histogram of natural frequency MPVs, coherence=0.2 (bar: histogram; 
dashed line: normal distribution) 
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Figure 6.1-7. Histogram of damping ratio MPVs, coherence=0.2 (bar: histogram; 
dashed line: normal distribution) 
Table 6.1-2 to Table 6.1-5 summarise the frequentist and Bayesian statistics of MPV 
and posterior uncertainty for these four scenarios, respectively. The first column 
‘Exact’ lists the exact modal parameters used for data generation. The second column 
shows the sample mean of MPV among the 1000 data sets. The ratios between these 
two values are shown in the third column. The ratios are very close to 1, suggesting 
little or practically no bias in the MPV of natural frequencies and damping ratios. 
The forth column ‘Freq.’ (short for ‘frequentist’) shows the sample c.o.v. of the MPV 
(i.e., the ratio of the sample standard deviation to the sample mean of MPV) and the 
fifth column ‘Bay.’ (short for ‘Bayesian’) shows the sample root mean square value 
of the posterior c.o.v. of the identified modal parameters. The final column shows the 
ratio between these two values. The ratio stays above 1 and increases with the 
coherence value, suggesting an increasing under-estimation of the identification 
uncertainty due to the zero coherence approximation. Nevertheless, the bias is not 
significant unless the coherence is very high. For the coherence of 0.6, the under-
0.005 0.01 0.015 0.02
0
100
200
300
400
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 1
 
 
0.006 0.008 0.01 0.012 0.014
0
200
400
600
800
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 2
 
 
0.006 0.008 0.01 0.012 0.014
0
200
400
600
800
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 3
 
 
0.006 0.008 0.01 0.012 0.014
0
200
400
600
800
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 4
 
 
0.006 0.008 0.01 0.012 0.014
0
200
400
600
800
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 5
 
 
0.006 0.008 0.01 0.012 0.014
0
200
400
600
800
1000
Damping Ratio (%)
P
ro
ba
bi
lit
y 
D
en
si
ty
Mode 6
 
 
Chapter 6: Illustrative Examples 
 
82 
 
estimation is about 10%. In the extreme case when the coherence is 1 (perfectly 
synchronous), the under-estimation is 40%. In this case, the data among the channels 
are actually synchronised and it is more appropriate to identify the modal parameters 
using conventional methods that assumes synchronous data. 
Table 6.1-2 Sample and Bayesian statistics of identification results, coherence=0 
Mode 
Exact 
(A) 
Sample 
Mean 
(B) 
A/B 
c.o.v. 
C/D Freq. 
(%) (C) 
Bay. 
(%) (D) 
( )Hzf  1 2.713 2.713 1.00 0.09 0.10 0.98 
 2 7.981 7.981 1.00 0.06 0.06 1.05 
 3 12.786 12.786 1.00 0.04 0.04 0.95 
 4 16.847 16.847 1.00 0.04 0.04 1.04 
 5 19.930 19.931 1.00 0.04 0.04 0.99 
 6 21.854 21.846 1.00 0.04 0.04 0.96 
( )%z  1 1 1.02 0.98 11.55 11.20 1.03 
 2 1 1.01 0.99 6.35 6.36 1.00 
 3 1 1.01 0.99 5.44 5.38 1.01 
 4 1 1.00 1.00 5.77 5.78 1.00 
 5 1 1.02 0.98 5.64 5.48 1.03 
 6 1 1.05 0.95 4.75 4.86 0.98 
 
Table 6.1-3 Sample and Bayesian statistics of identification results, coherence=0.2 
Mode 
Exact 
(A) 
Sample 
Mean 
(B) 
A/B 
c.o.v. 
C/D Freq. 
(%) (C) 
Bay. 
(%) (D) 
( )Hzf  1 2.713 2.713 1.00 0.10 0.10 1.02 
 2 7.981 7.981 1.00 0.06 0.06 1.06 
 3 12.786 12.786 1.00 0.04 0.04 1.00 
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 4 16.847 16.847 1.00 0.04 0.04 1.03 
 5 19.930 19.931 1.00 0.04 0.04 1.05 
 6 21.854 21.846 1.00 0.04 0.04 1.02 
( )%z  1 1 1.02 0.98 11.62 11.20 1.04 
 2 1 1.01 0.99 6.32 6.35 1.00 
 3 1 1.00 1.00 5.59 5.38 1.04 
 4 1 1.00 1.00 5.81 5.78 1.01 
 5 1 1.03 0.97 5.78 5.48 1.05 
 
Table 6.1-4 Sample and Bayesian statistics of identification results, coherence=0.6 
Mode 
Exact 
(A) 
Sample 
Mean 
(B) 
A/B 
c.o.v. 
C/D Freq. 
(%) (C) 
Bay. 
(%) (D) 
( )Hzf  1 2.713 2.713 1.00 0.11 0.10 1.16 
 2 7.981 7.981 1.00 0.06 0.06 1.14 
 3 12.786 12.786 1.00 0.05 0.04 1.09 
 4 16.847 16.847 1.00 0.05 0.04 1.11 
 5 19.930 19.932 1.00 0.05 0.04 1.13 
 6 21.854 21.846 1.00 0.04 0.04 1.08 
( )%z  1 1 1.02 0.98 13.02 11.20 1.16 
 2 1 1.01 0.99 7.26 6.36 1.14 
 3 1 1.00 1.00 6.20 5.38 1.15 
 4 1 1.00 1.00 6.42 5.78 1.11 
 5 1 1.03 0.97 6.12 5.48 1.12 
 6 1 1.05 0.95 5.58 4.86 1.15 
 
Table 6.1-5 Sample and Bayesian statistics of identification results, coherence=1 
Mode 
Exact 
(A) 
Sample 
Mean 
(B) 
A/B 
c.o.v. 
C/D Freq. 
(%) (C) 
Bay. 
(%) (D) 
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( )Hzf  1 2.713 2.713 1.00 0.13 0.10 1.36 
 2 7.981 7.982 1.00 0.08 0.06 1.38 
 3 12.786 12.786 1.00 0.06 0.04 1.33 
 4 16.847 16.846 1.00 0.06 0.04 1.36 
 5 19.930 19.932 1.00 0.05 0.04 1.35 
 6 21.854 21.846 1.00 0.05 0.04 1.33 
( )%z  1 1 1.02 0.98 15.26 11.22 1.36 
 2 1 1.01 0.99 8.47 6.36 1.33 
 3 1 1.00 1.00 7.57 5.38 1.41 
 4 1 1.01 0.99 8.04 5.78 1.39 
 5 1 1.03 0.97 7.66 5.48 1.40 
 6 1 1.05 0.95 6.47 4.86 1.33 
 
The effect of zero coherence approximation on the identification uncertainty of the 
mode shape is also investigated. The results are summarised in Table 6.1-6 to Table 
6.1-9 for the four scenarios, respectively. The first column ‘Freq.’ (short for 
‘frequentist’) shows the sample mean of MAC between the MPV of mode shape and 
the exact one. The values are all close to 1, suggesting practically no bias in the 
identified mode shapes. The second column ‘Bay.’ (short for ‘Bayesian’) shows the 
sample mean of the expected MAC, which can be calculated based on the mode 
shape c.o.v. as [117]: 
( ) 1/22Expected MAC 1 mode shape c.o.v. -= +  (138) 
The ratio between the frequentist and Bayesian identification uncertainty is shown in 
the third column, which is close to 1 for all the four scenarios. This illustrates that the 
zero coherence approximation does not cause bias in the identification uncertainty of 
the mode shape. 
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Table 6.1-6 Sample and Bayesian statistics of mode shapes, coherence=0 
Mode Freq. (C) Bay. (D) C/D 
1 0.99943 0.99944 0.99999 
2 0.99975 0.99977 0.99998 
3 0.99976 0.99983 0.99994 
4 0.99962 0.99982 0.99980 
5 0.99947 0.99983 0.99964 
6 0.99922 0.99986 0.99936 
 
Table 6.1-7 Sample and Bayesian statistics of mode shapes, coherence=0.2 
Mode Freq. (C) Bay. (D) C/D 
1 0.99946 0.99944 1.00003 
2 0.99976 0.99977 0.99999 
3 0.99977 0.99983 0.99994 
4 0.99965 0.99982 0.99983 
5 0.99946 0.99983 0.99963 
6 0.99923 0.99986 0.99937 
 
 
Table 6.1-8 Sample and Bayesian statistics of mode shapes, coherence=0.6 
Mode Freq. (C) Bay. (D) C/D 
1 0.99953 0.99944 1.00010 
2 0.99979 0.99977 1.00002 
3 0.99980 0.99983 0.99997 
4 0.99969 0.99982 0.99987 
5 0.99949 0.99983 0.99966 
6 0.99928 0.99986 0.99942 
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Table 6.1-9 Sample and Bayesian statistics of mode shapes, coherence=1 
Mode Freq. (C) Bay. (D) C/D 
1 0.99973 0.99944 1.00029 
2 0.99989 0.99977 1.00012 
3 0.99993 0.99983 1.00010 
4 0.99993 0.99982 1.00012 
5 0.99990 0.99983 1.00007 
6 0.99976 0.99986 0.99991 
 
The parametric study in this section verifies the consistency of the proposed 
Bayesian method with zero coherence assumption and investigates the effect of 
modelling error on the modal identification results. The number of data sets is large 
enough so that the statistical estimation error is negligible. Repeated trials have also 
been conducted, showing qualitatively the same results. The foregoing analysis 
indicates that the modelling error due to zero coherence assumption practically 
causes no bias in the MPV of modal parameters. There is an under-estimation in the 
posterior uncertainty. Nevertheless, such effect is not significant unless the 
coherence among the synchronous data groups is extremely high.  
6.2 Laboratory data examples 
6.2.1 Single storey shear frame model 
In this section, the asynchronous data model is validated using real asynchronous 
OMA data based on a laboratory example. The instrumented structure is a one-storey 
laboratory shear frame structure as shown in Figure 6.2-8. Three piezoelectric 
accelerometers were placed on the first floor of the structure measuring the structural 
response in the weak direction. Within the frequency range of interest, the 
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measurement noise is about 52 10 g/ Hz-´ . Figure 6.2-9 shows the schematic 
diagram of the experiment setup. Sensor A and B are connected to the same DAQ 
units so that the analogue signals from these sensors are sampled synchronously 
based on the same clock. The signal in Sensor C is recorded using another DAQ unit, 
where the sampled data from Sensor C is not synchronised with those from Sensor A 
and B. In the following discussion, the data from Sensor A and B are combined and 
referred as the ‘synchronous data set’ while the data from Sensor A and C are 
combined and referred as the ‘asynchronous data set’. The DAQ units are connected 
to the sample computer and controlled to start/stop measuring at the same time with 
the sample sampling rate setting. Two hours of ambient vibration data was measured 
with a sampling rate of 2048Hz. 
 
Figure 6.2-8. One-storey shear frame laboratory model 
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Figure 6.2-9. Experimental setup 
Figure 6.2-10 shows the root PSD and SV spectra for both synchronous and 
asynchronous data set. The spectral peaks in the figure indicate the presence of a 
mode around 10Hz. The PSD spectra of these two data sets almost coincide. This is 
reasonable as the PSD spectrum only plots the diagonal entries of the PSD which 
cannot reflect the time synchronisation issue among the data channels. For 
asynchronous data set, the PSD spectra among the data channels agree well with 
each other. Since the two data channels measure the structural response in the same 
duration, this verifies that different synchronous data groups share the same PSD of 
modal force. Time synchronisation issue can be revealed in the SV spectra. For 
synchronous data set, there is only one peak and the remaining flat lines reflect the 
measurement noise (as shown in Figure 6.2-10(c)). However, for asynchronous data 
set, there are two spectral peaks at the same frequency with almost the same spread 
(as shown in Figure 6.2-10(d)). This is consistent with the eigenvalue properties 
based on the proposed asynchronous data model. The number of peaks indicates the 
number of synchronous data groups among the measured data channels. The peaks 
have the same variation with frequency due to the same dynamic amplification factor 
in the eigenvalues.  
A B C
Sensor
DAQ
DAQ
DAQ Devices Computer
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Figure 6.2-10. Root PSD and SV spectrum of synchronous (left column) and 
asynchronous data set (right column) 
 
Figure 6.2-11. Real part of coherence for (a) synchronous and (b) asynchronous 
data set 
According to the proposed asynchronous data model, the magnitude of eigenvalues 
depends on the coherence between the modal responses among the synchronous data 
groups. To verify the consistency of the asynchronous data model, the coherence 
value among the data groups needs to be estimated. However, the FFT of the data 
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contains the modal responses as well as prediction error. The coherence value cannot 
be directly obtained without identification. In view of this, it is estimated using the 
FFT data around the resonance peak of the mode where the modal response is much 
larger than the prediction error. Figure 6.2-11 shows the real part of the coherence 
for synchronous and asynchronous data set, respectively. It can be seen that the 
coherence for synchronous data set is very close to one around the resonance peak of 
the mode. This is not the case for asynchronous data set, however. The real part of 
the coherence is about 0.8 for asynchronous data set near the resonance peak. The 
coherence decreases for frequencies away from the resonance peak for both data sets. 
This is because the FFT data are no longer dominated by modal response. To help 
estimate the coherence value of the asynchronous data set, the ratio of the coherence 
for the asynchronous data to the synchronous data set is plotted in Figure 6.2-12. The 
ratio does not vary a lot within the resonance band, which can be assumed to be 
constant. Assume that the coherence of the synchronous data set to be 1, the 
coherence for the asynchronous data set is estimated to be 0.79 after averaging. The 
modal parameters of the structure are estimated from the synchronous data set using 
the Bayesian FFT method [79]. The selected frequency band is [9.6 10.1]Hz (hand-
picked), which yields a most probable value of Hz855.9=f  (natural frequency), 
%17.0=z  (damping ratio), Hzμg/35.2=S  (root modal force PSD) and 
Hzμg/1.27=eS  (root measurement noise PSD). The MPV of mode shape is 
[ ]T71.071.0 , which is consistent with the fact that Sensor A and B measure the 
same DOF.  
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Figure 6.2-12. Ratio of real part coherence 
 
 
Figure 6.2-13. Root SV spectrum of asynchronous data set (solid line: singular 
values based on sample PSD; dashed line: theoretical values) 
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Using the estimated coherence value and the identified modal parameters, the 
theoretical eigenvalues of the PSD matrix for asynchronous data are calculated based 
on Eq.(26). The results are plotted with the singular values estimated based on the 
sample PSD matrix in Figure 6.2-13. It can be seen that these two values almost 
coincide, demonstrating the applicability of the asynchronous model to real data. 
Multiple trails have also been conducted, showing qualitatively the same results.  
6.2.2 Laboratory shear frame model 
The laboratory data example presented in this section investigates the applicability of 
Bayesian methods proposed in this thesis to real asynchronous data while still under 
well controlled environment. It is the same set of data used in Section 2.2 when 
investigating the effect of time synchronisation problems on OMA results. The 
instrumented structure and test configurations are reviewed here. The instrumented 
structure is a four-storey laboratory shear building model measuring cm20cm30 ´  in 
plan with a uniform storey height of cm25 (as shown in Figure 6.2-14). Figure 
6.2-15 shows the setup of this example. Six piezoelectric accelerometers are 
distributed at the centre the floors measuring the vibration response of the structure 
in the weak direction. Sensor 1 to 4 are connected to one DAQ unit which measure 
the data synchronously. Sensor 5 and 6 are synchronised using another DAQ unit.  
Data recording of these two DAQ units is set to start and finish at the same time with 
the same sampling rate. Thirty minutes of ambient data were recorded with a 
sampling rate of 2048Hz (later decimated to 256Hz for analysis). The data from 
Sensor 1 to 4 are combined and referred as the synchronous data set while the data 
from sensor 1,2,5,6 are combined and referred as the asynchronous data set. For 
synchronous data, modal identification has been conducted using the fast Bayesian 
FFT method [79,80]. The proposed Bayesian methods based on both zero coherence 
Chapter 6: Illustrative Examples 
 
93 
 
assumption and general coherence assumption are applied to modal identification of 
the asynchronous data set, where the identification results are compared with those 
identified based on the synchronous data set. 
 
Figure 6.2-14. Laboratory shear frame model 
 
Figure 6.2-15. Experimental setup, laboratory shear frame model 
Figure 6.2-16 shows the root SV spectrum of the asynchronous data set. The first 
five modes of the structure indicated in the figure are identified in this example. 
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Additional peaks can be found for these modes in the spectrum, reflecting the 
asynchronisation issue among the data channels. The number of peaks for each mode 
(i.e., 2) is also consistent with the fact that there are two synchronous data groups. 
The symbols ‘[-]’ and ‘o’ in the spectrum represent the selected frequency bands and 
initial guess of natural frequencies for modal identification.  The MPVs of the modal 
parameters determined for both data sets are listed in Table 6.2-10. It can be seen that 
the values identified based on the asynchronous data set are quite close to their 
synchronous counterparts for both methods. Figure 6.2-17 and Figure 6.2-18 plot the 
mode shapes identified by these two methods respectively, where the solid line 
denotes the one for the synchronous data set and the square represents the one for the 
asynchronous data set. Using the mode shape MPVs based on the synchronous data 
set as a reference, Table 6.2-11 shows the MAC values for the mode shapes 
identified based on the two proposed methods for asynchronous data. The values are 
extremely close to 1, suggesting good identification quality of mode shapes. The 
above analysis shows that the proposed Bayesian methods with zero coherence and 
general coherence assumptions can both provide precise estimations of modal 
parameters for real asynchronous data. Compared to the zero coherence method, the 
general coherence method can also quantify the coherence values among the 
synchronous data groups.  
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Figure 6.2-16. Root SV spectrum of asynchronous data set, laboratory shear frame 
model 
 
Figure 6.2-17. Identified mode shapes (solid line: synchronous data, squares: 
asynchronous data based on zero coherence method) 
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Figure 6.2-18. Identified mode shapes (solid line: synchronous data, squares: 
asynchronous data based on general coherence method) 
 
Table 6.2-10 Identified modal parameters (MPVs), laboratory shear frame model 
Modal Parameters 
Mode 
1 2 3 4 5 
(Hz)f  
Syn. 3.260 9.559 13.108 14.496 18.128 
Asyn.  
(Zero Coh.) 
3.260 9.560 13.108 14.496 18.128 
Asyn.  
(Gen. Coh.) 
3.260 9.560 13.108 14.496 18.128 
( )%z  
Syn. 0.07 0.15 0.04 0.15 0.22 
Asyn.  
(Zero Coh.) 
0.08 0.15 0.04 0.15 0.23 
Asyn.  
(Gen. Coh.) 
0.08 0.14 0.04 0.15 0.22 
( )μg/ HzS  Syn. 0.89 0.76 1.03 1.21 0.83 
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Asyn.  
(Zero Coh.) 
0.97 0.74 1.05 1.21 0.83 
Asyn.  
(Gen. Coh.) 
0.97 0.73 1.05 1.21 0.82 
( )μg/ HzeS  
Syn. 54.1 28.1 25.1 23.5 22.0 
Asyn.  
(Zero Coh.) 
54.1 
50.1 
28.9 
27.8 
22.9 
23.8 
20.5 
22.9 
22.7 
21.1 
Asyn.  
(Gen. Coh.) 
52.3 28.3 23.4 21.8 22.0 
c  Asyn.  
(Gen. Coh.) 
0.77-
0.63i 
0.37+ 
0.93i 
0.90+ 
0.45i 
0.98+ 
0.17i 
0.85-
0.52i 
 
Table 6.2-11 Mode shape MAC values, Laboratory Shear Frame Model 
 
Mode 
1 2 3 4 5 
MAC Values 
Asyn.  
(Zero Coh.) 
0.9995 0.9998 0.9975 0.9998 0.9999 
Asyn.  
(Gen. Coh.) 
0.9998 0.9999 0.9974 0.9999 0.9999 
 
The identification uncertainty obtained based on the Bayesian method with zero 
coherence assumption is also investigated in this example. Theoretically, the 
posterior uncertainty of these two data sets cannot be directly compared as they are 
obtained based on different measured data. Considering the fact that the data from 
these two sets is measured based on the same experimental condition (i.e., the same 
duration, excitation and sensor specification), the posterior uncertainty for the 
asynchronous data set should be intuitively larger than that of the synchronous one. 
Table 6.2-12 shows posterior c.o.v.s of the identified modal parameters for both the 
synchronous and asynchronous data sets. It can be seen that this is not the case with 
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the results in the table, however. The posterior c.o.v.s of the natural frequency, 
damping ratio and modal force PSD for the asynchronous data are generally less than 
the synchronous counterparts, which are in the order of 20% lower. This is attributed 
to the under-estimation nature of the proposed method due to the zero coherence 
approximation as illustrated in the bias estimation example (see Section 6.1.2). 
Further analysis reveals that the coherence between the synchronous data groups is 
about 0.9, which is relatively high. Referring to the results in bias estimation 
example, such bias is reasonable.  
Table 6.2-12 Identification uncertainty, laboratory shear frame model 
Mode 
f  c.o.v. ( 310- ) z  c.o.v. (%) S  c.o.v. (%) ejS  c.o.v. (%) 
Asyn. Syn. Asyn. Syn. Asyn. Syn. Asyn. Syn. 
1 0.13 0.17 21.5 29.3 10.4 12.7 
8.10 
8.22 
4.74 
2 0.11 0.16 9.91 13.3 5.11 6.67 
3.71 
3.70 
2.15 
3 0.04 0.06 10.9 15.4 3.55 4.47 
3.71 
3.70 
2.15 
4 0.08 0.11 6.65 7.78 2.83 3.89 
2.63 
2.63 
1.52 
5 0.11 0.16 7.08 9.66 4.21 5.60 
2.61 
2.62 
1.52 
 
The posterior uncertainty of the prediction error for the asynchronous data set is 
larger than those for the synchronous data set. This is because the prediction error 
PSD for the asynchronous data is assumed to be the same within each synchronous 
group and identified based on the data channels within the group individually. For 
the synchronous data set, the prediction error PSD is assumed to be the same among 
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all the data channels and hence more data are involved for inference. However, more 
modelling error may be involved since the prediction error PSD need not be the same 
among the channels.  
6.3  Full-scale test example 
The proposed methods are applied to modal identification of field test data measured 
in an asynchronous manner. The instrumented structure is the Brodie Tower (as 
shown in Figure 6.3-19) at the University of Liverpool, UK. It is a reinforced 
concrete building with eight storeys and a total height of approximately 25m. The 
ground floor is connected to another building on the Liverpool campus (i.e., Muspratt 
Building, see Figure 6.3-19) with a rectangular shape. The remaining floors are T-
shaped spanning over a 25m 28m´  area.  
 
Figure 6.3-19. Brodie Tower 
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Four forced-balanced triaxial accelerometers (Guralp CMD-5TCDE) are distributed 
on the sixth floor of the building measuring the structural responses under ambient 
excitation condition. The test focuses on the lateral modes of the building and biaxial 
acceleration are used for analysis, giving 842 =´  measured DOFs. Figure 6.3-20 
shows the plan view of the building with sensor location and measured DOFs. Both 
asynchronous and synchronous data sets are measured in this test. For each data set, 
twenty minutes of ambient data are measured with a sampling rate of 50Hz.  The 
sampling clocks in the sensors first run independently without synchronisation to 
obtain the asynchronous data set. They are then synchronised using GPS to obtain 
the synchronous data set. 
 
Figure 6.3-20. Plan view of Brodie Tower with sensor locations 
Figure 6.3-21 and Figure 6.3-22 show the root SV spectrum of the synchronous and 
asynchronous data sets, respectively. Modal identification focuses on the first six 
modes marked in the figure. The initial guesses of natural frequencies and selected 
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frequency bands are also indicated as ‘[-]’ and ‘o’ in the figures, respectively. For the 
synchronous data set, only one significant peak can be found for each mode. This is 
not the case for the asynchronous data set. Multiple peaks can be found for each 
mode, reflecting the asynchronisation issue among the data channels. It can be seen 
than the first two modes are close to each other with some overlapping of modal 
contributions. Since the proposed method assumes single mode in the selected 
frequency band, narrower bands have to be used for these two modes where only the 
mode of interest is dominant in each band. Modal identification for asynchronous 
data has been conducted using the Bayesian methods proposed in this work with zero 
coherence assumption and general coherence assumption, respectively. The modal 
parameters for synchronous data are identified using the Bayesian FFT method that 
assumes synchronous data [79,80]. The identification results are summarised in 
Table 6.3-13. For asynchronous data, the identified modal parameters based on these 
two proposed methods are quite close to their synchronous counterparts. Small 
discrepancies can be found. This is reasonable and can be attributed to the 
environmental variation since these two data sets were recorded at different time. 
The identification uncertainties of the modal parameters for the synchronous data set 
and asynchronous data set based on the zero coherence method are listed in Table 
6.3-14. It can be seen that the posterior c.o.v. of the damping ratio for the first two 
modes are relatively high compared to other modes. This is mainly due to the narrow 
band where the number of FFT data used for inference is limited.  
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Figure 6.3-21. Root SV spectrum of synchronous data set, Brodie Tower 
 
 
Figure 6.3-22. Root SV spectrum of asynchronous data set, Brodie Tower 
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Table 6.3-13 Identified modal parameters (MPVs), Brodie Tower 
Modal parameters 
Mode 
1 2 3 4 5 6 
(Hz)f  
Syn. 2.428 2.698 3.751 7.379 7.983 9.441 
Asyn. (Zero Coh.) 2.418 2.678 3.714 7.419 7.932 9.391 
Asyn. (Gen. Coh.) 2.417 2.679 3.714 7.420 7.932 9.390 
( )%z  
Syn. 1.14 0.94 0.78 2.43 3.20 2.33 
Asyn. (Zero Coh.) 1.32 1.08 0.90 2.21 2.41 1.97 
Asyn. (Gen. Coh.) 1.18 1.16 0.89 2.20 2.16 1.95 
( )μg/ HzS  
Syn. 1.10 1.01 0.80 0.22 0.32 0.80 
Asyn. (Zero Coh.) 1.28 1.32 1.05 0.24 0.27 0.77 
Asyn. (Gen. Coh.) 1.20 1.37 1.05 0.24 0.25 0.77 
( )μg/ HzeS  
Syn. 1.94 2.28 1.07 0.96 0.88 1.01 
Asyn. (Zero Coh.) 3.04 3.27 1.49 1.10 1.07 0.96 
Asyn. (Gen. Coh.) 3.04 3.27 1.49 1.10 1.09 0.96 
 
Figure 6.3-23 to Figure 6.3-25 plot the identified mode shapes for the synchronous 
and asynchronous (based on the two proposed methods) data sets, respectively. The 
squares represent the measured locations. The undeformed and deformed mode 
shapes are shown as dashed and solid lines, respectively. Mode 1 and Mode 4 are 
translational modes dominated in x-direction with small rotations which may be due 
to the shape of the floor and the mass distribution. Mode 2 is also a translational 
mode but dominated in y-direction. Mode 3, 5 and 6 are rotational modes while 
Mode 5 and 6 also involves deformation of the T-shaped floor plan. Using the mode 
shape MPVs determined based on the synchronous data set for reference,  
Table 6.3-15 lists the MAC values for the identified mode shapes based on the zero 
coherence and general coherence methods, respectively. It can be seen that the 
identified mode shapes using the proposed methods based on asynchronous data 
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agree well with those based on the synchronous data. The MAC values are extremely 
close to 1, suggesting good identification quality of mode shapes based on these two 
methods. 
Table 6.3-14 Identification uncertainty, Brodie Tower 
Mode 
f  c.o.v. (%) z  c.o.v. (%) S  c.o.v. (%) ejS  c.o.v. (%) 
Asyn. Syn. Asyn. Syn. Asyn. Syn. Asyn. Syn. 
1 0.07 0.13 8.4 15 5.4 9.2 4.2 1.6 
2 0.06 0.11 8.5 16 5.4 9.6 4.3 1.6 
3 0.04 0.06 5.0 9.9 2.5 4.3 2.9 1.1 
4 0.08 0.17 7.3 12 5.6 9.3 2.2 0.8 
5 0.12 0.22 5.8 10 4.5 8.1 1.7 0.7 
6 0.05 0.10 3.8 7.9 2.6 5.5 1.8 0.7 
 
Table 6.3-15 Mode shape MAC values, Brodie Tower 
 
Mode 
1 2 3 4 5 6 
MAC 
Values 
Asyn. (Zero Coh.) 0.9994 0.9995 0.9994 0.9373 0.9794 0.9988 
Asyn. (Gen. Coh.) 0.9994 0.9995 0.9993 0.9345 0.9817 0.9988 
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Figure 6.3-23. Mode shape MPVs of synchronous data, Brodie Tower 
 
Figure 6.3-24. Mode shape MPVs of asynchronous data (Zero Coh.), Brodie Tower 
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Figure 6.3-25. Mode shape MPVs of asynchronous data (Gen. Coh.), Brodie Tower 
 
Compared to the asynchronous data, additional effort on synchronisation is needed in 
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about thirty minutes to synchronise all the sensors with the GPS. For asynchronous 
data, such configuration time can be saved and the field test can also be more 
flexibly and efficiently conducted. The computational time for determining the 
MPVs of modal parameters in this test is listed in Table 6.3-16. The modal analysis 
is conducted using MATLAB R2014a on an HP Compaq 800 G1 Elite Desktop 
(Intel Core i5, 2GHz and 8GB of RAM). The convergence tolerance is set as 610-  on 
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with dimension equals to the number of synchronous data groups (which is four in 
this example). Nevertheless, the general coherence method provides a rigorous 
means to determining the MPVs of modal parameters where the asynchronous model 
is strictly obeyed. It can also investigate the time synchronisation degrees among 
different synchronisation data groups quantitatively by identifying the coherence 
values among the groups. The computational process can be done in the order of 
minutes for the proposed method, which is still acceptable even for on-site 
implementation. 
Table 6.3-16 Computational time, Brodie Tower 
 
Mode 
1 2 3 4 5 6 
Computational 
Time (s) 
Syn. 1.2 1.0 0.9 3.5 4.1 2.8 
Asyn. (Zero Coh.) 3.4 3.2 3.4 26.6 31.8 27.7 
Asyn. (Gen. Coh.) 384.8 303.1 181.2 445.9 377.9 468.9 
6.4  Discussion 
Synthetic, laboratory and field test examples have been presented in this chapter to 
verify the consistency of the proposed asynchronous data model and two Bayesian 
OMA methods. It is shown that the eigenvalues and eigenvectors of the PSD matrix 
estimated based on the proposed asynchronous data model fit well with the ones 
based on both the synthetic and laboratory data. The proposed Bayesian OMA 
methods have also been verified using synthetic data, where the identified modal 
parameters are consistent with the exact ones that generate the data. For laboratory 
and field test examples, the identified modal parameters based on these two methods 
are compared with the ones identified based on synchronous data, where they almost 
coincide. The modelling error due to zero coherence approximation has also been 
Chapter 6: Illustrative Examples 
 
108 
 
investigated through a parametric study. It is shown that such modelling error does 
not cause bias in the MPV of modal parameters, but leads to under-estimation in the 
posterior uncertainty. Nevertheless, such effect is not significant unless the actual 
coherence among the synchronous data groups in the measured data is extremely 
high. In the case of field application, more investigation is needed. The next chapter 
focuses on the OMA of a full-scale building with multiple setups, where the OMA 
results based on asynchronous ambient data and the associated practical issues are 
discussed.  
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Chapter 7: Field Application  
In this chapter, ambient modal identification of an eight-storey concrete building is 
presented. The structural responses of the building on all the floors are measured 
through multiple setups and both synchronous and asynchronous data are measured 
for modal analysis. The proposed Bayesian zero coherence method for asynchronous 
data and the Bayesian FFT method for synchronous data are applied to modal 
analysis of each setup individually. The global mode shape of the building is 
assembled from the most probable local mode shapes in individual setups based on 
the global least square method. The modal identification results based on the 
asynchronous data are compared against their synchronous counterparts. In addition 
to the MPV, the identification uncertainties are also discussed. This chapter 
investigates the modal identification quality of the proposed method incorporating 
multiple setups based on a full-scale ambient test, where the complication and 
practical aspects in field implementation are naturally reflected in the measured data. 
Detailed instrumentation, logistic and time synchronisation issues are also discussed 
in this chapter, which provides more insights in conducting full-scale ambient 
vibration tests based on asynchronous data.  
7.1  Description of the structure 
The instrumented structure in this test is Brodie Tower, an eight-storey office 
building on the campus of the University of Liverpool. It is the same structure 
described in the field test verification example in Section 6.3. In this test, the 
structure responses of the building on all the floors are measured, which intends to 
identify the overall response pattern of the building. The building is ‘T-shaped’, 
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which is of interest to investigate the dynamic properties of the building. Triaxial 
sensors are used to capture the modal modes of the building in all three directions. 
7.2  Instrumentation 
Portable data logging units are used in this test for mobile field deployments. The 
equipments are hosted in a water-proof rugged case for each unit, which comprises 
accelerometer, GPS receiver, high-precision clock, battery and accessories (e.g., 
cables). Figure 7.2-1 shows a typical set of the unit at one measurement location. 
Five sets of such data acquisition units are deployed to measure the ambient vibration 
of the structure. The on-site view of the measurement units are shown in Figure 
7.2-2. 
 
Figure 7.2-1. A set of equipment for data measurement 
  
Figure 7.2-2. On-site view of data measurement units 
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7.2.1 Sensor performance 
Five triaxial force-balanced accelerometers (Guralp CMG-5TCDE) are used in this 
test for vibration data measurement. Despite the accelerometer itself, it is also 
embedded with a 24bit digitiser, an on-board Flash memory storage and a web-based 
user interface. The accelerometer has a maximum measurement range of 2g± . A 
‘huddle test’ [119] has been conducted to evaluate the noise level of the sensor. 
Figure 7.2-3 shows the noise spectrum of a typical accelerometer used in this test 
based on a four hour measurement. There is an increase of the noise level at low 
frequencies, which is the typical situation for all types of accelerometers. The noise 
level is in the order of 0.1μg/ Hz  for the frequency larger than 1Hz, which is 
sufficient for full-scale ambient vibration test.  
 
Figure 7.2-3. Noise spectrum of the sensor 
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7.2.2 Sensor location 
Based on the floor plan of the building, it is intended to obtain a mode shape with the 
‘T-shape’. Figure 7.2-4 shows the plan view of the building with measured DOFs. 
Compromising the available number of sensors, four locations on each floor from 1/F 
to 7/F are measured with one reference location on 7/F for mode shape assembling. 
The total number of measured DOFs is given by ( )4 7 1 3 87´ + ´ = . Considering 
feasibility and convenience of logistic and sensor deployment, the sensors are placed 
in the corridors and aligned along the frame direction of the building. 
 
Figure 7.2-4. Plan view of the structure with sensor locations and measured 
directions 
 
7.2.3 Reference sensor 
Due to the limited number of sensors, the DOFs of interest cannot be measured in a 
single setup. One feasible way is to conduct multiple setups to cover all the 
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measurement locations. The mode shape values identified in different setups have 
different scaling so it is necessary to have reference DOFs among the setups for 
mode shape assembling. The mode shape values at the reference DOFs should be 
significant for all the modes of interest in order to reduce the errors in the assembling 
procedure. In this test, one reference location is chosen on the top floor of the 
building (i.e., 7/F) near the lower left corner (see Figure 7.2-4), which is expected to 
have significant structural responses and unlikely to be at a node of the modes.  
7.2.4 Roving setups 
Except for the reference sensor, the remaining sensors are roved to different floors in 
different setups. The DOFs of interest on one floor are measured in a single setup, 
giving seven setups in total for the test. To investigate the modal identification 
quality based on asynchronous ambient data, it would be ideal if both synchronous 
and asynchronous data are measured during exactly the same time period. 
Unfortunately, this is practically not feasible as the number of sensors is limited and 
it is impossible to place two sensors at exactly the same location. As a compromise, 
setups for asynchronous data were first conducted, followed by the setups where the 
sensors were synchronised. 
Figure 7.2-5 shows the schematic diagram of the setup plans. For asynchronous data, 
the setups are conducted in the morning from 8:30 to 12:30 roving from 7/F to 1/F. 
The order of the setups on 3/F and 2/F is swapped as there was an examination in the 
lecture room on 3/F. To minimise the effect of vibration test to the examination, the 
setup on 2/F was conducted first and the one on 3/F was conducted after the 
examination was finished. After the setups for asynchronous data, the sensors are 
synchronised using ‘real-time’ clocks (which is discussed in the next section) and 
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setups were then conducted in the afternoon from 14:30 to 17:10 with the order from 
7/F to 1/F.  
 
Figure 7.2-5. Schematic diagram of roving setups 
Two participants were involved in this test, each responsible for two sensors. Twenty 
five minutes of data were measured for each setup, allowing five minutes as a buffer. 
The transition time between setups took about five minutes, including levelling and 
alignment.  
7.2.5 Time synchronisation 
In this test, the asynchronous data are simply obtained by running the sampling 
clocks among the sensors independently without synchronisation. As most of the 
measurement locations in this test are indoor where the GPS signal is weak, 
synchronising the sensors using GPS is not feasible. ‘Real-time’ clocks (Guralp 
CMG-RTM) were used to synchronise the sensors in this test. They are high-
precision clocks which can control the sampling procedure with extremely low time 
drift after being trained with a common time source. The ‘real-time’ clocks used in 
this test were first trained using GPS receivers. Once the clocks were locked, the 
Asynchronous Data
Setup No.
Floor No. Synchronous Data
Setup No.
1 7/F 1
2 6/F 2
3 5/F 3
4 4/F 4
6 3/F 5
5 2/F 6
7 1/F 7
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GPS receivers were disconnected and the clocks ran as the substitutions of GPS 
providing high-precision time basis for the sensors. The real-time clocks used in this 
test have an accuracy of 0.038ppm (parts per million). This corresponds to a relative 
time drift of 62 0.038 10 3600 12 3ms-´ ´ ´ ´ »  over 12 hours. In the frequency range 
of interest  31/ 3 10 300Hz-´ »= , the data can be considered as practically 
synchronised. 
7.3  Modal analysis 
Modal identification has been conducted and the identified modal parameters as well 
as the associated uncertainties are investigated in this section. For synchronous data, 
the MPV of modal parameters and the posterior uncertainties are determined using 
the Bayesian FFT method [79,80]. For asynchronous data, the proposed Bayesian 
method with zero coherence assumption is applied to identify modal parameters and 
quantify uncertainties. Modal identification is conducted within individual setups and 
the global mode shapes are assembled using the global least-square method [120]. 
The identification results based on asynchronous data are assessed by comparing 
with those identified based on synchronous data.  
Considering the fact that the setup number for synchronous and asynchronous data 
may not refer to the same measured DOFs, the results listed in the tables and figures 
are referred based on the floor number of the measured DOFs for each setup rather 
than the setup number. 
7.3.1 Data spectrum 
Figure 7.3-6 and Figure 7.3-7 show the root SV spectrum of Setup 1 (i.e. 7/F) for 
synchronous and asynchronous data, respectively, which help locate potential modes 
and select frequency bands for analysis. The peaks in the spectrum indicate the 
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presence of potential modes. The selected frequency bands and initial guesses of 
natural frequencies for modal identification are indicated in the figures with symbol 
‘[-]’ and ‘o’, respectively. For synchronous data, there is only one significant peak 
within each selected frequency band, indicating only one mode dominated in the 
band. However, multiple peaks can be found for asynchronous data, which merely 
reflects the number of synchronous data groups among the measured data. 
The first six modes indicated in the spectrum are analysed in this test. These modes 
are representative in full-scale ambient tests. The spectral peaks of the first three 
modes are significant, indicating relatively high SNRs. The SNRs for the last three 
modes are low compared to the first three modes. This is common in full-scale tests 
when the modes are not well excited or the measurement noise is high. This is 
especially so for the sixth mode where the SNR is extremely low. Table 7.3-1 
summarises the sample mean of SNR among the setups for both asynchronous and 
synchronous data calculated based on the identified modal parameters as a reference. 
Compared to the spectrum of laboratory data (as presented in previous sections), the 
SNRs of the modes in this test are much smaller. Besides the MPVs of modal 
parameters, the associated identification uncertainty shall also be concerned, which 
will be investigated later in this example.  
Table 7.3-1 Sample mean of SNR among setups 
  Mode 
  1 2 3 4 5 6 
Modal 
SNR 
Asyn. 712 954 5101 36 68 33 
Syn. 1384 1612 3967 32 59 22 
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Figure 7.3-6. Root SV spectrum of synchronous data, Setup 1(7/F) 
 
 
Figure 7.3-7. Root SV spectrum of asynchronous data, Setup 1(7/F) 
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7.3.2 Identified modal parameters 
Figure 7.3-8 and Figure 7.3-9 plot the MPVs of natural frequency and damping ratio 
among the setups, respectively. The MPVs based on synchronous data and 
asynchronous data are shown in the figures with circles and squares, respectively. 
The error bars represent +/- 2 posterior standard deviation. The identified natural 
frequencies and damping ratios from the synchronous and asynchronous data 
generally agree well with each other. Small discrepancies can be found in some 
setups, e.g., the MPVs of Mode 5 on 5/F. Possible reasons can be the low SNR that 
affects the identification quality or the environmental variation since the synchronous 
and asynchronous data were measured over different time periods. 
Table 7.3-2 and Table 7.3-3 summarise the sample mean and c.o.v. of the identified 
modal parameters among the setups respectively for both asynchronous and 
synchronous data. It can be seen that the sample mean of identified natural 
frequencies of the modes based on asynchronous data is very close to the 
synchronous counterpart. This is also the case for the identified damping ratios. The 
sample c.o.v.s of the identified damping ratios are larger than those of the identified 
natural frequencies, which is common in ambient vibration tests. Significant 
variation lies in the identified modal force PSD although this merely reflects the 
variation of the environmental conditions during the test. 
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Figure 7.3-8. Identified natural frequencies among setups (circle: asynchronous data; 
square: synchronous data; error bar: +/-2 posterior standard deviation)  
 
Table 7.3-2 Sample mean of identified modal parameters among setups 
 
Mode 
1 2 3 4 5 6 
Natural Frequency (Hz) 
Asyn. 2.422 2.689 3.728 7.450 7.959 9.469 
Syn. 2.424 2.705 3.752 7.409 8.005 9.492 
Damping Ratio (%) 
Asyn. 1.24 1.15 0.94 2.72 3.40 3.62 
Syn. 0.99 0.96 0.82 2.69 2.58 2.65 
Root Modal Force PSD 
(μg/ Hz ) 
Asyn. 1.40 1.48 1.56 0.84 1.19 1.76 
Syn. 1.07 1.09 1.00 0.58 0.89 1.16 
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Figure 7.3-9. Identified damping ratios among setups (circle: asynchronous data; 
square: synchronous data; error bar: +/-2 posterior standard deviation)  
 
Table 7.3-3 Sample c.o.v. (%) of identified modal parameters among setups 
 
Mode 
1 2 3 4 5 6 
Natural Frequency 
Asyn. 0.15 0.48 0.47 0.26 0.37 0.73 
Syn. 0.18 0.23 0.24 0.22 0.29 0.73 
Damping Ratio 
Asyn. 20 12 14 21 45 34 
Syn. 13 15 5 12 9 41 
Root Modal Force PSD 
Asyn. 40 28 51 40 18 22 
Syn. 43 33 55 14 27 31 
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7.3.3 Identified mode shapes 
Figure 7.3-10 to Figure 7.3-15 show the assembled global mode shapes of these six 
modes based on both synchronous and asynchronous data. The MAC values between 
the identified mode shapes based on these two types of data for both individual setup 
and the global assembled cases are listed in Table 7.3-4. Mode 1 is a whole building 
translational mode in the x-direction. Small rotation can be found about the top left 
corner of the figure in the plan view, which is possibly due to the mass distribution of 
the whole building. Mode 2 is also a translational mode but in the y-direction without 
rotation. Mode 3 is a torsional mode with the torsional centre at the left side of the 
‘T-shape’ connection. For the first three modes, the assembled mode shapes based on 
asynchronous data are very close to the ones based on synchronous data. It can be 
seen that the MAC values are extremely close to one for these three modes, 
suggesting good identification quality of the mode shapes based on asynchronous 
data. Mode 4 is the second translation mode in the x-direction. Similar to Mode 1, 
small rotation can also be detected in this mode. Mode 5 is the second translation 
mode in the y-direction. The MAC values of the assembled mode shapes for these 
two modes between synchronous and asynchronous cases are calculated to be 0.9465 
and 0.9813, respectively. The SNRs for these two modes are not high compared to 
the first three modes. Nevertheless, the identified mode shapes based on 
asynchronous data for these two modes are physically sound.  
Significant discrepancy lies in the identified mode shapes of Mode 6. The MAC 
value for the assembled overall mode shapes is only 0.02. The MAC values for Mode 
6 are not low in individual setups (ranging from 0.65 to 0.91) but the errors are 
magnified in the assembled global mode shapes. Further analysis reveals that this 
may be due to the erroneous modelling in the z-direction of the measured data. 
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Figure 7.3-17 and Figure 7.3-18 shows the root PSD spectrum based on the data 
measured by the reference sensor in Setup 2 (i.e., 6/F) for both synchronous and 
asynchronous data as a typical case. It can be seen that the PSD spectra are not 
dominated by modal response of Mode 6 in the z-direction for both synchronous and 
asynchronous data, where spectral peaks cannot be found. Similar situations can be 
found in the z-direction of other sensors and setups. The mode shape MPVs of Mode 
6 in z-direction are erroneously determined. When assembling the global mode shape, 
such errors are taken into consideration and lead to further estimation errors in the 
relative scaling of the mode shapes among the setups. In this context, the errors exist 
in the assembled global mode shapes for both synchronous and asynchronous data.  
To investigate whether the vibration data in the z-direction have spurious effects on 
the identified mode shape of Mode 6. Additional analysis has been conducted 
excluding the measured data from the z-direction. Figure 7.3-16 shows the resulting 
global mode shapes. The assembled global mode shapes between the synchronous 
and asynchronous data are quite close with a MAC value of 0.978, suggesting that 
the problem is associated with the modelling error in the z-direction of the measured 
data.  
Table 7.3-4 MAC values of identified mode shapes 
Floor No. 
Mode 
1 2 3 4 5 6 
1/F 0.9999 0.9999 0.9996 0.9143 0.9949 0.9082 
2/F 0.9995 0.9998 0.9979 0.9717 0.9857 0.9112 
3/F 0.9993 0.9995 0.9979 0.9775 0.9904 0.6904 
4/F 0.9994 0.9993 0.9990 0.9642 0.9936 0.7955 
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5/F 0.9993 0.9996 0.9988 0.8398 0.8709 0.7941 
6/F 0.9995 0.9996 0.9995 0.9410 0.8763 0.6583 
7/F 0.9991 0.9997 0.9986 0.9637 0.9904 0.8348 
Global 0.9991 0.9994 0.9980 0.9465 0.9813 0.0249 
 
(a) (b) 
Figure 7.3-10. Assembled global mode shape of Mode 1 (a) asynchronous data (b) 
synchronous data  
(a) (b) 
Figure 7.3-11. Assembled global mode shape of Mode 2 (a) asynchronous data (b) 
synchronous data  
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(a) (b) 
Figure 7.3-12. Assembled global mode shape of Mode 3 (a) asynchronous data (b) 
synchronous data  
(a) (b) 
Figure 7.3-13. Assembled global mode shape of Mode 4 (a) asynchronous data (b) 
synchronous data  
(a) (b) 
Figure 7.3-14. Assembled global mode shape of Mode 5 (a) asynchronous data (b) 
synchronous data  
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(a) (b) 
Figure 7.3-15. Assembled global mode shape of Mode 6 (a) asynchronous data (b) 
synchronous data 
  
(a) (b) 
Figure 7.3-16. Assembled global mode shape of Mode 6 (excluding z-direction) (a) 
asynchronous data (b) synchronous data  
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Figure 7.3-17. Root PSD spectrum of Setup 2 (6/F), asynchronous data 
 
 
Figure 7.3-18. Root PSD spectrum of Setup 2 (6/F), synchronous data 
 
7.3.4 Posterior uncertainty 
Table 7.3-5 to Table 7.3-7 list the posterior c.o.v.s of natural frequencies, damping 
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less than 1%), the posterior c.o.v.s of damping ratios are much higher, which is 
common in OMA. The posterior c.o.v.s of the modal parameters based on 
asynchronous data are of the same order compared to those based on synchronous 
data. The identification uncertainty of the mode shapes based on asynchronous data 
is larger than the synchronous counterparts. This is reasonable as the mode shapes 
for asynchronous data are partially identified within each synchronous group hence 
intuitively less data are involved for inference. 
The posterior c.o.v. here reflects the unresolved uncertainty of a modal parameter 
given measured data and model assumptions in a particular setup. It does not imply 
how close the identified results are to the ‘true’ values due to the modelling error. 
Although there is no existing method that can tell what the exact uncertainty should 
be when identifying modal parameters. It is possible to gain more insights on the 
asymptotic behaviour of the identification uncertainty (i.e., the leading order 
behaviour of the posterior uncertainty assuming long measurement duration, high 
SNR and small damping) against the test configurations, which is often referred as 
‘uncertainty law’. Figure 7.3-19 plots the uncertainty behaviour of the damping 
ratios among the setups against the modal SNR based on synchronous data for the six 
modes identified in this test. The curves in the figure represent ratios of the first 
order term in the uncertainty law (i.e., the achievable identification uncertainty based 
on the given SNR) to the zeroth order (i.e., the achievable identification precision for 
infinite SNR). The circles denote the identification uncertainty based on the current 
test configurations and the values in the legend denote the actual posterior c.o.v. 
values determined based on the measured data. It can be seen that for the first three 
modes, the current posterior uncertainties all lies in the flat region of the curves. 
Further increasing the SNR do not have significant help in reducing the identification 
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uncertainty of damping ratios. This is not the case for the last three modes, especially 
for Mode 5 and 6. For example, further increase the SNR for Mode 5 in Setup 2 can 
reduce the identification uncertainty up to 10%.  
Table 7.3-5 Posterior c.o.v.s of natural frequencies among setups 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 0.06 0.09 0.06 0.04 0.06 0.06 0.06 0.06 
 Syn. 0.11 0.11 0.10 0.09 0.12 0.13 0.10 0.11 
2 Asyn. 0.08 0.07 0.07 0.05 0.05 0.05 0.05 0.06 
 Syn. 0.11 0.20 0.11 0.14 0.14 0.10 0.08 0.13 
3 Asyn. 0.04 0.03 0.03 0.03 0.03 0.03 0.04 0.03 
 Syn. 0.06 0.06 0.07 0.06 0.07 0.06 0.07 0.07 
4 Asyn. 0.08 0.07 0.07 0.16 0.13 0.10 0.07 0.10 
 Syn. 0.22 0.16 0.14 0.16 0.17 0.19 0.15 0.17 
5 Asyn. 0.10 0.10 0.07 0.07 0.24 0.31 0.13 0.15 
 Syn. 0.16 0.13 0.12 0.16 0.12 0.21 0.14 0.15 
6 Asyn. 0.16 0.31 0.18 0.07 0.08 0.07 0.06 0.13 
 Syn. 0.15 0.43 0.07 0.13 0.09 0.29 0.10 0.18 
 
Table 7.3-6 Posterior c.o.v.s of damping ratios among setups 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 8 8 7 7 7 7 7 7 
 Syn. 15 14 15 14 15 15 15 15 
2 Asyn. 8 9 8 7 8 8 7 8 
 Syn. 16 17 16 16 17 16 15 16 
3 Asyn. 5 5 5 4 4 4 4 5 
 Syn. 10 10 10 10 10 10 10 10 
4 Asyn. 7 6 6 10 2 8 6 6 
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 Syn. 16 13 12 12 13 14 12 13 
5 Asyn. 4 5 4 4 8 10 5 6 
 Syn. 9 8 8 9 8 10 8 9 
6 Asyn. 8 9 9 5 6 5 4 6 
 Syn. 10 15 7 9 8 10 8 10 
 
Table 7.3-7 Posterior c.o.v.s of mode shapes among setups 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 1.66 2.72 3.36 3.65 3.89 3.85 3.85 3.28 
 Syn. 0.87 0.88 0.94 0.83 0.88 0.89 0.84 0.88 
2 Asyn. 1.68 2.59 3.32 3.78 3.91 3.99 4.04 3.33 
 Syn. 0.66 1.01 0.69 0.86 0.86 0.95 0.83 0.84 
3 Asyn. 0.92 1.72 2.04 2.40 2.50 2.53 2.52 2.09 
 Syn. 0.59 0.73 0.34 0.38 0.45 0.41 0.37 0.47 
4 Asyn. 3.04 3.09 2.84 3.04 18.50 3.65 2.92 5.30 
 Syn. 2.51 2.70 2.32 2.16 2.38 2.58 2.50 2.45 
5 Asyn. 2.04 2.51 2.30 2.04 3.94 2.58 2.46 2.55 
 Syn. 1.32 1.38 1.30 1.59 2.27 3.02 1.81 1.81 
6 Asyn. 2.51 2.49 3.28 2.93 2.99 2.52 2.39 2.73 
 Syn. 2.41 2.48 2.92 2.78 3.00 3.47 2.79 2.83 
 
It should be noted that the posterior c.o.v. discussed in this section is different from 
the sample c.o.v. in Section 7.3.2. The sample c.o.v. only reflects the statistical 
variability of the MPVs among the setups, which is mainly due to environmental 
variation.  
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Figure 7.3-19. Uncertainty law of damping ratio based on synchronous data 
7.3.5 Computational time 
Some comments regarding the computational time for modal analysis are drawn in 
this section. The foregoing analysis is conducted using MATLAB R2014a on an HP 
Compaq 800 G1 Elite Desktop (Intel Core i5, 2GHz and 8GB of RAM). To obtain 
the MPV of modal parameters, the NLLF is optimised using MATLAB function 
fminsearch with a convergence tolerance of 610-  on a fractional basis for all 
parameters. 
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Table 7.3-8 lists the computational time (total time among the setups) of MPV and 
posterior uncertainty of the identified modes for both synchronous and asynchronous 
data cases. It takes more time to determine the MPV based on asynchronous data 
compared to those based on synchronous data. This is especially so for the last three 
modes where the SNR is low. On the other hand, the computational time for 
determining the posterior uncertainties based on asynchronous data is slightly less 
than the one based on synchronous data. The whole modal analysis procedure can be 
done in a few minutes based on asynchronous data. 
Table 7.3-8 Computational time 
Mode  
Time required (s) 
MPV Posterior c.o.v. 
1 Asyn. 27 3 
 Syn. 8 7 
2 Asyn. 32 2 
 Syn. 10 7 
3 Asyn. 31 5 
 Syn. 11 10 
4 Asyn. 300 9 
 Syn. 59 14 
5 Asyn. 394 13 
 Syn. 36 17 
6 Asyn. 479 15 
 Syn. 54 19 
 
7.4  Discussion 
In this chapter, a full-scale ambient test of an eight-storey office building has been 
presented to investigate the modal identification quality using asynchronous data 
incorporating multiple setups. The identification results based on asynchronous data 
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have been compared with the ones identified based on synchronous data with the 
same test configurations (i.e., sensor used, measurement location and duration). The 
identification uncertainty for both synchronous and asynchronous data has also been 
investigated. 
The foregoing analysis shows that the identified natural frequencies and damping 
ratios based on asynchronous data generally agree well with the ones based on 
synchronous data. The assembled global mode shapes based on asynchronous data 
are practically consistent with those based on synchronous data when the modal SNR 
is high. Challenging issues exist when the modes are suspected of low SNR and high 
modelling error. The erroneously determined mode shape values in individual setups 
will lead to further discrepancies when assembling the overall mode shapes. In this 
context, neither one can provide a plausible estimation of the global mode shapes. 
The posterior uncertainties of the modal parameters identified based on 
asynchronous data are of similar order compared with those based on synchronous 
data (although they cannot be directly compared as they are obtained based on 
different model assumptions). The posterior uncertainties of the identified mode 
shapes based on asynchronous data are larger than the synchronous counterpart as 
less information is involved for inference. The uncertainty law based on synchronous 
data has also been investigated. It can be seen that for the first three modes, the 
posterior uncertainties of the damping ratios are already in the convergence region. 
However, for the last three modes, further reducing the identification uncertainty is 
still possible by increasing the SNRs. Modal analysis based on asynchronous data 
takes more time than that of synchronous data. However, the whole computational 
process can be done in a few minutes, which is still feasible even for on-site 
implementation.  
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The global mode shapes are assembled using the global least square method. The 
identified mode shapes in individual setups are equally weighted regardless of 
identification quality. Bayesian methods for asynchronous data that can determine 
the MPV of global mode shape is demanded, where the data quality in different 
setups can be taken into consideration for inference and better estimation results are 
expected. In this test, only the zero coherence method is applied for modal analysis. 
The general coherence method also needs to be applied in order to investigate its 
applicability and identification quality for full-scale ambient tests and this is one of 
the future works. Compared to the zero coherence method, more computational time 
is expected for the general coherence method. 
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Chapter 8: Conclusions 
8.1  Concluding remarks 
This thesis has presented two Bayesian approaches for modal identification using 
ambient vibration data measured in an asynchronous manner. The asynchronisation 
issue in OMA has been first investigated and a probabilistic model with imperfect 
coherence for asynchronous data has been proposed. Based on this model, two 
Bayesian modal identification methods have been proposed, which allows the most 
probable values as well as the posterior uncertainty of modal parameters to be 
determined based on asynchronous ambient data. The proposed asynchronous data 
model and Bayesian OMA approaches have been validated using synthetic, 
laboratory and full-scale ambient data with different levels of complexity. In addition, 
the proposed Bayesian OMA method with zero coherence has been applied to modal 
identification of an eight-storey office building based on asynchronous ambient data 
incorporating multiple setups, where detailed sensor deployment, synchronisation 
scheme and challenges encountered in field tests have been discussed. 
Laboratory experiments have been conducted to investigate the asynchronous data in 
OMA. The sampling interval of a DAQ system has been investigated in the first 
experiment, which illustrated the asynchronisation issue in the sampling procedure 
due to clock jitter. It is shown that the actual sampling interval of a DAQ unit varies 
randomly and does not follow any specific distribution. The second experiment 
illustrated the effect of asynchronisation on the identification results in OMA. A 
Bayesian method that assumes synchronous data was applied to modal identification 
of a set of asynchronous ambient data measured on a four-storey laboratory shear 
building model. The identified natural frequencies and damping ratios are not 
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severely affected by the time synchronisation issue in the measured data. However, 
the relative scaling and directions of the mode shapes are erroneously determined. In 
the third example, the relationship between the asynchronisation and the 
measurement duration has been explored. It is found that the coherence between two 
asynchronous data channels decreases with the increase of the measurement time, 
illustrating a decrease of synchronisation degree between the channels.  
Inspired by the experimental findings, a probabilistic model for asynchronous data in 
OMA has been proposed. Asynchronous data are fundamentally a non-stationary 
process, which is difficult to model or analyse. Balancing model simplicity and 
utility, a stationary stochastic model was proposed with imperfect coherence 
parameter that captures key asynchronous characteristics within suitable time scales. 
The characteristics of the PSD matrix based on the proposed asynchronous data 
model have also been investigated. 
Based on the asynchronous data model, two Bayesian modal identification methods 
for asynchronous ambient data have been proposed. The first method was developed 
based on a simplified model that assumes zero coherence among the synchronous 
data groups, which provides a fast algorithm to determine the MPV of modal 
parameters. The analytical expression of the posterior covariance matrix has also 
been derived, which provides the associated identification uncertainty of the modal 
parameters. The second method assumes general coherence among synchronous 
groups, which strictly obeys the asynchronous data model. Efficient computational 
strategies have been proposed, which significantly suppresses the dimension of 
matrix computation involved and preserve the constraints during the optimisation 
procedure. The resulting iterative procedure allows the MPV of modal parameters as 
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well as the coherence to be determined efficiently. Although more computational 
effort is expected compared to the first method, this method is more robust with less 
modelling error involved. 
Synthetic, laboratory and field test data have been used to verify the proposed 
asynchronous data model and the proposed Bayesian modal identification methods. It 
is found that the properties of the PSD matrix based on proposed asynchronous data 
model fit well with the ones estimated based on the synthetic and measured 
laboratory data. The effect of modelling error due to zero coherence assumption has 
been investigated through a parametric study. It is found that such modelling error 
does not cause bias in the MPV of modal parameters, but leads to under-estimation in 
the posterior uncertainty. Nevertheless, such effect is not significant unless the actual 
coherence among the synchronous data groups in the measured data is high. Besides 
the synthetic data, the proposed Bayesian methods have also been validated using 
real asynchronous data measured from a four-storey laboratory shear building model 
and a full-scale office building. The identified modal parameters based on 
asynchronous data from these two methods agree well with the ones based on 
synchronous data, verifying their consistency. The posterior uncertainties of the 
identified mode shapes based on asynchronous data are larger than the synchronous 
counterpart as less information is involved for inference. 
To further investigate the applicability of the proposed methods in field tests, a full-
scale ambient vibration test on an eight-storey building incorporating multiple setups 
was presented. Detailed sensor specification, instrumentation techniques and 
synchronisation procedure involved in the test have been discussed, which illustrates 
the practical issues encountered in full-scale ambient test based on asynchronous data 
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and provides a guidance for further field tests. Both synchronous and asynchronous 
ambient vibration data sets have been measured. Modal identification based on these 
two data sets has been conducted and the global mode shapes of the building have 
been assembled. The identification results based on asynchronous data agree well 
with the ones based on synchronous data when the modal SNR is high. Identification 
difficulties occur when the modal SNR of the mode is low. In this context, neither 
one can provide a reasonable estimation of the global mode shapes. The 
identification uncertainties based on asynchronous data are of the same order 
compared to those based on synchronous data. They are also compared with the 
uncertainty law for the synchronous data set. Modal identification based on 
asynchronous data generally takes more time compared to synchronous data. 
Nevertheless, the whole procedure can be done in a few minutes, which is still quite 
efficient. 
8.2  Future work 
According to the current development of the Bayesian modal identification methods 
for asynchronous ambient data proposed in this work, several research directions can 
be pursued: 
1) The Bayesian modal identification methods proposed in this thesis only 
considered the case when single mode is dominant in the selected frequency band. 
However, close-spaced modes are often encountered in real applications, 
especially for long-span bridges and tall buildings. Modelling close-spaced mode 
with asynchronisation issue in the measured data can be challenging but the 
resulting modal identification methods will be useful in practice. 
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2) In this work, the proposed modal identification methods can only handle the 
measured asynchronous ambient in a single setup. For multiple setups, the global 
mode shapes need to be assembled using conventional techniques where the 
identification quality of individual setups is not taken into consideration for 
assembling. Further development of Bayesian methods for asynchronous ambient 
data incorporating multiple setups are demanded, where the global mode shapes 
can be inferred with probability logic without heuristics. 
3) Currently, only the identification uncertainty based on the proposed Bayesian 
method with zero coherence assumption is investigated. The analytical 
expression for the posterior covariance matrix based on the proposed Bayesian 
method with general coherence assumption needs to be derived, which is 
expected to provide a better estimation of identification uncertainty for 
asynchronous ambient data. 
4) More field tests based on asynchronous ambient vibration data shall be conducted 
to further explore the challenges encountered in full-scale tests using 
asynchronous data and investigate the applicability of the proposed methods in 
this work. Without the time synchronisation requirements, more efficient and 
flexible ways of conducting ambient vibration tests can be explored. For example, 
smartphones nowadays have built-in accelerometers. Based on the proposed 
methods, multiple smartphones can be used to conduct ambient vibration tests 
without synchronisation. Smartphone software needs to be developed that can 
conduct modal identification directly on the phone using the proposed methods.  
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