Abstract|A procedure for obtaining a reduced complexity signal space detector is proposed and applied to the EEPR4 channel combined with d = 1 code. For the channel considered, the signal space detector requires at least 10 observation samples to attain the same minimum distance as the Viterbi algorithm VA. The resulting signal space detector can be implemented with 7 linear discriminant functions, 10 threshold detectors, and a Boolean logic function. All coe cients of these linear functions are from f0; 1; 2g .
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I. Introduction I N this paper, a signal space detector for the EEPR4 channel combined with the d = 1 code is considered. The EEPR4 channel has an equalized response given by the sample values 1; 2; 0; ,2; ,1. When the minimum run length constraint o f d = 1 is applied to PR channels such as PR2, EPR4, and EEPR4, long error events associated with the minimum distance are removed 1 . A signal space detector with a nite decision delay can achieve near optimal performance for these PR channels 2 , 3 . The decision delay should be chosen large enough to cover the minimum distance error events. A procedure for obtaining a reduced complexity signal space detector is proposed and applied to EEPR4 channels combined with d = 1 code. The same procedure can also be applied to derive signal space detectors for other channel responses and modulation codes.
Signal space detection is reviewed in the next section. The procedure for obtaining a reduced complexity detector is explained in Section III. Since direct application of the proposed procedure to higher dimensional signal space is impractical due to its computational complexity, a recursive implementation of the procedure is proposed in Section IV. Section V presents the results for the EEPR4 channel used in conjunction with the d = 1 code.
II. Signal Space Detection
The discrete time channel model can be represented by where r k is the readback sample sequence, ff i g represents the overall channel response f 0 6 = 0, a k is the input symbol taken from f+1; ,1g, and n k is additive white Gaussian noise. For EEPR4 channels, the overall channel response is ff 0 ; f 1 ; f 2 ; f 3 ; f 4 g = f1; 2; 0; ,2; ,1g. A signal space detector with a decision delay o f makes a decision on symbol a k, at time k based on observation samples fr k,i g, 0 i . Past decisions on the input symbols fa k,i g, i , are used to cancel ISI terms from observation samples. In this process, past decisions are assumed to be correct. After canceling ISI terms, the detector input is given by If the input symbol a k is equally likely, the decision boundary in the + 1-dimensional signal space would be piecewise linear consisting of a set of hyperplanes 4 . Each hyperplane is represented by a linear discriminant function. The output of each linear discriminant function is fed through a threshold detector to decide in which side of the corresponding hyperplane the observation sample vector x is located. Finally, a Boolean logic function estimates the channel input symbol based on the outputs of these threshold detectors. The numberof hyperplanes mainly determines the complexity of the detector. is obtained so as to maximize the minimum distance from any signal vector in P j1j2 to the hyperplane. Only those hyperplanes which h a ve the minimum distance greater than a speci ed value are kept for the next step. The speci ed distance determines the performance of the detector. 4 . From the chosen hyperplanes, the minimum number of hyperplanes are obtained by which every pair of opposite class signals can be separated. 5. A Boolean logic function is obtained to make anal decision based on the location of the observation vector relative to each h yperplane in the minimal set.
The initial goal here is to nd a minimal set of hyperplanes by which every pair of opposite class signals can be separated. In Step 2, even for a small number of signal vectors, the number of subset pairs will be quite large. By observing that in a k-dimensional vector space, no more than k + 1 signals are necessary to de ne a hyperplane 5 , only those subset pairs in which the total number of signals are less than or equal to k + 1 need to be examined.
Since the last element s k, of each signal vector is either +f 0 or ,f 0 according to the input symbol, the signal vectors in each subset pair P j1j2 are linearly separable into two decision classes. For
Step 3, the gradient descent techniques 6 for linearly separable signals can be used to obtain a hyperplane for each pair of subsets. By de ning a cost function as the minimum distance from a signal to the hyperplane, the coe cients of the linear equation representing a hyperplane are updated in the direction of the gradient of the cost function 5 . As the coe cient update is repeated, the hyperplane is adjusted to maximize the minimum distance from any signal.
Step 4 can be viewed as the well-known set covering problem in graph theory and can be solved by a tree search algorithm 7 .
In
Step 5, we n o w h a ve a minimal set of hyperplanes G by which e v ery pair of opposite class signals can be separated with the prescribed distance. Let G i be a subset of G in which each h yperplane can separate a signal s increases exponentially as the decision delay increases or as the dimension of the signal space increases. For higher dimensional space, the total number of subset pairs may b e so large that direct application of the proposed procedure in the previous section is not practical due to its computational complexity and memory requirement. Since the detector performance depends on the decision delay , a certain value, denoted by f , is required to achieve the desired detector performance. In the incremental method, is reduced from the required value f to 1 for which the proposed procedure can be applied directly. For the decision delay o f 1 , some pairs of opposite class signals fp 1 ; : : : ; p K g can not be separated with a prescribed distance, where K is the number of those pairs. A minimal set of hyperplanes which can separate the remaining pairs of opposite class signals are obtained as the rst step. For each pair p j , 1 j K, is increased from 1 to 2 for which the proposed procedure can be applied directly. Pairs of signals which can not be separated with the prescribed distance and a minimal set of hyperplanes which can separate the remaining pairs of signals are obtained. In this recursive w ay, is increased until every pair of signals at each incremental stage can be separated with the prescribed distance. The Boolean logic output at each incremental stage is used in a reverse recursive w ay to de ne the Boolean logic output at the previous incremental stage.
Note that the incremental method proposed in this section may not result in a minimal set of hyperplanes forming the decision boundary.
V. Detector for EEPR4 Channels
The minimum distance of the VA for the EEPR4 channel combined with the d = 1 code is p 10. = 9 yields the same minimum distance as the VA. Forâ k,10 = +1, the number of noiseless signals corresponding to a k,9 = + 1 and a k,9 = ,1 are 89 and 55, respectively. Since the number of subset pairs to be examined is so large, direct application of the proposed method is not practical. Instead, we apply the incremental method to a lower dimensional signal space of = 4 . In this case, the number of noiseless signals are 8 and 5, respectively. The obtained hyperplanes and separable signals are shown in Table I . A '1' means that the noiseless signal is separable by the corresponding hyperplane with the distance no less than p 10. A '0' means the noiseless signal is not separable by the hyperplane. With the convention used in Table I , to have a signal pair separated by a h yperplane, both signals in the pair must be separable by the hyperplane.
In the signal space of = 4, some signal pairs are not separable with the minimum distance of p 10. As shown in Table I , the signal pairs fs The logic value c 6;1;1:5 for class-1 signals in Table III is a logical OR of the threshold detector outputs b 9;1 and b 9;2 de ned by the hyperplanes g 9;1 and g 9;2 , respectively. In Table II , the logic value c 6;1 corresponding to the signal Table II is a logical OR of c 6;1 and b 6;1 de ned by g 6;1 . In Table I , the logic value c 6 for the signal The resulting detector is shown in Fig. 1 . An exclusive OR gate and the sign change by a multiplication witĥ a k,10 are needed to take care of the caseâ k,10 = ,1. detector to the ISI cancelation, pipelining techniques can be used for high speed operation.
VI. Conclusion
A procedure for obtaining a reduced complexity signal space detector has been described. To handle higher dimensional cases, an incremental method has been developed. For the EEPR4 channel combined with d = 1 c o d e , the resulting signal space detector consists of 7 linear linear discriminant functions, 10 threshold detectors, and a Boolean logic function. All coe cients of the linear discriminant functions are from f0; 1; 2g. The proposed method is general and can be applied to other PR channels such as PR2 and EPR4.
