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Resumen: La crisis sanitaria del SARS2-COVID ha traído a nuestra 
atención el conflicto permanente entre lo público y lo privado; entre 
los métodos de gestión abordados desde la perspectiva tecnológica sin 
concesiones a los derechos y libertades fundamentales, y las posiciones 
éticas que aún pretenden sostener su validez. Desde la aplicación de la 
tecnología en las mayores barbaries conocidas por la humanidad hasta 
el día de hoy, el ser humano se debate entre mayor seguridad o más 
libertad. El problema es que el individuo, o las organizaciones y em-
presas que crea, han visto incrementada su capacidad de obrar gracias 
a la tecnología informática, y esta nueva situación ha dado lugar a la 
ruptura del pacto social originado por la Revolución francesa, donde el 
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monopolio del poder se atribuía al Estado a cambio de que este se so-
metiera a la voluntad del pueblo expresada por medio de la ley. Hoy día, 
el individuo se ha vuelto más poderoso y el Estado se resiste a perder 
su papel. Entre esos dos polos navega la vida de miles de millones de 
personas, cuyas vidas se han vuelto transparentes a los ojos vigilantes 
de los Estados y de las grandes corporaciones empresariales.
Palabras clave: vigilancia masiva, algoritmos, comunicaciones elec-
trónicas, protección de datos personales, capitalismo de la vigilancia. 
Abstract: The SARS2-COVID health crisis has made evident the 
permanent conflict between what is public and what is private: on the 
one hand, there are the technological management methods without re-
gard for fundamental rights and freedoms and, on the other, the ethical 
positions that still seek to defend them. Since the application of tech-
nology in the greatest barbarities carried out by Humanity until today, 
the human being is debated between more security or more freedom. 
The problem is that the individual, organizations and companies have 
seen their ability to act increased thanks to computer technology. This 
new situation has led to the breaking of the social pact originated by the 
French Revolution. In this pact, the monopoly of power was attributed 
to the State in exchange for its submitting to the will of the people ex-
pressed through the law. Today the individual has become more pow-
erful and the state is reluctant to lose its role. Between these two poles 
navigate the lives of billions of people, whose lives have become trans-
parent to the vigilant eyes of states and large business corporations.
Keywords: mass surveillance, algorithms, electronic communica-
tions, personal data protection, surveillance capitalism.
ABREVIATURAS EMPLEADAS
AEPD Agencia Española de Protección de Datos
BOE Boletín Oficial del Estado
CEDH Convenio Europeo de Derechos Humanos
CERN Oficina Europea para la Investigación Nuclear
CDFUE Carta de Derechos Fundamentales de la Unión Eu-
ropea
CP Código Penal
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DOCE Diario Oficial de la Comunidad Europea
INE Instituto Nacional de Estadística
LECr Ley de Enjuiciamiento Criminal
LOPDPGDD Ley Orgánica de Protección de Datos Personales y 
Garantía de los Derechos Digitales
LOPJ Ley Orgánica del Poder Judicial
OCDE Organización para la Cooperación y el Desarrollo 
Europeo
PNR Passenger Name Records: Registro de Nombres de 
Pasajeros
RGPD Reglamento General de Protección de Datos
STS Sentencia Tribunal Supremo
STC Sentencia del Tribunal Constitucional
STJUE Sentencia del Tribunal de Justicia de la Unión Euro-
pea
TJUE Tribunal de Justicia de la Unión Europea
TEDH Tribunal Europeo de Derechos Humanos
SCS Sistema de Crédito Social (Chengxin wenhua)
§1. introducción
Nuestra vida diaria discurre en esa transición entre los átomos y los bytes, 
como reflejara Nicholas Negroponte en el momento de la emergencia de las 
tecnologías informáticas. Pero esa modificación de la naturaleza de nuestra 
vida está permitiendo el control de las personas y de las almas de una forma 
mucho más fácil. Y si bien es cierto que existen razones sociológicas que 
permiten sostener la justificación del incremento de las medidas de control 
político, la más que acreditada desviación o ampliación desmesurada del uso 
de dichas técnicas por los poderes públicos y privados de las grandes compa-
ñías está llevando a la humanidad a una verdadera dictadura digital, referida 
con la más digerible denominación de “capitalismo de vigilancia”.
A consecuencia de la revolución informática, reducidas todas las reali-
dades a ceros y unos –el lenguaje digital–, desde el punto de vista político y 
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social la diferencia entre lo público y lo privado se diluye; la privacidad no es 
cosa de uno sino del grupo en el que vive y con el que se relaciona; los actos 
ilegales no son definidos por su estructura sino por su motivación. Frente a 
esta situación, las barreras entre la defensa nacional, la seguridad nacional y 
la seguridad ciudadana igualmente se emborronan, y con ellas se pierde el 
régimen tradicional de garantías que protegían al ciudadano. Hoy día vivimos 
en una única realidad digital donde todos los elementos, toda la información, 
todas las conductas, tienen una repercusión en lo pequeño y lo grande. Como 
diría un buen amigo, lo micro y lo macro –en términos de mundo digital– 
confluyen al igual que la física newtoniana y la cuántica. Nos falta, al igual 
que en ese mundo inextricable de la física teórica, una teoría del campo uni-
ficado que aúne nuestras facetas pública y privada. Eso nos proporcionaría 
seguridad jurídica y libertad.
El presente artículo tiene por objeto abordar, desde lo que consideramos 
los posibles comienzos de toda esta ola de imposición del control político y 
social, sus orígenes, su evolución, las razones, los mecanismos legales en que 
ahora se sustenta, su posible justificación y las eventuales consecuencias de 
su abrazo incondicional.
§2. unoS cuantoS acontecimientoS hiStóricoS
Aunque hablemos de tecnologías que parecen futuristas –falsa apreciación 
de la realidad actual–, lo cierto es que los fundamentos de las herramientas 
actuales se hallan en los albores del siglo xx, caminando algunos de ellas de 
la mano de los propios protagonistas.
2.1 Los censos de población 
Hermann Hollerich, un ingeniero norteamericano de origen alemán, em-
pleó por primera vez la tecnología de tarjetas perforadas en la elaboración del 
censo de población de Estados Unidos, reduciendo drásticamente el tiempo 
necesario –de cinco años a dos– y el coste, una quinta parte del hasta entonces 
necesitado. 
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La empresa fundada por Hollerith –la Tabuling Machine Company– se fu-
sionó con otras para fundar en 1911 la Computing Tabuling Recording Com-
pany (CTR), que en 1924 cambió su nombre por el de International Business 
Machine Corporation (IBM).
El empleo de las máquinas de tarjetas perforadas cruzó el Atlántico y llegó 
a la Alemania de entreguerras. IBM fundó una filial, la Deutsche Hollerith 
Maschinen GmbH (Dehomag) para el desempeño de su labor empresarial en 
Europa. Sin embargo, su empleo por los jerarcas nazis se desvió pronto hacia 
la identificación de los que se consideraban enemigos del Reich por razón de 
etnia, raza o religión. La misma política se empleó en los territorios ocupados, 
especialmente en los Países Bajos, lo que dio pie a la localización, detención, 
deportación y exterminio de las personas de raza judía y gitana. 
Qué duda cabe que, si bien su uso no fue tan determinante del resultado de 
la solución final, como expone Black en su obra IBM y el Holocausto (Black, 
2001), sí es cierto que puso de relieve –por vez primera– los peligros de la 
desviación en el uso de datos obtenidos con una originaria finalidad legítima. 
Por ello, en la mentalidad jurídica europea quedó grabado lo que denomi-
namos paradigma Auschwitz: evitar, a cualquier precio, la desviación en las 
finalidades del uso de los datos personales. Más adelante veremos su vigencia 
actual.
2.2 Enigma. Las matemáticas y la guerra
Alan Turing, uno de los padres de la informática actual, fue reclutado para 
formar parte de los especialistas de la Escuela Gubernamental de Códigos y 
Cifras de Bletchley Park. Gran Bretaña sufría el acoso del régimen nazi por 
mar y aire, que pretendía doblegarla. La armada alemana comunicaba con su 
Alto Mando, mediante transmisiones cifradas con la máquina Enigma, sofis-
ticado ingenio que permitía un cifrado casi inexpugnable de las comunica-
ciones. De este modo, se mantuvo un bloqueo naval que dificultaba el apoyo 
logístico de Estados Unidos a sus aliados europeos.
El descifrado de la máquina Enigma se logró mediante el empleo de uno de 
los primeros ordenadores mecánicos, la denominada Bomba, que realizaba el 
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cálculo de tres máquinas Enigma anulando sus efectos criptológicos. El empleo 
de esta tecnología matemática logró acelerar el final de la guerra al permitir la 
interceptación de comunicaciones de las “manadas de lobos” –escuadras de 
submarinos alemanes operando conjuntamente en un sector– con su mando, y 
así despejó de buques enemigos el Atlántico y permitió la llegada de los sumi-
nistros bélicos y alimenticios desde Estados Unidos, lo que supuso el vuelco 
del signo de la contienda. Otro tanto sucedió en el frente del Pacífico, donde la 
aplicación de esta tecnología para la interceptación de las comunicaciones ja-
ponesas, unida al empleo del arma nuclear, aceleraron la rendición del Imperio 
japonés y con ello el fin de las hostilidades. Por primera vez, las matemáticas, y 
especialmente los algoritmos, se convertían en un arma de guerra.
2.3 El tratado UKUSA. La vuelta a la diplomacia secreta
Tras la colaboración sostenida por Estados Unidos y Gran Bretaña durante la 
Primera Guerra Mundial y sus fructíferos resultados, Norteamérica propuso en 
1940 continuar la colaboración SIGNINT (Signal Intelligence/Inteligencia de 
señales). La colaboración se intensificó a partir de entonces para acabar con el 
bloqueo naval del Atlántico, actuando norteamericanos y británicos –a los que 
se unieron los canadienses en 1943– como una única unidad conjunta. Ese año 
vio la luz el acuerdo BRUSA-SIGNINT, cuyo propósito era –como describe 
el informe del Parlamento Europeo sobre el sistema de interceptación ECHE-
LON– “el intercambio de toda información relativa al descubrimiento, identifi-
cación e interceptación de señales, así como el desciframiento de los códigos y 
claves”. Tras el fin de la guerra, la iniciativa para el mantenimiento de la alianza 
partió del Reino Unido, sumando a sus componentes a Australia y Nueva Ze-
landa. De esta forma, la alianza contaba con base geográfica en todo el globo 
terrestre para establecer estaciones de escucha e interceptación, intercambiando 
toda la información obtenida entre sus miembros.
La existencia del acuerdo secreto fue revelada a la opinión pública por el pe-
riodista escocés Duncan Campbell en 1981, al publicar por primera vez un artí-
culo donde hacía referencia a la existencia de ECHELON, un programa de in-
terceptación global de comunicaciones, prolongación natural de dicho acuerdo. 
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El artículo fue censurado y sometido a las leyes de secretos oficiales del Reino 
Unido, si bien una segunda entrega sí pudo ver la luz en 1988. Lo relevante de 
la noticia no era simplemente dar a conocer la existencia de una red secreta de 
interceptación global de comunicaciones, sino el desvío de la información ob-
tenida hacia finalidades de espionaje económico e industrial efectuado por las 
agencias de inteligencia en favor de sus empresas estratégicas como forma de 
pago de sus contribuciones tecnológicas a sus Gobiernos nacionales.
La recepción de estas noticias periodísticas por la opinión pública dio lugar 
a la apertura de una investigación en el panel de asesoramiento científico y 
técnico del Parlamento Europeo (STOA), en el que se presentó el informe An 
Appraisal of Technologies Of Political Control (1998), elaborado por la Fun-
dación Omega. En dicho informe se hizo referencia a la existencia de redes de 
interceptación de comunicaciones nacionales e internacionales, especialmente 
la mencionada ECHELON. El hecho, por entonces motivo de escándalo en la 
opinión pública, fue digerido tras los acontecimientos del 11S hasta convertirlo 
en contenido de ocio. Véase el ejemplo de películas norteamericanas, como 
Enemigo público (Enemy Of The State), La noche más oscura (Zero Dark Thir-
ty), o de series como The Good Wife (5.ª temporada) (Hancok, 2016).
 El 24 de abril de 2001 el Parlamento Europeo consideró acreditada la exis-
tencia de dicho tratado secreto, y manifestó su preocupación por el empleo 
de este tipo de tecnología para el espionaje industrial por las implicaciones 
que supondrían en la vida de los ciudadanos, e instó a los países miembros 
del acuerdo a la suscripción de los oportunos convenios internacionales de 
protección de los derechos civiles.
2.4 El terrorismo yihadista. Los atentados del 11 de septiembre de 
2001 y de 8 de junio de 2005
Osama bin Laden creó entre agosto de 1988 y finales de 1989 la organiza-
ción terrorista Al Qaeda, un conjunto de militantes musulmanes de la guerra 
de Afganistán contra la Unión Soviética. Su oposición a la presencia nor-
teamericana en la península arábiga tras la primera guerra del Golfo le hizo 
desvincularse de sus lazos norteamericanos para crear una de las primeras 
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experiencias del terrorismo de franquicia. Al Qaeda mantenía la estructura de 
una red, contando con un núcleo central formado por antiguos combatientes 
de la guerra afgana, que empleaba las comunicaciones en todos sus formatos 
para el mantenimiento de los contactos con las células dispersas en todos 
los países de Occidente. De hecho, Al Qaeda supuso la primera experiencia 
de terrorismo basado en comunicaciones, donde las redes de información y 
comunicaciones como internet fueron empleadas como recursos no solo de 
contacto entre sus miembros y de transmisión de órdenes, sino como herra-
mienta para la obtención de información logística, propaganda y financiación.
El funcionamiento de Al Qaeda se basaba, además, en la construcción de 
un relato o discurso narrativo que servía de mecanismo de cohesión ideoló-
gica y personal entre personas con las mismas creencias religiosas radicales 
dispersas por todo el mundo, haciéndoles partícipes de una unidad construida 
a través de la generación de emociones y sentimientos de adhesión (reforza-
miento del orgullo musulmán, guerra y odio al enemigo occidental, interpre-
tación radical de un concepto de guerra santa o yihad).
El modelo terrorista fue llevado a un nivel superior por la organización 
ISIS o Dáesh (Estado islámico de Irak y del Oriente). La perfecta produc-
ción de sus vídeos sobre ejecuciones, tanto de civiles como de militares, así 
como de la destrucción de obras patrimonio de la humanidad –el caso de los 
Budas de Bamiyan–, son un claro ejemplo de la evolución del concepto de 
terrorismo de franquicia hacia una organización basada en el relato, donde la 
muerte de personas y el daño a bienes de incalculable valor se convierten en 
mero instrumento y escenario al servicio de la construcción de la narración 
que mueve las emociones y los sentimientos de odio, adhesión a la causa y 
lucha contra el infiel.
El clima de terror ocasionado en Estados Unidos tras el 11 de septiembre 
dio paso a la declaración de la «Guerra contra el Terror» por la Administra-
ción Bush, lo que tuvo importantes repercusiones en el ámbito normativo a 
nivel mundial. El enfoque adoptado de paradigma de la prevención supuso la 
aprobación de un importante paquete de medidas legislativas que afectaban a 
numerosos estatutos legales en vigor, de modo que se afrontó el nuevo esce-
nario de guerra asimétrica con medidas de alcance transversal, aplicando tan-
to acciones militares como civiles (aplicación del derecho penal y procesal). 
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El modelo normativo fue acompañado de reformas equivalentes en los países 
de la Unión Europea y de los tradicionales aliados norteamericanos.
El concepto de guerra asimétrica hace referencia a un tipo de conflicto 
donde no existen frentes de combate y, por ello, no se pueden emplear ni el 
armamento ni las tácticas de guerra convencionales; afecta a toda la pobla-
ción civil, entre la que se hallan los propios contendientes, y donde tienen un 
papel relevante tanto el empleo de medios tecnológicos como los aspectos 
psicológicos de los adversarios, jugándose y manipulándose sus sentimientos 
y percepciones de la realidad para emplearlos como instrumentos de combate 
contra sus propios dirigentes (Fojón, 2006).
También tienen su importancia, en nuestra pequeña historia del avance del 
control político y social, los atentados en el metro londinense de 7 de julio de 
2005. En el Consejo Europeo celebrado en Bruselas los días 17 y 18 de junio 
ya se habló de la necesidad de aprobación de la futura Directiva de retención 
de datos de las comunicaciones electrónicas, medida muy discutida en el seno 
de la Unión Europea por sus implicaciones en el derecho a la vida privada 
de los ciudadanos y su posible colusión con los artículos 7 y 8 de la Carta de 
Derechos Fundamentales de la Unión Europea (CDFUE). Los atentados fa-
cilitaron la rápida aprobación de la norma, al igual que sucediera en Estados 
Unidos después del atentado del 11 de septiembre. La Directiva ha sido consi-
derada no conforme con la normativa comunitaria en varias resoluciones del 
Tribunal de Justicia de la Unión Europea. 
§3. tecnología y Sociedad. cambio del equilibrio de Poder
3.1 Cambios tecnológicos
La situación actual de control político y social no puede entenderse sin una 
referencia a los cambios operados en la sociedad y en la política gracias a la 
tecnología. Han sido diversos episodios de evolución los que han dado lugar a 
un aumento de la capacidad de obrar de los individuos, lo que ha ocasionado, 
a su vez, un intento de reequilibrio del poder mediante el incremento de las 
técnicas de control social.
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El paso de la informática estática, basada en grandes computadoras ENIAC 
y UNIVAC I, a la informática doméstica gracias al IBM-PC modelo 5150 de 
1981, unido a la aparición en enero de 2007 del primer teléfono móvil iPhone, 
de la marca Apple, ha dado lugar a la modificación de nuestra relación con la 
informática y el uso de la información. 
Liberados de la necesidad de permanecer físicamente en un lugar para 
hacer uso de los medios informáticos, la informática móvil a que dio lugar 
la nueva generación de smartphones basados en los sistemas IOS de Apple y 
Android, de Google, dio pie a otro gran cambio: la Web 2.0, denominación 
popularizada por Tim O’Reilly en 2004 para referirse a una nueva forma de 
emplear internet basada en la inteligencia colectiva para generar servicios 
interactivos, donde la relación entre iguales es preferente y de más fiabilidad 
que la que se recibe de las organizaciones o instituciones propias de la Web 
1.0. Internet pasa de ser vertical a horizontal, propiciada por la conjunción de 
software que permite esta interactividad (las redes sociales) y hardware que 
facilita la movilidad, ubicuidad y permanente conectividad para el tratamien-
to y generación de la información. 
A su vez, la proliferación de dispositivos conectados permanentemente 
a internet llevó a adoptar un modelo de virtualización de la informática por 
medio de la denominada cloud computing, que permitía convertir los equi-
pos informáticos en máquinas virtuales –equivalentes a programas infor-
máticos– almacenados en servidores siempre disponibles. La información 
así tratada y los propios medios informáticos empleados para su gestión 
pasaban a tener una misma. 
3.2 Consecuencias en las capacidades de obrar
La democratización de los medios informáticos por medio de su produc-
ción en masa, y su consiguiente reducción de precio de adquisición, permitió 
un trasvase de poder desde los Estados y las grandes corporaciones a los indi-
viduos, que podían desarrollar nuevas actividades en la sociedad, algunas de 
trascendencia política.
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El individuo ganó capacidad económica al poder monetizar sus creaciones 
–e incluso su propia vida digital– a través de las redes de intercambio peer 
to peer (P2P). Inicialmente empleadas para el intercambio ilegal de obras 
audiovisuales, el avance tecnológico generó un verdadero paradigma de las 
relaciones económicas digitales, en las que los individuos se autoorganizan 
sin necesidad de intermediarios convencionales. Los individuos pasaron de 
ser consumidores a convertirse en prosumidores, productores de bienes di-
gitales (Aparici, 2018: 72). Manifestaciones de ese nuevo paradigma fueron 
Blablacar, Airbnb o, de forma más radical, las criptomonedas. 
En 2008, tras la crisis financiera mundial ocasionada por la caída de Lehman 
Brothers, surgió el proyecto, presentado bajo el seudónimo de Satoshi Nakamo-
to, “Bitcoin: A Peer-to-Peer Electronic Cash System”, que –empleando técnicas 
de redes peer to peer con criptografía asimétrica de clave pública– generó un 
nuevo tipo de activo económico con propósito de convertirse en moneda no 
fiduciaria. La confianza del sistema estaba basada en un sistema de contabili-
dad distribuida mediante la tecnología blockchain, en virtud de la cual todas las 
transacciones realizadas son comunicadas a todos los usuarios, que mantienen 
un libro registro igual, evitando de esta forma las falsificaciones. Aunque con 
posterioridad surgieron otros proyectos de monedas, bitcoin sigue siendo la más 
conocida y extendida, funcionando como un activo financiero más que como 
una moneda no fiduciaria, empleado para realizar transacciones con cierto nivel 
de anonimato y con finalidad generalmente especulativa. Estas características 
han hecho de las criptomonedas un instrumento muy útil para el blanqueo de 
capitales procedentes de actividades ilícitas, de lo que ha surgido un propósito 
de regulación por parte de los países.
Pero los ciudadanos también alcanzaron una capacidad política antes des-
conocida. Actuando de forma concertada mediante el empleo cada vez ma-
yor de las redes sociales, los individuos ganaron poder político mediante el 
ciberactivismo, a su vez desplegado en diversos niveles –desde la coordina-
ción para campañas cívicas hasta el ciberhacktivismo de Anonymous–, y el 
proceso culminó con la denominada Primavera Árabe, que tuvo lugar entre 
los años 2010 y 2012 en los países africanos y de Oriente Medio del arco Me-
diterráneo, donde se sucedieron movimientos espontáneos de rebeldía fren-
te a los Gobiernos autoritarios por los ciudadanos coordinados entre sí por 
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comunicaciones electrónicas. En el caso de la Primavera Árabe o “revolución 
de las redes sociales”, estas pasaron de ser herramientas de entretenimiento 
a instrumentos de información (Carlini, 2018). Estamos, por tanto, ante un 
nuevo salto cualitativo en el uso de los instrumentos informáticos e infor-
macionales que pone de relieve la pérdida del monopolio del poder por parte 
de los Gobiernos tradicionales en favor de los ciudadanos organizados por 
medios electrónicos, que de esta forma son capaces de convertirse en actores 
en el panorama nacional e internacional, algo hasta entonces reservado a las 
estructuras estatales y supranacionales.
3.3  El lado oscuro del empoderamiento digital
Ciertamente, todas las actividades descritas ponen de relieve el incremento 
de la capacidad de obrar que hemos obtenido gracias a la digitalización de 
nuestra sociedad. Sin embargo, esta mayor capacidad de obrar y algunas 
de sus características asociadas, como la capacidad de actuar anónimamente, 
ocultando el origen de nuestra conexión mediante el empleo de redes privadas 
virtuales (VPN) o proxies anonimizadores, o el empleo de criptografía para 
ocultar el contenido de nuestras comunicaciones, permiten a algunos usuarios 
la realización de comportamientos delictivos que antes era imposible imagi-
nar. La capacidad de obrar digitalmente, unida a la sensación de impunidad 
por el empleo de medios tecnológicos de los que se cree en su capacidad para 
hacernos completamente anónimos, y la errónea consideración de legítimos 
de todos los instrumentos, programas e información que podemos encontrar 
en la red, hacen que muchas personas completamente insertadas en la socie-
dad lleven a cabo comportamientos ilícitos que –de tratarse de actividades 
materiales– nunca llevarían a cabo. 
Dado que la velocidad de comisión de los delitos y estas características 
dificultan su perseguibilidad, los Estados se han dotado de mecanismos de 
inteligencia criminal que les permitan la localización e identificación de los 
autores de los hechos mediante la consulta de los metadatos de sus comuni-
caciones. Ello comporta la adopción de una política de retención de datos 
de tráfico relativos a comunicaciones electrónicas, un instrumento necesario 
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para la lucha contra la criminalidad informática y otras formas graves de de-
lincuencia. Actualmente, la tensión existente en el plano legal radica –preci-
samente– en la legitimidad del establecimiento de estas grandes bases de da-
tos indiscriminadas de metadatos de cualquier usuario de la red simplemente 
por haber realizado una comunicación electrónica, y el posible desvío en su 
uso para otras finalidades por parte de las autoridades gubernamentales. Nue-
vamente, se pretende evitar la aparición del paradigma Auschwitz.
La máxima manifestación de actuación criminal que es posible para el 
usuario normal de internet lo constituyen los actos de ciberguerra. En reali-
dad, un delito informático común, un delito informático terrorista o un ata-
que a la seguridad nacional de otro Estado únicamente se diferencian en la 
motivación del autor, dado que su ejecución se lleva a cabo con las mismas 
herramientas informáticas. Incluso es posible la recuperación de vigencia de 
las antiguas actividades corsarias, por la que algunos Estados se valen de 
organizaciones criminales residentes en su territorio para la comisión de ata-
ques contra la ciberseguridad de otras naciones, haciéndolos pasar por delitos 
informáticos comunes. Los Estados pueden así valerse de profesionales del 
crimen, altamente cualificados tecnológicamente, para la realización de ata-
ques de falsa bandera, teniendo únicamente que protegerlos frente a intentos 
de reclamación policial o judicial internacional (Luna, 2012). Son las nuevas 
patentes de corso digitales.
§4. inteligencia de comunicacioneS
4.1  Los sistemas de vigilancia global en las sociedades democráticas
El panorama actual de conflictos asimétricos y amenazas híbridas, en don-
de lo civil y lo militar se entremezclan hasta confundirse, tiene –a nuestro 
juicio– dos causas de base. De una parte, el recurso al arma nuclear durante 
la Segunda Guerra Mundial convirtió en inoperante e inaplicable la doctrina 
del conflicto bélico tradicional –la doctrina de la Guerra Total, en palabras 
de Claustzwitch– desarrollado únicamente con armamento convencional. De 
otra, la extensión y la difusión de los medios informáticos entre todos los 
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individuos han roto el equilibrio de poder existente entre Estado y ciudada-
nos surgido tras la Revolución francesa, por el que se le otorgaba al primero 
el monopolio del ejercicio de la fuerza en beneficio del segundo, titular de la 
soberanía nacional, limitándose su uso por medio de la ley, expresión de la 
voluntad popular. En el panorama actual, esa fuerza también se manifiesta 
mediante la capacidad de procesamiento de información, que ya no está en 
manos exclusivas del poder público.
Sin embargo, en una situación así, de “frente de batalla” interior o civil 
y de oponentes confundidos entre la población no militar, empleando herra-
mientas informáticas de propósito común pero usadas con fines de atentar 
contra la seguridad nacional, se hace sumamente difícil la localización de las 
amenazas y de sus autores. La única forma de localización de los atacantes es 
proveerse de un sistema global de interceptación de comunicaciones que cap-
te toda señal electrónica de comunicaciones para proceder, posteriormente, a 
su filtrado por medio de términos clave.
Las medidas de esta naturaleza no son contrarias per se al régimen legal de los 
sistemas democráticos. Las medidas de inteligencia, en cuanto necesarias para la 
protección de la seguridad y defensa nacional, son compatibles con el derecho 
al respeto a la vida privada y familiar, tal y como lo contempla el artículo 8 del 
Convenio Europeo para la Protección de los Derechos Humanos y Libertades 
Fundamentales (CEDH), suscrito en Roma el 4 de noviembre de 1950. 
Sin embargo, como puso de relieve el Informe Final del Parlamento Eu-
ropeo sobre el Sistema ECHELON y las redes globales de vigilancia (2001), 
además de la necesidad de estar prevista en una ley accesible (publicada), la 
medida ha de ser proporcional al riesgo que pretende afrontar, y el sistema 
debe contar con los oportunos mecanismos de control y supervisión de las 
posibles reclamaciones de los afectados. Por estos motivos consideró la Co-
misión que un sistema indiscriminado de escuchas como ECHELON no era 
compatible con el estándar de protección del Convenio Europeo, en la medida 
en que no se amparaba en una disposición normativa publicada y al alcance 
general, ni tenía previstos medios de control (Schmid, 2001).
Pero los acontecimientos derivados de los atentados de Al Qaeda y Dáesh 
modificaron la percepción de la amenaza, y con ello de los medios necesarios 
para prevenirla. El paradigma de prevención se ha ido imponiendo poco a poco, 
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permitiéndose a los Gobiernos nacionales el empleo de medios extraordinarios 
en materia de vigilancia de las comunicaciones electrónicas. Así, y sin oponerse 
a las conclusiones de la Comisión ECHELON, la vía empleada desde entonces 
ha sido la de optar por la retención masiva de los datos de tráfico de las comuni-
caciones electrónicas. Como se expuso anteriormente, los atentados en el metro 
londinense en 2005 aceleraron la puesta en vigor de la imposición a las opera-
doras de comunicaciones de diversas medidas de facilitación de las labores de 
las Fuerzas y Cuerpos de Seguridad, que analizaremos a continuación. 
4.2  Los sistemas de vigilancia electrónica de las comunicaciones  
con propósito de investigación criminal
4.2.1  Requerimientos técnicos para la interceptación legal  
de las comunicaciones
La prohibición de uso de sistemas de vigilancia electrónica global llevó a la 
Unión Europea a formular su lucha contra el crimen desde otras perspectivas.
Tras la apertura de internet al público en abril de 1993, los Gobiernos fueron 
conscientes de la necesidad de controlar el tráfico de comunicaciones. Por ello, 
en noviembre de ese año se celebró un Seminario ILET (International Law En-
forcement Telecommunications) en Quantico (Virginia-EE. UU.), sede del FBI, 
en el que participaron unidades policiales y servicios de inteligencia del Con-
sejo de Europa y de la Commonwealth, estableciendo una serie de requisitos 
técnicos que reclamar a las operadoras de telecomunicaciones para hacer posi-
bles las intervenciones legales de comunicaciones. A partir de esa fecha fueron 
modificándose las legislaciones procesales de intervención de comunicaciones. 
En el seno de la Unión Europea, los requerimientos fueron recogidos en 
la Resolución del Consejo de 17 de enero de 1995 sobre la interceptación 
legal de las telecomunicaciones. A nivel nacional, los requerimientos téc-
nicos fueron adoptados en la Ley General de Telecomunicaciones de 2003, 
particularmente en su desarrollo reglamentario plasmado en el Real Decreto 
425/2005, de abril, que contenía una pormenorizada regulación del sistema 
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SITEL, plataforma de intervención de comunicaciones y acceso a datos de 
tráfico por las Fuerzas y Cuerpos de Seguridad del Estado. 
4.2.2 La conservación de datos de tráfico de las comunicaciones 
electrónicas
La segunda vía desarrollada por los integrantes de la Unión Europea para 
dotarse de un sistema de vigilancia electrónica fue la de regular, como nueva 
obligación de los operadores, la conservación de los datos de tráfico asocia-
dos a las comunicaciones electrónicas.
La digitalización de las comunicaciones ha permitido asociarles etique-
tas de datos –metadatos– que proporcionan información relevante tanto 
para la realización de los procesos de conexión a las redes de comunicación 
y de comunicación en sí, como de facturación y otros usos comerciales 
posteriores. Estos datos de tráfico pueden proporcionar una información 
muy precisa sobre la vida privada de los usuarios de las comunicaciones a 
las que se refieren, como puso de relieve el Tribunal de Justicia de la Unión 
Europea en su Sentencia de 8 de abril de 2014 (Digital Rights Ireland; asun-
tos C-293/12 y C-593/12).
La norma europea que dio fundamento a esta obligación de con-
servación fue la Directiva 2006/24/CE, de 15 de marzo, sobre la 
conservación de datos generados o tratados en relación con la prestación 
de servicios de comunicaciones electrónicas de acceso público o de redes 
públicas de comunicaciones. Su contenido tenía soporte en el art. 15.1 de la 
Directiva 2002/58/CE, que prevé la restricción de los derechos allí recogi-
dos en términos parecidos al del artículo 8 CEDH. 
Los atentados de Londres de 2005 aceleraron el proceso de adopción de la 
normativa; pero, además, introdujeron un cambio en el ámbito de aplicación 
(la lucha contra los delitos graves, además de contra amenazas a la seguridad 
nacional), siendo a la postre fundamental para el cuestionamiento de la vali-
dez de la disposición. 
El Tribunal de Justicia de la Unión Europea (TJUE) se ha pronunciado en 
diversas ocasiones en sentido negativo sobre la validez y compatibilidad de 
la normativa de conservación y retención de datos europea con los derechos 
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fundamentales reconocidos en la Unión. Su doctrina se puede sintetizar en 
los siguientes puntos:
• Los sistemas de almacenamiento de datos relativos a las comunicacio-
nes electrónicas suponen una injerencia al derecho a la vida privada, al 
generar en el ciudadano un sentimiento de vigilancia constante. 
• No obstante, se considera una medida razonable y proporcionada la 
adopción de una medida de tal alcance para fines de lucha contra las 
amenazas a la seguridad nacional, para lo que requiere una precisión 
normativa de las condiciones de conservación y acceso a los datos con-
servados, particularmente cuando se trataba de perseguir o enjuiciar de-
litos; y contar con los suficientes mecanismos de control, de modo que 
no puede concluirse si la medida es o no necesaria en el seno de una 
sociedad democrática.
• La determinación de las obligaciones de conservación y acceso por mo-
tivos de seguridad nacional o seguridad pública constituye una materia 
comunitaria, por más que la Unión Europea careciera de competencias 
para regular asuntos relacionados con Justicia y Asuntos de Interior. La 
Directiva, al determinar por esta vía el alcance de la garantía de la con-
fidencialidad de los datos, incide en el régimen de protección diseñado 
para los operadores de telecomunicaciones a los que se le impone esta 
obligación adicional de orden público.
• Se acepta la existencia de sistemas de conservación y retención de da-
tos, si las normas -comunitarias o nacionales- establecen las garantías 
adecuadas, asumiendo la posibilidad de existencia de algunos regíme-
nes especiales siempre que obedecieran a algunos de los fines previstos 
en el art. 15.1 de la Directiva 2002/58/CE; que los datos fueran objeto 
de acotación en función de criterios espaciales, temporales o persona-
les; y que los sistemas legales diseñados contuvieran normas de proce-
dimiento que garantizaran el control judicial o administrativo indepen-
diente, así como la correcta conservación para garantizar el derecho a 
la confidencialidad de los datos manejados, referido en el art. 5.1. de 
la Directiva. No obstante, los regímenes de conservación de datos que 
podrían admitirse tendrían siempre un carácter selectivo, debiendo ser 
acotados –en el caso de ser preservados con la finalidad de lucha contra 
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la delincuencia grave– con arreglo a criterios objetivos que acrediten la 
relación entre los datos y el objetivo de la investigación. 
• No todas las medidas de investigación tienen la misma naturaleza de inje-
rencia grave en la vida privada. La medida de investigación no se consi-
derará grave, si únicamente se accede a los datos de abonado o titularidad 
de las tarjetas SIM, dado que no permiten extraer conclusiones precisas 
sobre la vida privada de las personas cuyos datos se vean afectados.
4.3 Conclusiones 
Como puede observarse, el recurso a los datos de tráfico y de localización de 
terminales de comunicaciones electrónicas es un tema aún candente en el panora-
ma europeo. La fuerza de los hechos lleva a los tribunales a la matización de sus 
pronunciamientos anteriores en orden a admitir –aunque con serias limitaciones– 
distintas soluciones que permiten el equilibrio entre la disponibilidad de medidas 
eficaces de investigación criminal y la necesaria preservación del derecho a la 
vida privada y a la protección de datos en toda sociedad democrática.
Este debate está llevando a la necesaria distinción entre datos de abonado, 
datos de conexión y datos de tráfico, para entender que solo estos últimos 
–relacionados con una comunicación concreta– deben ser objeto de especial 
protección por su carga de contenido informacional de carácter personal, pues 
una extralimitación en su uso originario mediante la elaboración de perfiles 
personales puede suponer una violación del derecho a la vida privada. 
Con todo, el panorama de decisiones judiciales no tiene en consideración el 
estado actual de la tecnología y de las amenazas híbridas, donde la identifica-
ción a priori de una persona implicada en un ataque a la seguridad nacional o a 
la seguridad pública no aparece claramente deslindada, y es precisamente el re-
curso a las bases de datos de tráfico de las conexiones empleadas –junto a otros 
datos de inteligencia– lo que permite su identificación y la concreción de su ver-
dadero designio criminal. El sistema diseñado por la jurisprudencia europea es, 
ciertamente, necesario para evitar el abuso desde los poderes públicos. Y, con 
independencia de su efectividad, parece un buen punto de partida para que –en 
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sucesivos pronunciamientos judiciales– se permita su ampliación en función de 
las necesidades de las sociedades a las que han de servir como garantía. 
§5. inteligencia criminal y vigilancia Policial
5.1 Inteligencia criminal
En los tiempos en que no se contaba con medios tecnológicos la comisión de 
un delito requería, en muchas ocasiones, un contacto o proximidad física entre 
agresor y víctima. Esa circunstancia espacial ha desaparecido –salvo en los de-
litos contra las personas– en nuestra sociedad actual, permitiendo que agresor 
y víctima estén ubicados en localizaciones distintas, incluso en países distintos. 
Además, la disponibilidad de recursos informáticos a través de la red ha dado 
lugar a una especie de legitimación de hecho a todo aquello que puede ser reali-
zado mediante herramientas informáticas o información hallada en la red.
La ampliación del número de autores de hechos delictivos, la desubicación 
con relación al hecho y a la víctima, el incremento en la movilidad geográfica 
por el fenómeno de la globalización, así como la complejidad de los instru-
mentos tecnológicos empleados en algunas ocasiones, han hecho necesaria la 
utilización cada vez más intensa de recursos de inteligencia criminal por parte 
de las fuerzas y cuerpos de seguridad (OSCE, 2017).
La inteligencia criminal puede ser definida como “cualquier tipo de infor-
mación con valor adicional que puede ser utilizado por los agentes del orden 
para combatir la delincuencia” (Oficina de las Naciones Unidas Contra la 
Droga y el Delito, 2010). Gracias a ella, tanto de tipo operacional –destinada 
a las investigaciones particulares– como estratégica –definición de objetivos 
o líneas de actuación en política criminal– las decisiones policiales se hacen 
más eficaces y exactas.
Si antes la base de la inteligencia criminal se asentaba en los datos e informa-
ción recopiladas por la policía de seguridad ciudadana, en la actualidad son las 
bases de datos y ficheros policiales, asociados a programas informáticos de data 
mining, los que aportan los inputs para la toma de decisiones. Para ello se precisa 
una ingente cantidad de información proveniente tanto de la propia organización 
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policial como de otros organismos públicos o privados. Además, el incremento 
de la gravedad de los ataques a la seguridad ciudadana –en muchas ocasiones, de 
naturaleza híbrida, sin definir su propósito final– lleva a la necesidad de actuar 
con carácter cada vez más predictivo del peligro que evitar, dado que el resultado 
lesivo puede ser de incalculable gravedad. La actividad desplegada en control de 
fronteras, ciberpatrullas, crimen organizado y formas graves de delincuencia se 
basa, en gran parte, en la denominada Policía Predictiva (Kostopoulos, 2019), la 
puesta en práctica del escenario ideado por Phillip K. Dick en The Minority Re-
port (1956), después convertido en una inquietante película distópica (Spielberg, 
2002), donde la Policía puede anticiparse a la comisión de graves crímenes en 
tiempo real por lectura remota del pensamiento del criminal.
Sin embargo, esta actividad predictiva supone un serio peligro para los 
ciudadanos. La búsqueda de patrones de comportamiento basados en hechos 
anteriores, muchas veces inconexos entre sí, genera una apariencia de pre-
sunción de culpabilidad en todos los individuos, que pueden verse sometidos 
a una decisión algorítmica difícilmente controlable y cuestionable, pero que 
limita decididamente su capacidad de actuación. Para ello, deben verse so-
metidos a una continua recopilación de datos de su vida privada, cedidos o 
comunicados con finalidades distintas a las de seguridad ciudadana. Si bien 
dichas medidas pueden estar amparadas en la ley, el conjunto de obligaciones 
y escrutinios a que nos vemos sometidos sí genera una sensación de vivir en 
una sociedad vigilada. Y el peligro de desviación de su uso está siempre pre-
sente, como la Historia y los acontecimientos diarios nos van demostrando.
5.2 Bases de datos policiales
Los pilares de la Policía Predictiva son, como hemos anticipado, las bases 
de datos policiales y los algoritmos que permiten la Machine Intelligence, la 
inteligencia de las máquinas que –al fin y a la postre– toman las decisiones en 
materia de seguridad pública actualmente, quiérase o no. 
Los sistemas de información policial han evolucionado desde los archivos 
en fichas y papel hasta los actuales bancos de datos que hoy conocemos. Y 
especial relevancia tiene en esa evolución el modelo europeo.
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La constitución de un espacio único europeo para la libre circulación de 
personas y mercancías comportó la necesidad de sustituir los controles fron-
terizos por un sofisticado sistema de vigilancia electrónica. Había nacido el 
Territorio Schengen.
En virtud del Convenio de Aplicación del Acuerdo de Schengen de 14 de 
junio de 1985, relativo a la supresión gradual de los controles en las fronteras 
comunes, firmado en Schengen el 19 de junio de 1990, se estableció un sistema 
de información común a todos los países firmantes en estructura de estrella, con 
una unidad central (C-SIS) a la que se hallaban conectados los sistemas nacio-
nales (N-SIS), a cargo de una oficina de enlace (SIRENE). La información o 
descripciones Schengen que se introducían en el sistema eran compartidas por 
todos los miembros, basándose en el nuevo principio de disponibilidad de la 
información policial. Dichas descripciones estaban perfectamente definidas en 
el Convenio, así como las garantías y plazos para su cancelación. El sistema 
Schengen se acomodaba, en materia de protección de datos, a la normativa 
del Consejo de Europa, si bien contenía importantes previsiones en materia 
de protección de datos personales y garantías institucionales. Pero establecía 
métodos de vigilancia electrónica novedosos, como la vigilancia discreta, por 
la que podía introducirse una descripción del conductor, vehículo y ocupantes, 
trayecto, destino, equipaje y circunstancias de sospecha, basado en un perfil 
de peligrosidad sobre los afectados, quienes no tendrían conocimiento de estar 
siendo sometidos a control policial durante el trayecto. 
Schengen supuso un avance sobre los sistemas policiales anteriores, cuya 
información pertenecía a cada país y únicamente podía ser transmitido por los 
canales de cooperación policial –la Oficina Interpol–. El nuevo principio de 
disponibilidad permitía el acceso a información de dichos ficheros naciona-
les, que eran puestos en común en la unidad central C-SIS.
Un avance polémico en esta línea de interconexión de bases de datos poli-
ciales lo constituyó el denominado Tratado de Prüm. Negociado casi en secreto, 
sin supervisión parlamentaria nacional ni europea, Alemania, España, Francia, 
Bélgica, Austria, Luxemburgo y Países Bajos, decidieron reforzar y ampliar el 
Sistema Schengen en dos sentidos: de una parte, ampliando el tipo de descrip-
ciones o información que compartir, pues abarcaba perfiles de ADN, matrículas 
de vehículos y embarcaciones, huellas dactilares y armas; de otra, estableciendo 
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un sistema de registros indexados que aceleraba las búsquedas y permitía la re-
cepción automatizada de la información. El sistema suponía, por ello, una posi-
bilidad de recepción directa de la información de los propios sistemas policiales 
nacionales, sin sistemas intermediarios distintos de los registros índices.
Una limitación fundamental al régimen de tratamiento de datos policiales 
lo constituye el carácter necesario de la información almacenada; en particu-
lar, su dimensión temporal.
Los datos policiales únicamente pueden mantenerse el tiempo imprescindi-
ble para permitir el cumplimiento de su finalidad. Un mantenimiento más allá 
del precisado supone una injerencia en la vida privada de las personas afectadas 
no permitida por la legislación de protección de datos. Por ello, la revisión de 
dichas decisiones de mantenimiento, al modo del sistema Schengen, son abso-
lutamente precisas para mantener el equilibrio entre intereses públicos y limi-
taciones a las libertades fundamentales justificadas por ello. Eso fue lo resuelto 
por el Tribunal Europeo de Derechos Humanos en Marper vs. UK, donde el 
Tribunal Europeo dictaminó la existencia de vulneración al derecho a la vida 
privada por haberse mantenido las reseñas dactiloscópicas de los demandantes 
–absueltos en sus respectivos procesos penales– más allá del tiempo necesario 
para la tramitación de las actuaciones. Este fallo es de especial trascendencia 
para la futura (o ya presente) situación de juicios algorítmicos, donde las deci-
siones judiciales podrán ser asistidas por sistemas de inteligencia artificial. 
5.3 Las nuevas tecnologías de vigilancia electrónica. Especial 
mención de la videovigilancia
5.3.1 La eficacia irrenunciable de la videovigilancia
Nos vigilan. Constantemente caminamos por calles y plazas en las que 
nos percatamos de la existencia de cámaras – instaladas de forma consciente 
con ese propósito– que continuamente nos siguen. Quizá las más peligrosas 
sean aquellas cuya instalación no permite ser vistas puesto que no anuncian 
la existencia de una limitación a nuestros derechos en dicha zona. Pero el 
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objetivo fundamental de las videocámaras es disuadirnos de actuar ante la 
amenaza de estar siendo vigilados. 
Qué duda cabe de que la videovigilancia es un instrumento muy útil –casi 
irrenunciable– para el mantenimiento de la seguridad ciudadana. Pero llenar 
nuestras vías públicas de ojos orwellianos conectados a un Big Brother poli-
cial restringe de forma considerable, intolerable, nuestro nivel de libertad. La 
persona no se comporta igual sabiendo que está siendo observada. No solo es 
nuestra vida privada la que resulta afectada; es nuestra propia libertad la que 
resulta limitada por mor de la seguridad ciudadana.
La Fundación Omega puso de relieve –en su informe sobre las tecnologías de 
control político para el Panel STOA del Parlamento Europeo– su posible papel 
como instrumento sustitutivo de otras técnicas o armas de control de multitudes, 
especialmente si eran apoyadas por algoritmos de reconocimiento facial. Sin em-
bargo, llegaba a la conclusión negativa sobre su extensión, ya que no impedía la 
actuación de los radicales en la calle y, más preocupantemente, generaba por con-
tra una red de supervisión en masa que podía ser usada para diferentes propósitos 
de los originalmente previstos (Omega Research Foundation, 2000).
Si las conclusiones eran estas a mitad de 2000, en 2020, con una tecnolo-
gía de reconocimiento facial apoyado en inteligencia artificial como soporte 
de un tratamiento masivo de datos, la realidad ha superado con creces las 
expectativas. En 2007, un reportero de la BBC, John Sudwoth, realizó la ex-
periencia en la ciudad china de Guiyang, de comprobar en cuánto tiempo se-
ría localizado por el sistema de videovigilancia instalado por las autoridades 
chinas (BBC News / Mundo, 2017). Fueron siete minutos los que tardaron 
los dispositivos de vigilancia electrónica en dar con el periodista británico. El 
sistema de videovigilancia chino se basa en una instalación de 200 millones 
de cámaras por todo el país, conectadas a bases de datos policiales y admi-
nistrativas, y apoyadas por un sistema de reconocimiento facial e inteligencia 
artificial. Como reflejaba la noticia, el sistema no solo pretende evitar el delito 
sino también predecirlo (Mendiola, 2017). Ciertamente, es el modelo más 
eficaz de seguridad ciudadana existente en el mundo; pero a costa de carecer 
de protección de la privacidad. Sin duda, George Orwell no imaginó un desa-
rrollo tan eficaz de su crítica al sistema comunista que se ha convertido en el 
paradigma de las distopías tecnológicas actuales. 
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5.3.2 Garantías frente a la videovigilancia 
Conscientes de la efectividad en la persecución del delito, e incluso en su 
prevención, pero también de los riesgos que comportaba su generalización, 
en el ordenamiento jurídico español se adoptó en 1997 la normativa actual 
reguladora de la videovigilancia con fines de seguridad pública. La norma 
tuvo su origen en la necesidad de lucha contra el fenómeno de la kale borroka 
en Euskadi, ante los dubitativos pronunciamientos judiciales que generaba la 
aportación de imágenes de las videocámaras por las fuerzas y cuerpos de se-
guridad para identificar a los responsables de los actos de disturbios públicos. 
El cuadro normativo se completa con la Instrucción 1/2006, de 8 de noviem-
bre, de la Agencia Española de Protección de Datos, sobre el tratamiento de 
datos personales con fines de vigilancia a través de sistemas de cámaras o vi-
deocámaras; así como de la Ley 5/2014, de 4 de abril, de Seguridad Privada.
Dado que una videocámara es, desde el punto de vista de protección de 
datos, un sensor que capta imágenes y sonidos, su empleo desde el momento 
de la captación hasta otros tratamientos posteriores (almacenamiento, cesión, 
bloqueo…) queda sometido igualmente a la normativa de protección de datos. 
La labor de los tribunales también ha sido muy relevante para la configura-
ción del contenido y límites al uso de la videovigilancia en nuestra sociedad. A 
este respecto deben reseñarse tres aspectos delimitados por la jurisprudencia: 
• El reconocimiento de la existencia de espacios en la vía pública donde se 
desarrolla la intimidad personal. Es el supuesto, por ejemplo, de los aseos 
públicos, donde se ha diferenciado entre las zonas comunes y las cabinas 
individuales. La jurisprudencia penal ha tenido en cuenta esta diferencia 
para excluir como pruebas, por vulneración de derechos fundamentales, 
las imágenes captadas en dichas zonas sin autorización judicial. 
• En cuanto a los métodos de captación, el empleo de cámaras ocultas 
–especialmente por medios de comunicación– ha sido igualmente obje-
to de diversos pronunciamientos en sede constitucional y civil. Aunque 
en estos casos el conflicto se plantea entre los derechos a la intimidad 
personal y la libertad de expresión, dado que es un método comúnmente 
empleado por los medios de comunicación en la realización de repor-
tajes televisivos, los fallos son relevantes por cuanto que excluyen la 
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posibilidad de empleo de cámaras ocultas por la vinculación y efecto de 
la grabación en la libertad personal y dignidad del sujeto grabado, dado 
que este no se comportaría con igual naturalidad en caso de conocer 
que está siendo grabado. Sin embargo, en el último pronunciamiento 
del Tribunal Constitucional sobre la materia, y con base en la jurispru-
dencia del TEDH, ha matizado su doctrina para aceptar este método de 
investigación periodística siempre que se aprecie la necesidad del em-
pleo de este por razón de las circunstancias de obtención de la noticia, 
su relevancia pública y su veracidad.
• Por último –y lo más relevante, si cabe– hemos de referirnos al plantea-
miento judicial sobre las nuevas tecnologías de vigilancia. 
En la STS (2) 329/2016, de 20 de abril, la Sala Penal del Tribunal Supre-
mo restringió su doctrina sobre la legalidad del empleo de dispositivos de 
observación y grabación de imágenes y sonidos por las Fuerzas y Cuerpos de 
Seguridad. En un caso de tráfico de drogas en el que los implicados realizaban 
sus operaciones en un piso ubicado en la décima planta de un edificio –con 
las ventanas abiertas– que estaba siendo sometido a observación visual por 
la Policía Judicial mediante el empleo de prismáticos de amplia potencia, el 
Tribunal revisa y adapta su anterior doctrina a la nueva situación tecnológica, 
manifestando una clara vocación de delimitación de los nuevos criterios fren-
te a los nuevos peligros. De esta forma, considera que, frente a lo que deno-
mina injerencias virtuales en el domicilio la tutela de este otorgada por el art. 
18.2 de la Constitución Española “protege, tanto frente la irrupción inconsen-
tida del intruso en el escenario doméstico, como respecto de la observación 
clandestina de lo que acontece en su interior, si para ello es preciso valerse 
de un artilugio técnico de grabación o aproximación de las imágenes”. Lo 
relevante no es si el sujeto ha establecido medios de protección adicional a su 
domicilio, sino si se emplean instrumentos técnicos que ponen al observante 
en posición de ventaja respecto del observado. La Sala está pensando en los 
nuevos métodos de invasión del domicilio, mucho más eficientes, insidiosos 
e indetectables, como es el caso de los drones –que especialmente menciona–, 
y traza una línea clara de protección de los ámbitos físicos de libertad del 
ciudadano: si es necesario hacer uso de un medio tecnológico que dota de una 
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capacidad de percepción no natural al ser humano, de modo que no es posible 
prever la invasión y –en consecuencia– evitarla, se estará produciendo una 
injerencia no consentida en la intimidad del sujeto. 
La sentencia ahora comentada permite abordar la evolución que pueden 
sufrir las técnicas de videovigilancia en poco tiempo. 
En 1987 la ciencia-ficción anticipaba, una vez más, nuestro futuro distópico. 
En un panorama social donde la seguridad pública se hallaba contratada con 
empresas privadas, la robótica y la videovigilancia se hacían presentes como 
técnicas de lucha contra la delincuencia. El personaje principal de la mítica 
película de Paul Verhoeven, Robocop, primer cíborg conocido en la historia 
del cine, nos traía consigo el empleo de gafas o visores que permitían la iden-
tificación de los delincuentes y el contraste de la imagen con las bases de datos 
policiales. Hoy día, 30 años después, en la estación de ferrocarril de Zhenzhou 
(China) los agentes policiales usan gafas de identificación visual tipo Google 
Glasses para realizar las mismas identificaciones (Rodríguez, 2019).
Este tipo de tecnología de investigación no podría estar amparada en la ley en 
España. La Ley de Videovigilancia somete al requisito del empleo de las video-
cámaras móviles –este sería el caso– a la captación conjunta de imagen y sonido; 
pero además es preciso que exista un peligro concreto que justifique su uso y que 
se dicte una decisión de autorización por el máximo responsable provincial de las 
Fuerzas y Cuerpos de Seguridad, que será revisada por una comisión de garantías 
en el plazo máximo de 72 horas posteriores a la toma de las imágenes. 
5.4 Un paso adelante: inteligencia artificial y seguridad pública
El 11S lo cambió todo.
Hasta entonces, la sociedad occidental tenía puestas sus miras en el 
progreso económico y el Estado del bienestar, apoyado por una política 
internacional que había dado lugar a la neutralización del peligro de gue-
rra nuclear con la caída del Muro de Berlín y la práctica anulación de la 
Unión Soviética como amenaza mundial.
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Sin embargo, el mayor atentado terrorista de la Historia, convenientemente 
diseñado por sus autores para alcanzar el máximo impacto mediático, unido 
a varios atentados más en 2004 y 2005, trastocaron la sensación de seguridad 
en el panorama mundial. La prevención era ahora el paradigma básico de ac-
tuación pública, y a ella iban dirigidas todas las políticas en materia de seguri-
dad pública. Estados Unidos, el mayor afectado por este conflicto asimétrico, 
exportó a todo el mundo una nueva economía del control social –la que ahora 
conocemos como capitalismo de vigilancia (Zuboff, 2020: a)–. 
El riesgo sufrió una transformación en su concepto. A partir de entonces, 
proviene de enfermedades o epidemias a gran escala, del crimen organizado 
y las mafias, de la corrupción o del terrorismo (Faraldo y Brandariz, 2004). Y 
para hacer frente a estas nuevas amenazas generadas por enemigos a los que 
les falta la seguridad cognitiva, cuya identidad se desconoce por habitar en la 
sociedad a la que atacan, surgió la doctrina del Derecho Penal de Enemigos 
(Jakobs y Cancio, 2003). Bajo este nuevo prisma, quienes actúan en contra 
del Estado no tienen por qué disfrutar de los derechos que el Estado concede 
a sus ciudadanos, puesto que se enfrenta a aquel.
El paradigma de la prevención ha llevado a la maximización de los in-
tentos por predecir –más incluso que prevenir– los delitos. La imagen de las 
Torres Gemelas cayendo en llamas evoca el miedo al daño irreparable que 
cualquier atentado puede generar y que la respuesta penal no evita. Esto jus-
tifica los intentos desde entonces de incrementar la vigilancia electrónica y 
la búsqueda de patrones de conducta que permitan la identificación de los 
terroristas o grandes delincuentes. Deseamos Precrimen.
El nuevo frente de batalla entre el poder público y los ciudadanos lo cons-
tituyen las decisiones automatizadas, las decisiones adoptadas por máquinas 
dotadas de inteligencia artificial, apoyándose en los datos obtenidos por los 
sensores instalados en el mundo exterior (videocámaras, señales de geoloca-
lización, drones…) y en las bases de datos propias o privadas mantenidas con 
propósito de seguridad pública (metadatos de comunicaciones electrónicas). 
La elaboración de los perfiles de criminalidad, obtenidos por estos mecanis-
mos, gozan psicológicamente de mayor fundamento ante el ciudadano que 
las propias conclusiones de los investigadores humanos. Sin embargo, las de-
cisiones algorítmicas comportan muchos riesgos para el ciudadano de a pie.
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Es de cita obligada al hablar de decisiones algorítmicas y justicia penal 
la sentencia del caso Loomis vs. Wisconsin (State of Wisconsin vs. Eric L. 
Loomis. 2015AP157-CR, 2016). En este fallo, el tribunal aceptó la validez 
del uso de sistemas asistidos a la toma de decisiones por los tribunales de 
justicia, si bien proscribió que los algoritmos en los que se fundaban fueran 
desconocidos a la opinión pública, dado que no podría conocerse la mecánica 
y fundamentos de la decisión, vulnerándose el derecho proceso debido, que 
incluye el derecho a la motivación de las sentencias.
El sistema de decisiones asistidas por inteligencia artificial se basa en dos 
elementos no suficientemente controlados. 
De una parte, el algoritmo o conjunto de instrucciones dadas a la má-
quina para realizar una tarea, en este caso la evaluación de la peligrosi-
dad criminal de un sujeto. Estos algoritmos son frecuentemente opacos al 
constituir secretos empresariales protegidos por la ley. Eso ha llevado a 
más de un autor a considerar que los algoritmos empleados en sectores de 
alta intensidad o peligrosidad por la Administración (como es el caso de 
Justicia o de Sanidad) no pueden ser del tipo blackbox, es decir, carentes 
de cualquier sistema de auditoría y trazabilidad interna del proceso deci-
sorio, debiendo pasar un proceso de autorización previa como el de los 
medicamentos (Fernández, 2017).
De otra, es muy importante en materia de seguridad pública la base o bases 
de datos empleadas para la obtención de la decisión automatizada. En efecto, 
tratándose de decisiones de valoración de la peligrosidad criminal del sujeto, 
los datos base de la decisión automatizada deberían cumplir el principio de 
calidad reclamado por el artículo 4.1.d) de La Directiva (UE) 2016/680, que 
exige que sean exactos y debidamente actualizados. 
Unos algoritmos cuyos códigos fuente no son conocidos, y por tanto no 
pueden ser evaluados desde punto de vista de la ética y el marco jurídico 
aplicable, unido a unas bases de datos de suministro de su materia prima que 
cuentan con una información que no cumple los principios de calidad exigi-
dos por la legislación de protección de datos, pueden dar lugar a una decisión 
basada en un sesgo de discriminación.
Por todo esto, quizá fuera conveniente establecer normas específicas para 
el diseño y uso de algoritmos en sectores estratégicos del Estado, como es el 
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caso de la Administración de Justicia, basados en los protocolos de código 
abierto, de forma que todos pudieran conocer y auditar el conjunto de reglas 
y lógica subyacente al sistema de toma de decisiones –o de asistencia a la 
toma de decisiones– en el ámbito judicial, al modo en que lo ha realizado 
Francia, estableciendo una obligación de empleo de algoritmos abiertos en la 
Administración Pública.
§6. aPlicando el control Político y Social 
6.1 Verdad y posverdad. Los nuevos mecanismos de control político  
y social
Todo cuanto llevamos expuesto sirve para comprobar cómo, con un marco 
regulatorio adecuado, la existencia de mecanismos de control político y social 
por medio de técnicas invasivas de la intimidad y la privacidad puede justifi-
carse en un Estado de Derecho siempre que nos enfrentemos a un riesgo real 
y concreto a su propia existencia o integridad.
Ahora bien, también hemos comprobado cómo el acaecimiento de epi-
sodios disruptores –los atentados del 11S– han producido cambios radicales 
en nuestra forma de estar en la sociedad. El 11S supuso la modificación del 
relato social sustentado por el poder desde la caída del Muro de Berlín en 
1989. Del paradigma Austchwitz de proscripción de cualquier exceso en el 
uso de información por el poder público, hemos pasado al paradigma de la 
prevención total, por el que se prefiere la seguridad a la libertad si el resultado 
es una mayor seguridad física.
Gómez de Ágreda (2019) remite a la obra de Orwell, 1984, para en-
contrar precedentes de la labor política de control del relato, donde un 
Ministerio de la Verdad cambiaba constantemente el contenido de la he-
meroteca para que el presente –así justificado y legitimado por la Historia 
modificada– conformara el futuro. La verdad es construible, es el pro-
ducto de un acuerdo que cuente con mayoría suficiente; algo que puede 
realizarse al haberse introducido, desde la filosofía del s. xx, el factor de la 
subjetividad. Esta plasticidad de la verdad puede llevarse a cabo mediante 
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el control del relato, la narración de los hechos desde la perspectiva que 
interesa al poder del momento. Como refiere muy acertadamente Gómez 
de Ágreda (2020):
El control del relato se vuelve, por lo tanto, fundamental. No el control de 
la información, sino el de la conformación de las noticias en relatos. La 
iniciativa en este caso es requisito ineludible porque, en los cortos plazos 
que se manejan, las contranarrativas pierden toda credibilidad y utilidad. 
Lo importante es sentar las bases sobre las que se asienta la verdad y dejar 
luego que el público vaya encajando las piezas que se le vayan sirviendo 
sobre esa base sesgada. 
La renovación del debate sobre las técnicas de control político social 
ha llevado a una reactualización del pensamiento de filósofos como Fou-
cault o Bentham. La visión de este último del panóptico como paradigma 
del estado de vigilancia se ha adaptado a la nueva realidad tecnológica de 
modo que puede hablarse hoy día de un concepto de postpanopticismo, en 
el que la vigilancia no se ejerce desde el exterior sino que es sustituida 
por una autovigilancia o censura; un sistema en el que la anticipación –no 
prevención– es preferente a la corrección; un sistema, además, en el que el 
colectivo controla al individuo (Martínez, Tudela y Alegre, 2018: 141-142).
Esta convivencia con el enemigo, en esta visión paranoica de la realidad 
social, lleva al poder político a considerar a sus ciudadanos como sujetos sus-
ceptibles de control. De ahí que el debate sobre las técnicas de control político 
y social vuelva a estar sobre la mesa, máxime cuando estamos viviendo la 
puesta en práctica del mayor experimento de ingeniería social en la humani-
dad, el sistema de crédito social chino (Chengxin wenhua).
Como se recordaba en el informe elaborado por la Omega Research Foun-
dation para el Panel STOA del Parlamento Europeo (Omega Research Foun-
dation y European Parliament, 1999) las tecnologías de control político eran 
un nuevo tipo de arma:
Es el producto de la aplicación de la ciencia y la tecnología al problema 
de neutralizar a los enemigos internos del Estado. Está dirigido principal-
mente a poblaciones civiles, y no está destinado a matar (y sólo rara vez lo 
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hace). Está dirigido tanto a los corazones y las mentes como a los cuerpos. 
[...] Este nuevo armamento va desde los medios de monitoreo de la disi-
dencia interna a los dispositivos para controlar las manifestaciones; desde 
nuevas técnicas de interrogatorio hasta métodos de control de prisioneros. 
Los efectos previstos y reales de estas nuevas ayudas tecnológicas son más 
amplios y complejos que el armamento más letal que complementan.
6.3 El perfilado político: Cambridge Analytica 
En las democracias occidentales también se han producido episodios de 
manipulación de masas. Cambridge Analytica ha sido, por el momento, el 
más relevante.
Según De La Sancha (2019) la empresa accedió por medio del psicó-
logo Alexander Kogan, profesor en la Universidad de Cambridge, a los 
datos de casi 50 millones de perfiles de usuarios de Facebook. Para ello, 
Kogan replicó una aplicación empleada en sus investigaciones académi-
cas –thisisyourdigitallife– que los usuarios de Facebook podían descar-
garse para realizar un exhaustivo test de personalidad político a cambio 
de una remuneración de 2 a 5 dólares. La app recogía datos no solo de los 
usuarios que habían autorizado participar en una investigación académica, 
sino en la de todos los perfiles de usuarios que interactuarán con ellos, con 
independencia de que hubieran dado su consentimiento a participar en la 
misma investigación. Con esta información Cambridge Analytica desa-
rrolló un programa que le permitía predecir el comportamiento político de 
los usuarios, producto que puso a disposición de su cliente, Trump, para 
mejorar los objetivos de su campaña electoral.
El 17 de marzo de 2018 una investigación conjunta por los rotativos The 
New York Times, The Observer y The Guardian (Rosenberg, Confessore y 
Cadwalladr, 2018) hizo pública la filtración de datos llevada a cabo por la 
empresa británica en la multinacional norteamericana. 
La estrategia empleada por la empresa consultora consistía en la realiza-
ción de una campaña de microtargeting político con el propósito de influir, 
y no solo persuadir. En este sentido, autores científicos ponen de relieve el 
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empleo de técnicas militares de operaciones de información (PsysOps), orien-
tadas a propósitos manipulativos llevadas a cabo sobre objetivos especial-
mente vulnerables, con el propósito de modificar sus sentimientos y moverlos 
hacia los intereses u objetivos fijados (Suárez-Gonzalo, 2018: 27).
De acuerdo con el autor que acabamos de mencionar, el escándalo Cam-
bridge Analytica pone de relieve la insuficiencia del marco regulatorio actual, 
dado que el daño generado por el acceso no consentido a datos personales 
de individuos que habían comunicado con miembros del conjunto de control 
–que sí habían otorgado su consentimiento– no se cubre por el consentimien-
to informado de estos. Nuestro consentimiento tiene por ello una dimensión 
social que no es abarcada por nuestra declaración positiva de tratamiento, 
dejándola sin cobertura legal ni garantía.
§7. control Sanitario ePidemiológico
7.1 La situación de pandemia ocasionada por la COVID-19
La pandemia ocasionada por la COVID-19 parece una prueba de concepto 
en toda regla. La idea de prueba de concepto es muy empleada en ciberse-
guridad, y se refiere a ataques desplegados para comprobar la capacidad de 
reacción del enemigo, como sucedió con el virus informático Wannacry (Ro-
dríguez, 2017), que afectó a un innumerable conjunto de redes informáticas 
en todo el mundo –especialmente al Servicio de Salud británico–, creando la 
primera oleada mundial de ciberataques conocida.
Tras un período de confusión y opacidad en la región de Hubei, donde se 
halla la ciudad china de Wuhan, en diciembre de 2019 el Gobierno de Xin-
ping decidió hacer pública la enfermedad. La Organización Mundial de la 
Salud la declaró pandemia el 11 de marzo de 2020.
Frente a la nueva plaga surgieron dos formas de lucha: la asiática, intensamen-
te basada en el control de población y el empleo de tecnología de rastreo para 
la localización y aislamiento de los contagiados; y la occidental, basada en un 
cierre de fronteras (De Miguel, 2020) y aislamiento físico, primero internacional, 
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y luego domiciliario de su población hasta mediados de 2020. Las consecuencias 
económicas de ambos modelos son de todos conocidas (Deloitte España, 2020).
Conscientes de los resultados logrados en Asia, aunque en la ignorancia 
de calibrar hasta qué punto había sido efectiva la medida, los países europeos 
imitaron el modelo de gestión de crisis sanitaria de los asiáticos y comenza-
ron a proponer soluciones tecnológicas.
En primer término, las soluciones consistían en el desarrollo de apps para 
teléfonos móviles que permitieran el autodiagnóstico, descongestionadoras 
de los servicios de atención primaria. En segundo lugar, se desarrollaron es-
tudios de movilidad contando con los datos de tráfico puestos a disposición de 
los respectivos gobiernos por las operadoras de telefonía móvil. Por último, y 
para la fase de desescalada, se diseñaron apps de rastreo para la localización 
de casos positivos y su aislamiento, a fin de frenar el contagio, elevadamente 
alto en este virus.
El desarrollo de las aplicaciones de rastreo evidenció diferencias de enfo-
que, particularmente en cuanto a la protección de la privacidad de los usua-
rios. Así, mientras que los países asiáticos (China, Corea, Taiwan y Japón), 
así como Israel, emplearon la señal GPS de geolocalización de los teléfonos 
móviles para realizar la identificación de todos los ciudadanos; en los países 
europeos se optó por el modelo de Singapur de uso de la señal Bluetooth. 
Aun así, fue de apreciar diferencias entre los socios europeos. Polonia, por 
ejemplo, requiere al usuario que envíe su señal GPS en un plazo máximo de 
20 minutos, so pena de tener que presentarse en una comisaría policial para 
su identificación; además, obliga a los enfermos a realizarse y enviar un selfie 
que podrá conservarse durante seis años (Alarcón, 2020). 
En el caso europeo se constituyó en abril de 2020 un consorcio denomina-
do Pan-European-Privacy-Preserving Proximity Tracing, PEPP-PT), que pre-
tendía el desarrollo de un modelo único de intercambio de datos basada en la 
tecnología Bluetooth. Sin embargo, el proyecto generó una gran desconfianza 
pública al diseñar un sistema centralizado de recogida de los códigos aleato-
rios generados por los teléfonos móviles, pues permitía a los gobiernos reali-
zar actividades de cruce de datos con otros que ya tuviera en su poder (Pérez, 
2020). Por ello, se constituyó un nuevo grupo de trabajo formado por 26 
ingenieros bajo el auspicio del Instituto Federal Suizo de Tecnología (EPFL) 
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bajo la dirección de la española Carmela Troncoso. El nuevo modelo desa-
rrollado denominado Decentralized Privacy-Preserving Proximity Tracing 
(DP-3T), al contrario del anterior, se basaba en un sistema descentralizado de 
almacenamiento de datos en los dispositivos de los usuarios, que únicamente 
transmitían a una base central los códigos aleatorios y efímeros. Los datos 
son remitidos voluntariamente por los usuarios, que únicamente reciben una 
señal de alerta si en el sistema central se cruzan dos códigos aleatorios que 
demuestran un contacto a menos de dos metros por más de quince minutos. 
El gobierno español, pese a que inicialmente adoptó la iniciativa alemana del 
consorcio PEPP-PT, tras la Recomendación del Parlamento Europeo sobre 
diseño de las apps, se adscribió al modelo suizo.
El último factor de incidencia en el panorama generado por la pandemia 
y su control informático en Europa vino de la mano de las multinacionales 
norteamericanas Google y Apple. En una unión sin precedentes, ambas ofre-
cieron el 10 de abril a los países europeos un diseño de app muy similar al 
modelo DPP-3T, pero resolviendo los defectos de funcionamiento como el de 
la app TraceTogether –ejecución en segundo plano, con menor consumo de 
batería– al estar integrada la aplicación dentro de los propios sistemas opera-
tivos IOS y Android. 
7.2 Tecnologías de lucha contra la pandemia. Implicaciones  
en la privacidad
Como ya decíamos, parece que la pandemia ocasionada por el virus 
SARS-2 parece una prueba de concepto para comprobar el estado de funcio-
namiento y la capacidad de respuesta de las naciones frente a una crisis de 
naturaleza mundial y multicapa. 
El hecho de que se viniera advirtiendo de esta posibilidad –algo muy facti-
ble, dadas las anteriores epidemias de Zica, SARS-1, Ébola y otras– así como el 
clima de creciente tensión internacional entre EE. UU. y China, hace pensar que 
las consecuencias de esta pandemia irán más allá de las sanitarias y económicas. 
La diferente forma y grado de éxito en la gestión de la crisis ha dado 
ventaja propagandística al modelo de Estado vigilante chino. Al igual que su 
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población está convencida de la efectividad del sistema de crédito social, pese 
a lo que signifique de dilución de las barreras entre lo público y lo privado, en 
Europa y en el resto del mundo se comienza a ver el modelo desde otra pers-
pectiva mucho más favorable. Privacidad a cambio de salud comienza a ser 
una opción razonable (Alarcón, 2020). Basta ver la complejidad del modelo 
de toma de decisiones europeo para adoptar medidas de trazado digital o de 
estudios de movilidad personal o colectiva y sus resultados en el número 
de fallecidos, para comprobar las bondades de la efectividad digital asiática. 
Esta efectividad por el acceso sin restricciones de privacidad a datos médicos 
es, precisamente, la reclamación que se realiza en Occidente por las grandes 
operadoras del Big Data (Varsavsky, 2020); necesitan acceso irrestricto a da-
tos sanitarios de calidad para poder competir con el gigante chino, algo que 
no se logrará con los actuales estatutos de privacidad (Foroohar, 2020). 
Puede decirse que, desde el punto de vista geoestratégico, la COVID-19 no 
va a producir –por sí misma– un cambio mundial, pero sí va a acelerar proce-
sos que ya se estaban produciendo (Melvin, 2020), programas de control so-
cial que ya se estaban desarrollando. Y, en este sentido, China aparece como 
el nuevo modelo hegemónico que viene a poner en evidencia la incapacidad 
del orden mundial actual para hacer frente a desafíos de esta escala. Daniel 
Innerarity, citado por Munárriz (2020), manifiesta sobre el proceso actual: 
“La amenaza es la tentación de ese autoritarismo benevolente, que ahora se 
observa en esa versión china, con imagen de eficacia ganada gracias a que no 
pierden el tiempo con formalidades democráticas y atención a derechos hu-
manos”. Como señala el mencionado autor, la epidemia lanza al mundo frente 
a una pinza entre políticos y tecnólogos por el control mundial.
No solo vamos a vivir un cambio de poderes hegemónicos; el alcance de la 
privacidad y la protección de datos también van a cambiar. Como refleja Gar-
cía Mexía (Alarcón, 2020), tanto las grandes empresas como los Gobiernos 
saldrán más poderosos de esta crisis: las empresas, porque habrán aumentado 
su nivel de influencia en el panorama estatal –la alianza Apple-Google es un 
ejemplo–; los gobiernos, porque habrán acostumbrado a sus ciudadanos a 
nuevos instrumentos de control social, suministrados por las grandes empre-
sas tecnológicas, que se incorporarán a sus dispositivos para esta o para la si-
guiente ocasión. Hemos podido comprobar, una y otra vez, cómo los poderes 
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de excepción entregados al Estado para la resolución de determinadas crisis 
(guerra fría, terrorismo, lucha contra el crimen organizado, crisis económi-
cas…) nunca han sido devueltos: se han reconvertido, se han ampliado tem-
poral o directamente se han mantenido sin fundamento legal y desviados para 
fines no propuestos inicialmente. 
Una prueba de este cambio de mentalidad y preocupación por nuestra pri-
vacidad la constituye la alianza Apple-Google. Aparte de haber servido de 
campaña de propaganda para ambas empresas, su colaboración en un mo-
mento de impotencia de las cancillerías occidentales para hacer frente a la 
pandemia ha dado lugar a cambiar el estado de opinión sobre el acceso al 
mercado de los datos de salud. Antes, lo que hubiera ocasionado una repulsa 
pública sin precedentes (pese al cada vez más extendido empleo de dispositi-
vos que captan datos de esta naturaleza: relojes inteligentes, pulseras depor-
tivas, apps de personal sport training…) se ha aceptado con total naturalidad 
(Foroorhar, 2020).
Que las aplicaciones generadas, con todo el buen propósito, para ras-
trear a personas asintomáticas puedan albergar ese doble uso –sanitario 
y comercial– es un hecho; cuando menos, existen elementos de sospecha 
para creer en su realidad. La participación de la alianza Apple-Google ha 
traído como consecuencia que las aplicaciones tipo Radar COVID alber-
guen partes del código fuente no relacionadas con el funcionamiento de la 
app; y que, según su configuración –controlada por las empresas citadas– 
puedan transmitir datos a sus servidores. Al hacerse público el código 
fuente abierto de la aplicación los analistas observaron la presencia de 
la librería Firebase, empleada por los desarrolladores para su prueba y 
control. Como han puesto de relieve los técnicos, la aplicación no solo tie-
ne funcionalidades de desarrollo, sino también de comunicación de datos 
tanto a las autoridades sanitarias como a las empresas que suministran la 
app (Colomé, 2020): “Es una navaja suiza para desarrolladores”. De esta 
funcionalidad nadie ha sido informado, pudiendo dar lugar a transferen-
cias internacionales de datos no consentidas ni –lo que es peor– autori-
zadas tras la declaración de nulidad del acuerdo UE-EE. UU. “Escudo de 
Privacidad”, que declaró la compatibilidad del sistema de protección de 
datos estadounidense y europeo. 
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La crisis sanitaria de la COVID-19 y sus instrumentos informáticos de 
gestión son el último episodio en el avance del sistema de control político 
y social. Como pone de relieve Foorhar (2020) los países tendrán que optar 
entre uno de los tres modelos de gestión de la privacidad existentes: el chino, 
de control total por el Estado; el norteamericano, de predominio de las gran-
des corporaciones; y el europeo, anclado en unos principios éticos que son 
atacados por los dos anteriores. El soft-power chino parece que ha ganado la 
presente partida con actividades como las de la asistencia sanitaria a Europa, 
la Iniciativa Belt and Road y el ejemplo de gestión ofrecido. Pero la contienda 
por el dominio del orden mundial continúa.
§8. concluSioneS
Cuanto mayor poder tiene el individuo –y más aumenta su capacidad de 
hacer el mal– más poder reclaman los Estados para mantener la seguridad 
de todos. Las situaciones de crisis generan, además, nuevos episodios que 
sirven de narración justificadora de las malas solicitudes de poderes de ex-
cepción; poderes que nunca se devuelven porque las amenazas se mantienen, 
o al menos así se narran. Los Estados evidencian una tendencia mantenida en 
el tiempo a prolongar sus poderes de excepción ampliando los supuestos de 
aplicación, las capacidades o facultades de intervención, o directamente des-
viando su uso hacia otras finalidades no contempladas inicialmente.
A este nuevo escenario de control se han sumado las operadoras de teleco-
municaciones y servicios digitales. Los Estados se han asociado con ellas, o han 
mirado hacia otro lado cuando era conveniente, para establecer un nuevo orden 
económico que beneficia a ambas partes, el capitalismo de vigilancia. Esta nue-
va versión del capitalismo tradicional va un paso más allá de las limitaciones 
que se habían establecido al régimen de libertades. Ahora, con mayor crude-
za, se refleja el sentido de la protección que querían conferir los derechos de 
protección de datos. No era realmente la información personal lo que contaba 
como objeto de protección, sino el daño que podía ocasionar su conocimiento y 
tratamiento a otros derechos fundamentales, particularmente al propio derecho 
a la libertad personal, a actuar en libertad y a decidir el futuro de cada uno.
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Escándalos como el de Cambridge Analytica nos han puesto de relieve que 
la privacidad es un ecosistema y que tiene un componente colectivo. Des-
cribe Veliz que “La privacidad es colectiva, como el medioambiente. Si no 
cuidas tus datos, otros sufren las consecuencias”. Sin una continua vigilancia 
de los propios titulares de los datos sobre las repercusiones de sus decisiones 
informacionales (selfies, publicaciones en redes sociales, revelación de co-
municaciones privadas, configuraciones de privacidad de sus aplicaciones…) 
todos resultamos afectados. Que 44 ciudadanos españoles dieran lugar a la 
afectación en su privacidad a 136985 pone de relieve lo que se está diciendo.
Las técnicas de control político y social pueden ser legítimas si obe-
decen a una finalidad legítima, como el mantenimiento de las libertades 
y derechos de los ciudadanos, o el afrontamiento colectivo de una crisis 
sanitaria. La existencia de normas jurídicas habilitantes de excepciones a 
los derechos fundamentales es, pues, legítima. Por ello, su mera mención 
no implica una ilegalidad; será el abuso de su empleo o extensión indebida 
de su alcance lo que determine su ilegitimidad. 
Contemplamos un escenario de contienda jurídica entre poderes ejecutivos 
y legislativos, de una parte, y judicial por otro, en el que este rechaza –una 
y otra vez– intentos técnicamente incorrectos de ampliar las restricciones a 
los derechos. Las empresas multinacionales y los lobbies de presión intentan 
influir en los representantes del poder judicial para lograr un control, o al 
menos una diferencia significativa, en las decisiones que afectan al nuevo or-
den económico mundial. Este debate está pasando desapercibido a la opinión 
pública, como es el caso del TJUE sobre la regulación de la conservación de 
datos personales o los acuerdos de privacidad con Estados Unidos, dado que 
los fallos judiciales están reflejando siempre la misma realidad: un intento 
continuado, aunque mal ejecutado, de reducir la incertidumbre que genera la 
libertad de los ciudadanos, sustituyéndola por predecibilidad e incluso modi-
ficación de su comportamiento.
Sirva como colofón de este análisis las palabras contenidas a modo de de-
claración de principios en el Considerando (4) del RGPD: “El tratamiento de 
datos personales debe estar concebido para servir a la humanidad”.
Ojalá se pueda conseguir.
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