We consider spherical jellium clusters with up to 200 electrons as a testing ground for density functional approximations to the exchange-correlation energy of a many-electron ground state. As nearly-exact standards, we employ Hartree-Fock energies at the exchange-only level and the diffusion Monte Carlo ͑DMC͒ energies of Sottile and Ballone ͑2001͒ at the correlated level. The density functionals tested are the local spin density ͑LSD͒, generalized gradient ͑GGA͒, and meta-generalized gradient ͑meta-GGA͒ approximations; the latter gives the most accurate results. By fitting the deviation from the LSD energy of closed-shell clusters to the predictions of the liquid drop model, we extract the exchange-correlation surface energies and curvature energies of a semi-infinite jellium from the energies of finite clusters. For the density functionals, the surface energies so extracted agree closely with those calculated directly for a single planar surface. But for the diffusion Monte Carlo method, the surface energies so extracted are considerably lower ͑and we suspect more accurate͒ than those extrapolated by Acioli and Ceperley ͑1996͒ from their DMC supercell calculations. The errors of the LSD, GGA, and meta-GGA surface and curvature energies are estimated, and are found to be consistently small for both properties only at the meta-GGA level. These errors are qualitatively related to relative performances of the various density functionals for the calculation of atomization energies: the proper self-interaction correction to the LSD for a one-electron atom is in the curvature energy ͑as it is in meta-GGA͒, not in the surface energy ͑as it is in GGA͒. Additionally, a formula is given for the interpolation and extrapolation of the surface energy xc as a function of the bulk density parameter r s .
I. INTRODUCTION AND DENSITY FUNCTIONAL THEORY
Kohn-Sham density functional theory 1 is now perhaps the most widely used method of electronic structure calculation in both condensed matter physics and quantum chemistry. This self-consistent field theory would yield the exact ground state energy E and spin densities n ↑ (r) and n ↓ (r) if the exact density functional E xc ͓n ↑ ,n ↓ ͔ for the exchangecorrelation energy were known. The original local spin density ͑LSD͒ approximation is still widely used for solids, while more elaborate approximations have been developed for the more rapidly-varying electronic densities of atoms and molecules. While empirically constructed functionals can achieve the highest accuracy for limited classes of systems such as molecules, nonempirically constructed functionals tend to have a wider and more nearly universal range of application. 2 Much remains to be done to test the functionals already developed, and to develop better ones.
Spherical jellium clusters 3 are simple test systems which display both slowly-and rapidly-varying density regions as well as a wide range of density values. Although not very realistic, they are simple enough to be explored by wave function methods like diffusion Monte Carlo ͑DMC͒, which provide nearly-exact solutions to the many-electron Schrö-dinger equation. In the jellium model, N interacting electrons are neutralized by a positive background of uniform density n ϭ3/4r s 3 .
In the spherical jellium model of a metallic cluster, this background is contained inside a sphere of radius where the total electron density is n(r)ϭn ↑ (r)ϩn ↓ (r) ϭ ͚ n (r), and n ͑ r͒ϭ ͚ i occup ͉ i ͑ r͉͒ 2 . ͑4͒
The i (r) are the occupied Kohn where the 3N 2 /5R term is the electrostatic self-energy of the positive background.
The local spin density ͑LSD͒ approximation 1 is
where ⑀ xc unif (n ↓ ,n ↑ ) is the exchange-correlation energy per electron of an electron gas with uniform spin densities n ↓ and n ↑ . By construction, LSD is correct for slowly-varying n (r). We have adopted the parametrization for ⑀ xc unif (n ↓ ,n ↑ ) of Perdew and Wang ͑1992͒, 4 based upon the released-node diffusion Monte Carlo calculation of Ceperley and Alder 5 for the uniform electron gas.
To better describe realistic density variations, semilocal or fully nonlocal density functionals have been developed. The most popular of these is the generalized gradient approximation ͑GGA͒, which makes use of the density gradient,
We consider two versions of GGA, corresponding to different choices for the function f xc ; the semiempirically constructed Becke-Lee-Yang-Parr 6, 7 functional and the nonempirically-constructed Perdew-Burke-Ernzerhof ͑PBE͒ ͑Ref. 8͒ functionals. Of these, only the latter correctly reduces to LSD in the limit of a uniform density (ٌn ↓ ϭٌn ↑ ϭ0).
The PBE GGA satisfies more exact constraints on E xc ͓n ↓ ,n ↑ ͔ than LSD does. Even more exact constraints can be satisfied by a meta-generalized gradient approximation ͑meta-GGA or MGGA͒
which makes use not only of the GGA ingredients but also of the orbital kinetic energy densities,
We will consider the Perdew-Kurth-Zupan-Blaha ͑PKZB͒ ͑Ref. 9͒ meta-GGA, which is constructed in a largely nonempirical way but has one empirical parameter fitted to molecular atomization energies in its exchange component. Like the PBE GGA, the PKZB meta-GGA correctly reduces to LSD in the limit of a uniform density. Part of our purpose is to test these functionals in comparison with the recent fixed-node diffusion Monte Carlo ͑DMC͒ calculations for closed-shell jellium spheres of Sottile and Ballone. 10 These DMC calculations, which follow and complete previous work, 11 are essentially exact apart from fixednode and statistical errors. Because they are made for finite systems, they are of course free from the size-extrapolation errors that may be present in DMC results for infinite 5 or semi-infinite 12 systems. Our remaining purpose is to extract accurate jellium surface energies from these DMC results, since the ''exact'' values are controversial. 12, 13 In Sec. II, we will discuss the size effects that arise in jellium spheres, and will explain how we perform our calculations and how we extract surface energies. In Sec. III, we will present our results. Our conclusions will be summarized in Sec. IV.
Our focus is of course on the exchange-correlation contribution to the total surface energy . The exchangecorrelation surface energy xc is not only the part of that must be approximated, but its magnitude is typically somewhat greater than that of .
II. SIZE EFFECTS AND EXTRACTION OF THE SURFACE ENERGY
The energy of a large (N→ϱ) neutral N-electron jellium sphere ͑and each of its kinetic, total electrostatic, exchange, and correlation components͒ is given by the liquid drop model ͑LDM͒,
where ␣, , and ␥ are parameters describing the volume, surface, and curvature energies respectively, and ⑀ unif ϭ(4r s 3 /3)␣ is the energy per electron of the uniform electron gas. The surface energy of jellium was formulated within the LSD in Ref. 15 .
͑13͒
The LDM neglects quantum energy oscillations due to shell structure which are important for the small clusters (Nр200) we shall study. The true energy per electron is not a smooth function of N, like Eq. ͑13͒, but an oscillating function with local minima at the shell-closing magicnumbers Nϭ2, 8, 18, 20, 34, 40, 58, 92, 106, . . . . This oscillation arises from the structure of the Kohn-Sham orbitals, which are functionals of the density. For the sequence of closed-shell structures, the oscillation is presumably about the same in LSD as it is at any higher level of theory, and so cancels out of the difference. Thus our LDM equation for the closed-shell clusters, including the smaller ones, is
, ͑14͒
where we have allowed for the possibility that the bulk energy per electron may differ from the PW92 paramerization used in our LSD calculations. ͓Our key assumption behind Eq. ͑14͒, confirmed below for jellium spheres, appears to be true as well for carbon fullerenes; see Fig. 3 unif is also known at least approximately ͑and vanishes within PBE GGA and PKZB meta-GGA͒, we actually constrain this parameter and find only Ϫ LSD and ␥Ϫ␥ LSD by fitting. The logical consistency of Eq. ͑14͒ depends in part upon the assumption that the electron density changes little from LSD to any higher level of theory. Figure 1 shows that the GGA ͑PBE͒ density of a spherical jellium cluster is in fact very close to the LSD density. This is not a surprising conclusion: it also holds for the LSD and GGA densities of atoms and molecules, 18 and for the LSD and DMC densities of spherical jellium clusters. Table I shows the very small energy differences between fully self-consistent GGA and ''post-LSD'' GGA, in which the GGA energy is evaluated for the LSD density. The energy effects of full self-consistency beyond post-LSD are typically negligible. 18, 19 Thus, in the rest of this work, we calculate GGA and meta-GGA energies on LSD densities, and we extract the DMC exchange-correlation energy by subtracting the LSD kinetic and electrostatic energies from the DMC total energy. Since the DMC total energy is variationally insensitive to the small difference between the DMC and LSD density profiles, we are effectively comparing the exchange-correlation energies predicted for the same LSD density by various density functionals and by DMC; this is a valid comparison. If we used instead the self-consistent GGA density profiles, all our exchange-correlation energies would change slightly, but in about the same way, leaving our conclusions unchanged. For the single planar surface of r s ϭ4.00 jellium, using the LSD and GGA density profiles, the surface exchange-correlation energies are in PBE GGA 252.5 and 243.5 erg/cm 2 , and in PKZB meta-GGA 265.6 and 257.5 erg/cm 2 , respectively. Similar small shifts are found in the surface energies we extract from jellium spheres.
We are interested in the closed shell clusters, in which the electron density is naturally spherically symmetric and spinunpolarized. When we occasionally consider open-shell clusters, we construct a spherically symmetric spin-independent Kohn-Sham potential in the following way: We replace the spherical harmonic factor Y lm (,) by Y 00 ϭ1/ͱ4 in each Kohn-Sham orbital of Eq. ͑4͒, and we replace n ↑ (r) and n ↓ (r) by n(r)/2 in the exchange-correlation potential of Eq. ͑5͒. Occupying the Kohn-Sham orbitals according to Hund's rule, we find a spherically-symmetric but possibly spinpolarized LSD density on which we calculate the LSD, GGA, or meta-GGA energy. In addition to those calculations FIG. 1. Electron density from self-consistent density functional calculations in the local spin density approximation or LSD and in the generalized gradient approximation GGA͑PBE͒ for a jellium sodium (r s ϭ4.00) sphere with 20 electrons. Inset: relative differences of GGA and LSD densities. Note that GGA favors density inhomogeneity slightly more than LSD does. 
III. RESULTS AND ANALYSIS
The energies of neutral jellium spheres with Nр200 were calculated within LSD, GGA, and meta-GGA, as explained in Sec. I and II. Table II shows the total energies E for spheres with N ϭ20 electrons, for several values of the background density parameter r s . In comparison with DMC, the least accurate results are found with the BLYP GGA ͑which predicts an incorrect correlation energy for the uniform gas͒, and the most accurate results ͑on average͒ are found with the PKZB meta-GGA. Table III shows E/N vs N, the raw data of our analysis, at r s ϭ4.00.
Table IV displays the errors of the various density functionals for the total energy per electron E/N, averaged over the closed-shell clusters with 2рNр106. Again the BLYP errors are much larger even than those of LSD. The PBE GGA errors are slightly smaller than those of LSD, and the PKZB meta-GGA errors are significantly smaller.
Table V displays the relative errors in the correlation energies, averaged over the closed-shell clusters. Here we see a clear improvement when we pass from LSD to GGA ͑PBE͒ or meta-GGA ͑PKZB͒. The improvement from LSD to GGA ͑PBE͒ was not so evident in Table II because of the strong cancellation of error between exchange and correlation which occurs in all the density functionals, but especially in LSD.
By subtracting the correlation from the total energy, we obtain an exchange-only total energy that can be compared to the Hartree-Fock ͑HF͒ energy. Figure 2 shows that this exchange-only total energy is much closer to the HF total energy 20 in the PKZB meta-GGA than it is in LSD. The dependence of the exchange energy upon the density is strong nonlocal, and much of this nonlocality is captured by the meta-GGA. Reference 2 showed that the PKZB meta-GGA accurately describes the surface exchange energy of a semi-infinite jellium. Table VI shows that the exchange-only total surface energy is also accurately predicted by the meta-GGA, in comparison with Hartree-Fock values.
21 Figure 3 shows the deviations from the LSD of the PBE GGA and PKZB meta-GGA exchange-correlation energies E xc . The GGA and meta-GGA deviations are similar for N р30, but the meta-GGA deviations are considerably smaller than the GGA ones at larger N. While the PBE GGA corrections to LSD have a slight tendency to stabilize open shells relative to closed ones, the PKZB meta-GGA corrections have a much stronger tendency to do so for the larger clusters. Figure 4 shows how the shell-structure oscillations in E xc /NϪ⑀ xc unif damp out as N→ϱ (N Ϫ1/3 →0) for jellium spheres, and how this energy difference approaches figure in this work is Fig. 5, which shows how the PBE, PKZB, and DMC jellium surface exchangecorrelation energy xc and curvature energy ␥ xc are extracted by fitting the left-hand side of Eq. ͑14͒ to the parabola of the right-hand side for the sequence of closed-shell clusters ͑ex-cluding Nϭ2 and 8͒. In this fit, ⑀ xc unif Ϫ⑀ xc, PW92 unif is properly constrained to zero for PBE and PKZB. But the fixed-node DMC energies 10 to which we fit must tend in the limit N →ϱ to values higher than the released-node DMC energies 5 of the uniform gas which PW92 represents. For DMC, we take ⑀ xc unif ϭ⑀ x unif ϩ⑀ c,OB unif , the Ortiz-Ballone 22 parametrization of the fixed-node energy of the uniform gas 22 ͑Table VII͒. We also tried another parametrization 23 of the same energy, which did not affect our conclusions. In Fig. 5 , we observe that the PKZB meta-GGA is much more like DMC than the PBE GGA is, both in initial slope at N Ϫ1/3 ϭ0 and in curvature. From the fits, we find xc Ϫ xc LSD ͑which is used to construct Table VIII͒ and also ␥ xc Ϫ␥ xc LSD ͑Table IX͒. Note that the curvature energy ␥ xc is much lower in PKZB and DMC than it is in LSD or PBE. 12 We interpret this as further evidence that the surface energies of Ref. 12 are significantly too high, and that the PKZB surface energies are essentially correct, as suggested in recent work. 13, 24, 34 The close agreement between xc PKZB fit and xc PKZB in Table  VIII ͑and the similar agreement for PBE͒ gives us some confidence in our xc DMC fit values. However, the accuracy of DMC fit is probably somewhat less than the precision of PKZB fit, for several reasons: ͑1͒ We have to assume ͓Eq. ͑14͔͒ that corrections to the liquid drop model cancel out of the difference between the beyond-LSD and LSD energies. While this assumption has been confirmed to remarkable ac- curacy for PBE and PKZB, it is not necessarily true to the same extent for the difference between DMC and LSD. ͑2͒ The DMC energies for the jellium spheres contain fixed-node and statistical errors. Very small relative errors in the total energy become much larger errors in the surface energy. ͑3͒ gives the corresponding fit correction to the LSD surface energy, while the second derivative at any N Ϫ1/3 gives the correction to the LSD curvature energy. As explained near the end of Sec. II, all the exchange-correlation energies, including that of DMC, are effectively evaluated on the same LSD density.
The bulk limit ⑀ unif used in Eq. ͑14͒ should be the true limit of E/N as N→ϱ. While we know the exact bulk limit ⑀ xc unif for the PBE and PKZB E xc /N, we only have an estimate 22 for DMC, albeit an estimate acceptable to the second author of Refs. 10 and 22. We suspect that this third problem is the most severe one for our DMC fit. It should be even more severe for the DMC surface energies of Ref. 12 , where apparently the bulk limit was taken to be a released-node DMC energy, inconsistent with the fixed-node DMC energies evaluated there for finite cells; this choice would overestimate the surface energy. For further discussion of the role of the bulk limit in surface energy calculations, see Refs. 25 and 26.
We believe that the most accurate jellium surface energies available are the RPAϩ ͑Refs. 13,24,27͒ values, which provided the ''exact'' standard in Ref. 2 . In RPAϩ, the exchange energy and the random phase approximation part of the correlation energy are treated exactly, and only the correction to RPA is treated in a nonempirical generalized gradient approximation. ͑An alternative correction to RPA is also under study. 28, 29 ͒ In the r s →0 limit, the exchange-correlation energy becomes exchange-dominated and the density becomes slowlyvarying on the scale of r s . In this limit, each of our density functionals should produce no relative error in xc , and we expect that the sophisticated RPAϩ would show the most correct approach to this limit. The r s →ϱ limit is stronglycorrelated, so the PKZB meta-GGA might be most trustworthy 30 in that limit. Surface energies xc are typically calculated for a few values of r s . It is thus useful to have a formula to interpolate and extrapolate to other r s . We propose one which has four fit parameters;
where
The small-r s limit †ϳr s
) ‡ of Eq. ͑15͒ follows by applying the density functionals to the Thomas-Fermi density profile (3/4r
), treating ln r s as a constant. The large-r s limit of Eq. ͑15͒ †ϳr s Ϫ5 ϩO(r s
Ϫ11/2
) ‡ was chosen because it gave a good fit, and is consistent with a limiting density profile (3/4r s 3 )g(r s x); however, it may only reflect the disappearance ͑Table II of Ref. 31͒ of the density tail outside the positive-background edge in this limit. A formula like Eq. ͑15͒ for ⑀ xc unif (r s ) ͑but including ln r s contributions͒ was presented in Ref. 32 . Table X confirms that this simple formula works well. When fitted in the range 2.07 Ͻr s Ͻ4.00, it makes an interpolation error of Ͻ0.1%, while its extrapolation error to the wider range 0.8Ͻr s Ͻ6.00 is only 1% or less. ͓Note that Eq. ͑15͒ can be rearranged so that A, B, C, D can be found by solving four simultaneous linear equations.͔
The parameters for Eq. ͑15͒ are shown in Table XI . Note that the parameter A is nearly the same for LSD, PBE, PKZB, and RPAϩ, as expected, since all these functionals have the same correct small-r s limit. On the other hand, the parameter A for DMC or DMC fit is rather different, reflecting the greater imprecision of those surface energies.
IV. CONCLUSIONS
The BLYP GGA, which gives accurate energies for atoms and molecules, is unsatisfactory for jellium clusters because it does not yield the correct correlation energy for a uniform ͑with a self-interacting nucleus͒. But the LSD, PBE GGA, and PKZB meta-GGA are all rather accurate for jellium clusters. The most accurate density functional results overall are those of the meta-GGA, which satisfies the most exact constraints and works best for a wide range of systems including atoms, molecules, solids, and surfaces. 2 We have presented and confirmed a method ͓Eq. ͑14͔͒ for the extraction of accurate surface and curvature energies from the energies of finite clusters. The same method presumably would work even better for the extraction of surface energies from planar slabs of finite thickness, since for slabs the curvature energy term of Eq. ͑14͒ would be absent. For a closed-shell slab of background thickness L and crosssectional area A, we could write
fitting both ␣Ϫ␣ LSD and Ϫ LSD to (EϪE LSD )/A as a function of L. Given ␣, an alternative accurate way to extract from slab calculations is also known.
34
The correction to the LSD energy can be remarkably simple and insensitive to details of the electron density. That is the idea behind our Eq. ͑14͒, and also behind the way Mattsson and Kohn 35 proposed to correct LSD or GGA surface energies. For metal surfaces, wave vector analysis 13, 36 provides a partial explanation for the success of this idea, but its applicability may be much wider, as found here; see also When we extract the jellium surface energy from the diffusion Monte Carlo energies of jellium spheres, 10 we obtain in Table VIII values that are close to those of the PKZB meta-GGA and slightly higher than those of LSD. Unlike Refs. 12 and 21, but like Refs. 13, 24, and 10, we find no evidence that the density functionals are seriously in error for the surface energy. We have also proposed a formula ͓Eq. ͑15͔͒ for the interpolation and extrapolation of the r s -dependence of the surface energy. This formula should be used for extrapolation only when the input xc (r s ) are highly precise, as they are in our LSD, PBE, PKZB, and RPAϩ calculations.
Our analysis brings the jellium surface energies from the diffusion Monte Carlo method into much closer agreement with those from three sophisticated methods which produce values for xc that agree within 1%: ͑1͒ the PKZB metageneralized gradient approximation; 2 ͑2͒ a GGA short-rangecorrelation correction to the random phase approximation (RPAϩ); 24 and ͑3͒ a wave-vector-interpolation ͑WVI͒ longrange correction to the PBE GGA for exchange and correlation. 13 According to Table VIII, the PBE GGA surface energies are slightly lower and thus less accurate than the LSD surface energies. In fact the PBE gradient corrections to LSD the energies to create the positively-curved surface of an atom or the negatively-curved surface of a monovacancy. Let us focus on Eq. ͑17͒. In LSD, is nearly correct but ␥ is too large, leading to bulk overbinding of atoms, i.e., to a cohesive energy that is too large. In PBE GGA, is lower and less accurate than in LSD, while ␥ is not so different from its LSD value, so these errors in Eq. ͑17͒ tend to cancel, producing an accurate cohesive energy for the wrong reason in PBE GGA. In PKZB meta-GGA, is slightly higher and thus more accurate than in LSD, while ␥ is significantly lower and more accurate than LSD, producing the right cohesive energy for the right reason. Because the bulk of a monovalent metal should be treated accurately by any of these approximations, the error of the cohesive energy is essentially the self-interaction error, i.e., a failure of the functional to describe properly a one-electron density. Thus the proper self-interaction correction to LSD for a one-electron atom is in the curvature energy, not in the surface energy. ͑These observations are also consistent with the performance of the density functionals for the atomization energies of real solids and of molecules.
2
͒ We would then also expect accurate vacancy formation energies 14, 37 from the PKZB meta-GGA.
To some extent, we can understand why the functionals perform as they do. The negative second-order gradient coefficient for exchange is too large in PBE and other GGA's by almost a factor of two, making x and thus xc somewhat too low. The PKZB meta-GGA, which has the correct firstprinciples gradient coefficient, improves the surface energy as a result. The PKZB meta-GGA also improves the curvature energy, probably because of its use of the extra ingredients ↑ (r) and ↓ (r). Since the second-order gradient expansion of includes ٌ 2 n as well as n 5/3 and ٌ͉n͉ 2 /n terms, it is also fair to say that the prediction of the right curvature energy requires the use of the Laplacian of the density.
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