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a b s t r a c t
A mesh-free method based on radial basis functions (RBFs) is proposed for the solution of
complexmodified Korteweg–deVries (CMKdV) equation. Themesh-free algorithm is based
on scattered data interpolation along with approximating functions known as radial basis
functions (RBFs). A set of scattered nodes provided by initial data is used for solution of
the problem. Computational experiments examine the accuracy of the method in terms of
error norms L2, L∞ and the three invariants I1, I2 and I3. The results obtained by themethod
are in good agreement with exact solutions and the earlier work.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Various problems in engineering and applied sciences aremodeled by a class of partial differential equations. A variety of
numerical methods have been developed to solve thesemodels. Prominent among thesemethods are finite difference, finite
volume and finite element methods. All these methods require a mesh to discretize the problem domain. These methods
require nodal or element connectivity in terms of mesh or grid. Mesh creation takes time and often re-meshing is require
to achieve the desired accuracy.
The RBF mesh-free method was introduced by Hardy [1] in 1971, which is based on scattered data approximation to
approximate two-dimensional geographical surfaces. In 1990 Kansa [2] derived a modified multiquadric (MQ) scheme for
the numerical solution of PDEs. The existence, uniqueness, and convergence of the RBF approximation was discussed by
Micchelli [3], Madych [4], Frank and Schaback [5]. The importance of shape parameter c in the MQ method was explained
by Tarwater in 1985 [6]. Micchelli [3] has proved that for distinct interpolation points the system of equations obtained by
this method is always solvable. The idea of applying the RBF method to solve PDEs was proposed by Kansa [2], which was
extended by Golberg [7] later on. Hon and Mao [8] extended the use of RBFs for the numerical solutions of various ordinary
and partial differential equations including nonlinear Burgers’ equation with shock waves. Very recently Siraj-Ul-Islam,
Sirajul Haq and Marjan Uddin, Arshed Ali [9,10] have used (RBFs) to obtain mesh-free numerical solution for the nonlinear
coupled equations and RLW equations respectively.
In the present work, we propose a mesh-free collocation method based on three radial basis functions, MQ ((r2 + c2)1/2
where c is a shape parameter), Spline basis (r5) and TPS (r4 log(r)) for numerical solution of the complex modified
Korteweg–de Vries (CMKdV) equation [11] given by
∂w
∂t
+ ∂
3w
∂x3
+ α (∂|w|
2w)
∂x
= 0, −∞ < x <∞, t > 0, (1)
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wherew is a complex valued function of the spatial coordinate x and time t ,α is a real parameter. Eq. (1) has an exact solitary
wave solution [11]
w(x, t) =
√
2C
α
sech
[√
C(x− x0 − Ct)
]
exp(iθ0). (2)
This solitary wave is centered at x0 and moving to the right with velocity C .
CMKdV equation is a model for the propagation of transverse waves in a molecular chain model [12]. The CMKdV
equation (1) has been solved numerically by Ismail [11,13], Muslu [12] and analytically by Wazwaz [14]. To avoid complex
computations, we transform the CMKdV equation into a nonlinear coupled equations by decomposing w into its real and
imaginary parts i.e.
w(x, t) = u(x, t)+ iv(x, t), i2 = −1, (3)
where u(x, t) and v(x, t) are real functions. As a result we obtained the following coupled pair of equations
ut + uxxx + α
[
(3u2 + v2)ux + 2uvvx
] = 0, (4)
vt + vxxx + α
[
2uvux + (u2 + 3v2)vx
] = 0.
The structure of the present paper is organized as follows. In Section 2, we discuss the method. In Section 3, we deal with
the stability analysis. Section 4, is devoted to numerical tests of themethod on the problems related to the CMKdV equation.
In Section 5, the results are concluded.
2. Analysis of the proposed method
In this section, we consider a general n-dimensional (n = 1, 2, 3) time dependent boundary value problem
∂u
∂t
+Lu = f (x, t), x ∈ Ω; Bu = g(x), x ∈ ∂Ω, (5)
whereL andB are derivative and boundary operator respectively.Ω and ∂Ω represent interior and boundary of the domain
respectively.
We use θ-weighted scheme for spatial derivatives in the following form
u(n+1) − u(n)
δt
+ θLu(n+1) + (1− θ)Lu(n) = θ f (x, t(n))+ (1− θ)f (x, t(n+1)), 0 ≤ θ ≤ 1. (6)
In the above equation δt is time step, u(n) (n is non-negative integer) is the solution at time t(n) = n δt .
Let {xi}Ndi=1 and {xi}Ni=Nd+1 be respectively interior and boundary points among the collocation points {xi}Ni=1 in the domain.
The solution of Eq. (5) can be approximated by
u(n)(x) =
N∑
j=1
ψ(rj)λ
(n)
j (7)
whereψ(rj) are radial basis functions with Euclidean norm rj = ‖P − Pj‖ between the points P and Pj, {λj}Nj=1 are constants
to be determined. From Eqs. (6) and (7), we can write
N∑
j=1
(
ψ(rij)λ
(n+1)
j − ψ(rij)λ(n)j
δt
+ θL [ψ(rij)] λ(n+1)j + (1− θ)L [ψ(rij)] λ(n)j
)
= θ f (x, t(n))+ (1− θ)f (x, t(n+1)), i = 1, 2, . . . ,Nd, (8)
N∑
j=1
B(ψ(rij))λ
(n+1)
j = g(xi, t(n+1)), i = Nd + 1, . . . ,N, (9)
where rij = ‖Pi − Pj‖. Eqs. (8) and (9) are N equations in N unknown {λj}Nj=1 and can be solved by using Gauss elimination
method. We use θ = 0.5 in our work.
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2.1. CMKdV equation
The decomposed form given of CMKdV equation (1) can be written as
ut + uxxx + 3αu2ux + 2αuvvx + αv2ux = 0, (10)
vt + vxxx + 3αv2vx + 2αuvux + αu2vx = 0, a ≤ x ≤ b,
where α is a real constant.
The boundary conditions are
u(a, t) = f1(t), u(b, t) = f2(t), v(a, t) = g1(t), v(b, t) = g2(t), t > 0, (11)
and initial conditions are given by
u(x, 0) = f (x), v(x, 0) = g(x), a ≤ x ≤ b. (12)
From Eq. (10), we can write[
u(n+1) − u(n)
δt
]
+ [θ(uxxx)(n+1) + (1− θ)(uxxx)(n) + 3αθ(u2ux)(n+1) + 3α(1− θ)(u2ux)(n)]
+ [2α(uvvx)(n) + α(v2ux)(n)] = 0, (13)[
v(n+1) − v(n)
δt
]
+ [θ(vxxx)(n+1) + (1− θ)(vxxx)(n) + 3αθ(v2vx)(n+1) + 3α(1− θ)(v2vx)(n)]
+ [2α(uvux)(n) + α(u2vx)(n)] = 0. (14)
In Eqs. (13) and (14), the nonlinear terms (u2ux)(n+1) and (v2vx)(n+1) are linearised as
(u2ux)(n+1) = (u2)(n)u(n+1)x + 2(u(n)u(n)x )u(n+1) − 2(u2)(n)u(n)x , (15)
(v2vx)
(n+1) = (v2)(n)v(n+1)x + 2(v(n)v(n)x )v(n+1) − 2(v2)(n)v(n)x . (16)
The RBF approximations for u and v of Eqs. (10) are given by
u(n)(x) =
N∑
j=1
λ
(n)
1j ψ(rj), v
(n)(x) =
N∑
j=1
λ
(n)
2j ψ(rj). (17)
Using Eqs. (15)–(17) along with the boundary conditions (11), the system of Eqs. (13) and (14), can be written in matrix
form as[
A+ δtθD3 + 3αδtθ
{
(u2)(n) ∗ D1 + 2u(n)u(n)x ∗ A
}]
λ
(n+1)
1
= [A− δt(1− θ)D3 − 3αδt(1− θ)(u2)(n) ∗ D1 + 6αδtθ(u2)(n) ∗ D1]λ(n)1
− 2αδtu(n)v(n)v(n)x − αδt(v2)(n)u(n)x + f(n+1), (18)[
A+ δtθD3 + 3αδtθ
{
(v2)(n) ∗ D1 + 2v(n)v(n)x ∗ A
}]
λ
(n+1)
2
= [A− (1− θ)δtD3 − 3α(1− θ)δt(v2)(n) ∗ D1 + 6αδtθ(v2)(n) ∗ D1]λ(n)2
− 2αδtu(n)v(n)u(n)x − αδt(u2)(n)v(n)x + g(n+1), (19)
where ‘*’ stands for component by component multiplication and
A = [ψ(rij)]Ni,j=1 , D1 = [ψ ′(rij)]Ni,j=1 , D3 = [ψ ′′′(rij)]Ni,j=1 .
In more compact form we can write Eqs. (18) and (19) as
λ
(n+1)
1 = H−11 R1λ(n)1 + H−11 F(n+1), λ(n+1)2 = H−12 R2λ(n)2 + H−12 G(n+1), (20)
where
H1 =
[
A+ δtθD3 + 3αδtθ
{
(u2)(n) ∗ D1 + 2u(n)u(n)x ∗ A
}]
,
H2 =
[
A+ δtθD3 + 3αδtθ
{
(v2)(n) ∗ D1 + 2v(n)v(n)x ∗ A
}]
,
R1 =
[
A− (1− θ)δtD3 − 3α(1− θ)δt(u2)(n) ∗ D1 + 6αδtθ(u2)(n) ∗ D1
]
,
R2 =
[
A− (1− θ)δtD3 − 3α(1− θ)δt(v2)(n) ∗ D1 + 6αδtθ(v2)(n) ∗ D1
]
,
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f(n+1) = [f (n+1)1 , 0, 0, . . . , f (n+1)2 ]T ,
g(n+1) = [g(n+1)1 , 0, 0, . . . , g(n+1)2 ]T ,
F(n+1) = [f(n+1) − 2αδtu(n)v(n)v(n)x − αδt(v2)(n)u(n)x ] ,
G(n+1) = [g(n+1) + 2αδtu(n)v(n)u(n)x − αδt(u2)(n)v(n)x ] .
Eq. (17) can be written in matrix form as
u(n) = Aλ(n)1 , v(n) = Aλ(n)2 . (21)
Using Eq. (21) in Eq. (20), we get
u(n+1) = AH−11 R1A−1u(n) + AH−11 F(n+1), v(n+1) = AH−12 R2A−1v(n) + AH−12 G(n+1). (22)
From the above equations the solution at any time level n can be obtained.
For distinct collocation points, A is always invertible [3]. The matrices H1, H2 are invertible [5].
In the case of parameter dependent RBFs like MQ, invertibility of H1, H2 depends on shape parameter c. We investigate
the behavior of maximum eigenvalues of the matricesH1, H2 numerically. From Table 9, it is clear that for shape parameter
c there exists an interval containing its optimal value and where solution converges. We note that in such an interval, the
maximum eigenvalues remain constant for fixed N (number of collocation points) and time step size δt . Hence, in case
when exact solution of the problem is unknown, one can search for interval of stability by observing uniform behavior of
maximum eigenvalues of the matrices H1, H2.
3. Stability of the scheme
In this section, we discuss stability analysis of the scheme (22) using spectral norm of the amplification matrix. Let us
assume that u, v be exact and u∗, v∗ be the numerical solutions of Eqs. (10). The error vectors ε(n)i , (i = 1, 2) are defined by
ε
(n)
1 = u(n) − u∗(n), ε(n)2 = v(n) − v∗(n). Putting values from Eq. (22) in these equations, we arrive at the following equations
ε
(n+1)
1 = u(n+1) − u∗(n+1) = AH−11 R1A−1ε(n)1 = E1ε(n)1 , (23)
ε
(n+1)
2 = v(n+1) − v∗(n+1) = AH−12 R2A−1ε(n)2 = E2ε(n)2 ,
where E1 = AH−11 R1A−1 and E2 = AH−12 R2A−1 are the amplification matrices. For the scheme to remain stable, ε(n)i must
approach to zero, (i = 1, 2) as n −→∞ i.e. ρ(E1) < 1, ρ(E2) < 1, which are conditions of stability, where ρ(E1) and ρ(E2)
represent spectral radii of the matrices E1 and E2 respectively. From Eqs. (23), we can write
[I+ θδtS1] ε(n+1)1 = [I+ (δt/2)S2] ε(n)1 , (24)
[I+ θδtT1] ε(n+1)2 = [I+ (δt/2)T2] ε(n)2 ,
where
S1 =
[
D3 + 3α
{
(u2)(n) ∗ D1 + 2u(n)u(n)x ∗ A
}]
A−1,
S2 = 2
[−(1− θ)D3 − 3α(1− θ)(u2)(n) ∗ D1 + 6αθ(u2)(n) ∗ D1]A−1,
T1 =
[
D3 + 3α
{
(v2)(n) ∗ D1 + 2v(n)v(n)x ∗ A
}]
A−1,
T2 = 2
[−(1− θ)D3 − 3α(1− θ)(v2)(n) ∗ D1 + 6αθ(v2)(n) ∗ D1]A−1.
For stability, the maximum eigenvalues of the matrices
[I+ θδtS1]−1 [I+ (δt/2)S2] and [I+ θδtT1]−1 [I+ (δt/2)T2]
must be less than unity or equivalently we can say that∣∣∣∣1+ (δt/2)ηS21+ θδtηS1
∣∣∣∣ < 1 and ∣∣∣∣1+ (δt/2)ηT21+ θδtηT1
∣∣∣∣ < 1, (25)
where ηS1 , ηS2 , ηT1 and ηT2 stand for eigenvalues of the matrices S1, S2, T1 and T2 respectively. When θ = 12 , the conditions,
given in (25) reduce to∣∣∣∣1+ (δt/2)ηS21+ (δt/2)ηS1
∣∣∣∣ < 1 and ∣∣∣∣1+ (δt/2)ηT21+ (δt/2)ηT1
∣∣∣∣ < 1. (26)
The above conditions will hold if ηS1 > ηS2 and ηT1 > ηT2 . In the case when θ = 0, relations (25) give∣∣1+ (δt/2)ηS2 ∣∣ < 1 and ∣∣1+ (δt/2)ηT2 ∣∣ < 1 (27)
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which implies that
−4
δt
< ηS2 < 0 and
−4
δt
< ηT2 < 0.
Inequalities (25) show that stability of the scheme (22) links with the parameters θ , δt and eigenvalues of the matrices
S1, S2, T1, T2. In the case of parameter independent RBFs like TPS (r2n log r, n is positive integer) and Quintic (rn, n is odd
positive integer), stability depends onnumber of collocationpointsN too. For an acceptable distribution of collocationpoints,
inequalities (25) must hold. In the case of RBFs with shape parameter like MQ, stability depends upon shape parameter c
as well. We investigate influence of the parameter c numerically when N remains constant. In Table 9, we have shown
maximum eigenvalues of the matrices H1, H2. It is clear that eigenvalues of these matrices remain constant in the region
of convergence. In this region inequalities (25)–(27) are satisfied as shown in Fig. 2. In parameter dependent RBFs like MQ,
the condition numbers and the magnitudes of the eigenvalues of the matrices S1, S2, T1, T2 are closely related to the shape
parameter c. We have analyzed dependence of stability on the shape parameter c numerically which is shown in Table 9
and Fig. 2, by keeping N fixed. It is clear from Table 9 that the accuracy of RBF approximations can be improved by changing
value c in the interval (0.03, 0.60) where the solution remains stable. As c ≥ 0.60 the condition numbers of the matrices
T1, T2, S1, S2 become so large that the system of linear equations become ill-conditioned, thus producing unstable solution.
4. Numerical examples
The proposedmethod for the numerical solution of CMKdV equation is applied in this section. The accuracy of themethod
is tested in terms of error norms L2, L∞ and the three invariants. The error norms are defined by
L2 =
∥∥uexact − uapp.∥∥2 =
[
δx
N∑
j=1
(
uexact − uapp.
)2]1/2
,
L∞ =
∥∥uexact − uapp.∥∥∞ = maxj ∣∣uexact − uapp.∣∣
whereas invariants of CMKdV equation are given by
I1 =
∫ ∞
−∞
udx, I2 =
∫ ∞
−∞
|u|2dx, I3 =
∫ ∞
−∞
(α
2
|u|4 − |ux|2
)
dx. (28)
Now we consider the tested problems for the proposed technique.
Problem 1 (Single Soliton). Taking Eq. (1) with initial condition, obtained from the exact solution (2)
w(x, 0) =
√
2C
α
sech
[√
C(x− x0)
]
exp(iθ0). (29)
In Tables 1 and 2, we recorded the error norms, L∞, L2, and the conserved quantities which are obtained by MQ and r5
respectively, corresponding to the parameters α = 2, θ0 = 0, C = 1. In Fig. 1(A), we display the numerical solutions at
times t = 0.1, 1, 2, 5, 15, 20. It is clear from Tables 1 and 2 that all the conserved quantities are almost constant, showing
accuracy of themesh-freemethod. In Table 3, we have shown the error norms and the conserved quantities obtained in [11].
From the comparison of Tables 1–3, it is clear that the results obtained by MQ and r5 respectively are in good agreement
with exact solution and the earlier work by Ismail [11].
In Tables 4 and 5, we recorded the three invariants I1, I2, I3 and amplitude of the single soliton, with the parameters
α = 2, θ0 = pi/4, C = 1, which shows that the mesh-free method preserves all the three invariants. We display the
numerical solution in Fig. 1(B), at times t = 0.1, 1, 2, 3, 4, 5, 10, 15, 20, which shows that the single soliton moves from
left to right with constant amplitude and velocity. In Tables 6–8, we present the error norms L∞ and L2 of the real part u and
imaginary part v of the solution w which are obtained by MQ, r5 and TPS respectively at times t = 0.1, . . . , 1. In all these
computations, we use MQ shape parameters c1 = c2 = 0.5, δx = 0.1 and δt = 0.001, we choose relatively large interval
[−20, 40], to avoid the boundary effect on the motion of solitary wave.
Problem 2 (Two Soliton Interaction). Now we consider interaction of two solitary waves, with the initial condition of the
form
w(x, 0) =
√
2C1
α
sech
[√
C1(x− x1)
]
exp(iθ1)+
√
2C2
α
sech
[√
C2(x− x2)
]
exp(iθ2). (30)
This equation corresponds to sum of two solitary waves, one initially located at x1, while the other at x2 and both aremoving
towards right. The problem is solved in the interval [0, 100], x1 = 25 and x2 = 50 for up to time t = 30 by the present
method.
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Fig. 1. Profile of single soliton for α = 2, C = 1 and θ0 = 0 is shown in Fig. 1(A), for θ0 = pi/4 is shown in Fig. 1(B), while for θ0 = pi/2 is shown in
Fig. 1(C). These profiles show the motion of the single soliton |w|, moving from left to right.
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Fig. 2. Stability plots for α = 2, C = 1 and θ0 = pi/4, δx = 0.1, δt = 0.001 at t = 0.2 ∈ [−20, 40].
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Table 1
Error norms and invariants for single soliton obtained by MQ for α = 2, C = 1, θ0 = 0 corresponding to Problem 1.
Time L∞ L2 I1 I2 I3 Amp.
0.1 2.504E−004 5.814E−006 3.141591 1.999998 0.666665 0.999999
1.0 2.513E−004 1.655E−005 3.141587 1.999998 0.666665 0.999999
2.0 2.525E−004 2.321E−005 3.141585 1.999998 0.666665 0.999999
3.0 2.534E−004 2.728E−005 3.141584 1.999998 0.666665 0.999999
4.0 2.543E−004 3.010E−005 3.141583 1.999998 0.666665 0.999999
5.0 2.553E−004 3.208E−005 3.141583 1.999998 0.666665 0.999999
10.0 2.613E−004 3.006E−005 3.141583 1.999998 0.666665 0.999999
15.0 2.671E−004 1.698E−005 3.141587 1.999998 0.666665 0.999999
20.0 2.731E−004 1.572E−005 3.141598 1.999998 0.666665 1.000000
Table 2
Error norms and invariants for single soliton obtained by r5 for α = 2, C = 1, θ0 = 0, δx = 0.2 corresponding to Problem 1.
Time L∞ L2 I1 I2 I3
0.1 2.595E−004 2.061E−007 3.141593 1.999998 0.666665
1.0 2.349E−004 6.793E−005 3.141623 1.999998 0.666665
2.0 2.077E−004 3.191E−004 3.141735 1.999998 0.666665
3.0 1.946E−004 7.758E−004 3.141940 1.999998 0.666665
4.0 5.790E−004 2.333E−003 3.142636 1.999999 0.666665
5.0 1.542E−003 6.283E−003 3.144402 2.000002 0.666660
Table 3
Error norms and invariants for single soliton given in [11] for α = 2, C = 1, θ0 = 0 corresponding to Problem 1.
Time L∞ I1 I2 I3
0.0 0.000000 3.141590 2.000000 0.669765
5.0 0.000057 3.141592 2.000000 0.669764
10.0 0.000108 3.141592 1.999999 0.669764
15.0 0.000163 3.141592 1.999999 0.669763
20.0 0.000218 3.141592 1.999999 0.669763
Table 4
Invariants and amplitude for single soliton obtained by MQ for α = 2, C = 1, and θ0 = pi/4 corresponding to Problem 1.
Time I1 I2 I3 Amp.
0.1 2.221441+i 2.221441 2.000080 0.666746 1.0000
1.0 2.221446+i 2.221446 2.000801 0.667468 1.0004
2.0 2.221424+i 2.221424 2.001604 0.668272 1.0008
3.0 2.221447+i 2.221447 2.002410 0.669079 1.0012
4.0 2.221422+i 2.221422 2.003218 0.669890 1.0016
5.0 2.221438+i 2.221438 2.004028 0.670703 1.0020
10.0 2.221442+i 2.221442 2.008114 0.674813 1.0033
15.0 2.221436+i 2.221436 2.012259 0.679001 1.0061
20.0 2.221414+i 2.221414 2.016464 0.683267 1.0075
Table 5
Invariants and amplitude for single soliton obtained by r5 for α = 2, C = 1, and θ0 = pi/4, δx = 0.2 corresponding to Problem 1.
Time I1 I2 I3
0.1 2.221443+i 2.221443 2.000080 0.666747
1.0 2.221503+i 2.221503 2.000801 0.667468
2.0 2.221537+i 2.221537 2.001605 0.668273
3.0 2.221725+i 2.221725 2.002411 0.669081
4.0 2.222384+i 2.222384 2.003220 0.669891
5.0 2.223972+i 2.223972 2.004035 0.670698
Case-1: For α = 2, C1 = 2, C2 = 1/2 and θ1 = 0, θ2 = pi/2, the interaction profile is shown in Fig. 3. We note that the
taller wave moves faster than the shorter one, it catches up and collides with the shorter wave, then moves ahead from the
shorter wave as the time increases. We see that at t = 15, the two waves overlap each other and at t = 20 the taller wave
moves away from shorter wave. We also note that there is a tail following the shorter wave after interaction, and this agree
with [11].
M. Uddin et al. / Computers and Mathematics with Applications 58 (2009) 566–578 573
Table 6
Error norms for the real part u, and imaginary part v of single solitonw obtained by MQ for α = 2, C = 1, and θ0 = pi/4 corresponding to Problem 1.
Time u v
L∞ L2 L∞ L2
0.1 4.804E−004 6.719E−007 4.804E−004 6.719E−007
0.2 4.408E−004 3.931E−006 4.408E−004 3.931E−006
0.4 4.383E−004 3.348E−006 4.383E−004 3.348E−006
0.6 4.478E−004 9.708E−006 4.478E−004 9.708E−006
0.8 4.559E−004 8.779E−006 4.559E−004 8.779E−006
1.0 4.600E−004 1.381E−005 4.600E−004 1.381E−005
Table 7
Error norms for the real part u, and imaginary part v of single soliton w obtained by r5 when α = 2, C = 1, and θ0 = pi/4, δx = 0.2 corresponding to
Problem 1.
Time u v
L∞ L2 L∞ L2
0.1 4.523E−004 2.398E−006 4.523E−004 2.815E−006
0.2 4.078E−004 6.088E−006 4.078E−004 6.689E−006
0.4 4.081E−004 4.185E−005 4.081E−004 4.170E−005
0.6 2.210E−004 1.653E−005 4.210E−004 1.409E−005
0.8 4.358E−004 1.449E−006 4.358E−004 6.920E−006
1.0 4.489E−004 1.375E−004 4.489E−004 1.276E−004
Table 8
Error norms for the real part u, and imaginary part v of single soliton w obtained by TPS when α = 2, C = 1, and θ0 = pi/4, δx = 0.2 corresponding to
Problem 1.
Time u v
L∞ L2 L∞ L2
0.1 1.401E−003 3.895E−004 1.401E−003 3.895E−004
0.2 1.556E−003 1.149E−003 1.556E−003 1.149E−003
0.4 3.820E−003 1.881E−003 3.820E−003 1.881E−003
0.6 4.843E−003 6.339E−003 4.843E−003 6.339E−003
0.8 2.982E−002 2.463E−002 2.982E−002 2.463E−002
1.0 4.722E−002 1.606E−002 4.720E−002 1.607E−002
Table 9
Maximum eigenvalues of the matrices H1 , H2 with the error norms of the solutions u, v for different values of the shape parameter c , at time t = 0.2,
δt = 0.001, δx = 0.1, α = 2, C = 1 corresponding to Problem 1.
c ηH1 (max) u ηH2 (max) v
L∞ L2 L∞ L2
0.03 1.25485E+004 1.58173E−001 1.98196E−004 1.25485E+004 1.58173E−001 1.98196E−004
0.06 1.25487E+004 6.17513E−002 1.49142E−005 1.25487E+004 6.17513E−002 1.49142E−005
0.09 1.25489E+004 1.72371E−002 1.19423E−006 1.25489E+004 1.72371E−002 1.19425E−006
0.12 1.25493E+004 3.92714E−003 1.39231E−006 1.25493E+004 3.92714E−003 1.39230E−006
0.15 1.25498E+004 5.47119E−004 3.13236E−006 1.25498E+004 5.47119E−004 3.13235E−006
0.18 1.25503E+004 2.86346E−004 4.98813E−006 1.25503E+004 2.86346E−004 4.98813E−006
0.21 1.25509E+004 4.00053E−004 5.07455E−006 1.25509E+004 4.00053E−004 5.07453E−006
0.24 1.25516E+004 4.32820E−004 4.78504E−006 1.25516E+004 4.32820E−004 4.78505E−006
0.27 1.25523E+004 4.39286E−004 4.49421E−006 1.25523E+004 4.39286E−004 4.49421E−006
0.30 1.25532E+004 4.40534E−004 4.27792E−006 1.25532E+004 4.40534E−004 4.27791E−006
0.33 1.25541E+004 4.40775E−004 4.13654E−006 1.25541E+004 4.40775E−004 4.13654E−006
0.36 1.25550E+004 4.40824E−004 4.05332E−006 1.25550E+004 4.40824E−004 4.05332E−006
0.39 1.25561E+004 4.40836E−004 4.00953E−006 1.25561E+004 4.40836E−004 4.00953E−006
0.42 1.25572E+004 4.40840E−004 3.98811E−006 1.25572E+004 4.40840E−004 3.98811E−006
0.45 1.25583E+004 4.40842E−004 3.97401E−006 1.25583E+004 4.40842E−004 3.97401E−006
0.48 1.25595E+004 4.40844E−004 3.95373E−006 1.25595E+004 4.40844E−004 3.95372E−006
0.51 1.25608E+004 4.40845E−004 3.91488E−006 1.25608E+004 4.40845E−004 3.91487E−006
0.54 1.25622E+004 4.40847E−004 3.84609E−006 1.25622E+004 4.40847E−004 3.84610E−006
0.57 1.25635E+004 4.40848E−004 3.73769E−006 1.25635E+004 4.40848E−004 3.73769E−006
0.60 1.25650E+004 4.40850E−004 3.58354E−006 1.25650E+004 4.40850E−004 3.58348E−006
0.63 −1.04917E+067 9.70270E+065 6.73667E+065 1.05717E+093 1.03970E+049 1.37155E+049
Case-2: For α = 2, C1 = 2, C2 = 1/2 and θ1 = 0, θ2 = 0, the interaction profile is shown in Fig. 4. We note that the
solitary waves are stable under collisions, the taller one weakens during the interaction and then recovers. The observation
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Fig. 3. Interaction profile of two solitary waves when C1 = 2, C2 = 0.5, θ1 = 0 and θ2 = pi/2.
that the interaction is elastic is in agreement with the fact that the CMKdV equation reduces to the single MKdV equation
for this special case.
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Fig. 4. Interaction profile of two solitary waves for C1 = 2, C2 = 0.5, θ1 = 0 and θ2 = 0.
Case-3: Finally, for α = 2, C1 = 2, C2 = 1/2 and θ1 = pi/4, θ2 = pi/4, the interaction profile is shown in Fig. 5. We note
that in this case as well the interaction is elastic. Due to non-availability of exact solution, these results fully agree with [11].
In the above computations we use MQ shape parameters c1 = c2 = 0.5, δx = 0.2 and δt = 0.001.
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Fig. 5. Interaction profile of two solitary waves with C1 = 2, C2 = 0.5, θ1 = pi/4 and θ2 = pi/4.
Problem 3 (Three Soliton Interaction). Here we consider the interaction of three solitary waves, with the initial condition
given by
w(x, 0) =
3∑
j=1
√
2Cj
α
sech
[√
Cj(x− xj)
]
exp(iθj), (31)
which represents sum of three solitary waves, initially located at x1, x2 and x3, and all moving to the right. The problem is
solved in the interval [0, 100] with x1 = 10, x2 = 30, x3 = 50, α = 2, C1 = 1, C2 = 0.5, C3 = 0.3 and θ1 = 0, θ2 = 0,
θ3 = 0, up to time t = 80 by the mesh-free method. The interaction profile is shown in Fig. 6. We notice that the taller
wave, which is located at x1 = 10, moves faster than the other two shorter waves, one located at x2 = 30 while the slowest
wave located at x3 = 50. The faster wave catches up and collides with the shorter waves, and then moves ahead from the
shorter waves as the time progresses. The conserved quantities I1, I2 and I3 are recorded in Tables 10 and 11, which are
almost constant as the time increases.
5. Concluding remarks
In this paper, a mesh-free interpolation method using different types of RBFs is applied for the numerical solution of
CMKdV equation. Performance of the method is in excellent agreement with exact solution and with earlier work [11]. We
have established the stability analysis of the method. As a whole the present method produces better results with ease
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Table 10
Invariants for the three solitons obtained by MQ corresponding to Problem 3.
Time I1 I2 I3
0.01 9.42456 4.509811 1.011912
10 9.424518 4.509810 1.011911
20 9.424518 4.509808 1.011909
30 9.424536 4.509797 1.011902
40 9.424560 4.509802 1.011906
50 9.424564 4.509796 1.011906
60 9.424566 4.509805 1.011909
68 9.424570 4.509805 1.011909
Table 11
Invariants for the three solitons obtained by r5 corresponding to Problem 3.
Time I1 I2 I3
0.01 9.424697 4.510004 1.012097
0.1 9.424678 4.510004 1.012097
0.5 9.424906 4.510004 1.012097
1.0 9.425407 4.510004 1.012095
2.0 9.426848 4.510007 1.012092
3.0 9.428774 4.510012 1.012087
4.0 9.431350 4.510024 1.012079
5.0 9.434792 4.510048 1.012065
of implementation. The technique used in this paper provides an efficient alternative for the solution of nonlinear partial
differential equations. Contrary to the traditional methods, like FDM and FEM. This approach is mesh-free and accuracy of
the method can be increased by varying value of shape parameter while keeping number of collocation points fixed. It is
noted that time marching process reduces the solution accuracy due to the time truncation errors. From application point
of view the implementation of this method is very simple and straightforward.
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