This paper presents an algorithm to compute an optimal (s, S) policy under standard assumptions (stationary data, well-behaved one-period costs, discrete demand, full backlogging, and the average-cost criterion). The method is iterative, starting with an arbitrary, given (s, S) policy and converging to an optimal policy in a finite number of iterations. Any of the available approximations can thus be used as an initial solution. Each iteration requires only modest computations. Also, a lower bound on the true optimal cost can be computed and used in a termination test. Empirical testing suggests very fast convergence. M ANY PRACTICAL inventory replenishment problems satisfy reasonably closely the mathematical conditions under which (s, S) policies are optimal. Rules of this type, moreover, are easy to implement and require no more data than other standard techniques. Scientific methods for computing the best (or even a "good") policy, however, are rarely used, because-according to folklore-they are prohibitively expensive. We hope the current paper will contribute to the retirement of this myth.
The embedding technique mentioned above can be seen as a special case of the approach developed by De Leve et al. [1970, 1977a] . The approach has been applied to a variety of systems by Tijms [1976 Tijms [ , 1977 [1984] ; cf. Tijms [1980] for a survey. Our application, however, is the first for which finite convergence to an optimal policy is proven.
Other work on related inventory systems includes that of Sivazlian [1971] , Tijms [1972] , Gross and Ince [1975] , Naddor [1975] , Schneider [1978] , and Tijms and Groenevelt [1984] .
Computational testing suggests the algorithm converges very quickly. We solved 768 test problems, requiring an average of 0.39 CPU seconds on an IBM 4341. Excluding some unlikely cases (with penalty cost = (1/10) x holding cost), the average drops to 0.09 second. This is certainly fast enough for most applications.
In Section 1 we define notation and discuss certain computations required in the algorithm. The algorithm itself is stated in Section 2, while Section 3 contains the convergence proof and the derivation of the bounds on the minimal cost. Our computational experience is reported in Section 4. An Appendix discusses related algorithms.
NOTATION AND PRELIMINARIES
First we define notation; since the problem is stationary we shall suppress time subscripts throughout. x = inventory at the beginning of a period. y = inventory position after ordering, but before demand, y > x. Both x and y are always integer valued. We assume all stockouts are backordered, so x and y may be negative. pj = PrIone-period demand = j}, j = 0, 1, 2, K = fixed cost to place an order. G(y) = one-period expected costs, including, e.g., holding and penalty costs, y = -1, 0, 1 ,. * *.
We assume only that po < 1, -G is unimodal, and limlyl, G(y Veinott [1966] . Let R = (s, S) denote a particular policy of this class. We Optimal (s, S) Policies 1271 interpret R to specify orders as follows: If x < s, set y = S (order S -x); otherwise, set y = x (do not order).
In policy-iteration the usual approach to the evaluation of a policy R is based on the resulting stochastic process described by the state variable x, as follows: Define 'y(x, y) = one-step total expected cost when x is the initial state, and an order y -x is placed. (Multiply (la) by rR (x), sum over x and rearrange terms.) In practice, of course, the system (1) must be truncated, and approximate solutions used. Our approach is based instead on the inventory process observed at epochs following replenishment opportunities, that is, on the sequence of 
Observe that t is independent of the policy R, and that ks depends on R A policy-iteration algorithm also requires test quantities, in order to search for improved policies; these quantities are defined as follows: 
STATEMENT OF THE ALGORITHM
Step 0 
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Step 1 (Value Determination) If s has changed from the prior iteration, compute k,(y), y = s + 1, * , U, using (3). Compute gR using (4), and VR(X), x = L, * , U, using (5).
Step 2 
If such an x exists, set s' to be the smallest such x, and go to Step 3.
Otherwise, set s' = s.
Step 3 
I
Suppose we want an e-optimal policy, i.e., a policy R with gR < g* + e for some e > 0. Then, replace Step 3 in the algorithm by the following:
Step 3' (Test for Termination) Compute 6R. If 6R C c, stop: R is e-optimal. Otherwise, set R = R' and return to Step 1.
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Alternatively, suppose we want a policy within a certain fraction of the optimal cost, i.e., such that (gR-g*)/g* C< a for some a > 0. Then replace the test in Step 3' above with the condition bR/(R -R) C a. (In either case we may wish to use R' instead of R as our final policy; if so, we may also wish to compute gR' using (3) and (4) before exiting.) (4) Note that VR+ can be determined easily in Step 1 while computing VR (*)-
COMPUTATIONAL EXPERIENCE
To test the algorithm we solved 768 representative problems, each having discretized normal demands. The one-period cost functions G were based on linear holding and penalty costs and, in some cases, a fixed leadtime. Every combination of the parameters shown in Table I was used with holding cost = 1. (These parameter settings were suggested to us by Evan Porteus.) The initial policy in each case was determined by the approximation in Ehrhardt [1979] .
The results are shown in Tables II-VI. Each table examines the effect  of a single parameter. Table II, and include computation of probabilities, the bounds L, M and U, the initial policies and the lower bounds (26), as well as the iterations themselves. The enhancement suggested in Remark (1) at the end of Section 2 was not used. The right-most column of each table compares the costs of the initial policy and the optimal policy. For each problem the figure 100 x (initial cost -optimal cost)/(optimal cost) was computed; the tables give averages of these figures. Of all the parameters the penalty cost and the fixed cost evidently have the greatest effects on the performance of the algorithm: Smaller penalty costs and larger fixed costs require more computational effort, in part because the initial solution is less accurate in these cases, but also because each iteration is more expensive (the range U-L is larger). The other parameters have substantially smaller effects.
Overall, the computational demands of the algorithm seem to us quite reasonable. Note that a penalty cost of only 10% of the holding cost is rather unlikely in practice, and the other three cases average 0.09 CPU second per problem. Using this figure (as a quick calculation shows) an optimal policy for each of 10,000 items can be computed in 15 minutes of computer time. This, we believe, is a quite modest requirement.
APPENDIX: RELATED ALGORITHMS
Models
Call ours the "standard" model. Johnson permits a more general cost structure and dynamics, and we shall refer to his as the "generalized" model. Kuenle and Kuenle treat the standard model only, though with a slightly more general function G( * ), and assuming Pi > 0.
We describe the algorithms and results of these papers only as applied to the standard model, using our notation. In particular, the policy parameter s has a different meaning in these papers (order when inventory is strictly less than s), so we use s + 1 below when they write s.
