A much beloved and widely used example showing the elegance and simplicity of lazy functional programming represents itself as "The Sieve of Eratosthenes". This paper shows that this example is not the sieve, and presents an implementation that actually is.
Introduction

The Sieve of Eratosthenes is a beautiful algorithm that has been cited in introductions to lazy functional programming for more than thirty years
 (Turner, 1975 
A skeptic might very well ask whether it is really okay for computing the first few thousand primes (or, in the above case, only first twenty!) to be such a taxing problem, and begin to wonder whether laziness or functional programming as a whole is a hopelessly inefficient waste of time. The culprit, however, is neither laziness nor functional programming: It is the algorithm. Despite widespread assertion to the contrary, this algorithm is not the Sieve of Eratosthenes!
This paper shows
• Why this widely-seen implementation is not the Sieve of Eratosthenes;
• How an algorithm that is the Sieve of Eratosthenes may be written in a lazy functional style; and • How our choice of data structure matters.
In passing, we will look at the time complexity of the prime-finding methods we examine, and in doing so discover how we may analyze their performance in a fairly straightforward way.
What the Sieve Is and Is Not
Let us first describe the original "by hand" sieve algorithm as practiced by Eratosthenes. We start with a table of numbers (e.g., 2, 3, 4, 5, . . . ) 289 (i.e., 17× 17) and cross off the multiples 289, 306, 323, . . . , 510, 527, making Contrast the above behavior with that of the algorithm from Section 1, which I shall call "the unfaithful sieve". After finding that 17 is prime, the unfaithful sieve will check all the numbers not divisible by 2, 3, 5, 7, 11 or 13 for divisibility by 17. It will perform this test on a total of ninety-nine numbers (19, 23, 29, 31, . . . , 523, 527) .
The difference between the two algorithms is not merely that the unfaithful sieve doesn 't perform "optimizations", such 17 (i.e., 289, 293, 307, . . . , 523, 527) 
Having found a lower bound, let us now create an upper bound by also considering the work required for the composites. We can actually afford to be generous and overcount the work done processing composites as follows: all multiples of two (all n/2 of them) are handled with one trial division, but let us go on to assume that all multiples of three (n/3 of them) require two trial divisions, all multiples of five
π( √ n) i=1 i n p i ≈ n 2 + n 2 √ n ln n i=2 i i ln i ≈ n 2 + n 2 √ n ln n i=2 1 ln i ≈ 2n √ n (ln n) 2 + O(n)
Including the work done in processing noncomposites (primes), which we derived earlier, an upper bound on the number of trial divisions is
10 3 n √ n/(ln n) 2 .
From these upper and lower bounds, we can conclude that trial division has time complexity Θ(n
The unfaithful sieve does the same amount of work on the composites as normal trial division (because on a composite i, one of the primes < √ i will divide it), but it tries to divide primes by all prior primes. Thus, the amount of work done on the primes is
and thus the unfaithful sieve has time complexity Θ(n 2 /(log n) 2 ).
Thus, we can see that from a time-complexity standpoint, the unfaithful sieve is asymptotically worse than simple trial division, and that in turn is asymptotically worse than than the true Sieve of Eratosthenes. 
Fig. 1. Time Performance of The Unfaithful Sieve and Trial Division
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The performance results shown in Figure 1 The time complexity of this algorithm appears slightly worse than typical imperative renditions of the sieve because of the Θ(log n) cost of using a a tree, thus the performance for finding all primes less than n is Θ(n log n log log n), which is nevertheless better than the Θ(n √ n/(log n) 2 ) performance of trial division or the Θ(n 2 /(log n) 2 ) performance of the unfaithful sieve. Moreover, if we assume that arithmetic operations themselves have non-unit cost, all the algorithms require at least a log n additional time factor, which can offset the cost of the tree (with a cleverly structured tree, such as a Braun tree or binary trie (Paulson, 1996) , tree accesses would not suffer this extra log n overhead). Thus, if we were concerned about the complexity overheads of using a tree, we could easily address those concerns. Figure 2( 
Fig. 2. Time Performance of the Actual Sieve of Eratosthenes
implementations are easy enough to find (Paulson, 1996) . We will suppose a priority queue type that includes the operations Thus we can see that the common optimizations made to the sieve easily apply 6 Because this paper is mostly about implementing the sieve algorithm itself, rather than optimizing it, I will leave experimenting with larger wheels and writing code to generate those wheels as a recreational exercise for the reader.
to our algorithm. In fact, the usual C language implementation of the sieve does not support this optimization nearly as easily-changes to the core sieve algorithm are usually required. The lowest line in Figure 2(b) shows the performance of the algorithm sieving numbers generated by the 2-3-5-7 wheel. We can see that this version runs more than seven times faster than sieving all the composites, and three times faster than sieving odd numbers.
Interestingly, using a wheel to provide the input for the unfaithful-sieve algorithm makes little difference to its performance. For very small n there is some benefit, but that benefit diminishes quickly as n increases, with less than a 4.5% time reduction for n > 5000, and less than 1% for n > 36000. In fact, were we to draw a graph for the performance of the unfaithful sieve with the wheel optimization, it would be visually indistinguishable from the one in Figure 1( (Bengelloun, 1986; Pritchard, 1994) , but these algorithms are typically array-based. Crandall and Pomerance (2001) Selberg (1946) showed that Φ(n, p) ∈ Θ(n/ log p). Φ is closely related to Legendre's Formula and Merten's theorem.
a). From Section 2.1, we know that the poor performance of the unfaithful sieve is due entirely to the huge amount of work it expends on primes, trying to divide each new prime, p, by every previously discovered prime (all π(p) − 1 of them); as n increases there is little difference between attempting π(n) − 1 divisions without the 2-3-5-7 wheel and π(n) − 5 divisions with it.
Conclusion
A "one liner" to find a lazy list of prime numbers is
π(n) i=2 Φ(n, p i ) and that of trial division is π( √ n) i=2 Φ(n, p i ).
Epilogue
In [[4,6,8,10,..] , [9,12,15,18..] , [25, 30, 35, 40 2 ) time, resulting in a time complexity of Θ(n √ n log log n/(log n) 2 ), making it asymptotically worse than trial division, but only by a factor of log log n.
This code makes careful use of laziness. In particular, Bird remarks that "Taking the union of the infinite list of infinite lists
In practice, Bird's version is good enough for many purposes. His code is about four times faster than our trial-division implementation for small n, and because log log n grows very slowly, it is faster for all practical sizes of n. It is also faster than our initial tree-based code for n < 10 8. 
