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Abstract
In this paper, by using Schaeffer’s theorem, we prove new existence theorems for a nonlinear peri-
odic boundary value problem of first-order differential equations with impulses. Our results improve
and generalize some known results.
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1. Introduction
The theory of impulsive differential equations has been emerging as an important area
of investigations in recent years (see, [1–3,12]). Differential equations involving impulsive
effects occurs in many applications: population dynamics, biological systems, industrial
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boundary value problem (PBVP for short) of impulsive differential equations (see, [4,5,7–
10,12] etc). In [4,9,10], the authors studied the PBVP of nonlinear problem and got some
new results. In [7], the investigator obtained some results by using the method of upper and
lower solutions coupled with the monotone iterative technique and comparison principle.
In this paper, we deal with a periodic boundary value problem for differential equations
with impulsive effects of the form
u′(t) + λu(t) = f (t, u(t)), t ∈ J, t = tk, k = 1, . . . , p, (1.1)
u
(
t+k
)= u(t−k )+ Ik(u(tk)), k = 1, . . . , p, (1.2)
u(0) = u(T ), (1.3)
where λ ∈ R and λ = 0, J = [0, T ], T > 0, 0 = t0 < t1 < t2 < · · · < tp < tp+1 = T , Ik ∈
C(R,R), k = 1, . . . , p, and f :J × R → R is continuous at every point (t, u) ∈ J0 × R,
J0 = J − {t1, . . . , tp}, f (t+k , u) and f (t−k , u) exist, f (t−k , u) = f (tk, u).
Let PC(J ) = {u: u is a map from J into R such that u(t) is continuous at t = tk , and
left continuous at t = tk , and the right limit u(t+k ) exists for k = 1,2, . . . , p}. Evidently,
PC(J ) is a Banach space with the norm
‖u‖PC = sup
t∈J
{∣∣u(t)∣∣}.
Note that PC(J ) is equivalent to
∏p
k=0 C[tk, tk+1]. Analogously define the Banach space
PC1(J ) = {u ∈ PC(J ): u|(tk,tk+1) ∈ C1(tk, tk+1),
there exist u′
(
t−k
)
and u′
(
t+k
)
, k = 1,2, . . . , p}
with the norm
‖u‖PC1 = max
{‖u‖PC,‖u′‖PC}.
In this paper, we shall complement and improve some results in [4], and obtain some
new results. This paper is organized as follows. Firstly, in Section 2, we prove the existence
of solution to the “linear problem” of impulsive differential equations, which is a base of
nonlinear problem. Then we also obtain, in Section 3, some new results on existence of
solutions of PBVP for the nonlinear problem. Finally we work through an example to
illustrate our results.
We will need the following lemma.
Lemma 1.1 (Schaeffer’s theorem [11]). Assume S be a normed linear space, and let oper-
ator F :S → S be compact. Define
H(F) = {x ∈ S: x = μF(x), μ ∈ (0,1)}.
Then either
(i) set H(F) is unbounded; or
(ii) operator F has a fixed point in S.
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In this section, we consider the “linear problem”
u′(t) + λu(t) = σ(t), t ∈ J0, (2.1)
u
(
t+k
)= u(t−k )+ Ik(u(tk)), k = 1, . . . , p, (2.2)
u(0) = u(T ), (2.3)
where σ ∈ PC(J ) and Ik ∈ C(R,R), k = 1, . . . , p.
For short, we shall refer to (2.1)–(2.3) as (LP). Note that (LP) is not really a linear
problem since the impulsive functions Ik are not necessarily linear. However, if Ik , k =
1, . . . , p, are linear, then (LP) is a linear impulsive problem.
Firstly we present the following lemma (see Lemma 2.1 in [4]).
Lemma 2.1. u ∈ PC1(J ) is a solution of (LP) if and only if u is a solution of the integral
equation
u(t) =
T∫
0
g(t, s)σ (s) ds +
p∑
k=1
g(t, tk)Ik
(
u(tk)
)
, t ∈ J, (2.4)
where
g(t, s) = 1
1 − e−λT
{
e−λ(t−s), 0 s  t  T ,
e−λ(T +t−s), 0 t < s  T . (2.5)
We now define the operator A : PC(J ) → PC(J ) by
Au =
T∫
0
g(t, s)σ (s) ds +
p∑
k=1
g(t, tk)Ik
(
u(tk)
)
.
Hence Eq. (2.4) can be viewed as the operator equation
u = Au. (2.6)
An abstract criterion for the solvability of (LP) is given in the following result which is
an immediate consequence of Lemma 2.1.
Lemma 2.2. u is a solution of (LP) if and only if u is a fixed point of Eq. (2.6).
Now we discuss the existence of solutions for the problem (LP).
Theorem 2.1. Suppose that there exist constants lk , k = 1, . . . , p, such that∣∣Ik(x) − Ik(y)∣∣ lk|x − y|, x, y ∈ R. (2.7)
If
e|λ|T
p∑
k=1
lk <
∣∣1 − e−λT ∣∣, (2.8)
then the problem (LP) has a unique solution for any σ ∈ PC(J ).
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∣∣(Au)(t) − (Av)(t)∣∣=
∣∣∣∣∣
p∑
k=1
g(t, tk)
[
Ik
(
u(tk)
)− Ik(v(tk))]
∣∣∣∣∣

p∑
k=1
sup
{∣∣g(t, tk)∣∣: t ∈ J}lk∣∣u(tk) − v(tk)∣∣
 e
|λ|T
|1 − e−λT | ‖u − v‖
p∑
k=1
lk,
i.e.,
‖Au − Av‖ e
|λ|T ∑p
k=1 lk
|1 − e−λT | ‖u − v‖,
using (2.8) and Banach’s fixed point theorem, A has a unique fixed point which is the
unique solution of (LP). This theorem is proved. 
Remark 2.1. A similar result was given in [4] (see Theorem 2.1 in [4]), where the condition
p∑
j=1
lj <
∣∣1 − e−λT ∣∣, (2.9)
was used. However, Theorem 2.1 in [4] only is valid as λ > 0 but not as λ < 0. The follow-
ing is an illustrative example.
Example 1. Consider problem (LP) with λ = −1, k = 1 and I1(x) = cx, c = e−T − 1, and
σ ≡ 1. We get
u(t) =
{
u(0)et + et − 1, t ∈ [0, t1],
u(t+1 )et−t1 + et−t1 − 1, t ∈ (t1, T ].
Thus, u satisfies the periodic condition (2.3) if and only if
u(0) = u(T ) = (c + 1)u(0)eT + 1 − e−t1 + eT −t1 − 1,
i.e.,
u(0) = u(0) + e−t1(eT − 1).
This condition is not satisfied for any initial condition u(0) since e−t1(eT − 1) > 0. Thus
the problem (LP) has no solution. We note that condition (2.8) is not satisfied since
e|λ|T
∑p
k=1 lk
|1 − e−λT | =
eT (1 − e−T )
eT − 1 =
eT − 1
eT − 1 = 1,
where we set l1 = |e−T − 1|. However, since∑p
k=1 lk
|1 − e−λT | =
|e−T − 1|
|1 − eT | < 1,
we see that condition (2.9) is satisfied, showing that Theorem 2.1 in [4] is not valid for
λ < 0.
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To study the nonlinear impulsive problem (1.1)–(1.3), define the operator B : PC(J ) →
PC(J ) by
Bu =
T∫
0
g(t, s)f
(
s, u(s)
)
ds +
p∑
k=1
g(t, tk)Ik
(
u(tk)
)
.
We refer to (1.1)–(1.3) as (NP). Analogously, the problem (NP) has solutions if and only
if the following operator equation has fixed points
u = Bu.
Lemma 3.1. B is compact.
Proof. (i) Let D ⊂ PC(J ) be a bounded set. It follows that∣∣f (t, u)∣∣M, ∣∣Ik(u)∣∣Mk, ∀u ∈ D, t ∈ J,
where M , Mk are constants. Hence
∣∣(Bu)(t)∣∣M
T∫
0
∣∣g(t, s)∣∣ds + p∑
k=1
∣∣g(t, tk)∣∣∣∣Ik(u)∣∣
 M|λ| +
e|λ|T
|1 − e−λT |
p∑
k=1
Mk.
We obtain
‖Bu‖ M|λ| +
e|λ|T
|1 − e−λT |
p∑
k=1
Mk.
This implies that B(D) is uniformly bounded.
(ii) For any t¯ , t ∈ (tk−1, tk] ∩ J , u ∈ D, we have∣∣(Bu)(t¯) − (Bu)(t)∣∣

∣∣∣∣∣
t¯∫
0
f (s,u)e−λ(t−s) ds −
t∫
0
f (s,u)e−λ(t−s) ds
∣∣∣∣∣
+
∣∣∣∣ ∑
0<tk<t¯
Ik(u)e
−λ(t¯−tk) −
∑
0<tk<t
Ik(u)e
−λ(t−tk)
∣∣∣∣
+ e
−λT
|1 − e−λT |
T∫ ∣∣f (s,u)(e−λ(t¯−s) − e−λ(t−s))∣∣ds0
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−λT
|1 − e−λT |
∣∣∣∣∣
p∑
k=1
Ik(u)
(
e−λ(t¯−tk) − e−λ(t−tk))
∣∣∣∣∣

∣∣∣∣∣
t¯∫
0
f (s,u)e−λ(t¯−s) ds −
t∫
0
f (s,u)e−λ(t−s) ds
∣∣∣∣∣
+
∑
0<tk<t¯
Mk
∣∣e−λ(t¯−tk) − e−λ(t−tk)∣∣
+ e
−λT
|1 − e−λT |
[
M
T∫
0
∣∣e−λ(t¯−s) − e−λ(t−s)∣∣ds + p∑
k=1
Mk
∣∣e−λ(t¯−tk) − e−λ(t−tk)∣∣
]
,
which implies∣∣(Bu)(t¯) − (Bu)(t)∣∣→ 0, as |t¯ − t | → 0.
Hence B(D) is quasiequicontinuous and operator B is compact by Lemma 2.4 in [12].
This proof is complete. 
Motivated by [4], we can obtain new existence results.
Theorem 3.1. Assume that there exist constants l and ck such that∣∣f (t, u)∣∣ l|u|, l  0,∣∣Ik(u)∣∣ ck, k = 1, . . . , p,
and
l
|λ| < 1,
hold. Then the problem (NP) has at least one solution.
Proof. Let u ∈ PC(J ), t ∈ J . We consider the operator equation
u = μBu, μ ∈ (0,1). (3.1)
If u is a solution of Eq. (3.1), for t ∈ J , we have that
∣∣u(t)∣∣ μ
T∫
0
∣∣g(t, s)f (s, u(s))∣∣ds + μ p∑
k=1
∣∣g(t, tk)Ik(u(tk))∣∣
 μl‖u‖|λ| +
μe|λ|T
∑p
k=1 ck
|1 − e−λT | ,
hence
‖u‖ μl‖u‖|λ| +
μe|λ|T
∑p
k=1 ck
|1 − e−λT |
 l‖u‖ + e
|λ|T ∑p
k=1 ck
−λT ,|λ| |1 − e |
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‖u‖ e
|λ|T ∑p
k=1 ck
(1 − l|λ| )|1 − e−λT |
.
This shows that all the solutions of (3.1) are bounded independently of μ ∈ (0,1). Using
Lemmas 1.1 and 3.1, we obtain that B has a fixed point. This proof is complete. 
Analogously we can prove the following result.
Theorem 3.2. Assume that
(i) |f (t, u)| c, |Ik(u)| lk|u|, t ∈ J , u ∈ R, k = 1, . . . , p, where c and lk are constants,
(ii) e|λ|T ∑pk=1 lk < |1 − e−λT |.
Then the problem (NP) is solvable.
However, if Ik(x) are linear, i.e., Ik(x) = lkx, k = 1,2, . . . , p, lk constants, then the
condition (ii) of Theorem 3.2 is not needed and we have the following improvement.
Theorem 3.3. Assume Ik(x) = lkx, k = 1,2, . . . , p, lk are constants. If the following con-
ditions hold
(i) |f (t, u)| c for (t, u) ∈ J × R, where c is a constant,
(ii) ∏pk=1 bk = eλT , where bk = lk + 1,
then the problem (NP) has at least one solution.
Proof. In this case, (NP) becomes
u′(t) + λu(t) = f (t, u), t ∈ J0,
u
(
t+k
)= bku(tk), k = 1,2, . . . , p,
u(0) = u(T ). (3.2)
If bk = 0, then u(t+k ) = 0 for some k. In a similar way of the proof of Lemma 3.1 in [6],
we can show (3.2) has at least one solution.
Next, we assume bk = 0 for k = 1,2, . . . , p. Let u(t) be any solution of (3.2). Set
y(t) = u(t)∏0tk<t b−1k for t > 0, then for all k  1, we have
y
(
t+k
)= u(t+k ) ∏
0titk
b−1i = u(tk)bk
∏
0titk
b−1i
= u(tk)
∏
0ti<tk
b−1i = y(tk).
Thus y(t) is continuous on J . Furthermore, we see that y(t) satisfies
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(
t, y(t)
∏
0tk<t
bk
) ∏
0tk<t
b−1k ,
y(0) = y(T )
p∏
k=1
bk. (3.3)
Analogously, if y(t) is a solution of (3.3), then u(t) = y(t)∏0tk<t bk satisfies (3.2). Set
F
(
t, y(t)
)= f(t, y(t) ∏
0tk<t
bk
) ∏
0tk<t
b−1k .
It follows that (3.3) has a solution if and only if the integral equation
y(t) =
T∫
0
G(t, s)F
(
s, y(s)
)
ds
is solvable. Here,
G(t, s) = 1
eλT −∏pk=1 bk
{
eλ(T −t+s), 0 s  t  T ,∏p
k=1 bkeλ(s−t), 0 t < s  T .
Define the operator B∗ :C(J ) → C(J ) by
B∗y =
T∫
0
G(t, s)F
(
s, y(s)
)
ds.
Hence (3.3) is equivalent to y = B∗y. It is easy to show that B∗ is compact. We consider
the equation
y = μB∗y, μ ∈ (0,1). (3.4)
If y is a solution of Eq. (3.4) for t ∈ J , then
∣∣y(t)∣∣
T∫
0
∣∣G(t, s)∣∣∣∣F (s, y(s))∣∣ds
 c1
T∫
0
∣∣G(t, s)∣∣ds  c1c2,
where c1 = sup{c|∏0tk<t b−1k |, t ∈ J }, c2 = sup{∫ T0 |G(t, s)|ds, t ∈ J }. This implies
that
‖y‖ c1c2,
and shows that all the solutions of (3.4) are bounded independently of μ ∈ (0,1), so B∗
has a fixed point. Furthermore, Eq. (3.2) has at least one solution. 
Theorem 3.4. Assume the following conditions hold:
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(ii) lim|u|→∞ Ik(u)u = 0, k = 1, . . . , p.
Then the problem (NP) is solvable.
Proof. Let u ∈ PC(J ) and t ∈ J , we consider
u = μBu, μ ∈ (0,1). (3.5)
If the solutions of (3.5) are not bounded, then there exist sequences
{un}∞n=1, un ∈ PC(J ), ‖un‖ n,
{μn}∞n=1, μn ∈ (0,1),
with
u′n(t) + λun(t) = μnf
(
t, un(t)
)
,
un
(
t+k
)= un(t−k )+ μnIk(un(tk)), k = 1, . . . , p,
un(0) = un(T ). (3.6)
Now we let vn = un‖un‖ , then ‖vn‖ = 1. By (3.6), we know that vn satisfies
v′n(t) + λvn(t) = μn
f (t, un(t))
‖un‖ ,
vn
(
t+k
)= vn(t−k )+ μn Ik(un(tk))‖un‖ , k = 1, . . . , p,
vn(0) = vn(T ).
Set σn(t) = μn f (t,un(t))‖un‖ , θn,k = μn Ik(un(tk))‖un‖ . In view of Lemma 2.1, we get
vn(t) =
T∫
0
g(t, s)σn(s) ds +
p∑
k=1
g(t, tk)θn,k, t ∈ J.
From conditions (i) and (ii), we have
∣∣σn(t)∣∣
∣∣∣∣f (t, un)‖un‖
∣∣∣∣→ 0 as n → ∞,
and
|θn,k|
∣∣∣∣Ik(un(tk))‖un‖
∣∣∣∣→ 0 as n → ∞, k = 1, . . . , p.
Hence
∣∣vn(t)∣∣
T∫ ∣∣g(t, s)∣∣∣∣σn(s)∣∣ds + p∑
k=1
∣∣g(t, tk)∣∣|θn,k| → 0, ∀t ∈ J, as n → ∞.
0
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In view of Schaeffer’s theorem, the problem (NP) has at least one solution. This proof is
complete. 
Finally, by using Theorem 3.4, we can immediately get the following consequence.
Corollary 1 (Bounded case, Theorem 3.1 in [4]). Assume that the nonlinearity f is
bounded and that the impulse functions Ik , k = 1, . . . , p, are bounded. Then nonlinear
impulsive problem (NP) has at least one solution.
Corollary 2 (Sublinear growth, Theorem 3.3 in [4]). Assume that there exist a ∈ PC(J ),
b ∈ R, and α ∈ [0,1) such that∣∣f (t, u)∣∣ a(t) + b|u|α, t ∈ J, u ∈ R.
Moreover, suppose that there exist constants ak, bk ∈ R, αk ∈ [0,1), k = 1, . . . , p, with∣∣Ik(u)∣∣ ak + bk|u|αk , u ∈ R.
Then the nonlinear problem (NP) is solvable.
Corollary 3. Assume the following conditions hold.
(i) lim|u|→∞ f (t,u)u = m, where m = λ is a constant,
(ii) lim|u|→∞ Ik(u)u = 0.
Then the problem (NP) has at least one solution.
Proof. By condition (i), we have
lim|u|→∞
f (t, u) − mu
u
= 0. (3.7)
Let f (t, u) − mu = F(t, u) and λ − m = λ¯. Hence Eq. (1.1) is reduced to
u′(t) + λ¯u(t) = F (t, u(t)). (3.8)
From (3.7) and condition (ii), using Theorem 3.4, we can conclude that the periodic bound-
ary value problem (3.8)–(1.2)–(1.3) is solvable. Hence the problem (NP) has at least one
solution. 
Example 2. Let f (t, u) = e−u sin t , Ik(u) = u1/3. It follows that
lim|u|→∞
f (t, u)
u
= 0, lim|u|→∞
Ik(u)
u
= 0.
In light of Theorem 3.4, the nonlinear problem (NP) is solvable.
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