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ORDER-UNIT QUANTUM GROMOV-HAUSDORFF DISTANCE
HANFENG LI
Abstract. We introduce a new distance distoq between compact quantum
metric spaces. We show that distoq is Lipschitz equivalent to Rieffel’s distance
distq, and give criteria for when a parameterized family of compact quantum
metric spaces is continuous with respect to distoq. As applications, we show
that the continuity of a parameterized family of quantum metric spaces induced
by ergodic actions of a fixed compact group is determined by the multiplicities
of the actions, generalizing Rieffel’s work on noncommutative tori and integral
coadjoint orbits of semisimple compact connected Lie groups; we also show
that the θ-deformations of Connes and Landi are continuous in the parameter
θ.
1. Introduction
In [9] Connes initiated the study of metric spaces in noncommutative setting in
the framework of his spectral triple [10]. The main ingredient of a spectral triple is a
Dirac operator D. On the one hand, it captures the differential structure by setting
df = [D, f ]. On the other hand, it enables us to recover the Lipschitz seminorm L,
which is usually defined as
L(f) := sup{ |f(x)− f(y)|
ρ(x, y)
: x 6= y},(1)
where ρ is the geodesic metric on the Riemannian manifold, instead by means of
L(f) = ‖[D, f ]‖, and then one recovers the metric ρ by
ρ(x, y) = sup
L(f)≤1
|f(x)− f(y)|.(2)
In Section 2 of [9] Connes went further by considering the (possibly +∞-valued)
metric on the state space of the algebra defined by (2). Motivated by what happens
to ordinary compact metric spaces, in [35, 36, 37] Rieffel introduced “compact
quantum metric spaces” which requires the metric on the state space to induce the
weak-∗ topology. Many interesting examples of compact quantum metric spaces
have been constructed [35, 39, 30, 27]. Rieffel’s theory of compact quantum metric
space does not require C∗-algebras, and is set up on more general spaces, namely
order-unit spaces. Also, one does not need Dirac operators, but only the seminorm
L.
Motivated by questions in string theory, in [37] Rieffel also introduced a notion
of quantum Gromov-Hausdorff distance for compact quantum metric spaces, as
an analogue of the Gromov-Hausdorff distance distGH [17] for ordinary compact
metric spaces. This is defined as a modified ordinary Gromov-Hausdorff distance
for the state-spaces. This distance distq is a metric on the set CQM of all isometry
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classes of compact quantum metric spaces, and has many nice properties. Two
nontrivial examples of convergence with respect to distq have been established by
Rieffel. One is that the n-dimensional noncommutative tori Tθ’s equipped with
the quantum metrics induced from the canonical action of Tn are continuous, with
the parameter θ as n × n real skew-symmetric matrices [37, Theorem 9.2]. The
other one is that some natural matrices related to representations of a semisimple
compact connected Lie group converge to integral coadjoint orbits of this group [38,
Theorem 3.2]. In general, it is not easy to show the continuity of a parameterized
family of compact quantum metric spaces. In particular, the methods used in these
two examples are quite different.
In view of the principle of noncommutative geometry, it may be more natural
to define the quantum distance as a modified Gromov-Hausdorff distance for the
order-unit spaces (or C∗-algebras) directly. Under this guidance, we define an order-
unit quantum Gromov-Hausdorff distance, distoq, as a modified ordinary Gromov-
Hausdorff distance for certain balls in the order-unit spaces (Definition 4.2). We
also introduce a variant distRoq for the compact quantum metric spaces with radii
bounded above by R. Denote by CQMR the set of all isometry classes of these com-
pact quantum metric spaces. It turns out that these order-unit quantum distances
are Lipschitz equivalent to Rieffel’s quantum distance.
Theorem 1.1. distq and distoq are Lipschitz equivalent metrics on CQM, that is
1
3
distoq ≤ distq ≤ 5distoq;
while distq and dist
R
oq are Lipschitz equivalent metrics on CQM
R, that is
1
2
distRoq ≤ distq ≤
5
2
distRoq.
As an advantage of our approach, we can give criteria for when a parameterized
family of compact quantum metric spaces is continuous with respect to the order-
unit quantum distance. We introduce a notion of continuous fields of compact
quantum metric spaces (Definition 6.4), as a concrete way of saying “a parameter-
ized family”. This is an analogue of continuous fields of Banach spaces [15, Section
10.1]. Roughly speaking, these criteria say that the family is continuous under
quantum distances if and only if continuous sections are uniformly dense in the
balls (the set D(At) in below) we use to define the order-unit quantum distance.
Theorem 1.2. Let ({(At, Lt)},Γ) be a continuous field of compact quantum metric
spaces over a locally compact Hausdorff space T . Let t0 ∈ T , and let {fn}n∈N be
a sequence in Γ, the space of continuous sections, such that (fn)t0 ∈ D(At0) for
each n ∈ N and the set {(fn)t0 : n ∈ N} is dense in D(At0 ). Then the following are
equivalent:
(i) distoq(At, At0)→ 0 as t→ t0;
(ii) distGH(D(At),D(At0))→ 0 as t→ t0;
(iii) for any ε > 0, there is an N such that the open ε-balls in At centered at
(f1)t, · · ·, (fN )t cover D(At) for all t in some neighborhood U of t0.
Similar criteria are also given for convergence with respect to distRoq (Theo-
rem 7.1), which is useful when the radii of the compact quantum metric spaces
are known to be bounded above by R.
ORDER-UNIT QUANTUM GROMOV-HAUSDORFF DISTANCE 3
An important class of compact quantum metric spaces come from ergodic actions
of compact groups [35]. Let G be a compact group with a fixed length function
l given by l(x) = d(x, eG), where x ∈ G and d is a left-invariant metric on G
and eG is the identity. For an ergodic action α of G on a unital C
∗-algebra A
(i.e. the only α-invariant elements are the scalar multiples of the identity of A),
Rieffel proved that the seminorm L(a) = sup{ ‖αx(a)−a‖l(x) : x ∈ G, x 6= eG} makes
A into a compact quantum metric space [35, Theorem 2.3]. This includes the
examples of noncommutative tori and coadjoint integral orbits mentioned above.
In general, one can talk about ergodic actions of G on complete order-unit spaces
A. When the action α is finite in the sense that the multiplicity mul(A
C
, γ) of every
equivalence class of irreducible representations γ ∈ Gˆ in the induced action α⊗I on
A
C
= A⊗C is finite (which is always true in C∗-algebra case [19, Proposition 2.1]),
the same construction also makes A into a compact quantum metric spaces. Using
our criteria for quantum distance convergence (Theorem 7.1) we give a unified
proof for the two examples above about continuity of noncommutative tori and
convergence of matrix algebras to integral coadjoint orbits, and show in general
that a parameterized family of compact quantum metric spaces induced by ergodic
finite actions of G is continuous with respect to distoq if and only if the multiplicities
of the actions are locally constant:
Theorem 1.3. Let {αt} be a continuous field of strongly continuous finite ergodic
actions of G on a continuous field of order-unit spaces ({At},Γ) over a locally
compact Hausdorff space T . Then the induced field ({(At, Lt)},Γ) (for a fixed l) is
a continuous field of compact quantum metric spaces. For any t0 ∈ T the following
are equivalent:
(i) limt→t0 mul(At
C
, γ) = mul(At0
C
, γ) for all γ ∈ Gˆ;
(ii) lim supt→t0 mul(At
C
, γ) ≤ mul(At0
C
, γ) for all γ ∈ Gˆ;
(iii) distoq(At, At0)→ 0 as t→ t0.
In [13] Connes and Landi introduced a one-parameter deformation S4θ of the
4-sphere with the property that the Hochschild dimension of S4θ equals that of S
4.
They also considered general θ-deformations, which was studied further by Connes
and Dubois-Violette in [12] (see also [44]). In general, the θ-deformation Mθ of
a manifold M equipped with a smooth action of the n-torus T n is determined
by defining the algebra of smooth functions C∞(Mθ) as the invariant subalgebra
(under the diagonal action of T n) of the algebra C∞(M ×Tθ) := C∞(M)⊗ˆC∞(Tθ)
of smooth functions on M × Tθ; here θ is a real skew-symmetric n × n matrix
and Tθ is the corresponding noncommutative n-torus. When M is a compact spin
manifold, Connes and Landi showed that the canonical Dirac operator (D,H) onM
and a deformed anti-unitary operator Jθ together give a spectral triple for C
∞(Mθ),
fitting it into Connes’ noncommutative Riemannian geometry framework [10, 11].
Intuitively, the θ-deformations are continuous in the parameter θ. Quantum
distances provide a concrete way for us to express the continuity. In [27] we showed
that whenM is connected, (C∞(Mθ))sa equipped with the seminorm Lθ determined
by the Dirac operatorD is a compact quantum metric space. Denote by Θ the space
of all n× n real skew-symmetric matrices. In Section 11 we shall see that there is
a natural continuous field of C∗-algebras over Θ with fibres C(Mθ). Denote by ΓM
the space of continuous sections of this field. As another application of our criteria
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for quantum distance convergence, we show that θ-deformations are continuous
with respect to distoq:
Theorem 1.4. LetM be a connected compact spin manifold with a smooth action
of Tn. Then the field ({((C∞(Mθ))sa, Lθ)}, (ΓM )sa) is a continuous field of compact
quantum metric spaces over Θ. And distoq((C
∞(Mθ))sa, (C∞(Mθ0))sa) → 0 as
θ → θ0.
This paper is organized as follows. In Section 2 we review briefly the Gromov-
Hausdorff distance for compact metric spaces and Rieffel’s quantum distance for
compact quantum metric spaces. Via a characterization of state-spaces of compact
quantum metric spaces, a formula for Rieffel’s distance distq is given in Section 3.
In Section 4 we define the order-unit Gromov-Hausdorff distance distoq and
prove Theorem 1.1. One important aspect of the theory of (quantum) Gromov-
Hausdorff distance is the (quantum) compactness theorem. In Section 5 we give a
reformulation of Rieffel’s quantum compactness theorem in terms of the balls we
use to define the order-unit distance. The notion of continuous fields of compact
quantum metric spaces is introduced in Section 6. In Section 7 we prove our criteria
for quantum distance convergence.
The sections 8-10 are devoted to an extensive study of compact quantum metric
spaces induced by ergodic compact group actions, where we show how multiplicities
of the actions dominate the metric aspect of such spaces. In Section 8 we show that
an ergodic action induces a compact quantum metric space only when the action
is finite. In Section 9 we investigate when a family of compact quantum metric
spaces induced from ergodic actions of a fixed compact group is totally bounded.
Theorem 1.3 is proved in Section 10.
Finally, we prove Theorem 1.4 in Section 11.
Acknowledgments. This is part of my Ph.D. dissertation submitted to UC Berke-
ley in 2002. I am indebted to my advisor, Professor Marc Rieffel, for many helpful
discussions, suggestions, and for his support throughout my time at Berkeley. I
also thank Thomas Hadfield and Fre´de´ric Latre´molie`re for valuable conversations.
2. Preliminaries
In this section we review briefly the Gromov-Hausdorff distance for compact
metric spaces [18, 42, 8] and Rieffel’s quantum distance for compact quantum metric
spaces [35, 36, 37, 38, 40].
Let (X, ρ) be a metric space, i.e. ρ is a metric on the space X . For any subset
Y ⊆ X and r > 0, let
Br(Y ) = {x ∈ X : ρ(x, y) < r for some y ∈ Y }
be the set of points with distance less than r from Y . When Y = {x}, we also write
it as Br(x) and call it the open ball of radius r centered at x.
For nonempty subsets Y, Z ⊆ X , we can measure the distance between Y and Z
inside of X by the Hausdorff distance distρH(Y, Z) defined by
distρH(Y, Z) := inf{r > 0 : Y ⊆ Br(Z), Z ⊆ Br(Y )}.
We will also use the notation distXH (Y, Z) when there is no confusion about the
metric on X .
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For any compact metric spaces X and Y , Gromov [17] introduced the Gromov-
Hausdorff distance, distGH(X,Y ), which is defined as
distGH(X,Y ) := inf{distZH(hX(X), hY (Y ))|hX : X → Z, hY : Y → Z are
isometric embeddings into some metric space Z}.
It is possible to reduce the space Z in above to be the disjoint union X
∐
Y . A
distance ρ on X
∐
Y is said to be admissible if the inclusions X,Y →֒ X∐ Y are
isometric embeddings. Then it is not difficult to check that
distGH(X,Y ) = inf{distρH(X,Y ) : ρ is an admissible distance on X
∐
Y }.
For a compact metric space (X, ρ), we shall denote by diam(X) := max{ρ(x, y)|
x, y ∈ X} the diameter of X . Also let rX = diam(X)2 be the radius of X . For any
ε > 0, the covering number Covρ(X, ε) is defined as the smallest number of open
balls of radius ε whose union covers X .
Denote by CM the set of isometry classes of compact metric spaces. One impor-
tant property of Gromov-Hausdorff distance is the completeness and compactness
theorems by Gromov [17]:
Theorem 2.1 (Gromov’s Completeness and Compactness Theorems). The space
(CM, distGH) is a complete metric space. A subset S ⊆ CM is totally bounded (i.e.
has compact closure) if and only if
(1) there is a constant D such that diam(X, ρ) ≤ D for all (X, ρ) ∈ S;
(2) for any ε > 0, there exists a constant Kε > 0 such that Covρ(X, ε) ≤ Kε for
all (X, ρ) ∈ S.
Next we recall Rieffel’s quantum Gromov-Hausdorff distance distq for compact
quantum metric spaces.
Rieffel has found that the right framework for compact quantum metric spaces is
that of order-unit spaces. There is an abstract characterization of order-unit spaces
due to Kadison [20, 1]. An order-unit space is a real partially ordered vector space,
A, with a distinguished element e (the order unit) satisfying:
1) (Order unit property) For each a ∈ A there is an r ∈ R such that a ≤ re;
2) (Archimedean property) For a ∈ A, if a ≤ re for all r ∈ R with r > 0, then
a ≤ 0.
On an order-unit space (A, e), we can define a norm as
‖a‖ = inf{r ∈ R : −re ≤ a ≤ re}.
Then A becomes a normed vector space and we can consider its dual, A′, consisting
of the bounded linear functionals, equipped with the dual norm ‖ · ‖′.
By a state of an order-unit space (A, e), we mean a µ ∈ A′ such that µ(e) =
‖µ‖′ = 1. States are automatically positive. Denote the set of all states of A by
S(A). It is a compact convex subset of A′ under the weak-∗ topology. Kadison’s
basic representation theorem [1] says that the natural pairing between A and S(A)
induces an isometric order isomorphism of A onto a dense subspace of the space
AfR(S(A)) of all affine R-valued continuous functions on S(A), equipped with the
supremum norm and the usual order on functions.
For an order-unit space (A, e) and a seminorm L on A, we can define an ordinary
metric, ρL, on S(A) (which may take value +∞) by (2). We say that L is a Lipschitz
seminorm on A if it satisfies:
1) For a ∈ A, we have L(a) = 0 if and only if a ∈ Re.
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We call L a Lip-norm, and call the pair (A,L) a compact quantum metric space
[37, Definitions 2.1, 2.2] if L satisfies further:
2) The topology on S(A) induced by the metric ρL is the weak-∗ topology.
The diameter diam(A), the radius rA, and the covering number Cov(A, ε) of (A,L)
are defined to be those of (S(A), ρL).
Let (A, e) be an order-unit space with a Lipschitz seminorm L. Then L and ‖ · ‖
induce norms L˜ and ‖ · ‖∼ respectively on the quotient space A˜ = A/Re. The dual
of (A˜, ‖ · ‖∼) is exactly A′0 = {λ ∈ A′ : λ(e) = 0}. Now L˜ induces a dual seminorm
L′ on A′0, which may take value +∞. The metric on S(A) induced by (2) is related
to L′ by:
ρL(µ, ν) = L
′(µ− ν)(3)
for all µ, ν ∈ S(A).
Notation 2.2. For any r ≥ 0, let
Dr(A) := {a ∈ A : L(a) ≤ 1, ‖a‖ ≤ r}.
When L is a Lip-norm on A, set
D(A) := DrA(A).
Proposition 2.3. [35, Proposition 1.6, Theorem 1.9] Let (A, e) be an order-unit
space with a Lipschitz seminorm L. Then L is a Lip-norm if and only if
(1) there is a constant K ≥ 0 such that L′ ≤ K‖ · ‖′ on A′0;
or (1’) there is a constant K ≥ 0 such that ‖ · ‖∼ ≤ KL˜ on A˜;
and (2) for any r ≥ 0, the ball Dr(A) is totally bounded in A for ‖ · ‖;
or (2’) for some r > 0, the ball Dr(A) is totally bounded in A for ‖ · ‖.
In this event, the minimal K is exactly rA.
Let A be an order-unit space. By a quotient (π,B) of A, we mean an order-unit
space B and a surjective linear positive map π : A→ B preserving the order-unit.
Via the dual map π′ : B′ → A′, one may identify S(B) with a closed convex subset
of S(A). This gives a bijection between isomorphism classes of quotients of A and
closed convex subsets of S(A) [37, Proposition 3.6]. If L is a Lip-norm on A, then
the quotient seminorm LB on B, defined by
LB(b) := inf{L(a) : π(a) = b}
is a Lip-norm on B, and π′|S(B) : S(B)→ S(A) is an isometry for the corresponding
metrics ρL and ρLB [37, Proposition 3.1].
Let (A,LA) and (B,LB) be compact quantum metric spaces. The direct sum
A ⊕ B, of vector spaces, with (eA, eB) as order-unit, and with the natural order
structure is also an order-unit space. We call a Lip-norm L on A⊕B admissible if
it induces LA and LB under the natural quotient maps A⊕B → A and A⊕ B →
B. Rieffel’s quantum Gromov-Hausdorff distance distq(A,B) [37, Definition 4.2] is
defined by
distq(A,B) = inf{distρLH (S(A), S(B)) : L is an admissible Lip-norm on A⊕B}.
Let (A,L) be a compact quantum metric space. Let A¯ be the completion of A
for ‖ · ‖. Define a seminorm, L¯, on A¯ (which may take value +∞) by
L¯(b) := inf{lim inf
n→∞ L(an) : an ∈ A, limn→∞ an = b}.
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The closure of L, denoted by LcA, is defined as the restriction of L¯ to the subspace
Ac := {b ∈ A¯ : L¯(b) <∞}.
Then Lc is a Lip-norm on Ac, and ρL = ρLc on S(A) = S(A
c) [36, Theorem 4.2,
Proposition 4.4]. Identify A¯ with AfR(S(A)). Then A
c is exactly the space of
Lipschitz functions in AfR(S(A)), and L
c is just the Lipschitz seminorm defined by
(1) [37, Proposition 6.1]. We say that L is closed if L equals its closure.
Let (A,LA) and (B,LB) be compact quantum metric spaces. By an isometry
from (A,LA) to (B,LB) we mean an order isomorphism ϕ from A
c onto Bc such
that LcA = L
c
B ◦ ϕ. The isometries from (A,LA) to (B,LB) are in natural bijec-
tive correspondence with the affine isometries from (S(B), ρLB ) onto (S(A), ρLA)
through ϕ 7→ ϕ′|S(B) [37, Corollary 6.4].
Denote by CQM the set of isometry classes of compact quantum metric spaces.
Rieffel also proved a quantum version of Gromov’s completeness and compactness
theorems [37, Theorems 12.11 and 13.5]:
Theorem 2.4 (Rieffel’s Quantum Completeness and Compactness Theorems). The
space (CQM, distq) is a complete metric space. A subset S ⊆ CQM is totally
bounded if and only if
(1) there is a constant D such that diam(A,L) ≤ D for all (A,L) ∈ S;
(2) for any ε > 0, there exists a constant Kε > 0 such that Cov(A, ε) ≤ Kε for
all (A,L) ∈ S.
3. A characterization of state-spaces of compact quantum metric
spaces
In this section we give a characterization of state-spaces of compact quantum
metric spaces in Proposition 3.1, and use it to give a formula for Rieffel’s distq in
Proposition 3.2.
Proposition 5.7 and Corollary 6.4 in [37] tell us that for compact quantum metric
spaces (Bi, Li), i = 1, 2, if their state-spaces are affinely isometrically embedded
into the state-space S(A) of some other compact quantum metric space (A,L), then
distq(B1, B2) ≤ distS(A)H (S(B1), S(B2)).
This provides a powerful way of getting upper bounds for distq(B1, B2). In practice,
it is quite easy to embed the state-space of a quantum metric space into some other
compact metric space. So we need to find out what kind of compact metric spaces
can be the state-space of a compact quantum metric space.
Throughout the rest of this section, locally convex topological vector spaces
(LCTVS) will all be Hausdorff. Let X be a compact convex subset of a LCTVS V
over R. Then (AfR(X), 1X) is an order-unit space. For each µ ∈ X, the evaluation
at µ induces a linear function σ(µ) on AfR(X). Clearly
(σ(µ))(1X) = 1 = ‖σ(µ)‖.
So σ(µ) is a state of AfR(X). This defines an affine map σ : X → S(AfR(X)). Let
ρ be a metric on X. We say that ρ is midpoint-balanced [36, Definition 9.3] if for
any µ, ν, µ′, ν′ ∈ X with µ+ν′2 = µ
′+ν
2 , we have ρ(µ, ν) = ρ(µ
′, ν′). We say that ρ is
convex if for any µ, ν, µ′, ν′ ∈ X and 0 ≤ t ≤ 1, we have
ρ(tµ+ (1 − t)µ′, tν + (1− t)ν′) ≤ tρ(µ, ν) + (1 − t)ρ(µ′, ν′).
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Proposition 3.1. Let X be a compact convex subset of a LCTVS V , and let ρ be
a metric on X compatible with the topology. Then (X, ρ) is affinely isometric to
(S(A), ρL) for some compact quantum metric space (A,L) if and only if the metric
ρ is convex and midpoint-balanced. In this event, the closed compact quantum
metric space is (AfR(X)L, Lρ), unique up to isometry, where AfR(X)L is the space
of Lipschitz functions in AfR(X) and Lρ is the Lipschitz seminorm defined by (1).
Proof. Assume that (X, ρ) is affinely isometric to (S(A), ρL) for some compact
quantum metric space (A,L). It is easy to check directly from (2) that the metric
ρL and hence ρ are convex and midpoint-balanced.
Conversely, assume that the metric ρ is convex and balanced. Elements in the
dual V ′ separate the points in V by the Hahn-Banach theorem. Since the restric-
tions of elements in V ′ to X are all in AfR(X), we see that functions in AfR(X)
separate the points of X. Theorem II.2.1 in [1] tells us that σ is a homeomor-
phic embedding of X into S(AfR(X)), and that σ(X) contains the set of extreme
points of S(AfR(X)). Since σ(X) is convex and closed, we see that σ is surjec-
tive. Hence we may identify X and S(AfR(X)). By [36, Lemma 2.1] we have
(AfR(X))
′0 = R(S(AfR(X))−S(AfR(X))) = R(X−X) (see the discussion preceding
Notation 2.2). By [36, Theorem 9.7] there is a norm M on (AfR(X))
′0 = R(X−X)
such that ρ(µ, ν) =M(µ− ν) for all µ, ν ∈ X. Then [36, Theorem 9.8] (see also the
discussion right after the proof of Proposition 1.1 in [39]) asserts that (AfR(X)L, Lρ)
is a closed compact quantum metric space and (X, ρ) is its state-space. The unique-
ness of such a closed compact quantum metric space follows from [37, Corollary
6.4]. 
Consequently we have the following description of the quantum distance distq:
Proposition 3.2. Let (A,LA) and (B,LB) be compact quantum metric spaces.
Then we have
distq(A,B) = inf{distVH(hA(S(A)), hB(S(B))) : hA and hB are affine isometric
embeddings of S(A) and S(B) into some real normed space V }.
Proof. Denote the right hand side of the above equation by dist′q(A,B). For any
admissible Lip-norm L on A ⊕ B let V = (A ⊕ B)′0 equipped with the norm L′
(see the discussion preceding Notation 2.2). Pick an element p in S(A ⊕ B), and
let ϕ : S(A ⊕ B) → V be the translation x 7→ x − p. Then ϕ is an affine isomet-
ric embedding from (S(A ⊕ B), ρL) to V according to (3). Hence dist′q(A,B) ≤
distVH(ϕ(S(A)), ϕ(S(B))) = dist
ρL
H (S(A), S(B)). Thus dist
′
q(A,B) ≤ distq(A,B).
Now let V, hA and hB be as in Proposition 3.2. Let X be the convex hull of
hA(S(A))∪hB(S(B)). Clearly X equipped with the distance induced from the norm
in V is compact, and hence is the state-space of some compact quantum metric space
(C,LC) by Proposition 3.1. Therefore distq(A,B) ≤ distVH(hA(S(A)), hB(S(B)))
by [37, Proposition 5.7, Corollary 6.4]. Consequently distq(A,B) ≤ dist′q(A,B). 
4. Definition of the order-unit quantum Gromov-Hausdorff
distance
In this section we define the order-unit Gromov-Hausdorff distance and prove
Theorem 1.1.
Rieffel’s definition of quantum Gromov-Hausdorff distance is a modified ordinary
Gromov-Hausdorff distance for the state-spaces. In the view of Noncommutative
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Geometry, whose principle is the duality between ordinary spaces and appropriate
vector spaces of functions over the spaces, it may be more natural to do everything
on the vector spaces of functions directly, avoiding referring back to the state-spaces.
So it may be more natural to measure the ordinary Gromov-Hausdorff distance for
the vector spaces of functions directly. But the order-unit spaces of functions are
not compact, so we can not apply the ordinary Gromov-Hausdorff distance to them.
One way to get around this difficulty is to consider some core of the vector spaces of
functions which captures all the information of the order-unit spaces. One natural
choice is the unit ball. But, unless the order-unit space is finite dimensional, the
unit ball is not compact either. It also does not remember the Lip-norm. Now
comes the candidate, D(A) (see Notation 2.2) for closed (A,LA). When rA > 0,
D(A) is absorbing, i.e. for every a ∈ A there is some ε > 0 such that λa ∈ D(A)
for all 0 ≤ λ < ε. Thus D(A) equipped with the metric induced by the norm of A
encodes the normed space structure of A. It also captures the Lip-norm:
Lemma 4.1. Let (A,L) be a closed compact quantum metric space. Then for any
R ≥ rA we have
{a ∈ A : L(a) ≤ 1} = ReA +DR(A).(4)
Conversely, let (B, eB) be an order-unit space, and let X be a balanced (i.e. λx ∈ X
for all x ∈ X and λ ∈ R with |λ| ≤ 1), absorbing (i.e. {λx : λ ∈ R+, x ∈ X} = B),
compact convex subset of B (under the order-unit norm topology). Let R be the
radius of X . If X = {b ∈ (X + ReB) : ‖b‖ ≤ R}, then there is a unique closed
Lip-norm L on B such that X = DR(B). In this case L is also characterized as the
unique seminorm on B satisfying X + ReB = {b ∈ B : L(b) ≤ 1}.
Proof. (4) follows directly from Proposition 2.3. Now let X be as in Lemma 4.1.
Then clearly X+ReB is also a balanced absorbing convex set. Since X is compact,
X + ReB is closed. Let L be the Minkowski functional [2, Theorem 37.4] corre-
sponding to X + ReB, i.e. the unique seminorm on B satisfying that X + ReB =
{b ∈ B : L(b) ≤ 1}. Clearly L(eB)=0. Suppose that L(b) = 0. Then for any
n ∈ N we have nb ∈ X + ReB. Thus there exist xn ∈ X and λn ∈ R such that
nb = xn + λneB. Since ‖xn‖ ≤ R, we have ‖b˜‖∼ = ‖ 1nxn‖∼ ≤ 1nR in B˜ = B/ReB.
Thus ‖b˜‖∼ = 0, and hence b ∈ ReB. Therefore L is a Lipschitz seminorm on B.
Clearly the condition (1’) in Proposition 2.3 is satisfied with K = R. The assump-
tion X = {b ∈ (X + ReB) : ‖b‖ ≤ R} means that X = DR(B). Note that R > 0
sinceX is absorbing. Thus the condition (2’) in Proposition 2.3 is also satisfied with
r = R. By Proposition 2.3 L is a Lip-norm on B, and rB ≤ R. Since X + ReB is
closed, L is closed. The uniqueness of such a closed Lip-norm follows from (4). 
Most importantly, D(A) is compact with the distance induced from the norm on
A by Proposition 2.3. So we can use it to redefine the quantum Gromov-Hausdorff
distance. There is one subtle point: we do not know whether D(A) remembers the
order-unit eA or not (see Remark 4.13). We shall come back to this point later.
Now the question is what kind of modified Gromov-Hausdorff distance we should
put on D(A). Certainly this modified Gromov-Hausdorff distance should reflect the
convex structure on D(A). If we look at the definition of distGH in Section 2, one
immediate choice for the modified distance is inf{distVH(hA(D(A)), hB(D(B)))},
where the infimum runs over affine isometric embeddings hA and hB of D(A) and
D(B) into some real normed space V . On the other hand, notice that D(A) is the
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state-space of some compact quantum metric space (A,LA)
′ according to Proposi-
tion 3.1. So we may try to use Rieffel’s quantum distance for (A,LA)
′ and (B,LB)′.
Proposition 3.2 tells us that these two possible definitions agree. Notice that when
rA > 0 we can extend hA uniquely to an affine isometric embedding of A into V .
When rA = 0, the space A is one-dimensional, so we can also extend hA to A (by
enlarging V if V = {0}). Therefore the infimum actually runs over affine isometric
embeddings hA and hB of A and B into real normed spaces V . These embed-
dings may not be linear since hA(0A) and hB(0B) need not be 0V . But we can
always assume that hA is linear by composing both hA and hB with the translation
x 7→ x − hA(0A) in V . To makes things easier, we choose to require both hA and
hB to be linear. Since we do not know whether D(A) remembers the order-unit eA
or not (see Remark 4.13), we need to consider also ‖hA(rAeA)− hB(rBeB)‖. Now
we get to:
Definition 4.2. Let (A,LA) and (B,LB) be compact quantum metric spaces. We
define the order-unit quantum Gromov-Hausdorff distance between them, denoted
by distoq(A,B), by
distoq(A,B) := inf{max(distVH(hA(D(A)), hB(D(B))), ‖hA(rAeA)− hB(rBeB)‖)},
and, for R ≥ 0, the R-order-unit quantum Gromov-Hausdorff distance between
them, denoted by distRoq(A,B), by
distRoq(A,B) := inf{max(distVH(hA(DR(A)), hB(DR(B))), ‖hA(ReA)− hB(ReB)‖)},
where the infima are taken over all triples (V, hA, hB) consisting of a real normed
space V and linear isometric embeddings hA : A→ V and hB : B → V .
Remark 4.3. (1) To simply the notation, usually we shall identify A and B with
their images hA(A) and hB(B) respectively, and just say that V is a normed space
containing both A and B;
(2) See the discussion preceding Theorem 7.1 for the motivation of introducing
distRoq;
(3) We choose to use the terms ‖hA(rAeA)−hB(rBeB)‖ and ‖hA(ReA)−hB(ReB)‖
to take care of the order-units. As another choice, one may also omit these terms
and require hA(eA) = hB(eB) in Definition 4.2. Denote the resulting distances by
dist∗oq and dist
R∗
oq . It is easy to see that distoq ≤ dist∗oq and distRoq ≤ distR∗oq . One
may also check that the proofs of Propositions 4.8, 4.10, and Theorem 1.1 hold with
distoq and dist
R
oq replaced by dist
∗
oq and dist
R∗
oq ;
(4) For any ordinary compact metric space (X, ρ), let AX be the space of Lip-
schitz R-valued functions on X and let Lρ be the Lipschitz seminorm defined by
(1). Then (AX , Lρ) is a closed compact quantum metric space, called the associated
compact quantum metric space of (X, ρ). For any compact metric spaces (X, ρX)
and (Y, ρY ), by [37, Proposition 4.7] and Theorem 1.1 we have distoq(AX , AY ) ≤
3distq(AX , AY ) ≤ 3distGH(X,Y ). Using [37, Theorem 13.16] and Theorems 2.1,
2.4, and 1.1, one can see that the distance (X,Y ) 7→ distoq(AX , AY ) determines
the same topology on CM as does distGH.
As in the discussion for Gromov-Hausdorff distance in Section 2, it suffices to
have V to be A⊕B (equipped with certain norms) in Definition 4.2. To this end,
for any normed spaces V and W we call a norm ‖ · ‖V⊕W on V ⊕W admissible if
it extends the norms on V and W .
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Proposition 4.4. Let (A,LA) and (B,LB) be compact quantum metric spaces.
Then
distoq(A,B) = inf{max(distA⊕BH (D(A),D(B)), ‖rAeA − rBeB‖A⊕B)},
and, for any R ≥ 0,
distRoq(A,B) = inf{max(distA⊕BH (DR(A),DR(B)), ‖ReA −ReB‖A⊕B)},
where the infima are taken over all admissible norms ‖ · ‖A⊕B on A⊕B.
Proof. We prove the case of distoq(A,B). That of dist
R
oq is similar. The proof here
could be thought of as a dual of Example 5.6 and Proposition 5.7 in [37]. Let
(V, hA, hB) be as in Definition 4.2. Let 1 > ε > 0 be given. We will construct
an admissible norm on V ⊕ V such that the two copies of V are ε-close to each
other, i.e. ‖(v,−v)‖V⊕V ≤ ε‖v‖. Clearly ‖(u, v)‖V⊕V := max(‖u+ v‖, ε‖u‖, ε‖v‖)
satisfies the requirement. Now we identify A⊕B with the subspace hA(A)⊕hB(B)
of V ⊕ V . Then the induced norm on A⊕B is admissible. And
distA⊕BH (D(A),D(B)) ≤ distVH(hA(D(A)), hB(D(B))) +
distV⊕VH ((hB(D(B)), 0), (0, hB(D(B)))
≤ distVH(hA(D(A)), hB(D(B))) + εrB.
Similarly, ‖rAeA − rBeB‖A⊕B ≤ ‖hA(rAeA) − hB(rBeB)‖V + εrB. This gives the
desired result. 
We start to prove Theorem 1.1. We prove the triangle inequality first. For this
we need the amalgamation of normed spaces:
Lemma 4.5. Let ϕj : A →֒ Bj be linear isometric embeddings of normed spaces
(over R or C) for j ∈ J , where J is an index set. Then there is a normed space C
and linear isometric embeddings ψj : Bj →֒ C such that ψj ◦ ϕj = ψk ◦ ϕk for all
j, k ∈ J .
Proof. Let ‖ · ‖1 be the L1-norm on ⊕j∈JBj , i.e. ‖(uj)‖1 =
∑
j∈J ‖uj‖. Let
W = {(uj) : uj ∈ ϕj(A) for all j ∈ J, and
∑
j∈J
(ϕj)
−1(uj) = 0},
which is a linear subspace of ⊕j∈JBj . Let q : ⊕j∈JBj → (⊕j∈JBj)/W be the
quotient map, and let ψj : Bj → (⊕j∈JBj)/W be the composition of Bj → ⊕j∈JBj
and q. Then clearly ψj ◦ ϕj = ψk ◦ ϕk for all j, k ∈ J , and ψj is contractive. For
any u ∈ Bk and (ϕj(vj)) ∈W we have
‖u+ (ϕj(vj))‖1 = ‖u+ ϕk(vk)‖ +
∑
j∈J,j 6=k
‖vj‖
= ‖u− ϕk(
∑
j∈J, j 6=k
vj)‖ +
∑
j∈J, j 6=k
‖vj‖ ≥ ‖u‖.
Therefore ψk is isometric. 
Using Lemma 4.5 one gets immediately the triangle inequality:
Lemma 4.6. For any compact quantum metric spaces (A,LA), (B,LB), and
(C,LC) we have
distoq(A,C) ≤ distoq(A,B) + distoq(B,C).
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For R ≥ 0 we also have
distRoq(A,C) ≤ distRoq(A,B) + distRoq(B,C).
Next we compare distoq (and dist
R
oq) with distq. For this purpose we express first
distq in a form similar to that of distoq. For any compact quantum metric space
(A,LA) denote by E(A) the unit ball of A under LA.
Proposition 4.7. For any compact quantum metric spaces (A,LA) and (B,LB)
we have
distq(A,B) = inf{distVH(E(A), E(B))},
where the infimum is taken over all order-unit spaces V containing both A and B
as order-unit subspaces. This identity also holds if the infimum is taken over all
normed spaces V containing both A and B such that eA = eB.
Proof. Denote the right hand side of the above identity by dist′q(A,B). Also denote
by dist′′q(A,B) the corresponding term for the infimum being taken over all normed
spaces V containing both A and B such that eA = eB. Clearly dist
′
q(A,B) ≥
dist′′q(A,B).
Let L be an admissible Lip-norm on A ⊕ B, and set d = distρLH (S(A), S(B)).
Denote by Z the subset of S(A)× S(B) consisting of pairs (p, q) with ρL(p, q) ≤ d.
Since S(A) and S(B) are compact, the projections Z → S(A) and Z → S(B) are
surjective. Think of A and B as subspaces of C(S(A)) and C(S(B)) respectively.
Then the induced R-linear maps A → C(Z) and B → C(Z) are unital isometric
embeddings. Notice that for any a ∈ A and b ∈ B we have
‖a− b‖ = sup{|p(a)− q(b)| : (p, q) ∈ Z} ≤ L(a, b)d.
Let a ∈ E(A). For any ε > 0 pick b ∈ B with L(a, b) < 1 + ε. Then ‖a − b‖ ≤
L(a, b)d ≤ (1 + ε)d, and hence
‖b‖ ≤ ‖b− a‖+ ‖a‖ ≤ (1 + ε)d+ ‖a‖.
Also LB(b) ≤ L(a, b) < 1 + ε. Let b′ = b/(1 + ε). Then b′ ∈ E(B), and
‖a− b′‖ ≤ ‖a− b‖+ ‖b− b′‖ ≤ (1 + ε)d+ ε
1 + ε
‖b‖ ≤ (1 + 2ε)d+ ε
1 + ε
‖a‖.
Similarly, for any b ∈ E(B) and ε > 0 we can find a′ ∈ E(A) such that ‖b −
a′‖ ≤ (1 + 2ε)d + ε1+ε‖b‖. Letting ε → 0 we get dist′q(A,B) ≤ d. Consequently,
dist′q(A,B) ≤ distq(A,B).
Let V be a normed space V containing both A and B such that eA = eB, and
set d = distVH(E(A), E(B)). Let ε > 0 be given. Define a seminorm L on A⊕B via
L(a, b) = max(LA(a), LB(b), ‖a− b‖/(d+ ε)). It follows easily from Proposition 2.3
that L is an admissible Lip-norm on A⊕B. For any p ∈ S(A), by the Hahn-Banach
theorem extend p to a linear functional ϕ on V with ‖ϕ‖ = 1 and set q to be the
restriction of ϕ on B. Since eA = eB we have q(eB) = 1 and hence q ∈ S(B).
For any (a, b) ∈ E(A ⊕ B) we have |p(a) − q(b)| = |ϕ(a − b)| ≤ ‖a − b‖ ≤ d + ε.
Therefore ρL(p, q) ≤ d+ ε. Similarly, for any q′ ∈ S(B) we can find p′ ∈ S(A) with
ρL(p
′, q′) ≤ d + ε. Thus distq(A,B) ≤ distρLH (S(A), S(B)) ≤ d + ε. Letting ε → 0
we get distq(A,B) ≤ d. Consequently, distq(A,B) ≤ dist′′q(A,B). This finishes the
proof of Proposition 4.7. 
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We remark that though distq has a form similar to those of distoq and dist
R
oq,
to prove the criteria Theorems 1.2 and 7.1 we have to use distoq and dist
R
oq in an
essential way.
Proposition 4.8. For any compact quantum metric spaces (A,LA) and (B,LB)
we have
|rA − rB| ≤ distGH(D(A),D(B)) ≤ distoq(A,B) ≤ rA + rB,(5)
|distoq(A,B)− distrBoq (A,B)| ≤ |rA − rB |,(6)
distoq(A,B) ≤ 3distq(A,B).(7)
For R ≥ 0 we also have
distRoq(A,B) ≤ 2distq(A,B).(8)
Proof. For any compact metric spaces X and Y , one has |rX − rY | ≤ distGH(X,Y )
[8, Exercise 7.3.14]. Thus (5) is trivial once we notice that D(A) has radius rA. To
show (6) it suffices to show that distAH(D(A),DrB (A)) ≤ |rA− rB|. In fact we have:
Lemma 4.9. For any compact quantum metric space (A,LA) and any R > r ≥ 0
we have
distAH(DR(A),Dr(A)) ≤ R− r.
Proof. Notice that Dr(A) is a subset of DR(A). For each a ∈ DR(A) let a′ = rRa.
Then a′ ∈ Dr(A) and
‖a− a′‖ = R− r
R
‖a‖ ≤ R− r.
Hence distAH(DR(A),Dr(A)) ≤ R− r. 
Back to the proof of Proposition 4.8. The inequality (7) follows from (6), (8),
and the fact that |rA − rB | ≤ distGH(S(A), S(B)) ≤ distq(A,B). So we are left to
prove (8). Let V be a normed space containing both A and B such that eA = eB,
and set d = distVH(E(A), E(B)). For any a ∈ DR(A) and ε > 0 pick b ∈ E(B) such
that ‖a − b‖ ≤ d + ε. Then ‖b‖ ≤ ‖b − a‖ + ‖a‖ ≤ d + ε + R. By Lemma 4.9 we
can find b′ ∈ DR(B) with ‖b− b′‖ ≤ d+ ε. Then ‖a− b′‖ ≤ 2(d+ ε). Similarly, for
any b ∈ DR(B) we can find a′ ∈ DR(A) with ‖a′ − b‖ ≤ 2(d + ε). It follows that
distRoq(A,B) ≤ 2d. Then (8) follows from Proposition 4.7. 
Proposition 4.10. Let (A,LA) and (B,LB) be compact quantum metric spaces
with R ≥ rA, rB. Then we have
distq(A,B) ≤ 5
2
distRoq(A,B),(9)
distq(A,B) ≤ 5distoq(A,B).(10)
Proof. Note that (10) follows immediately from (9), (6), and (5). We prove (9).
We may assume that both (A,LA) and (B,LB) are closed. The case R = 0 is
trivial, so we assume that R > 0. Let V be a normed space containing A and B,
and let d = max(distVH(DR(A),DR(B)), ‖ReA −ReB‖). If d = 0 then it is easy to
see from Lemma 4.1 that (A,LA) and (B,LB) are isometric. So we assume that
d > 0. Rieffel used bridges in [37] to get upper bounds for distq(A,B). Recall that
a bridge between (A,LA) and (B,LB) [37, Definition 5.1] is a seminorm, N, on
A⊕B such that N is continuous for the order-unit norm on A⊕B, N(eA, eB) = 0
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but N(eA, 0) 6= 0, and for any a ∈ A and δ > 0 there is a b ∈ B such that
max(LB(b), N(a, b)) ≤ LA(a) + δ, and similarly for A and B interchanged. The
importance of bridges is that the seminorm L on A ⊕ B defined by L(a, b) =
max(LA(a), LB(b), N(a, b)) is an admissible Lip-norm [37, Theorem 5.2]. In our
situation one natural choice of N is (the seminorm induced from the quotient map
A⊕B → (A⊕B)/R(eA, eB) and) the quotient norm on (A⊕B)/R(eA, eB) induced
by the norm ‖(a, b)‖∗ = max(‖a‖, ‖b‖, ‖a − b‖). Let a ∈ A with LA(a) = 1. We
can write a as a′ + λeA with a′ ∈ DR(A) and λ ∈ R by Lemma 4.1. Since DR(B)
is compact we can find b′ ∈ DR(B) with ‖a′ − b′‖ ≤ d. If we let b = b′ + λeB , then
we have N(a, b) = N(a′, b′), and we just need N(a′, b′) ≤ 1. So we need to replace
the norm ‖ · ‖∗ by ‖(a, b)‖1 = max(‖a‖/R, ‖b‖/R, ‖a − b‖/d). Then define N as
N(a, b) = inf{‖(a, b) + λ(eA, eB)‖1 : λ ∈ R}. The above discussion shows that N is
a bridge. Then we have the admissible Lip-norm L associated to N .
Now let p ∈ S(A). We need to find q ∈ S(B) such that ρL(p, q) ≤ 52d. Let
(a, b) ∈ A ⊕ B with L(a, b) ≤ 1. Adding a scalar multiple of (eA, eB), we may
assume that LA(a), LB(b), ‖(a, b)‖1 ≤ 1. Then ‖a−b‖ ≤ d, ‖a‖ ≤ R, and ‖b‖ ≤ R.
Hence a ∈ DR(A) and b ∈ DR(A). So we are looking for q ∈ S(B) such that
|p(a) − q(b)| ≤ 52d for all a ∈ DR(A), b ∈ DR(A) with ‖a − b‖ ≤ d. Denote the
set of such pairs (a, b) by X . By the Hahn-Banach theorem we can extend p ∈ A′
to a P ∈ V ′ with ‖P‖V ′ = ‖p‖A′ = 1. Let g = P |B. Then |p(a) − g(b)| =
|P (a − b)| ≤ ‖a − b‖ ≤ d for all (a, b) ∈ X , and ‖g‖B′ ≤ ‖P‖V ′ = 1. Also
|1− g(eB)| = |P (eA − eB)| ≤ ‖eA − eB‖ ≤ d/R. Now we need:
Lemma 4.11. Let g ∈ B′ and δ ≥ 0 with 1 ≥ ‖g‖ ≥ g(eB) ≥ 1 − δ > 0. Then
there is a q ∈ S(B) such that ‖q − g‖ ≤ 32δ.
Proof. We use the idea in Lemma 2.1 of [36]. Think of B as a subspace of CR(S(B)),
the space of R-valued continuous functions on S(B). Then by the Hahn-Banach
theorem g extends to a continuous linear functional on CR(S(B)) with the same
norm. Using the Jordan decomposition we can write g as µ−ν with ‖g‖ = ‖µ‖+‖ν‖,
where µ and ν are disjoint non-negative measures on S(B). Then 1 ≥ ‖µ‖ + ‖ν‖
and ‖µ‖ − ‖ν‖ = µ(eB) − ν(eB) = g(eB) ≥ 1 − δ. Consequently ‖µ‖ ≥ 1 − δ > 0
and ‖ν‖ ≤ δ/2. Note that ‖µ‖ = µ(eB) = ‖µ‖B′ . Let q = µ/‖µ‖. Then q ∈ S(B)
and ‖g − q‖ ≤ ‖ν‖+ ‖µ− q‖ ≤ δ/2 + ‖q(1− ‖µ‖)‖ ≤ 32δ. 
Back to the proof of Proposition 4.10. Pick q for g and δ = d/R as in Lemma 4.11.
Then |p(a) − q(b)| ≤ |p(a) − g(b)| + |q(b) − g(b)| ≤ d + 32 (d/R)R = 52d for all
(a, b) ∈ X . Consequently distq(A,B) ≤ distρLH (S(A), S(B)) ≤ 52d. Letting V run
over all normed spaces containing A and B, we get (9). 
Now Theorem 1.1 follows from Lemma 4.6 and Propositions 4.8 and 4.10. We
do not know whether the constants in Theorem 1.1 are the best ones or not.
Remark 4.12. Notice that the terms ‖hA(rAeA) − hB(rBeB)‖ and ‖hA(ReA) −
hB(ReB)‖ in Definition 4.2 are used only in the proof of Proposition 4.10 (and hence
Theorem 1.1). Denote by dist′oq(A,B) the distance omitting the term ‖hA(rAeA)−
hB(rBeB)‖. If one can show that any compact quantum metric spaces (A,LA) and
(B,LB) with dist
′
oq(A,B) = 0 are isometric, i.e. dist
′
oq is a metric on CQM, then
it is not hard to use (5), (7), Lemma 5.4, and Theorems 2.1 and 2.4 to show that
distq and dist
′
oq define the same topology on CQM. When (A,LA) and (B,LB) are
closed, it is easy to see that dist′oq(A,B) = 0 if and only there is an affine isometry
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from D(A) onto D(B) (which has to map 0A to 0B). Clearly such isometry extends
to a linear isometry from A onto B. Thus the question is:
Question 4.13. Let (A,LA) and (B,LB) be compact quantum metric spaces. If
there is a linear isometry (for the norms) ϕ from A onto B mapping D(A) onto
D(B), then are (A,LA) and (B,LB) isometric as quantum metric spaces?
Notice that if ϕ(eA) = eB then ϕ is an isometry as quantum metric spaces. A
related question is:
Question 4.14. Let (A, eA) and (B, eB) be order-unit spaces. If they are isometric
as normed spaces, then must they be isomorphic as order-unit spaces?
5. Quantum compactness theorem
In this section we prove Theorem 5.5, which describes Rieffel’s quantum com-
pactness theorem in terms of the balls D(A).
The main fact we need is Corollary 5.3, which can be proved directly. Since
Proposition 5.2 will be useful at other places, we include Proposition 5.2 here, and
deduce Corollary 5.3 from it. We shall need the following well-known fact several
times. We omit the proof.
Lemma 5.1. Let (X, ρ) be a metric space and Y a subset of X . Then for any
ε > 0 we have Covρ(Y, 2ε) ≤ Covρ(X, ε), where Covρ(X, ε) is the smallest number
of open balls of radius ε whose union covers X .
Proposition 5.2 is the dual version of the fact that if a subset S ⊆ CM satisfies
the two conditions in Theorem 2.1, then there is a compact metric space (Z, ρ) such
that each X ∈ S can be isometrically embedded into Z [17, page 65]. The proof
here is a modification of that for this fact given in [17].
Proposition 5.2. Let R ≥ 0. For any compact metric space (X, ρ) let C(X)R :=
{f ∈ C(X) : Lρ(X) ≤ 1, ‖f‖ ≤ R}, equipped with the metric induced from the
supremum norm in the algebra C(X) of C-valued continuous functions on X , where
Lρ is the Lipschitz seminorm as defined by (1). If a subset S ⊆ CM satisfies the
condition (2) in Theorem 2.1, then there exist a complex Banach space V and a
compact convex subset Z ⊆ V such that for every (X, ρ) ∈ S there is a linear
isometric embedding hX : C(X) →֒ V with hX(C(X)R) ⊆ Z.
Proof. For any (X, ρ) ∈ S if we pick a dense sequence in X , then the linear map
C(X) → ℓ∞ given by the evaluations at these points is an isometric embedding.
What we shall do is to choose this dense sequence carefully such that the image of
C(X)R is contained in some compact Z ⊆ ℓ∞ which does not depend on (X, ρ).
Let εj = 2
−j for all j ∈ N. Also let K1 = sup{Cov(X, ε1) : (X, ρ) ∈ S} and
Kj = sup{Cov(X, εj2 ) : (X, ρ) ∈ S} for all j > 1. Denote by Dj the set of all finite
sequences of the form (n1, n2, · · ·, nj), 1 ≤ n1 ≤ K1, 1 ≤ n2 ≤ K2, · · ·, 1 ≤ nj ≤ Kj,
and denote by pj : Dj+1 → Dj the natural projection.
We claim that for each (X, ρ) ∈ S there are maps IjX : Dj → X with the
following properties:
(a) the image of IjX forms an εj-net in X , i.e. the open εj-balls centered at the
points of this image cover X ;
(b) for each ω ∈ Dj+1, j = 1, 2, · · ·, the point Ij+1X (ω) is contained in the open
εj-ball centered at I
j
X(pj(ω)).
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These maps are constructed as follows. Notice that K1 ≥ Cov(X, ε1). So we
can cover X by K1 open balls of radius ε1, and we take any bijective map from
D1 onto the set of centers of these balls. This is our map I
1
X . For any ε1-ball
B, by Lemma 5.1, we have K2 ≥ Cov(X, ε22 ) ≥ Cov(B, ε2). So we can cover each
open ε1-ball by K2 balls of radius ε2 and map D2 onto the set of centers of these
ε2-balls so that (n1, n2) goes to the center of a ball which we used to cover the
ε1-ball with center at I
1
X((n1)). This is our I
2
X . Then we cover each ε2-ball by K3
open balls of radius ε3 and map D3 onto the set of centers of these ε3-balls so that
(n1, n2, n3) ∈ D3 goes to the center of a ball which was used in covering the ε2-ball
with center at I2X((n1, n2)), and so on.
Denote by D the union ∪∞j=1Dj , and let V be the space of all bounded C-
valued functions on D. Then V is a Banach space under the supremum norm ‖ · ‖.
Denote by Z ⊆ V the set which consists of all functions f satisfying the following
inequalities:
if ω ∈ D1 ⊆ D, then |f(ω)| ≤ R,
if ω ∈ Dj and j > 1, then |f(ω)− f(pi−1(ω))| ≤ εj−1.
Clearly Z is a closed convex subset of V . We show that Z is totally bounded.
For any ε > 0, pick k such that εk < ε. Let Pk be the map restricting functions on
D to ∪kj=1Dj . From the inequalities above we see that |f(ω)| ≤ R +
∑i−1
j=1 εj for
each f ∈ Z and ω ∈ Di. So Pk(Z) is contained in Fk := {g ∈ C(∪kj=1Dj) : ‖g‖ ≤
R+
∑k−1
j=1 εj}. Hence Pk(Z) is totally bounded. Pick f1, · · ·, fm in Z such that the
open ε-balls around Pk(f1), · · ·, Pk(fm) cover Pk(Z). Then for any f ∈ Z, there is
some 1 ≤ l ≤ m so that ‖Pk(f)− Pk(fl)‖ < ε. This means that |f(ω)− fl(ω)| < ε
for all ω ∈ ∪kj=1Dj . In particular, |f(ω) − fl(ω)| < ε for all ω ∈ Dk. From the
second inequality above we see that |f(ω) − fl(ω)| < ε +
∑∞
j=k εj = ε + 2εk < 3ε
for all ω ∈ D \ ∪∞j=k+1Dj . So ‖f − fl‖ < 3ε. Therefore f1, · · ·, fm is a 3ε-net of Z,
and hence Z is totally bounded. So Z is compact.
Denote by IX : D → X the map corresponding to all IjX , j = 1, 2, · · · . Then we
can define hX : C(X)→ V as the pull back of IX :
(hX(f))(ω) = f(IX(ω)), f ∈ C(X), ω ∈ D.
Clearly hX is linear. The property (a) implies that IX(D) is dense in X . Thus the
map hX is isometric. For each f ∈ C(X)R and ω ∈ D1 , we have |(hX(f))(ω)| ≤
‖hX(f)‖ = ‖f‖ ≤ R. If ω ∈ Dj, and j > 1, then by property (b), we have
|(hX(f))(ω)− (hX(f))(pj−1(ω))| = |f(IX(ω))− f(IX(pj−1(ω)))|
≤ Lρ(f)ρ(IX(ω), IX(pj−1(ω))) ≤ εj−1.
So hX(f) ∈ Z. Therefore hX(C(X)R) is contained in Z. 
Corollary 5.3. Let the notation and hypothesis be as in Proposition 5.2. Then
the set {C(X)R : (X, ρ) ∈ S} satisfies the condition (2) in Theorem 2.1.
Proof. This is a direct consequence of Proposition 5.2 and Lemma 5.1. 
Lemma 5.4. Let S be a subset of CQM. Pick a closed representative for each
element in S. Then the set {S(A) : (A,L) ∈ S} satisfies the conditions (1) and
(2) in Theorem 2.1 if and only if the set {D(A) : (A,L) ∈ S} does. If R ≥
sup{rA : (A,L) ∈ S}, then the set {S(A) : (A,L) ∈ S} satisfies the condition (2)
in Theorem 2.1 if and only if the set {DR(A) : (A,L) ∈ S} does.
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Proof. We prove the first equivalence. The proof for the second one is similar.
Notice that the radius of D(A) is exactly rA. Thus {S(A) : (A,L) ∈ S} satisfies
the condition (1) in Theorem 2.1 if and only if {D(A) : (A,L) ∈ S} does.
Assume that the condition (1) is satisfied now. Let R > sup{rA : (A,L) ∈ S}.
Notice that the natural inclusion D(A) → C(S(A)) is isometric, and has image in
C(S(A))R, where C(S(A))R is defined as in Proposition 5.2. Then the “only if”
part follows from Corollary 5.3 and Lemma 5.1.
Notice that the natural pairing between A and A′ gives a map ψ : S(A) →
C(D(A)). Clearly ψ maps S(A) into C(D(A))R. From Lemma 4.1 it is easy to
see that ψ is isometric. Then the “if” part also follows from Corollary 5.3 and
Lemma 5.1. 
Combining Lemma 5.4 and Theorem 2.4 together we get:
Theorem 5.5. A subset S ⊆ CQM is totally bounded if and only if
(1’) there is a constant D′ such that diam(D(A)) ≤ D′ for all (A,L) ∈ S;
(2’) for any ε > 0, there exists a constant K ′ε > 0 such that Cov(D(A), ε) ≤ K ′ε
for all (A,L) ∈ S.
One can also give a direct proof of Theorem 5.5 (see [26, Remark 4.10]).
In Section 9 we shall use Theorem 5.5 to prove Theorem 9.2, which tells us when
a family of compact quantum metric spaces induced from ergodic actions of a fixed
compact group is totally bounded.
6. Continuous fields of compact quantum metric spaces
In this section we define continuous fields of compact quantum metric spaces, a
framework we shall use in Section 7 to discuss the continuity of families of compact
quantum metric spaces with respect to distoq. The main results of this section are
Theorem 6.12 and Proposition 6.16. We refer the reader to [15, Sections 10.1 and
10.2] for basic definitions and facts about continuous fields of Banach spaces.
We first define continuous fields of order-unit spaces. To reflect the continuity
of the order structures, clearly we should require that the order-unit section is
continuous.
Definition 6.1. Let T be a locally compact Hausdorff space. A continuous field
of order-unit spaces over T is a continuous field ({At},Γ) of Banach spaces over T ,
each At being a complete order-unit space with its order-unit norm, and the unit
section e given by et = eAt , t ∈ T being in the space Γ of continuous sections.
Remark 6.2. Not every continuous field of Banach spaces consisting of order-
unit spaces is continuous as a field of order-unit spaces. For a trivial example, let
T = [0, 1], and let ({At},Γ) be the trivial field over T with fibres (At, eAt) = (R, 1).
For each f ∈ Γ define a section f∗ as f∗t = ft for 0 ≤ t < 1 and f∗1 = −f1. Then
Γ∗ = {f∗ : f ∈ Γ} defines a continuous field of Banach spaces over T with the same
fibres, but with the section t 7→ 1 no longer being continuous.
Before we define continuous fields of compact quantum metric spaces, let us take
a look at one example:
Example 6.3 (Quotient Field of a Compact Quantum Metric Space). Let (B,LB)
be a closed compact quantum metric space. Let T be the set of all nonempty convex
closed subsets of S(B). Notice that for any compact metric space (X, ρ), the space
18 HANFENG LI
SUB(X) of closed nonempty subsets of X is compact equipped with the metric
distXH [8, Proposition 7.3.7]. It is easy to see that (T, dist
S(B)
H ) is a closed subspace
of (SUB(S(B)), dist
S(B)
H ), and hence is a compact metric space. Now each t ∈ T
is a closed convex subset of S(B). Let (At, Lt) be the corresponding quotient of
(B,LB) (see the discussion right after Proposition 2.3). Then At = AfR(t). Let
πt : AfR(S(B)) → AfR(t) be the restriction map. Since each w ∈ AfR(S(B)) is
uniformly continuous over S(B), clearly the function t 7→ ‖πt(w)‖ is continuous
over T . Hence the sections π(w) = {πt(w)} for all w ∈ AfR(S(B)) generate a
continuous field of Banach spaces over T with fibres AfR(t) = At. Notice that the
unit section is just π(eB). So this is a continuous field of order-unit spaces. We
shall call it the quotient field of (B,LB). According to [37, Proposition 5.7] we have
that distq(At, At0)→ 0 as t→ t0 for any t0 ∈ T .
Certainly the above example deserves to be called a continuous field of compact
quantum metric spaces. In general, we start with a continuous field of order-unit
spaces ({At},Γ) over some T and a Lip-norm Lt on (a dense subspace of) each
At. These Lt’s should satisfy certain continuity conditions for the field to be called
a continuous field of compact quantum metric spaces. If we look back at the
definition of continuous fields of Banach spaces, we see that the main ingredient
is that there are enough continuous sections. Thus one may want to require that
there are enough sections f with the functions t 7→ Lt(ft) being continuous. But
in the above example of the quotient field, clearly t 7→ Lt(πt(w)) is always lower
semi-continuous, and there are no obvious w’s except the scalars for which the
functions t 7→ Lt(πt(w)) are continuous. Thus this requirement is too strong. Now
there are two weaker ways to explain “enough continuous sections”. The first one
is that the structure (which is Lt0 in our case) at At0 should be determined by
the sections ”continuous at t0”. Let Γ
L
t0 be the set of sections f in Γ such that
t 7→ Lt(ft) is continuous at t0. Then when Lt0 is closed, one wants every a ∈ At0
to have a lifting in ΓLt0 . When Lt0 is not closed (which happens in a lot of natural
examples), recalling how the closure Lct0 is defined, one wants L
c
t0 to be determined
by these ft0 when f runs over Γ
L
t0 . The second way to think of “enough continuous
sections” is that there should be enough continuous sections to connect the fibres.
Then one wants that for every a ∈ At0 there is some f ∈ Γ such that ft0 = a and
Lt(ft) ≤ Lt0(a) for all t ∈ T . This implies that for every a ∈ At0 there is some f ∈ Γ
with ft0 = a and t 7→ Lt(ft) being upper semi-continuous at t0. This is weaker
than what we get above in the first way. However, it turns out that this condition
is strong enough for us to prove some properties of continuous fields of compact
quantum metric spaces (see Theorem 6.12 and Proposition 6.16), especially the
criteria for continuity under the order-unit quantum distance (Theorems 1.2 and
7.1).
Definition 6.4. Let T be a locally compact Hausdorff space, and let (At, Lt) be
a compact quantum metric space for each t ∈ T , with completion At. Let Γ be
the set of continuous sections of a continuous field of order-unit spaces over T with
fibres At. For each t0 ∈ T set
ΓLt0 = {f ∈ Γ : the function t 7→ Lt(ft) is upper semi-continuous at t0},
where we use the convention that Lt = +∞ on At \ At. We call ({(At, Lt)},Γ)
a continuous field of compact quantum metric spaces over T if for any t ∈ T the
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restriction of Lt to {ft : f ∈ ΓLt } determines the closure of Lt, i.e. for any a ∈ At
and ε > 0 there exists f ∈ ΓLt such that ‖ft − a‖ < ε and Lt(ft) < Lt(a) + ε.
Sections in ΓLt are called Lipschitz sections at t. If every Lt is closed, we say that
({(At, Lt)},Γ) is closed.
Remark 6.5. At first sight, for the restriction of Lt to {ft : f ∈ ΓLt } to determine
the closure of Lt, we should require that for any a ∈ At and ε > 0 there exists
f ∈ ΓLt such that ‖ft−a‖ < ε and Lt(ft) < Lt(a)+ε. This seems stronger than the
condition we put in Definition 6.4. In fact they are equivalent. By the definition of
Lt we can find a
′ ∈ At with ‖a′−a‖ < 12ε and Lt(a′) < Lt(a)+ 12ε. Assume that the
condition in Definition 6.4 holds. Then there exists f ∈ ΓLt such that ‖ft−a′‖ < 12ε
and Lt(ft) < Lt(a
′) + 12ε. Consequently, ‖ft − a‖ < ε and Lt(ft) < Lt(a) + ε.
As one would expect, the fiber-wise closure of a continuous field of compact
quantum metric spaces is still such a field:
Proposition 6.6. If ({(At, Lt)},Γ) is a continuous field of compact quantum metric
spaces over a locally compact Hausdorff space T , then so is ({(Act , Lct)},Γ). If
({(At, Lt)},Γ) is closed, then At = {ft : f ∈ ΓLt } for every t ∈ T .
Proof. Let t0 ∈ T , and let a ∈ Act0 . We need to find g ∈ Γ such that gt0 = a
and Lct0(a) ≥ lim supt→t0 Lct(gt). Take a section f ∈ Γ with ft0 = a. For each
n ∈ N by Remark 6.5 we can find an fn ∈ ΓLt0 such that ‖(fn)t0 − a‖ < 1n and
Lt0((fn)t0) < L
c
t0(a) +
1
n . There is an open neighborhood Un of t0 with compact
closure such that ‖(fn)t − ft‖ < 1n and Lt((fn)t) < Lct0(a) + 1n for all t ∈ Un.
By shrinking these neighborhoods we may assume that Un+1 ⊆ Un for all n. By
Urysohn’s lemma [21, page 115] we can find a continuous function wn on T with
0 ≤ wn ≤ 1, wn|T\Un = 0, and wn|Un+1 = 1. Define a section g by gt = (f1)t for
t ∈ T \ U1, gt = wn(t)(fn+1)t + (1− wn(t))(fn)t for t ∈ Un \ Un+1, and gt = ft for
t ∈ ∩∞n=1Un. Clearly g ∈ Γ, gt0 = a, and Lct0(a) ≥ lim supt→t0 Lct(gt). 
Example 6.7 (Pull back). Let ({(At, Lt)},Γ) be a continuous field of compact
quantum metric spaces over a locally compact Hausdorff space T . Let T ′ be another
locally compact Hausdorff space, and let Φ : T ′ → T be a continuous map. Set
(At′ , Lt′) = (AΦ(t′), LΦ(t′)) for each t
′ ∈ T ′. For each f ∈ Γ , define a section Φ∗(f)
over T ′ by (Φ∗(f))t′ = fΦ(t′). Then the set Φ∗(Γ) of all these sections generates a
continuous field of Banach spaces over T ′ with fibres At′ = AΦ(t). This is called the
pull back of the continuous field ({At},Γ). Let Φ∗(Γ) be the set of all continuous
sections of this field. Notice that the pull back of the unit section is exactly the unit
section on T ′. So the pull back is a continuous field of order-unit spaces. Clearly
for each t′0 ∈ T ′ and f ∈ ΓLΦ(t′
0
) the function t
′ 7→ Lt′((Φ∗(f))t′) = LΦ(t′)(fΦ(t′)) is
upper semi-continuous at t′0. Hence Φ
∗(ΓLΦ(t′
0
)) ⊆ Φ∗(Γ)
L
t′
0
. Then it is easy to see
that ({(At′ , Lt′)},Φ∗(Γ)) is a continuous field of compact quantum metric spaces
over T ′. We shall call it the pull back of ({(At, Lt)},Γ).
Example 6.8 (Quotient Field continued). Let the notation be as in Example 6.3.
For each t0 ∈ T and a ∈ At0 , the proof of [37, Proposition 3.3] shows that we can
find b ∈ B with πt0(b) = a and LB(b) = Lt0(a). Then obviously π(b) is in ΓLt0 .
Therefore ({(At, Lt)},Γ) is a closed continuous field of compact quantum metric
spaces.
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In fact, we can say more about the Lip-norms in the quotient field:
Proposition 6.9. Let (B,LB) be a closed compact quantum metric space. Let
({(At, Lt)},Γ) be the corresponding quotient field of compact quantum metric
spaces. Then for any t0 ∈ T and a ∈ At0 we have that
Lt0(a) = inf{lim sup
t→t0
Lt(ft) : f ∈ Γ, ft0 = a}
= inf{lim inf
t→t0
Lt(ft) : f ∈ Γ, ft0 = a}.
Proof. By Proposition 6.6 we have Lt0(a) ≥ inf{lim supt→t0 Lt(ft) : f ∈ Γ, ft0 =
a}. So we just need to show that for any a ∈ At0 and f ∈ Γ with ft0 = a we
have Lt0(a) ≤ lim inft→t0 Lt(ft). If Lt0(a) = 0, this is trivial. So we assume that
Lt0(a) > 0. We prove the case Lt0(a) < +∞. The proof for the case Lt0(a) = +∞
is similar.
Let ρ = ρLB . By [37, Proposition 3.3] we can find b ∈ B with πt0(b) = a. For any
ε > 0, since Lt0 coincides with the Lip-norm induced by ρ|t0 , we can pick distinct
points p1, p2 in t0 with
|a(p1)−a(p2)|
ρ(p1,p2)
≥ Lt0(a) − ε. For any δ > 0 and t ∈ T with
dist
S(B)
H (t, t0) < δ, we can find q1, q2 ∈ t with ρ(pj , qj) < δ. Since b is uniformly
continuous on S(B), when δ is small enough, we have
| |(π(b))t(q1)− (π(b))t(q2)|
ρ(q1, q2)
− |a(p1)− a(p2)|
ρ(p1, p2)
| = | |b(q1)− b(q2)|
ρ(q1, q2)
− |b(p1)− b(p2)|
ρ(p1, p2)
|
< ε.
Then |(pi(b))t(q1)−(pi(b))t(q2)|ρ(q1,q2) ≥ Lt0(a) − 2ε. Now f, π(b) ∈ Γ and ft0 = (π(b))t0 = a.
This implies that ‖ft − (π(b))t‖ → 0 as t → t0. For δ < 13ρ(p1, p2), we have
ρ(q1, q2) ≥ ρ(p1,p2)3 . Hence when t is close enough to t0 we have that
| |ft(q1)− ft(q2)|
ρ(q1, q2)
− |(π(b))t(q1)− (π(b))t(q2)|
ρ(q1, q2)
| < ε.
Therefore
Lt(ft) ≥ |ft(q1)− ft(q2)|
ρ(q1, q2)
≥ |(π(b))t(q1)− (π(b))t(q2)|
ρ(q1, q2)
− ε ≥ Lt0(a)− 3ε.
Thus Lt0(a) ≤ lim inft→t0 Lt(ft). 
Example 6.10. Let (B,LB) be a closed compact quantum metric space, and
let ({(At, Lt)},Γ) be the corresponding quotient field of compact quantum metric
spaces. Let {tn}n∈N be a sequence of closed convex subsets of S(B) converging to
some closed convex subset t0 under dist
S(B)
H . Set T
′ = { 1n : n ∈ N}∪{0} and define
Φ : T ′ → T by Φ( 1n ) = tn and Φ(0) = t0. Then Φ is continuous. By Example 6.7 we
have the pull back continuous field ({(At′ , Lt′)},Φ∗(Γ)) of compact quantum metric
spaces over T ′. We will call it the continuous field corresponding to tn → t0. Clearly
the fibres are A 1
n
= Atn and A0 = At0 . The field of Banach spaces ({At′},Φ∗(Γ))
is generated by the restrictions of functions in AfR(S(B)).
In the same way as for Proposition 6.9, one can show:
Proposition 6.11. Let (B,LB) be a closed compact quantum metric space. Let
({(At, Lt)}, Γ) be the corresponding quotient field of compact quantum metric
spaces. Let {tn}n∈N be a sequence of closed convex subsets of S(B) converging to
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some closed convex subset t0 under dist
S(B)
H , and let ({(At′ , Lt′)},Φ∗(Γ)) be the
pull back field as in Example 6.10. Then for any a ∈ At0 we have that
Lt0(a) = inf{lim sup
n→∞
Ltn(f 1
n
) : f ∈ Φ∗(Γ), f0 = a}
= inf{lim inf
n→∞
Ltn(f 1
n
) : f ∈ Φ∗(Γ), f0 = a}.
Theorem 6.12. Let ({(At, Lt)},Γ) be a continuous field of compact quantum
metric spaces over a locally compact Hausdorff space T . Then the radius function
t 7→ rAt is lower semi-continuous over T .
Lemma 6.13. Let ({At},Γ) be a continuous field of real Banach spaces over a
locally compact Hausdorff space T , and let f be a nowhere-vanishing section in
Γ. Let ‖ · ‖∼t be the quotient norm in At/Rft. Then for any g ∈ Γ the function
t 7→ ‖g˜t‖∼t is continuous over T .
Proof. Replacing f by t 7→ ft‖ft‖ , we may assume that ‖ft‖ = 1 for all t ∈ T . For
every t ∈ T pick ct ∈ R with ‖gt − ctft‖ = ‖g˜t‖∼t . Let t0 ∈ T and ε > 0 be given.
Since g − ct0f ∈ Γ, the function t 7→ ‖gt − ct0ft‖ is continuous over T . So there is
a neighborhood U of t0 such that for any t ∈ U , we have ‖gt− ct0ft‖ < ‖g˜t0‖∼t0 + ε,
and hence ‖g˜t‖∼t < ‖g˜t0‖∼t0 + ε. This shows that the function t 7→ ‖g˜t‖∼t is upper
semi-continuous over T .
We proceed to show that the function t 7→ ‖g˜t‖∼t is lower semi-continuous over
T . We may assume that the neighborhood U in the above is compact. Let M :=
sup{‖gt‖ : t ∈ U} <∞. Then for every t ∈ U we have that
|ct| = ‖ctft‖ ≤ ‖gt‖+ ‖gt − ctft‖ ≤M + ‖g˜t‖∼t < M + ‖g˜t0‖∼t0 + ε.
Let I = [−(M+‖g˜t0‖∼t0+ε), M+‖g˜t0‖∼t0+ε]. Clearly the function (c, t) 7→ ‖gt−cft‖
is continuous over I × U . Since I is compact, we can find a neighborhood U1 ⊆ U
of t0 so that |‖gt − cft‖ − ‖gt0 − cft0‖| < ε for all (c, t) ∈ I × U1. Then for any
t ∈ U1 we have that
‖g˜t0‖∼t0 ≤ ‖gt0 − ctft0‖ < ‖gt − ctft‖+ ε = ‖g˜t‖∼t + ε
So the function t 7→ ‖g˜t‖∼t is lower semi-continuous, and hence continuous, over
T . 
Taking f in Lemma 6.13 to be the unit section, we get immediately:
Lemma 6.14. Let ({At},Γ) be a continuous field of order-unit spaces over a locally
compact Hausdorff space T . Let ‖·‖∼t be the quotient norm in A˜t = At/ReAt . Then
for any f ∈ Γ, the function t 7→ ‖f˜t‖∼t is continuous over T .
We are ready to prove Theorem 6.12.
Proof of Theorem 6.12. By Proposition 6.6 we may assume that ({(At, Lt)},Γ) is
closed. Let t0 ∈ T and ε > 0 be given. If At0 = ReAt0 , then rAt0 = 0 and the radius
function is obviously lower semi-continuous at t0. So we may assume that At0 6=
ReAt0 . Then rAt0 = sup{‖a˜‖∼t0 : a˜ ∈ A˜t0 with L˜t0(a˜) = 1} by Proposition 2.3. Pick
a ∈ At0 with Lt0(a) = L˜t0(a˜) = 1 and ‖a˜‖∼t0 > rAt0 − ε. By Proposition 6.6 we can
find f ∈ ΓLt0 with ft0 = a. Then the function t 7→ Lt(ft) is upper semi-continuous
at t0. By Lemma 6.14 the function t 7→ ‖f˜t‖∼t is continuous over T . So there is
some neighborhood U of t0 in T such that ‖f˜t‖∼t /Lt(ft) > ‖f˜t0‖∼t0 − ε > rAt0 − 2ε
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for all t ∈ U . Then rAt > rAt0 − 2ε for all t ∈ U by Proposition 2.3. So the radius
function is lower semi-continuous at t0. 
Next we show that there are enough Lipschitz sections to connect the fibres. The
next lemma is probably known, but we can not find a reference, so we include a
proof.
Lemma 6.15. Let T be a locally compact Hausdorff space, and let w be a nonneg-
ative function on T . If w is lower semi-continuous at some point t0 ∈ T , then there
is a continuous nonnegative function w′ over T with w′(t0) = w(t0) and w′ ≤ w on
T .
Proof. If w(t0) = 0, we may take w
′ = 0. So assume w(t0) > 0. Replacing w by
w
w(t0)
, we may assume w(t0) = 1.
Since w is lower semi-continuous at t0, for each n ∈ N we can find an open
neighborhood Un of t0 such that w ≥ 1 − 2−n on Un. By shrinking Un we may
assume that the closure of Un is compact and contained in Un−1 for each n ∈ N,
where U0 = T . By Urysohn’s lemma [21, page 115], we can find a continuous
function w′n over T with 0 ≤ w′n ≤ 2−n, w′n|T\Un = 0, and w′n|Un+1 = 2−n. Then
w′ =
∑∞
n=1 w
′
n is continuous over T .
If t ∈ T \U1, then w′j(0) = 0 for all j and hence w′(0) = 0 ≤ w(t). If t ∈ Un\Un+1
for some n ∈ N, then w′j(t) = 2−j for all 1 ≤ j < n, 0 ≤ w′n(t) ≤ 12n , and w′j(t) = 0
for all j > n. So w′(t) ≤ ∑nj=1 2−j = 1 − 2−n ≤ w(t). If t ∈ ∩∞n=1Un, then
w(t) ≥ 1 according to the construction of Un. In this case, w′j(t) = 2−j for all j.
So w′(t) = 1 ≤ w(t). In particular, we see that w′(t0) = 1 = w(t0). So w′ satisfies
our requirement. 
Proposition 6.16. Let ({(At, Lt)},Γ) be a continuous field of compact quantum
metric spaces over a locally compact Hausdorff space T . Then for any t0 ∈ T and
a ∈ {ft0 : f ∈ ΓLt0} ∩ D(At0 ), there exists f ∈ ΓLt0 with ft ∈ D(At) for all t ∈ T
and ft0 = a. In particular, when ({(At, Lt)},Γ) is closed, such f exists for every
a ∈ D(At0).
Proof. If a = 0, we can pick f = 0. So suppose that a 6= 0. Take g ∈ ΓLt0 with
gt0 = a. Then 0 < ‖gt0‖ = ‖a‖ ≤ rAt0 . Since t 7→ ‖gt‖ is continuous on T , there is
some neighborhood U of t0 such that ‖gt‖ > 0 for all t ∈ U . Define a nonnegative
function w on T by w(t0) = 1, w(t) =
rAt
‖gt‖ for t ∈ U \ {t0}, and w(t) = 0 for
t ∈ T \ U . By Theorem 6.12 the radius function t 7→ rAt is lower semi-continuous
over T . Then it is easy to see that the function w is lower semi-continuous at t0.
According to Lemma 6.15 we can find a continuous nonnegative function w′ on T
such that w′(t0) = 1 and w′(t) ≤ w(t) for all t ∈ T . Then w′(t) ≤ rAt‖gt‖ for all t ∈ U ,
and w′(t) = 0 for t ∈ T \ U . Set ht = w′(t)gt. Then h ∈ ΓLt0 . Also, ht0 = a and
‖ht‖ ≤ rAt for all t ∈ T .
If Lt0(a) < 1, then Lt0(ht0) < 1. Since h ∈ ΓLt0 , there is an open neighborhood
U1 of t0 with compact closure such that Lt(ht) < 1 for all t ∈ U1. Take a continuous
function w′′ on T with 0 ≤ w′′ ≤ 1, w′′(t0) = 1, and w′′|T\U1 = 0. Define a section
f by ft = w
′′(t)ht. Then f is in ΓLt0 , and satisfies Lt(ft) ≤ 1, ‖ft‖ ≤ ‖ht‖ ≤ rAt for
all t ∈ T . So ft ∈ D(At) for all t ∈ T . Also ft0 = w′′(t0)ht0 = a. Hence f satisfies
our requirement.
ORDER-UNIT QUANTUM GROMOV-HAUSDORFF DISTANCE 23
Now suppose that Lt0(a) = 1. Then Lt0(ht0) = 1. Define a nonnegative function
w1 on T as w1(t) = min(
1
Lt(ht)
, 1) for all t ∈ T , where 1Lt(ht) = ∞ if Lt(ht) = 0.
Then w1(t0) = 1. Since h ∈ ΓLt0 , it is easy to see that w1 is lower semi-continuous at
t0. According to Lemma 6.15 we can find a continuous nonnegative function w
′
1 on
T such that w′1(t0) = 1 and w
′
1(t) ≤ w1(t) for all t ∈ T . Then w′1 ≤ w1 ≤ 1 on T .
Define a section f by ft = w
′
1(t)ht for all t ∈ T . Then f ∈ ΓLt0 and ft0 = w′1(t0)ht0 =
a. Clearly Lt(ft) = w
′
1(t)Lt(ht) ≤ w1(t)Lt(ht) ≤ 1 and ‖ft‖ ≤ ‖ht‖ ≤ rAt for all
t ∈ T . So ft ∈ D(At) for all t ∈ T . Hence f satisfies our requirement.
The assertion about closed ({(At, Lt)},Γ) follows from Proposition 6.6. 
7. Criteria for metric convergence
In this section we prove Theorems 1.2 and 7.1.
When applying Theorem 1.2, usually we need to show that the radius function
t 7→ rAt is continuous at t0. This is often quite difficult. However, sometimes we
can show easily that the radii are bounded (for example, compact quantum metric
spaces induced by ergodic actions of compact groups on complete order-unit spaces
of finite multiplicity, see Theorem 8.2). In these cases, the next criterion is more
useful. This is also the reason we introduced distRoq.
Theorem 7.1. Let ({(At, Lt)},Γ) be a continuous field of compact quantum metric
spaces over a locally compact Hausdorff space T . Let R ≥ 0. Let t0 ∈ T , and let
{fn}n∈N be a sequence in Γ such that (fn)t0 ∈ DR(At0) for each n ∈ N and the set
{(fn)t0 : n ∈ N} is dense in DR(At0). Then the following are equivalent:
(i) distRoq(At, At0)→ 0 as t→ t0;
(ii) distGH(DR(At),DR(At0))→ 0 as t→ t0;
(iii) for any ε > 0, there is an N such that the open ε-balls in At centered at
(f1)t, · · ·, (fN )t cover DR(At) for all t in some neighborhood U of t0.
The proof of Theorem 7.1 is similar to that of Theorem 1.2. So we shall prove only
Theorem 1.2. We need some preparation. The next lemma generalizes Lemma 4.5
to deal with “almost amalgamation”:
Lemma 7.2. Let A and B be normed spaces (over R or C). Let X be a linear
subspace of A, and let ε ≥ 0. Let ϕ : X → B be a linear map with (1 − ε)‖x‖ ≤
‖ϕ(x)‖ ≤ (1 + ε)‖x‖ for all x ∈ X . Then there are a normed space V and linear
isometric embeddings hA : A →֒ V and hB : B →֒ V such that ‖hA(x) − (hB ◦
ϕ)(x)‖ ≤ ε‖x‖ for all x ∈ X .
Proof. We define a seminorm, ‖ · ‖∗, on A⊕B by
‖(a, b)‖∗ := inf{‖a− x‖+ ‖b+ ϕ(x)‖ + ε‖x‖ : x ∈ X}.
We claim that ‖ · ‖∗ extends the norm of A. Let a ∈ A. Taking x = 0 we
get ‖(a, 0)‖∗ ≤ ‖a‖. For any x ∈ X we have ‖a − x‖ + ‖0 + ϕ(x)‖ + ε‖x‖ ≥
‖a− x‖+ (1− ε)‖x‖+ ε‖x‖ ≥ ‖a‖. So ‖(a, 0)‖∗ ≥ ‖a‖, and hence ‖(a, 0)‖∗ = ‖a‖.
Similarly, ‖ · ‖∗ extends the norm of B. For any x ∈ X we have ‖(x,−ϕ(x))‖∗ ≤
‖x−x‖+‖−ϕ(x)+ϕ(x)‖+ε‖x‖ = ε‖x‖. Let N be the null space of ‖·‖∗, and let V
be (A⊕B)/N . Then ‖ · ‖∗ induces a norm on V , and the natural maps A, B → V
satisfy the requirement. 
A subtrivialization [5, page 133] of a continuous field of C∗-algebras ({At},Γ)
over a locally compact Hausdorff space T is a faithful ∗-homomorphism ht of each
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At into a common C∗-algebra A such that for every f ∈ Γ the A-valued function
t 7→ ht(ft) is continuous over T . Not every continuous field of C∗-algebras can
be subtrivialized [22, Remark 5.1]. We can talk about the subtrivialization of
continuous fields of Banach spaces similarly by requiring ht’s to be linear isometric
embeddings into some common Banach space. One natural question is:
Question 7.3. Can every continuous field of Banach spaces over a locally compact
Hausdorff space be subtrivialized?
Blanchard and Kirchberg gave affirmative answer for separable continuous fields
of complex Banach spaces over compact metric spaces [6, Corollary 2.8]. However,
to prove Theorem 1.2 we have to deal with continuous fields of real separable Banach
spaces over general locally compact Hausdorff spaces. For us the following weaker
answer to Question 7.3 is sufficient:
Proposition 7.4. Let ({At},Γ) be a continuous field of Banach spaces (over R or
C) over a locally compact Hausdorff space T . Let t0 ∈ T with At0 separable. Then
there are a normed space V and linear isometric embeddings ht : At →֒ V such
that for every f ∈ Γ the V -valued map t 7→ ht(ft) is continuous at t0.
Proof. We prove the case where At0 is infinite-dimensional. The case where At0 is
finite-dimensional is similar and easier. Since At0 is separable we can find a linearly
independent sequence x1, x2, · · · in At0 such that the linear span of {xk}k∈N is
dense in At0 . For each k pick a section fk ∈ Γ with (fk)t0 = xk. Then for each
t the map ϕt : xk 7→ (fk)t, k = 1, 2, · · · , extends uniquely to a linear map from
span{xk : k ∈ N} to At, which we still denote by ϕt. Let Xn = span{x1, · · · , xn},
and let ϕn,t be the restriction of ϕt on Xn. Notice that for each x ∈ Xn the section
t 7→ ϕn,t(x) is in Γ. Then using a standard compactness argument we can find a
neighborhood Un of t0 such that 1 − 1n ≤ ‖ϕn,t(x)‖ ≤ 1 + 1n for all x in the unit
sphere of Xn and t ∈ Un. We may assume that U1 ⊇ U2 ⊇ · · · . We shall find a
normed space Vt containing both At and At0 for each t ∈ Γ such that At and At0
are kind of close to each other inside of Vt. If t 6∈ U1 we let Vt simply be At ⊕At0
equipped with any admissible norm. If t ∈ Un\Un+1, then by Lemma 7.2 we can find
a normed space Vt containing both At and At0 such that ‖x−ϕn,t(x)‖ ≤ 1n‖x‖ for
all x ∈ Xn. If t ∈ ∩∞n=1Un, then ϕn,t is an isometric embedding for all n, and hence
ϕt extends to a linear isometric embedding from At0 into At. So for t ∈ ∩∞n=1Un we
can identify At0 with ϕt(At0), and let Vt = At. Now by Lemma 4.5 we can find a
normed space V containing all these Vt’s such that the copies of At0 are identified.
Let ht be the composition At →֒ Vt →֒ V . Then for each x ∈ span{xk : k ∈ N}
clearly the map t 7→ ht(ϕt(x)) is continuous at t0. Now it is easy to see that for
every section f ∈ Γ the map t 7→ ht(ft) is continuous at t0. 
Remark 7.5. The C∗-algebraic analogue of Proposition 7.4 is not true, i.e. for a
continuous field ({At},Γ) of C∗-algebras, in general we can not find a C∗-algebra
B and faithful ∗-homomorphisms ht : At →֒ B such that for every f ∈ Γ the map
t 7→ ht(ft) is continuous at t0. The reason is that such B and ht’s will imply
that for any C∗-algebra C and any ∑j fj ⊗ cj in the algebraic tensor product
Γ ⊗alg C the function t 7→ ‖
∑
j(fj)t ⊗ cj‖At⊗C is continuous at t0, where At ⊗ C
is the minimal tensor product. But there are examples [22, Proposition 4.3] where
t 7→ ‖∑j(fj)t ⊗ cj‖At⊗C is not continuous, even when T is simply the one-point
compactification of N. Notice that in the proof of Proposition 7.4 we used only
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Lemmas 4.5 and 7.2. The C∗-algebraic analogue of Lemma 4.5 has been proved by
Blackadar [4, Theorem 3.1]. Thus the C∗-algebraic analogue of Lemma 7.2 (with
ϕ still being a linear map, but hA and hB being faithful ∗-homomorphisms) is not
true.
Recall that for a metric space X and ε > 0 the packing number P (X, ε) is the
maximal cardinality of an ε-separated (i.e. ρX(x, x
′) > ε if x 6= x′) subset in X .
When X is compact, P (X, ε) is finite. In fact clearly P (X, ε) ≤ Cov(X, 12ε).
Lemma 7.6. Let X be a compact metric space, and let ε > 0. For any closed
subset Y of X if distGH(X,Y ) <
1
4P (X,ε/2)ε, then the open ε-balls centered at
points of Y cover X .
Proof. Let N = P (X, ε/2). Let hX : X → Z and hY : Y → Z be isometric
embeddings into some metric space Z such that 14N ε > dist
Z
H(hX(X), hY (Y )). For
each x ∈ X pick ϕ(x) ∈ Y with 14N ε > ρZ(hX(x), hY (ϕ(x))). Let x ∈ X . Define
xn inductively by x0 = x and xn = ϕ(xn−1). Then for any m > n ≥ 1 we have that
ρX(xn, xm)
= ρY (xn, xm)
≥ ρX(xn−1, xm−1)− ρZ(hX(xn−1), hY (xn))− ρZ(hX(xm−1), hY (xm))
≥ ρX(xn−1, xm−1)− 1
2N
ε.
Consequently ρX(xn, xm) ≥ ρX(x0, xm−n)− n2N ε ≥ ρX(x, Y )− n2N ε for allm > n ≥
0. Therefore x0, x1, · · ·, xN are (ρX(x, Y )− 12ε)-separated. Thus ρX(x, Y )− 12ε < 12ε.
Then ρX(x, Y ) < ε follows. 
Lemma 7.7. LetX and Y be compact metric spaces, and let ε > 0. If distGH(X,Y )
< 14ε then P (X, ε) ≤ P (Y, 12ε).
Proof. Let ρ be an admissible metric on X
∐
Y with distρH(X,Y ) <
1
4ε (see the
discussion preceding Theorem 2.1). Let {x1, · · ·, xn} be an ε-separated set in X .
For each k pick yk ∈ Y such that ρ(xk, yk) < 14ε. Then clearly {y1, · · ·, yn} is
1
2ε-separated in Y . Therefore n ≤ P (Y, 12ε). 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. We claim first that (iii) does not depend on the choice of
the sequence {fn}n∈N. Suppose that {f ′n}n∈N is another sequence in Γ satisfying
the conditions in the theorem. If (iii) holds for {fn}n∈N, then for any ε > 0, we can
find N and a neighborhood U as in (iii). Since {(f ′n)t0 : n ∈ N} is dense in D(At0),
there is some N ′ ∈ N so that for each 1 ≤ n ≤ N , there is some 1 ≤ σ(n) ≤ N ′
with ‖(fn)t0 − (f ′σ(n))t0‖t0 < ε. Then we can find a neighborhood U ′ ⊆ U of t0 such
that ‖(fn)t − (f ′σ(n))t‖t0 < 2ε for all 1 ≤ n ≤ N and all t ∈ U ′. It is clear that
the open 3ε-balls in At centered at (f
′
1)t, · · ·, (f ′N ′)t cover D(At) for all t ∈ U ′. So
(iii) is also satisfied for {f ′n}n∈N, and hence it does not depend on the choice of the
sequence fn.
Since D(At) is dense in D(Act) for every t, (iii) does not depend on whether we
take ({(At, Lt)},Γ) or its closure. Clearly neither does (i) nor (ii). So we may
assume that ({(At, Lt)},Γ) is closed. Take a dense sequence {an}n∈N in D(At0).
According to Proposition 6.16 we can find fn ∈ Γ with (fn)t0 = an and (fn)t ∈
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D(At) for all t ∈ T . Then {fn}n∈N satisfies the condition in the theorem. In the
rest of the proof we will use this sequence {fn}n∈N.
Since S(At0) is a compact metric space, At0 ⊆ C(S(At0)) is separable. So by
Proposition 7.4 we can find a normed space V containing all Vt’s such that for every
f ∈ Γ the map t 7→ ft from T to V is continuous at t0. For any n ∈ N and t ∈ T
let Yn,t = {(f1)t, · · ·, (fn)t}. Also let Xt = D(At) for all t ∈ T .
We show first that (iii)⇒(i). Let ε > 0 be given. PickN and a neighborhood U of
t0 for ε as in (iii). Then dist
V
H(YN,t, Xt) ≤ ε throughout U . By shrinking U we may
assume that ‖eAt − et0‖ ≤ ε and ‖(fk)t − (fk)t0‖ ≤ ε for all t ∈ U and 1 ≤ k ≤ N .
Let t ∈ U . Then distVH(YN,t, YN,t0) ≤ ε. Hence distVH(Xt, Xt0) ≤ distVH(Xt, YN,t) +
distVH(YN,t, YN,t0) + dist
V
H(YN,t0 , Xt0) ≤ 3ε. Therefore distoq(At, At0) ≤ 3ε. This
proves (iii)⇒(i).
(i)⇒(ii) follows from (5). So we are left to show that (ii)⇒(iii). Let δ =
min((12P (Xt0 ,
1
4ε))
−1, 18 )ε. Take N so that the set YN,t0 is δ-dense in Xt0 . Then
we have distVH(YN,t0 , Xt0) ≤ δ. Similarly as above there is some neighborhood U of
t0 such that dist
V
H(YN,t, YN,t0) ≤ δ for all t ∈ U . By shrinking U we may assume
that distGH(Xt, Xt0) < δ ≤ 18ε for all t ∈ U . Let t ∈ U . Then
distGH(YN,t, Xt) ≤ distGH(YN,t, YN,t0) + distGH(YN,t0 , Xt0) + distGH(Xt0 , Xt)
< 3δ.
Also P (Xt,
1
2ε) ≤ P (Xt0 , 14ε) by Lemma 7.7. So distGH(YN,t, Xt) < ε/(4P (Xt, 12ε)).
Then Lemma 7.6 tells us that the open ε-balls centered at points of YN,t cover
Xt. 
We give one example to illustrate how to apply Theorem 7.1. Later in Sections 10
and 11 we shall use Theorem 7.1 to study the continuity of compact quantum
metric spaces induced by ergodic actions (Theorem 1.3) and the continuity of θ-
deformations (Theorem 1.4).
Example 7.8. Let V be a finite-dimensional real vector space equipped with a
distinguished element e. Let T be a locally compact Hausdorff space. Suppose that
for each t ∈ T there is an order-unit space structure on V with unit e. Denote the
order-unit space for t by (Vt, e) and the norm by ‖ · ‖t. If the function t 7→ ‖v‖t is
continuous on T for each v ∈ V , this is called a continuous field of finite-dimensional
order-unit spaces by Rieffel [37, Section 10]. Clearly this fits into our Definition 6.1.
If there is also a Lip-norm Lt for each t such that t 7→ Lt(v) is continuous on T for
each v ∈ V , then {Lt} is called a continuous field of Lip-norms [37, Section 11].
Again, this fits into our Definition 6.4. Rieffel proved that for a continuous field
of Lip-norms, distq(Vt, Vt0) → 0 as t → t0 for each t0 ∈ T [37, Theorem 11.2]. By
Theorem 1.1 this is equivalent to saying that distoq(Vt, Vt0)→ 0 as t→ t0. We use
Theorem 7.1 to give the latter a new proof.
For later use we consider a more general case. We want to allow V to be infinite-
dimensional. To still get the continuity under distoq we need stronger conditions.
Definition 7.9. Let V be a real vector space equipped with a distinguished element
e. Let T be a locally compact Hausdorff space. Suppose that for each t ∈ T there is
an order-unit space structure on V with unit e, for which we denote the order-unit
norm by ‖ · ‖t. We call (V, e, {‖ · ‖t}) a uniformly continuous field of order-unit
spaces if for any t0 ∈ T and ε > 0 there is a neighborhood U of t0 such that
(1 − ε)‖ · ‖t0 ≤ ‖ · ‖t ≤ (1 + ε)‖ · ‖t0 throughout U . Let Lt be a Lip-norm on
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(V, e, ‖ · ‖t) for each t ∈ T . We call {Lt} a uniformly continuous field of Lip-norms
if for any v ∈ V the function t 7→ Lt(v) is continuous, and if for any t0 ∈ T and
ε > 0 there is a neighborhood U of t0 such that (1− ε)Lt0 ≤ Lt throughout U .
Notice that we do not need Lt ≤ (1 + ε)Lt0 . For a continuous field of finite-
dimensional order-unit spaces (resp. finite-dimensional Lip-norms), by a standard
compactness argument we can find a neighborhood U of t0 such that 1−ε ≤ ‖v‖t ≤
1+ε (resp. 1−ε ≤ L∼t (v˜)) for all t ∈ U and v (resp. v˜) in the unit sphere of (V, ‖·‖t0)
(resp. (V˜ , L∼t0)). Therefore continuous fields of finite-dimensional order-unit spaces
and Lip-norms are uniformly continuous. The assertion that distoq(Vt, Vt0)→ 0 as
t→ t0 follows directly from Theorem 7.1 and the next lemma:
Lemma 7.10. Let (V, e, {‖·‖t}, {Lt}) be a uniformly continuous field of order-unit
spaces and Lip-norms over T . Denote the order-unit space for t by (Vt, e). Then the
radius function t 7→ rVt is upper semi-continuous over T . Let t0 ∈ T , and let R > 0.
Let {vn}n∈N be a sequence dense in DR(Vt0). Then for any ε > 0, there is an N
such that the open ε-balls in Vt centered at v1, · · ·, vN cover DR(Vt) throughout
some neighborhood of t0.
Proof. Let 1 > ε > 0 be given. Let U be a neighborhood of t0 such that (1 − ε)‖ ·
‖t0 ≤ ‖ · ‖t ≤ (1 + ε)‖ · ‖t0 and (1 − ε)Lt0 ≤ Lt throughout U . Let t ∈ U . Then
(1 − ε)‖ · ‖∼t0 ≤ ‖ · ‖∼t ≤ (1 + ε)‖ · ‖∼t0 and (1 − ε)L∼t0 ≤ L∼t . By Proposition 2.3
‖·‖∼t0 ≤ rVt0L∼t0 . Thus ‖·‖∼t ≤ (1+ε)‖·‖∼t0 ≤ (1+ε)rVt0L∼t0 ≤ 1+ε1−εrVt0L∼t . Applying
Proposition 2.3 again we see that rVt ≤ 1+ε1−εrVt0 . This shows that the radius function
t 7→ rVt is upper semi-continuous. Pick N such that the open ε-balls in Vt0 centered
at v1, · · ·, vN cover DR(Vt0). Let v ∈ DR(Vt). Then ‖v‖t0 ≤ 11−ε‖v‖t ≤ 11−εR and
Lt0(v) ≤ 11−εLt(v) ≤ 11−ε . Thus (1 − ε)v ∈ DR(Vt0 ). Then ‖(1 − ε)v − vn‖t0 < ε
for some 1 ≤ n ≤ N . Consequently
‖v − vn‖t ≤ ‖v − (1 − ε)v‖t + ‖(1− ε)v − vn‖t
≤ ε‖v‖t + (1 + ε)‖(1− ε)v − vn‖t0 ≤ ε(R+ 1 + ε).
Thus the open (R+ 2)ε-balls in Vt centered at v1, · · ·, vN cover DR(Vt). 
8. Lip-norm and finite multiplicity
In this section we prove Theorem 8.3 to determine when an ergodic action of a
compact group induces a Lip-norm.
Throughout the rest of this paper G will be a nontrivial compact group with
identity eG, endowed with the normalized Haar measure. Denote by Gˆ the dual
of G, and by γ0 the class of trivial representations. For any γ ∈ Gˆ let χγ be
the corresponding character on G, and let γ¯ be the contragradient representation.
For any γ ∈ Gˆ and any representation of G on some complex vector space V ,
we denote by Vγ the γ-isotypic component of V . If J is a finite subset of Gˆ, we
also let VJ =
∑
γ∈J Vγ , and let J¯ = {γ¯ : γ ∈ J }. For a strongly continuous
action α of G on a complete order-unit space (A¯, e) as automorphisms, we endow
A¯C = A¯⊗R C = A¯+ iA¯ with the diagonal action αC := α⊗ I. We say that α is of
finite multiplicity if mul(A¯C, γ) <∞ for all γ ∈ Gˆ, and that Γ is ergodic if the only
α-invariant elements are the scalar multiples of e.
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We also fix a length function on G, i.e. a continuous real-valued function, l, on
G such that
l(xy) ≤ l(x) + l(y) for all x, y ∈ G
l(x−1) = l(x) for all x ∈ G
l(x) = 0 if and only if x = eG.
Remark 8.1. One can verify easily that a length function l on G is equivalent to
a left invariant metric ρ on G under the correspondence ρ(x, y) = l(x−1y). Since
every metric on a compact group could be integrated to be a left invariant one, we
see that a compact group G has a length function if and only if it is metrizable.
Let A be a unital C∗-algebra, and let α be a strongly continuous ergodic action of
G onA by automorphisms. In [35] Rieffel defined a (possibly +∞-valued) seminorm
L on A by
L(a) = sup{‖αx(a)− a‖
l(x)
: x ∈ G, x 6= eG}.(11)
He showed that the set A = {a ∈ Asa : L(a) < ∞} is a dense subspace of Asa
containing the identity e, and that (A,L|A) is a closed compact quantum metric
space [35, Theorem 2.3]. In fact, the proof there shows more:
Theorem 8.2. [35, Theorem 2.3] Let α be a strongly continuous isometric action of
G on a (real or complex) Banach space V¯ . Define a (possibly +∞-valued) seminorm
L on V¯ by (11). Then V := {v ∈ V¯ : L(v) < ∞} is always a dense subspace of
V¯ . If V¯ = (A¯, e) is a complete order-unit space and G acts as automorphisms of
A¯, then A = {a ∈ A¯ : L(a) < ∞} also contains e, and hence we can identify S(A)
with S(A¯). If furthermore α is ergodic and of finite multiplicity, then A with the
restriction of L is a closed compact quantum metric space, and rA ≤
∫
G
l(x) dx.
The aim of this section is to show that the converse of Theorem 8.2 is also true:
Theorem 8.3. Let α be an ergodic strongly continuous action of G on a complete
unit-order space (A¯, e). Define L and A as in Theorem 8.2. If the restriction of L
on A is a Lip-norm, then α is of finite multiplicity.
The intuition is that covering numbers of Dr(A) increase (fast) as the multiplic-
ities mul(A¯C,Γ) increase. Thus the compactness of Dr(A) in Proposition 2.3 forces
mul(A¯C,Γ) to be finite.
Lemma 8.4. For any finite subset J of Gˆ and any map ω : J → N∪ {0}, there is
a constant MJ ,ω > 0 such that for any strongly continuous isometric action α of G
on a finite-dimensional complex Banach space V with mul(V, γ) ≤ ω(γ) for γ ∈ J
and mul(V, γ) = 0 for γ ∈ Gˆ \ J , we have L ≤MJ ,ω‖ · ‖ on V .
Proof. Let X be the set of all functions ω1 : J → N ∪ {0} with ω1 ≤ ω. Set
ω1(γ) = mul(V, γ) for all γ ∈ J . Let ‖ · ‖V be the norm on V , and let N = dimV .
LetW be a Hilbert space with dimensionN . It is a theorem of John [46, Proposition
9.12] that there is a linear isomorphism φ : V → W such that ‖φ‖, ‖φ−1‖ ≤ 4√N .
Define an inner product, <,>∗, on V by < u, v >∗=
∫
G < φ(αx(u)), φ(αx(v)) > dx.
Then <,>∗ is G-invariant. Let ‖ · ‖∗ be the corresponding norm. Since α is
isometric with respect to ‖ · ‖V , for any v ∈ V we have ‖v‖2∗ =
∫
G ‖φ(αx(v))‖2 dx ≤
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‖φ‖2 ∫
G
‖αx(v)‖2V dx = ‖φ‖2‖v‖2V ≤
√
N‖v‖2V . Thus ‖ · ‖∗ ≤ 4
√
N‖ · ‖V . Similarly,
‖ · ‖∗ ≥ 14√N ‖ · ‖V .
For each γ ∈ Gˆ fix a Hilbert space Hγ with an irreducible unitary action of
type γ. Let H be the Hilbert space direct sum ⊕γ∈J ⊕ω1(γ)j=1 Hγ equipped with the
natural action β of G. By Theorem 8.2 L is finite on a dense subspace of H . Since
H is finite dimensional, LH is finite on the whole H . Clearly there is a constant M
such that LH ≤M‖ · ‖H on H .
Since (V,<,>∗) has the same multiplicities as does H , there is a G-equivariant
unitary map ϕ : (V,<,>∗)→ H . Then for any v ∈ V and x ∈ G we have that
‖v − αx(v)‖ ≤ 4
√
N‖v − αx(v)‖∗ = 4
√
N‖ϕ(v)− ϕ(αx(v))‖H
=
4
√
N‖ϕ(v) − βx(ϕ(v))‖H ≤M · 4
√
N · l(x)‖ϕ(v)‖H
= M · 4
√
N · l(x)‖v‖∗ ≤M ·
√
N · l(x)‖v‖V .
LetM ′J ,ω1 =M ·
√
N . Then LV ≤MJ ,ω‖·‖V on V . ThusMJ ,ω := 1+max{M ′J ,ω1 :
ω1 ∈ X} satisfies the requirement. 
In particular, let Mγ be the constant MJ ,ω for J = {γ} and ω(γ) = 1.
We shall need a well-known fact (cf. the discussion at the end of page 217 of
[41], noticing that δ can be 1 in Lemma 2 when E1 is finite-dimensional):
Lemma 8.5. For any (real or complex) normed space V there is a sequence
p1, p2, · · · in the unit sphere of V , with length dim(V ) when V is finite-dimensional
or length∞ otherwise, satisfying that ‖pm−q‖ ≥ 1 for allm and all q ∈ span{p1, · · ·,
pm−1}.
Lemma 8.6. Let α be a strongly continuous isometric action of G on a complex
Banach space V , and let γ ∈ Gˆ. Then there is a subset X ⊆ D1/Mγ (V ) = {v ∈
V : L(v) ≤ 1, ‖v‖ ≤ 1/Mγ}, with mul(V, γ) many elements when mul(V, γ) < ∞
or infinitely many elements otherwise, such that any two distinct points in X have
distance no less than 1/Mγ .
Proof. Fix a Banach space Hγ with an irreducible action of type γ. We have
Vγ = ⊕mul(V,γ)j=1 Vj with G-equivariant isomorphisms ϕj : Hγ → Vj . Take a nonzero
u in Hγ , and let W = span{ϕj(u)}j. Then for any nonzero v in V ′, v is ”purely”
of type γ, i.e. the action of G on span{αx(v)}x∈G is an irreducible one of type
γ. By Lemma 8.5 we can find a subset Y in the unit sphere of W , with dim(W )
many elements when W is finite-dimensional or infinitely many elements otherwise,
such that any two distinct points in Y have distance no less than 1. According
to Lemma 8.4 any element in the unit sphere of W has L no bigger than Mγ .
Therefore Y/Mγ ⊆ D1/Mγ (V ). 
For a set S and a subset X of S we say that X is an n-subset if X consists of
n elements. For q1, q2 ≥ 2 let N(q1, q2; 2) be the Ramsey number [28], i.e. the
minimal number n such that for any set S with at least n elements, if the set of all
2-subsets of S is divided into 2 disjoint families Y1 and Y2 (“colors”), then there
are a j and some qj-subset of S for which every 2-subset is in Yj . Consequently, for
any set S with at least n elements, if the set of all 2-subsets of S is the union of 2
(not necessarily disjoint) families T1 and T2, then there are a j and some qj-subset
of S for which every 2-subset is in Tj.
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Lemma 8.7. Let α be a strongly continuous action of G on a complete order-
unit space (A¯, e) as automorphisms. Suppose that for some γ ∈ Gˆ \ {γ0} and
q > 0, mul(A¯C, γ) ≥ N(q, q; 2). Then for any 0 < ε < 1/(4Mγ) we have that
Cov(D1/Mγ (A), ε) ≥ q.
Proof. Since A¯ = AfR(S(A¯)), we can identify A¯
C with AfC(S(A¯)), the space of
C-valued continuous affine functions on S(A¯) equipped with the supremum norm,
and hence A¯C becomes a complex Banach space whose norm extends that of A¯.
Notice that the action α corresponds to an action α′ of G on S(A¯). Then clearly
αC is isometric and strongly continuous with respect to this norm.
According to Lemma 8.6 we can find a subset X ⊆ D1/Mγ (A¯C), with mul(A¯C, γ)
many elements when mul(A¯C, γ) < ∞ or infinitely many elements otherwise, such
that any two distinct points in X have distance at least 1/Mγ. Then |X | ≥
N(q, q; 2). For any distinct a1 + ia2, b1 + ib2 ∈ X with aj , bj ∈ A¯, we have that
‖(a1 + ia2) − (b1 + ib2)‖ ≥ 1/Mγ , and hence |a1 − b1| ≥ 1/(2Mγ) or |a2 − b2| ≥
1/(2Mγ). Denote by X
(2) the set of all 2-subsets of X . Let Tj = {{a1 + ia2, b1 +
ib2} ∈ X(2) : |aj−bj | ≥ 1/(2Mγ)}. Then T1∪T2 = X(2). So there are a j and some
q-subset X ′ of X for which every 2-subset is in Tj. Let Y = {aj : a1 + ia2 ∈ X ′}.
Clearly Y is contained in D1/Mγ (A) and any two distinct points in Y have distance
at least 1/(2Mγ).
Let 0 < ε < 1/(4Mγ). Suppose that p1, · · ·, pk ∈ D1/Mγ (A) and the open ε-balls
centered at p1, · · ·, pk cover D1/Mγ (A). Then each such open ball could contain at
most one point in Y . So k ≥ |Y | = q, and hence Cov(D1/Mγ (A), ε) ≥ q. 
Proof of Theorem 8.3. Suppose that mul(A¯C, γ) = ∞ for some γ ∈ Gˆ. For any
0 < ε < 1/(4Mγ) by Lemma 8.7 we have Cov(D1/Mγ (A), ε) = ∞. Therefore
D1/Mγ (A) is not totally bounded. By Proposition 2.3 L is not a Lip-norm on
A. 
It should be pointed out that there do exist examples of ergodic strongly contin-
uous action of G on a complete unit-order space (A¯, e), for which mul(A¯C, γ) =∞
for some γ ∈ Gˆ. We shall give such an example in Section 9.
9. Compactness and bounded multiplicity
In this section we investigate when a family of compact quantum metric spaces
induced from ergodic actions of G is totally bounded.
In the discussion after Theorem 13.5 of [37] Rieffel observed that the set of
all isometry classes of compact quantum metric spaces (for given l) induced from
ergodic actions of G on unital C∗-algebras is totally bounded under distq. In fact,
the argument there works for general ergodic actions of G on complete order-unit
spaces:
Theorem 9.1. [37, Section 13] Let S be a set of compact quantum metric spaces
(A,L) induced by ergodic actions α of G on A¯ for a fixed l. Let mul(S, γ) =
sup{mul(A¯C, γ) : (A,L) ∈ S} for each γ ∈ Gˆ. If mul(S, γ) <∞ for all γ ∈ Gˆ, then
S is totally bounded under distq.
We show that the converse is also true:
ORDER-UNIT QUANTUM GROMOV-HAUSDORFF DISTANCE 31
Theorem 9.2. Let S be a set of compact quantum metric spaces (A,L) induced
by ergodic actions α of G on A¯ for a fixed l. If S is totally bounded under distq,
then mul(S, γ) <∞ for all γ ∈ Gˆ.
Proof. Suppose that S is totally bounded. For any R > ∫
G
l(x) dx, by Theo-
rems 5.5, 8.2, and Lemma 5.4 we have that sup{Cov(DR(A), ε) : (A,L) ∈ S} <
∞ for all ε > 0. Taking R > max(∫G l(x) dx, 1/Mγ), by Lemma 5.1 we get
sup{Cov(D1/Mγ (A), ε) : (A,L) ∈ S} <∞ for all ε > 0. Let
M = sup{Cov(D1/Mγ (A), 1/(5Mγ)) : (A,L) ∈ S}.
Then Lemma 8.7 tells us that mul(S, γ) < N(M + 1,M + 1; 2). 
It should be pointed out that there do exist ergodic actions of G on complete
order-unit spaces with big multiplicity:
Example 9.3. Let {(Aj , Lj)}j∈I be a family of compact quantum metric spaces
induced by ergodic actions αj of G on (A¯j , ej). Also let ηj(a) =
∫
G
(αj)x(a) dx be
the unique G-invariant state on A¯j and Vj = ker(ηj). Then A¯j = Rej⊕Vj as vector
spaces. As in Section 12 of [37], consider
∏b
A¯j the subspace of the full product
which consists of sequences {aj} for which ‖aj‖ is bounded. This is a complete
order-unit space with unit e = {ej}. Consider the reduced product
∏rb A¯j =
{{aj} ∈
∏b
A¯j : ηj(aj) = ηk(ak) for all j, k ∈ I}. Then
∏rb
A¯j is a closed subspace
in
∏b
A¯j , and is also a complete order-unit space. Clearly
∏rb
Aj = Re⊕
∏b
Vj as
vector spaces. The actions αj ofG on the components A¯j give an isometric action on∏b
A¯j , which we denote by α. Although α is not ergodic on
∏b
A¯j , it is on
∏rb
A¯j
because of the above decomposition as a direct sum. By the natural G-equivariant
embedding A¯j →֒
∏b
A¯j , we see that mul((
∏rb
A¯j)
C, γ) ≥ ∑j∈I mul(A¯jC, γ) for
every γ ∈ Gˆ \ {γ0}.
In general, α may not be strongly continuous on
∏rb
A¯j . But there are two
special cases in which it is strongly continuous:
(1). When (A¯j , ej) and αj are all the same and finite dimensional, say (A¯j , ej) =
(A¯, e). Then A¯ = A and there is some constant M > 0 such that L ≤M‖ · ‖ on A.
Therefore ‖a− (αj)x(a)‖ ≤ L(a)l(x) ≤M‖a‖l(x) for all a ∈ A and x ∈ G. Then it
is easy to see that α is strongly continuous on
∏rb
Aj . It is standard [45] that in
the left regular representation of G on C(G) the multiplicity of each γ ∈ Gˆ equals
dim(γ). For a finite subset J ⊆ Gˆ and any a+ia′ ∈ C(G), clearly a+ia′ ∈ (C(G))J
if and only if a− ia′ ∈ (C(G))J¯ . Therefore if J = J¯ and γ0 ∈ J , then (C(G))J is
closed under the involution and contains the constant functions. Hence ((C(G))J )sa
is a complete finite-dimensional order-unit space and (C(G))J = (((C(G))J )sa)C.
Taking I = N and A = ((C(G))J )sa, we get mul((
∏rb
Aj)
C, γ) = ∞ for every
γ ∈ J \ {γ0} as promised at the end of Section 8.
(2). When I is finite, α is always strongly continuous on
∏rb A¯j . In particular,
take A¯ = (C(G))sa, and A¯j = A¯ for all j ∈ I. Since mul(A¯C, γ) equals dim(γ) for
all γ ∈ Gˆ, we see that mul((∏rb A¯j)C, γ) could be as big as we want for any γ 6= γ0.
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10. Continuous fields of compact quantum metric spaces induced by
ergodic compact group actions
In this section we study continuous fields of compact quantum metric spaces
induced by ergodic actions, and prove Theorem 1.3. In Examples 10.11 and 10.12
we use Theorem 1.3 to give a unified treatment of the continuity of noncommutative
tori and integral coadjoint orbits, which were studied by Rieffel before.
Rieffel has defined continuous fields of actions of a locally compact group on
C∗-algebras [33, Definition 3.1]. We adapt it to actions on order-unit spaces:
Definition 10.1. Let ({At},Γ) be a continuous field of order-unit spaces over a
locally compact Hausdorff space T , and let αt be a strongly continuous action of G
on At for each t ∈ T . We say that {αt} is a continuous field of strongly continuous
actions of G on ({At},Γ) if the action of G on Γ∞ is strongly continuous, where
Γ∞ := {f ∈ Γ : the function t 7→ ‖ft‖ vanishes at ∞} is the space of continuous
sections vanishing at ∞. If each αt is ergodic, we say that this is a field of ergodic
actions. If each αt is of finite multiplicity, we say that this is a field of finite actions.
Remark 10.2. For a continuous field ({At},Γ) of order-unit spaces over a compact
Hausdorff space T , it is easy to see that Γ is a complete order-unit space with the
unit e and the order defined as f ≥ g if and only if ft ≥ gt for all t ∈ T . Then
the natural projections Γ→ At become order-unit space quotient maps. According
to the discussion right after Proposition 2.3 we may identify S(At) with a closed
convex subset of S(Γ). From the definition of the order in Γ it is easy to see that
the convex hull of the union of all the S(At)’s is dense in S(Γ). If we identify
At
C
and ΓC with AfC(S(At)) and AfC(S(Γ)) respectively, then they are endowed
with complex vector space norms and ‖f + ig‖ = sup{‖ft + igt‖ : t ∈ T } for all
f+ ig ∈ ΓC. When we talk about AtC and ΓC as complex Banach spaces, we always
mean these norms. If (αt) is a continuous field of strongly continuous actions of G
on ({At},Γ), then the action of G on ΓC is easily seen to be also strongly continuous.
For a continuous field of strongly continuous finite ergodic actions of G on order-
unit spaces, obviously we get a field of compact quantum metric spaces. Theo-
rem 1.3 indicates that this is indeed a continuous field, as one may expect. However,
as Theorems 1.2 and 7.1 indicate, as t → t0 the corresponding compact quantum
metric spaces do not necessarily converge to that at t0. We give a trivial example
here:
Example 10.3. Take a complete order-unit space A¯ with a nontrivial ergodic
action of G with finite multiplicity (for example, (C(G))sa with the left regular
representation of G). Let T = [0, 1]. Then we have the trivial field ({A1t },Γ1) with
A1t = A¯ for all t ∈ T . The action of G on Γ1 is clearly strongly continuous. Now we
take the subfield ((At),Γ) with At = A¯ for all 0 < t ≤ 1 and A0 = ReA. The action
of G restricted on Γ is still strongly continuous. But rA0 = 0 and rAt = rA > 0 for
all 0 < t ≤ 1. So distoq(At, A0) = distoq(A,ReA) does not converge to 0 as t→ 0.
Notice that in the above example the multiplicities degenerate at t0 = 0. Theo-
rem 1.3 tells us that this is exactly why we do not get distoq(At, A0)→ 0.
We start to prove Theorem 1.3. We show first that the multiplicity function
t 7→ mul(AtC, γ) is lower semi-continuous. This shows (ii)=⇒(i) in Theorem 1.3.
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Lemma 10.4. Let ({Vt},Γ) be a continuous field of (real or complex) Banach
spaces over a locally compact Hausdorff space T . For any f1, · · ·, fm ∈ Γ the set
Ind(f1, · · ·, fm) = {t ∈ T : ((f1)t, · · ·, (fm)t) are linearly independent} is open.
Proof. Let t0 ∈ Ind(f1, · · ·, fm). Then for any t ∈ T the map (fj)t0 7→ (fj)t, j =
1, · · ·,m, extends uniquely to a linear map ϕt fromW := span{(f1)t0 , · · ·, (fm)t0} to
Vt. Notice that for any v ∈ W the section t 7→ ϕt(v) is in Γ. A standard compactness
argument shows that there is a neighborhood U of t0 such that 12 < ‖ϕt(v)‖ for all
t ∈ U and v in the unit sphere of W . In particular, ϕt is injective throughout U .
Thus (f1)t, · · ·, (fm)t are linear independent throughout U . 
We shall need the following well-know fact several times. We omit the proof.
Lemma 10.5. Let G be a compact group. Let α be a continuous action of G on
a complex Banach space V . For a continuous C-valued function ϕ on G let
αϕ(v) =
∫
G
ϕ(x)αx(v) dx
for v ∈ V . Then αϕ : V → V is a continuous linear map. If J is a finite subset of
Gˆ and if ϕ is a linear combination of the characters of γ ∈ J¯ , then αϕ(V ) ⊆ VJ .
Let
αJ = α∑
γ∈J dim(γ)χγ
.
(When J is a one-element set {γ}, we will simply write αγ for α{γ}.) Then αJ (v) =
v for all v ∈ VJ , and αJ (v) = 0 for all v ∈ Vγ with γ ∈ Gˆ \ J .
Lemma 10.6. Let {αt} be a continuous field of strongly continuous actions of G on
a continuous field of order-unit spaces ({At},Γ) over a compact Hausdorff space T .
Then for any γ ∈ Gˆ the multiplicity function (possibly +∞-valued) t 7→ mul(AtC, γ)
is lower semi-continuous over T . For any finite subset J of Gˆ and v ∈ (AtC)J we
can lift v to f in ΓCJ . If furthermore J = J and v is in At, we may take f to be in
Γ.
Proof. Let α be the action of G on Γ. Suppose that v1, · · ·, vm are linearly inde-
pendent vectors in (At
C
)J . Let f1, · · ·, fm be lifts of v1, · · ·, vm in ΓC. Let αCJ and
(αCt )J be the maps for α
C and αCt as defined in Lemma 10.5. Let f˜j = α
C
J (fj).
Then f˜1, · · ·, f˜m are in ΓCJ . Since the projection ΓC → At
C
is G-equivariant, by
[27, Lemma 3.3] we have (αCJ (fj))t = (α
C
t )J ((fj)t). Thus (f˜j)t = (α
C
J (fj))t =
(αCt )J ((fj)t) = (α
C
t )J (vj) = vj .
By Lemma 10.4 (f˜1)t′ , · · ·, (f˜m)t′ are linearly independent in some open neigh-
borhood U of t. Since f˜i ∈ ΓCJ , (f˜i)t′ ∈ (At′
C
)J for all t′ ∈ T . Taking J = {γ}, we
get the lower semi-continuity of the multiplicity function.
If furthermore J = J¯ and v1, · · ·, vm are all in At, we may take f1, · · ·, fm to
be all in Γ. Notice that αCJ = α
C
ϕ, where ϕ =
∑
γ∈J dim(γ)χγ . Since the function
x 7→ (∑γ∈J dim(γ)χγ)(x) is real-valued in this case, we see that f˜1, · · ·, f˜m are also
in Γ. 
Next we show that there are enough Lipschitz sections. Recall that a vector
f ∈ ΓC is called G-finite if the linear span of its orbit under α is finite dimensional.
We will show that the Lip-norm function t 7→ Lt(ft) is continuous for G-finite f .
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The case of this for quantum tori is proved by Rieffel in Lemma 9.3 of [37]. Our
proof for the general case follows the way given there.
Lemma 10.7. Let (αt) be a continuous field of strongly continuous actions of G
on a continuous field of order-unit spaces ({At},Γ) over a compact Hausdorff space
T . Then for any G-finite f ∈ ΓC the function t→ Lt(ft) takes finite values and is
continuous on T .
Proof. Let L be the seminorm on ΓC defined by (11). Let f ∈ ΓC be G-finite. By
Theorem 8.2 L takes finite value on a dense subspace of span{αx(f) : x ∈ G}. Since
span{αx(f) : x ∈ G} has finite dimension, L is finite on the whole span{αx(f) : x ∈
G}. It is clear that L(f) = supt∈T Lt(ft). So t 7→ Lt(ft) is a real-valued function.
Let
Df = {(αx(f)− f)/l(x) : x 6= eG}.
Then supg∈Df ‖g‖ = L(f). So Df is a bounded subset of the finite dimensional
space span{αx(f) : x ∈ G}, and hence totally bounded.
For g ∈ ΓC, let Fg(t) = ‖gt‖ on T . Then clearly ‖Fg − Fh‖∞ ≤ ‖g − h‖, and
hence F as a map from ΓC to C(T ) is Lipschitz. Therefore F (Df ) is totally bounded
in C(T ). By the Arzela-Ascoli theorem [14] F (Df ) is equicontinuous. Since the
supremum of a family of equicontinuous functions is continuous, we see that the
function (t 7→ Lt(ft)) = supg∈Df F (g) is continuous on T . 
The next lemma generalizes Lemmas 8.3 and 8.4 of [37].
Lemma 10.8. For any ε > 0 there is a finite subset J = J¯ in Gˆ, containing the
class of the trivial representations, depending only on l and ε, such that for any
strongly continuous action α on a complete order-unit space A¯ and for any a ∈ A¯,
there is some a′ ∈ AJ := A ∩ (A¯C)J with
‖a′‖ ≤ ‖a‖, L(a′) ≤ L(a), and ‖a− a′‖ ≤ εL(a).
Proof. The complex conjugation is an isometric involution invariant under α. By
[27, Lemma 4.4] it suffices to show that for any linear combination ϕ of finitely
many characters on G we have L◦αϕ ≤ ‖ϕ‖1 ·L on A¯C, where αϕ is the linear map
on A¯C defined in Lemma 10.5. Notice that ϕ is central. Then it is easy to see that
αϕ is G-equivariant. Thus for any b ∈ A¯C and x ∈ G we have
‖αϕ(b)− αx(αϕ(b))‖ = ‖αϕ(b)− αϕ(ϕx(b))‖ ≤ ‖ϕ‖1 · ‖b− ϕx(b)‖
≤ l(x)‖ϕ‖1L(b).
Consequently, L(αϕ(b)) ≤ ‖ϕ‖1L(b). 
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Since the conditions in Definition 6.4 and (i)-(iii) in Theo-
rem 1.3 are all local statements, we may assume that T is compact. By Lemmas 10.6
and 10.7 the set of G-finite elements in At is contained in Γ
L
t . Lemma 10.8 tells
us that the restriction of Lt on the set of G-finite elements determines the whole
of Lct = Lt. Thus the induced field ({(At, Lt)},Γ) is a continuous field of compact
quantum metric spaces. (ii)=⇒(i) follows from Lemma 10.6. Let R > ∫
G
l(x) dx.
By Theorem 8.2, R ≥ rAt for all t ∈ T . We will pick a special sequence fn in Γ in
order to apply Theorem 7.1.
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As indicated in Remark 8.1, G is metrizable and hence L2(G) is separable. Since
every γ ∈ Gˆ appears in the left regular representation, Gˆ is countable. Then we
can take an increasing sequence of finite subsets J1 ⊆ J2 ⊆ · · · of Gˆ such that
γ0 ∈ J1, ∪∞k=1Jk = Gˆ, and Jk = Jk for all k. Clearly a + ia′ ∈ (At
C
)Jk if and
only a− ia′ ∈ (AtC)Jk . Let (At)Jk = At ∩ (At
C
)Jk . Then (At)Jk spans (At
C
)Jk as
a complex vector space. Let mk = dim((At0
C
)Jk). Let A
fin
t and Γ
fin be the set of
G-finite elements in At and Γ respectively. Then we can find a basis (b1, b2, · · · ) of
Afint0 such that b1 = eAt0 and (b1, · · ·, bmk) is a basis of (At0)Jk for all k. Let πt be
the projection Γ→ At.
Lemma 10.9. There exists a G-equivariant linear (probably unbounded) map
ϕ : Afint0 → Γfin such that ϕ(eAt0 ) = e and ϕ is a right inverse of πt0 , i.e. πt0 ◦ ϕ is
the identity map on Afint0 .
Proof. Let φ : Afint0 → Γ be a linear right inverse map of πt0 with φ(eAt0 ) = e. For
any a ∈ Afint0 its G-orbit {(αt0)x(b) : x ∈ G} is contained in a finite dimensional
subspace of Afint0 . Thus
∫
G(αx ◦ φ ◦ (αt0)x−1)(a) dx makes sense. It is standard [7,
page 77] that ϕ =
∫
G
αx ◦ φ ◦ (αt0)x−1 dx is a G-equivariant linear map from Afint0
to Γ. Clearly ϕ(eAt0 ) = e. For any b ∈ Afint0 we have
πt0(ϕ(b)) = πt0(
∫
G
(αx ◦ φ ◦ (αt0)x−1)(b) dx) =
∫
G
(πt0 ◦ αx ◦ φ ◦ (αt0)x−1)(b) dx
=
∫
G
((αt0)x ◦ πt0 ◦ φ ◦ (αt0)x−1)(b) dx =
∫
G
((αt0)x ◦ (αt0)x−1)(b) dx
= b.
Thus ϕ is also a right inverse of πt0 . 
Take a dense sequence {an : n ∈ N} in DR(Afint0 ) such that {an : n ∈ N} ∩
DR((At0 )Jk) is dense in DR((At0)Jk) for all k. By Lemma 10.8 the set DR(Afint0 ) is
dense in DR(At0). Consequently, so is {an : n ∈ N}. For each n let fn = ϕ(an).
Then fn ∈ Γ and (fn)t0 = an. Let ϕt = πt ◦ ϕ. Let gn = ϕ(bn), and let (Vt)k =
ϕt((At0 )Jk). Since ϕt is G-equivariant, (Vt)k is contained in (At)Jk . Now we apply
Theorem 7.1 to these fn’s.
Suppose that (i) holds. Let ε > 0 be given. By Lemma 10.8 there is some k
such that DR((At)Jk) is ε2 -dense in DR(At) for all t ∈ T . Then there is a neighbor-
hood U1 of t0 such that dim((AtC)Jk) = dim((At0
C
)Jk) and hence dim((At)Jk) =
dim((At0)Jk ) for all t ∈ U1. According to Lemma 10.4 there is some compact
neighborhood U2 ⊆ U1 of t0 such that (g1)t, · · ·, (gmk)t are linearly independent in
At for all t ∈ U2. Then (g1)t, · · ·, (gmk)t is a basis of (At)Jk for all t ∈ U2. Take a
real vector space V of dimension mk with a fixed basis v1, · · ·, vmk . For each t ∈ U2
let ψt : V → (At)Jk be the linear isomorphism determined by ϕt(vj) = (gj)t for
all 1 ≤ j ≤ mk. Then V gets an order-unit space structure and a Lip-norm for
each t ∈ U2 by identifying V and (At)Jk via ψt. Lemma 10.7 tells us that this is
a continuous field of finite-dimensional order-unit spaces and Lip-norms as defined
in Example 7.8. Let {fns}s∈N be the subsequence of {fn}n∈N whose image under
πt0 is contained in (At0)Jk . Then {fns}s∈N is dense in DR((At0 )Jk), and we can
apply Lemma 7.10 to {fns}s∈N. So there are a neighborhood U ⊆ U2 of t0 and
some S ∈ N such that the open ε2 -balls in (At)Jk centered at (fn1)t, · · ·, (fnS )t
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cover DR((At)Jk) for all t ∈ U . Consequently, the open ε-balls in At centered at
(f1)t, · · ·, (fnS )t cover DR(At) for all t ∈ U . By Theorems 7.1 and 1.1 we get (iii).
We proceed to show that (iii)=⇒(ii). Suppose that (iii) holds. Let γ ∈ Gˆ.
Say, γ ∈ Jk. Let (αt)Jk : At
C → (AtC)Jk be the continuous map defined in
Lemma 10.5. Then ‖(αt)Jk‖ ≤ M1 :=
∑
γ′∈Jk dim(γ
′)‖χγ′‖1. Since Jk = Jk,
(αt)Jk maps At into (At)Jk . Let ε be a positive number which we shall choose
later. By Theorems 7.1 and 1.1 there is a neighborhood U of t0 and some N such
that the open ε-balls in At centered at (fn)t, n = 1, · · ·, N , cover DR(At) for all
t ∈ U . Then the open M1ε-balls in At centered at (αt)Jk ((fn)t), n = 1, · · ·, N ,
cover DR((At)Jk) for all t ∈ U . Notice that (αt)Jk((fn)t) = ϕt((αt0)Jk(an)) is
contained in (Vt)k for all n.
Suppose that mul(At
C
, γ) > mul(At0
C
, γ) for some t. Since ϕt is G-equivariant,
we have mul((Vt)
C, γ) ≤ mul(At0
C
, γ). So we can find a u in At
C \ (Vt)C such that
the complex linear span of {(αt)x(u) : x ∈ G}, the G-orbit of u, is irreducible
of type γ. Say u = u′ + iu′′ with u′, u′′ ∈ (Atj )Jk . Let W be the sum of (Vt)k
and the real linear span of the G-orbits of u′ and u′′. Then W ' (Vt)k. Clearly
mul(WC, γ′) = 0 for all γ′ ∈ Gˆ \ Jk and mul(WC, γ′) ≤ mul(At0
C
, γ′) + 2 for all
γ′ in Jk. Let ω : Jk → N be the function ω(γ′) = mul(At0
C
, γ′) + 2 for all γ′
in Jk. Let M2 be the constant MJk,ω in Lemma 8.4. Then Lt ≤ M2‖ · ‖ on
WC. Pick a vector in W/(Vt)k with norm min(
1
M2
, R) and lift it up to a vector
v in W with the same norm. Then ‖v − a‖ ≥ min( 1M2 , R) for all a ∈ (Vt)k and
Lt(v) ≤ M2‖v‖ ≤ 1. So v ∈ DR(At). Thus if we choose ε small enough so
that min( 1M2 , R) > M1 · ε, then mul(At
C
, γ) ≤ mul(At0
C
, γ) throughout U . This
completes our proof of Theorem 1.3. 
Remark 10.10. Based on Lemmas 10.7 and 10.8, one can also prove (i)=⇒(iii)
along the lines Rieffel used to prove the continuity of quantum tori [37, Theorem
9.2].
Example 10.11 (Quantum Tori). Fix n ≥ 2. Denote by Θ the space of all real
skew-symmetric n× n matrices. For θ ∈ Θ, let Aθ be the corresponding quantum
torus [32, 34]. It could be described as follows. Let ωθ denote the skew bicharacter
on Zn defined by
ωθ(p, q) = e
ipip·θq.
For each p ∈ Zn there is a unitary up in Aθ. And Aθ is generated by these unitaries
with the relation
upuq = ωθ(p, q)up+q.
So one may think of vectors in Aθ as some kind of functions on Zn . The n-torus
Tn has a canonical ergodic action αθ on Aθ. Notice that Zn is the dual group of
Tn. We denote the duality by 〈p, x〉 for x ∈ Tn and p ∈ Zn. Then αθ is determined
by
αθ,x(up) = 〈p, x〉up.
Fix a length function on G = Tn. Let Lθ and Aθ be as in Theorem 8.2 for the
order-unit space ((Aθ)sa, eAθ ). Then (Aθ, Lθ) is a compact quantum metric space.
Rieffel showed that for each θ0 ∈ Θ we have distq(Aθ, Aθ0) → 0 as θ → θ0 [37,
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Theorem 9.2]. Here we give a new proof using Theorems 1.3 and 1.1. By [33,
Corollary 2.8] the sections θ 7→ up, where p runs through Zn, generate a continuous
field of C∗-algebras ({Aθ},Γ) over Θ. Notice that for any x ∈ Tn and p ∈ Zn the
section θ 7→ αθ,x(up) = 〈p, x〉up is also in Γ. Then it is easy to see that {αθ} is a
continuous field of strongly continuous ergodic actions. For each p ∈ Zn = T̂n and
θ ∈ Θ, the multiplicity of p in αθ is one. Then Theorems 1.3 and 1.1 imply that
distq(Aθ, Aθ0)→ 0 as θ → θ0 for all θ0 ∈ Θ.
Example 10.12 (Integral Coadjoint Orbits). Let G be a compact connected Lie
group with a fixed length function. Choose a maximal torus of G and a Cartan-
Weyl basis of the complexification of the Lie algebra of G. Then there are bijective
correspondences between equivalence classes of irreducible unitary representations
of G, dominant weights, and integral coadjoint orbits of G [7] [24, Section IV]. Let
Oλ be an integral coadjoint orbit corresponding to a dominant weight λ. Then the
restriction of the coadjoint action of G on Oλ is transitive and hence the induced
action α0 on C(Oλ), the algebra of C-valued continuous functions on Oλ, is ergodic.
So we have the compact quantum metric space (A0, L0) defined as in Theorem 8.2.
Also let Hn be the carrier space of the irreducible representation of G with highest
weight nλ. Then the conjugate action α1/n of G on B(Hn), the algebra of bounded
operators on Hn, is ergodic. Let (A1/n, L1/n) be the corresponding compact quan-
tum metric space defined as in Theorem 8.2. Using the Berezin quantization, Rieffel
proved that when G is semisimple, distq(A1/n, A0) → 0 as n → ∞ [38, Theorem
3.2]. This means that the matrix algebras B(Hn) converges to the coadjoint orbit
Oλ as n → ∞. Here we give a new proof using Theorems 1.3 and 1.1. Let Pn be
the rank-one projection of B(Hn) corresponding to the highest weight nλ. For any
a ∈ B(Hn) its Berezin covariant symbol [3, 31], σa, is defined by
σa(x) = tr(aα1/n,x(Pn)),
where x ∈ G and tr denotes the usual (un-normalized) trace on B(Hn). There is
a natural G-equivariant homeomorphism from the orbit GPn of Pn (in the projec-
tive space) under α1/n onto the coadjoint orbit Onλ [24, Proposition 4]. Dividing
everything in Onλ by n, we may identify GPn with Oλ. It is evident that σa
could be viewed as a continuous function on GPn = Oλ. One can check easily
that a 7→ σa gives a unital, completely positive, G-equivariant linear map σn from
B(Hn) to C(Oλ). Endow Oλ with the image of the Haar measure on G, which
is a probability measure invariant under α0. Then C(Oλ) has an inner product
as usual. Clearly this inner product is invariant under α0. Using the normalized
trace on B(Hn), which is invariant under α 1
n
, B(Hn) has the Hilbert-Schmidt inner
product. Then σn has an adjoint operator, σˆn, from C(Oλ) to B(Hn). For any
a ∈ B(Hn) a function f ∈ C(Oλ) with σˆn(f) = a is called a Berezin contravariant
symbol [3, 31] for a. It is easy to see that σˆn is unital, completely positive and
G-equivariant. Since unital completely positive maps are norm-nonincreasing [23,
Lemma 5.3], σˆn is norm-nonincreasing. In [24] Landsman proved that the sections
given by these σˆn(f)’s, where f runs through C(Oλ), generate a continuous field of
C∗-algebras over T ′ = { 1n : n ∈ N} ∪ {0} with fibres B(Hn) at 1n and C(Oλ) at 0.
In fact, Landsman proved that this is a strict quantization of the canonical sym-
plectic structure on Oλ, though we do not need this fact here. Using the fact that
σˆn is G-equivariant and norm-nonincreasing, it is easy to check that the α 1
n
’s and
α0 are a continuous field of strongly continuous ergodic actions of G. When G is
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semisimple, it is known that the maps σn are all injective [31] [43, Lemma A.2.1] [38,
Theorem 3.1]. Then for each γ ∈ Gˆ we see that mul(B(Hn), γ) ≤ mul(C(Oλ), γ).
So Theorem 1.3 and 1.1 tell us that distq(A1/n, A0)→ 0 as n→∞.
11. Continuity of θ-deformations
In this section we prove Theorem 1.4.
We use the notation in [27, Sections 3 and 5]. Let us explain first some convention
used in the statement of Theorem 1.4. C∞(Mθ) is a locally convex ∗-algebra, and
has a natural ∗-homomorphism Ψθ into C(Mθ) (see the discussion after Definition
3.9 in [27]). Let Wθ be the image of (C
∞(Mθ))sa under the map Ψθ. [27, Theorem
1.1] tells us that (C(Mθ), Lθ) is a C
∗-algebraic compact quantum metric space. This
means that (Wθ, Lθ|Wθ ) is a compact quantum metric space. Since the map Ψθ is
injective [27, Lemma 3.10], we may identify C∞(Mθ) with its image Ψθ(C∞(Mθ)).
In this way (C∞(Mθ))sa is identified withWθ, and Lθ has a restriction on C∞(Mθ),
which we still denote by Lθ in the statement of Theorem 1.4. In order to make the
argument clear, in the rest of this section we shall still distinguish C∞(Mθ) (resp.
(C∞(Mθ))sa) and Ψθ(C∞(Mθ)) (resp. Wθ).
Let ({Aθ},Γ) be the continuous field of C∗-algebras over Θ in Example 10.11.
We shall also see later, after Lemma 11.1, that the elements in C(M,ClCM)⊗alg Γ
generate a continuous field of C∗-algebras [15] over Θ with fibres C(M,ClCM)⊗Aθ.
Let ({C(Mθ)},ΓM ) be the subfield with fibers C(Mθ).
Lemma 11.1. There exist a C∗-algebra B and faithful ∗-homomorphisms φθ :
Aθ →֒ B such that for every f ∈ Γ, the B-valued function θ 7→ φθ(fθ) is continuous
over Θ.
Proof. Every unital C∗-algebra admitting an ergodic action of Tn is nuclear [29,
Lemma 6.2] [16, Proposition 3.1]. Thus Aθ is nuclear.
Notice that Aθ is isomorphic to Aθ+M naturally for any skew-symmetric n× n
matrix M with even integer entries, by identifying the corresponding uq. So we
may think of ({Aθ},Γ) as a continuous field over the quotient space of Θ by all
the skew-symmetric n × n matrices with even integer entries. This quotient space
is just a torus of dimension n(n−1)2 . Now our assertion follows from the result of
Blanchard [5, Theorem 3.2] that every separable unital continuous field of nuclear
C∗-algebras over a compact metric space has a faithful ∗-homomorphism from each
fibre into the Cuntz algebra O2 such that the global continuous sections become
continuous paths in O2. 
Via identifying Aθ with φθ(Aθ) we see that the continuous field ({Aθ},Γ) be-
comes a subfield of the trivial field over Θ with fibre B. Then the elements of
C(M,ClCM)⊗alg Γ are continuous sections of the trivial field with fibre
C(M,ClCM) ⊗ B. So they generate a subfield of the trivial field with fibres
C(M,ClCM)⊗Aθ.
Now we need to distinguish the norms for elements of the form
∑k
j=1 yqj ⊗ uqj
at different θ. For this we let ‖ · ‖θ denote the norm of C(M,ClCM)⊗Aθ.
Let J be a finite subset of Zn = T̂n such that J = J¯ and γ0 ∈ J . For any q ∈ Zn
let (C(Mθ))q be the q-isotypic component of C(Mθ) under the action α = I ⊗ τ ,
and let (C∞(M))q be the q-isotypic component of C∞(M) under the action σ as in
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[27, Section 6], where τ and σ are the actions of Tn on Aθ and C(M) respectively.
Similarly we define (C(Mθ))J and (C∞(M))J . By [27, Lemma 6.2] we have
(C(Mθ))J ∩Wθ = (
∑
q∈J
(C∞(M))q ⊗ uq)sa.
Let V = (
∑
q∈J (C
∞(M))q ⊗ uq)sa, and let e = 1M ⊗ uγ0 . Then (V, e) gets an
order-unit space structure from ((C(Mθ))sa, e). Clearly the restriction of ‖ · ‖θ is
exactly the order-unit norm. Denote by (Vθ, e) this order-unit space. For each
θ ∈ Θ, by Proposition 2.3 the restriction of Lθ to Vθ is a Lip-norm with rVθ ≤ rWθ .
Lemma 11.2. (V, e, {‖ · ‖θ|V }, {Lθ|V }) is a uniformly continuous field of order-
unit spaces and Lip-norms over Θ (see Definition 7.9). For any v ∈ V the function
θ 7→ Lθ(v) is continuous over Θ.
Proof. Let v ∈ V . Say v = ∑q∈J vq ⊗ uq. By [27, Corollary 5.7] we have
Lθ = L
D(12)
on C(Mθ), where L
D was defined in [27, Definition 5.3]. Recall that for any f ∈
C∞(M) we have [25, Lemma II.5.5]
[D, f ] = df as linear maps on C∞(M,S),(13)
where df ∈ C∞(M,T ∗MC) ⊆ C∞(M,ClCM) acts on C∞(M,S) via the left
C∞(M,ClCM)-module structure of C∞(M,S). Then
Lθ(v) = Lθ(
∑
q∈J
vq ⊗ uq) (12)= LD(
∑
q∈J
vq ⊗ uq) = ‖[DL
2
,
∑
q∈J
vq ⊗ uq]‖θ
= ‖
∑
q∈J
[D, vq]⊗ uq‖θ (13)= ‖
∑
q∈J
(dvq)⊗ uq‖θ.(14)
Therefore the function θ 7→ Lθ(v) is continuous over Θ. As in the proof of [27,
Lemma 4.6] we have that
Lθ(vq ⊗ uq) ≤ Lθ(v) and ‖vq ⊗ uq‖θ ≤ ‖v‖θ
for all q ∈ Zn.
Let θ0 ∈ Θ, and let ε > 0 be given. Since for each q the map θ 7→ φθ(uq) from Θ
to B is continuous, there is some neighborhood U of θ0 such that
∑
q∈J ‖φθ(uq)−
φθ0(uq)‖ < ε throughout U . Let θ ∈ U . Then for any zq’s in C(M,ClCM) with
q ∈ J and ‖zq‖ ≤ 1 we have
‖(I ⊗ φθ)(
∑
q∈J
zq ⊗ uq)− (I ⊗ φθ0)(
∑
q∈J
zq ⊗ uq)‖
≤
∑
q∈J
‖zq‖ · ‖φθ(uq)− φθ0(uq)‖ ≤ ε.
Suppose that ‖v‖θ0 = 1 for some v ∈ V . Say v =
∑
q∈J vq ⊗ uq. Then ‖vq‖ =
‖vq ⊗ uq‖θ0 ≤ 1 for each q ∈ J . Thus
‖v‖θ = ‖(I ⊗ φθ)(v)‖ ≤ ‖(I ⊗ φθ)(v) − (I ⊗ φθ0)(v)‖ + ‖(I ⊗ φθ0)(v)‖
≤ ε+ ‖v‖θ0 = ε+ 1.
Similarly, ‖v‖θ ≥ 1−ε. Therefore (1−ε)‖·‖θ0 ≤ ‖·‖θ ≤ (1+ε)‖·‖θ0 on V throughout
U . Now suppose that Lθ0(w) = 1 for some w ∈ V . Say w =
∑
q∈J wq ⊗ uq. Then
40 HANFENG LI
by (14) ‖dwq‖ = ‖dvq ⊗ uq‖θ0 = Lθ0(vq ⊗ uq) ≤ 1. Let w′ =
∑
q∈J (dwq) ⊗ uq ∈∑
q∈J C(M,Cl
CM)⊗ uq. Then
Lθ(w)
(14)
= ‖w′‖θ = ‖(I ⊗ φθ)(w′)‖
≥ ‖(I ⊗ φθ0)(w′)‖ − ‖(I ⊗ φθ0)(w′)− (I ⊗ φθ)(w′)‖
(14)
≥ Lθ0(v)− ε = 1− ε.
Therefore (1− ε)Lθ0 ≤ Lθ on V throughout U . 
Combining [27, Lemma 4.4] and Lemma 11.2 together we see that the field
({(Wθ, Lθ|Wθ )}, (ΓM )sa) is a continuous field of compact quantum metric spaces.
Let R = rM+C
∫
Tn
l(x) dx, where rM is the radius ofM equipped with the geodesic
distance and the constant C was defined in [27, Proposition 5.5]. At the end of
[27] it was proved that the radius of (Wθ , Lθ|Wθ ) is no bigger than R for each θ.
Let ε > 0 be given. Pick a finite subset J ⊆ Zn for ε in [27, Lemma 4.4]. Then
distRoq(Wθ, Vθ) ≤ distWθH (DR(Wθ),DR(Vθ)) ≤ ε for all θ ∈ Θ. By Lemmas 11.2, 7.10,
and Theorem 7.1 distRoq(Vθ , Vθ0)→ 0 as θ → θ0. Thus there is a neighborhood U of
θ0 such that dist
R
oq(Vθ, Vθ0) < ε throughout U . Then clearly distRoq(Wθ,Wθ0) ≤ 3ε
throughout U . Therefore distRoq(Wθ,Wθ0) → 0 as θ → θ0. By Theorem 1.1 we get
distoq(Wθ,Wθ0)→ 0. This finishes the proof of Theorem 1.4.
References
[1] E. Alfsen. Compact Convex Sets and Boundary Integrals. Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 57. Springer-Verlag, New York-Heidelberg, 1971.
[2] S. K. Berberian. Lectures in Functional Analysis and Operator Theory. Graduate Texts in
Mathematics, No. 15. Springer-Verlag, New York-Heidelberg, 1974.
[3] F. A. Berezin. General concept of quantization. Comm. Math. Phys. 40 (1975), 153–174.
[4] B. E. Blackadar. Weak expectations and nuclear C∗-algebras. Indiana Univ. Math. J. 27
(1978), no. 6, 1021–1026.
[5] E. Blanchard. Subtriviality of continuous fields of nuclear C∗-algebras. J. Reine Angew. Math.
489 (1997), 133–149. math.OA/0012128.
[6] E. Blanchard and E. Kirchberg. Global Glimm halving for C∗-bundles. J. Operator Theory
52 (2004), no. 2, 385–420.
[7] T. Bro¨cker and T. tom Dieck. Representations of Compact Lie Groups. Translated from the
German manuscript. Corrected reprint of the 1985 translation. Graduate Texts in Mathemat-
ics, 98. Springer-Verlag, New York, 1995.
[8] D. Burago, Y. Burago, and S. Ivanov. A Course in Metric Geometry. Graduate Studies in
Mathematics, 33. American Mathematical Society, Providence, RI, 2001.
[9] A. Connes. Compact metric spaces, Fredholm modules, and hyperfiniteness. Ergodic Theory
Dynam. Systems 9 (1989), no. 2, 207–220.
[10] A. Connes. Noncommutative Geometry. Academic Press, Inc., San Diego, CA, 1994.
[11] A. Connes. Gravity coupled with matter and the foundation of noncommutative geometry.
Comm. Math. Phys. 182 (1996), no. 1, 155–176. hep-th/9603053.
[12] A. Connes and M. Dubois-Violette. Noncommutative finite-dimensional manifolds. I. Spher-
ical manifolds and related examples. Comm. Math. Phys. 230 (2002), no. 3, 539–579.
math.QA/0107070.
[13] A. Connes, and G. Landi. Noncommutative manifolds, the instanton algebra and isospectral
deformations. Comm. Math. Phys. 221 (2001), no. 1, 141–159. math.QA/0011194.
[14] J. B. Conway. A Course in Functional Analysis. Second edition. Graduate Texts in Mathe-
matics, 96. Springer-Verlag, New York, 1990.
[15] J. Dixmier. C∗-algebras. Translated from the French by Francis Jellett. North-Holland Mathe-
matical Library, Vol. 15. North-Holland Publishing Co., Amsterdam-New York-Oxford, 1977.
ORDER-UNIT QUANTUM GROMOV-HAUSDORFF DISTANCE 41
[16] S. Doplicher, R. Longo, J. E. Roberts, and L. Zsido´. A remark on quantum group actions
and nuclearity. Dedicated to Professor Huzihiro Araki on the occasion of his 70th birthday.
Rev. Math. Phys. 14 (2002), no. 7-8, 787–796. math.OA/0204029.
[17] M. Gromov. Groups of polynomial growth and expanding maps. Inst. Hautes E´tudes Sci.
Publ. Math. 53 (1981), 53–73.
[18] M. Gromov. Metric Structures for Riemannian and non-Riemannian Spaces. Based on the
1981 French original. With appendices by M. Katz, P. Pansu and S. Semmes. Translated from
the French by Sean Michael Bates. Progress in Mathematics, 152. Birkha¨user Boston Inc.,
Boston, MA, 1999.
[19] R. Høegh-Krohn, M. B. Landstad, and E. Størmer. Compact ergodic groups of automor-
phisms. Ann. of Math. (2) 114 (1981), no. 1, 75–86.
[20] R. V. Kadison. A representation theory for commutative topological algebra. Mem. Amer.
Math. Soc. (1951), no. 7.
[21] J. L. Kelley. General Topology. Reprint of the 1955 edition [Van Nostrand, Toronto, Ont.].
Graduate Texts in Mathematics, No. 27. Springer-Verlag, New York-Berlin, 1975.
[22] E. Kirchberg and S. Wassermann. Operations on continuous bundles of C∗-algebras. Math.
Ann. 303 (1995), no. 4, 677–697.
[23] E. C. Lance. Hilbert C∗-modules. A Toolkit for Operator Algebraists. London Mathematical
Society Lecture Note Series, 210. Cambridge University Press, Cambridge, 1995.
[24] N. P. Landsman. Strict quantization of coadjoint orbits. J. Math. Phys. 39 (1998), no. 12,
6372–6383. math-ph/9807027.
[25] Jr. H. B. Lawson, and M.-L. Michelsohn. Spin Geometry. Princeton Mathematical Series, 38.
Princeton University Press, Princeton, NJ, 1989.
[26] H. Li. C∗-algebraic quantum Gromov-Hausdorff distance. math.OA/0312003 v3.
[27] H. Li. θ-Deformations as compact quantum metric spaces. Comm. Math. Phys. 256 (2205),
no. 1, 213–238. math.OA/0311500.
[28] J. H. van Lint and R. M. Wilson. A Course in Combinatorics. Cambridge University Press,
Cambridge, 1992.
[29] D. Olesen, G. K. Pedersen, and M. Takesaki. Ergodic actions of compact abelian groups. J.
Operator Theory 3 (1980), no. 2, 237–269.
[30] N. Ozawa and M. A. Rieffel. Hyperbolic group C∗-algebras and free-product C∗-algebras as
compact quantum metric spaces. Canad. J. Math. to appear. math.QA/0302310.
[31] A. Perelomov. Generalized Coherent States and Their Applications. Texts and Monographs
in Physics. Springer-Verlag, Berlin, 1986.
[32] M. A. Rieffel. Projective modules over higher dimensional noncommutative tori. Canad. J.
Math. 40 (1988), no. 2, 257–338.
[33] M. A. Rieffel. Continuous fields of C∗-algebras coming from group cocycles and actions.Math.
Ann. 283 (1989), no. 4, 631–643.
[34] M. A. Rieffel. Non-commutative tori—a case study of non-commutative differentiable mani-
folds. In: Geometric and Topological Invariants of Elliptic Operators (Brunswick, ME, 1988),
191–211, Contemp. Math., 105, Amer. Math. Soc., Providence, RI, 1990.
[35] M. A. Rieffel. Metrics on states from actions of compact groups. Doc. Math. 3 (1998), 215–229
(electronic). math.OA/9807084.
[36] M. A. Rieffel. Metrics on state spaces. Doc. Math. 4 (1999), 559–600 (electronic).
math.OA/9906151.
[37] M. A. Rieffel. Gromov-Hausdorff distance for quantum metric spaces. Mem. Amer. Math.
Soc. 168 (2004), no. 796, 1–65. math.OA/0011063.
[38] M. A. Rieffel. Matrix algebras converge to the sphere for quantum Gromov-Hausdorff distance.
Mem. Amer. Math. Soc. 168 (2004), no. 796, 67–91. math.OA/0108005.
[39] M. A. Rieffel. Group C∗-algebras as compact quantum metric spaces. Doc. Math. 7 (2002),
605–651 (electronic). math.OA/0205195.
[40] M. A. Rieffel. Compact quantum metric spaces. In: Operator Algebras, Quantization, and
Noncommutative Geometry, 315–330, Contemp. Math., 365, Amer. Math. Soc., Providence,
RI, 2004. math.OA/0308207.
[41] F. Riesz and B. Sz.-Nagy. Functional Analysis. Translated from the second French edition by
Leo F. Boron. Reprint of the 1955 original. Dover Books on Advanced Mathematics. Dover
Publications, Inc., New York, 1990.
42 HANFENG LI
[42] T. Sakai. Riemannian Geometry. Translated from the 1992 Japanese original by the author.
Translations of Mathematical Monographs, 149. American Mathematical Society, Providence,
RI, 1996.
[43] B. Simon. The classical limit of quantum partition functions. Comm. Math. Phys. 71 (1980),
no. 3, 247–276.
[44] A. Sitarz. Dynamical noncommutative spheres. Comm. Math. Phys. 241 (2003), no. 1, 161–
175. math-ph/0112042.
[45] M. Sugiura. Unitary Representations and Harmonic Analysis. An Introduction. Second edi-
tion. North-Holland Mathematical Library, 44. North-Holland Publishing Co., Amsterdam;
Kodansha, Ltd., Tokyo, 1990.
[46] N. Tomczak-Jaegermann. Banach-Mazur Distances and Finite-dimensional Operator Ideals.
Pitman Monographs and Surveys in Pure and Applied Mathematics, 38. Longman Scientific
& Technical, Harlow; copublished in the United States with John Wiley & Sons, Inc., New
York, 1989.
Department of Mathematics, University of Toronto, Toronto, ON M5S 3G3, CANADA
E-mail address: hli@fields.toronto.edu
