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Abstract
In this study, we present a stabilized finite element analysis for com-
pletely unified Stokes-Brinkman problems fully coupled with variable co-
efficient transient Advection-Diffusion-Reaction equation(V ADR). As
well we have carried out the stabilized finite element analysis for Stokes-
Brinkman model with interface conditions fully coupled with V ADR. The
viscosity of the fluid, involved in flow problem, depends on the concentra-
tion of the solute, whose transport is described by V ADR equation. The
algebraic subgrid multiscale approach has been employed to arrive at the
stabilized coupled variational formulation. For the time discretization the
fully implicit Euler scheme has been used. A detailed derivation of both
the apriori and aposteriori estimates for the stabilized subgrid multiscale
finite element scheme have been presented. Few numerical experiments
have been carried out to verify the credibility of the method.
Keywords Stokes-Brinkman equation · Advection-diffusion-reaction equa-
tion · Subgrid multiscale stabilized method · A priori error estimation · A pos-
teriori error estimation
1 Introduction
Solute transport model coupled with fluid flow equations in porous media re-
gion plays a crucial role in modelling physical phenomena of physiological and
environmental importance. For several decades many studies have focused on
transport model and fluid flow equations separately. For instance [22]-[28] have
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studied various numerical methods for solving advection-diffusion-reaction equa-
tion where as [14]-[18] have focused on studying Stokes-Darcy flow equations
and [28]-[33] and [7]-[13] have respectively worked with Navier-Stokes fluid flow
model and Brinkman model as well. There are many other researches done in
this regard. Here we have mentioned only few of them.
Contemporary complex problems, such as surface water and ground water pol-
lution due to various human activities, stenosis in human arteries etc, have
made it inevitable to model the problems in more effective way and hence study
of coupled fluid flow-transport equations is attracting great attention in to-
day’s research. [1] presents finite element analysis of Stokes-Darcy flow coupled
with transport equation in which the fluid flow equations are solved through
mixed finite element method and transport equation for solute concentration is
solved using local discontinuous Galerkin (LDG) method. As well another study
[3] discusses continuous and discontinuous finite element methods for coupled
Navier-Stokes/Darcy-transport problem. Though these are one way or weak
coupling in the sense that velocity field obtained after solving flow problem
becomes an input data in transport model. Cesmelioglu and Rivire in [2] has
introduced a two-way strong coupling of Navier-Stokes/Darcy with transport
equation through considering the viscosity of the fluid depending upon concen-
tration of the solute. The strong coupling is proven to be more accurate in
modelling problems. In [2] authors prove the existence and uniqueness of the
weak solution of the variational form of Navier-Stokes/Darcy-transport model.
Further under constrained viscosity consideration in [6] authors derive apriori
error estimates for a stabilized mixed finite element scheme for the strongly
coupled Stokes-Darcy-ADR model though they present numerical results to a
one-way coupling problem.
In this paper we present Stokes-Brinkman in a completely unified manner strongly
coupled with transport equation. The Brinkman equation is an extension to
Darcy’s law when boundary layer regions have to be taken into account. The
Stokes-Brinkman system has an important role in modelling highly heteroge-
neous porous media problem. As per our knowledge adequate attention is not
paid to study numerical method for solving this model. Only few works [36]-
[39] are available in the literature dealing with Stokes-Brinkman model. Here we
have derived algebraic subgrid scale (ASGS) stabilized finite element method for
the coupled problem using continuous velocities and pressure spaces across the
inter-element boundaries. In [6] Rui and Zhang have studied a mixed stabilized
finite element method for coupled Stokes-Darcy/transport problem, but ASGS
approach to study coupled Stokes-Brinkman/V ADR model is very new. Hughes
in [34] has introduced the concept of stabilized multiscale subgrid method for
Helmholtz equation and further developments are going on afterwards. In [35]
Codina presents a study on comparison of stabilized finite element methods viz.
SUPG, GLS, SGS, Taylor − Galerkin etc. for solving diffusion-convection-
reaction equation and experimentally shows that SGS performs well in com-
pared to other stabilized method.
In particular the ASGS approach consists of algebraic approximation of the
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subscales that arise from the decomposition of the exact solution field into re-
solvable scale and unresolvable scale, have been used for finite element scheme
stabilization. Stabilization parameters are derived following the approach in [5],
[7] for ASGS method. Apriori error estimates for the current stabilized ASGS
finite element method for the unified strongly coupled Stokes-Brinkman/V ADR
have been derived. Further the aposteriori error estimates following the resid-
ual approach have also been carried out. Further more this paper has consid-
ered a porous media flow governed by Stokes-Brinkman with interface condition
strongly coupled with transport equation and presented the corresponding sta-
bilized formulation of the problem. The interface conditions are taken care of
by the standard continuity conditions of normal velocities, normal stresses and
concentration at the interface and the Beavers-Joseph-Saffman condition at the
interface allows Stokes fluid to slip in contact with porous medium. Numeri-
cal studies have shown the realization of theoretical order of convergence and
the robustness of current stabilized ASGS finite element method for Stokes-
Brinkman-V ADR tightly coupled system.
Organisation of the paper is as follows: Section 2 starts from introducing the
model and finishes at Subgrid formulation going through two more subsections
presenting weak formulation and semi-discrete formulation. Next section has
elaborately described the derivation of apriori and aposteriori error estimations
for this subgrid formulation. Section 4 presents stabilization formulation of cou-
pled Stokes-Brinkman/transport equations through interfaces. At last section 5
contains numerical results to verify the numerical performance of the method.
2 Model problem
Let Ω ⊂ Rd, d=2,3 be an open bounded domain with piecewise smooth bound-
ary ∂Ω. For the sake of simplicity in further calculations, we have considered
two dimensional model, but it can be easily extended for three dimensional
model. Let us first mention the Stokes-Brinkman flow problem for a fluid as
follows:
Find u: Ω × (0,T) → R2 and p: Ω× (0,T) → R such that,
−µ(c)∆u+ σu+5p = f1 in Ω× (0, T )
5 · u = f2 in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u = u0 at t = 0
(1)
where u= (u1, u2) is the velocity of the fluid or solvent, p is the pressure, µ(c)
is the viscosity of the fluid depending on concentration c of the dispersing mass
of the solute, σ is the inverse of permeability, f1 is the body force, f2 is source
term and u0 is the initial velocity. When σ = 0 the flow problem is fully Stokes.
For Stokes flow f2 = 0 too.
This Stokes-Brinkman flow problem is fully-coupled with the following ADR
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equation with variable coefficients(V ADR), which represents the transportation
of solute in the same domain Ω.
Find c: Ω× (0,T) → R such that,
φ
∂c
∂t
−5 · 5˜c+ u · 5c+ αc = g in Ω× (0, T )
5˜c · n = 0 on ∂Ω× (0, T )
c = c0 at t = 0
(2)
where the notation, 5˜ := (D1 ∂∂x , D2 ∂∂y )
φ is the porosity,D1, D2 are variable diffusion coefficients, α is the reaction
coefficient and g denotes the source of solute mass, n is the outward normal
to ∂Ω and c0 is the initial concentration of the solute. For purely Stokes flow
problem φ takes value 1.
Letting U= (u,p,c) the equations all together can be written in the following
operator form,
M∂tU+ LU = F (3)
where M, a matrix = diag(0,0,0,φ), ∂tU = (
∂u
∂t ,
∂p
∂t ,
∂c
∂t )
T
LU =
 −µ(c)∆u+ σu+5p5 · u
−5 ·5˜c+ u · 5c+ αc

and
F =
f1f2
g

Let us introduce the adjoint L∗ of L as follows,
L∗U =
 −µ(c)∆u+ σu−5p−5 ·u
−5 ·5˜c− u · 5c+ αc

Now we impose suitable assumptions, that are necessary to conclude the results
further, on the coefficients mentioned above.
(i) The fluid viscosity µ(c) = µ ∈ C0(R+;R+), the space of positive real
valued functions defined on positive real numbers and we will have two positive
real numbers µl and µu such that
0 < µl ≤ µ(x) ≤ µu for any x ∈ R+ (4)
(ii) D1 = D1((x, y), t) ∈ C0(R2 × (0, T );R) and D2 = D2((x, y), t) ∈
C0(R2 × (0, T );R) where C0(R2 × (0, T );R) is the space of real valued con-
tinuous function defined on R2 for fixed t ∈ (0, T ). Both are bounded quantity
that is we can find lower and upper bounds for both of them.
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(iii) σ and α are positive constants.
(iv) The spaces of continuous solution (u, p, c) are assumed as:
u1, u2 ∈ L∞(0, T ;H2(Ω))
⋂
C0(0, T ;H10 (Ω)) and
p ∈ L∞(0, T ;H1(Ω))⋂C0(0, T ;L20(Ω)), c ∈ L∞(0, T ;H2(Ω))⋂C0(0, T ;H10 (Ω))
(v) One additional assumption on continuous velocity solution is that u1
and u2 are taken to be bounded functions on Ω.
2.1 Weak formulation
Let us first introduce the spaces as follows,
H1(Ω) = {v ∈ L2(Ω) : 5v ∈ L2(Ω)}
Let Vs = H
1
0 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω} and Qs = L2(Ω) and J= (0,T)
Let V˜ := L2(0, T ;Vs)
⋂
L∞(0, T ;Qs)
Let us introduce another notation VF = Vs × Vs ×Qs × Vs
The weak formulation of (1)-(2) is to find U= (u,p,c): J → VF such that ∀
V=(v,q,d) ∈ VF
(
∂c
∂t
, d) + aS(u,v)− b(v, p) + b(u, q) + aT (c, d) = l1S(v) + l2S(q) + lT (d) (5)
where aS(u,v) =
∫
Ω
µ(c)5 u : 5v+ σ ∫
Ω
u · v
b(v, q) =
∫
Ω
(5 · v)q
aT (c, d) =
∫
Ω
5˜c · 5d+ ∫
Ω
du · 5c+ α ∫
Ω
cd
l1S(v) =
∫
Ω
f1 · v, l2S(q) =
∫
Ω
f2q and lT (d) =
∫
Ω
gd
Again the above formulation can be written as,
Find U ∈ VF such that
(M∂tU,V) +B(U,V) = L(V) ∀V ∈ VF (6)
where B(U,V) = aS(u,v)− b(v, p) + b(u, q) + aT (c, d)
L(V) = l1S(v) + l
2
S(q) + lT (d)
Remark 1. [7] discusses about well posedness of unified Stokes-Darcy equation
for positive viscosity coefficient.
Remark 2. The existence of the weak solution of the variational form for cou-
pled Stokes-Darcy/transport equation has been discussed in [2]. Under the as-
sumptions [(i)-(iv)] the existence of unique weak solution of the variational form
(6) can be established easily following the approach presented in [2], as this model
contains only linear terms.
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2.2 Semi-discrete formulation
In this section we will introduce the standard Galerkin finite element space dis-
cretization for the above variational form (6).
Let the domain Ω be discretized into finite numbers of subdomains Ωk for
k=1,2,...,nel, where nel is the total number element subdomains. Let hk be
the diameter of each subdomain Ωk and h= max
k=1,2,...nel
hk
Let Ω˜ =
⋃nel
k=1 Ωk be the union of interior elements.
Let V hs and Q
h
s be finite dimensional subspaces of Vs and Qs respectively. They
are taken as follows,
V hs = {v ∈ Vs : v(Ωk) = P2(Ωk)}
Qhs = {q ∈ Qs : q(Ωk) = P1(Ωk)}
where P1(Ωk) and P2(Ωk) denote complete polynomial of order 1 and 2 respec-
tively over each Ωk for k=1,2,...,nel.
Let us consider similar notation VhF for corresponding finite dimensional sub-
space of VF where V
h
F = V
h
s × V hs ×Qhs × V hs
Now the Galerkin formulation of the variational form (6) will be as follows:
Find Uh= (uh, ph, ch): J → VhF such that ∀ Vh = (vh, qh, dh) ∈ VhF
(M∂tUh,Vh) +B(Uh,Vh) = L(Vh) (7)
where (M∂tUh,Vh)= (
∂ch
∂t , dh)
B(Uh,Vh) = aS(uh,vh)− b(vh, ph) + b(uh, qh) + aT (ch, dh)
L(Vh) = l
1
S(vh) + l
2
S(qh) + lT (dh)
2.3 Subgrid multiscale formulation
This stabilization method has been introduced to correct the lack of stability
that the Galerkin method suffers due to small diffusion coefficient. It involves
decomposition of the solution space VF into the spaces of resolved scales and
unresolved scales. The finite element space VhF is considered as the space of
resolved scales. Then the final form of subgrid formulation will be arrived while
the elements of unresolved scales will be expressed in the terms of elements of
resolved scales.
Following the procedure described in [4] the variational subgrid scale model for
this coupled equation will be written as follows,
Find Uh= (uh, ph, ch): J → VhF such that ∀ Vh = (vh, qh, dh) ∈ VhF
(M∂tUh,Vh) +BASGS(Uh,Vh) = LASGS(Vh) (8)
whereBASGS(Uh,Vh) = B(Uh,Vh)+
∑nel
k=1(τ
′
k(M∂tUh+LUh−d),−L∗Vh)Ωk−∑nel
k=1((I − τ−1k τ ′k)(M∂tUh + LUh),Vh)Ωk −
∑nel
k=1(τ
−1
k τ
′
kd,Vh)Ωk
LASGS(Vh) = L(Vh) +
∑nel
k=1(τ
′
kF,−L∗Vh)Ωk −
∑nel
k=1((I − τ−1k τ ′k)F,Vh)Ωk
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where the stabilization parameter τk is in matrix form as
τk = diag(τ1k, τ1k, τ2k, τ3k) =
τ1kI 0 00 τ2k 0
0 0 τ3k

and
τ ′k = (
1
dt
M + τ−1k )
−1 =
τ1kI 0 00 τ2k 0
0 0 τ3kdtdt+τ3k
 = diag(τ ′1k, τ ′1k, τ ′2k, τ ′3k) (say)
I is an identity matrix.
d=
∑n+1
i=1 (
1
dtMτ
′
k)
i(F−M∂tUh − LUh)
considering di for i=1,2,3,4 are components of the matrix d and it can be easily
observed that d1, d2, d3 are always 0 because of the matrix M.
We have the forms of the stabilization parameters τ1k, τ2k for unified Stokes-
Darcy problem in [7] and τ3k for ADR equation with variable coefficients in [5]
and for each k all the coefficients τik coincide with τi for i=1,2,3 that is, for each
k=1,2,...,nel
τ1k = τ1 = (c
u
1
µu
h2
+ cu2σ)
−1
τ2k = τ2 = c
p
1µu
τ3k = τ3 = (
9D
4h2
+
3U
2h
+ α)−1
(9)
where cu1 , c
u
2 , c
p
1 are the suitable parameters and h is the mesh size.
Remark 3. Since we are working with continuous velocities and pressure at the
inter-element boundaries, therefore we will not have any jump term in the above
stabilized formulation.
3 Error estimates
We start this section with the introduction of the notion of error terms, followed
by splitting of those error terms through introducing the projection operator
corresponding to each unknown variable. Later we have introduced fully-discrete
formulation and then conducted apriori and aposteriori error estimates.
3.1 Projection operators : Error splitting
Let e = (eu, ep, ec) denote the error where the components are eu = (eu1, eu2) =
(u1 − u1h, u2 − u2h), ep = (p − ph) and ec = (c − ch). Here all the remaining
notations carry their respective meanings.
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Let us introduce the projection operator for each of these error components.
(i)For any u ∈ H2(Ω) × H2(Ω) we assume that there exists an interpolation
Ihu : H
2(Ω)×H2(Ω) −→ V hs × V hs satisfying
(a) b(u− Ihuu, qh) = 0 ∀qh ∈ Qhs and
each component of the projection map that is Ihu1 : H
2(Ω) −→ V hs and Ihu2 :
H2(Ω) −→ V hs are L2 orthogonal projections, satisfying
(b) for any u1 ∈ H2(Ω) (u1 − Ihu1u1, v1h) = 0 ∀v1h ∈ V hs and
(c)for any u2 ∈ H2(Ω) (u2 − Ihu2u2, v2h) = 0 ∀v2h ∈ V hs
(ii) Let Ihp : H
1(Ω) −→ Qhs be the L2 orthogonal projection given by∫
Ω
(p− Ihp p)qh = 0 ∀qh ∈ Qhs and for any p ∈ H1(Ω)
(iii)Let Ihc : H
2(Ω) −→ V hs be the L2 orthogonal projection given by∫
Ω
(c− Ihc c)dh = 0 ∀dh ∈ V hs and for any c ∈ H2(Ω)
Now each component of the error can be split into two parts interpolation part,
EI and auxiliary part, EA as follows:
eu1 = (u1 − u1h) = (u1 − Ihu1u1) + (Ihu1u1 − u1h) = EIu1 + EAu1
Similarly, eu2 = E
I
u2 + E
A
u2, ep = E
I
p + E
A
p , and ec = E
I
c + E
A
c
Now we put some results using the properties of projection operators and these
results will be used in error estimations.
Result 1.
(
∂
∂t
EIc , dh) = 0 dh ∈ V hs (10)
Proof: We have (c− Ihc c, dh) = 0 = (EIc , dh) ∀dh ∈ V hs
Therefore
d
dt
(EIc , dh) = 0 ∀dh ∈ V hs
(
∂
∂t
EIc , dh) + (E
I
c ,
∂
∂t
dh) = 0 ∀dh ∈ V hs
(
∂
∂t
EIc , dh) = 0 ∀dh ∈ V hs
(11)
Since ∂∂tdh ∈ V hs , the second term in second equation (EIc , ∂∂tdh) = 0
Useful interpolation estimation results [19] are as follows: for any exact solution
with regularity upto (m+1)
‖v − Ihv v‖l = ‖EIv‖l ≤ C(p,Ω)hm+1−l‖v‖m+1 (12)
where l (≤ m + 1) is a positive integer and C is a constant depending on m
and the domain. For l=0 and 1 it implies standard L2(Ω) and H1(Ω) norms
respectively. For simplicity we will use ‖ · ‖ instead of ‖ · ‖0 to denote L2(Ω)
norm.
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3.2 Fully-discrete form
Before introducing time discretization, some notations have been introduced:
for dt= TN , where N is a positive integer, tn = ndt and for given 0 ≤ θ ≤ 1,
fn = f(·, tn) for 0 ≤ n ≤ N
fn,θ =
1
2
(1 + θ)f (n+1) +
1
2
(1− θ)fn for 0 ≤ n ≤ N − 1
(13)
Later we will see for θ = 0 the discretization follows Crank-Nicolson formula
and for θ = 1 it is backward Euler discretization rule.
For sufficiently smooth function f(t), using the Taylor series expansion about
t= tn,θ, we will have
fn+1 = f(tn,θ) +
(1− θ)dt
2
∂f
∂t
(tn,θ) +
(1− θ)2dt2
8
∂2f
∂t2
(tn,θ) +O(dt3)
fn = f(tn,θ)− (1 + θ)dt
2
∂f
∂t
(tn,θ) +
(1 + θ)2dt2
8
∂2f
∂t2
(tn,θ) +O(dt3)
(14)
We have considered here tn,θ − tn = (1+θ)∆t2
Multiplying the above first and second sub-equations in (14) by 1+θ2 and
1−θ
2
respectively and then adding them we will have the following
fn,θ = f(tn,θ) +
1
8
(1 + θ)(1− θ)dt2 ∂
2f
∂t2
(tn,θ) +O(dt3) (15)
Let un,θ, pn,θ, cn,θ be approximations of u(x, tn,θ), p(x, tn,θ), c(x, tn,θ) respec-
tively. Now by Taylor series expansion [40],we have
cn+1 − cn
dt
= ct(x, t
n,θ) + TE |t=tn,θ ∀x ∈ Ω (16)
where the truncation error TE |t=tn,θ ' TEn,θ depends upon time-derivatives
of the respective variables and dt.
‖TEn,θ‖ ≤
{
C ′dt‖cn,θtt ‖L∞(tn,tn+1,L2) if θ = 1
C ′′dt2‖cn,θttt ‖L∞(tn,tn+1,L2) if θ = 0
(17)
Now for backward Euler scheme (θ=1) applying assumption (iv) we will have
another property as follows:
‖TEn,θ‖ ≤ C ′dt‖cn+1tt ‖L∞(tn,tn+1,L2)
≤ C˜dt (18)
After introducing all the required definitions finally the fully-discrete formula-
tion of sub-grid form is as follows:
For given Unh = (u
n
h, p
n
h, c
n
h) ∈ VhF find Un+1h = (un+1h , pn+1h , cn+1h ) ∈ VhF such
that , ∀ Vh = (vh, qh, dh) ∈ VhF
(M
(Un+1h −Unh)
dt
,Vh) +BASGS(U
n,θ
h ,Vh) = LASGS(Vh) + (TE
n,θ, dh) (19)
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Again for the exact solution we will have the discrete formulation as follows:
For given Un = (un, pn, cn) ∈ VF find Un+1 = (un+1, pn+1, cn+1) ∈ VF such
that , ∀ Vh = (vh, qh, dh) ∈ VhF
(M
(Un+1 −Un)
dt
,Vh) +B(U
n,θ,Vh) = L(Vh) + (TE
n,θ, dh) (20)
3.3 Apriori error estimation
In this section we will find apriori error bound, which depends on the exact
solution. Here we first estimate auxiliary error bound and later using that we
will find apriori error estimate. Before deriving error estimations let us mention
few definitions of norm in which we are going to estimate the errors:
‖f‖2L2(H1) =
N−1∑
n=0
∫ tn+1
tn
(
∫
Ω
| fn,θ |2 +
∫
Ω
| ∂f
∂x
n,θ
|2 +
∫
Ω
| ∂f
∂y
n,θ
|2)dt
‖f‖2
V˜
= max
0≤n≤N
‖fn‖2 + ‖f‖2L2(H1)
‖f‖2L2(L2) =
N−1∑
n=0
∫ tn+1
tn
‖fn,θ‖2dt
(21)
Theorem 1. (Auxiliary error estimate) For velocity uh = (u1h, u2h), pressure
ph and concentration ch belonging to V
h
s ×V hs ×Qhs ×V hs satisfying (10), assume
dt is sufficiently small and positive, and sufficient regularity of exact solution in
equations (1)-(2). Then there exists a constant C, depending upon u,p,c , such
that
‖EAu1‖2L2(H1) + ‖EAu2‖2L2(H1) + ‖EAp ‖2L2(L2) + ‖EAc ‖2V˜ ≤ C(h2 + h+ dt2r) (22)
where
r =
{
1, if θ = 1
2, if θ = 0
(23)
Proof. In first part we will find bound for auxiliary error part of velocity u and
concentration c with respect to V˜-norm and in the second part we will estimate
auxiliary error for pressure term with respect to Q norm and finally combining
them we will arrive at the desired result.
First part Subtracting (19) from (20) and then simplifying the terms, we have
∀ Vh ∈ V hs × V hs ×Qhs × V hs
10
(M
(Un+1 −Un+1h )− (Un −Unh)
dt
, Vh) +B(U
n,θ −Un,θh ,Vh)
+
nel∑
k=1
τ ′k(M∂t(U
n −Unh) + L(Un,θ −Un,θh ),−L∗Vh)Ωk −
nel∑
k=1
τ ′k(d,−L∗Vh)Ωk
+
nel∑
k=1
((I−τ−1k τ ′k)(M∂t(Un−Unh)+L(Un,θ−Un,θh )),−Vh)Ωk+
nel∑
k=1
(τ−1k τ
′
kd,Vh)Ωk
= (TEn,θ, dh) (24)
where d= (
∑n+1
i=1 (
1
dtMτ
′
k)
i)(M∂t(U
n −Unh) + L(Un,θ −Un,θh ))
Let us divide the big expressions into small parts, then using error splitting in
each of them and simplifying further, we will have them as follows:
Let
I1 = (M
(Un+1 −Un+1h )− (Un −Unh)
dt
, Vh)
= (
(cn+1 − cn+1h )− (cn − cnh)
dt
, dh)
= (
(EI,n+1c + E
A,n+1
c )− (EI,nc + EA,nc )
dt
, dh)
= (
EA,n+1c − EA,nc
dt
, dh)
(25)
We arrive at the last line after using result 1, deduced in the previous section.
I2 = B(U
n,θ −Un,θh ,Vh)
=
∫
Ω
µ(cn)5 (un,θ − un,θh ) : 5vh +
∫
Ω
σ(un,θ1 − un,θ1h )v1h
+
∫
Ω
σ(un,θ1 − un,θ1h )v2h −
∫
Ω
(5 · vh)(pn,θ − pn,θh ) +
∫
Ω
(5 · un,θ − un,θh )qh
+
∫
Ω
5˜(cn,θ − cn,θh ) · 5dh +
∫
Ω
dhu
n · 5(cn,θ − cn,θh ) +
∫
Ω
α(cn,θ − cn,θh )dh
=
∫
Ω
µ(cn)5 EI,n,θu : 5vh +
∫
Ω
µ(cn)5 EA,n,θu : 5vh
+
∫
Ω
σEA,n,θu1 v1h +
∫
Ω
σEA,n,θu2 v2h −
∫
Ω
(5 · vh)(EI,n,θp + EA,n,θp )
+
∫
Ω
(5 · EA,n,θu )qh +
∫
Ω
5˜EI,n,θc · 5dh +
∫
Ω
5˜EA,n,θc · 5dh
+
∫
Ω
dhu
n · 5EI,n,θc +
∫
Ω
dhu
n · 5EA,n,θc +
∫
Ω
αEA,n,θc dh
(26)
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Applying various properties of the projection operators we have the final ex-
pression of I2 above.
I3 =
nel∑
k=1
(τ ′k(M∂t(U
n −Unh) + L(Un,θ −Un,θh )),−L∗Vh)Ωk
=
nel∑
k=1
{(τ ′1(−µ(c)∆(EI,n,θu1 + EA,n,θu1 ) + σ(EI,n,θu1 + EA,n,θu1 ) +
∂(EI,n,θp )
∂x
+
∂(EA,n,θp )
∂x
),
(µ(c)∆v1h − σv1h + ∂qh
∂x
))Ωk + (τ
′
1(−µ(c)∆(EI,n,θu2 + EA,n,θu2 ) + σ(EI,n,θu2 + EA,n,θu2 )+
∂(EI,n,θp + E
A,n,θ
p )
∂y
), (µ(c)∆v2h − σv2h + ∂qh
∂y
))Ωk + (τ
′
2 5 ·(EI,n,θu + EA,n,θu ),5 · vh)Ωk
+ (τ ′3(∂t(E
I,n
c + E
A,n
c )−5 · 5˜(EI,n,θc + EA,n,θc ) + un · 5(EI,n,θc + EA,n,θc )+
α(EI,n,θc + E
A,n,θ
c )− d4),5 · 5˜dh + un · 5dh − αdh)Ωk}
= I13 + I
2
3 + I
3
3 + I
4
3
(27)
where I13 , I
2
3 , I
3
3 , I
4
3 are four terms of I3 which we will discuss in the later part
of the proof.
I4 =
nel∑
k=1
τ ′k(−d,−L∗Vh)Ωk =
nel∑
k=1
{τ ′3(d4,5 · 5˜dh + un · 5dh − αdh)Ωk} (28)
and since (1 − τ−11 τ ′1) = 0 = (1 − τ−12 τ ′2) the next term will take the following
form
I5 =
nel∑
k=1
((I − τ−1k τ ′k)(M∂t(Un −Unh) + L(Un,θ −Un,θh )),−Vh)Ωk
=
nel∑
k=1
((1− τ−13 τ ′3)(∂tEI,nc + ∂tEA,nc −5 · 5˜(EI,n,θc + EA,n,θc ) + u · 5(EI,n,θc + EA,n,θc )+
α(EI,n,θc + E
A,n,θ
c )),−dh)Ωk
(29)
and the last term,
I6 =
nel∑
k=1
(τ−1k τ
′
kd,Vh)Ωk =
nel∑
k=1
(τ−13 τ
′
3d4, dh)Ωk (30)
Now taking all these terms together, (23) becomes
I1 + I2 + I3 + I4 + I5 + I6 = (TE
n,θ, dh), ∀ Vh ∈ V hs × V hs ×Qhs × V hs (31)
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This implies
I1+
∫
Ω
µ(cn)5EA,n,θu : 5vh+
∫
Ω
5˜EA,n,θc ·5dh+
∫
Ω
σEA,n,θu1 v1h+
∫
Ω
σEA,n,θu2 v2h
+
∫
Ω
αEA,n,θc dh =
∫
Ω
(5 · vh)(EI,n,θp + EA,n,θp )
−
∫
Ω
(5 · EA,n,θu )qh −
∫
Ω
5˜EI,n,θc · 5dh −
∫
Ω
dhu
n · 5(EI,n,θc + EA,n,θc )
−
∫
Ω
µ(cn)5 EI,n,θu : 5vh − I3 − I4 − I5 − I6 + (TEn,θ, dh)
∀ Vh ∈ V hs × V hs ×Qhs × V hs (32)
Now we will treat each term separately to find out the estimate. Before further
proceeding let us mention an important consideration: since the above equation
holds for all Vh ∈ V hs × V hs × Qhs × V hs , therefore in each term we replace
v1h, v2h, qh, dh by E
A,n,θ
u1 , E
A,n,θ
u2 , E
A,n,θ
p , E
A,n,θ
c respectively as these auxiliary
part of the errors belonging to their respective finite element spaces. From
now onwards we will start derivation of each expression after considering the
replacements directly.
Let us start with I1 as follows:
(
EA,n+1c − EA,nc
dt
, EA,n,θc ) = (
EA,n+1c − EA,nc
dt
,
1 + θ
2
EA,n+1c +
1− θ
2
EA,nc )
=
1 + θ
2dt
‖EA,n+1c ‖2 −
1− θ
2dt
‖EA,nc ‖2 −
θ
dt
(EA,nc , E
A,n+1
c )
=
1
2dt
(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
θ
2dt
(‖EA,n+1c ‖2 − ‖EA,nc ‖2)2
≥ 1
2dt
(‖EA,n+1c ‖2 − ‖EA,nc ‖2)
(33)
Let us estimate the remaining terms of LHS as follows:∫
Ω
µ(cn)5 EA,n,θu : 5EA,n,θu =
∫
Ω
µ(cn){
2∑
i=1
(
∂EA,n,θui
∂x
)2 +
2∑
i=1
(
∂EA,n,θui
∂y
)2}
≥ µl{‖∂E
A,n,θ
u1
∂x
‖2 + ‖∂E
A,n,θ
u1
∂y
‖2 + ‖∂E
A,n,θ
u2
∂x
‖2 + ‖∂E
A,n,θ
u2
∂y
‖2}
(34)
and ∫
Ω
5˜EA,n,θc · 5EA,n,θc =
∫
Ω
D1(
∂EA,n,θc
∂x
)2 +
∫
Ω
D2(
∂EA,n,θc
∂y
)2
≥ Dl{‖∂E
A,n,θ
c
∂x
‖2 + ‖∂E
A,n,θ
c
∂y
‖2}
(35)
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where Dl= min {inf
Ω
D1, inf
Ω
D2}.
Another few terms of I2 can be easily simplified as,∫
Ω
σEA,n,θui E
A,n,θ
ui = σ‖EA,n,θui ‖2 for i = 1, 2∫
Ω
αEA,n,θc E
A,n,θ
c = α‖EA,n,θc ‖2∫
Ω
(5 · EA,n,θu )(EI,n,θp + EA,n,θp )−
∫
Ω
(5 · EA,n,θu )EA,n,θp =
∫
Ω
(5 · EA,n,θu )EI,n,θp
(36)
Combining all these inequalities (32) becomes,
1
2dt
(‖EA,n+1c ‖2 − ‖EA,nc ‖2) + µl{‖
∂EA,n,θu1
∂x
‖2 + ‖∂E
A,n,θ
u1
∂y
‖2 + ‖∂E
A,n,θ
u2
∂x
‖2
+ ‖∂E
A,n,θ
u2
∂y
‖2}+Dl{‖∂E
A,n,θ
c
∂x
‖2 + ‖∂E
A,n,θ
c
∂y
‖2}+ σ‖EA,n,θu1 ‖2+
σ‖EA,n,θu2 ‖2 + α‖EA,n,θc ‖2
≤
∫
Ω
(5 · EA,n,θu )EI,n,θp −
∫
Ω
5˜EI,n,θc · 5EA,n,θc −
∫
Ω
EA,n,θc u · 5EA,n,θc
−
∫
Ω
EA,n,θc u · 5EI,n,θc −
∫
Ω
µ(cn)5 EI,n,θu : 5EA,n,θu − I3 − I4 − I5 − I6
+ (TEn,θ, EA,n,θc ) (37)
Now we will find upper bounds of the terms in the RHS of the above equa-
tion.We will use Cauchy − Schwarz and Y oung′s inequality to reach at the
desired bounds.Let us start with the first term as follows:
∫
Ω
(5 · EA,n,θu )EI,n,θp =
∫
Ω
(
∂EA,n,θu1
∂x
+
∂EA,n,θu2
∂x
)EI,n,θp
(applying Cauchy − Schwarz inequality)
≤ (‖∂E
A,n,θ
u1
∂x
‖+ ‖∂E
A,n,θ
u2
∂y
‖)‖EI,n,θp ‖
(applying Y oung′s inequality for each of the two terms)
≤ 1
21
(‖∂E
A,n,θ
u1
∂x
‖2 + ‖∂E
A,n,θ
u2
∂y
‖2) + 1‖EI,n,θp ‖2
≤ 1
21
(‖∂E
A,n,θ
u1
∂x
‖2 + ‖∂E
A,n,θ
u2
∂y
‖2) + 1(1 + θ
2
‖EI,n+1p ‖+
1− θ
2
‖EI,np ‖)2
≤ 1
21
(‖∂E
A,n,θ
u1
∂x
‖2 + ‖∂E
A,n,θ
u2
∂y
‖2) + 1C2h2(1 + θ
2
‖pn+1‖1 + 1− θ
2
‖pn‖1)2
(38)
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Similarly for each term we will use Cauchy− Schwarz inequality and Y oung′s
inequality wherever it will be needed, but without mentioning about them now
onwards.
Proceeding in the same way the second term becomes
−
∫
Ω
5˜EI,n,θc · 5EA,n,θc = −
∫
Ω
(D1
∂EI,n,θc
∂x
∂EA,n,θc
∂x
+D2
∂EI,n,θc
∂y
∂EA,n,θc
∂y
)
≤ Dm
22
(‖∂E
A,n,θ
c
∂x
‖2 + ‖∂E
A,n,θ
c
∂y
‖2) + Dm2
2
| EI,n,θc |21
≤ Dm
22
(‖∂E
A,n,θ
c
∂x
‖2 + ‖∂E
A,n,θ
c
∂y
‖2)+
Dm2
2
C2h2(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2)2
(39)
where Dm= max {sup
Ω
D1, sup
Ω
D2}
Next term,
−
∫
Ω
EA,n,θc u
n · 5EA,n,θc = −
∫
Ω
(un1E
A,n,θ
c
∂EA,n,θc
∂x
+ un2E
A,n,θ
c
∂EA,n,θc
∂y
)
≤ 1
23
(Cn1 ‖
∂EA,n,θc
∂x
‖2 + Cn2 ‖
∂EA,n,θc
∂y
‖2) + 3
2
(Cn1 + C
n
2 )
‖EA,n,θc ‖2
(40)
where Cn1 = sup
Ω
| un1 | and Cn2 = sup
Ω
| un2 | (applying assumption (v))
Similarly the next term
−
∫
Ω
EA,n,θc u
n · 5EI,n,θc ≤
1
23
(Cn1 ‖
∂EI,n,θc
∂x
‖2 + Cn2 ‖
∂EI,n,θc
∂y
‖2) + 3
2
(Cn1 + C
n
2 )
‖EA,n,θc ‖2
≤ C
n
1 + C
n
2
23
‖EI,n,θc ‖21 +
3
2
(Cn1 + C
n
2 )‖EA,n,θc ‖2
≤ C
n
1 + C
n
2
23
C2h2(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2)2+
3
2
(Cn1 + C
n
2 )‖EA,n,θc ‖2
(41)
The next term,
−
∫
Ω
µ(cn)5 EI,n,θu : 5EA,n,θu ≤ µu(‖
∂EI,n,θu1
∂x
‖‖∂E
A,n,θ
u1
∂x
‖+ ‖∂E
I,n,θ
u1
∂y
‖‖∂E
A,n,θ
u1
∂y
‖
+ ‖∂E
I,n,θ
u2
∂x
‖‖∂E
A,n,θ
u2
∂x
‖+ ‖∂E
I,n,θ
u2
∂y
‖‖∂E
A,n,θ
u2
∂y
‖)
(42)
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≤ 4µu
2
2∑
i=1
(‖∂E
I,n,θ
ui
∂x
‖2 + ‖∂E
I,n,θ
ui
∂y
‖2)+
µu
24
2∑
i=1
(‖∂E
A,n,θ
ui
∂x
‖2 + ‖∂E
A,n,θ
ui
∂y
‖2)
≤ 4µu
2∑
i=1
C2h2(
1 + θ
2
‖un+1i ‖2 +
1− θ
2
‖uni ‖2)2+
µu
24
2∑
i=1
(‖∂E
A,n,θ
ui
∂x
‖2 + ‖∂E
A,n,θ
ui
∂y
‖2)
(43)
Now we will find bounds for each remaining term of I3. Before going to further
calculations let us mention an important observation:
Observation 1. According to the choice of the finite element spaces V hs and Q
h
s ,
we can clearly say that over each element sub-domain every function belonging to
that spaces and their first and second order derivatives all are bounded functions.
We can always find positive finite real numbers to bound each of the functions
over element sub-domain. We will use this fact for several times further.
Let us take the first term of (−I3) along with earlier mentioned replacements.
I3 has four terms and we will find bounds for each of them separately. We have
already denoted them by the notations I13 , I
2
3 , I
3
3 , I
4
3 . Here we start with I
1
3 ,
−I13 = −
nel∑
k=1
(τ ′1(−µ(cn)∆(EI,n,θu1 +EA,n,θu1 )+σ(EI,n,θu1 +EA,n,θu1 )+
∂(EI,n,θp )
∂x
+
∂(EA,n,θp )
∂x
), µ(cn)∆EA,n,θu1 − σEA,n,θu1 +
∂EA,n,θp
∂x
)Ωk
= τ ′1(µ(c
n)∆EI,n,θu1 −σEI,n,θu1 −
∂(EI,n,θp )
∂x
, µ(cn)∆EA,n,θu1 −σEA,n,θu1 +
∂EA,n,θp
∂x
)Ω˜
+τ ′1(µ(c
n)∆EA,n,θu1 −σEA,n,θu1 −
∂(EA,n,θp )
∂x
, µ(cn)∆EA,n,θu1 −σEA,n,θu1 +
∂EA,n,θp
∂x
)Ω˜
(44)
We calculate the bounds for the above two terms separately. Applying Cauchy−
Schwarz inequality on each term the first part is as follows:
τ ′1(µ(c
n)∆EI,n,θu1 −σEI,n,θu1 −
∂(EI,n,θp )
∂x
, µ(cn)∆EA,n,θu1 −σEA,n,θu1 +
∂EA,n,θp
∂x
)Ω˜
(45)
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≤
nel∑
k=1
| τ1 | (µ2u‖∆EI,n,θu1 ‖k‖∆EA,n,θu1 ‖k + σµu‖EI,n,θu1 ‖k‖∆EA,n,θu1 ‖k + µu
‖∂E
I,n,θ
p
∂x
‖k‖∆EA,n,θu1 ‖k + σµu‖EA,n,θu1 ‖k‖∆EI,n,θu1 ‖k + σ2‖EA,n,θu1 ‖k
‖EI,n,θu1 ‖k + σ‖EA,n,θu1 ‖k‖
∂EI,n,θp
∂x
‖k + µu‖∆EI,n,θu1 ‖k‖
∂EA,n,θp
∂x
‖k+
σ‖EI,n,θu1 ‖k‖
∂EA,n,θp
∂x
‖k + ‖
∂EA,n,θp
∂x
‖k‖
∂EI,n,θp
∂x
‖k)
(46)
Let B1k, B2k, B3k be the bounds on E
A,n,θ
u1 ,∆E
A,n,θ
u1 ,
∂EA,n,θp
∂x respectively on
each element sub domain under the above observation 1.
≤| τ1 |
nel∑
k=1
(µ2uB2k‖∆EI,n,θu1 ‖k + σµuB2k‖EI,n,θu1 ‖k + µuB2k | EI,n,θp |1,k +
σµuB1k‖∆EI,n,θu1 ‖k + σ2B1k‖EI,n,θu1 ‖k + σB1k | EI,n,θp |1,k +
µuB3k‖∆EI,n,θu1 ‖k + σB3k‖EI,n,θu1 ‖k +B3k | EI,n,θp |1,k)
≤| τ1 | {(
nel∑
k=1
(µ2uB2k + σµuB1k + µuB3k))C(
1 + θ
2
‖un+11 ‖2 +
1− θ
2
‖un1‖2)+
(
nel∑
k=1
σ(µuB2k + σB1k +B3k))Ch
2(
1 + θ
2
‖un+11 ‖2 +
1− θ
2
‖un1‖2)+
(
nel∑
k=1
(µuB2k + σB1k +B3k))Ch(
1 + θ
2
‖pn+1‖1 + 1− θ
2
‖pn‖1)} (47)
This completes the first part. Now we see that the second part has alike ex-
pression with auxiliary error terms in the place of interpolation error terms.
Hence proceeding in the same way as above and applying bounds for elements
belonging to V hs and Q
h
s spaces we will bound the second part as follows:
τ ′1(µ(c)∆E
A,n,θ
u1 − σEA,n,θu1 −
∂(EA,n,θp )
∂x
, µ(c)∆EA,n,θu1 − σEA,n,θu1 +
∂EA,n,θp
∂x
)Ω˜
≤| τ1 |
nel∑
k=1
(µ2uB
2
2k + 2σµuB1kB2k + µuB2kB3k + σ
2B21k + σB1kB3k+
µuB3kB2k + σB1kB3k +B
2
3k)
≤| τ1 |
nel∑
k=1
M1k (48)
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whereM1k = (µ
2
uB
2
2k+2σµuB1kB2k+µuB2kB3k+σ
2B21k+σB1kB3k+µuB3kB2k+
σB1kB3k +B
2
3k)
Combining all these results and putting into (42) we will have
−I13 ≤| τ1 | {(
nel∑
k=1
(µ2uB2k + σµuB1k + µuB3k))C(
1 + θ
2
‖un+11 ‖2+
1− θ
2
‖un1‖2) + (
nel∑
k=1
σ(µuB2k + σB1k +B3k))Ch
2(
1 + θ
2
‖un+11 ‖2+
1− θ
2
‖un1‖2) + (
nel∑
k=1
(µuB2k + σB1k +B3k))Ch(
1 + θ
2
‖pn+1‖1+
1− θ
2
‖pn‖1)}+ | τ1 |
nel∑
k=1
M1k
(49)
This completes the derivation of bound on the first term of (−I3). Now we
see that the second term of I3 in (27) is exactly similar to its first term, only
the subscripts are different that is u2 replaces u1 in subscript. Therefore con-
sidering the constants B′1k, B
′
2k, B
′
3k as the bounds for E
A,n,θ
u2 ,∆E
A,n,θ
u2 ,
∂EA,n,θp
∂y
respectively on each element sub domain, we can bound the term as follows:
−I23 ≤| τ1 || {(
nel∑
k=1
(µ2uB
′
2k + σµuB
′
1k + µuB
′
3k))C(
1 + θ
2
‖un+12 ‖2+
1− θ
2
‖un2‖2) + (
nel∑
k=1
σ(µuB
′
2k + σB
′
1k +B
′
3k))Ch
2(
1 + θ
2
‖un+12 ‖2+
1− θ
2
‖un2‖2) + (
nel∑
k=1
(µuB
′
2k + σ
2B′1k +B
′
3k))Ch(
1 + θ
2
‖pn+1‖1+
1− θ
2
‖pn‖1)}+ | τ1 |
nel∑
k=1
M2k
(50)
whereM2k = (µ
2
uB
′2
2k+2σµuB
′
1kB
′
2k+µuB
′
2kB
′
3k+σ
2B
′2
1k+σB
′
1kB
′
3k+µuB
′
3kB
′
2k+
σB′1kB
′
3k +B
′2
3k)
Now we are going to derive bounds for the third term of I3 as follows:
−I33 = −τ ′2
nel∑
k=1
(5 · EI,n,θu ,5 · EA,n,θu )Ωk − τ ′2
nel∑
k=1
(5 · EA,n,θu ,5 · EA,n,θu )Ωk
≤| τ2 |
nel∑
k=1
(‖∂E
I,n,θ
u1
∂x
‖k‖∂E
A,n,θ
u1
∂x
‖k + ‖∂E
I,n,θ
u2
∂y
‖k‖∂E
A,n,θ
u2
∂y
‖k + ‖∂E
A,n,θ
u1
∂x
‖2k+
‖∂E
I,n,θ
u1
∂x
‖k‖∂E
A,n,θ
u2
∂y
‖k + ‖∂E
A,n,θ
u1
∂x
‖k‖∂E
I,n,θ
u2
∂y
‖k + 2‖∂E
A,n,θ
u1
∂x
‖k‖∂E
A,n,θ
u2
∂y
‖k+
(51)
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‖∂E
A,n,θ
u2
∂y
‖2k)
≤| τ2 |
nel∑
k=1
((B4k +B
′
5k)(‖
∂EI,n,θu1
∂x
‖k + ‖∂E
I,n,θ
u2
∂y
‖k)+ | τ2 | C1{(1 + 5)‖∂E
A,n,θ
u1
∂x
‖2
+ (1 + 5)‖∂E
A,n,θ
u2
∂y
‖2}
≤| τ2 | (
nel∑
k=1
(B4k +B
′
5k))(‖EI,n,θu1 ‖1 + ‖EI,n,θu2 ‖1) + Cτ2C1{(1 + 5)‖
∂EA,n,θu1
∂x
‖2+
(1 + 5)‖∂E
A,n,θ
u2
∂y
‖2}
≤| τ2 | (
nel∑
k=1
(B4k +B
′
5k))Ch{(
1 + θ
2
‖un+11 ‖2 +
1− θ
2
‖un1‖2) + (
1 + θ
2
‖un+12 ‖2+
1− θ
2
‖un2‖2)}+ Cτ2C1{(1 + 5)‖
∂EA,n,θu1
∂x
‖2 + (1 + 5)‖∂E
A,n,θ
u2
∂y
‖2}
(52)
where the constantsB4k, B5k, B
′
4k andB
′
5k are bounds on
∂EA,n,θu1
∂x ,
∂EA,n,θu1
∂y ,
∂EA,n,θu2
∂x
and
∂EA,n,θu2
∂y respectively on each element sub domain and Cτ2 is the maximum
numerical value for τ2 over Ω. Now we will focus on the fourth term of I3. We
will divide I43 into three parts P1, P2 and P3 and then calculate bounds for each
of them separately.
−I43 =
nel∑
k=1
τ ′3(∂t(E
I,n
c + E
A,n
c ),−5 ·5˜EA,n,θc − u · 5EA,n,θc + αEA,n,θc )Ωk +
nel∑
k=1
τ ′3
(5 · 5˜EI,n,θc − u · 5EI,n,θc − αEI,n,θc ,5 · 5˜EA,n,θc + u · 5EA,n,θc − αEA,n,θc )Ωk
+
nel∑
k=1
τ ′3(5 · 5˜EA,n,θc − u · 5EA,n,θc − αEA,n,θc ,5 · 5˜EA,n,θc + u · 5EA,n,θc −
αEA,n,θc )Ωk
= P1 + P2 + P3
(53)
Let us start with P1
P1 =
nel∑
k=1
τ ′3α(∂tE
I,n
c + ∂tE
A,n
c , E
A,n,θ
c )Ωk −
nel∑
k=1
τ ′3(∂tE
I,n
c + ∂tE
A,n
c ,
5 ·5˜EA,n,θc + u · 5EA,n,θc )Ωk
= ατ ′3
nel∑
k=1
∫
Ωk
EA,n+1c − EA,nc
dt
EA,n,θc − τ ′3
nel∑
k=1
∫
Ωk
EI,n+1c − EI,nc
dt
(D1
∂2EA,n,θc
∂x2
+
(54)
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D2
∂2EA,n,θc
∂y2
+ (u1 +
∂D1
∂x
)
∂EA,n,θc
∂x
+ (u2 +
∂D2
∂y
)
∂EA,n,θc
∂y
)−
τ ′3
nel∑
k=1
∫
Ωk
EA,n+1u1 − EA,nu1
dt
(D1
∂2EA,n,θc
∂x2
+D2
∂2EA,n,θc
∂y2
+ (u1 +
∂D1
∂x
)
∂EA,n,θc
∂x
+
(u2 +
∂D2
∂y
)
∂EA,n,θc
∂y
)
≤ α | τ
′
3 |
dt
(
nel∑
k=1
B6k)(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
| τ ′3 |
dt
{
nel∑
k=1
(D1mB7k +D2mB
′
7k +Du1
B8k +Du2B
′
8k)}(‖EI,n+1c ‖+ ‖EI,nc ‖) +
| τ ′3 |
dt
{
nel∑
k=1
(D1mB7k +D2mB
′
7k +Du1B8k+
Du2B
′
8k)}(‖EA,n+1c ‖2 − ‖EA,nc ‖2)
≤ Cτ3T
T0(T0 − Cτ3)
{
nel∑
k=1
(αB6k +DB1k)}(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
Cτ3Ch
2
(T0 − Cτ3)
{
nel∑
k=1
DB1k}
(‖cn+1‖2 + ‖cn‖2)
(55)
where the constantsB6k, B7k, B
′
7k, B8k andB
′
8k are upper bounds on E
A,n,θ
c ,
∂2EA,n,θc
∂x2 ,
∂2EA,n,θc
∂y2 ,
∂EA,n,θc
∂x and
∂EA,n,θc
∂y respectively on each element sub domain andD1m, D2m, Du1, Du2
are maximum of the functions D1, D2, (
∂D1
∂x + u1), (
∂D2
∂y + u2) respectively over
Ω. Cτ3 and T0 are maximum bound of τ3 and minimum bound of time step dt
respectively. At the last line new notation DB1k represents the big sum.
P2 =
nel∑
k=1
τ ′3(D1
∂2EI,n,θc
∂x2
+D2
∂2EI,n,θc
∂y2
+ (
∂D1
∂x
− u1)∂E
I,n,θ
c
∂x
+ (
∂D2
∂y
− u2)
∂EI,n,θc
∂y
− αEI,n,θc , D1
∂2EA,n,θc
∂x2
+D2
∂2EA,n,θc
∂y2
+ (
∂D1
∂x
+ u1)
∂EA,n,θc
∂x
+
(
∂D2
∂y
+ u2)
∂EA,n,θc
∂y
− αEA,n,θc )Ωk
(56)
Further simplifying and applying the bounds on auxiliary error terms over each
sub-domain, P2 becomes
≤
nel∑
k=1
| τ ′3 | (D21mB7k‖
∂2EI,n,θc
∂x2
‖k +D1mD2mB′7k‖
∂2EI,n,θc
∂y2
‖k +D1mD¯u1B7k‖∂E
I,n,θ
c
∂x
‖k
D1mD¯u2B7k‖∂E
I,n,θ
c
∂x
‖k + αD1mB7k‖EI,n,θc ‖k +D1mD2mB′7k‖
∂2EI,n,θc
∂x2
‖k +D22mB′7k
(57)
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‖∂
2EI,n,θc
∂y2
‖k +D2mD¯u1B′7k‖
∂2EI,n,θc
∂y2
‖k +D2mD¯u2B′7k‖
∂EI,n,θc
∂y
‖k + αD2mB′7k‖EI,n,θc ‖k+
D1mDu1B8k‖∂
2EI,n,θc
∂x2
‖k +D2mDu1B8k‖∂
2EI,n,θc
∂y2
‖k + D¯u1D¯u2B8k‖∂E
I,n,θ
c
∂x
‖k +Du1D¯u2
B8k‖∂E
I,n,θ
c
∂y
‖k + αDu1B8k‖EI,n,θc ‖k +D1mDu2B′8k‖
∂2EI,n,θc
∂x2
‖k +D2mDu2B′8k‖
∂2EI,n,θc
∂y2
‖k
+ D¯u1Du2B
′
8k‖
∂EI,n,θc
∂x
‖k +Du2D¯u2B′8k‖
∂EI,n,θc
∂y
‖k + αD1mB6k‖∂
2EI,n,θc
∂x2
‖k + αD2mB6k
‖∂
2EI,n,θc
∂y2
‖k + αD¯u1B6k‖∂E
I,n,θ
c
∂x
‖k + αD¯u2B6k‖∂E
I,n,θ
c
∂y
‖k + α2B6k‖EI,n,θc ‖k + αDu2B′8k
‖EI,n,θc ‖k)
≤| τ ′3 | {
nel∑
k=1
(D21mB7k + 2D1mD2mB
′
7k +D
2
2lB
′
7k +D2mD¯u1B
′
7k +D1mDu1B8k+
D2mDu1B8k +D1mDu2B
′
8k +D2mDu2B
′
8k + αD1mB6k + αD2mB6k)}C(
1 + θ
2
‖cn+1‖2+
1− θ
2
‖cn‖2)+ | τ ′3 | {
nel∑
k=1
(D1mD¯u1B7k +D1mD¯u2B7k +D2mD¯u2B
′
7k + D¯u1D¯u2B8k+
Du1D¯u2B8k +Du2D¯u1B
′
8k +Du2D¯u2B
′
8k + αD¯u1B6k + αD¯u2B6k)}Ch(
1 + θ
2
‖cn+1‖1+
1− θ
2
‖cn‖1)+ | τ ′3 | {
nel∑
k=1
(αD1mB7k + αD2mB
′
7k + αDu1B8k + αDu2B
′
8k + α
2B6k)}Ch2
(
1 + θ
2
‖cn+1‖+ 1− θ
2
‖cn‖)
≤ | τ3 | T
(T0 − Cτ3)
C{(
nel∑
k=1
DB2k)(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2) + h(
nel∑
k=1
DB3k)(
1 + θ
2
‖cn+1‖1
+
1− θ
2
‖cn‖1) + h2(
nel∑
k=1
DB4k)(
1 + θ
2
‖cn+1‖+ 1− θ
2
‖cn‖)}
(58)
where DB2k , DB3k and DB4k are denoting respectively the summations in which
the notations D¯u1, D¯u2 are the maximum of the functions (
∂D1
∂x −u1), (∂D2∂y −u2)
respectively over Ω. The next term is similar to the previous one. Therefore
the simplification will be same as above. Hence skipping the calculations we
directly put the result as follows:
P3 =
nel∑
k=1
τ ′3(5 · 5˜EA,n,θc − u · 5EA,n,θc − αEA,n,θc ,5 · 5˜EA,n,θc + u · 5EA,n,θc
− αEA,n,θc )Ωk
(59)
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≤| τ ′3 | {
nel∑
k=1
(D21mB
2
7k + 2D1mD2mB7kB
′
7k +D1mD¯u1B8kB7k +D1mD¯u2B
′
8kB7k+
αD1mB7kB6k +D
2
2mB
′2
7k +D2mD¯u1B8kB
′
7k +D2mD¯u2B
′
8kB
′
7k + αD2mB6kB
′
7k+
D1mDu1B8kB7k +D2mDu1B8kB
′
7k +Du1D¯u1B
2
7k +Du1D¯u2B8kB
′
8k + αDu1B6k
B8k +D1mDu2B
′
8kB7k +D2mDu2B
′
8kB
′
7k +Du2D¯u1B8kB
′
8k +Du2D¯u2B
′2
8k + α
(Du2B
′
8kB6k +D1mB6kB7k +D2mB6kB
′
7k + D¯u1B8kB6k + D¯u2B
′
8kB6k + αB
2
6k))}
≤ | τ3 | T
(T0 − Cτ3)
nel∑
k=1
DB5k
(60)
where DB5k is a notation denoting the big sum of the constants.
Now combining all the bounds obtained for P1, P2, P3 and putting them into
the expression of I43 we will have
−I43 ≤
Cτ3T
dt(T0 − Cτ3)
{
nel∑
k=1
(αB6k +DB1k)}(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
Cτ3Ch
2
(T0 − Cτ3)
{
nel∑
k=1
DB1k}
(‖cn+1‖2 + ‖cn‖2) + | τ3 | TC
(T0 − Cτ3)
{(
nel∑
k=1
DB2k)(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2) + h
(
nel∑
k=1
DB3k)(
1 + θ
2
‖cn+1‖1 + 1− θ
2
| cn |1) + h2(
nel∑
k=1
DB4k)(
1 + θ
2
‖cn+1‖+ 1− θ
2
‖cn‖)}
+
| τ3 | T
(T0 − Cτ3)
nel∑
k=1
DB5k
(61)
Finally here the process of finding bound for each term of I3 is completed. Now
we will focus on finding bounds for the terms of I4. Before going to derivation
let us see the term d4 explicitly.
d4 =
n+1∑
i=1
(
1
dt
τ ′3)
i(∂t(c
n − cnh)−5 · 5˜(cn,θ − cn,θh ) + un · 5(cn,θ − cn,θh ) + α(cn,θ − cn,θh ))
≤
∞∑
i=1
(
1
dt
τ ′3)
i(∂t(E
I,n
c + E
A,n
c )−5 · 5˜(EI,n,θc + EA,n,θc ) + un · 5(EI,n,θc + EA,n,θc )
+ α(EI,n,θc + E
A,n,θ
c ))
=
τ ′3
(dt− τ ′3)
(∂tE
I,n
c + ∂tE
A,n
c )−
τ ′3
(dt− τ ′3)
(5 · 5˜EI,n,θc − un · 5EI,n,θc − αEI,n,θc )
− τ
′
3
(dt− τ ′3)
(5 · 5˜EA,n,θc − un · 5EA,n,θc − αEA,n,θc )
(62)
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Since τ3dt+τ3 < 1, which implies
τ ′3
dt < 1 and therefore the series
∑∞
i=1(
1
dtτ
′
3)
i
converges to
τ ′3
(dt−τ ′3)
−I4 =
nel∑
k=1
τ ′3(d4,5 · 5˜EA,n,θc + u · 5EA,n,θc − αEA,n,θc )Ωk
≤ τ
′2
3
(dt− τ ′3)
nel∑
k=1
(∂tE
I,n
c + ∂tE
A,n
c ,5 · 5˜EA,n,θc + u · 5EA,n,θc − αEA,n,θc )Ωk
− τ
′2
3
(dt− τ ′3)
nel∑
k=1
(5 · 5˜EI,n,θc − u · 5EI,n,θc − αEI,n,θc ,5 · 5˜EA,n,θc +
u · 5EA,n,θc − αEA,n,θc )Ωk −
τ ′23
(dt− τ ′3)
nel∑
k=1
(5 · 5˜EA,n,θc − u · 5EA,n,θc −
αEA,n,θc ,5 · 5˜EA,n,θc + u · 5EA,n,θc − αEA,n,θc )Ωk
≤ τ
2
3
dt(dt+ τ3)
{
nel∑
k=1
(αB6k +DB1k)}(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
τ23Ch
2
dt(dt+ τ3)
{
nel∑
k=1
DB1k}(| cn+1 |2 + | cn |2) +
τ3
dt
C{(
nel∑
k=1
DB2k)(
1 + θ
2
| cn+1 |2 +1− θ
2
| cn |2) + h(
nel∑
k=1
DB2k)(
1 + θ
2
| cn+1 |1 +1− θ
2
| cn |1) + h2(
nel∑
k=1
DB4k)(
1 + θ
2
‖cn+1‖+ 1− θ
2
‖cn‖)}+ τ3
dt
nel∑
k=1
DB5k
≤ C
2
τ3
dt(T0 − Cτ3)
{
nel∑
k=1
(αB6k +DB1k)}(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
C2τ3Ch
2
T0(T0 − Cτ3)
{
nel∑
k=1
DB1k}(‖cn+1‖2 + ‖cn‖2) +
| τ3 |
T0
C{(
nel∑
k=1
DB2k)(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2) + h(
nel∑
k=1
DB3k)(
1 + θ
2
‖cn+1‖1 + 1− θ
2
‖cn‖1) + h2(
nel∑
k=1
DB4k)(
1 + θ
2
‖cn+1‖+ 1− θ
2
‖cn‖)}+ | τ3 |
T0
nel∑
k=1
DB5k
(63)
This completes finding the bounds for I4.
Now we will find bounds for I5 and I6 in similar manner as many terms of I5, I6
coincide with the terms of I3 and I4.
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−I5 = (1− τ−13 τ ′3)
nel∑
k=1
(∂tE
A,n
c , E
A,n,θ
c )Ωk + (1− τ−13 τ ′3)
nel∑
k=1
(un · 5EI,n,θc −5 · 5˜EI,n,θc ,
EA,n,θc )Ωk + (1− τ−13 τ ′3)
nel∑
k=1
(un · 5EA,n,θc −5 · 5˜EA,n,θc + αEA,n,θc , EA,n,θc )Ωk
= Q1 +Q2 +Q3
(64)
where
Q1 = (1− τ−13 τ ′3)
nel∑
k=1
(∂tE
A,n
c , E
A,n,θ
c )Ωk
=
τ3
dt+ τ3
nel∑
k=1
(∂tE
A,n
c , E
A,n,θ
c )Ωk
≤ Cτ3
dt(T0 − Cτ3)
(
nel∑
k=1
B6k)(‖EA,n+1c ‖2 − ‖EA,nc ‖2)
(65)
Q2 = (1− τ−13 τ ′3)
nel∑
k=1
(un · 5EI,n,θc −5 · 5˜EI,n,θc , EA,n,θc )Ωk
≤ Cτ3
(T0 − Cτ3)
{
nel∑
k=1
(D¯u1 + D¯u2)B6k}‖EI,n,θc ‖1
≤ | τ3 | Ch
(T0 − Cτ3)
{
nel∑
k=1
(D¯u1 + D¯u2)B6k}(1 + θ
2
‖cn+1‖1 + 1− θ
2
‖cn‖1)
(66)
and
Q3 = (1− τ−13 τ ′3)
nel∑
k=1
(un · 5EA,n,θc −5 · 5˜EA,n,θc + αEA,n,θc , EA,n,θc )Ωk
≤ Cτ3
(T0 − Cτ3)
nel∑
k=1
(D1mB7k +D2mB
′
7k + D¯u1B8k + D¯u2B
′
8k + αB6k)B6k
(67)
Combining all these results we will have
−I5 ≤ Cτ3
(T0 − Cτ3)
(
nel∑
k=1
B6k
dt
)(‖EA,n+1c ‖2 − ‖EA,nc ‖2)+
| τ3 |
(T0 − Cτ3)
{(
nel∑
k=1
(D¯u1 + D¯u2)B6k)Ch(
1 + θ
2
‖cn+1‖1 + 1− θ
2
‖cn‖1)
+
nel∑
k=1
(D1mB7k +D2mB
′
7k + D¯u1B8k + D¯u2B
′
8k + αB6k)B6k}
(68)
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This completes finding the bound for each term of I5. Now we focus on deriving
bounds of I6
−I6 = −
nel∑
k=1
τ−13 τ
′
3(d4, E
A,n,θ
c )Ωk
≤ | τ
−1
3 | τ ′23
(dt− | τ ′3 |)
{(∂tEI,nc + ∂tEA,nc , EA,n,θc )Ωk − (5 · 5˜EI,n,θc − u · 5EI,n,θc −
αEI,n,θc , E
A,n,θ
c )Ωk − (5 · 5˜EA,n,θc − u · 5EA,n,θc − αEA,n,θc , EA,n,θc )Ωk}
≤ τ3
(dt+ τ3)
{(
nel∑
k=1
B6k
dt
)(‖EA,n+1c ‖2 − ‖EA,nc ‖2) + (
nel∑
k=1
(D1m +D2m)B6k)
| EI,n,θc |2 +(
nel∑
k=1
(D¯u1 + D¯u2)B6k) | EI,n,θc |1 +
nel∑
k=1
(D1mB7k +D2mB
′
7k+
D¯u1B8k + D¯u2B
′
8k + αB6k)B6k}
≤ Cτ3
(T0 − Cτ3)
{(
nel∑
k=1
B6k
dt
)(‖EA,n+1c ‖2 − ‖EA,nc ‖2) +
| τ3 |
(T0 − Cτ3)
(
nel∑
k=1
C(D1m+
D2m)B6k)(
1 + θ
2
‖cn+1‖2 + 1− θ
2
‖cn‖2) + Ch(
nel∑
k=1
(D¯u1 + D¯u2)B6k)(
1 + θ
2
‖cn+1‖1
+
1− θ
2
‖cn‖1) +
nel∑
k=1
(D1mB7k +D2mB
′
7k + D¯u1B8k + D¯u2B
′
8k + αB6k)B6k}
(69)
Again
(TEn,θ, EA,n,θc ) ≤
6
2
‖TEn,θ‖2 + 1
26
‖EA,n,θc ‖ (70)
Finally we have completed finding bounds for each of the terms in the right hand
side of (37). Now we explain the further proceeding in language as follows:
First we put all the bounds, obtained for each of the terms in the right hand
side of (37). Then we take out few common terms in the left hand side and
consequently we have left 3 types of terms in the right hand side. One type
will be few constant terms multiplied by h2, other type will be another few
constant terms multiplied by h and the remaining constant terms will be free of
h. Now we multiply both sides by 2 and taking integration over (tn, tn+1) for
n=0,1,...,(N − 1) to both the sides. Finally we have (37) as follows:
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{1−2Cτ3(T + Cτ3)
T0 − Cτ3
nel∑
k=1
(αB6k+DB1k)−
4Cτ3
T0 − Cτ3
(
nel∑
k=1
B6k)}
N−1∑
n=0
∫ tn+1
tn
(‖EA,n+1c ‖2−‖EA,nc ‖2)
+(µl− 1
1
−µu
4
)
N−1∑
n=0
∫ tn+1
tn
(‖∂E
A,n,θ
u1
∂x
‖2+‖∂E
A,n,θ
u2
∂y
‖2)dt+(µl−µu
4
)
N−1∑
n=0
∫ tn+1
tn
(‖∂E
A,n,θ
u1
∂y
‖2+
‖∂E
A,n,θ
u2
∂x
‖2)dt+(Dl−Dm
2
−C
n
1
3
)
N−1∑
n=0
∫ tn+1
tn
‖∂E
A,n,θ
c
∂x
‖2dt+(Dl−Dm
2
−C
n
2
3
)
N−1∑
n=0
∫ tn+1
tn
‖∂E
A,n,θ
c
∂y
‖2dt
+σ
N−1∑
n=0
∫ tn+1
tn
(‖EA,n,θu1 ‖2+‖EA,n,θu2 ‖2)dt+(α−23(Cn1 +Cn2 )−
1
6
)
N−1∑
n=0
∫ tn+1
tn
‖EA,n,θc ‖2dt
≤ 2Ch2
N−1∑
n=0
∫ tn+1
tn
[Cµu4
2∑
i=1
(
1 + θ
2
‖un+1i ‖2+
1− θ
2
‖uni ‖2)2+C1(
1 + θ
2
‖pn+1‖1+1− θ
2
‖pn‖1)2+
C(
Dm2
2
+
Cn1 + C
n
2
23
)(
1 + θ
2
‖cn+1‖2+1− θ
2
‖cn‖2)2+ | τ3 | (T0+ | τ3 |)
T0(T0 − Cτ3)
(
nel∑
k=1
DB1k)(‖cn+1‖2+
‖cn‖2)+ | τ1 | (
nel∑
k=1
σ(µuB2k+σB1k+B3k))(
1 + θ
2
‖un+11 ‖2+
1− θ
2
‖un1‖2)+ | τ1 | (
nel∑
k=1
σ(µuB
′
2k+
σB′1k+B
′
3k))(
1 + θ
2
‖un+12 ‖2+
1− θ
2
‖un2‖2)+(
nel∑
k=1
DB4k)
| τ3 |
T0
(
1 + θ
2
‖cn+1‖+1− θ
2
‖cn‖)]dt
+2Ch
N−1∑
n=0
∫ tn+1
tn
[| τ1 | (
nel∑
k=1
(µu(B2k+B
′
2k)+σ(B1k+B
′
1k)+(B3k+B
′
3k))(
1 + θ
2
‖pn+1‖1+1− θ
2
‖pn‖1)
+ | τ2 | (
nel∑
k=1
B4k)(
1 + θ
2
‖un+11 ‖1+
1− θ
2
‖un1‖1)+ | τ2 | (
nel∑
k=1
B′5k)(
1 + θ
2
‖un+12 ‖1+
1− θ
2
‖un2‖1)
+{( | τ3 | T
(T0 − Cτ3)
+
| τ3 |
T0
)(
nel∑
k=1
DB3k)+
4 | τ3 |
T0 − Cτ3
(
nel∑
k=1
(D¯u1+D¯u2)B6k)}(1 + θ
2
‖cn+1‖1+1− θ
2
‖cn‖1)]dt+2C
N−1∑
n=0
∫ tn+1
tn
[| τ1 | (
nel∑
k=1
(µ2uB2k+σµuB1k+µuB3k))(
1 + θ
2
‖un+11 ‖2+
1− θ
2
‖un1‖2)+
| τ1 | (
nel∑
k=1
(µ2uB
′
2k+σµuB
′
1k+µuB
′
3k))(
1 + θ
2
‖un+12 ‖2+
1− θ
2
‖un2‖2)+(
| τ3 | T
(T0 − Cτ3)
+
| τ3 |
T0
)
(
nel∑
k=1
DB2k)(
1 + θ
2
‖cn+1‖1+1− θ
2
‖cn‖1)+ | τ1 | (
nel∑
k=1
(M1k+M2k))+(
| τ3 | T
(T0 − Cτ3)
+
| τ3 |
T0
)
{(
nel∑
k=1
DB5k)+(
nel∑
k=1
(D1m+D2m)B6k)(
1 + θ
2
‖cn+1‖2+1− θ
2
‖cn‖2)+2(
nel∑
k=1
(D1mB7k+D2mB
′
7k
+ D¯u1B8k + D¯u2B
′
8k + αB6k)B6k)}]dt+ 6
N−1∑
n=0
∫ tn+1
tn
‖TEn,θ‖2dt
(71)
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We can choose the values of the arbitrary parameters in such a manner that
we can make all the coefficients in the left hand side positive. In order to
satisfy such condition it is inevitable to choose h small. Now after taking min-
imum of all the coefficients in left hand side, let us divide both the sides with
that minimum, which turns out to be a positive real number. Applying as-
sumption (iv) it can be seen that ‖uni ‖2 for i = 1, 2, ‖pn‖1 and ‖cn‖2 are
bounded for n = 0, 1, 2, ..., N . Now by applying initial condition on c we will
have ‖EA,0c ‖ = 0.
After performing all these intermediate steps we will finally arrive at the follow-
ing expression since τ1 and τ3 are of order h
2:
‖EA,Nc ‖2 +
N−1∑
n=0
∫ tn+1
tn
(‖∂E
A,n,θ
u1
∂x
‖2 + ‖∂E
A,n,θ
u1
∂y
‖2 + ‖EA,n,θu1 ‖2)dt+
N−1∑
n=0
∫ tn+1
tn
(‖∂E
A,n,θ
u2
∂x
‖2 + ‖∂E
A,n,θ
u2
∂y
‖2 + ‖EA,n,θu2 ‖2)dt+
N−1∑
n=0
∫ tn+1
tn
(‖∂E
A,n,θ
c
∂x
‖2+‖∂E
A,n,θ
c
∂y
‖2+‖EA,n,θc ‖2)dt ≤ C(T,u, p, c)(h2+h+dt2r)
(72)
This implies
‖EAu1‖2L2(H1) + ‖EAu2‖2L2(H1) + ‖EAc ‖2V˜ ≤ C(T,u, p, c)(h2 + h+ dt2r) (73)
where
r =
{
1, if θ = 1
2, if θ = 0
(74)
We have used the fact that
∑N−1
n=0
∫ tn+1
tn
Mdt ≤ MT and the property of TE
given in (17). This completes the first part of the proof.
Second part Using this above result we are going to estimate auxiliary error
part of pressure. We will use inf-sup condition to find estimate for EAp . Applying
Galerkin orthogonality only for variational form of Stokes-Darcy flow problem
we have obtained
aS(u− uh,vh)− b(vh, p− ph) = 0
b(vh, p− Ihp) + b(vh, Ihp− ph) = aS(EIu,vh) + aS(EAu ,vh)
(75)
Assuming the inclusion 5 · V hs ⊂ Qhs and the property of the L2 orthogonal
projection of Ihp we have
b(vh, p− Ihp) =
∫
Ω
(p− Ihp)(5 · vh) = 0 (76)
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Now according to inf-sup condition we will have the following expression
‖Ihp− ph‖2L2(L2) = ‖EAp ‖2L2(L2)
=
N−1∑
n=0
∫ tn+1
tn
‖EA,n,θp ‖2dt
≤
N−1∑
n=0
∫ tn+1
tn
sup
vh
b(vh, E
A,n,θ
p )
‖vh‖1 dt
(77)
Now from (75)
N−1∑
n=0
∫ tn+1
tn
b(vh, E
A,n,θ
p )dt =
N−1∑
n=0
∫ tn+1
tn
{aS(EI,n,θu ,vh) + aS(EA,n,θu ,vh)}dt
=
N−1∑
n=0
∫ tn+1
tn
{
∫
Ω
µ(cn)5 EI,n,θu1 · 5v1h +
∫
Ω
µ(cn)5 EI,n,θu2 · 5v2h+
σ
∫
Ω
(EI,n,θu1 v1h + E
I,n,θ
u2 v2h) +
∫
Ω
µ(cn)5 EA,n,θu1 · 5v1h+∫
Ω
µ(cn)5 EA,n,θu2 · 5v2h + σ
∫
Ω
(EA,n,θu1 v1h + E
A,n,θ
u2 v2h)}dt
≤ (µu + σ)
N−1∑
n=0
∫ tn+1
tn
{(‖EI,n,θu1 ‖1 + ‖EA,n,θu1 ‖1)‖v1h‖1 + (‖EI,n,θu2 ‖1+
‖EA,n,θu2 ‖1)‖v2h‖1}dt
≤ (µu + σ)
N−1∑
n=0
∫ tn+1
tn
{(‖EI,n,θu1 ‖1 + ‖EI,n,θu2 ‖1 + ‖EA,n,θu1 ‖1 + ‖EA,n,θu2 ‖1)
(‖v1h‖1 + ‖v2h‖1)}dt
≤ (µu + σ)(‖EAu1‖L2(H1) + ‖EAu2‖L2(H1))(‖v1h‖1 + ‖v2h‖1)+
(µu + σ)
N−1∑
n=0
∫ tn+1
tn
(‖EI,n,θu1 ‖1 + ‖EI,n,θu2 ‖1)(‖v1h‖1 + ‖v2h‖1)dt
≤ (µu + σ)(‖EAu1‖2L2(H1) + ‖EAu2‖2L2(H1) + ‖EAc ‖2V˜)‖vh‖1 + (µu + σ)Ch
N−1∑
n=0
∫ tn+1
tn
{
2∑
i=1
(
1 + θ
2
| un+1i |2 +
1− θ
2
| uni |2)dt}‖vh‖1
≤ C ′(T,u, p, c)(h2 + h+ dt2r)‖vh‖1
(78)
Using this above result into (77), we will have the estimate for the pressure term
‖Ihp− ph‖2L2(L2) ≤ C ′(T,u, p, c)(h2 + h+ dt2r) (79)
Now combining the results obtained in the first and second part we have finally
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arrived at the auxiliary error estimate as follows
‖EAu1‖2L2(H1) +‖EAu2‖2L2(H1) +‖EAp ‖2L2(L2) +‖EAc ‖2V˜ ≤ C¯(T,u, p, c)(h2 +h+dt2r)
(80)
where
r =
{
1, if θ = 1
2, if θ = 0
(81)
This completes the proof.
Theorem 2. (Apriori error estimate) Assuming the same condition as in the
previous theorem,
‖u1−u1h‖2L2(H1)+‖u2−u2h‖2L2(H1)+‖p−ph‖2L2(L2)+‖c−ch‖2V˜ ≤ C ′′(h2+h+dt2r)
(82)
where C’ depends on T, u,p,c and
r =
{
1, if θ = 1
2, if θ = 0
(83)
Proof. By applying triangle inequality, the interpolation inequalities and the
result of the previous theorem we will have,
‖u1 − u1h‖2L2(H1) + ‖u2 − u2h‖2L2(H1) + ‖p− ph‖2L2(L2) + ‖c− ch‖2V˜
= ‖EIu1 +EAu1‖2L2(H1) + ‖EIu2 +EAu2‖2L2(H1) + ‖EIp +EAp ‖2L2(L2) + ‖EIc +EAc ‖2V˜
≤ C¯(‖EIu1‖2L2(H1)+‖EIu2‖2L2(H1)+‖EIp‖2L2(L2)+‖EIc ‖2V˜+‖EAu1‖2L2(H1)+‖EAu2‖2L2(H1)
+ ‖EAp ‖2L2(L2) + ‖EAc ‖2V˜)
≤ C ′′(T,u, p, c)(h2 + h+ dt2r)
(84)
This completes apriori error estimation.
3.4 Aposteriori error estimation
In this section we are going to derive residual based aposteriori error estimation.
We have B(V,V) = aS(v,v)+aT (d, d) ≥ µl(‖v1‖21+‖v2‖21)+Dα‖d‖21 ∀V ∈ VF
Now we substitute the errors eu1, eu2, ec into the relation we will similarly have
µl(‖eu1‖21 + ‖eu2‖21) +Dα‖ec‖21 ≤ aS(eu, eu) + aT (ec, ec)
(85)
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By adding few terms in both sides the above equation becomes
(
∂ec
∂t
, ec) + µl(‖eu1‖21 + ‖eu2‖21) + σ‖ep‖2 +Dα‖ec‖21︸ ︷︷ ︸
LHS
≤ (∂ec
∂t
, ec) + aS(eu, eu) + aT (ec, ec) + (ep, ep) + b(eu, ep)− b(eu, ep)︸ ︷︷ ︸
RHS
(86)
Now first we will find a lower bound of LHS and then upper bound for RHS
and finally combining them we will get aposteriori error estimate. To find the
lower bound the LHS can be written as
LHS = (
en+1c − enc
dt
, en,θc ) + µl
2∑
i=1
(‖en,θui ‖2 + ‖
∂en,θui
∂x
‖2 + ‖∂e
n,θ
ui
∂y
‖2)+
σ‖en,θp ‖2 +Dα(‖en,θc ‖2 + ‖
∂en,θc
∂x
‖2 + ‖∂e
n,θ
c
∂y
‖2) (87)
Using the same argument done in (33) we have
(
en+1c − enc
dt
, en,θc ) ≥
1
2dt
(‖en+1c ‖2 − ‖enc ‖2) (88)
Hence
1
2dt
(‖en+1c ‖2 − ‖enc ‖2) + µl
2∑
i=1
(‖en,θui ‖2 + ‖
∂en,θui
∂x
‖2 + ‖∂e
n,θ
ui
∂y
‖2)+
σ‖en,θp ‖2 +Dα(‖en,θc ‖2 + ‖
∂en,θc
∂x
‖2 + ‖∂e
n,θ
c
∂y
‖2) ≤ LHS ≤ RHS (89)
Now our aim is to find upper bound for RHS through dividing it into two broad
parts by splitting errors in each of the terms as follows:
RHS = {(e
n+1
c − enc
dt
, EI,n,θc ) + aS(e
n,θ
u , E
I,n,θ
u ) + aT (e
n,θ
c , E
I,n,θ
c )
− b(EI,n,θu , en,θp ) + b(en,θu , EI,n,θp )}+ {(
en+1c − enc
dt
, EA,n,θc )
+ aS(e
n,θ
u , E
A,n,θ
u ) + aT (e
n,θ
c , E
A,n,θ
c )− b(EA,n,θu , en,θp ) + b(en,θu , EA,n,θp )} (90)
In the expression of RHS the first under brace part is first part and second one
is second part. Before proceeding further let us introduce the residuals corre-
sponding to each equations
Rh =
 f1 − (−µ(c)∆uh + σuh +5ph)f2 −5 · uh
g − (∂ch∂t −5 · 5˜ch + u · 5ch + αch)

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This column vector Rh has four components Rh1 , R
h
2 , R
h
3 and R
h
4 denoting four
rows respectively. Let us start finding bound for the first part as follows: for all
v = (v1, v2) ∈ Vs × Vs∫
Ω
µ(cn)5 en,θu : 5v+
∫
Ω
σen,θu · v−
∫
Ω
(5 · v)en,θp
= {
∫
Ω
µ(cn)5un,θ : 5v+
∫
Ω
σun,θ ·v−
∫
Ω
(5·v)pn,θ}−{
∫
Ω
µ(cn)5un,θh : 5v+∫
Ω
σun,θh · v−
∫
Ω
(5 · v)pn,θh }
=
∫
Ω
(−µ(cn)∆un,θ+σun,θ+5pn,θ)·v−
∫
Ω
(−µ(cn)∆un,θh +σun,θh +5pn,θh )·v
= (Rh,n,θ1 , v1)+(R
h,n,θ
2 , v2)
(91)
Similarly
∫
Ω
(5 · en,θu )q =
∫
Ω
Rh,n,θ3 q ∀q ∈ Qs∫
Ω
(
en+1c − enc
dt
d+5˜en,θc ·5d+du·5en,θc +αen,θc d) =
∫
Ω
Rh,n,θ4 d ∀d ∈ Vs
(92)
Now substituting v1, v2, q, d in the above expressions by E
I,n,θ
u1 , E
I,n,θ
u2 , E
I,n,θ
p , E
I,n,θ
c
respectively, we will have the first part of the RHS as,
First part of RHS =
∫
Ω
{Rh,n,θ1 EI,n,θu1 +Rh,n,θ2 EI,n,θu2 +Rh,n,θ3 EI,n,θp +Rh,n,θ4 EI,n,θc }
≤ ‖Rh,n,θ1 ‖‖EI,n,θu1 ‖+ ‖Rh,n,θ2 ‖‖EI,n,θu2 ‖+ ‖Rh,n,θ3 ‖‖EI,n,θp ‖+
‖Rh,n,θ4 ‖‖EI,n,θc ‖ (by Cauchy − Schwarz inequality)
≤ ‖Rh,n,θ1 ‖h‖un,θ1 ‖1 + ‖Rh,n,θ2 ‖h‖un,θ2 ‖1 + ‖Rh,n,θ3 ‖‖pn,θ‖+
‖Rh,n,θ4 ‖h‖cn,θ‖1
≤ C2(‖Rh,n,θ1 ‖h‖en,θu1 ‖1 + ‖Rh,n,θ2 ‖h‖en,θu2 ‖1+
‖Rh,n,θ3 ‖‖en,θp ‖+ ‖Rh,n,θ4 ‖h‖en,θc ‖1)
≤ C2 h
2
21
(‖Rh,n,θ1 ‖2 + ‖Rh,n,θ2 ‖2 + ‖Rh,n,θ3 ‖2 + ‖Rh,n,θ4 ‖2)+
1
2
(‖en,θu1 ‖21 + ‖en,θu2 ‖21 + ‖en,θp ‖2 + ‖en,θc ‖21) (by Y oung′s inequality)
(93)
This completes finding bound for first part of RHS. Now we are going to esti-
mate remaining second part of RHS. For that we will use subgrid formulation
(8). Subtracting (8) from the variational finite element formulation satisfied by
31
the exact solution we have ∀Vh ∈ VhF∫
Ω
en+1c − enc
dt
dh+
∫
Ω
µ(cn)5en,θu : 5vh+
∫
Ω
σen,θu ·vh−
∫
Ω
(5·vh)en,θp +
∫
Ω
(5·en,θu )qh
+
∫
Ω
5˜en,θc · 5dh +
∫
Ω
dhu · 5en,θc +
∫
Ω
αen,θc dh
=
nel∑
k=1
{(τ ′k(Rh,n,θ+d),−L∗Vh)Ωk−((I−τ−1k τk)Rh,n,θ,Vh)Ωk+(τ−1k τkd,Vh)Ωk}
+ (TEn,θ, dh)
=
nel∑
k=1
{τ ′1(Rh,n,θ1 , µ(c)∆v1h−σv1h+
∂qh
∂x
)k+τ
′
1(R
h,n,θ
2 , µ(c)∆v2h−σv2h+
∂qh
∂y
)k
+ τ ′2(R
h,n,θ
3 ,5 · vh)k + τ ′3(Rh,n,θ4 + d4,5 · 5˜dh + u · 5dh − αdh)k
+ (1− τ−13 τ ′3)(Rh,n,θ4 , dh)k + τ−13 τ ′3(d4, dh)k}+ (TEn,θ, dh) (94)
Here (·, ·)k in simple form denotes (·, ·)Ωk
Now substituting Vh by (E
A,n,θ
u1 , E
A,n,θ
u2 , E
A,n,θ
p , E
A,n,θ
c ) in the above equation
we will get the second part of RHS as follows
(
en+1c − enc
dt
, EA,n,θc )+aS(e
n,θ
u , E
A,n,θ
u )+aT (e
n,θ
c , E
A,n,θ
c ec)−b(EA,n,θu , en,θp )+b(en,θu , EA,n,θp )
=
nel∑
k=1
{τ ′1(Rh,n,θ1 , µ(c)∆EA,n,θu1 −σEA,n,θu1 +
∂EA,n,θp
∂x
)k+ τ
′
2(R
h,n,θ
3 ,5·EA,n,θu )k+
τ ′1(R
h,n,θ
2 , µ(c)∆E
A,n,θ
u2 −σEA,n,θu2 +
∂EA,n,θp
∂y
)k+(1−τ−13 τ ′3)(Rh,n,θ4 , EA,n,θc )k+
τ ′3(R
h,n,θ
4 +d4,5·5˜EA,n,θc +u·5EA,n,θc −αEA,n,θc )k+τ−13 τ ′3(d4, EA,n,θc )k}+(TEn,θ, EA,n,θc )
(95)
Now we will bound each of the term starting with 4th term of the right hand
side of the above equation.
nel∑
k=1
(1− τ−13 τ ′3)(Rh,n,θ4 , EA,n,θc )k ≤
| τ3 |
T0 − Cτ3
(
nel∑
k=1
B6k)‖Rh,n,θ4 ‖ (96)
We have obtained this using Cauchy-Schwarz inequality and then imposing
bound on auxiliary error corresponding to u1 over each sub-domain Ωk. Be-
fore proceeding further let us look into the form of the column vector d which
has components d1, d2, d3 and d4
d=
∑n+1
i=1 (
1
dtMτ
′
k)
i(F−M∂tUh − LUh) =
∑n+1
i=1 (
1
dtMτ
′
k)
iRh
Hence clearly d1 = 0, d2 = 0, d3 = 0 and d4 = (
∑n+1
i=1 (
1
dtτ
′
3)
i)Rh,n,θ4
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Now we can bound the last term as follows
nel∑
k=1
τ−13 τ
′
3(d4, E
A,n,θ
c )k = τ
−1
3 τ
′
3(
n+1∑
i=1
(
1
dt
τ ′3)
i)
nel∑
k=1
(Rh,n,θ4 , E
A,n,θ
c )k
≤ τ−13 τ ′3(
∞∑
i=1
(
1
dt
τ ′3)
i)
nel∑
k=1
(Rh,n,θ4 , E
A,n,θ
c )k
≤ | τ3 |
(T0 − Cτ3
)(
nel∑
k=1
B6k)‖Rh,n,θ4 ‖
(97)
Now it will be easy enough to bound the remaining terms of the right hand side.
nel∑
k=1
τ ′1(R
h,n,θ
1 , µ(c)∆E
A,n,θ
u1 − σEA,n,θu1 +
∂EA,n,θp
∂x
)k
≤| τ ′1 | (
nel∑
k=1
(µuB2k+ | σ | B1k +B3k))‖Rh,n,θ1 ‖
≤| τ1 | (
nel∑
k=1
B¯1k)‖Rh,n,θ1 ‖
nel∑
k=1
τ ′1(R
h,n,θ
2 , µ(c)∆E
A,n,θ
u2 − σEA,n,θu2 +
∂EA,n,θp
∂y
)k
≤| τ ′1 | (
nel∑
k=1
(µuB
′
2k+ | σ | B′1k +B′3k))‖Rh,n,θ2 ‖
≤| τ1 | (
nel∑
k=1
B¯2k)‖Rh,n,θ2 ‖ (say)
(98)
where B¯1k= (µuB2k+ | σ | B1k +B3k) and B¯2k= (µuB′2k+ | σ | B′1k +B′3k) and
nel∑
k=1
τ ′3(R
h,n,θ
4 + d4,5 · 5˜EA,n,θc + u · 5EA,n,θc − αEA,n,θc )k
=
nel∑
k=1
τ ′3(R
h,n,θ
4 ,5·5˜EA,n,θc +u ·5EA,n,θc −αEA,n,θc )k)+
nel∑
k=1
τ ′3(d4,5·5˜EA,n,θc
+ u · 5EA,n,θc − αEA,n,θc )k
≤ (| τ ′3 | +
τ ′23
dt− | τ ′3 |
)(
nel∑
k=1
(D1mB7k+D2mB
′
7k+Du1B8k+Du2B
′
8k+ | α | B6k))‖Rh,n,θ4 ‖
≤ | τ3 | T0
T0 − Cτ3
(
nel∑
k=1
B¯4k)‖Rh,n,θ4 ‖ (say)
(99)
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where B¯4k= (D1mB7k +D2mB
′
7k +Du1B8k +Du2B
′
8k+ | α | B6k).
Finally
nel∑
k=1
τ ′2(R
h,n,θ
3 ,5 · EA,n,θu )k =
nel∑
k=1
τ ′2(5 · en,θu ,5 · EA,n,θu )k −
nel∑
k=1
τ ′2(5 · EI,n,θu ,5 · EA,n,θu )k
≤ Cτ2(1 + 2 + 3)‖en,θu1 ‖21 + Cτ2(1 +
1
2
+
1
3
)‖en,θu2 ‖21
Cτ2h
2
2∑
i=1
(
1 + θ
2
‖un+1i ‖2 +
1− θ
2
‖uni ‖2)
≤ Cτ2{(1 + 2 + 3)‖en,θu1 ‖21 + (1 +
1
2
+
1
3
)‖en,θu2 ‖21 + C2h2}
(100)
Applying assumption (iv) on ‖uni ‖2 for n = 0, 1, 2, ..., N we have the constant
C2 in the last line of (100). Now this completes finding bounds for each term
in the RHS of (89). Therefore our next work is to combine all the results
into equation (89). Putting common terms all together in the left hand side
and multiplying them by 2 and then integrating both sides over (tn, tn+1) for
n = 0, ..., (N − 1) , we will finally have
‖eNc ‖2+
N−1∑
n=0
∫ tn+1
tn
{(2µl−1−2Cτ2(1+2+3))(‖en,θu1 ‖2+‖
∂en,θu1
∂x
‖2+‖∂e
n,θ
u1
∂y
‖2)
+ (2µl − 1 − 2Cτ2(1 +
1
2
+
1
3
))(‖en,θu2 ‖2 + ‖
∂en,θu2
∂x
‖2 + ‖∂e
n,θ
u2
∂y
‖2)+
(2σ − 1)‖en,θp ‖2 + (2Dα − 1)(‖en,θc ‖2 + ‖
∂en,θc
∂x
‖2 + ‖∂e
n,θ
c
∂y
‖2)}dt
≤ C2h
2
1
N−1∑
n=0
∫ tn+1
tn
(‖Rh,n,θ1 ‖2+‖Rh,n,θ2 ‖2+‖Rh,n,θ3 ‖2+‖Rh,n,θ4 ‖2)dt+
+ 2 | τ1 | {(
nel∑
k=1
B¯1k)
N−1∑
n=0
∫ tn+1
tn
‖Rh,n,θ1 ‖+ (
nel∑
k=1
B¯2k)
N−1∑
n=0
∫ tn+1
tn
‖Rh,n,θ2 ‖}dt
+
4 | τ3 |
T0 − Cτ3
(
nel∑
k=1
(B6k + B¯4k)
N−1∑
n=0
∫ tn+1
tn
‖Rh,n,θ4 ‖dt+
N−1∑
n=0
∫ tn+1
tn
Cτ2C2h
2
+ (
nel∑
k=1
B6k)
N−1∑
n=0
∫ tn+1
tn
‖TEn,θ‖dt
≤ C¯(Rh)(h2 + dt2) (101)
Choose the arbitrary parameters in such a way that all the coefficients in the
left hand side can be made positive. Then taking minimum over the coefficients
in the left hand side let us divide both sides by them. Using backward Euler
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time discretisation scheme and its associated property (18) and the fact that
τ1, τ3 are of order h
2, we have arrived at the above aposteriori estimate (101),
which does not depend upon exact solution. It shows that the method is second
order accurate in space.
4 Coupling of the Stokes-Brinkman/Transport
equations through interfaces
This section presents a brief study on implementing stabilized ASGS method on
coupled Stokes-Brinkman/Transport model with interface conditions. Here we
have considered the domain Ω be partitioned into two sub-domains viz. ΩS and
ΩB where the fluid flow in ΩS is governed by the Stokes equation and in ΩB the
porous media flow obeys the Brinkman model. Let Γ denote the interface and
∂ΩS and ∂ΩB be the boundaries of ΩS and ΩB respectively. Now Γl = ∂Ωl \ Γ
(l = S,B).
Let us first mention here the system of fluid flow and mass transport equations
in ΩS : Find uS : Ω × (0,T) → R2 , pS : Ω× (0,T) → R and cS : Ω× (0,T) → R
such that,
−µS(c)∆uS +5pS = fS1 in ΩS × (0, T )
5 · uS = 0 in ΩS × (0, T )
∂cS
∂t
−5 · 5˜cS + uS · 5cS + αcS = gS on ΩS × (0, T )
uS = 0 on ∂ΩS × (0, T )
uS = uS0 at t = 0
5˜cS · n = 0 in ∂ΩS × (0, T )
cS = cS0 at t = 0
(102)
and the same set of equations in ΩB is: Find uB : Ω × (0,T) → R2 , pB : Ω×
(0,T) → R and cB : Ω× (0,T) → R such that,
−µB(c)∆uB +5pB = fB1 in ΩB × (0, T )
5 · uB = fB2 in ΩB × (0, T )
φ
∂cB
∂t
−5 · 5˜cB + uB · 5cB + αcB = gB on ΩS × (0, T )
uB = 0 on ∂ΩB × (0, T )
uB = uB0 at t = 0
5˜cB · n = 0 in ∂ΩB × (0, T )
cB = cB0 at t = 0
(103)
where (uS , pS) and (uB , pB) are the pairs of Stokes and Brinkman velocities
and pressure respectively. As well cS and cB denote concentration of the solute
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in ΩS and ΩB respectively. µS(c) and µB(c) are the Stokes dynamic viscosity
and Brinkman effective viscosity respectively Now the interface conditions on Γ
are as follows:
uS · nS + uB · nB = 0 (104)
− µS(c)∂nuS · nS + pS = −µB(c)∂nuB · nB + pB (105)
µS(c)∂nu
S · t+ α√
σ
uS · t = 0 (106)
cS = cB (107)
5˜cS · nS + 5˜cB · nB = 0 (108)
where nS and nB are the outward normals to ΩS and ΩB respectively. It is
quite obvious to observe that nS = −nB . Here (104), (107), (108) represent
continuity conditions of normal velocities and concentration. Where as (105)
enforces continuity of normal stresses and (106) is the Beavers-Joseph-Saffman
condition [7].
Let us mention the corresponding spaces for both the sub-problems here: Let
V l = H10 (Ω
l) and Ql = L2(Ωl) (for l = S,B). V lh and Q
l
h be the corresponding
finite dimensional subspaces of V lh and Q
l
h respectively for l = S,B. Following
the previous steps the stabilized formulation for Stokes sub-problem is to find
USh = (u
S
h , p
S
h , c
S
h): J → V Sh × V Sh × QSh × V Sh such that ∀VSh = (vSh , qSh , dSh) ∈
V Sh × V Sh ×QSh × V Sh
(M∂tU
S
h ,V
S
h)+B
S
ASGS(U
S
h ,V
S
h) = L
S
ASGS(V
S
h)+
∫
Γ
(µS(c)∂nu
S−pSnS) ·vShdΓ
(109)
and for Brinkman sub-problem the stabilized formulation is to find UBh =
(uBh , p
B
h , c
B
h ): J → V Bh × V Bh × QBh × V Bh such that ∀VBh = (vBh , qBh , dBh ) ∈
V Bh × V Bh ×QBh × V Bh
(M∂tU
B
h ,V
B
h )+B
B
ASGS(U
B
h ,V
B
h ) = L
B
ASGS(V
B
h )+
∫
Γ
(µB(c)∂nu
B−pBnB)·vBh dΓ
(110)
Now applying the interface conditions it is easy to conclude that the stabilized
ASGS formulation for coupled Stokes-Brinkman/Transport model is to find
USh = (u
S
h , p
S
h , c
S
h): J → V Sh × V Sh × QSh × V Sh and UBh = (uBh , pBh , cBh ): J →
V Bh × V Bh ×QBh × V Bh such that ∀VSh = (vSh , qSh , dSh) ∈ V Sh × V Sh ×QSh × V Sh and
∀VBh = (vBh , qBh , dBh ) ∈ V Bh × V Bh ×QBh × V Bh
(M∂tU
S
h ,V
S
h) + (M∂tU
B
h ,V
B
h ) +B
S
ASGS(U
S
h ,V
S
h) +B
B
ASGS(U
B
h ,V
B
h )
+
α√
σ
(uSh · t,vSh · t) = LSASGS(VSh) + LBASGS(VBh ) (111)
Remark 4. These terms in (111) do not much differ from the general form of
stabilized ASGS formulation in (8). Only one term consisting of the tangential
component of Stokes velocity is extra in the coupled stabilized formulation (111).
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Hence apriori and aposteriori error estimate results will be almost similar; only
coefficients C ′′ for apriori and C¯(Rh) for aposteriori may sightly differ though
the convergence rates for both that error estimations will be the same.
5 Numerical Experiment
In this section we present a comparative study between standard Galerkin
method and stabilized algebraic subgrid scale(ASGS) method as well as we have
verified the convergence rate established theoretically under stabilized method
in the previous sections. We have considered three different models to work
with: Coupled Stokes/Transport Model, Coupled Brinkman/Transport Model
and Coupled Stokes-Brinkman with interface/Transport Model.
For simplicity we have considered bounded square domain Ω= (0,1) × (0,1). We
have taken continuous piecewise linear finite element(P1) space into account for
approximating velocity, pressure and concentration too. The expression of con-
centration dependent viscosity is taken from [20], which establishes that viscosity
of a solvent depends upon concentration of the solute of a electrolyte solution.
The proposed expression for viscosity is µ(c) = 0.954e27.93×0.028c.
Let us mention here the exact solutions for all three cases as follows:
u = (tsin2(pix)sin(piy)cos(piy),−tsin(pix)cos(pix)sin2(piy)),
p = tsin(2pix)sin(2piy) and c = txy(x− 1)(y − 1)
Now in the following we mention the general expressions of the coefficients in-
volved in the equations:
The reaction coefficients α = 0.01
The diffusion coefficients: D1 = t
2(sin(pix))4(sin(2piy))2, D2=t
2(sin(2pix))2
(sin(piy))4
The stabilization parameters: τ1 = (4
µl
h2 + σ)
−1, τ2 = 4µlh and τ3 = 19( 94h2 +
3
2h + α)
−1 , where µl = 0.954e27.93×0.028×0.0625
1.Coupled Stokes/ Transport Model In this case σ = 0 and porosity φ = 1.
Hence the expression for stabilization parameters are changed accordingly.
Table 1 and table 2 present the error in V norm (which is standard norm on
the space V, introduced in the section 2.1 and is defined in the initial part of
section 3.3) and order of convergence under Galerkin method and ASGS method
respectively for this case. These tables are clearly showing that both the meth-
ods perform equally well.
2.Coupled Brinkman/ Transport Model In this case σ is non-zero and
in particular we consider σ = 1. The value of porosity is taken to be 2. In
Brinkman flow problem we will deal with effective viscosity µB . According to
[21] the effective viscosity µB and viscosity µ is related through σ
2 = µBµ . Hence
both are considered same since σ = 1. Here the stabilization parameters take
the general form.
Table 3 and table 4 present the error in V norm and order of convergence under
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Grid Error in H1 norm Order of convergence
10× 10 0.950341
20 × 20 0.27489 1.78959
40 × 40 0.0635241 2.11348
80 × 80 0.0190773 1.73544
160 × 160 0.0053094 1.84524
Table 1: Error and Order of convergence obtained in V norm under Galerkin
method for Stokes/Transport Model
Grid Error in H1 norm Order of convergence
10 × 10 0.200567
20 × 20 0.0661861 1.59948
40 × 40 0.0162986 2.02178
80 × 80 0.00434506 1.9073
160 × 160 0.00113881 1.93185
Table 2: Error and Order of convergence obtained in V norm under ASGS
method for Stokes/Transport Model
Galerkin method and ASGS method respectively. The tables represent that
both methods perform equally well.
3.Coupled Stokes-Brinkman/ Transport Model Here (u, p, c) take values
(uS , pS , cS) in ΩS and (uB , pB , cB) in ΩB . As mentioned in the previous case
µS(c) = µB(c) for σ = 1 on ΩB . The stabilization parameters on ΩS : τS1 =
h2
4µl
,
τS2 = 4µlh and τ
S
3 = 19(
9
4h2 +
3
2h + α)
−1 and on ΩB : τB1 = (4
µl
h2 + σ)
−1,
τB2 = 4µlh and τ
B
3 = 19(
9
4h2 +
3
2h +α)
−1 ,for given µl = 0.954e27.93×0.028×0.0625.
The value of porosity φ is 2 on ΩB .
Table 5 and table 6 show the error in V norm and order of convergence under
Galerkin method and ASGS method respectively for coupled Stokes-Brinkman/
Transport model. These tables represent that stabilized ASGS method per-
forms well, whereas the convergence rate under the Galerkin method oscillates.
Grid Error in H1 norm Order of convergence
10 × 10 0.953771
20 × 20 0.275123 1.79357
40 × 40 0.0635331 2.1145
80 × 80 0.0190837 1.73516
160 × 160 0.00531838 1.84328
Table 3: Error and Order of convergence obtained in V norm under Galerkin
method for Brinkman/Transport Model
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Grid Error in H1 norm Order of convergence
10 × 10 0.201123
20 × 20 0.0661698 1.60383
40 × 40 0.0162947 2.02177
80 × 80 0.00435187 1.90469
160 × 160 0.0011484 1.92201
Table 4: Error and Order of convergence obtained in V norm under ASGS
method for Brinkman/Transport Model
Grid Error in H1 norm Order of convergence
10 × 10 0.000603299
20 × 20 0.00057062 0.080342
40 × 40 0.000139967 2.02744
80 × 80 3.04023e−5 2.20284
160 × 160 2.06788e−5 0.556032
Table 5: Error and Order of convergence obtained in V norm under Galerkin
method for coupled Stokes-Brinkman/Transport Model
Grid Error in H1 norm Order of convergence
10 × 10 0.000479849
20 × 20 0.00015364 1.64303
40 × 40 4.25356e−5 1.85281
80 × 80 1.1035e−5 1.94664
160 × 160 2.80343e−6 1.97685
Table 6: Error and Order of convergence obtained in V norm under ASGS
method for coupled Stokes-Brinkman/Transport Model
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Figure 1: Mesh for 40 × 40 grid points and Horizontal velocity plot respectively
for both Coupled Stokes/Transport Model and Coupled Brinkman/Transport
Model
Figure 2: Concentration plot for both
Coupled Stokes/Transport Model and
Coupled Brinkman/Transport Model
Figure 3: Concentration plot for both
Coupled Stokes-Brinkman/Transport
Model with interface
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Figure 4: Velocity plot and Velocity concentration plot respectively for both
Coupled Stokes/Transport Model and Coupled Brinkman/Transport Model
Figure 5: Velocity plot and Velocity concentration plot respectively for Coupled
Stokes-Brinkman/Transport Model
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Figure 6: Comparison of solution plots at an arbitrary point (0.5,0.5) (upper);
Error plot in H1-norm with respect to degrees of freedom (middle); Order of
convergence plot (lower) for Coupled Stokes/Transport Model
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Figure 7: Comparison of solution plots at an arbitrary point (0.5,0.5) (upper);
Error plot in H1-norm with respect to degrees of freedom (middle); Order of
convergence plot (lower) for Coupled Brinkman/Transport Model
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Figure 8: Comparison of solution plots at an arbitrary point (0.5,0.5) (upper);
Error plot in H1-norm with respect to degrees of freedom (middle); Order of
convergence plot (lower) for Coupled Stokes-Brinkman/Transport Model with
interface conditions
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Figure 9: Exact solution for 40
× 40 grid points
Figure 10: ASGS solution for 40
× 40 grid points
Remark 5. The tables are showing that error under ASGS method at each
mesh size is turned out to be lesser than that of Galerkin method and for all
three cases the order of convergence under ASGS method is 2, which justifies
theoretically established result.
Remark 6. It is clear from figure 6,7, and 8 that ASGS solution comparatively
more fast converges to exact solution whereas the Galerkin solution converges
slowly in first two cases and diverges in third case representing coupled Stokes-
Brikman/Transport model.
Remark 7. The error plots in H1-norm and order of convergence plot under
Galerkin and ASGS methods in figure 6,7,8 establish the more efficiency of the
stabilized method in compared to Galerkin method. It shows that error under
ASGS method is much lesser than that of Galerkin method at the same mesh
size and both are decreasing for finer mesh.
Remark 8. Figure 9 and 10 present three dimensional view of exact solution
and approximated solution derived under stabilized method. It is easily seen that
the approximated solution is very much alike to the exact one.
6 Conclusion
The paper presents ASGS stabilized finite element analysis of two different
aspects of Stokes-Brinkman fluid flow model strongly coupled with unsteady
V ADR transport equation; one is unified way of considering the model and
another is coupling system of equations through interface conditions. Whereas
this paper in one hand elaborately derive both apriori and aposteriori error esti-
mates, on other hand it highlights the way to prove existence and uniqueness of
the solution of variational formulation. It is essential to mention that the norm
employed for error estimation consists of the full norms corresponding to each
variable belonging to their respective spaces. Therefore it provides a wholesome
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information about convergence of the method. Theoretically the rate of conver-
gence for apriori error estimation turns out to be O(h+h2+dt2) and for aposteri-
ori it is O(h2+dt2) for backward Euler time discretization method. In numerical
experiment section three cases viz. coupled Stokes/Transport model, coupled
Brinkman/Transport model, coupled Stokes-Brinkman/Transport model with
interface conditions, have been considered to cover all the different aspects of
the model and in all of the three cases stabilized ASGS method presents better
performance with respect to standard Galerkin method.
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