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Introduction
To study any process of variation with respect the time, the theory of dynamical
systems has been developed, which is also endowed with algebraic and qualitative
techniques, among others. Although, in general case, it is not possible to find the
solution of a differential equation that models an specific process, we can identify
geometric structures influencing over qualitative properties such as; stability, invari-
ant sets attractors, among others, see [12, 14, 16, 20, 21, 22] for further details.
In the algebraic sense, E. Picard and E. Vessiot introduced an approach to study
linear differential equations based on the Galois theory for polynomials (see [13]),
which is known as differential Galois theory or also known Picard-Vessiot theory,
see [2, 7, 11, 23] for further details. Also G. Darboux introduced an algebraic
theory to analyse the integrability of polynomial vector fields, which is known as
Darboux theory of integrability, see [17] and references therein. The final ingredi-
ent of this paper corresponds to orthogonal polynomials, see [10, 15], which are
very important in both theoretical and applied mathematics giving contributions
to random matrices, approximation theory, trigonometric series and especially dif-
ferential equations, among others.
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Concerning to applications of differential Galois theory to dynamical systems,
in [18, 19] were presented techniques to determine the non-integrability of Hamil-
tonian systems can be found in references [3, 4, 5, 6, 18, 19], while in [3, 4]
were presented techniques to study planar polynomial vector fields. In the same
way, applications to Quantum Mechanics can be found in [1, 5]. Combinations of
algebraic and qualitative techiques to study planar vector fields were presented in
[8, 9]. This paper is a sequel of [4], in particular is an extension of the section
§4.2. We follow the same structure of the papers [8, 9] concerning the algebraic
and qualitative techniques to study the polynomial vector fields. We recall that for
algebraic analysis, differential Galois theory and Darboux integrability, we consider
vector fields over the complex numbers, while for qualitative analysis we consider
the vector fields over the real numbers.
1. Preliminaries
In this section we present the basic theoretical background needed to under-
stand the rest of the paper.
1.1. Classical Orthogonal Polynomials. The main object of study in this
work are quadratic polynomial differential systems associated to classical orthog-
onal polynomials. In particular we focus in the sequences of classical orthogonal
polynomials of hypergeometric type, that is, orthogonal polynomials satisfying the
differential equation
(1.1) ρ(x)y′′ + τ(x)y′ + λy = 0,
where ρ(x), τ(x) are polynomials and λ depending on n are given in the next table:
ρ(x) τ(x) λn
1− x2 β − α− (α+ β + 2)x n(n+ 1 + α+ β)
1− x2 −2x n(n+ 1)
1− x2 −x n2
1− x2 −3x n(n+ 2)
1− x2 −(2α+ 1)x n(n+ 1 + 2α)
x α+ 1− x n
x 1− x n
1 −2x 2n
Moreover, it is well known that classical orthogonal polynomials can be ob-
tained by Rodrigues formula, see [10, 15]. In a general form, the constant λn can
be obtained as follows.
λn = −n
(
τ ′ +
n− 1
2
ρ′′(x)
)
.
Thus, the object of study becomes the differential system
dν
dt =
λn
µ ρ+ (ρ
′ − τ)ν + µν2
dx
dt = ρ
and its associated foliation becomes to
dν
dx
=
λn
µ
+
ρ′ − τ
ρ
ν +
µ
ρ
ν2.
We claim that µ 6= 0 because we are studying quadratic polynomial vector fields.
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1.2. Critical Points. We recall that a real vector field χ is a function of Cr
class where r ∈ N∪∞, ω (if r = ω we say that the function is analytic). Moreover,
χ : ∆ −→ R and ∆ is an open subset of R. For instance the differential system
associated to the vector field χ is given by x˙ = χ(x). Now, based on the references
[12, 21], we present the classification of some critical points used in the main results
of this paper. The following theorem is concerning to hyperbolic critical points.
Theorem 1.1. Let (0, 0) be an isolated singular point of the vector field X
associated to
(1.2)
v˙ = av + bx+A(v, x),
x˙ = cv + dx+B(v, x),
where A and B are analytic in a neighborhood of the origin with A(0, 0) = B(0, 0) =
DA(0, 0) = DB(0, 0) = 0. Let λ1 and λ2 be an eigenvalue of the linear part
DX(0, 0) of the system at the origin. Then the following statements hold.
• If λ1 and λ2 are real and λ1λ2 < 0, then (0, 0) is a saddle. If we denote
by E1 and E2 the eigenspaces of respectively λ1 and λ2 then one can find
two invariant analytic curves, tangent respectively to E1 and E2 at 0, on
one of which points are attracted towards the origin, and on one of which
points are repelled away from the origin .On these invariant curves X is
Cω−linearizable. There exist a C∞ coordinate change transforming (1.2)
into one of the following normal forms:
v˙ = λ1v,
x˙ = λ2x,
in the case λ1/λ2 ∈ R \Q, and
v˙ = v(λ1 + f(v
kxl)),
x˙ = x(λ2 + g(v
kxl)),
in the case λ1/λ2 = −k/l ∈ Qwith k, l ∈ N and where f, g are functions
C∞. All systems 1.2 are C0-conjugate to
v˙ = v,
x˙ = −x.
• If λ1 and λ2 are real with |λ2| ≥ |λ1| and λ1λ2 > 0, then (0, 0) is a node.
If λ1 > 0 (Respectively < 0) then it is repelling or unestable (respectively
attracting or stable). There exist a C∞ coordinate change transforming
1.2 into
x˙ = λ1x,
y˙ = λ2y,
in case λ1/λ2 6∈ N, and into
x˙ = λ1x,
y˙ = λ2y + ηx
m,
for some η = 0 or 1, in case λ2 = mλ1 with m ∈ N and m > 1. All
systems are C0−conjugate to
x˙ = ηx,
y˙ = ηy,
with η = ±1 and λ1η > 0.
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• If λ1 = α + βi and λ2 = α − βi with α, β 6= 0 then (0, 0) is a ”strong”
focus. If α > 0 (respectively α < 0), it is repelling or unstable (respectively
attracting or stable). There exists a C∞ coordinate change transforming
1.2 into
x˙ = αx+ βy,
y˙ = −βx+ αy.
All systems 1.3 are C0−conjugado to
x˙ = ηx,
y˙ = ηy,
with η = ±1 and αη > 0.
• If λ1 = βi and λ2 = −βi with β 6= 0, then (0, 0) is a linear center
topologically, a weak focus or a center.
The following theorem corresponds to Semi-hyperbolic critical points.
Theorem 1.2. Let (0, 0) be an isolated singular point of the vector field X
given by
(1.3)
x˙ = A(x, y)
y˙ = λy +B(x, y)
where A and B are analytic in a neighborhood of a origin with A(0, 0) =
B(0, 0) = DA(0, 0) = DB(0, 0) = 0 and λ > 0. Let y = f(x) be the solution
of equation λy +B(x, y) = 0 in a neighborhood of the point (0, 0), and supose that
the function g(x) = A(x, f(x)) has the expression g(x) = amx
m + o(xm) where
m ≥ 2 and am 6= 0. Then there always exists an invariant analytic curve, called
the strong unstable manifold, tangent at 0 to the 0 to the y−axis, on which X is
analytically conjugate to
dx
dt
= λx;
it represents repelling behavior since λ > 0. Moreover the following statements hold.
(i) If m id odd and am < 0 then (0, 0) is a topologycal saddle. tangent to the
x−axis there is a unique invariant C∞ curve, called the center manifold,
on which X is C∞-conjugate to
x˙ = −xm(1 + axm−1),
for some a ∈ R.
If this invariant curve is analytic, then on it X is C∞-conjugate to
x˙ = −xm(1 + axm−1),
y˙ = λy,
and is C0-conjugate to
x˙ = −x,
y˙ = y.
(ii) if m is odd and am > 0, the origin is a unstable topological node. Every
point not belonging to the strong unstable manyfold lies on an invariant
C∞ curve called a center manifold , tangent to the x-axis at the origin,
and on which X is a C∞-conjugate to
x˙ = xm(1 + axm−1),
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for some a ∈ R. All these center manifold are mutually infinitely tangent
to each othe, and hence at most one of them ca be analytic, in which case
X is C∞-conjugate to
x˙ = xm(1 + axm−1),
y˙ = λy,
and C0-conjugate to
x˙ = x,
y˙ = y.
(iii) If m is even, then (0, 0) is a saddle node, that is a singular point whose
neigborhood is the union of one parabolic and two hiperbolic sectors. Mod-
ulo changing x into −x, we suppose that am > 0. Every point to the right
of the strong unstable manifold (side x > 0) lies on a invariant C∞ curve,
called a center manifold, tangent to the x-axis at the origin, and on which
case X is a C∞-conjugate to
x˙ = xm(1 + axm−1),
for some a ∈ R. All these center manifold coincide on the side x ≤ 0
and are hence infinitely tangent at the origin. At most one of these center
manifolds can be analytic, in which case X is C∞-conjugate to
x˙ = xm(1 + axm−1),
y˙ = λy,
and is C0-conjugate to
x˙ = x2,
y˙ = λy.
The following theorem is concerning to Nilpotent singular points.
Theorem 1.3. let (0, 0) be an isolated singular point of the vector field X given
by
x˙ = x+A(x, y),
y˙ = B(x, y),
where A and B are analytic in a neighborhood of the point (0, 0) and also j1A(0, 0) =
j1B(0, 0) = 0. Let y = f(x) be the solution of the equtions y + A(x, y) = 0 in
a neighborhood of the point (0, 0), and consider F (x) = B(x, f(x)) and G(x) =
(∂A/∂v + ∂B/∂x)(x, f(x)). then the foollowing holds:
(i) If F (x) ≡ G(x) ≡ 0, then the phase portrait of X is given by 1a.
(ii) Si F (x) ≡ 0 and G(v) = bxn + o(xn) with n ∈ N, n ≥ 1 and b 6= 0, then
the phase portrait of X is given by 1b o c.
(iii) If G(v) ≡ 0 and F (x) = axm + o(xm) with m ∈ N, m ≥ 1 and a 6= 0, then
– If m is odd and a > 0, then the origin is a saddle (1d) and if a < 0,
then it is a center or focus ( 1e− f).
– If m is even the origin of X is a cusp (1h).
(iv) If F (x) = axm + o(xm) and G(x) = bxn + o(xn) with m,n ∈ N, m ≥ 1,
n ≥ 1 and a 6= 0, b 6= 0, then we have
– If m is even, and
∗ m < 2n+ 1, then the origin of is a cusp 1h
∗ m > 2n+ 1, then the origin is a saddle-node 1i or j
– If m is odd and a > 0 then the origin is a saddle 1d.
6 P. ACOSTA-HUMA´NEZ, M. CAMPO D., A. REYES L., AND J. RODRI´GUEZ C.
– If m is odd, a < 0 and
∗ Either m < 2n+ 1, or m = 2n+ 1 and b2 + 4a(n+ 1) < 0, then
the origin is a center or focus (figure 1e, g).
∗ If n is odd and either m > 2n + 1, or m = 2n + 1 and b2 +
4a(n+ 1) ≥ 0 then the phase portrait of the origin of X consist
of one hyperbolcic and one ellyptic as in figure (1k).
∗ n is even and either m > 2n+1, or m > 2n+1 and b2 +4a(n+
1) ≥ 0 then the origin of X is a node as in figure 1l, m. The
node is attracting if b < 0 and repelling if b > 0.
Figure 1. Portraits of phase for 2.8, [12]
For complete study of these theorems see [12].
1.3. Invariants Curves. Let be the differential polynomial complex system
(1.4)
x˙ = P (x, y),
y˙ = Q(x, y),
and m = max{degP, degQ}.
Theorem 1.4. Suppose that a C−polynomial system (1.4) of degree m admits
p irreducible invariant algebraic curves fi = 0 with cofactors Ki = 1, 2, ..., p; q
exponential factors exp(gi/hi) with cofactors Lj, j = 1, 2, ..., q, and r independent
singular points (xk, yk) ∈ C2 such that fi(xk, yk) 6= 0) then if there exits λi, µj ∈ C
no not all zero such that
p∑
i=0
λiKi +
q∑
j=0
µjLj = −s
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for some s ∈ C\{0}, then the (multivalued) function
fλ11 ...f
λp
p F
µ1
1 ...F
µq
q e
st
is an invariant of system (1.4)
For a complete version if this theorem see [12][§8, p.p. 219].
The following theorems concern to singular points at infinity, where x = XZ and
y = YZ .
Theorem 1.5. The critical points at infinity for the mth degre polynomial sys-
tem (1.4) occur at the points (X,Y, 0) over the equator of the Poincare´ sphere, being
X2 + Y 2 = 1 and
XQm(X,Y )− Y Pm(X,Y ) = 0.
Theorem 1.6. The flow defined in a neighborhood of any critical point of (1.4)
(with mentioned change of variable) over the equator of the Poincare´ sphere S2,
except the points (0,±1, 0), is topologically equivalent to the flow defined by the
system:
(1.5)
±y˙ = yzmP ( 1z , yz )− zmQ( 1z , yz ),±z˙ = zm+1P ( 1z , yz ),
being the signs determined by the flow on the equator of S2 such as was determined
in Theorem 1.5. Similarly, the flow defined by (1.4) (with the mentioned change of
variable) in a neighborhood of any critical point of (1.4) on the equator of S2 except
the points (±1, 0, 0) is topologically equivalent to the flow defined by the system:
(1.6)
±x˙ = xzmQ(xz , 1z )− zmP (xz , 1z ),±z˙ = zm+1P ( 1z , yz ),
the signs being determined by the flow on the equator of S2 as determined in
the theorem (1.5).
This theory can be study in detail on [12, 21].
2. Main Results
In this section we set the main results of the paper. We start presenting some
results of orthogonal polynomials theory from a Galoisian point of view. The fol-
lowing proposition relates the classical Galois theory with orthogonal polynomials.
Proposition 2.1. If Pn an orthogonal polynomial, then for the splitting field
of the polynomial Pn(x) over R, (R{Pn(x)}); we have that R{Pn(x)} = R.
Proof. Due to the roots α1, . . . , αn of any orthogonal polynomial Pn of degree
n are real and distinct, then
R{Pn} = R[α1, ..., αn].
Taking the integral domain R[α1]. By definition we have that
R[α1] = {f(α1)/f(x) ∈ R[x]}.
Thus f(α1) ∈ R. In this way R[α1, ..., αn] = R. 
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Remark 2.1. From the previous proposition we can notice that if we take as
base field the real members, then the splitting field of any orthogonal polynomial
is again the real numbers. That is, the extension L = R{Pn} = R and therefore
the Galois group of the polynomial is G(L \ R) = {f : f(x) = x,∀x ∈ R} = Id.
The following proposition appears in [4, §4.2] and it is included, jointly with
the proof, for completeness.
Proposition 2.2. If we consider two polynomials ρ(x), τ(x) and the parameter
λn from the previous table, then for any µ the Riccati type differential equation
(2.1)
dv
dx
=
λn
µ
+
ρ′ − τ
ρ
v +
µ
ρ
v2,
can be transform into the hypergeometric type equation (1.1).
ρ(x)y′′ +K1P1y′ + λny = 0
Proof. Making the change of variable w = µv we obtain
dw
dx = µ
dv
dx
= λn +
ρ′−τ
ρ µv +
1
ρµ
2v2
= λn +
ρ′−τ
ρ w +
1
ρw
2,
obtaining the differential equation
dw
dx
= λn +
ρ′ − τ
ρ
w +
1
ρ
w2
Now if we take w = −ρy′y , then
y
dw
dx
+ w
dy
dx
= −ρ′y′ − ρy′′.(2.2)
On the other hand,
y dwdx + w
dy
dx = y
[
λn − ρ
′−τ
ρ
(
ρy
′
y
)
+ 1ρ
(
ρy
′
y
)2
+
]
+
(
ρy
′
y
)
y′
= yλn − ρ′y′ + τy′.
This is,
y
dw
dx
+ w
dy
dx
= yλn − ρ′y′ + τy′.(2.3)
Now by (2.2) and (2.3), we have
yλn − ρ′y′ + τy′ = −ρ′y′ − ρy′′,
ρy′′ + τy′ + λny = 0.

In this way we can associate a polynomial system in the plane to each family
of classical orthogonal polynomials as follows:
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Family v˙ x˙
P
(α,β)
n
λn
µ (1− x2) + (α− β + (α+ β)x)v + µv2 1− x2
Pn
λn
µ (1− x2) + µv2 1− x2
Tn
λn
µ (1− x2)− xv + µv2 1− x2
Un
λn
µ (1− x2) + xv + µv2 1− x2
C
(α)
n
λn
µ (1− x2) + (2α− 1)xv + µv2 1− x2
L
(α)
n
λn
µ x+ (−α+ x)v + µv2 x
Ln
λn
µ x+ xv + µv
2 x
Hn
λn
µ + 2xv + µv
2 1
The following theorem appears in [4, §4.2] and it is included, jointly with the
proof, for completeness.
Theorem 2.3. Let ρ(x), τ(x) and λn as in the previous proposition. For any
µ 6= 0, The quadratic polynomial vector field corresponding to the system
(2.4)
dv
dt =
λn
µ ρ+ (ρ
′ −K1P1)v + µv2,
dx
dt = ρ
has an invariant algebraic curve of the form µvPn(x) + ρ(x)P
′
n(x) = 0, where Pn
is any classical orthogonal polynomial associated to ρ(x), τ(x) and λn
Proof. The differential equation associated with the polynomial system (2.4)
is:
dv
dx
=
λn
µ
+
ρ′ − τ
ρ
v +
µ
ρ
v2
which, by Proposition 2.2 can be transformed in the hypergeometric equation (1.1)
and for each n ∈ Z+, we have the solution yn = Pn , which is some classical
orthogonal polynomial associated with functions ρ(x), τ(x) and the parameter λn.
ρ(x)P ′′n + τP
′
n + λnPn = 0(2.5)
Let X be the vector field associated with the differential system (2.4) Now, for
n fixed, we consider the polynomial f(v, x) = µvPn(x) + ρP
′
n(x) and we show that
it is irreducible and satisfies Xf = Kf , where K is the cofactor of the invariant
curve f = 0.
We know that both Pn(x) and P
′
n(x) do not have common factors because the
roots of the orthogonal polynomials are simple. In addition, for ρ(x) defined for
each family of classical orthogonal polynomials, we have that both ρ(x) and Pn(x)
do not share roots because the roots of orthogonal polynomials remain within the
range (a, b). In fact:
♣ In the Jacobi polynomial, ρ(x) = 1−x2 whose roots are not in the interval
(−1, 1)
♣ In the Laguerre polynomials, ρ(x) = x whose root is not in the interval
(0,∞)
♣ In the Hermite polynomials, ρ(x) = 1.
Hence, the polynomial f(v, x) = µvPn(x) + ρP
′
n(x) is irreducible.
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On the other hand, using the differential field associated with the differential
system and (2.5), we have that:
Xf =
(
λn
µ ρ+ (ρ
′ −K1P1)v + µv2
)
∂f
∂v + ρ
∂f
∂x
=
(
λn
µ ρ+ (ρ
′ −K1P1)v + µv2
)
µPn + ρ
(
µvP ′n + ρ
′P ′n + ρ
2P ′′n
)
= ρ′(µvPn + ρP ′n) + µv(µvPn + ρP
′
n)− µK1P1vPn + ρ(ρP ′′n + λnPn)
= ρ′(µvPn + ρP ′n) + µv(µvPn + ρP
′
n)− µK1P1vPn −K1P1ρP ′n
= ρ′(µvPn + ρP ′n) + µv(µvPn + ρP
′
n)−K1P1(µvPn + ρP ′n)
= (ρ′ + µv −K1P1)(µvPn + ρP ′n)
Xf = (ρ′ + µv −K1P1)f
The above implies that µvPn(x) + ρP
′
n(x) = 0 it is an invariant curve for the
system (2.4) 
The following proposition is entirely a contribution of this paper.
Proposition 2.4. The quadratic polynomial system
(2.6)
 v˙ =
λn
µ
(1− x2) + avx+ bv + µv2 = P (v, x)
x˙ = 1− x2
has an invariant of Darboux in the form
I(v, x, t) =
√
x− 1√
x+ 1
et
Proof. The algebraic curves
f1(v, x) = x+ 1 = 0, f2(v, x) = x− 1 = 0
are invariant algebraic curves of the system (2.6) with cofactors
K1(v, x) = 1− x, k2(v, x) = −1− x,
respectively.
In fact, since for this system, the vector field is defined as:
X = P (v, x)
∂
∂v
+ (1− x2) ∂
∂x
we obtain that,
X(f1) = (1− x)f1 and X(f2) = (−1− x)f2
Now using the theorem 1.4, taking s = 1,
λ1K1 + λ1K1 = −1
we obtain
λ1 = −1/2, λ2 = 1/2.
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Thus, we obtain the Darboux invariant
I(v, x, t) =
√
x− 1√
x+ 1
et.

Now we will study the phase portraits on the Poincare´ disk of the polynomial
systems associated with the classical orthogonal polynomials, which is one of the
main contributions of this paper.
Proposition 2.5. The phase portrait on the Poincare´ disk of any quadratic
polynomial system
(2.7)

v˙ = λnµ (1− x2) + avx+ µv2
x˙ = 1− x2
with µ 6= 0, λn > 0 and a ∈ R is topologically equivalent to some of the phase
portraits described in the Figure 1.
Figure 2. Phase portraits for the system ??
Proof. In the finite plane, the singular points of the system are
(0, 1), (0,−1), (−a/µ, 1), (a/µ,−1).
Two cases are possibles: If a 6= 0 there are four singular points and, if a = 0 there
are only two singular points.
Case 1: a 6= 0
In the finite plane there are four singular points.
DX(v, x) =
 ax+ 2µv −2λnµ x+ av
0 −2x

By evaluating this matrix in each of the singular points, we obtain
DX(0, 1) =
[
a −2λn/µ
0 −2
]
DX(0,−1) =
[ −a 2λn/µ
0 2
]
DX(−a/µ, 1) =
[ −a −(2λn + a2)/µ
0 −2
]
DX(a/µ,−1) =
[
a (2λn − a2)/µ
0 2
]
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Therefore, in the finite plane there are two saddle points and two nodes; one stable
and the other unstable.
Case 2: a = 0
In the finite plane there are only two singular points. The Jacobian matrix of the
system (2.7), with a = 0 is:
DX(v, x) =
 2µv −2λnµ x
0 −2x

DX(0, 1) =
[
0 −2λn/µ
0 −2
]
DX(0,−1) =
[
0 2λn/µ
0 2
]
This is, the singular points (0, 1) and (0,−1) are semi-hyperbolics points.
Using the theorem 1.3 to be able to analyze the behavior of previous singular
points, in a neighborhood of the origin. We must translate these points to the
origin of the coordinated plane and after transforming the system to rewrite it in
a normal way (the normal forms theorem).
We perform the following translation; the result will be a system topologically
equivalent to (2.7).
x˜ = x− 1, v = v,
{
v˙ = λnµ (−2x˜− x˜2) + µv2
˙˜x = −2x˜− x˜2,
then,
x˜ = x˜, v˜ = v − λn
µ
x˜,
˙˜v =
λ2n
µ x˜
2 + 2λv˜x˜+ µv˜2
˙˜x = −2x˜− x˜2.
This last system is topologically equivalent to the system (2.7) and also meets
the hypothesis of the theorem for semi-hyperbolic points.
If we take
A(v˜, x˜) =
λ2n
µ
x˜2 + 2λv˜x˜+ µv˜2
and
B(v˜, x˜) = −x˜2,
then
x˜ = f(v˜) = −1
2
v˜2 + o(v˜2)
is the solution of
−2x˜+B(v˜, x˜) = 0
near of origin.
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Now,
g(v˜) = A(v˜, f(v˜)) = µv˜2 + o(v˜2)
because the lowest-order term of the function g(v˜) is even, the singular point
(0, 1) is a saddle-node point.
Now, for the semi-hyperbolic point (0,−1) we make the transformations
v = v, x˜ = x+ 1
x˜ = x˜ v˜ = v − λnµ x˜
obtaining that (0,−1) is a saddle-node point.
Now we will analyze the singular points in infinity, using the transformations
on the Poincare´ sphere, see [21] .
The flow defined by the study system 2.7, on the equator of the Poincare´ sphere
except (±1, 0, 0) is topologically equivalent to the flow defined by the system{
v˙ = −λn/µ+ (a+ 1)v + µv2 + λn/µz2 − vz2
x˙ = −z3 + z
whose singular points to study are:
(v1, 0) =
(
−(a+1)+
√
(a+1)2+4λn
2µ , 0
)
(v2, 0) =
(
−(a+1)−
√
(a+1)2+4λn
2µ , 0
)
DX(v, z) =
 (a+ 1) + 2µ− z2 − v 2λnµ z − 2vz
0 −3z2 + 1

then,
DX(v1, 0) =
[ √
(a+ 1)2 + 4λn 0
0 1
]
DX(v2, 0) =
[ −√(a+ 1)2 + 4λn 0
0 1
]
which indicates that, (v1, 0) is an unstable node and (v2, 0) is a saddle point.
The flow defined by the study system on, the equator of the Poincare´ sphere except
(0,±1, 0) is topologically equivalent to the flow defined by the system
x˙ = −λnµ xz2 + λnµ x3 − µx+ z2 − (a+ 1)x2
z˙ = −λnµ z3 + λnµ x2z − axz − µz
In which it is only necessary to study the behavior of the singular point, the origin.
DX(x, z) =
 −λnµ z2 + 3λnµ x2 − µ− 2(a+ 1)x −2λnµ xz + 2z
2λnµ xz − az −3λnµ z2 + λnµ x2 − ax− µ

Evaluating this matrix in (0, 0)
DX(0, 0) =
[ −µ 0
0 −µ
]
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This is, the origin of this last system is a node and its stability depends on the sign
of µ.

Remark 2.2. For specific values of the parameter a, phase portraits are ob-
tained for the polynomial systems associated with the following orthogonal poly-
nomials:
a = 0, Pn
a = −1, Tn
a = 1 Un
a = 2α− 1 C(α)n
Proposition 2.6. The phase portrait on the poincare´ disk of any quadratic
polynomial system
(2.8)

v˙ = λnµ x+ av + bvx+ µv
2
x˙ = x
with µ 6= 0, λn > 0 and a, b ∈ R, is topologically equivalent to some of the phase
portraits described in the Figure 3
Figure 3. Portraits of phase for 2.8
Proof. In this system the singular points in the finite plane have the form
(0, 0) and (
−a
µ
, 0). this is, if a = 0 there is only one singular point and if a 6= 0
there are two singular points.
The Jacobian Matrix of the system is:
DX(v, x) =
 a+ bx+ 2µv
λn
µ
x+ bv
0 1

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Case 1: Laguerre associate a 6= 0.
DX(0, 0) =
[
a 0
0 1
]
DX(−a/µ, 0) =
[ −a −ab/µ
0 1
]
Indistinct of the sign of a, in the finite plane there is a saddle point and an unstable
node.
Case 2: Laguerre a = 0.
DX(0, 0) =
[
0 0
0 1
]
This implies that the origin is a singular semi-hyperbolic point.
Making the transformations:
v˜ = v − λn
µ
x, x = x
we get the following system, which is, topologically equivalent to (2.8)
˙˜v =
λn(b+ λn)
µ
x2 + (b+ 2λn)v˜x+ µv
2
x˙ = x
Applying the theorem for semi-hyperbolic points, we take
A(v˜, x) =
λn(b+ λn)
µ
x2 + (b+ 2λn)v˜x+ µv
2 B(v˜, 0) = 0.
Then x = f(v˜) = 0 is the solution of equation x + B(v˜, 0) = 0, in a neighborhood
of origin.
Now,
g(v˜) = A(v˜, 0) = µv˜2 + o(v˜2).
therefore, the origin is a saddle-node.
Again the singular points in infinity will be analyzed, using the transformations
on the poincare´ sphere.
The flow defined by the study system 2.8, on the equator of the Poincar sphere
except (±1, 0, 0) is topologically equivalent to the flow defined by the system
v˙ =
λn
µ
z + bv + (a− 1)vz + µv2
z˙ = −z2
whose singular points are: (0, 0) and (−b/µ, 0). If b 6= 0 there are two singular
points, If b = 0 there is only one singular point.
The Jacobian matrix associated with this last system is:
(2.9) DX(v, z) =
 b+ (a− 1)z + 2vµ λnµ + (a− 1)v
0 −2z

16 P. ACOSTA-HUMA´NEZ, M. CAMPO D., A. REYES L., AND J. RODRI´GUEZ C.
Case 1: Laguerre and Laguerre associate b 6= 0.
DX(0, 0) =
 b λnµ
0 0
 DX(−b/µ, 0) =
 −b λn + b(1− a)µ
0 0
.

This is, (0, 0) and (−b/µ, 0) they are semi-hyperbolic points.
To express the system (2.9) in the canonical form, and thus be able to apply the
theorem for semi-hyperbolic points; we perform the following transformations:
v˜ =
λn
µ
z + bv z = z
obtaining the following system, which is topologically equivalent to (2.9)
˙˜v = bv˜ +
λn(−a+ λn/b)
µ
z2 + (a− 1− 2λn/b)v˜z + µ
b
v˜2
z˙ = −z2
where
A(v˜, z) = −z2 B(v˜, z) = λn(−a+ λn/b)
µ
z2 + (a− 1− 2λn/b)v˜z + µ
b
v˜2
Let v˜ = f(z) the solution of equation bv˜ +B(v˜, z) = 0 in a neighborhood of origin.
then
g(z) = A(f(x), z) = −z2
So (0, 0) is a saddle-node.
For the point (−b/µ, 0) we will successively the following transformations
v˜ = v +
b
µ
z = z
v¯ =
λn + b(1− a)
µ
z − bv˜ z = z
obtaining the system topologically equivalent to 2.9
˙¯v = −bv¯ +B(v¯, z)
z˙ = −z2
where
B(0, 0) = DB(0, 0) = 0
and
A(v¯, z) = −z2.
Let v¯ = f(z) the solution of the equation −bv¯ + B(v¯, z) = 0 in a neighborhood of
the origin of this latter system. Then
g(z) = A(f(z), z) = −z2.
Therefore, the point (−b/µ, 0) is a saddle-node.
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Case 2: b = 0.
DX(0, 0) =
 0 λnµ
0 0

That is, the origin is a unique nilpotent point for this system.
We make the transformation
v˜ =
µ
λn
v, z = z
obtaining the system topologically equivalent to the system (2.9):
˙˜v = z + (a− 1)v˜z + λnv˜2
z˙ = −z2
This last system fulfills the conditions of theorem for singular nilpotent points where
A(v˜, z) = (a− 1)v˜z + λnv˜2 B(v˜, z) = −z2
Otherwise, z = f(v˜) = (1− λn − a)v˜2 + 0(v˜2) is the solution to the equation
z +A(v˜, z) = 0
in a neighborhood of the origin.
Then,
F (v˜) = B(v˜, f(v˜)) = −(1− λn − a)2v˜4 + o(v˜4)
G(v˜) =
(
∂A
∂v˜
+
∂B
∂z
)
(v˜, f(v˜)) = 2λnv˜ + o(v˜)
In this case m = 4 y n = 1. Since m is even and m > 2n + 1 the origin is a
saddle-node.
For the infinity, the flow defined by the system, on the equator Poincare´ sphere
excepting (0,±1, 0) is topologically equivalent to the flow defined by the system
x˙ = (1− a)xz − λnµ x2z − bx2 − µx
z˙ = −λnµ xz2 − az2 − xz − µz,
in which it is only necessary to study the behavior of the singular point, the origin.
DX(x, z) =
 (1− a)z − 2λnµ xz − 2bx− µ (1− a)x− λnµ x2
−λnµ z2 − z −2λnµ xz − 2az − x− µ
.

In (0, 0)
DX(0, 0) =
[ −µ 0
0 −µ
]
that is, the origin of this last system is a node and its stability depends on the sign
of µ.

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Remark 2.3. In the previous proposition, for specific values of the parameters
a and b, the phase portraits for the polynomial systems associated with the following
orthogonal polynomials are obtained:
a = 0, b = 1 Ln
a = −α, b = 1 L(α)n
To finish this section we compute the differential Galois group and the ele-
ments of Darboux integrability to the quadratic polynomial vector field related
with Chebyshev differential equation.
Proposition 2.7. For the Chebyshev differential equation
(2.10) y′′ − x
1− x2 y
′ +
λn
1− x2 y = 0
where λn = n
2, n ∈ N, the following statement are true:
(1) G(L/K) of the Chebyshev equation is isomorphic to Z2, where K = C(x)
(2) The first integrals of the fields
(2.11)
 w˙ = −2− 4λn + (4λn − 1)x
2 − 4(1− x2)2w2
x˙ = 4(1− x2)2
and
(2.12)

v˙ =
λn
µ
(1− x2)− xv + µv2
x˙ = 1− x2
associated with the Chebyshev equation, are:
I(w, z) =
−w + U
′
n−1
Un−1
− 3x
2(1− x2)
−w + T
′
n
Tn
− x
2(1− x2)
· Un−1
Tn
√
1− x2
and
I(v, z) =
U ′n−1(1− x2) + Un−1(µv − x)
T ′n(1− x2) + µTnvx
· √1− x2
Proof. (1) It is known that y1 = Tn , y2 = Un−1
√
1− x2 are two linearly
independent solutions of the equation (2.10). If we take the differential
body K = C(x) of all the rational functions of variable x, we consider
the extension of the body L = K[
√
1− x2]. To calculate the differential
Galois group of the equation (2.10) all differential automorphisms in the
extension must be calculated L. That is, find a matrix
Aφ =
[
a b
c d
]
such that
φ
[
y1
y2
]
= Aφ
[
y1
y2
.
]
By matrix operations we have:
φ(y1) = ay1 + by2, φ(y2) = cy1 + dy2
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On the other hand, y1, y2 ∈ C(x) and φ are automorphisms,then we get
φ(y1) = y1, φ(y2) = cy2
when c2 = 1. Then we can conclude that
Aφ =
[
1 0
0 c
]
This is,
D(L/K) ∼=
{[
1 0
0 1
]
,
[
1 0
0 −1
]}
∼= Z2
(2) If in the equation (2.10) we consider b1(x) =
−x
1− x2 y b0(x) =
λn
1− x2 ,
then transformation
y = ze−
1
2
∫
b1(x)dx
allows us to obtain the reduced second order equation
(2.13) z′′ =
(−2− x2 − 4λn(1− x2)
4(1− x2)2
)
z,
with
z = y(1− x2) 14 .
Since y1 = Tn and y2 = Un−1 are linearly independent solutions of the
Chebyshev equation, then:
z1 = Tn(1− x2) 14 , z2 = Un−1(1− x2) 34 ,
are linearly independent solutions of the reduced second order equation
(2.13).
On the other hand, the differential equation associated with the sys-
tem (2.11) have the form:
w′ =
−2− 4λn + (−1 + 4λn)x2
4(1− x2)2 − w
2
and applying the transformation w =
z′
z
, is equivalent to the equation
(2.13). from this the solutions of this last equation are given by:
w1 =
z′1
z1
= (lnz1)
′ =
T ′n
Tn
− x
2(1− x2)
and
w2 =
z′2
z2
= (lnz2)
′ =
U ′n−1
Un−1
− 3x
2(1− x2) .
Then. by Lemma 1 of [6], we get that the first integral of the system
(2.11) have the form:
I(w, x) =
−w(x) + w2(x)
−w(x) + w1(x) · e
(
∫
(w2(x)−w1(x))dx).
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This is,
I(w, x) =
−w + U
′
n−1
Un−1
− 3x
2(1− x2)
−w + T
′
n
Tn
− x
2(1− x2)
· Un−1
Tn
√
1− x2
Now to find the first integral of the system (2.12), can be noticed that
the foliation of this system and the foliation of the system (2.11) are
v′ =
λn
µ
− x
1− x2 v +
µ
1− x2 v
2,
w′ =
−2− 4λn + (4λn − 1)x2
4(1− x2)2 − w
2.
which are related through the transformation
w = − x
2(1− x2) −
µv
1− x2 .
Therefore, replacing we obtained
I(v, x) =
x
2(1− x2) +
µv
1− x2 +
U ′n−1
Un−1
− 3x
2(1− x2)
x
2(1− x2) +
µv
1− x2 +
T ′n
Tn
− x
2(1− x2)
· Un−1
Tn
√
1− x2
after simplifying we get the first integral described for the system (2.12).

Final Remarks
In this paper we studied algebraically through differential Galois theory and
Darboux theory of integrability, as well qualitatively through the analysis of critical
points, some quadratic polynomial vector fields related with classical orthogonal
polynomials.
Acknowledgements
The author thank to Camilo Sanabria and Dmitri Karp by their useful com-
ments and suggestions.
References
[1] P. B. Acosta-Huma´nez, Galoisian Approach to Supersymmetric Quantum Mechanics: The
Integrability Analysis of the Schro¨dinger Equation by means of Differential Galois Theory,
VDM Verlag, Dr. Mu¨ller, Berl´ın, 2010.
[2] P. B. Acosta-Humanez, La Teor´ıa de Morales-Ramis y el Algoritmo de Kovacic, Lecturas
Matema´ticas, NE (2006), 21–56
[3] P. B. Acosta-Huma´nez, J.T. La´zaro, J.J. Morales-Ruiz & Ch. Pantazi, Differential Galois the-
ory and non-integrability of planar polynomial vector fields, Journal of Differential Equations
264 (2018), 7183–7212
[4] P. B. Acosta-Huma´nez, J.T. La´zaro, J.J. Morales-Ruiz & Ch. Pantazi, On the integrability
of polynomial vector fields in the plane by means of Picard-Vessiot theory, Discrete and
Continuous Dynamical Systems - Series A (DCDS-A), 35 (2015), 1767–1800
ALGEBRAIC AND QUALITATIVE ASPECTS OF QUADRATIC V. FIELDS AND OP 21
[5] P. B. Acosta-Huma´nez, J.J. Morales-Ruiz & J.-A. Weil, Galoisian approach to integrability
of Schro¨dinger equation, Report on Mathematical Physics, 67, (2011) 305–374
[6] P. B. Acosta-Huma´nez & Ch. Pantazi, Darboux Integrals for Schro¨dinger Planar Vector
Fields via Darboux Transformations, Symmetry, Integrability and Geometry: Methods and
Applications (SIGMA), 8, (2012), 043, 26 pages.
[7] P. Acosta-Huma´nez & J. H. Pe´rez, Una introduccio´n a la Teor´ıa de Galois diferencial, Bol.
Mat. (N.S.), 11 (2004), 138–149.
[8] P. Acosta-Huma´nez, A. Reyes, & J. Rodr´ıguez, Galoisian and qualitative approaches to linear
Polyanin-Zaitsev vector fields, Open Math. 2018; 16: 1204–1217
[9] P. Acosta-Huma´nez, A. Reyes, & J. Rodr´ıguez, Algebraic and qualitative remarks about the
family yy′ = (αxm+k−1 + βxm−k−1)y + γx2m−2k−1, Preprint 2018, ArXiv:1807.03551
[10] T. S. Chihara, An Introduction to Orthogonal Polynomials, Mathematics and its Applica-
tions, 13, New York: Gordon and Breach Science Publishers, 1978.
[11] T. Crespo & Z. Hajto, Algebraic Groups and Differential Galois Theory, 122, Graduate
Studies in Mathematics, American Mathematical Society, 2011.
[12] F. Dumortier, J. Llibre & J. C. Arts. Qualitative Theory of Planar Differential Systems.
[13] H. Edwards, Galois Theory, Graduate Text in Mathematics 101, Springer, 1984
[14] J. Guckenheimer , K. Hoffman & W. Weckesser, The forced Van der Pol equation I: The slow
flow and its bifurcations, SIAM J. Applied Dynamical Systems, 2 (2003), 1–35.
[15] M.E.H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclo-
pedia of Mathematics and its Applications 98, Cambridge University Press, 2005
[16] T. Kapitaniak, Chaos for Engineers: Theory, Applications and Control, Springer, Berlin,
Germany, 1998.
[17] J. Llibre & X. Xhang, Darboux theory of integrability in Cn taking into account the multi-
plicity, Journal of Differential Equations, 246 (2009), 541–551
[18] J.J. Morales-Ruiz, Differential Galois Theory and Non-Integrability of Hamiltonian Systems,
Birkha¨user, Basel, 1999.
[19] J.J Morales-Ruiz & J.-P. Ramis, Galoisian obstructions to integrability of Hamiltonian sys-
tems, Methods and Applications of Analysis8, (2001) 33–96.
[20] J. Nagumo, S. Arimoto and S. Yoshizawa, An active pulse transmission line simulating nerve
axon, Proc. IRE, 1962, 50, 2061-2070.
[21] L. Perko. Differential Equations and Dynamical Systems, Third Edition, Springer-Verlag,
New York, 2001.
[22] B. Van der Pol & J. Van der Mark, Frequency demultiplication, Nature, 120 (1927), 363–364.
[23] M. Van der Put & M. Singer, Galois theory of linear differential equations, Springer-Verlag,
New York, 2003.
(P. Acosta-Huma´nez) Instituto Superior de Formacio´n Docente Salome´ Urea - ISFO-
DOSU, Recinto Emilio Prud-Homme, Santiago de los Caballeros, Dominican Republic,
Facultad de Ciencias Ba´sicas y Biomedicas, Universidad Simo´n Bol´ıvar, Barranquilla -
Colombia
E-mail address: primitivo.acosta-humanez@isfodosu.edu.do
(M. Campo D.) Facultad de Ciencias Ba´sicas, programa de matema´tica universidad
del Atla´ntico, Barranquilla - Colombia
E-mail address: mcampodonado@mail.uniatlantico.edu.co
(A. Reyes L.) Programa de matema´ticas- Universidad del Atla´ntico, Barranquilla -
Colombia
E-mail address: areyeslinero@mail.uniatlantico.edu.co
(J. Rodr´ıguez C.) Departamento de de matema´tica y estad´ıstica Universidad del
Norte & Programa de matema´ticas- Universidad del Atla´ntico, Barranquilla - Colom-
bia
E-mail address: jrodri@uninorte.edu.co - jorgelrodriguezc@mail.uniatlantico.edu.co
