Recall the two-period nested exchangeable correlation structure is written as
A. THE EIGENVALUES OF CORRELATION MATRIX
Recall the two-period nested exchangeable correlation structure is written as 
and the determinant is det( ) = −1 ( + ).
This tells us that a sufficient and necessary condition for the existence of −1 is that ≠ 1 − 0 and ≠ 1 + ( 1 − 1) 0 . By Theorem 8.2.1 in Graybill 1 , the determinant of this block matrix is det( ( ) − ) = det( ) det( − −1 ). This suggests additional eigenvalues are the solutions to det( − −1 ) = 0.
Since is assumed nonsingular, the inverse can be computed by formula (1) where we define
Clearly, the eigenvalues are the solutions to ( , 1 , 2 , 0 , 1 ) = 0 with as the unknown.
The function is quadratic in and has two real roots since the discriminant Δ = ( 1 − 2 ) Note that each of these two eigenvalues has multiplicity one, and therefore 1 has multiplicity − 2.
For to be positive definite, we require all the eigenvalues to be positive. This requires 0 < 1, and
Equivalently, this suggests the constraints −1∕( ∕2 − 1) < 0 < 1 and
If the cluster-period sizes are balanced such that 1 = 2 = ∕2, the roots to ( , ∕2, ∕2, 0 , 1 ) are simplified as 2 = 1 + ( ∕2 − 1) 0 − 1 ∕2 and 3 = 1 + ( ∕2 − 1) 0 + 1 ∕2. In this case, the constraints for to be positive definite further reduce to −1∕( ∕2 − 1) < 0 < 1 and
B. THE ANALYTICAL INVERSE OF CORRELATION MATRIX
We will assume is nonsingular and hence the corresponding positive eigenvalue conditions hold. Let = (1 − 0 )
and = 1 . By Henderson and Searle 2 , the inverse of is
It is easy to verify that the −1 has similar basis matrices as and can be expanded as
. Because
, we must have
,
1 ,
we obtain
Observe that
whose inverse again shares the same basis matrices, and could be expressed by ( + −1 )
) . Observe that
If the above equality holds, then the ( , )th block of must be
Note that although the above linear system of equations are found by only looking at the diagonal blocks, it turns out that they are sufficient to ensure = 0. To solve for 1 and 2 , we multiply (4) by 1 and (5) by 2 and add them up to obtain
we then deduce from (4) and (5) that
Notably, when 1 = 2 = ∕2 = ∕2, we have = 1+( ∕2−1) 0 − 1 ∕2 = 2 , and = 1+( ∕2−1) 0 + 1 ∕2 = 3 , and the inverse simplifies to
, which is the inverse of the nested exchangeable correlation in Teerenstra et al. 3 (after correcting the typo in equation (1) of their manuscript).
C. MATRIX-ADJUSTED ESTIMATING EQUATIONS FOR CORRELATION PARAMETERS
We use the matrix-adjusted estimating equations (MAEE) introduced by Preisser et al. 4 to reduce the finite-sample bias in estimating the correlation parameters. Resuming the notations in Section 2.2, we define the collection of upper triangular elements
Then we write the expectation of these correlation estimates as ( ) = (̃ ) such that diagonal working covariance matrix. The -estimation equations are specified by
A simple choice for the working covariance that preserves the consistency of estimation is the identity matrix 5 . Alternative specification of requires an expression for the higher-order moments of . If the outcome is binary, the diagonal elements of is provided in Prentice 6 and Lu et al. 7 . If the outcome is continuous, the diagonal elements is given by Li et al. 8 as 1+ (6) follows the iterative steps outlined in Prentice 6 . Finally, unless the dispersion parameter is set to be unity, we follow Li et al. 8 and update the dispersion estimate from iteration to + 1 aŝ
− , wherẽ = ⋅̂ ⋅ for = 1, … , and = 3 is the number of regression parameters in the marginal mean model given in Section 2.1.
D. SAMPLE SIZE METHODS ASSUMING NO PERIOD EFFECT
Assuming no period effect, the marginal mean model reduces to ( ) = + , where is the grand mean of the outcome on the link function scale. Then the design matrix for each cluster is
For continuous outcomes with the identity link, since = , we have
Some algebraic simplification shows that the bottom-right element of Σ −1 1
We then obtain the sample size formula based on a -test as
which is identical to the formula provided by Giraudeau et al. 10, 11 . Observe that in the absence of the period effect, the sample size formula (7) is free of , namely the required sample size is not affected by the proportion of clusters assigned to each treatment sequence.
For binary outcomes with the logit link, since there is no period effect, 1 = 2 and 2 = 1 . Recall that = , we have
Some algebraic simplification leads to = ( 2 + 3 ) 1 (1 − 1 ), and
and the upper-left element is written as
Then the bottom-right element of Σ 
which equals to half of the required sample size provided by Preisser et al. 12 for a pretest-posttest cross-sectional design. Here, since 2 + 3 = 2 + ( − 2) 0 and 2 − 3 = − 1 , the required sample size is increasing in 0 and decreasing in 1 . Further, if the inter-period correlation coefficient 1 = 0, the CRXO design without period effect can be regarded as a parallel design with twice the sample size. In this case, the sample size formula (8) reduces to
which shares a similar form with the formula provided by Shih 13 . On the other hand, when the intervention effect is small such
We remark that such an approximation was used by Forbes et al. 14 . Interestingly, formula (10) now shares a similar structure to (7) derived for continuous outcomes assuming no period effect. In this case, 2 may be considered as an approximate design effect for binary outcomes.
E. RELATIONSHIP BETWEEN CORRELATIONS AND POWER FOR BINARY OUTCOMES
Although it is challenging to analytically study the relationship between 0 , 1 and 2 with binary outcomes, we have numerically as the within-period correlation 0 increases, 2 becomes larger and more clusters are required to achieve a fixed power. By contrast, as the inter-period correlation 1 increases, 2 decreases and fewer clusters are required.
F. EXTENSION OF SAMPLE SIZE METHODOLOGY TO ALTERNATIVE LINK FUNCTIONS
For binary outcome , we could alternatively specify as the log function such that the marginal mean of cluster is = exp( ). We use the Bernoulli model and assume the variance function ℎ( ) = (1 − ) and no over-dispersion, so Web Figure 1 The variance of the intervention effect 2 as a function of the within-period correlation 1 and the inter-period correlation 2 , under different assumptions of period effect.
clusters receiving the BA sequence. Using these quantities, the detectable effect size in terms of the log risk ratio (RR) is:
With the log link, we now have = diag( ) , and it follows from Section 3.2 in the main manuscript that
, where = diag{ 1 ∕(1 − 1 ), 2 ∕(1 − 2 )} for clusters receiving the AB sequence, = diag{ 1 ∕(1 − 1 ), 2 ∕(1 − 2 )} for clusters receiving the BA sequence, and
The revised sample size formula can be obtained once we substitute the new values of 0 , , , Λ in equations (16), (17) of the main paper.
Similar logic extends to the linear probability model, in which is specified as the identity link. In this case, It can be shown that the revised sample size formula is obtained if we specify 0 in terms of RD, and substitute , , Λ in equations (16), (17) of the main paper with the following:
G. EXTENSION OF SAMPLE SIZE METHODOLOGY TO COHORT CRXO TRIALS
Our sample size methodology readily extends to cohort CRXO designs, in which the same set of individuals are included in both periods for a cluster. The GEE analyses of cohort CRXO trials could still be based on the marginal mean model (1) in the main manuscript, but the correlation structure should additionally reflect the association between repeated measurements from the same individual. More specifically, three types of correlations should be considered: the within-period correlation, corr( , ′ ) = 0 for ≠ ′ and = 1, 2, the inter-period correlation, corr( 1 , 2 ′ ) = 1 for ≠ ′ , and the withinindividual correlation, corr( 1 , 2 ) = 2 . Assume ∕2 individuals are included in each cluster, we follow Li et al. 8 and define the two-period block exchangeable correlation structure for cluster as
′ is the vector of correlation parameters, is a -dimensional identity matrix, = 1 1 ′ is an by matrix of ones. For example, suppose the th cohort size is ∕2 = 3, the explicit form of the block exchangeable matrix is 
The properties of the block exchangeable correlation structure has been studied by Li et al. 8 in the context of cohort stepped wedge CRTs and we adapt their results to inform the design of cohort CRXO trials. According to Li et al. 8 , ( ) has the following four eigenvalues
Therefore, valid correlation values are among those such that ( ) is positive definite, and can be determined efficiently by directly assessing the positivity of above eigenvalues. Furthermore, the closed-form inverse of the block exchangeable correlation is also available: .
With the block exchangeable correlation matrix, one could repeat the derivation presented in Section 3.1 and 3.2 of the main manuscript and obtain the appropriate sample size formulae for cohort designs. We provide the main idea as follows.
For continuous outcomes with identity link, we have and the the required total sample size to achieve a prescribed type I error rate 1 and type II error rate 2 for a -test becomes
Given the above sample size formula, the new variance inflation factor (design effect) remains to be an eigenvalue of the block exchangeable correlation matrix, 3 . This variation inflation factor suggests that the required number of clusters increases as the within-period correlation 0 increases, and as the inter-period correlation 1 or the within-individual correlation 2 decreases.
For binary outcomes with the canonical logit link, the revised sample size formula for cohort trials can be obtained by essentially replacing 2 , 3 in equations (16), (17) in the main manuscript with 3 and 4 , respectively.
11. Giraudeau B, Ravaud P, Donner A. Correction to "Sample size calculation for cluster randomized cross-over trials". 
H. WEB TABLES
Web Table 1 Summary of parameter constellation and convergence rates for GEE analyses of simulated continuous outcomes. a Convergence rates (out of 1000) in simulation scenarios for studying test size.
b Convergence rates (out of 1000) in simulation scenarios for studying power.
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Web Table 2 Summary of parameter constellation and convergence rates for GEE analyses of simulated binary outcomes. -test -test
