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1 Re´sume´
Au cours des anne´es, le potentiel de cre´ation de liens de communication entre l’homme et
la machine n’a fait qu’e´voluer. Nous nous trouvons face a` une quantite´ relativement importante
d’outils permettant la communication entre ces deux acteurs. Pour pouvoir organiser et faciliter
les e´changes, les langages de mode´lisation fournissent de puissants outils permettant la cre´ation
de communication par interfaces multimodales.
Il existe de nombreux langages de description, chacun fonctionnant de manie`re diffe´rente et
proposant des options de mode´lisation spe´cifiques.
Ce travail se concentrera sur un langage en particulier :
SMUIML (Synchronized User Interface Modelling Language) est un langage de mode´lisation
de´veloppe´ par Bruno Dumas, professeur a` la faculte´ d’informatique a` l’Universite´ de Namur.
La repre´sentation de la mode´lisation d’une interaction avec l’ordinateur se fait sous la forme
d’une machine a` e´tats. Cet automate dispose d’une traduction en XML.
Ce langage, base´ sur une architecture de type CARE [8], est principalement oriente´ vers la ges-
tion des modalite´s en entre´e et permet au syste`me de les ge´rer soit en paralle`le l’une de l’autre,
soit de manie`re se´quentielle. Malheureusement, son de´veloppement a e´te´ mis en suspens et n’a
pas pu be´ne´ficier de nouvelles e´volutions depuis quelques anne´es.
Profitant du travail lie´ a` ce me´moire, B. Dumas souhaite rede´marrer le de´veloppement de
son langage et lui apporter des modifications structurelles pour pouvoir, dans un futur plus ou
moins proche, l’utiliser dans le cadre de son travail acade´mique.
De plus, une boite a` outils graphique, HephaisTK [6], a e´te´ cre´e´e afin de venir en aide a` l’utilisa-
teur souhaitant re´aliser des interactions avec l’ordinateur. De meˆme que son langage de re´fe´rence,
son de´veloppement est suspendu depuis plusieurs anne´es.
L’objet de ce me´moire est d’une part de re´pertorier et d’expliquer les modifications re´alise´es




Over the years, the potential for creating communication links between man and machine
only evolved continually. We face a large number of communication tools between these two
actors. In order to organize and facilitate exchanges, modelling languages provide powerful tools
to create communication through multimodal interface.
There are many descriptives languages, each operating in different ways and with specific
modelling options.
This work will focus on one of those languages :
The SMUIML (Synchronized User Interface Modelling Language) is a modelling language de-
veloped by Bruno Dumas, professor at the Faculty of Computer Sciences at the University of
Namur.
The modelling representation of the multimodal interaction is done in form of a state machine
and this controller features an XML translator.
This language is based on a CARE architecture [8] and is mainly oriented towards the input
modalities management and allows a parallel management or sequential management. Unfor-
tunately, its development has been put on hold and did not benefit from new developments in
recent years.
Taking advantage of the work associated with this dissertation, B. Dumas wishes to restart
the development of this language and make structural changes in order to be able to use it in
the framework of his academic work, in a quite close future.
In addition, a graphical toolkit, HephaisTK [6], was created to help users who want to create
some interactions with the computer. Like its reference language, its development has been put
on hold.
The purpose of this work is to list and explain the modifications made on SMUIML [5] and
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Depuis Richard Bolt et son exemple du Put-That-There [9], les interactions multimodales n’ont
fait que se de´velopper, s’adaptant aux nouveaute´s technologiques de ces dernie`res anne´es.
De nombreux langages de mode´lisation ont e´te´ cre´e´s dans le but d’ame´liorer la communication
entre l’homme et la machine.
Bruno Dumas, professeur a` l’UNamur, a de´veloppe´ le sien, SMUIML [5].
Ce langage a e´te´ cre´e´ en 2008 et a e´te´ de´veloppe´ durant plusieurs anne´es.
Malheureusement celui-ci a duˆ eˆtre mis entre parenthe`ses pour diverses raisons et par conse´quent
a connu peu d’e´volutions ces dernie`res anne´es.
Ce langage posse`de de´ja` une base structurelle solide compose´e de plusieurs e´le´ments correspon-
dant a` son architecture actuelle, le mode`le CARE [8].
Afin d’aider a` la cre´ation d’interactions, un  toolkit  fut de´veloppe´, Hepha¨ısTK [6], mais son
de´veloppement a e´te´ mis en veille e´galement.
Dans ces conditions, peut-on inte´grer de nouvelles e´volutions techniques a` ce langage ? Permettent-
elles d’ame´liorer le langage ? Peut-on re´fle´chir a` une prise en charge contextuelle de l’interaction,
c’est-a`-dire modifier l’interaction suivant des e´ve´nements ponctuels propres a` l’environnement
ambiant de l’utilisateur ?
Si les modifications sont concluantes, HephaisTK, conviendra-t-il toujours a` SMUIML ou devra-
t-il e´galement subir des modifications ? Nous taˆcherons de re´pondre a` ces questions tout au long
de ce travail.
2 Motivation
Ce travail est effectue´ dans le cadre du me´moire pour l’obtention du master 60 en Sciences
Informatiques.
Il est la poursuite de l’e´tat de l’art effectue´ dans le cadre du projet personnel de troisie`me bac-
calaure´at en Sciences Informatiques [4] a` l’Universite´ de Namur.
Cet e´tat de l’art avait pour but d’explorer le monde des langages de mode´lisation d’interaction
multimodale et de faire une e´tude comparative des diffe´rentes analyses disponibles sur ce sujet.




Afin de re´aliser ce travail, nous avons utilise´ la me´thode de conception de syste`me vue lors du
cours d’interaction Homme-Machine [1].
Figure 1.1:  UX Process Wheel  ou cycle de vie de l’expe´rience utilisateur [1].
Dans un premier temps, nous commencerons par la phase d’analyse en re´alisant un recueil de
critiques et de besoins e´mis par divers chercheurs ou utilisateurs.
Ces demandes vont permettre d’orienter les modifications qu’il faudra apporter au langage
SMUIML.
Dans un deuxie`me temps, nous aborderons la phase de design. Elle consistera a` prendre en
compte plusieurs remarques faites a` l’encontre du langage afin de penser un nouveau syste`me
de re´fe´rence.
Par faute de temps, la phase d’imple´mentation a e´te´ remplace´e par un prototypage graphique
sous la forme d’un wireframe cliquable.
Nous terminerons par la phase d’e´valuation, ou` le prototype sera teste´ par un e´chantillon choisi
d’utilisateurs.
4 Structure du document
Avant d’entamer le de´but de l’analyse pre´sente´e dans le chapitre pre´ce´dent, nous ferons un
rappel the´orique sur la multimodalite´ et ses langages de mode´lisation.
Le chapitre 2 aborde la question de la multimodalite´, ce qu’implique cette notion et comment
nous pouvons l’aborder dans le sujet qui nous inte´resse.
Le chapitre 3 se penche sur le concept des langages de mode´lisation. Quels sont les diffe´rents
types de langages que nous pouvons rencontrer ? Sont-ils e´quivalents entre eux ?
Le chapitre 4 pre´sente le langage de mode´lisation SMUIML (“Synchronized Multimodal User
Interfaces Modelling Language”) de B. Dumas, l’instigateur de ce travail. Nous de´couvrirons
l’architecture existante de ce langage, ainsi que ses qualite´s et ses de´fauts. Nous pre´senterons
brie`vement HephaisTK, l’e´diteur graphique (UIDL) de SMUIML.
Le chapitre 5 pre´sente l’e´volution que nous avons fait parcourir au langage SMUIML et illustre
une nouvelle imple´mentation d’un e´diteur graphique.
Et dans le dernier chapitre, nous donnerons nos conclusions et nous introduirons les futures




DESCRIPTION DES INTERACTIONS MULTIMODALES
Dans cette partie du document, nous allons de´crire en quoi consiste une interaction utilisant la
multimodalite´, ainsi que les diffe´rentes architectures que nous pouvons retrouver derrie`re celle-ci.
1 Multimodalite´
Avec les e´volutions technologiques des dernie`res anne´es, les interactions homme/ machine dites
WIMPs (Windows, Icons, Menus, Pointing) laissent plutoˆt la place a` une nouvelle fac¸on de
communiquer avec la machine.
Cette manie`re d’interagir passe ne´cessairement par la multimodalite´. L’utilisateur doit trans-
mettre ses informations par un ou plusieurs canaux de communication, incluant la voix, le
geste, l’e´criture,etc.
Le but de cette de´marche est de cre´er une communication homme-machine plus naturelle, se
rapprochant du dialogue entre hommes.
Afin d’arriver a` ce genre d’interactions le chemin est long et de nombreuses ressources doivent
eˆtre utilise´es.
Dans la figure 2.1 [10] est mode´lise´ graphiquement un exemple de communication homme-
machine. Nous remarquons que celle-ci est divise´e en deux parties, une concernant l’humain, en
haut, et l’autre la machine, en bas.
Chaque partie est e´galement divise´e en quatre sections syme´triques.
Elles repre´sentent une e´tape diffe´rente dans la communication e´tablie entre l’homme et la
machine.
Quand l’homme veut transmettre une information a` la machine, il doit passer par diffe´rentes
e´tapes :
- L’e´tat de´cisionnel : il s’agit de la pre´paration consciente ou inconsciente de l’information
par l’utilisateur.
- L’e´tat d’action : l’information est transmise a` l’ordinateur par le biais de la parole, de
gestes ou d’expressions faciales.
- L’e´tat de perception : l’information est perc¸ue par l’ordinateur via les diffe´rents canaux
d’entre´e.
- L’e´tat d’interpre´tation : l’ordinateur donne une signification aux diffe´rents stimuli perc¸us.
Ici se situe le me´canisme de fusion.
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L’ordinateur re´pond a` l’homme par les meˆmes e´tapes :
- L’e´tat computationnel : une action est prise par l’ordinateur suivant la logique et les
re`gles de dialogue donne´es par le de´veloppeur. Ici se situe le me´canisme de fission.
- L’e´tat d’action : une re´ponse est ge´ne´re´e et e´mise par l’ordinateur vers l’utilisateur.
- L’e´tat de perception : la re´ponse est rec¸ue par l’utilisateur.
- L’e´tat d’interpre´tation : l’utilisateur donne une signification a` la re´ponse rec¸ue de
l’ordinateur.
Figure 2.1: Repre´sentation de la boucle de communication multimodale [10].
Nous partons du postulat que la partie gauche du sche´ma 2.1 pense par elle meˆme et n’a pas
besoin d’une imple´mentation d’intelligence spe´cifique.
Toute l’intelligence machine doit se trouver dans la partie droite du sche´ma 2.1 afin que
l’ordinateur comprenne au mieux le ou les messages que l’utilisateur veut lui faire passer mais
e´galement qu’il puisse fournir la re´ponse la plus ade´quate possible.
2 Architecture et composantes cle´s
Le cœur de l’interaction vu dans la section pre´ce´dente se situe au niveau de l’e´tat computationnel.
Figure 2.2: Architecture d’un syste`me multimodal et son comite´ d’inte´gration [10].
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Dans la figure 2.2 [10], nous avons la repre´sentation graphique de l’e´tat computationel compose´e
de trois parties distinctes, les modalite´s d’entre´e, le comite´ d’inte´gration et les modalite´s de
sortie.
Le comite´ d’inte´gration a pour but d’interpre´ter et de re´pondre au message envoye´ par l’utilisa-
teur. Il est compose´ de quatre e´le´ments, le moteur de fusion, le module de fission, le gestionnaire
de dialogue et le gestionnaire de contexte.
Dans un premier temps, les signaux envoye´s par l’utilisateur via les modalite´s d’entre´e vont eˆtre
perc¸us par le syste`me. Ceux-ci sont transmis au moteur de fusion qui a pour taˆche de donner une
interpre´tation a` ces signaux. L’interpre´tation est ensuite envoye´e au gestionnaire de dialogue qui
de´termine le degre´ de dialogue, les transitions et les actions a` effectuer. Le gestionnaire trans-
met ses conclusions au module de fission qui retourne la re´ponse a` l’utilisateur en utilisant la
modalite´ la plus ade´quate.
Le gestionnaire de contexte, quant a` lui, informe les trois autres composants de tout changement
de contexte afin d’adapter l’interpre´tation du message ou la re´ponse.
La fusion et la fission font partie des points cle´s de l’inte´gration multimodale. Sans un organe
d’interpre´tation (fusion) et un organe de communication (fission), il serait quasiment impossible
de cre´er ce type de communication avec l’ordinateur.
Ce me´canisme de fission doit fournir une re´ponse cohe´rente et contextuelle aux informations que
l’utilisateur a envoye´ lors de la communication. Pour ce faire elle est divise´e en trois e´tapes :
- La construction du message.
- La se´lection du canal de sortie.
- La construction d’un re´sultat synchronise´ et cohe´rent.
Dans ce travail nous nous concentrerons davantage sur le me´canisme de fusion.
2.1 Fusion
Le me´canisme de fusion dispose de plusieurs architectures proposant de multiples alternatives
quant a` la prise en charge de la multimodalite´.
Nous allons de´tailler ces diffe´rentes architectures.
le mode`le CASE, pre´sente´ par J. Coutaz et L. Nigay en 1993 [2]
Le mode`le CASE fut le premier mode`le a` avoir e´te´ pre´sente´ comme architecture pour la fusion
multimodale.
Il a la particularite´ de se concentrer principalement sur la gestion et la combinaison des
modalite´s entre elles au niveau du moteur de fusion, donc dans la partie intelligente du
me´canisme qui re´git la communication.
L’acronyme CASE signifie Concurrent, Alternate, Synergistic et Exclusive.
Il de´crit la manie`re dont les commandes peuvent eˆtre interpre´te´es par un syste`me combinant
les quatre proprie´te´s de base pour la fusion des modalite´s en entre´e.
13
Figure 2.3: Mode`le CASE [2].
La figure 2.3 montre, dans sa partie supe´rieure, la temporalite´ d’utilisation des modalite´s
(Sequential ou Synergistic) et sur sa partie gauche, la possibilite´ de combinaisons des modalite´s
(Combined ou Independent).
Les cre´ateurs de ce mode`le [2] de´finissent aussi deux niveaux d’abstraction diffe´rents pour les
combinaisons.
Graˆce a` ces caracte´ristiques, les quatre proprie´te´s de ce mode`le vont apparaˆıtre.
Concurrent : les modalite´s sont utilise´es simultane´ment mais sans se re´fe´rencer l’une l’autre.
Chaque modalite´ envoie un message.
Alternate : les modalite´s sont utilise´es se´quentiellement et de manie`re combine´e. Les modalite´s
sont reconnues se´pare´ment et la composition de ces modalite´s permet de composer un message.
Synergistic : les modalite´s sont utilise´es de manie`re paralle`le et combine´e. Plusieurs modalite´s
sont requises pour un message.
Exclusive : les modalite´s sont inde´pendantes et reconnues de manie`re se´quentielle. Une
modalite´ correspond a` un message et un message est passe´ a` la fois.
Le mode`le CARE pre´sente´ par J. Coutaz et L. Nigay en 1995 [8]
Un deuxie`me mode`le paralle`le au mode`le CASE, est l’architecture CARE.
Il est plus re´cent et a la particularite´ de se concentrer principalement sur les possibilite´s de
combinaisons de modalite´s au niveau de l’utilisateur.
Le nom CARE correspond a` Complementarity, Assignement, Redundancy et Equivalent.
Complementarity : les modalite´s comple´mentaires sont utilise´es pour faire comprendre la
signification d’un message. Nous avons besoin de minimum deux modalite´s pour que la machine
comprenne le message.
Assignment : indique qu’une seule modalite´ suffit pour permettre la compre´hension.
Redundancy : est utilise´ quand plusieurs modalite´s diffe´rentes sont utilise´es pour faire passer
le meˆme message.
Equivalence : intervient lorsqu’une modalite´ substitue plusieurs modalite´s pour faire passer
une signification. Plusieurs modalite´s envoient le meˆme message mais il n’en suffit que d’une
pour l’envoyer.
14
Ces proprie´te´s sont davantage oriente´es vers le lien entre l’utilisateur et la machine, en
se concentrant sur les possibilite´s dont l’utilisateur dispose dans le choix de combinaison des
modalite´s.
TYCOON pre´sente´ par J-C Martin en 1998 [11]
Le mode`le Tycoon est une extension du mode`le CARE qui le comple`te par quelques e´le´ments
supple´mentaires permettant des interactions plus rapides.
Par rapport a` son mode`le de re´fe´rence, TYCOON garde sans les modifier trois caracte´ristiques :
Complementarity, Equivalence et Redundancy.
La caracte´ristique d’Assignment est modifie´e et deux nouvelles caracte´ristiques sont ajoute´es
au mode`le.
Specialization : est utilise´ lorsqu’un type spe´cifique d’information est toujours traite´ par la
meˆme modalite´. Cette caracte´ristique tient compte du lien entre l’e´ve´nement et la modalite´.
Transfer : permet de comple´ter des informations manquantes ou mal reconnues venant d’une
modalite´ graˆce a` sa re´pe´tition ou l’envoi d’une autre modalite´. Il s’agit d’une coope´ration de
plusieurs modalite´s.
Comme exemple, nous pouvons citer une phrase prononce´e par l’utilisateur mais mal comprise
par la machine. Cette phrase pourra eˆtre comple´te´e graˆce a` un clavier ou en reprononc¸ant les
parties de phrases mal reconnues mais sans devoir re´introduire la phrase entie`re.
Concurrency : permet l’utilisation de plusieurs modalite´s en meˆme temps. Chaque modalite´
donne simultane´ment une information diffe´rente et ces informations n’ont pas ou peu de lien
entre elles.
MMMM [3]
Il s’agit du mode`le MMMM pour Multimodal Man Machine Model, appele´ anciennement
MUSE (Multimodal User Systme Equivalence).
La caracte´ristique principale de ce mode`le est que, contrairement aux autres qui n’envisagent le
me´canisme de fusion qu’en un bloc, lui le divise en deux parties distinctes. Il fait la diffe´rence
entre une partie utilisateur (User-Side) et une partie machine (System-Side).
Cette architecture a e´te´ e´labore´e au sein de l’Universite´ de Namur au cours de l’anne´e 2016.
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Figure 2.4: Structure de l’architecture MMMM [3].
Dans la figure 2.4 [3], il y a une nette se´paration entre les deux acteurs de la communication.
La partie utilisateur commence par le choix du nombre de modalite´s utilise´es, une seule ou
plusieurs.
De ce choix va de´pendre la suite de l’interaction. L’utilisateur peut combiner ou non ses canaux
de communication. S’il n’utilise qu’une seule modalite´, son choix est restreint, mais s’il utilise
plusieurs modalite´s, il est alors confronte´ a` quatre combinaisons possibles.
Nous retrouvons les combinaisons de´ja` rencontre´es lors de la pre´sentation des autres mode`les :
Equivalence, Redundancy, Complementarity et Concurrency.
Nous entrons ensuite dans la partie syste`me ou` l’ordinateur va pouvoir, sur base de son tableau
de combinaison, interpre´ter les messages envoye´s par l’utilisateur.
Cette architecture se veut plus accessible au de´veloppement et a` la cre´ation d’interaction. Au
final, le de´veloppeur ne doit se pre´occuper que de la gestion de ses modalite´s, le reste se faisant
automatiquement par le coˆte´ syste`me. En the´orie, l’utilisateur ne devrait donc pas de´tenir de
compe´tences avance´es en programmation pour la cre´ation d’interfaces.
Graˆce a` ce de´coupage des fonctionnalite´s, nous obtenons davantage de maniabilite´ dans la




LANGAGES DE MODE´LISATION POUR L’INTERACTION MULTIMODALE
1 Guidelines
Pour permettre la cre´ation des syste`mes multimodaux, il existe moult langages de mode´lisation
diffe´rents.
Ces langages disposent de caracte´ristiques diffe´rentes et varient quant a` leurs niveau de
conception et de finition.
Afin de permettre une certaine homoge´ne´ite´ des caracte´ristiques des langages, Sire et Chatty [12]
ont e´crit une se´rie de lignes de conduite permettant de juger de la qualite´ d’un langage de
mode´lisation :
1. Niveaux d’abstraction
Un langage de mode´lisation doit pouvoir fournir diffe´rents niveaux d’abstraction a` la
mode´lisation.
Ceci dans le but de pouvoir se´parer diffe´rents me´canismes intrinse`ques aux interac-
tions multimodales.
2. Mode´lisation du dialogue humain-machine
Nous pouvons utiliser de nombreux outils afin de mode´liser le dialogue humain-
machine, comme les machines a` e´tats, l’approche impe´rative, des structures
de controˆles,... .
3. Adaptabilite´ au contexte et a` l’utilisateur
L’adaptabilite´ du langage concerne essentiellement les entre´es et les sorties.
En entre´e, le langage doit eˆtre capable d’utiliser les informations contextuelles et de
l’utilisateur afin de pouvoir appliquer correctement les processus de reconnaissance
des entre´es et de fusion.
En sortie, le choix de la modalite´ de transfert de la re´ponse et la coordination
entre les diffe´rents messages de´pendent e´galement de l’utilisateur et du contexte.
4. Controˆle sur le me´canisme de fusion
Vu la complexite´ des algorithmes de fusion, un controˆle de ceux-ci et de leurs para-
me`tres est indispensable afin de garantir un re´sultat fiable.
5. Controˆle de la synchronisation des e´ve´nements
Avoir la main mise sur ce syste`me permet de pouvoir ge´rer au mieux l’afflux des e´ve´ne-
ments et ainsi e´viter des collisions dans le traitement de ceux-ci.
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6. Gestion des erreurs
Les syste`mes multimodaux sont soumis a` une forte probabilite´ d’erreurs,
venant de sources multiples.
Un langage de description doit pouvoir fournir un syste`me de gestion des erreurs afin
de d’y pallier.
7. Gestion des e´ve´nements
La description des e´ve´nements doit eˆtre prise en conside´ration dans le langage et doit
permettre a` l’utilisateur d’avoir une vue d’ensemble sur le fonctionnement de l’application.
8. Repre´sentation des entre´es et de sorties
La repre´sentation des sources et des modalite´s d’entre´es et de sorties permet aux cre´ateurs
d’interfaces multimodales d’avoir un certain controˆle sur les modalite´s utilise´es et de
pouvoir en ge´rer les parame`tres.
9. Trouver le bon e´quilibre entre convivialite´ et expressivite´
Les langages doivent trouver une place entre l’humain et la machine, chose peu aise´e
et d’une importance capitale.
2 Familles de langages
En dehors de ces guidelines, nous retrouvons plusieurs familles de langages. De manie`re ge´ne´rale,
nous allons les regrouper suivant leurs bases de conception de´finissant la manie`re la fac¸on dont
le langage est conc¸u :
- les langages par contraintes : ces langages se basent sur de la programmation logique par
re´solution de contraintes. Ces langages sont peu nombreux (deux a` l’e´criture de ce me´moire)
et leurs fonctionnalite´s sont limite´es. Par exemple, nous pouvons retrouver ce type de syste`me
dans la planification de trajet avec le langage Coral [13] : l’utilisateur indique le lieu de son
de´part, le lieu d’arrive´e et peut donner des indication sur le chemin qu’il souhaite suivre. Apre`s
avoir rec¸u les consignes, l’ordinateur trouve le chemin ide´al graˆce a` la re´solution des contraintes
donne´es, puis le syste`me transmet le parcours a` l’utilisateur.
- les langages base´s sur du code : ces langages sont e´crits graˆce a` un langage a` balises
(ge´ne´ralement XML). Celles-ci s’imbriquent de manie`re re´cursive et permettent de de´crire des
structures de donne´es.
La construction de langages par cette me´thode permet l’adaptation rapide des diffe´rents
lexiques contenant les ope´rations de base de l’interaction. Ils sont e´galement approprie´s pour la
description des diffe´rents liens entre les e´le´ments qui composent l’interaction.
- les langages base´s sur l’analyse de flux : ces langages sont base´s sur l’e´volution de certaines
variables au cours du temps par des passages successifs dans une application.
Une des limitations de ces langages est le manque de description de l’e´tat du syste`me au cours
de l’e´volution de ces variables.
- les langages base´s sur des machines a` e´tats : comme leur nom l’indique, ces langages utilisent
une machine a` e´tats finis pour de´crire l’interaction.
L’avantage de cette fac¸on de concevoir l’interaction est que nous posse´dons un outil de
description globale de l’interaction et que celui-ci peut facilement se coupler avec une autre
notation comme, par exemple, une notation XML.
18
- les langages base´s sur les re´seaux de Petri : le comportement de ce type de langage est dicte´
par un ensemble de variables, par la valeur des diffe´rents nœuds et l’ensemble des transitions
qui composent ce re´seau.
Dans ce syste`me, nous be´ne´ficions d’une grande flexibilite´ dans la description des diffe´rents
comportements concurrents que nous retrouvons dans un syste`me multimodal (paralle´lisme,
synchronisation...). Ce syste`me pre´sente un autre avantage : les proprie´te´s meˆmes des re´seaux
de Pe´tri permettent de modifier dynamiquement la structure du re´seau et par ce fait de la
garder viable.
3 Synthe`se de l’e´tat de l’art
Lors du projet personnel [4] effectue´ pendant la troisie`me anne´e de baccalaure´at, travail qui est
a` la base de ce me´moire, nous avons re´alise´ un e´tat de l’art sur les langages de mode´lisation. Il
effectue un recoupement de´taille´ de diffe´rents tableaux analytiques comparant des langages de
mode´lisation ainsi que leurs frameworks.
Le but du projet e´tait d’y de´celer des similitudes ou des dissensions sur les points de comparaison.
L’analyse s’est de´roule´e sur quatre tableaux diffe´rents.
Le premier vient d’un article de B. Dumas, D. Lalane et R. Ingold [5], l’analyse des langages de
ce tableau se fait sous le regard des guidelines cite´s dans ce chapitre. L’article est en rapport
direct avec ces lignes de conduite et par la meˆme occasion, il de´crit le langage SMUIML.
Le deuxie`me est lie´ a` une analyse du langage ICO venant de l’article de D. Navarre et al. [14].
Les crite`res d’analyse de´pendent essentiellement des qualite´s d’expression de chaque langage ou
framework, mais e´galement sur des qualite´s de couverture d’interactions.
Le troisie`me tableau utilise´ vient de la the`se de A. Hamon [15]. L’objet de la the`se e´tant
l’application des interactions multimodales dans des cockpits d’avions, l’analyse est plus
attentive a` des notions de reconnaissance dans le temps et l’espace. Mais des caracte´ristiques
ge´ne´rales lie´s a` la multimodalite´ s’y retrouve e´galement.
Pour finir le quatrie`me tableau vient de l’article de N.Elouali et al. [16], l’article traite des
interactions multimodales au niveau des applications mobiles.
Ces tableaux sont disponibles dans les annexes.
De cette analyse en est ressorti la figure 3.1.
19
Figure 3.1: Cohe´rence des re´sultats de l’analyse des diffe´rents tableaux comparatifs [4].
Le´gende :
Yes : le langage ge`re cette partie ;
No : le langage ne ge`re pas cette partie ;
Code : le langage ge`re cette partie par une partie faite en code ;
: le langage n’est pas observe´ dans ce travail ;
: dissension dans les analyses.
Les points de comparaison de ce tableau [4] proviennent des diffe´rents points communs
rencontre´s dans les tableaux comparatifs e´tudie´s.
- Data description : permet ou non une description des donne´es dans le langage.
- State representation : permet ou non une repre´sentation des e´tats dans le langage.
- Data modelling : caracte´ristique tre`s proche de la caracte´ristique de Data Description.
- Event representation : permet ou non une repre´sentation des e´ve´nements dans le langage.
- Time quantitative : repre´sentation temporelle des e´volutions comportementales du syste`me
pour un temps donne´. Utile pour repre´senter la feneˆtre temporelle d’un moteur de fusion ou`
plusieurs e´ve´nements sont e´mis dans la meˆme plage de temps.
- Time qualitative : vise a` repre´senter l’ordre des actions dans l’interaction (succession,
simultane´ite´...).
- Time synchronicity : regroupe les deux caracte´ristiques de temps.
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- Concurrent behaviour : permet de savoir si le langage peut eˆtre utilise´ de manie`re se´quen-
tielle ou simultane´e par plusieurs utilisateurs.
- Dynamic instantiation : permet ou non de cre´er des e´le´ments manquants au niveau du lan-
gage lors de l’interaction.
- Fusion : si le langage dispose ou non d’un moteur de Fusion.
- Abstraction layer : si le langage dispose ou non de plusieurs couches d’abstraction de donne´es.
Dans ce tableau sont pre´sente´s les re´sultats des diffe´rents recoupements. Pour faciliter la lecture
de l’analyse, les langages ont e´te´ trie´s suivant le nombre d’occurrence dans les diffe´rents travaux.
Nous remarquons une cohe´rence globale des re´sultats surtout dans les travaux de D. Navarre
et A. Hamon. Cette similitude vient peut-eˆtre du fait que les deux auteurs viennent du meˆme
milieu acade´mique et que A. Hamon se soit inspire´ des travaux de son pre´de´cesseur pour re´aliser
sa the`se. Il faut noter que les crite`res de comparaison de ces deux travaux sont tre`s semblables.
Pour ce qui est des re´sultats non cohe´rents, il faut faire attention a` la date de re´alisation
des travaux, un re´sultat apparaissant  Non  chez D. Navarre, analyse re´alise´e en 2010, et
 Oui  chez A. Hamon, analyse re´alise´e en 2014, est sans doute duˆ a` un de´veloppement du
langage ou du framework. Par contre l’inverse ne s’explique pas, un langage ayant des acquis en
2010 peu difficilement les perdre en 2014 (exemple le framework CSP).
Le point de conflit majeur entre ces deux travaux se situe au niveau de la caracte´ristique de
Fusion, neuf re´sultats sont incohe´rents.
Nous retrouvons des incohe´rences entre les travaux de B. Dumas et D. Navarre, pourtant les
deux travaux ont e´te´ re´alise´s la meˆme anne´e. Une explication a` ces dissensions vient de la
divergence de point de vue que les auteurs ont applique´ a` leur champ de recherche.
B. Dumas centre son travail sur les langages de mode´lisation a` proprement parler et ne pose un
regard critique que sur leurs capacite´s ge´ne´rales. D. Navarre, quant a` lui, offre une analyse plus
large se concentrant principalement sur l’expressivite´ des langages et frameworks.
Pour ce dernier, nous pouvons remarquer que les auteurs pre´sentent leur langage, a` savoir ICO,
et que l’analyse a duˆ eˆtre oriente´e de manie`re a` le faire ressortir de l’article. Dans le tableau
deux fourni en annexe, seul ce langage donne quasi-entie`re satisfaction aux caracte´ristiques de
comparaison. Nous sommes peut-eˆtre face a` un manque d’objectivite´ des auteurs.
Pour ce qui est du dernier tableau, la comparaison est plus difficile. Les points de comparaison
sont situe´s a` une autre niveau d’abstraction que ceux de´ja` rencontre´s.
Apre`s cette analyse, il nous est apparu que SMUIML pouvait be´ne´ficier de nouvelles ca-






Le langage SMUIML (Synchronized User Interface Modelling Language) est, comme son nom
l’indique, un langage de mode´lisation de´die´ aux interactions multimodales. Il fait partie de la
cate´gorie des langages de mode´lisation par machine a` e´tats et s’e´crit graˆce au langage XML.
Son architecture de gestion de la multimodalite´ est de type CARE.
1 Principes
Afin de permettre la cre´ation des interactions, le cre´ateur de ce langage l’a divise´ en quatre
parties distinctes mais lie´es. Le langage est divise´ en <recognizers>, <triggers>, <actions>
et <dialog>. Chaque partie dispose d’un roˆle propre et permet d’aboutir au lancement d’une
action via une suite de commandes multimodales.
Figure 4.1: Les trois niveaux de SMUIML [5].
Graˆce au sche´ma 4.1, nous voyons que SMUIML est divise´ en trois niveaux diffe´rents. La partie
<recognizer> correspond au niveau le plus bas du langage, le plus proche des entre´es et sorties.
Dans le niveau me´dian se situent en paralle`le les <triggers> et les <actions>, qui ont pour but
de ge´rer les e´ve´nements.
Au niveau supe´rieur se situe la phase de <dialog> accueillant la machine a` e´tats.
La traduction XML de ce sche´ma se traduit par un balisage des 4 entite´s du langage comme
illustre´ dans la figure 4.2.
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Figure 4.2: Structure de SMUIML [5].
Recognizers
C’est dans la partie <recognizers> que l’on permet au langage d’associer un  recognizer  a`
une modalite´ spe´cifique pour que celle-ci soit reconnue et puisse eˆtre manipule´e.
Au niveau du langage, un recognizer va eˆtre caracte´rise´ par un nom spe´cifique, une modalite´
propre et nous pouvons e´galement lui associer des variables.
Figure 4.3: <Recognizers>.
Triggers
La partie <triggers> permet de donner une signification ainsi qu’une valeur aux modalite´s
se´lectionne´es. Une ou plusieurs significations peuvent eˆtre attribue´es a` un seul recognizer et
ceux-ci vont eˆtre manipule´s par la machine a` e´tats.





La partie <actions> indique l’action qu’il faut lancer a` la fin de la machine a` e´tats. Cette action
sera envoye´e vers le programme principal.
Figure 4.5: <Actions>.
Dialog
Finalement, nous arrivons dans la partie <dialog> qui rec¸oit la conception des machines a`
e´tats. Ces machines sont des combinaisons de triggers qui disposent d’une indication sur la
manie`re dont la multimodalite´ doit eˆtre ge´re´e suivant les principes du mode`le CARE. Il existe
e´galement un parame`tre de temps (LeadTime) indiquant a` l’utilisateur le temps dont il dispose
pour pouvoir de´clencher l’action par le biais des triggers.
Figure 4.6: <Dialog>.
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Un outil supple´mentaire inte´gre´ dans ce langage permet de ge´rer la multimodalite´.
Il est possible de re´aliser des combinaisons de triggers qui vont alors eˆtre utilise´s de manie`re
se´quentielle ou paralle`le.
Pour indiquer cela, nous utilisons une se´rie de mots-cle´s :
- par : de´signe les triggers utilise´s de manie`re paralle`le ;
- seq : de´signe les triggers utilise´s de manie`res se´quentielle.
De plus, nous pouvons utiliser plusieurs triggers de manie`re combine´e ou inde´pendamment les
uns des autres ;
- and : de´signe les triggers utilise´s conjointemen ;
- or : de´signe les triggers utilise´s de manie`re distincte ;
Ces mots-cle´s sont combine´s entre eux afin d’obtenir les quatre caracte´ristiques de fusion du
mode`le CARE :
- par and (Complementarity) : est utilise´ quand plusieurs triggers doivent eˆtre valide´s
ensemble.
- par or (Redundancy) : est utilise´ quand nous avons affaire a` plusieurs triggers redondants
dont la signification est similaire. Chacun permet d’obtenir la signification du message envoye´
mais le fait de pouvoir utiliser plusieurs triggers pour un message augmente la robustesse du
message envoye´ et le niveau de compre´hension de la machine.
- seq and (Assignation) : est utilise´ quand un ou plusieurs triggers individuels sont ne´cessaires
pour la se´quence de transition de la machine a` e´tats.
- seq or (Equivalence) : est utilise´ quand plusieurs triggers peuvent arriver au meˆme re´sultat
mais qu’un seul est pris en compte.
Figure 4.7: Diffe´rentes combinaisons de triggers [5].
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2 HephaisTK
HephaisTK 1 [6] est la boite a` outils du langage SMUIML.
Il donne une interface graphique au de´veloppeur et sert d’interme´diaire entre le logiciel principal
utilise´ par l’utilisateur et le langage SMUIML.
Pour l’instant, ce  toolkit  n’a pas encore de de´ploiement officiel.
Figure 4.8: Exemple  Music player  HephaisTK [6].
Les interactions cre´e´es par l’utilisateur se composent de plusieurs e´le´ments.
Le de´but de l’interaction commence au point  start . Chaque possibilite´ d’interaction est
de´finie par une boite dans laquelle se trouve le nom du ou des triggers qui vont eˆtre utilise´s
par l’utilisateur. Les comportements concurrents sont indique´s par des boˆıtes  operators  qui
englobent un certain nombre de triggers et de´finissent la manie`re dont ils sont utilise´s lors de
la communication.
Dans la zone infe´rieure de la boite se situe l’action qui devra re´sulter de la suite de triggers et
sera de manie`re ge´ne´rale un message envoye´ vers le programme principal.
De plus, le  leadtime  indique le temps dont dispose l’utilisateur pour valider les triggers.
Les boites peuvent eˆtre relie´es entre elles ou a` un nœud concentrateur qui peut servir de




3 Recueil de donne´es
Graˆce a` l’analyse de l’e´tat de l’art [4], nous avons pu de´couvrir et lister une se´rie de critiques
qui ont e´te´ e´mises a` l’encontre du fonctionnement de SMUIML et de HephaisTK et qui nous
permettront de lister les ame´liorations a` de´velopper sur le langage.
Par souci de lisibilite´, les liens de re´fe´rences contenus dans ces articles ont e´te´ modifie´s pour
correspondre a` la bibliographie de ce travail.
La premie`re remarque nous vient de F. Cuenca [17],
 HephaisTK is a rapid prototypying tool that offers visual notations for
describing multimodal interactions.
In HephaisTK models, there is a clear separation between the specifications of
events and the dialog model, which, in our opinion enhances their readability. In
HepahisTK, each arc of a FSM is annotated with a user-defined event pattern and
an event-handling callback.
The callbacks are to be launched when the event patterns occur, thus causing the
system switch to a new state.
The straightforward way of a binding event patterns to event-handling callbacks is
the key idea we used to create Hasselt.
Such type of binding if something that programmers have been used to for decades ;
to define the human-machine interaction in WIMP system, one has to bind events
such as mouse clicks and keystrokes to event handlers. To define an event pattern,
HephaisTK users have to specify the relation among its constituent events.
In HephaisTK, the relations among events can be Complementarity, Assigned,
Redundant or Equivalent, which are all the ways in which modalities can inter-
act among each other, according to a well-known theoretical framework, called
CARE [8]. One limitation of this tool is its inability to provide partial feedback.
Event-handling callbacks are launched after some pattern of events has been fully
detected, but cannot be launched in the middle of this process.
Although, in theory, this can be fixed by splitting the event pattern and rewiring
the visual model, this unnecessarily increases the size of the model and the task
time.
Unlike HephaisTK, Hasselt allows binding multiple event-handling callbacks to one
single event pattern ;
this is possible thanks to its notations for specifying the moment when the callbacks
have to be launched. 
L’auteur de cet article signale que le mode`le CARE ne permet pas d’obtenir de feedback partiel
sur l’avancement d’un process mais uniquement a` la fin de celui-ci.
F. Cuenca a conc¸u un langage de mode´lisation base´ sur des machines a` e´tat, HasseltUIMS [7].
Son langage permet a` l’utilisateur de visualiser l’e´volution au cours du temps par une
repre´sentation graphique de la machine a` e´tats.
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Figure 4.9: HasseltUIMS [7].
La figure 4.9 montre HasselUIMS durant son fonctionnement, la feneˆtre EV (Event Viewer)
affiche les e´ve´nements de´tecte´s par les modalite´s d’entre´e. La feneˆtre VB (Variable Browser)
montre les valeurs des diffe´rents e´ve´nements. La feneˆtre AV (Automata View) donne l’e´volution
de la machine a` e´tats suivant la de´tection des e´ve´nements. Et pour finir la feneˆtre BE (Back-End
application) repre´sente l’application avec laquelle l’utilisateur final doit interagir.
Effectivement, au niveau conceptuel, HephaisTK, et par conse´quent SMUIML, ne donne aucun
retour sur l’e´tat d’un processus en cours.
Cela peut s’ave´rer contre-productif dans le cas d’une information mal re´ceptionne´e ou mal
comprise par l’ordinateur.
D’autres critiques nous viennent de l’article e´crit par N. Elouali, J.C. Tarby, X. Le Pallec et
J. Rouillard [16].
 Le tableau montre que les projets Dynamo et HephaisTK/SMUIML ont
apporte´ des re´ponses concre`tes au proble`me de cre´ation des interfaces multimodales.
Toutefois, une faiblesse de ces projets concerne l’e´cosyste`me associe´ a` leur plate-
forme : les configurations mate´rielles sont inhabituelles et peu re´pandues ou dans le
cas contraire (c’est-a`-dire ordinateurs de bureau classiques) le nombre de modalite´s
est re´duit. 
Dans cet article consacre´ a` un langage de´rive´ de SMUIML et ayant pour cible les appareils
mobiles, les auteurs mentionnent le fait que le nombre de modalite´s supporte´es par SMUIML
est assez re´duit.
SMUIML dispose de´ja` d’un de´veloppement assez e´volue´, mais il est insuffisant pour eˆtre
applique´ a` des technologies comme des smartphones ou tout autre appareillage embarque´.
 Notre me´ta-mode`le s’inspire de SMUIML [18]. Une application est repre´sente´e
au travers d’e´tats avec des e´ve´nements en entre´e et en sortie (non traite´s dans
SMUIML) associe´s a` des modalite´s et posse´dant des effets. 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SMUIML est a` la base un langage centre´ sur les modalite´s d’entre´e et n’a pas encore e´te´
de´veloppe´ de manie`re approfondie pour ge´rer les modalite´s de sortie.
Dans l’article de C. Branton et al. [19], les auteurs se concentrent plus sur HephaisTK que sur
le langage SMUIML en tant que tel.
 HephaisTK [20] is also used for multimodal system development, designed
primarily to serve as a test bed for multimodal fusion algorithms [21]. HephaisTK
uses SMUIML to specify and integrate multiple levels of program behavior, but
does not support distributed applications directly. 
Le point qui est mis en avant dans cette article est que SMUIML ne supporte pas les applications
distribue´es. En re´ponse a` cela, nous pouvons dire que le langage n’est, a` la base, pas pre´vu pour
ce genre d’applications et n’est donc pas capable de les ge´rer. Son cre´ateur ne cherchait pas a`
ge´rer les applications embarque´es, mais de fournir un langage fonctionnel, stable et polyvalent.
Il est possible qu’au cours d’un de´veloppement ulte´rieur, ce type d’application soit pris en charge.
J.F. Ladry mentionne, dans son article [22], que SMUIML ne dispose pas de mode´lisation
bas-niveau. Ceci entre dans le contexte d’une comparaison entre SMUIML et un langage oriente´
objet, a` savoir ICO.
 HephaisTK permet graˆce au syste`me multi-agents de pouvoir mode´liser
inde´pendamment chaque pe´riphe´rique et ensuite de relier les e´ve´nements de ces
pe´riphe´riques vers un agent de plus haut niveau permettant de re´aliser des interac-
tions plus complexes.
Par contre, la notation n’est pas pre´vue pour permettre de mode´liser les interactions
de bas-niveau. 
Dans le cadre de son article sur le langage de mode´lisation ICO, dans lequel il le compare a`
d’autres langages, J.F. Ladry signale que SMUIML ne dispose pas de mode´lisation d’interaction
bas-niveau.
Encore une fois SMUIML n’a pas e´te´ pense´ pour ce genre d’actions et son objectif n’est pas de
cre´er des interactions bas-niveau.
Dans un article analysant diffe´rents  toolkit  et englobant HephaisTK [23], les auteurs
mentionnent le fait que celui-ci ne peut ge´rer qu’un seul output par e´ve´nement.
 They can not handle multiple parallel outputs and therefore can only have one
kind of output per event. 
Nous pouvons re´pondre a` cette critique de la meˆme manie`re qu’a` celle traitant du de´faut du
langage a` ne pas ge´rer les modalite´s de sortie.
D. Navarre [24] remarque dans son article, via un tableau comparatif, qu’il n’existe pas encore
d’application  taille re´elle  pour SMUIML et que la description des donne´es fournies par le
langage n’est disponible qu’au niveau du code fourni et non au niveau de l’UIDL.
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Selon lui, il manque e´galement une repre´sentation quantitative du temps.
En plus de toutes ces remarques, B. Dumas, le cre´ateur du langage, a e´mis certaines remarques
afin d’ame´liorer son langage.
Il aimerait que l’architecture MMMM soit inte´gre´e au langage pour pouvoir donner plus de
puissance a` ce dernier et l’oriente´e plus vers l’utilisateur.
Le fait de modifier l’architecture globale du syste`me permettra de pallier certains de ces
manquements releve´s par les critiques, notamment le manque de retour d’information vers





Apre`s la phase d’analyse e´labore´e dans le chapitre pre´ce´dent, nous voici en possession d’un
cahier de charge. Nous allons pouvoir aborder une phase d’avantage oriente´e sur le design.
E´tant donne´ que le but principal de ce travail est d’apporter des modifications au langage
SMUIML en vue de l’ame´liorer, nous passerons en revue les diffe´rents changements qui ont e´te´
effectue´s sur le langage dans ce chapitre.
En plus du langage, la refonte graphique de HephaisTK, plus adapte´e a` la nouvelle structure
du langage, a e´te´ pense´e e´galement.
Cahier des charges
Suite a` la lecture des diffe´rentes critiques et des besoins de B. Dumas, revoyons les points sur
lesquels vont s’orienter le travail :
- Feedback partiel d’un processus en cours.
- Imple´mentation de l’architecture MMMM.
- Symboles peu compre´hensibles.
- Proble`me de temporalite´.
- Changements de labels pour certains e´le´ments et attributs.
- Nouvelle interface graphique.
1 Modifications apporte´es a` la structure du langage
1.1 De´finition d’une modalite´
Avant de s’attaquer aux modifications de la structure du langage, nous avons dans un premier
temps de´fini ce qu’e´tait une modalite´.
Effectivement, tout au long des analyses faites pour les travaux de cette anne´e et de l’anne´e
pre´ce´dente, aucun des auteurs lus ne fait mention de la modalite´ en tant que telle.
Sur la base du cours de me´thodes d’interaction avance´es [25], nous avons re´alise´ une mode´lisation
sous forme XML de ce que peut eˆtre une modalite´ reconnue. Cette de´finition pose les limites
d’une modalite´ ce qui ame´liore sa reconnaissance.
Voici, en figure 5.1, la structure d’une de´finition de modalite´ pour le mouvement.
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Figure 5.1: Structure d’une de´finition de modalite´ de type mouvement.
Dans un premier temps, la modalite´ porte un nom. Dans notre mode´lisation, ce nom re´fe´rencie
la modalite´ a` son type principal (le geste, les sons...).
Chaque modalite´ posse`de deux caracte´ristiques diffe´rentes, a` savoir le  device  et la  repre-
sentation  [8].
Le  device  de´termine par quel moyen physique l’utilisateur va faire passer son message : par
la came´ra, le micro, un outil connecte´... .
La  representation  est un type particulier du type principal de la modalite´.
Par exemple, pour une modalite´ concernant les gestes (type principal), nous retrouvons comme
 representation  toute une se´rie de mouvements comme l’abduction, l’adduction, la rotation,
le balayage, le pointage... .
Ces deux e´le´ments permettent de´ja` de de´finir un grand nombre de modalite´s pouvant eˆtre prises
en charge lors d’une communication homme-machine.
Afin d’ame´liorer la pre´cision de la de´finition, nous pouvons augmenter sa porte´e sur des
e´le´ments anatomiques ou physiques, par exemple, en ajoutant a` la de´finition quelle partie du
corps est concerne´e par le mouvement.
Dans cette de´finition, nous signalons un niveau par de´faut et un niveau expert.
Le niveau par de´faut est une de´finition en toute ge´ne´ralite´ de ce que l’on peut retrouver comme
de´finition ge´ne´rale et commune au plus grand nombre.
Le niveau expert permet a` l’utilisateur de cre´er des de´finitions personnalise´es a` ses ca-
racte´ristiques propres (reconnaissance de sa voix propre, de sa morphologie,...).
Un dernier e´le´ment, mais non des moindres dans cette mode´lisation, nous faisons la diffe´rence
entre ce que l’on peut appeler le signal et le contexte.
Le signal regroupe tout ce qui doit eˆtre reconnu dans le cadre de l’interaction entre l’homme et
la machine, tout ce que l’ordinateur capte et reconnait comme source d’information.
Le contexte va regrouper des e´ve´nements ponctuels qui peuvent modifier l’interaction. Il de´pend
principalement de l’environnement exte´rieur qui peut avoir un impact sur la re´ponse de la
machine. Par exemple, l’utilisateur se trouve dans un endroit fort bruyant et aimerait e´couter de
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la musique via son smartphone. Il lance son application musicale graˆce a` une interaction mais le
volume sera malheureusement pour lui trop faible pour eˆtre audible a` cause du bruit exte´rieur.
Graˆce a` la prise en compte du contexte environnemental de l’utilisateur, le smartphone peut, de
lui-meˆme, modifier le volume pour qu’il corresponde a` un niveau audible pour son utilisateur.
En annexe, se trouvent des exemples de de´finitions comple`tes afin d’illustrer ces propos.
1.2 Modifications de la structure du langage
MMMM
La premie`re modification majeure que l’on peut re´pertorier est le changement d’architecture
du langage. Celle-ci a e´te´ modifie´e de manie`re a` correspondre au mode`le MMMM examine´ au
chapitre 5.
Pour valider cette architecture, nous avons effectue´ une se´paration au niveau de la section
<trigger>. Nous avons cre´e´ deux nouveaux triggers, les <user trigger> et les <system
trigger>. Ils mode´lisent la se´paration, pre´sente dans MMMM, entre l’utilisateur et le syste`me.
Les <user trigger> gardent la meˆme fonction que les <triggers> du SMUIML d’origine, ils
donnent une signification aux modalite´s.
Par contre, nous avons ajoute´ une ligne de validation du trigger. Celle-ci a pour roˆle d’envoyer
un boole´en au syste`me quand l’utilisateur valide un trigger se trouvant dans la machine a` e´tats.
Le but de cette validation est de pouvoir cre´er un syste`me de gestion des erreurs qui sera
explicite´ dans une autre section de ce chapitre.
Figure 5.2: Utrigger  There  et utrigger  Pointing .
Dans la figure 5.2, nous avons, dans un premier temps, un trigger appele´  There  utilisant la
modalite´  speech  et ayant deux variables x, y attache´es a` elle.
Ensuite, nous trouvons un trigger nomme´  pointing  qui permet, graˆce a` une reconnaissance
par came´ra, d’indiquer une position dans l’axe x, y.
Le roˆle des <system trigger> est de recevoir les diffe´rentes combinaisons de <user trigger>.
La validation de ces nouveaux e´le´ments se fait par l’envoi et la re´ception correcte des diffe´rents
<user trigger> dont ils sont de´positaires.
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Figure 5.3: Structure d’une de´finition de modalite´ de type mouvement.
Dans cette partie du code, les deux e´le´ments utilisateurs sont combine´s dans ce trigger syste`me.
Pour pouvoir le valider, l’utilisateur devra effectuer en comple´mentarite´ l’action de dire
 there  et le geste de pointer vers une position x, y. Nous avons aussi une variable TW (Time
Within) lie´e au temps disponible pour la validation des triggers comple´mentaires.
Ceci permet une simplification de la phase de dialogue mais aussi une meilleure capacite´ de
construction d’un syste`me.
Les triggers syste`mes sont des entite´s plus facilement manipulables pour une machine a` e´tats
car elle regroupe de´ja` une partie des combinaisons ne´cessaires pour le syste`me.
Combinaison
Pour mettre en place la nouvelle architecture, il a fallu modifier les combinaisons de modalite´s
disponibles.
L’ancien syste`me nous fournissait les combinaisons pre´sente´es dans le chapitre 7.
Or, dans le nouveau syste`me, nous retrouvons ceci :
Figure 5.4: Les combinaisons de MMMM.
Dore´navant, les diffe´rentes combinaisons possibles portent des noms explicites pour une
meilleure compre´hension et correspondent aux cinq combinaisons disponibles dans le mode`le
MMMM explique´ au chapitre 2.
Dans les commentaires associe´s aux combinaisons, une indication de multiplicite´ est pre´sente
< !–x-y-z–>, ou` x indiquant le nombre de modalite´s en entre´e devant eˆtre utilise´es, y, le nombre




La phase de dialogue est maintenant simplifie´e, elle rec¸oit une se´rie de triggers syste`me qui
doivent eˆtre valide´s pour aboutir a` l’envoi de l’action vers le programme principal.
L’utilisateur peut de´terminer un temps limite de validation pour un trigger a` partir de la
validation du trigger pre´ce´dent, le Time To Next (TTN).
De nouveaux e´le´ments apparaissent dans cette partie <dialog>. Nous avons inte´gre´ une gestion
des erreurs dans cette phase. Elle n’apparaitra pas explicitement dans la machine a` e´tats mais se
de´clenchera a` partir du moment ou` un trigger ne sera pas valide´ correctement par l’utilisateur.
L’utilisateur obtiendra alors en retour un message lui indiquant son erreur et sera invite´ a`
re´envoyer l’information manquante.
Ce changement d’architecture, qui est une modification profonde du langage SMUIML, se
justifie par la volonte´ de le rendre plus oriente´ vers l’utilisateur.
Cette accessibilite´ est re´alise´e par la se´paration des processus utilisateur et processus syste`me,
ce qui facilite la cre´ation et la gestion d’interactions multimodales, que ce soit la phase de
combinaison ou la phase de cre´ation de machine a` e´tats.
Nous retrouvons en plus une explicitation des symboles combinatoires dans ce langage. Dans la
premie`re version, ces symboles e´taient peu instinctifs (par and, par or, seq and, seq or), tandis
que dans cette version nous avons une nomenclature plus distincte et compre´hensible.
Le fait d’avoir la possibilite´ de ge´rer des erreurs de validation de triggers permet a` l’utilisateur




Une autre modification au niveau des triggers est l’ajout de triggers conditionnels.
De manie`re ge´ne´rale, ce sont des triggers de´ja` existants auxquels s’ajoutent une ou plusieurs
conditions supple´mentaires pour leur validation.
Ceci permet de de´clencher des actions particulie`res suivant l’environnement interne du pro-
gramme principal.
Figure 5.6: <Conditional trigger>.
Dans la figure 5.6, nous avons un trigger qui met une condition sur le trigger  Put . L’objectif
de base de ce trigger est d’eˆtre un initiateur a` l’interaction  Put-That-There ou` l’utilisateur
ne fait que prononcer le mot  Put . Graˆce au trigger conditionnel, nous pouvons ajouter une
nouvelle action au trigger d’origine si, dans ce cas-ci, le curseur de souris se situe sur un bouton
 OK . La position de ce bouton est fournie par l’application principale.
Graˆce a` ces triggers, nous offrons la possibilite´ a` l’utilisateur d’enrichir le nombre d’actions
possibles pour un seul trigger.
Cela est possible graˆce a` l’architecture utilise´e par Android et IOS, le design pattern Mode`le-
Vue-Controˆleur  [26].
Pour rappel, ce pattern est forme´ de trois entite´s distinctes pour obtenir une gestion optimale
des interfaces graphiques.
Nous avons dans un premier temps, le  mode`le  qui contient et ge`re les donne´es, il garantit
e´galement l’inte´grite´ de celles-ci.
Puis nous avons la  vue  qui est l’interface avec l’utilisateur et lui affiche les donne´es contenues
dans le mode`le. Cette entite´ rec¸oit e´galement toutes les informations et actions envoye´es par
l’utilisateur qui seront ensuite transmises au controˆleur
Pour finir, nous retrouvons le  controˆleur , qui ge`re la partie logique de l’architecture. Il est
en charge de synchroniser et mettre a` jour le mode`le et la vue suivant les actions de l’utilisateur.
Cette se´paration garantit l’inde´pendance des entite´s, et le de´veloppement d’une des entite´s
n’affecte pas le contenu des deux autres.
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Dans la figure 5.7, nous pouvons observer les interactions entre les trois parties de l’architecture.
Figure 5.7: Interactions entre le mode`le, la vue et le controˆleur [27].
Dans un premier temps, nous pouvons envisager les premiers contacts entre SMUIML et
cette architecture via la re´solution des triggers conditionnels. Dans les OS embarque´s, l’en-
tite´ mode`le  est repre´sente´e par des fichiers XML, ce qui est tout a` fait compatible avec notre
langage de mode´lisation.
Cette partie  mode`le  regroupe toutes les informations sur les e´le´ments de l’interface gra-
phique dont SMUIML a l’utilite´, comme par exemple la taille des e´le´ments ou leur position sur
l’e´cran. Le langage n’aurait qu’a` aller chercher l’information, via un controˆleur interme´diaire ou
HephaisTK, dont il a besoin pour valider le trigger conditionnel.
Figure 5.8: Interactions SMUIML et architecture MVC.
En seconde intention, nous pourrions envisager HephaisTK comme une application de cre´ation
d’interactions directement lie´e a` l’OS.
Le de´veloppeur d’interactions cre´erait ses machines a` e´tat directement dans l’application et le
code XML qui en ressortirait serait inte´gre´ aux fichiers ressources d’Android ou d’IOS.
Malheureusement, faute de temps, nous n’avons pas pu aller plus loin dans la re´flexion et dans
l’imple´mentation de ces solutions.
Temporalite´
Le  lead time  de la partie dialog a e´te´ modifie´. Nous retrouvons maintenant une notion de
TTN (Time To Next) et de TW (Time Within).
Time To Next indique le temps dont l’utilisateur dispose entre l’enregistrement de deux triggers.
Time Within indique le temps dont l’utilisateur dispose pour introduire une se´rie de triggers.
Avec ces modifications, l’utilisateur dispose d’un meilleur controˆle sur la dure´e d’interaction.
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En annexe se trouvent plusieurs imple´mentations avec l’architecture MMMM. Ces exemples [3]
ont servis de tests pour e´valuer le mode`le.
La figure 5.9 e´nonce ces exemples.
Figure 5.9: Enonce´ des exemples.
Apre`s toutes ces modifications, nous pouvons mettre a` jour la figure 4.1.
Figure 5.10: Les quatre niveaux de SMUIML.
Nous voyons dans cette structure, en figure 5.10, un nouveau niveau de donne´es apparaitre, le
niveau contextuel qui influence la phase de dialogue.
Le niveau trigger s’est vu se´pare´ en deux parties distinctes, un  user side  et un  system
side .
Les triggers conditionnels se situent au niveau de l’utilisateur et vont influer les triggers
utilisateurs.
Le coˆte´ syste`me est plus riche : il regroupe ses propres triggers, et c’est cette partie qui va ge´rer
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le retour des erreurs et l’envoi de la commande a` l’application cliente.
La phase de dialog ne change pas.
2 Modifications apporte´es a` l’e´diteur graphique
Dans cette phase de design, nous avons modifie´, en plus du langage, l’e´diteur graphique
HephaisTK.
Cette refonte a pour but de parvenir a` obtenir une meilleure correspondance avec la nouvelle
architecture de SMUIML mais aussi de pouvoir appre´hender toutes les phases de conception
d’un syste`me.
En raison de contraintes temporelles, nous n’avons pas pu coder une re´elle imple´mentation
graphique. Ces changements se trouvent donc sous la forme d’un wireframe cliquable cre´e´ graˆce
au logiciel Balsamiq 1.
Figure 5.11: HephaisTiKi.
Dans cette interface illustre´e en figure 5.11, renomme´e HephaisTiki pour e´viter toute confusion
avec son logiciel parent, nous retrouvons une feneˆtre principale dans laquelle sera cre´e´e la
machine a` e´tats pour aboutir a` la re´alisation de l’interaction.
Cette feneˆtre principale est compose´e d’une zone  Start ou` la trigger box place´e a` cet endroit
est utilise´e comme e´tat initial.
A` gauche de la feneˆtre principale se situent deux feneˆtres regroupant des e´le´ments diffe´rents.
Celle du dessus contient une se´rie d’e´le´ments utiles a` la cre´ation d’interactions : un e´tat final,
un e´le´ment connecteur et un e´le´ment  trigger box . Ces dernie`res ont pour but de recevoir
les modalite´s dont l’utilisateur se servira. Pour faire un paralle`le avec SMUIML, ce sont les
<system trigger>.
Ensuite, nous retrouvons les e´le´ments propres aux proprie´te´s combinatoires du langage. Une




L’utilisateur doit englober les modalite´s dans les boites comple´mentaires ou concurrentielles
afin d’indiquer au syste`me avec quelle combinaison l’association de modalite´ doit eˆtre traite´e.
L’e´le´ment de se´paration est utile pour diffe´rencier l’e´quivalence et la redondance. La premie`re
combinaison va utiliser cette se´paration dans la trigger box tandis que la deuxie`me ne les
utilisera pas. L’unimodalite´ n’est pas concerne´e par ces e´le´ments car elle se retrouvera seule
dans la trigger box.
Figure 5.12: Repre´sentation graphique des combinaisons.
Ensuite dans le coin infe´rieur gauche se trouve la feneˆtre contenant les modalite´s cre´e´es par
l’utilisateur.
Pour les concevoir, il dispose d’un assistant de cre´ation.
Figure 5.13: Assistant de cre´ateur de modalite´s.
Celui-ci demande diffe´rentes informations utiles a` la cre´ation de la modalite´ comme son nom,
son pe´riphe´rique de reconnaissance, de quel type cette modalite´ sera (un mouvement, un son...),
quelle sera sa repre´sentation et pour finir la valeur qui sera associe´e a` cette modalite´.
Pour faire un paralle`le avec SMUIML, nous nous retrouvons dans la partie <user trigger>.
Apre`s la cre´ation de ses diffe´rentes modalite´s, l’utilisateur peut e´laborer une machine a` e´tats.
Elle doit se composer d’un de´part repre´sente´ par une trigger box dans la zone de de´part ( Start
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Zone ), d’un corps qui doit se composer au minimum d’un symbole connecteur et pour finir
d’au minimum un e´tat final. Une machine peut avoir plusieurs e´tats finaux mais doit alors
disposer de plusieurs chemins possibles.
Afin d’aider l’utilisateur a accomplir son but, une aide lui est propose´e lui expliquant les notions
de modalite´s, trigger et context et lui de´finissant les types de combinaisons possibles.
Une option est aussi disponible pour l’importation et l’exportation de code XML.
Si le code introduit par l’utilisateur correspond a` SMUIML, il serait possible de recre´er une
machine a` e´tats comple`te. Et inversement, a` partir de la machine a` e´tats, il y aurait possibilite´
de ge´ne´rer automatiquement du code.
La mode´lisation par machine a` e´tats a e´te´ choisie pour sa grande maniabilite´ et sa facilite´ a` la
compre´hension pour un utilisateur lambda.
On obtient alors une structure facilement transformable et permettant une grande liberte´ dans
la cre´ation.
Le but de cette imple´mentation est de permettre a` l’utilisateur de cre´er un syste`me d’interac-
tions sans passer par du code qui peut s’ave´rer re´barbatif pour les non-initie´s.
3 Validation des modifications
Afin de ve´rifier et de valider les modifications effectue´es, nous avons proce´de´ a` une phase
d’e´valuation du syste`me.
Une me´thodologie d’e´valuation est fournie en annexe de ce document.
Un e´chantillon de trois testeurs, chacun ayant un niveau en informatique diffe´rent (bas, moyen,
professionnel), s’est preˆte´ au jeu de l’e´valuation.
Voici le profil des testeurs :
- Testeur 1 : femme, 33 ans, pharmacienne, compe´tences en informatique basses.
- Testeur 2 : homme, 37 ans, technologue en imagerie me´dicale, compe´tences en
informatique moyennes.
- Testeur 3 : homme, 32 ans, informaticien, compe´tences en informatique
professionnelles.
Cette e´valuation s’est re´alise´e en deux parties, la premie`re sur le wireframe cre´e´ comme exemple
d’imple´mentation graphique. Les testeurs doivent l’explorer tout en donnant leurs impressions
et leurs avis sur son aspect graphique et sur sa praticite´. Toutes les options n’e´tant pas encore
imple´mente´es, l’e´valuateur doit leur fournir les informations manquantes.
La deuxie`me partie du test concerne la partie compre´hension et construction d’une interaction
multimodale par le biais de plusieurs exercices de mode´lisation graphique.
Nous n’avons de´libe´re´ment pas demande´ aux testeurs de faire une mode´lisation XML de
l’interaction, car leurs niveaux de compe´tences varient fortement et il e´tait e´videmment exclu
de demander aux testeurs d’apprendre la programmation XML. Pre´alablement au test, nous
partons du postulat que le code est normalement re´ussi, car ge´ne´re´ automatiquement, si les
testeurs re´ussissent la mode´lisation.
Cette partie du test s’est re´alise´e sur papier, le wireframe ne proposant pas d’interaction
fonctionnelle de cre´ation.
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Plusieurs constats sont ressorties de ces e´valuations :
- Graphique :
Pros :
- Visuel bien diffe´rencie´ entre comple´mentarite´ et concurrence.
- Coˆte´ instinctif.
Cons :
- Aspect graphique un peu trop auste`re, manque de couleurs.
- Manque de reconnaissance visuelle sur le type de modalite´s (voix, geste...).
- Manque de visualisation du contexte (non imple´mente´ dans cette version).
- Syste`me de se´paration pour l’e´quivalence et la redondance pouvant
entrainer des confusions.
- La diffe´rence entre le normal mode et l’expert mode dans la cre´ation de modalite´.
n’est pas assez marque´e.
- Le nom de  trigger box  est peu explicite.
- Se´rie d’onglets de bas de feneˆtre devrait eˆtre se´pare´s, confusion entre
 modality ,  trigger et  context .
- Fonctionnel :
Pros :
- Assistant utile a` la cre´ation de modalite´.
- Possibilite´ de cre´er plusieurs chemins.
- Menu Help utile dans l’explication des diffe´rentes combinaisons.
- Cre´ation des modalite´s logique et instinctive.
Cons :
- Manque d’un acce`s au code apre`s validation de la machine a` e´tats.
- Pas de visualisation de la partie <commands>.
- Pas de possibilite´ de modifier la partie expert.
- Manque d’e´le´ments dans les menus.
- Obligation de passer par l’assistant pour cre´er une interaction, manque
de visibilite´ de cette information.
- Principe des  separator  mal compris.
- Compre´hension et construction :
Pros :
- Compre´hension ge´ne´rale de la notion de multimodalite´ satisfaisante.
Cons :
- La nomination des diffe´rents e´le´ments peut embrouiller les sujets.
- Difficulte´ de diffe´renciation entre e´quivalence et redondance.
Pour la deuxie`me partie de l’e´valuation, les testeurs ont duˆ appliquer la construction d’interac-
tion sur trois exemples choisis.
Nous prenons comme mise en situation un utilisateur voulant interagir avec son smartphone.
Exercice 1 :
- Allumer son te´le´phone en disant  Salut R2  ou en claquant des doigts ou en appuyant sur
le bouton de de´marrage ;
Exercice 2 :
- Ouvrir une application en appuyant sur le bouton de´marrage et en disant  ouvre app  ;
Exercice 3 :
- Lancer une application musicale en appuyant sur l’icoˆne de l’application et en disant le nom
de la musique voulue et si le volume est trop bas, le mettre en position moyenne.
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Ces interactions simples mettent en place des notions et concepts lie´s au mode`le MMMM.
La premie`re utilise la logique d’e´quivalence, la deuxie`me de comple´mentarite´ et enfin la troisie`me
fait appel a` la comple´mentarite´, mais e´galement a` la notion de contexte. Cette interaction
contextuelle doit s’e´crire sous la forme d’un deuxie`me e´tat initial dans la zone de de´part.
Testeur 1 Testeur 2 Testeur 3
Exercice 1 V X V
Exercice 2 V V V
Exercice 3 X X V
Figure 5.14: Re´sultats des tests.
Nous obtenons apre`s la de´couverte de l’interface et l’explication ne´cessaire a` la construction
d’une interface multimodale une majorite´ de re´ussite dans les tests.
La partie la plus difficile ressentie par les testeurs est la gestion du contexte et son inte´gration
dans la machine a` e´tats.
Le testeur 2 a eu une difficulte´ lors de la cre´ation de la premie`re interaction car les explications
donne´es par l’e´valuateur n’ont pas e´te´ assez claires sur la manie`re dont se finalisait l’interaction.





CONCLUSIONS ET TRAVAUX FUTURS
Au fil de ce travail, nous avons fait avancer et e´voluer le langage SMUIML.
Nous avons comble´ certains manques releve´s par ses de´tracteurs afin de rendre le langage plus
fonctionnel et plus facile d’utilisation.
Du mode`le CARE, nous sommes passe´s a` une toute nouvelle architecture MMMM. Cette
e´volution technique non ne´gligeable et s’attaquant aux fondements meˆme de la structure de
SMUIML augmente sa flexibilite´ et permet une meilleure accessibilite´ du langage pour le
de´veloppement d’interaction multimodales.
Nous avons cre´e´ une gestion des erreurs, permettant a` l’utilisateur final de recevoir un feedback
utile sur la re´ussite ou non de son interaction.
Nous avons donne´ une de´finition aux modalite´s. Graˆce a` cela, le syste`me de reconnaissance se
fait plus aise´ment et de plus nous avons inte´gre´ une gestion du contexte dans le langage. Tout
ceci a e´te´ re´alise´ dans le but d’enrichir les interactions et d’obtenir une re´ponse plus pre´cise et
contextuelle de la part de la machine.
Les triggers conditionnels peuvent e´galement eˆtre associe´s a` cet enrichissement. Graˆce a` eux
l’utilisateur peut disposer d’un panel de triggers diffe´rents.
La nouvelle imple´mentation graphique ouvre la porte a` un renouveau d’HephaisTK pour plus
tard aboutir a` une ve´ritable interface graphique tout a` fait fonctionnelle.
Meˆme s’il reste encore des pistes a` explorer pour ame´liorer SMUIML, comme par exemple, la
gestion des modalite´s en sortie ou la compatibilite´ de SMUIML et d’HephaisTK avec des OS
embarque´s, le travail effectue´ a permis de rendre SMUIML plus accessible aux de´veloppeurs et
utilisateurs, ils ont de´sormais une panoplie d’outils a` leur disposition pour pouvoir cre´er des
syste`mes complets.
SMUIML est e´galement plus efficace dans la prise en charge des modalite´s d’entre´es graˆce a` une
augmentation de la pre´cision dans la reconnaissance des informations envoye´s par l’utilisateur.
La contextualisation de l’interaction augmente encore cette pre´cision en ciblant pre´cise´ment le
type de re´ponse que l’utilisateur attend de l’ordinateur.
SMUIML a franchi un pas en s’adaptant a` une manie`re diffe´rente de penser les interactions
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1   <!--La portée de définition d'une modalité va dépendre du type de modalité que l'on 
utilise.
2    De manière générale, nous déterminerons une définition par défaut avec un minimum 
de paramètres
3    afin que la modalité puisse être reconnue.
4    Pour une application plus précise, il faudra fournir un niveau de définition des 
modalités
5    suffisant pour remplir les conditions demandées.
6    Pour les caractéristiques expert, données par texte libre créés par l'utilisateur
7    Intégrer la notion de contexte à la définition de la modalité
8    aller voir le cours master-->
9   
10   <Modality_Definition>
11   
12   <modality/>
13   <device/>
14   <representation/>
15   
16   <modality name='mouse'>
17   
18   
19   <modality name='gesture'>
20   <device name='video_input'>
21   <default>
22   <representation>
23   <signal>
24   <type_movement>
25   <body_part name='head'>
26   <movement name='shake'/>
27   <movement name='tilted'/>
28   <movement name='rotate'/>
29   <body_part/>
30   
31   <body_part name='right_hand'>
32   <movement name='left_sweep'/>
33   <movement name='right_sweep'/>
34   <movement name='shake'/>
35   <movement name='pointing'/> <!-- vs digit-->
36   <body_part/>
37   
38   <body_part name='left_hand'>
39   <movement name='left_sweep'/>
40   <movement name='right_sweep'/>
41   <movement name='shake'/>
42   <movement name='pointing'/> <!-- vs digit-->
43   <body_part/>
44   </type_movement>
45   
46   <type_position>
47   <body_part name='head'>
48   <position name='upward'/>
49   <position name='downward'/>
50   <position name='leftward'/>
51   <position name='rightward'/>
52   <body_part/>
53   </type_position>
54   
55   </signal>
56   
57   <context>
58   <type_movement>
59   <body_part name='eye'>
60   <movement name='look_left'/>
61   <movement name='look_right'/>
62   <movement name='look_up'/>
63   <movement name='look_down'/>
64   </body_part>
65   </type_movement>
66   
67   </context>
68   </representation>
69   </default>
5 Exemples de de´finition de modalite´s
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70   <expert>
71   <movement_recognition>
72   <!-- reconnaissance de mouvements particuliers de l'utilisateur-->
73   </movement_recognition>
74   </expert>
75   </device>
76   </modality>
77   
78   <modality name='sound'>
79   <device name='micro_input'/>
80   <default>
81   <representation>
82   <signal>
83   <type_sound>
84   <sound name='speech'>
85   <value>
86   <!--Ordre vocal-->
87   </value>
88   </sound>
89   <sound name='whistle'>
90   <value>
91   <!--reconnaissance des différents sifflements-->
92   </value>
93   </sound>
94   <sound name='yell'>
95   <value>
96   <!--Hurlement-->
97   </value>
98   </sound>
99   </type_sound>
100   
101   <type_other>
102   <other name='blowing'>
103   <value>
104   <!--Soufflement dans le micro-->
105   </value>
106   </other>
107   </type_other>
108   </signal>
109   
110   <context>
111   <type_sound>
112   <sound name='vehicule_noise'>
113   <value>
114   <!--Bruit de véhicule-->
115   </value>
116   </sound>
117   <sound name='urban_noise'>
118   <value>
119   <!--Bruit venant de la ville-->
120   </value>
121   </sound>
122   <sound name='farmer_noise'>
123   <value>
124   <!--Meuglement-->
125   </value>
126   </sound>
127   </type_sound>
128   </context>
129   </representation>
130   </default>
131   <expert>
132   <voice_recognition>
133   <!-- reconnaissance de la voix de l'utilisateur-->
134   </voice_recognition>
135   </expert>
136   </device>
137   </modality>
138   
139   <modality name='stylus'> <!--plus large que seulement écriture (dessin, 
pointing,..)-->
140   <device name='video_stylus_input'/>
141   <default>
142   <representation>
143   <signal>
144   <type_written>
145   <written name='writing'>
146   <value>
147   <!--écriture-->
148   </value>
149   </written>
150   <written name='draw'>
151   <value>
152   <!--dessin-->
153   </value>
154   </written>
155   <written name='graphic'>
156   <value>
157   <!--graphique-->
158   </value>
159   </written>
160   </type_written>
161   </signal>
162   
163   <context>
164   <type_written>
165   <writen name='trembling'>
166   <value>
167   <!--Tremblement utilisateur-->
168   </value>
169   </written>
170   </type_written>
171   </context>
172   
173   </expert>
174   </Modality_Definition>
1   <?XML version= "1.0" encoding="UTF-8"?>
2   <smuiml>
3   <integration_description client="Put_that_there">
4   <recognizers>
5   <recognizer name="speech" modality="speech"/>
6   
7   <recognizer name="pointing" modality="movement">
8   <variable name="posx" value="x" type="int"/>
9   <variable name="posy" value="y" type="int"/>
10   </recognizer>
11   </recognizers>
12   
13   
14   <triggers>
15   <userTrigger>
16   <DefaultTrigger>
17   <utrigger name="put">
18   <source modality="speech" value="put"/>
19   <validation name="put_ok" value="true"/>
20   </utrigger>
21   
22   <utrigger name="that">
23   <source modality="speech" value="that">
24   <variable name="posx" value="x" type="int"/>
25   <variable name="posy" value="y" type="int"/>
26   </source>
27   <validation name="that_ok" value="true"/>
28   </utrigger>
29   
30   <utrigger name="there">
31   <source modality="speech" value="there"/>
32   <variable name="posx" value="x" type="int"/>
33   <variable name="posy" value="y" type="int"/>
34   </source>
35   <validation name="there_ok" value="true"/>
36   </utrigger>
37   
38   <utrigger name="point_trigger">
39   <source modality="pointing">
40   <value="x"/>
41   <value="y"/>
42   </source>
43   <validation name="pointing_ok" value="true"/>
44   </utrigger>
45   </DefaultTrigger>
46   
47   
48   <ConditionnalTrigger name="put_test">
49   <condition variable 'speechContent' test= '==put'/>
50   
51   <condition variable 'pointingContent' element= 'OK_cursor' test= 
'==pointing_OK' />
52   
53   </ConditionnalTrigger>
54   
55   </userTrigger>
56   
57   
58   <systemTrigger>
59   
60   <strigger name="put">
61   <req utrigger 'put'/>
62   </strigger>
63   
64   <strigger name="that">
65   <complement>
66   <TW value='1500'/>
67   <req utrigger 'that'/>
68   <req utrigger 'pointing_trigger'/>
69   <complement/>
70   </strigger>
71   
6 Exemple de Put-That-There
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72   <strigger name="there">
73   <complement>
74   <TW value='1500'/>
75   <req utrigger 'there'/>
76   <req utrigger 'pointing_trigger'/>
77   <complement/>
78   </strigger>
79   
80   </systemTrigger>
81   </triggers>
82   
83   
84   <commands>
85   <command name="put_that_there_action">
86   <target name="put_that_there_client"
87   message=" change that_x=there_x"
88   message=" change that_y=there_y">
89   </target>
90   <commands/>
91   
92   
93   <errors>
94   <error name="put_error">
95   <target name="put_that_there_client"
96   message=" Say Put">
97   </target>
98   </error>
99   
100   <error name="that_error">
101   <target name="put_that_there_client"
102   message=" Say That">
103   </target>
104   </error>
105   
106   <error name="there_error">
107   <target name="put_that_there_client"
108   message=" Say there">
109   </target>
110   </error>
111   
112   <error name="pointing_error">
113   <target name="put_that_there_client"
114   message=" Bad pointing">
115   </target>
116   </error>
117   </errors>
118   
119   
120   <dialog>
121   <context name="put_that_there">
122   <transition_name="modification">
123   <strigger name="put">
124   <TTN value='1000'/>
125   </strigger>
126   <strigger name="that"/>
127   <TTN value='1000'/>
128   </strigger>
129   <strigger name="there"/>
130   <result command="put_that_there_action"/>
131   <result context="put_that_there"/>
132   </transition>
133   </context>
134   
135   <context name="put_error">
136   <validation putOk value='false'/>
137   <result error="putError"/>
138   <context/>
139   
140   <context name="that_error">
141   <validation that_ok value='false'/>
142   <result error="that_error"/>
143   <context/>
144   
145   <context name="there_error">
146   <validation there_ok value='false'/>
147   <result error="there_error"/>
148   <context/>
149   
150   <context name="pointing_error">
151   <validation pointing_ok value='false'/>
152   <result error="pointing_error"/>
153   <context/>
154   <dialog/>
155   
156   </integration_description client="Put_that_there">
157   </smuiml>
1   <?XML version= "1.0" encoding="UTF-8"?>
2   <NoteBook>
3   <integration_description client="NoteBook">
4   
5   <recognizers>
6   <recognizer name="speech" modality="speech"/>
7   
8   <recognizer name="mouse" modality="mouse"/>
9   
10   <recognizer name="pointing" modality="movement">
11   <variable name="posx" value="x" type="int"/>
12   <variable name="posy" value="y" type="int"/>
13   </recognizer>
14   
15   </recognizers>
16   
17   <triggers>
18   
19   <user_trigger>
20   <utrigger name='clear'>
21   <source modality='speech' value='clear all'/>
22   </utrigger>
23   
24   <utrigger name='insert_note'>
25   <source modality='speech' value='insert a note'/>
26   </utrigger>
27   
28   <utrigger name="here">
29   <source modality="speech" value="here">
30   <variable name="posx" value="x" type="int"/>
31   <variable name="posy" value="y" type="int"/>
32   </source>
33   </utrigger>
34   
35   <utrigger name="point_trigger">
36   <source modality="pointing">
37   <value="x"/>
38   <value="y"/>
39   </source>
40   </utrigger>
41   
42   <utrigger name='note_position_voice'>
43   <source modality='speech' value='before | between | after'/>
44   </utrigger>
45   
46   <utrigger name='number'>
47   <source modality='speech' value='first | first and | second | second and 
| third'/>
48   </utrigger>
49   
50   <utrigger name='next'>
51   <source modality='speech' value='next | next note'/>
52   </utrigger>
53   
54   <utrigger name='click_insert'>
55   <source modality='mouse' value='left button mouse click'/>
56   </utrigger>
57   
58   <utrigger name='click_next'>
59   <source modality='mouse' value='left button mouse click'/>
60   </utrigger>
61   
62   </user_trigger>
63   
64   
65   <sysTrigger>
66   
67   <strigger name='clear'>
68   <unimod>
69   <req utrigger 'clear'/>
70   </unimod>
71   </strigger>
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73   <target name="Matis" message="show_flight" />
74   </command>
75   </commands>
76   
77   <dialog>
78   
79   <context name="show_click">
80   <complementary>
81   <strigger name='show'/>
82   <strigger name='click_airport'/>
83   </complementary>
84   <result action name='show_flight'/>
85   </context>
86   
87   <context name="show_keyboard">
88   <complementary>
89   <strigger name='show'/>
90   <strigger name='enter_keyboard'/>
91   </complementary>
92   <result action name='show_flight'/>
93   </context>
94   
95   
96   </dialog>
97   
98   </integration_description client="NoteBook">
99   </Notebook>
100   
1   <?XML version= "1.0" encoding="UTF-8"?>
2   <Matis>
3   <integration_description client="Matis">
4   
5   <recognizers>
6   <recognizer name="speech" modality="speech"/>
7   
8   <recognizer name="mouse" modality="mouse"/>
9   
10   <recognizer name="keyboard" modality="keyboard">
11   
12   
13   </recognizers>
14   
15   <triggers>
16   
17   <user_trigger>
18   <utrigger name='show'>
19   <source modality='speech' value='show me'/>
20   </utrigger>
21   
22   
23   <utrigger name='flight'>
24   <source modality='speech' value='flight | USAflight'/>
25   </utrigger>
26   
27   <utrigger name='from'>
28   <source modality='speech' value='from'/>
29   </utrigger>
30   
31   <utrigger name='to'>
32   <source modality='speech' value='to'/>
33   </utrigger>
34   
35   <utrigger name='city'>
36   <source modality='speech' value='Boston | Pittsburgh'/>
37   </utrigger>
38   
39   <utrigger name='click_airport'>
40   <source modality='mouse' value='left button mouse click'/>
41   </utrigger>
42   
43   <utrigger name='enter_keyboard'>
44   <source modality='keyboard' value='to ***'/>
45   </utrigger>
46   
47   </user_trigger>
48   
49   
50   <sysTrigger>
51   
52   <strigger name='show flight'>
53   <complementary>
54   <req utrigger 'show'/>
55   <req utrigger 'flight'/>
56   </complementary>
57   </strigger>
58   
59   <strigger name='from *** to ***'>
60   <complementary>
61   <req utrigger 'from'/>
62   <req utrriger 'city'/>
63   <req utrriger 'to'/>
64   <req utrriger 'city'/>
65   </ucomplementary>
66   </strigger>
67   
68   </sysTrigger>
69   </triggers>
70   
71   <commands>
72   <command name='show_me'>
8 Exemple Matis
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73   <target name="Matis" message="show_flight" />
74   </command>
75   </commands>
76   
77   <dialog>
78   
79   <context name="show_click">
80   <complementary>
81   <strigger name='show'/>
82   <strigger name='click_airport'/>
83   </complementary>
84   <result action name='show_flight'/>
85   </context>
86   
87   <context name="show_keyboard">
88   <complementary>
89   <strigger name='show'/>
90   <strigger name='enter_keyboard'/>
91   </complementary>
92   <result action name='show_flight'/>
93   </context>
94   
95   
96   </dialog>
97   
98   </integration_description client="NoteBook">
99   </Notebook>
100   
Dans ce document, nous décrivons la manière de procéder à l’évaluation
d’un système. Celui-ci est le résultat du travail effectué au cours de cette année
dans le cadre du mémoire.
Méthodologie
Afin d’évaluer le travail effectué, nous allons utiliser la méthode quasi em-
pirique d’évaluation rapide vue lors du cours d’interaction Homme-Machine.
Nous choisissons cette méthode car elle est plus aisée à mettre en oeuvre, au
vu du peu de temps disponible pour cette évaluation.
Elle consiste à mettre 2 ou 3 utilisateurs devant un prototype du système, de
les laisser se familiariser avec l’environnement, de les guider sur l’élaboration
d’une tâche basique puis finalement les laisser effectuer seuls plusieurs autres
tâches.
L’observateur doit alors prendre note des remarques et observations émises par
les utilisateurs lors de l’utilisation du système.
Méthodologie appliquée
Dans le cadre de l’évaluation de ce travail, nous choisissons 3 personnes
ayant des connaissances en informatique de niveaux différents (bas, intermé-
diaire et professionnel).
L’évaluation devra se passer dans un lieu calme sans source de distraction.
L’évaluation aura comme base le wireframe HepahisTiki (le nom peut être mo-
difié), mais celui-ci n’étant utile que pour une présentation graphique de l’in-
terface et de ses fonctionnalités, les testeurs devront réaliser l’exercice de créa-
tion sur format papier. Des canevas de l’implémentation graphique leur seront
fournis.
L’évaluateur devra fournir toutes les informations nécessaires liées aux fonc-
tionnalités non implémentées du système.
Etapes de l’évaluation :
1. Mise en situation ;
Explication des objectifs de l’évaluation aux testeurs.
2. Explication du concept de multimodalité ;
3. Présentation du wireframe HephaisTiki ;
Approche de l’interface graphique et des différents éléments qui la composent.
4. Mise en situation guidée ;
Après explication du cas Put-That-There, les testeurs devront créer à l’aide du
wireframe cette interaction simple. L’évaluateur aura pour rôle de guider les
testeurs dans la réussite de cette exemple.
5.Mise en situation non guidée ;
Les testeurs vont devoir créer plusieurs interactions sans aide de la part de l’évaluateur.
Comme mise en situation, nous choisissons le développement d’interaction
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entre l’utilisateur et son smartphone.
Smartphone :
- Allumer son téléphone en disant "Salut R2" ou en claquant des doigts ou en
appuyant sur le bouton de démarrage ;
- Ouvrir une application en appuyant sur le bouton démarrage et en disant
"ouvre app" ;
- Lancer une application musicale en appuyant sur l’icône de l’application et
en disant le nom de la musique voulue et si le volume est trop bas, le mettre
en position moyenne.
Le testeur devra indiquer la marche à suivre pour la création de ses diffé-
rents triggers puis devra créer la machine à états de l’interaction.
Un des exemples mais en place la notion de contexte et la création d’un deuxième
chemin pour la réalisation de l’interaction.
L’évaluation se fera par l’observation des sujets et leur niveau de compré-
hension du système.
Points d’attention de l’évaluateur
1.Aspect graphique
Appréciation de l’aspect général de l’interface
Visibilité et manipulation des différentes éléments
Compréhension de la signification des éléments
Utilisation de l’aide
Utilisation de l’assistant
2. Aspect pratique dans la construction de la multimodalité




Construction d’une interaction totale menant à la commande
3. Aspect compréhension du système multimodal
Place de l’utilisateur au sein de l’architecture
Accessibilité et facilité d’utilisation
Compréhension de la notion de temporalité dans la combinaison des modalités
Compréhension du concept de contexte
4. Scénario
Compréhension et construction d’un scénario avec aide (Put-that-there)
Compréhension et construction d’un scénario sans aide (Smartphone)
5. Remarques diverses faites par testeurs
