1. Introduction {#s0005}
===============

Non-rigid image registration of longitudinal images acquired before and after (or during) an interventional procedure is a challenging task. While a large number of image registration algorithms have been proposed to estimate the transformation that best aligns two or more images ([@bb0205]), registering pre-procedural imaging with intra- or post-procedural imaging is particularly difficult due to a number of factors that may include: (i) procedure-induced deformation; (ii) missing structural correspondences; or (iii) highly non-linear intensity relationships, especially when using multi-modal imaging. These factors, along with the estimated deformation\'s potentially large number of degrees of freedom, makes finding the globally optimal transformation a difficult, ill-posed problem. In this paper, we present a framework to train a statistical deformation model (SDM) to capture intra-subject anatomical deformations that result from surgical interventions in epilepsy patients.

Epilepsy is a neurological disorder in which brain function is temporarily disturbed by electrophysiologic events, or seizures. For certain patients diagnosed with epilepsy who do not favorably respond to medication, surgical resection of ictal tissue, i.e. tissue involved in the generation of the seizure, is an effective method to reduce or to eliminate seizure activity ([@bb0020]). The current "gold-standard" for localizing the focus of seizure activity involves intra-cranial electroencephalography (iEEG), in which surgeons perform a craniotomy and implant electrodes throughout the brain ([@bb0210]). Following implantation, and after constant monitoring of the electrodes for several days, clinicians must determine if the localized ictal tissue corresponds to functionally eloquent areas of the brain, e.g. motor, sensory, and language regions. Pre-operative imaging, which may include magnetic resonance imaging (MRI) and functional imaging modalities such as functional MRI (fMRI), positron emission tomography (PET), and single-photon emission computed tomography (SPECT), can help identify these functionally eloquent regions of brain tissue and guide electrode placement ([@bb0150]). Therefore, accurate spatial registration of electrodes with respect to these pre-implantation images is critical for planning the surgical resection, if feasible.

A variety of methods have been proposed to localize the implanted iEEG electrodes within the pre-implantation imaging data. Using intra-operative digital photography to identify implanted electrodes, the electrodes may then be manually localized with the pre-op MRI brain surface ([@bb0240], [@bb0040]). Alternatively, a post-implantation computed tomography (CT) image can be acquired in which the electrodes can easily be identified (see [Fig. 1](#f0010){ref-type="fig"}). Surface electrodes identified in the post-op CT can then be projected to the nearest point on the pre-op MRI brain surface ([@bb0110]), however, this projection is done with respect to rigid registration and does not accurately account for non-rigid tissue deformations nor does it allow for localization of sub-dural electrodes. These sub-dural electrode displacements can be estimated, for example, using a kernel-based averaging of the surface electrode displacements ([@bb0225]). A post-implant anatomical MRI may also be acquired, but the electrodes cause significant imaging artifacts and distortions (see [Fig. 1](#f0010){ref-type="fig"}). While it is straightforward to visualize iEEG electrodes within post-implant MRIs by co-registration with the post-op CT using rigid intensity-based registration methods ([@bb0005]), we ultimately want to visualize the electrodes with respect to each patient\'s pre-implant imaging in order to integrate this multi-modal imaging information into the surgical plan. At our institution, a trained technologist performs a series of multi-modal registrations using both the post-implant anatomical MRI and the post-implant CT images. Initially, a simple intensity thresholding algorithm automatically segments the electrodes in the post-op CT image. A technologist then inter-actively labels each electrode. The electrodes are subsequently projected to the pre-op MRI space by first rigidly registering the CT image to the post-op MRI ([@bb0245]) and then non-rigidly registering the post-op MRI to the pre-op MRI to account for post-surgical deformations ([@bb0220]). Once the electrodes have been transformed to the pre-op imaging space, they may be co-visualized with any other functional image studies.

The post-op MRI, in this case, serves as a registration link between the post-op CT and pre-op MRIs. The non-rigid registration of pre- and post-op MRIs accounts for brain deformations caused by the craniotomy and implantation of electrodes. By combining this transformation with the rigid post-op MR-CT registration, the CT image is non-rigidly warped into MRI space. Without this intermediate step, the non-rigid registration of the CT to pre-op MRI would not be accurate, especially with respect to sub-cortical structures. CT\'s poor soft tissue contrast lacks salient structural information to account for non-rigid brain deformation. Furthermore, missing anatomical correspondences, such as the removal of the skull during surgery, as well as both imaging artifacts and intensity inhomogeneities caused by the presence of the electrodes, exacerbate the problem of registering post-op images to pre-op ones. Nevertheless, while the post-op MRI does provide a crucial link between the post-operative CT and pre-op MRI spaces, it offers little novel, clinical information relevant to the surgery.

In this work, we propose to obviate the use of the post-op MR image by learning the nonrigid deformation from post-op CT to pre-op MR. [Fig. 1](#f0010){ref-type="fig"} illustrates the proposed method. Phasing out the intermediate post-op MR image could potentially reduce patient discomfort by eliminating one trip in and out of the MR scanner with the attached iEEG electrodes, reduce the opportunity for infection incurred by moving the patient to and from different locations in the hospital, and remove even potential minor risks to the patient such as the MR scanner causing electrode induction heating ([@bb0015]). In addition, eliminating one scan would provide a cost savings to the patient.

The proposed method leverages the mono-modality post-op MRI to pre-op MRI non-rigid registrations used in clinical practice to learn a statistical deformation model (SDM). While brain deformation may be caused by a variety of factors, such as gravity, tissue swelling, loss of cerebrospinal fluid (CSF), pharmacological response, surgical manipulation, and breathing ([@bb0145], [@bb0050]), our SDM is surgical-site dependent because larger brain deformations generally occur ipsilateral to the craniotomy site ([@bb0095]). We also assume that patients with craniotomies in similar locations will experience similar deformation characteristics. We perform a principal component analysis (PCA) of non-rigid MRI deformations to construct our SDM. Our SDM models intra-subject deformations that result from surgical intervention, and not inter-subject anatomical variability. To the best of our knowledge, training an SDM on a mono-modality registration task and using that SDM to perform a multi-modality registration is a novel application of SDMs. Using such high-quality training data is effective for training a PCA-based SDM ([@bb0160]). By doing so, the SDM can model sub-cortical deformations in the CT image that would otherwise not be possible with an intensity-only registration to the pre-op MRI. We present results showing the SDM significantly reduces registration error compared to rigid and non-rigid intensity-only MR-CT registrations.

This paper expands upon a previous conference paper ([@bb0155]). [Sec. 2](#s0010){ref-type="sec"} begins with a review of prior work using statistical deformation models for deformable image registration. [Sec. 3](#s0030){ref-type="sec"} then describes our proposed method to learn a model of procedure-induced non-rigid deformation and how we use that statistical deformation model to non-rigidly register pre-implantation MRI and post-implantation CT images. We present results in [Sec. 4](#s0050){ref-type="sec"} and summarize the contributions of this paper in [Sec. 5](#s0070){ref-type="sec"}.

2. Background {#s0010}
=============

2.1. Statistical deformation models {#s0015}
-----------------------------------

Parametric shape models attempt to model the variation of shape within a particular class of objects ([@bb0105]). Point distribution models (PDMs) may in turn be used to constrain realizations of that shape to be from the distribution of plausible solutions defined by the probabilistic model. In particular, active shape models use a principal component analysis (PCA) of this point distribution to constrain the segmentation of shapes from images ([@bb0030]). However, manual identification of corresponding landmark points for PDMs is a difficult, time-consuming task. While hierarchical models of shape have been proposed ([@bb0260], [@bb0025]), PDMs do not easily allow modeling of more than one object. Statistical models of deformation, rather than shape, avoid the need for explicit segmentation of the object of interest, and instead model how the object or objects of interest deform according to a dense deformation field.

Statistical deformation models (SDMs) of dense deformation fields, which originated from work on computational anatomy ([@bb0080]), statistically analyze the dense deformations between corresponding anatomical structures across a sample population. A PCA of the dense deformation fields can provide an orthonormal basis of dense non-rigid deformation ([@bb0125], [@bb0070], [@bb0035]). Alternatives to PCA-based analysis and modeling of non-rigid deformation have also been proposed, which include a statistical manifold framework ([@bb0235]) and partial least-squares regression ([@bb0195]). Parameterizing a high-dimensional, dense displacement field with a lower-dimensional free-form deformation (FFD) model ([@bb0180]) and then performing a PCA of the FFD\'s B-spline control point displacements ([@bb0185]) is attractive because we can control the dimensionality of the transformation\'s representation from the start, and the resulting SDM is potentially smoother and easier to optimize.

PCA-based SDMs can also be used to drive the image registration process itself ([@bb0185]). This method performs low-dimensional non-rigid registration by optimizing the linear combination of the SDM\'s eigenvectors to maximize an objective function measuring image similarity. This method has been used to model and register chest radiographs ([@bb0140]) and brain images ([@bb0255], [@bb0135]). The SDM may also serve as a regularization prior for high-dimensional non-rigid registrations to penalize deformations that differ from the statistical model ([@bb0260], [@bb0010]). Given high-quality training data or a sufficient number of training samples, PCA is effective for learning an SDM of anatomical brain variation ([@bb0160]).

While PCA-based SDMs have difficulty modeling high-dimensional deformations ([@bb0160]), we hypothesize that the post-surgical brain deformation is of low enough dimension that an SDM can capture the gross deformations observed after surgery. Other authors have made use of PCA SDMs to register mono-modality medical images, primarily for the task of inter-subject registration ([@bb0185], [@bb0260], [@bb0135]) and for intra-subject motion compensation ([@bb0140], [@bb0100]). [@bb0060] learned models of intra-subject respiratory motion and co-registered these models to each other to create an inter-patient model of respiration. All of these works use their respective deformation models for mono-modality image registration. While [@bb0115] perform multi-modal fusion of MR and ultrasound imaging for prostate biopsy, they utilize a statistical shape model to align a surface extracted from the MR space to image features in the ultrasound, which contrasts with our method to perform image-to-image non-rigid registration constrained by the SDM. We use our SDM, which was trained on mono-modal registration (pre-op MRI and post-op MRI) for multi-modal, intra-subject registration of each patient\'s post-op CT image to their pre-op MRI.

2.2. Manifold-learning for non-rigid registration {#s0020}
-------------------------------------------------

Manifold learning techniques differ from linear PCA in that they seek to find a non-linear mapping of high-dimensional data to a low-dimensional space. The Isomap algorithm ([@bb0230]), for example, uses the *k*-nearest neighbors (*k*-NN) of the training data to construct a manifold. This method has been applied within the medical imaging field to learn the manifolds of non-rigid image deformation ([@bb0075], [@bb0090], [@bb0120], [@bb0265]). Here, the *k*-NN of the training data define the manifold, and manifold-based registration successively registers images that are most similar to each other along the manifold. However, in contrast to linear PCA, it is difficult for manifolds to function as generative models, e.g. construct novel transformations on the space defined by the manifold that could be used to register unseen images.

2.3. Biomechanical models for non-rigid brain registration {#s0025}
----------------------------------------------------------

Incorporating biomechanical computational models into the image registration process can constrain the non-rigid deformation to be physically realistic. Such models have been used to track procedure-induced deformations over time in brain imaging ([@bb0085], [@bb0175], [@bb0065], [@bb0190], [@bb0250], [@bb0045]). These often, however, require tuned parameters to best approximate the elastic tissue properties of the brain. In contrast, our proposed method creates a statistical model of brain deformation that learns the procedure-induced tissue deformations directly from actual clinical data. In this paper, we learn a model of the deformation by computing the statistical distribution of the displacements of B-spline control points of a free-form deformation model. The inverse of the covariance matrix of this distribution is analogous to the stiffness tensor of a linear elastic model ([@bb0165]). We use the eigenvectors of this matrix to constrain a model-based deformation along preferential directions. In this sense, our method implicitly learns the biomechanical properties of the brain from observed clinical training data.

In order to account for variability in the sources of brain deformation within biomechanical models, [@bb0050], [@bb0055] create a series of deformations that includes gravity-induced brain shift, pharmacological-induced volume changes, and tissue swelling due to edema to create what they term an atlas of deformations. These model deformations act as training samples for an inverse model, which when combined with sparse intra-operative data, can compensate for intra-operative brain shift. Whereas Dumpuri et al.\'s method generates intra-subject synthetic biomechanical model-based deformation samples for training, our method uses actual inter-subject deformation samples observed from clinical cases as training samples. A point of dissimilarity is that, in our problem setup, we have a volumetric image data which allow us to use image similarity as a driving force instead of the sparse measurements used in that work which in some sense aims to address the more challenging problem of predicting deformation during the procedure in the absence of volumetric intraoperative imaging.

3. Methods {#s0030}
==========

3.1. Training the statistical deformation model {#s0035}
-----------------------------------------------

Given a database of *N* surgical epilepsy patients with craniotomies at similar locations and size, we train a statistical deformation model (SDM) to capture the non-rigid deformation of the brain due to implantation of iEEG electrodes. [Fig. 2](#f0015){ref-type="fig"} illustrates our procedure for training this SDM. Each patient\'s dataset consists of a pre-implantation MR image $I_{{MR}_{1}}$, a post-implantation MR image ${I_{MR}}_{{}_{2}}$, and a post-implantation CT image $I_{{CT}_{2}}$, where *I~m~t~~* denotes pre-op images acquired at time *t* = 1 and post-op images at time *t* = 2 for imaging modality *m* = {MR, CT}. To create the SDM, we transform all images from each of the *N* patients into a common reference space. For each patient, we perform the following: (i) rigidly register the post-op MR and CT images by maximizing their normalized mutual information (NMI) ([@bb0215]), and obtain the transformation $T_{CT_{2}\rightarrow MR_{2}}$; (ii) rigidly register the pre- and post-op MR images using NMI to produce the transformation $T_{MR_{2}\rightarrow MR_{1}}$ (we use *i* → *j* to denote linear transformations from space *i* to space *j*); and (iii) non-rigidly register the pre-op MR images to the MNI Colin 27 brain, *I*~MNI~, using a free-form deformation (FFD) ([@bb0180]) and maximizing NMI, and write this transformation $\left. {T_{MR}}_{{}_{1}}\rightsquigarrow{}_{MNI} \right.$ (we use *i* ⇝ *j* to denote non-rigid transformations from space *i* to space *j*). Once we compute all transformations, we reslice all images from each of the *N* patients into MNI space (181 × 217 × 181 volume with 1 mm^3^ resolution) by concatenating the transformations:$$\begin{array}{l}
{I_{{MR}_{1}\rightsquigarrow MNI} = I_{{MR}_{1}}\  \circ T_{{MR}_{1}\rightsquigarrow MNI,}} \\
{I_{{MR}_{2}\rightsquigarrow MNI} = I_{{MR}_{2}}\  \circ T_{MR2\rightarrow{MR}_{2}} \circ T_{{MR}_{1}\rightsquigarrow MNI,}} \\
{I_{{CT}_{2.}\rightsquigarrow MNI} = I_{{CT}_{2}} \circ T_{{CT}_{2}\rightarrow{MR}_{2}} \circ T_{{MR}_{2}\rightarrow{MR}_{1}} \circ T_{{MR}_{1}\rightsquigarrow MNI\text{,}}} \\
\end{array}$$where ∘ is the transformation operator.

The non-rigid registration of the pre-op MR image to the MNI brain in (1) spatially normalizes each patient\'s set of images to MNI space. However, non-rigid deformation between the post-op and pre-op imaging remains (in MNI space) as the post-op MR has yet to be non-rigidly registered to the pre-op MR. In clinical practice, this registration task uses skull-stripped brains to mitigate the effects of missing anatomical correspondences after surgery. However, since we plan to register the CT images directly to the pre-op MR, the skull is actually one of the most informative structures to register, even if it is lacking some correspondence. Therefore, to accurately register the MR images containing the skull, we first create a brain surface mask ([@bb0200]) in both the pre-op and post-op images. If the brain segmentation is inaccurate, a trained technician can manually correct the segmentation using a voxel-wise painting tool ([@bb0130]). We then utilize an integrated intensity and point-feature registration algorithm ([@bb0170]) to register the two MR images. This algorithm uses an FFD transformation model and maximizes the NMI similarity metric and proceeds in a multi-resolution manner. We parameterize this FFD with a relatively large B-spline control point spacing, with a final isotropic grid resolution of 15 mm, because we seek a gross alignment of the head to this reference image rather than accurate, high-dimensional, non-rigid inter-subject registration with much lower grid spacing. With the point-weighting parameter set to 0.1, the brain surface points constrain the algorithm to align the cortical surface that otherwise has difficulty being accurately registered using intensity registration by itself. We denote the resulting transformations $T_{MR_{2}\rightsquigarrow MR_{1}}$. It is these transformations that we use to train the SDM.

For each patient *i* = 1,...,*N*, we rewrite the transformation $T_{MR_{2}\rightsquigarrow MR_{1},i}$as a column vector of *P* concatenated FFD control point displacements in 3D, **d***~i~* ∈ R^3*P*^. We use a principal component analysis (PCA) to linearly approximate the deformation distribution ([@bb0185]).$$\mathbf{d} = \overline{\mathbf{d}} + \mathbf{\Phi}\mathbf{w}$$where $\overline{\mathbf{d}} = \frac{1}{N}\sum_{i = 1}^{N}\ \mathbf{d}_{i}$ is the mean deformation of the *N* training registrations, **Φ** = (*φ*~1~,...,*φ*~*K*~)^*i* = 1^ *∈∈ R*^3*P* × *K*^ is the matrix of *K* = min{*N*,3*P*} orthonormal deformation displacement vectors, and **w** ∈∈ R^*K*^ is the vector of model variation coefficients. We sort the eigenvectors φ*k* according to their corresponding eigen-values in decreasing order *λ*~1~≥. . . ≥ *λ*~*k*~≥. . . ≥ *λ*~*K*~ The eigenvectors with the *k* largest eigenvalues define an SDM using *k* principal modes of variation, with 1 ≤ *k* ≤ *K*.

3.2. Non-rigid SDM MR-CT registration {#s0040}
-------------------------------------

Given a previously unseen pre-op MR and post-op CT image pair for a new patient, we use the SDM from [Sec. 3.1](#s0035){ref-type="sec"} to non-rigidly register the post-op CT image to the pre-op MR without the use of a post-op MR image, as shown in [Fig. 3](#f0020){ref-type="fig"}. Before we non-rigidly register the two images, we must first transform the images into the SDM\'s reference space (MNI space) in which we define our model of deformation. We do so by rigidly registering the post-op CT, $I_{CT_{2}}$, to the pre-op MR, ${I_{MR}}_{{}_{1}}$, and then non-rigidly registering ${I_{MR}}_{{}_{1}}$ to the MNI brain, *I*~MNI~. In both cases, we register the images by maximizing the NMI similarity metric. The non-rigid registration uses a FFD transformation with the same B-spline control point spacing (15 mm isotropic grid) used to register the pre-op MR images in [Sec. 3.1](#s0035){ref-type="sec"}. We use the resulting transformations to reslice both images into MNI space such that$$\begin{array}{l}
{I_{MR_{1}}^{t} = I_{MR_{1}}\mspace{9mu} \circ T_{MR_{1}\rightarrow MNI},} \\
{I_{CT_{2}}^{t} = I_{CT_{2}} \circ T_{CT_{2}\rightarrow MR_{1}} \circ T_{MR_{1}\rightsquigarrow MNI\text{,}}} \\
\end{array}$$where ∘ is the transformation operator and *I^t^* indicates the resliced image.

With the images now transformed to the SDM reference space, we non- rigidly register $I_{CT_{2}}^{t}$ to $I^{t}{{}_{MR}}_{{}_{1}}$ The SDM model coefficients **w** in (2) are a low-dimensional parameterization (*k* degrees of freedom) of a high-dimensional FFD **d**, and we denote this transformation *T*~SDM~(**x**; **w**) for points in the reference image domain **x** *∈ Ω*~MNI~ ⊂ R^3^. We register $I_{CT_{2}}^{t}$ and ${I^{t}}_{MR_{1}}$ by optimizing the objective function$${\hat{T}}_{SDM}\left( {\cdot ;\hat{\mathbf{w}}} \right) = \arg\mspace{9mu}\max\limits_{\mathbf{w}}J\left( {I_{MR_{1}}^{t},I_{CT_{2}}^{t} \circ T_{SDM}\left( {\cdot ;\mathbf{w}} \right)} \right)\text{,}$$where *J* is the NMI similarity metric evaluated at all points **x** ∈ *Ω*~MNI~. We use a multi-resolution image pyramid and conjugate gradient optimization to solve (4), using **w** = **0** as an initial solution, which corresponds to the mean training deformation in (2). We also constrain the SDM deformation to be within 3 standard deviations of the mean, $\left. e.g\  \middle| w_{k} \middle| \leq 3\sqrt{\ \lambda_{k}} \right.$.

3.3. Co-visualizing electrodes in pre-op MR image space {#s0045}
-------------------------------------------------------

In the previous section, we non-rigidly registered the post-implant CT to the pre-op MR using our proposed SDM of interventional deformation within the space of the SDM (MNI image space). While each patient\'s full set of pre-op and post-op data may be co-visualized within the SDM image space by applying the transformations from (3), it is more natural to visualize the implanted iEEG electrodes within the pre-implantation imaging data\'s native space. To visualize the CT imaging data in pre-op MR space, we apply the following transformations$${\hat{I}}_{CT_{2}} = {I_{CT}}_{{}_{2}} \circ T_{{CT}_{2}\rightarrow{MR}_{1}} \circ T_{MR_{1}\rightsquigarrow{MNI}}\  \circ {\hat{T}}_{SDM} \circ T_{MNI\rightsquigarrow{MR}_{1}}\text{,}$$where we combine the transformations from (3) and (4), and $T_{MNI\rightsquigarrow MR_{1}}\  \approx T_{MR_{1}\rightsquigarrow MNI}^{- 1}$ is the inverse transformation moving the image from the SDM image space back to native pre-op MR image space. While FFD transformations are not necessarily diffeomorphic, our use of relatively smooth transformation with large B-spline control point spacing (15 mm) makes approximation of this inverse transformation possible.

4. Results {#s0050}
==========

From a clinical dataset of surgical epilepsy patients who underwent intra-cranial electroencephalography (iEEG) at Yale, we manually identified 18 patients with lateral craniotomies (10 on the right side, 8 on the left) with large electrode grids (80 × 80 mm) implanted. In order to increase the dataset size, we flipped the left-side craniotomy images to be right-side craniotomies because we know that the gross brain deformation correlates to craniotomy location ([@bb0095]) and we assume here that the pattern of deformation is symmetric. For each patient in the database, we have the following images:

(*i*) a pre-implantation MR image ${I_{MR}}_{{}_{1}}$ (256 × 256 × 106 at 0.977 × 0.977 × 1.5 mm resolution); (ii) a post-implantation MR image ${I_{MR}}_{{}_{2}}$ (256 × 256 × 110 at 0.977 × 0.977 × 1.5 mm resolution); and (iii) a post-implantation CT image ${I_{CT}}_{{}_{2}}$ (512 × 512 × 137 at 0.488 × 0.488 × 1.25 mm resolution). We implemented and ran our algorithm as part of the BioImage Suite software package ([@bb0130]).

4.1. Experimental setup {#s0055}
-----------------------

To demonstrate our proposed non-rigid statistical deformation model (SDM) registration approach, we performed leave-one-out testing. For each patient *i* = 1,. . .,18, we trained the SDM as described in [Sec. 3.1](#s0035){ref-type="sec"} by omitting the *i*-th patient from the training set, which consisted of the *N* = 17 remaining samples. We then registered the *i*-th patient\'s post-op CT to their pre-op MR using the SDM (in MNI space) as described in [Sec. 3.2](#s0040){ref-type="sec"}. We repeated our registration method in (4) using different numbers of eigenvectors, i.e. using the first *k* = 1, 2, 3, 4, 5, 10, 15, and 17 eigenvectors. [Fig. 4](#f0025){ref-type="fig"} shows that these first *k* eigenvectors account for approximately 20, 34, 47, 56, 63, 87, 98, and 100% of the SDM\'s cumulative variance, respectively. We compared our proposed method to directly register ${I^{t}}_{{CT}_{2}}$ to ${I^{t}}_{MR_{1}}$ with existing, standard registration methods: (*i*) intensity-based rigid registration, which in this case ${\hat{T}}_{R}$ is the identity transformation from (3), and (ii) intensity-based, unconstrained non-rigid FFD ${\hat{T}}_{FFD}$. For both comparison methods, we optimized the registration by maximizing the normalized mutual information (NMI) similarity metric. For the FFD transformation model, we used 15 mm isotropic 3D B-spline control point spacing to match our SDM transformations from [Sec. 3.1](#s0035){ref-type="sec"}. An FFD with 15 mm control point spacing required *P* = 2, 535 control points to parameterize a transformation with 7,605 degrees of freedom in 3D.

To evaluate registration performance, we treated the non-rigid transformations $T_{MR_{2}\rightsquigarrow MR_{1}}$ generated during training with the post-op MR image in [Sec. 3.1](#s0035){ref-type="sec"}, and as used in current practice, as a ground-truth. Given an estimated transformation $\hat{T}$, we then calculated the magnitude of transformation error$$\varepsilon\left( \mathbf{x} \right)\  = \left. ||{\hat{T}\left( \mathbf{x} \right) - T_{MR_{2}\rightsquigarrow{MR}_{1}}\ \left( \mathbf{x} \right)} \right.||,\mspace{45mu}\mathbf{x} \in \Omega_{MNI\text{,}}$$which is the squared difference of displacement between the transformation estimate and our ground-truth transformation at all points in the image. While this metric evaluates performance against the current non-rigid gold-standard, through anecdotal evidence, surgeons generally only trust rigid registration for volumetric MR-CT registration. We therefore assessed MR-CT registration results with the rigid registration ${\hat{T}}_{R}$ in mind. Furthermore, we evaluated maximum transformation error as surgeons are often interested in quantifying worst-case performance. In [Sec. 4.2](#s0060){ref-type="sec"}, we quantify this transformation error throughout the image volume, and in [Sec. 4.3](#s0065){ref-type="sec"}, we quantify it more specifically at the implanted electrodes locations.

4.2. Quantifying Transformation Error {#s0060}
-------------------------------------

We spatially visualized *ε*(**x**), ∀**x** *∈∈ Ω*~MNI~ using a colormap overlay, as shown in [Fig. 5](#f0030){ref-type="fig"}, to compare the estimates of ${\hat{T}}_{R,}\ {\hat{T}}_{FFD}$, and ${\hat{T}}_{SDM}$. In comparison to rigid registration, the proposed SDM method reduced error throughout the brain, and particularly so around the craniotomy and ventricles. These results also highlight the poor performance of the unconstrained FFD MR-CT registration, which performed worse than the rigid registration. Due to the poor soft-tissue contrast in the CT, the intensity-based FFD failed to accurately register the interior of the brain. Even though both the FFD and the SDM used the same NMI similarity metric, the SDM constrained the transformation to accurately mimic the interior deformations that resulted from the electrode implantation procedure.

In [Fig. 6](#f0035){ref-type="fig"}, we quantified the mean transform error $\overline{\varepsilon}$ throughout 4 different volumes of interest (VOIs) in the brain: (i) the right skull *Ω*~RS~; (ii) the right brain hemisphere *Ω*~RB~; (iii) the left brain hemisphere *Ω*~LB~; and (iv) the left skull *Ω*~LS~, such that *Ω*~*i*~ ⊂ *Ω*~MNI~ and $\Omega_{i}\mspace{9mu} \cap \ \Omega_{j} = \varnothing,\ \forall i \neq j\text{.}$ The *Ω*~RB~ and Ω~RS~ VOIs were of particular interest since they were ipsilateral to the craniotomy.

We created these VOIs by dilating the MNI mask with a morphological filter enough times to cover the skull. [Fig. 6](#f0035){ref-type="fig"} shows $\overline{\varepsilon}$ calculated within each of these VOIs. In general, both the right skull and right brain VOIs exhibited higher mean $\overline{\varepsilon}$ than in the left skull and left brain across all 18 leave-out-tests for all three registration methods, which was to be expected since this was the side of the craniotomy and largest deformation. We also noted that $\overline{\varepsilon}$ generally increased as we used more modes of variation in our SDM, which is most likely explained by the PCA over-fitting to the training set. The results shown in [Fig. 6](#f0035){ref-type="fig"} also show that the unconstrained, non-rigid FFD registration performed significantly worse (two-tailed paired *t*-test *p* \< 0.05) than either the rigid or our proposed non-rigid SDM registration methods in all VOIs, which supports the observations visualizing transformation error ([Fig. 5](#f0030){ref-type="fig"}). Our proposed SDM registration method significantly reduced (two-tailed paired *t*-test *p* \< 0.05) $\overline{\varepsilon}$ in *Ω*~RB~ using 1--5 eigenvectors and in *Ω*~RS~ using 1--15 eigenvectors in comparison to rigid registration. Using the SDM registration, however, significantly increased $\overline{\varepsilon}$ in Ω~LB~ when using 15 and 17 eigenvectors and in Ω~LB~ when using 17 eigenvectors. Otherwise, there were no significant increases in $\overline{\varepsilon}$ in Ω~LB~ or Ω~LS~ with respect to rigid registration.

4.3. Quantifying electrode transformation error {#s0065}
-----------------------------------------------

We quantified *ε*(**x~*e*~**) at each patient\'s electrode locations **x**~*e*~ ∈ *Ω*~*E*~ ⊂ *Ω*~MNI~, where *Ω*~E~ is the set of all electrodes for each patient. The mean number of electrodes for a patient was 197. [Fig. 7](#f0040){ref-type="fig"} summarizes the distributions of patient mean error $\overline{\varepsilon}$ and maximum error *ε*max over all **x**~*e*~ ∈ *Ω*~E~. For all results, we evaluated statistical significance using two-tailed paired t-tests with *p* \< 0.05.

Our proposed SDM registration significantly reduced both $\overline{\varepsilon}$ and *ε*max with respect to both rigid registration and non-rigid, unconstrained FFD registration for all numbers of eigenvectors *k* tested ([Table 1](#t0005){ref-type="table"}). The unconstrained FFD significantly increased $\overline{\varepsilon}$ with respect to rigid registration. Across all 18 leave-one-out tests, the mean electrode error $\overline{\varepsilon}$ using the SDM with 1 mode was 1.58 ± 0.24 mm, which compared to 2.12 ± 0.37 mm for rigid registration and 2.75 ± 0.85 mm and for unconstrained FFD (all reported values are mean ± standard deviation). Similarly, the maximum electrode error *ε*max values using the SDM with 1 mode was 4.39 ± 1.70 mm, which compared to 6.08 ± 1.84 mm for rigid registration and 5.95 ± 1.64 mm for FFD across all 18 tests. There was no significant difference in *ε*max between rigid and unconstrained FFD. [Fig. 8](#f0045){ref-type="fig"} spatially visualizes these electrode transformation error for three different subjects, and shows that our proposed registration method reduces transformation error in most areas throughout the brain. [Fig. 9](#f0050){ref-type="fig"} shows example results transforming the electrodes to pre-op MR imaging space using the respective transformation estimates and (5).

5. Discussion and conclusion {#s0070}
============================

Our proposed method to model post-surgical non-rigid deformations with a statistical deformation model (SDM) significantly reduces both mean and maximum transformation errors in multi-modality non-rigid MR-CT registration compared to standard rigid and unconstrained non-rigid multi-modal registrations. As shown in [Sec. 4](#s0050){ref-type="sec"}, standard, unconstrained non-rigid registration methods perform worse than rigid methods, at least in this dataset where the CT images had both deformations and significant artifacts. Our proposed low-dimensional non-rigid registration method effectively compensates for brain deformations induced by the surgical craniotomy and implantation of iEEG electrodes. The proposed SDM does not model anatomical brain variability, but rather the deformation of a subject\'s brain as a result of craniotomy and electrode implantation, which is relatively smooth. Our method utilizes a PCA deformation model that, while simple, captures these low-dimensional intra-subject deformations and adds robustness to the image registration process. Our proposed registration method, using only the first few eigenvectors, exhibits better worst-case performance because the SDM transformation constrains the multi-modal registration to be from the space of observed deformations learned from a training set of clinical surgeries.

While the proposed PCA-based SDM registration method is simple, it effectively captures the low-dimensional deformations, even using a single eigenvector, as evidenced by the results using real, clinical data ([Sec. 4](#s0050){ref-type="sec"}). Surgeons can only place large grids (80 × 80 mm) in a small set of locations resulting in a constrained brain shift problem. This work is not an attempt to solve the general pre- to post-surgery registration problem, but rather account for the deformation caused by this well-defined (but common) procedure in epilepsy. The proposed method, when using 15 mm control point spacing, significantly reduced both average and worst-case registration transformation error throughout the brain volume ([Fig. 6](#f0035){ref-type="fig"}) and at electrode locations ([Fig. 7](#f0040){ref-type="fig"}) compared to rigid and unconstrained FFD registration methods using only the first few eigenvectors, specifically 1 ≤ *k* ≤ 5. This improved and more robust registration performance comes with a greater than 99% reduction in transformation degrees of freedom (DoF) (from 7605 DoF to 1 ≤ *k* ≤ 5 DoF). Constraining the non-rigid transformation by the low-dimensional SDM prohibits the registration optimization routine in (4) from seeking local minima in the similarity function that correspond to invalid deformations.

While our choice to parameterize the non-rigid SDM FFD transformation with 15 mm control point spacing was based upon the current Yale Epilepsy program workflow, we also experimented training and testing our proposed framework using an FFD model with a 30 mm isotropic control point spacing. This lower-dimensional FFD required *P* = 392 control points to parameterize a non-rigid transformation with 1,176 degrees of freedom. We reran our leave-one-out tests by performing SDM construction ([Sec. 3.1](#s0035){ref-type="sec"}) and SDM non-rigid registration ([Sec. 3.2](#s0040){ref-type="sec"}) using this alternate FFD parameterization. Similarly, we reran the experiments from [Sec. 4](#s0050){ref-type="sec"} to compare these SDM results to both intensity-based rigid and intensity-based, unconstrained FFD registration with 30 mm isotropic control point spacing. The results using this alternative FFD parameterization were nearly identical to our results presented using the 15 mm control point spacing. Again, our constrained SDM outperformed both the rigid and the unconstrained, non-rigid registration methods, yielding results practically identical to those shown in [Fig. 6](#f0035){ref-type="fig"}, [Fig. 7](#f0040){ref-type="fig"}.

Although we present results for training a SDM at only a single craniotomy location, in the future, we aim to create craniotomy site-specific SDMs to model the corresponding deformations at different locations. Furthermore, we could improve training set registrations by including additional labeled anatomical structures, e.g. the ventricles, to improve PCA model construction ([@bb0160]). SDM training could also benefit from better registration to a common reference space as the use of a single reference subject, the MNI brain, biases any registrations towards that subject\'s particular anatomy. In this paper, our framework requires that all images be transformed to this common space in which the SDM was defined. In practice, it might be better to warp all the transformations to the test image\'s space, and then compute the SDM in this native space. However, this method also presents difficulties because it requires numerous non-rigid registrations of each training image to the test image. Alternative non-rigid transformation models [@bb0205], other than our chosen FFD parameterization, could be used within our framework for SDM training and registration. However, a limitation of PCA-based SDMs is that, even if the non-rigid training deformations are diffeomorphic, the linear combination of deformation eigenvectors may not necessarily be diffeomorphic. However, this is less of an issue for deformations with large control point spacing, that are smooth and model gross intra-subject deformations, as are used in our method.

It is difficult, however, for us to make an appropriate comparison of our error results (1.58 ± 0.24 mm using only the first eigenvector) to other recent methods. Taimouri et al. reported electrode registration errors of 1.31 ± 0.69 mm ([@bb0225]) and Dalal et al. reported errors of 1.50 ± 0.50 mm ([@bb0040]).

Both methods calculated electrode registration error using the visible surface electrodes only, and not the depth electrodes. We, on the other hand, calculated error using both the surface and depth electrodes. Furthermore, we cannot appropriately compare our error values to these prior works due to differences in our method for calculating error. Both of these works computed their errors with respect to 2D intra-operative photographs, in which they projected their 3D electrode location estimates onto the photograph\'s 2D space, and then computed errors in 2D. We, on the other hand, compute error in 3D space with respect to a reference transformation, using the clinical state-of-the-art non-rigid registration of the post-op MR image to pre-op MR transformation available at our institution as a reference.

While the goal of this work was to directly non-rigidly register post-op CT images to pre-op MR images of the same subject, the ideas presented here constitute a general framework to non-rigidly register multi-modal volumetric images to effectively compensate for deformations induced by interventional procedures. In particular, we demonstrate how we can use a small subset of high quality training data (in this case, the rare availability of post-electrode implantation MR images) to learn the properties of a deformation model in a given case of non-rigid deformation, and to subsequently use this knowledge to solve the non-rigid registration problem in the more general case with lesser quality data (the direct non-rigid, multi-modal registration of pre-op MR to post-implantation CT). Similar principles could be applied to non-rigidly register other multi-modal interventional images, e.g. interventional ultrasound images to pre-operative MR images.

This work was supported by National Institute of Biomedical Imaging and Bioengineering (NIBIB) R03 EB012969.

![To co-visualize post-implant iEEG electrodes with pre-implant imaging data, as shown on the right, the current clinical registration framework (in blue) rigidly registers the post-op CT image and the segmented electrodes to a post-op MRI, and then non-rigidly registers the post-op MRI to the pre-op MRI. Our proposed method (in orange) directly registers the post-op CT image to the pre-op MRI using a statistical deformation model that captures the non-rigid deformations induced by the surgical procedure.](gr1){#f0010}

![Our proposed framework to model intra-subject non-rigid deformations caused by surgical intervention. All training images are first resliced to a common reference space, e.g. MNI Colin 27 image space. We rigidly register the post-op and pre-op training images to each other, and then non-rigidly register the pre-op MR training image to the reference image. After reslicing all training images to this common reference, we non-rigidly register the post-op MR image to the pre-op MR image to account for interventional deformations. We then use these transformations, $T_{MR_{2}\rightsquigarrow MR_{1}}$, to learn a statistical deformation model of non-rigid deformation. Here, *i* → *j* and indicates rigid and *i* ⇝ *j* indicates non-rigid transformation from image space *i* to space *j*.](gr2){#f0015}

![Multi-modal, non-rigid registration using a statistical deformation model (SDM) of intervention-induced deformation. In order to apply the SDM for registration, we first transform the original images to the SDM reference space by first rigidly registering the post-op CT image to the pre-op MR and then non-rigidly registering the pre-op MR image to the reference template image (MNI image). Once brought into the SDM space, the resliced post-op CT image ${I^{I}}_{CT_{2}}$ is then non-rigidly registered to the resliced pre-op MR image ${I^{I}}_{{MR}_{1}}$ using the SDM to constrain the deformation. The iEEG electrodes identified in the post-op CT image may than be co-visualized with the pre-op imaging data.](gr3){#f0020}

![Statistical deformation model (SDM) cumulative variance from an example leave-one-out test using *N* = 17 training deformations and parameterized by an FFD transformation with 15 mm control point spacing. The first eigenvector accounts for approximately 20% of the deformation variance.](gr4){#f0025}

![Visualizing transformation error (*ε* from Eq. [(6)](#fo0030){ref-type="disp-formula"}) spatially using a colormap overlay for an example patient with a craniotomy (left side of the axial images). We show registration results using (i) intensity-based rigid registration, (ii) intensity-based, unconstrained FFD, and (iii) our proposed non-rigid SDM method using a single eigenvector, with the non-rigid registrations parameterized by an FFD transformation model with 15 mm isotropic control point spacing. The registration constrained by the SDM outperformed the other methods, particularly in the areas around the craniotomy and around the ventricles. Furthermore, unconstrained, intensity-only FFD registration performed noticeably worse than intensity-only rigid registration.](gr5){#f0030}

![Mean transformation error for 18 patients in 4 different VOIs using (i) rigid, (ii) intensity-only FFD, and (iii) the proposed SDM registration methods, where SDM *k* denotes registration using the first *k* eigenvectors. The boxplots on the left show leave-one-out testing results for the SDM using different numbers of deformation eigenvectors. The boxplots show median, inner quartile extremes, and outlier values (outside 2.7 standard deviations).](gr6){#f0035}

![Our proposed non-rigid SDM registration method significantly reduced transformation error (two-tailed paired *t*-test) compared to standard rigid and unconstrained FFD intensity registration methods. SDM *k* denotes registration using the first *k* = 1, 2, 3, ... eigenvectors. We plot the distributions of both the mean (left plot) and the maximum (right plot) transformation error at electrode locations for the 18 leave-one-out MR-CT registrations for transformations. The boxplots show median, inner quartile, extremes, and outlier values.](gr7){#f0040}

![Visualizing electrode transformation error for three sample patients using (i) rigid registration, (ii) unconstrained, non-rigid FFD registration, and (iii) our proposed non-rigid SDM registration using *k* = 1, 3, 5 eigenvectors. We display the electrodes in their "gold-standard" locations registered using the post-implant MR images. We show the 3D pre-op MR brain surface as transparent in order to visualize the subdural electrodes. Our proposed method reduces transformation error both at the site of the craniotomy with the large electrode grids and at locations further away.](gr8){#f0045}

![Visualizing electrodes for three patients in the post-op CT image space and transformed to pre-op MR imaging space using: (i) "gold-standard" non-rigid registration making use of the post-op MR image, (ii) rigid registration, (iii) unconstrained, non-rigid FFD registration, and (iv) our proposed non-rigid SDM registration using *k* = 1, 3 eigenvectors. Arrows highlight electrodes that are poorly localized with respect to the pre-op anatomy due to mis-registration. Crosshairs indicate the axial, coronal, and sagittal image slices displayed for each subject.](gr9){#f0050}

###### 

The distributions of mean electrode transformation error $\overline{\varepsilon}$ and maximum electrode transformation error *ε*max using rigid, non-rigid FFD, our proposed statistical deformation model (SDM) across all 18 leave-one-out registration tests. SDM *k* refers to the model using *k* eigenvectors. Reported values are Mean ± SD and maximum values.

  Method   $\overline{\varepsilon}$ (mm)   Max. $\overline{\varepsilon}$ (mm)   *ε*~max~ (mm)   Max. *ε*~max~ (mm)
  -------- ------------------------------- ------------------------------------ --------------- --------------------
  Rigid    2.12 ± 0.37                     3.03                                 6.08 ± 1.84     10.48
  FFD      2.75 ± 0.85                     5.25                                 5.95 ± 1.64     8.37
  SDM 1    1.58 ± 0.24                     2.03                                 4.39 ± 1.70     8.98
  SDM 2    1.63 ± 0.23                     2.14                                 4.62 ± 1.62     9.20
  SDM 3    1.60 ± 0.23                     2.16                                 4.39 ± 1.55     8.46
  SDM 4    1.65 ± 0.28                     2.51                                 4.22 ± 1.43     7.75
  SDM 5    1.70 ± 0.29                     2.53                                 4.38 ± 1.40     7.65
  SDM 10   1.68 ± 0.27                     2.26                                 4.24 ± 1.23     7.59
  SDM 15   1.81 ± 0.40                     2.66                                 4.43 ± 1.43     9.54
  SDM 17   1.82 ± 0.38                     2.64                                 4.34 ± 1.31     8.93
