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“I do not know how the Third World War will be fought, but I can
tell you what they will use in the Fourth — rocks!”
Albert Einstein, 1949 [1]

Abstract
The spectra of identified particles in a collision experiment comprise crucial in-
formation about the underlying physical processes. The ALICE experiment has
powerful Particle IDentification (PID) capabilities, which are unique at the Large
Hadron Collider (LHC). In this thesis, a statistical PID method based on the
specific energy loss dE/dx in the ALICE Time Projection Chamber (TPC) is de-
veloped: the TPC Multi-Template Fit (MTF). The MTF allows for the extraction
of identified charged particle spectra in a wide momentum range, which extends
from about 150MeV/c to above 20GeV/c. The TPC PID requires a detailed mod-
elling of the TPC dE/dx response for momenta above 2− 3GeV/c. A framework
is developed that allows for the determination of the model parameters and for
evaluating the PID information of charged particles.
With the MTF, the transverse momentum (pT) spectra of charged pions, kaons
and protons at mid-rapidity (|η| < 0.9) are measured for pp collisions at √s =
7TeV. It is studied how these spectra and the corresponding K/pi and p/pi ratios
evolve as a function of the event multiplicity. The study is motivated by the recent
observation that high-multiplicity pp collisions exhibit intriguing similarities to
p–Pb and Pb–Pb collisions. For instance, long-range correlations were observed
in all three systems and the K/pi and p/pi ratios in p–Pb and Pb–Pb collisions
showed a similar evolution with multiplicity. It is found that the latter ratios in pp
collisions evolve as a function of multiplicity in a very similar way as in the larger
systems. While a hydrodynamical description can explain these effects and is
justified in Pb–Pb collisions, its application to smaller systems seems questionable.
The new results can help to distinguish between the variety of models that has
been suggested to explain the observations.
These “soft” phenomena are just one aspect of the physics at particle colliders.
Another are “hard” probes like jets. Jets are objects that are defined for both
experimental measurement and theoretical calculation, thus, allowing for directly
comparing the two. The calculation of hadronic production cross-sections usually
involves Fragmentation Functions (FFs), that need to be determined from exper-
iment and currently exhibit large systematic uncertainties. The MTF is therefore
also used to measure the charged hadron composition in charged jets from pp
collisions. The spectra have been obtained as a function of the transverse mo-
mentum of the constituent, ptrackT , and as a function of the reduced momentum
zcharged ≡ ptrackT /pjet,chargedT . An increase of the strangeness production with zcharged
and the suppression of leading baryons (zcharged → 1) is visible in the K/pi and p/pi
ratios. The results can be used to further constrain the FFs and to distinguish
between theoretical models. A comparison to various PYTHIA Perugia tunes
shows that all considered tunes roughly reproduce the observed trends, but none




In Kollisionsexperimenten beinhalten die Spektren identifizierter Teilchen wichti-
ge Informationen über die zugrundeliegenden physikalischen Prozesse. Das ALICE
Experiment bietet leistungsstarke Möglichkeiten zur Teilchenidentifikation (PID),
die am Large Hadron Collider (LHC) einzigartig sind. In dieser Arbeit wird eine
Methode zur statistischen PID entwickelt, die auf dem spezifischen Energiever-
lust dE/dx in der Spurendriftkammer (TPC) von ALICE beruht: der TPC Multi-
Template Fit (MTF). Der MTF ermöglicht die Messung der Spektren von identifi-
zierten, geladenen Teilchen über einen weiten Impulsbereich, welcher sich von ca.
150MeV/c bis oberhalb von 20GeV/c erstreckt. Die Teilchenidentifikation in der
TPC benötigt eine detaillierte Modellierung des TPC-dE/dx-Ansprechverhaltens
für Impulse oberhalb von 2− 3GeV/c. Es wird ein Framework entwickelt, welches
sowohl die Bestimmung der Modellierungsparameter, als auch die Auswertung der
PID-Informationen von geladenen Teilchen ermöglicht.
Der MTF wird zur Messung der Transversalimpulsspektren (pT) geladener
Pionen, Kaonen und Protonen im zentralen Rapiditätsbereich (|η| < 0.9) in pp-
Kollisionen mit
√
s = 7TeV verwendet. Es wird untersucht wie sich diese Spektren
und die entsprechenden K/pi- und p/pi-Verhältnisse als Funktion der Multiplizi-
tät des Events verhalten. Motiviert wird diese Studie durch die kürzliche Beob-
achtung, dass pp-Kollisionen mit hoher Multiplizität verblüffende Ähnlichkeiten
mit p–Pb- und Pb–Pb-Kollisionen aufweisen. Beispielsweise wurden langreich-
weitige Korrelationen in allen drei Systemen beobachtet und die K/pi- und p/pi-
Verhältnisse in p–Pb- und Pb–Pb-Kollisionen zeigten ein ähnliches Verhalten mit
sich ändernder Multiplizität. Es wird beobachtet, dass sich die letzteren Verhält-
nisse in pp-Kollisionen in einer sehr ähnlichen Weise als Funktion der Multiplizität
verhalten wie in größeren Systemen. In Pb–Pb-Kollisionen kann eine hydrodyna-
mische Beschreibung diese Effekte erklären und ist gerechtfertigt, wohingegen
eine Anwendung auf kleinere Systeme fragwürdig erscheint. Die neuen Ergebnisse
können dabei helfen zwischen der Vielzahl an Modellen zu unterscheiden, die zur
Erklärung der Beobachtungen vorgeschlagen wurden.
Diese „weichen“ Phänomene sind nur ein Aspekt der Physik an Teilchenbe-
schleunigern. Ein anderer sind „harte“ Sonden wie etwa Jets. Jets sind Objekte,
die sowohl für experimentelle Messungen, als auch für theoretische Berechnungen
definiert sind. Sie ermöglichen daher einen direkten Vergleich dieser. Die Berech-
nung hadronischer Produktionswirkungsquerschnitte geht üblicherweise mit der
Verwendung von Fragmentationsfunktionen (FFs) einher, die experimentell be-
stimmt werden müssen und derzeit große systematische Unsicherheiten aufweisen.
Der MTF wird daher auch dazu verwendet, um die Zusammensetzung geladener
Jets aus geladenen Hadronen in pp-Kollisionen zu messen. Die Spektren werden
sowohl als Funktion des Transversalimpulses der Bestandteile, ptrackT , als auch als
Funktion des reduzierten Impulses zcharged ≡ ptrackT /pjet,chargedT bestimmt. Anhand
der K/pi- und p/pi-Verhältnisse zeigt sich eine erhöhte Strangeness-Produktion mit
III
zunehmendem zcharged und eine Unterdrückung führender Baryonen (zcharged → 1).
Die Resultate können dazu verwendet werden, um die FFs weiter einzuschränken
und um zwischen theoretischen Modellen zu unterscheiden. Ein Vergleich mit
verschiedenen PYTHIA Perugia Tunes ergibt, dass alle untersuchten Tunes an-
näherungsweise die beobachteten Trends beschreiben. Jedoch bietet keines der
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Mankind has always had the ambition to understand nature. Over the centuries,
which saw the progressive invention of ingenious technologies, scientists around
the world contributed to a description of the universe, they lived in. The past two
centuries witnessed a revolutionary series of particle physics experiments, which
allowed to gain deep insight into the matter the universe is built of. The discovery
of the fundamental constituents of matter, like electrons and quarks, and their
interactions between each other culminated in the formulation of a theory which
is able to explain most of the observations made until today: the Standard Model
of particle physics.
Despite the great efforts of former generations, many mysteries are still un-
resolved. The Standard Model is not complete because it relies on parameters,
such as particle masses, that are not predicted by this theory, but need to be
determined by experiment. Among other issues, the Standard Model can neither
explain the indications for a huge amount of cold dark matter, nor does it in-
clude gravitation at all. The long yearned-for Theory of Everything still awaits
its discovery.
A detailed knowledge of the microcosm is essential to better understand the
macrocosm. An open question for the latter is the evolution of the early universe,
around 10 µs after the Big Bang. Within this period, the temperature was above
a critical value of about Tcrit ≈ 160MeV [2] and the matter is expected to have
existed in a state called Quark-Gluon Plasma (QGP). Understanding this phase
of matter and its transition to normal hadronic matter is crucial. On the one
hand, it furthers our knowledge about the evolution of the early universe. On the
other hand, it allows to verify Standard Model predictions.
The Large Hadron Collider (LHC) has ushered in a new era of high-energy
physics experiments, that may help to resolve some of the remaining mysteries.
This thesis is intended to add one small piece to the resolution of the big puzzle.
1.1. The Standard Model
In the Standard Model of particle physics, matter consists of a set of fundamental
fermions with spin 1/2 — leptons and quarks — and their anti-particles. The
fermions can be arranged in three generations or families as shown in Tab. 1.1.
They are subject to the electromagnetic, weak and strong interactions. The Stan-
dard Model implements these forces as an exchange of gauge bosons with spin 1,
1
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see Tab. 1.2. These gauge bosons couple to a specific charge, which, e.g., is for
strong interactions the colour charge. Leptons do not carry colour charge and,
thus, do not participate in strong interactions. Gravity as the fourth fundamental
interaction is not part of the Standard Model and there is no accepted theory on
quantum gravitation yet.
Table 1.1.: Fundamental fermions of the Standard Model. Anti-particles are not
shown. The charge q is given in units of the electron charge e. The mass values are
approximate values based on [3]1. At the time the Standard Model was constructed,
the neutrinos were assumed to be massless.
Generation Lepton q/e m · c2 Quark q/e mbare·c2
First νe 0 < 225 eV u 2/3 ∼ 2.3MeVe− −1 511 keV d −1/3 ∼ 4.8MeV
Second νµ 0 < 0.19MeV c 2/3 ∼ 1.3GeV
µ− −1 106MeV s −1/3 ∼ 95MeV
Third ντ 0 < 18.2MeV t 2/3 ∼ 173GeV
τ− −1 1.78GeV b −1/3 ∼ 4.2GeV
Table 1.2.: Interactions of the Standard Model. The interactions between particles
are described by the exchange of gauge bosons that couple to their specific charge.
In the Standard Model, the electromagnetic and weak interactions are unified and
described by the electroweak theory.
Interaction Gauge boson(s) Coupling to




W± also to electric charge
Strong 8 gluons Colour charge
The Standard Model is based on Quantum Field Theories (QFTs) [4, 5]. The
most prominent QFT is Quantum ElectroDynamics (QED), which describes elec-
tromagnetic interactions via the exchange of photons. QED has proven to repro-
duce (or predict) the values of high-precision experiments. An intriguing example
is the calculation of the anomalous magnetic moment of the electron, which is
found to be in relative agreement with experiment at the level of 7.7 · 10−10 [6].
Mathematically, QED is an abelian gauge theory with the symmetry group U(1)
1The limits for the neutrino masses are stated with 95% CL for νe and ντ and with 90% CL for
νµ (note that smaller mass limits exist for νe).
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and is found to be renormalisable. The success of QED triggered huge efforts of
finding a Grand Unified Theory (GUT) which describes all forces — electromag-
netic, weak and strong — and merges them into a single force at high energies
around some GUT scale. Big progress was achieved with the formulation of
the electroweak theory by Sheldon Glashow, Abdus Salam and Steven Weinberg,
which unifies electromagnetic and weak interactions in a gauge theory with the
symmetry group SU(2) × U(1). Finally, it was found that the strong interaction
can be described by Quantum ChromoDynamics (QCD) [7], a non-abelian gauge
theory with symmetry group SU(3). In summary, the interactions in the Standard
model are governed by an SU(3) × SU(2) × U(1) symmetry.
However, there was still an open issue. All bosons (and fermions) are mass-
less in order to maintain gauge invariance, which contradicts the experimental
findings, in particular, the W± and Z0 bosons were found to be massive. Gauge
invariance is crucial for a theory to be renormalisable. This introduces the need
of a mechanism to endow the bosons with mass without explicitly breaking gauge
invariance.
A solution was already proposed in 1964 by Peter Higgs [8, 9], François Englert
and Robert Brout [10], as well as Gerald Guralnik, Carl Hagen and Tom Kibble
[11]. Their idea was to introduce a new field, today usually called Higgs field. The
Higgs field, which is a SU(2) doublet of complex scalar fields (4 real components in
total), leads to spontaneous breaking of the local SU(2) symmetry. Three out of
the four degrees of freedom of the Higgs field describe massless Goldstone bosons,
which are absorbed as an additional spin degree of freedom of the W± and Z0
bosons, thus, making them massive. Fermions can also acquire mass via their
Yukawa coupling to the Higgs field. The fourth degree of freedom of the Higgs
field manifests itself in a neutral scalar particle, the Higgs boson H0, which is an
excitation of the Higgs field.
It was not before 2012 that the discovery of the Higgs boson at the LHC
was announced by the ATLAS [12] and CMS collaborations [13]. A great chal-
lenge was that theory did not predict the Higgs mass, but only constraints from
direct searches or indirectly from cross-sections containing the Higgs in loop pro-
cesses existed. In the end, the mass of the Higgs boson was found to be around
125GeV/c [3] and its properties are consistent with Standard Model predictions,
which strongly corroborates the hypothesis of mass generation via the Higgs mech-
anism. The discovery completes the set of fundamental particles in the Standard
Model and explains why some of these particles are massive.
At the time the Standard Model was constructed, neutrinos were assumed
to be massless. However, the observation of neutrino oscillation (see e.g. [14])
suggests that neutrinos are massive. If they are produced (and detected) via the
weak interaction, they are in a flavour eigenstate, which is a linear combination
of mass eigenstates. The change of the quantum mechanical phases of the mass
eigenstates during the propagation through space depends on the mass of each
state. As a result, the mixture of mass eigenstates and, consequently, the flavour
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eigenstate change during the travel. Hence, the observation of neutrino oscilla-
tions suggests that the mass eigenstates have non-vanishing and different masses.
There are extensions to the Standard Model to implement massive neutrinos (see
e.g. [15]).
Despite all efforts, the LHC experiments have not found significant deviations
from Standard Model predictions yet. In particular, no new particles like super-
partners or further Higgs bosons predicted by some theories beyond the Standard
Model have been discovered up to now.
1.1.1. The Running Couplings
In accordance with Heisenberg’s uncertainty principle, the vacuum is filled with
short-lived “virtual” pairs of particles and anti-particles. In QFT, these virtual
particles can screen or anti-screen the bosons mediating the forces, which modi-
fies the coupling constant of the corresponding force. The strength of the effect
depends on the momentum transfer Q2. Hence, the coupling constants are not
constant, but “running” with Q2. For the electromagnetic force, the coupling
strength is given by the fine-structure constant α ≈ 1/137 at low Q2 and in-
creases only slightly with Q2. The smallness of the coupling justifies the use of
perturbation theory to calculate cross-sections expanded in powers of α.
The situation is fundamentally different for the strong coupling αs in QCD. In
that case, the mediators of the force, the gluons, carry colour charge themselves,
to which they couple. To leading order, this yields [3]:
αs(Q2) =
12pi
(33− 2nf) · ln(Q2/Λ2QCD)
, (1.1)
where nf is the number of light quark flavours2 and ΛQCD is the scale at which
the coupling diverges. ΛQCD is the only free intrinsic parameter of QCD and
experimentally ΛQCD ∼ 200MeV is found. The momentum transfer dependence
of αs is shown in Fig. 1.1 together with a summary of measurements. Obviously,
the trend in QCD is opposite to that in QED, since the coupling decreases with
Q2. At distances larger than ~c/ΛQCD ≈ 1 fm, which corresponds to small Q2,
the coupling becomes very strong and this could mean that it requires an infinite
amount of energy to pull apart two coloured objects. Although it is not analyt-
ically proven, this could explain the experimental fact that fractionally charged
objects (as quarks) have not been observed [16]. This observation is called con-
finement. Instead, quarks form colourless particles, namely baryons (qqq) and
mesons (qq¯).
The large value αs ∼ 1 prohibits the application of perturbative QCD in the
low energy regime. However, this is the region in which hadronisation and collec-
tive phenomena take place and is also related to the matter in neutron stars. So,
2The mass of these light quarks is much smaller than some renormalisation scale µR. The
equation holds for an effective theory, in which all heavier quarks decouple from the theory.
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Figure 1.1.: Running of the strong coupling constant αs as a function of the momentum
transfer Q. Figure from [3].
it is important to study this region. To gain theoretical access to the low energy
regime, effective theories like chiral perturbation theory [17] may be used. An-
other approach is lattice QCD [18], which performs numerical QCD calculations
on discrete space-time points utilising powerful computing resources.
Going to infinite momentum transfers or, equivalently, to infinitely small dis-
tances, the strong coupling tends to zero. This behaviour is called asymptotic
freedom. In particular, it justifies the applicability of perturbative QCD in the
high energy regime.
1.2. The Phases of QCD
The asymptotic freedom of QCD has striking implications. QCD calculations
predict that for matter at sufficiently high energy densities and/or temperatures,
the confinement is repealed [19, 20]. The partons, i.e. quarks and gluons, become
the relevant degrees of freedom in that case and can move freely. Such a state is
called Quark-Gluon Plasma (QGP) and is believed to have existed in the early
universe just a few microseconds after the Big Bang [2].
In general, the running of the strong coupling and, as a consequence, the phase
of matter depend on the temperature T and the baryon chemical potential µB,
which is related to the net baryon density. This results in different phases as a
function of T and µB. A contemporary view of such a QCD phase diagram is
shown in Fig. 1.2. Nuclear matter is in the hadron gas phase, whereas the dense
core of neutron stars might reach into a QGP or a colour superconductor phase.
A number of current and future experiments tries to map the phase boundary
between hadron gas and QGP and to locate the critical point — if it exists —,
at which the first order phase transition changes to a smooth crossover. The






























Figure 1.2.: QCD phase diagram with the temperature on the ordinate and the baryon
chemical potential, which is directly connected to the baryon density, on the abscissa.
Figure from [21].
energies. Among such experiments are e.g. (with increasing reach in µB) ALICE,
ATLAS and CMS at the LHC (France/Switzerland), PHENIX and STAR at
RHIC (USA) and CBM at FAIR (Germany).
1.3. Parton Fragmentation and Jets
The QCD confinement has the implication that each parton from hard-scattering
processes at some point needs to hadronise into colour-neutral objects. The high-
momentum parton from a hard-scattering process can produce a parton shower
via gluon emission and gluons producing quark-anti-quark pairs. Once the emerg-
ing partons reach some soft scale, which is around λQCD, the hadronisation (or
fragmentation) starts. To date, the theoretical description of the fragmentation
process is still an open challenge and is treated via non-perturbative functions
that need to be determined from experiment: the so-called Fragmentation Func-
tions (FFs). The ultimate goal, namely to theoretically describe hard-scattering
processes and calculate their cross-sections, crucially depends on the knowledge
of the FFs.
An unpleasant complication is that theoretically the FFs deal with partons,
which cannot be measured directly in experiment. This introduces the need of an
object that approximately recovers the 4-momentum of the parton of interest. Jets
are such objects. In a simple picture, a jet is a spray of particles that is collimated
inside a cone of certain radius. Considering a parton a that originates from a
hard-scattering, a parton shower may evolve with subsequent hadronisation. If
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the 4-momenta of all emerging hadrons within a cone of sufficiently large radius
are summed up, the 4-momentum of parton a is recovered. The important aspect
is that the jet object can be constructed in both experiment and theoretical model
and, thus, provides a link between the two. Note, however, that the jet recovers
the original parton momentum only in the ideal case. Experimentally, detector
inefficiencies may cause that some hadrons of the jet are not detected. Also,
particles from other processes could be emitted into the jet cone and assigned to
the jet. Or, vice versa, particles may be emitted out of the cone. These effects
need to be taken into account carefully and introduce uncertainties.
The FFs depend on the hadron species h the parton fragments into. Hence,
the study of different processes with h = pi±,K±, · · · determines different aspects
of the hadronisation process. Measurements of identified FFs provide the best
constraints, whereas charged particle FFs, i.e. without identification, only contain
information about the (weighted) sum of identified FFs. An instructive example
for identified FFs is the semi-inclusive identified jet production process illustrated
in Fig. 1.3. A parton a is hard-scattered off a parton b, which is denoted by dσˆ.
The parton a carries the momentum pa = xa · Pa, which is the (longitudinal)
fraction xa of the proton momentum Pa, and similarly for parton b. The hard-
scattering results in a jet containing the parton c. Any other emerging partons
are denoted by X. There can be gluon radiation (denoted by X ′), such that the
momentum of parton c, pc, is smaller than that of the original jet, pjet. Eventually,
hadronisation takes place and produces besides some other hadrons (denoted by
















Figure 1.3.: Illustration of the semi-inclusive identified jet production. The partons a
and b of the incoming protons experience a hard-scattering. The emerging parton c
fragments into the hadron h, which is part of a jet.
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The calculation of the cross-section for this process uses the factorisation the-
orem (cf. [22] for a detailed discussion). It states that large-momentum-transfer
reactions may be factorised into short-distance and long-distance parts. The for-
mer involve only large energy scales from the large-momentum transfer and can
be calculated via perturbative QCD. The latter are considered to be universal, i.e.
they are identical for any inelastic reaction. They cannot be calculated perturba-
tively, but need to be measured. A factorisation scale needs to be introduced that
separates short from long-distance effects (also see [23]). Using the factorisation
theorem, the semi-inclusive cross-section for producing an (identified) hadron h
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The factorisation scales µF and µ′F are introduced to absorb initial and final-state
collinear singularities into the Parton Distribution Functions (PDFs) fa,b(xa,b, µF )
and the Fragmentation Function (FF) Dhc (zc, µ′F ). dσˆab→jet(c)X is the (perturba-
tively calculable) short-distance scattering cross-section for the partonic subpro-
cess ab → jet(c)X. Amongst others, it depends on the momenta of the involved
partons and the scale µR used for the renormalisation of the running strong cou-
pling constant αs. In the simple parton model, the PDF fa(xa, µF ) gives the prob-
ability density to find a parton a with momentum fraction xa inside the hadron
(proton, in this case) at given energy scale µF . Similarly, the FF Dhc (zc, µ′F ) is the
probability density for a parton c to produce a hadron h which carries the fraction
zc of the parton momentum pc, at energy scale µ′F . The energy scale dependence
of both, PDFs and FFs, is described by the DGLAP equations3 [24, 25, 26].
The DGLAP equations take into account that the parton splitting processes
q → q+g, g → g+g and g → q+q¯, described by splitting functions as a function of
the momentum fraction z, alter PDFs and FFs when changing the energy scale.
The splitting functions have a perturbative expansion, which breaks down for
z → 0 due to divergent logarithmic terms. Consequently, the perturbative QCD
calculation could not access the region of low momenta or low z. Fortunately,
it turns out to be possible to carry out a resummation procedure giving finite
results. The procedure is called Modified Leading Logarithmic Approximation
(MLLA) [27, 28] and expands the validity range of the calculation to the low z
(or pT) regime.
Thanks to the universality of the FFs, results from different collision systems
can be combined. A clean environment is provided in e+e− annihilations, since
there are no initial-state hadron remnants. This enables a precise measurement
3Named after its discoverers Yuri Dokshitzer, Wladimir Naumowitsch Gribow, Lew Nikolaje-
witsch Lipatow, Guido Altarelli and Giorgio Parisi.
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of quark FFs Dhq . At leading order, there are only quarks produced. That is why
hadron-hadron collisions are by far more sensitive to gluon FFs Dhg than e+e− an-
nihilations, but to the price of providing a more complicated environment. In that
sense the measurements of FFs in hadron-hadron collisions are complementary to
those in e+e− annihilations. On the one hand, rather recent measurements of
identified charged hadron production from e+e− annihilations have been reported
by the BaBar [29] and Belle [30] collaborations. The corresponding production in
quark and gluon jets has already been measured earlier by the DELPHI collabora-
tion [31]. On the other hand, the CDF collaboration measured identified neutral
jet fragments in pp collisions [32]. Despite these efforts, the uncertainties of the
FFs still give a sizeable contribution to the overall uncertainty of model predic-
tions. The LHC experiments allow to access an unprecedented kinematic regime,
which will help to further the knowledge about FFs and improve their accuracy
— an overview discussion is presented in [33]. ATLAS, CMS and ALICE can
all measure unidentified charged hadron yields. But the capabilities of ALICE to
distinguish between different hadron types are unique at the LHC. This allows for
crucial tests of the current understanding of FFs and the underlying perturbative
QCD framework.
Recently, the charged jet cross-section and properties, including unidentified
charged particle spectra, were reported by the ALICE collaboration [34] — in
that publication, further references to previous jet measurements at the Tevatron
and recent results from the LHC can be found.
1.3.1. Medium Modifications
Besides the vacuum FFs in pp collisions, the FFs from nucleus-nucleus collisions
can be measured. In such collisions, a medium can be created, which could modify
the FFs as long as the fragmentation happens inside the medium. The medium-
modified FFs, denoted as nFFs, could differ significantly from the vacuum FFs
due to medium-induced final-state soft exchanges taking place after the hard-
scattering process. For example, such processes may be induced gluon radiation
or elastic scattering. Hence, the nFFs contain information about the medium
properties.
A possible theoretical approach for the nFF Dhc/A is to relate it to the vacuum










The convolution is carried out at some initial scale Q0 for colliding projectiles
with atomic mass number A. The weight functions W hc parametrise all nuclear
modifications and must retain the information of the vacuum FFs for A = 1. Once
Dhc/A and Dhc have been measured, the weight functions can be determined and
the medium properties derived from them. However, whether the factorisation of
hard and soft processes still holds in a nuclear environment, needs to be tested.
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The main features of FFs are usually determined from e+e− collisions providing
very precise data. Evidently, this information source is not available for nFFs.
But measurements by the HERMES collaboration on deuterium, helium, neon,
krypton and neon targets [36] and the measurement of single-inclusive identified
hadron yields in d–Au collisions at mid-rapidity by e.g. STAR [37] show evidence
for medium-induced effects. The LHC experiments and, in particular, the ALICE
experiment can provide a valuable contribution to the measurement of identified
nFFs — see [33] for an overview; several references to measurements at the LHC
for the study of medium modifications can be found in [34].
A quantitative way to study the medium modification is to consider the nuclear
modification factor RAA. It is defined as the ratio of the particle yield in nucleus-




〈Ncoll〉 · d2Npp(pT)/dpTdy . (1.4)
Ncoll is the number of binary collisions obtained from Glauber Monte Carlo simu-
lations [39]. In Fig. 1.4, ALICE measurements of the nuclear modification factors
in Pb–Pb collisions are shown. A strong suppression (RPbPb < 1) is observed
in central Pb–Pb collisions. The suppression of high-pT particles is referred to
as jet quenching. The applicability of Ncoll scaling is justified by measurements
showing that particles that do not interact strongly (like photons) have RAA = 1.
However, this measurement alone does not allow to judge whether the observed
energy loss is a final or an initial-state effect. To disentangle these two, the nuclear
modification factors have been measured in p–Pb collisions as well. As shown in
the figure, initial-state effects are important at low and intermediate pT. At high
pT, the RpPb is consistent with unity. Therefore, the observed suppression has to
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Figure 1.4.: ALICE measurement of charged particle medium modification factors in
p–Pb and Pb–Pb collisions. In addition, central (red squares) and peripheral (green
triangles) Pb–Pb collisions are compared. Figure from [40].
1.4. Collective Phenomena
The paradigm for the description of hard probes like jets is to take pp results
(vacuum case) and scale with the number of binary collisions Ncoll to compare
with larger collision systems (see previous section and [38]). For soft physics,
the situation is opposite. Soft effects increase with the number of participants
Npart. This makes large systems like Pb–Pb a good baseline, since such effects
are enhanced. Furthermore, it was studied in detail how the initial geometry in
Pb–Pb collisions influences the soft physics like hydrodynamical flow. By now,
hydrodynamics is well established for Pb–Pb collisions. The question is what
happens to the soft physics in smaller systems.
A prominent example is the “ridge” observed in two-particle correlations as
shown in Fig. 1.5a for Pb–Pb collisions measured by CMS [41]. The ridge is visible
as a pronounced correlation along ∆η at the near side (∆φ around 0). This figure
contains many interesting physical aspects. The peak at (∆φ ∼ 0, ∆η ∼ 0) is
due to local correlations like from particles within a single jet. The ridge at the
away-side (∆φ ∼ pi) is primarily associated with global correlations like a common
event plane in Pb–Pb collisions. If the medium created in such collisions behaves
like a liquid, the common event plane gives rise to collective motion independent
of η. The ridge at the near side (∆φ ∼ 0) can also be attributed to such collective
motion. However, it is cleaner at large ∆η than the away-side ridge, since the
11
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Figure 1.5.: CMS measurement of two-particle correlations in different collision sys-
tems at intermediate transverse momentum. The near-side ridge is clearly visible
in a) Pb–Pb and b) p–Pb collisions (figures from [41]). In pp collisions, it is not
observed for c) minimum bias, but seems to appear for d) high multiplicity (figures
from [42]).
latter has additional contributions from the correlation of particles in back-to-
back jets (the longitudinal jet momentum determining the η is asymmetric in
dijets).
The collective motion can by described by hydrodynamics, which is considered
to be applicable to macroscopic systems. It appears therefore reasonable that
the contribution from collective motion disappears in small systems. To get a
rough feeling about the system size in the different collision systems, two-pion
femtoscopy may be used to determine the radii of the particle-emitting region
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at freeze-out. According to measurements by ALICE, the product of the three
femtoscopic radii can become as large as 300 fm3 in Pb–Pb [43] and are typically
a few fm3 in both p–Pb [44] and pp [45] collisions. Hence, it seems unlikely that
hydrodynamic evolutions play a role in the small pp and p–Pb systems. Indeed,
the ridge is not present in minimum bias pp collisions measured by CMS [42] as
shown in Fig.1.5c, which seems to confirm this expectation. Surprisingly, very
similar two-particle correlations as in Pb–Pb are observed in p–Pb collisions,
see Fig. 1.5b. Even in high-multiplicity pp collisions a small near-side ridge is
visible, see Fig. 1.5d. How can such small systems exhibit long-range (large ∆η)
correlations?
This clearly demonstrates the contrast to hard probes mentioned in the be-
ginning. The soft physics phenomena are well understood in Pb–Pb collisions,
but their observation in small systems like pp needs further study. A variety of
theoretical models has been proposed (see [46] for a brief review) to explain the
observation. Eventually, the experiment as the highest judge has to decide which
of these models gives the best description of nature.
Another interesting observation is the multiplicity evolution of the to-pion ra-
tios for kaons (K/pi) and protons (p/pi). Also here, some observed trends can be
attributed to collective phenomena and it is instructive to study how these effects
change depending on the collision system. In Fig. 1.6, the ALICE measurement
[47] of the K/pi and p/pi ratios of central and peripheral Pb–Pb collisions are com-
pared to those in p–Pb. Some similar trends are observed in p–Pb and Pb–Pb
collisions. In both systems, K/pi has only a mild centrality dependence. In addi-
tion, the observed crossing point of p/pi of different centralities is at roughly the
same position (1.5 and 1.6GeV/c for Pb–Pb and p–Pb collisions, respectively). For
both K/pi and p/pi the multiplicity dependence is larger in the bigger system.
The p/pi enhancement with multiplicity at intermediate pT in Pb–Pb collisions
can be explained by hydrodynamical flow [48] and parton coalescence or recom-
bination models [49, 50, 51, 52] — where due to coalescence low-pT baryons gain
more transverse momentum from flow than mesons and are pushed to higher pT.
It should be noted that this enhancement is caused by the (azimuthally symmet-
ric) radial flow, whereas the ridge structures in Fig. 1.5a are due to asymmetric
azimuthal flow. In Pb–Pb collisions, the K/pi ratio increases with multiplicity
above pT ∼ 1GeV/c. This observation can be explained by a reduced canonical
suppression of the strangeness production in larger freeze-out volumes [53] or by
an enhanced strangeness production in a quark-gluon plasma [54]. Both effects
should be irrelevant for the small pp system and also for p–Pb.
Extrapolating the trends from Pb–Pb to p–Pb to pp collisions leads to the
naive expectation that K/pi becomes basically independent of multiplicity and
that p/pi still has a crossing point at the same position, but the multiplicity
dependence may be further reduced. ALICE is perfectly suited to carry out the
corresponding pp measurement for different multiplicities and to check whether
































0 1 2 3
0-5%
60-80%
 = 5.02 TeVNNsALICE, p-Pb, 
V0A Multiplicity Classes (Pb-side)
0 1 2 3
0-5%
80-90%
























0 1 2 3
0-5%
60-80%
 = 5.02 TeVNNsALICE, p-Pb, 
V0A Multiplicity Classes (Pb-side)
0 1 2 3
0-5%
80-90%
 = 2.76 TeVNNsALICE, Pb-Pb, 
ALI−PUB−58061
Figure 1.6.: Centrality evolution of K/pi (top) and p/pi (bottom) in p–Pb and Pb–Pb
collisions measured by ALICE. Some similar trends are observed in p–Pb and Pb–Pb
as discussed in the text. Figures from [47].
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1.5. Outline of This Thesis
This thesis is structured as followed. The experimental setup and general data
processing are presented in Chapter 2. Chapter 3 discusses the particle identifica-
tion with the ALICE Time Projection Chamber (TPC). It further describes the
modelling of the TPC dE/dx response, which is utilised in Chapter 4 to gener-
ate dE/dx templates with the expected dE/dx response for each species. These
templates are used to extract the particle composition in both the inclusive case
(all particles, no jet reconstruction, different event multiplicities) and in charged
jets.
With Monte Carlo (MC) simulations the results are corrected for detector ef-
fects like efficiency and resolution, secondary particle contamination, etc. The
correction procedure is presented in Chapter 5. Finally, Chapter 6 discusses the
inclusive particle production in different multiplicity bins from two complemen-
tary multiplicity estimators at first. Secondly, the particle composition in jets is
discussed and compared to MC models and to the inclusive case.
Important remarks about the way results are compared to each other in this
thesis can be found in Appendix A. It is common practice in the ALICE col-
laboration to discuss analysis procedures and results in (usually ALICE-internal)
analysis notes, which contain all technical details and performed cross-checks.




In the last century, the development and improvement of particle accelerators
enabled a detailed study of the physics of particle interactions. They are a mean
to collide particles in a laboratory with controlled (high) energy and at high
rates.
2.1. The Large Hadron Collider
The Large Hadron Collider (LHC) is currently the world’s highest energy parti-
cle accelerator that has been designed to collide either protons or heavy ions. It
has been installed at the European Organisation for Nuclear Research (CERN),
near Geneva. The LHC has a circumference of about 27 km and is located
about 100m below the surface. The nominal beam energy is 7TeV for pro-
tons and 2.76TeV/nucleon for lead ions [55, 56]. The design luminosity is Lpp =
1034 cm−2s−1 in proton-proton (pp) and LPbPb = 1027 cm−2s−1 in lead-lead (Pb–Pb)
collisions, respectively. It was considered later to operate the LHC also in proton-
lead (p–Pb) mode [57, 58].
During LHC run 1 (2009–2013) the LHC delivered pp, Pb–Pb and p–Pb colli-
sions with nucleon-nucleon centre-of-mass energies of√sNN = 7, 2.76 and 5.02TeV,
respectively [59]. There have also been periods of pp operation with √sNN = 0.9
and 2.76TeV. In 2012, the energy in pp was increased to √sNN = 8TeV.
2.1.1. Experiments at the LHC
The LHC beams are brought to collision at four interaction points, where the
four large LHC experiments have been installed1, see Fig. 2.1. Two of them,
ATLAS and CMS, use general purpose detectors, whereas LHCb is specialised
on B physics and the ALICE detector was specifically designed for the needs of
heavy-ion collisions.
The ATLAS (A Toroidal LHC ApparatuS) experiment [64] has been optimised
for the search of the Higgs boson, dark matter candidates and physics beyond the
Standard Model, like extra dimensions or supersymmetric particles.
The CMS (Compact Muon Solenoid) experiment [65] pursues the same sci-
entific goals as the ATLAS experiment. However, other technical solutions and,




Figure 2.1.: Schematic view of the Large Hadron Collider and the four large experi-
ments: ATLAS, ALICE, CMS and LHCb. The figure also shows the Super Proton
Synchrotron (SPS), which lies at the end of a chain of accelerators and injects par-
ticles into the Large Hadron Collider (figure adapted from [63]).
in particular, a different design of the magnet system are used for this purpose.
This allows for mutual verification of the results acquired by both experiments.
ALICE (A Large Ion Collider Experiment) [66] is specialised on heavy-ion
collisions. The experiment studies the Quark-Gluon Plasma (QGP) that is created
in Pb–Pb collisions and investigates the QCD confinement. ALICE has unique
particle identification capabilities at the LHC and can, due to a lower magnetic
field than ATLAS and CMS, measure particles with low transverse momenta.
This enables complementary measurements in all collision systems.
The LHCb (Large Hadron Collider beauty) experiment [67] searches for the
origin of the observed matter-anti-matter asymmetry in the universe by studying
the CP-violation in B-meson decays.
2.2. ALICE at the LHC
2.2.1. Detector Setup
The ALICE detector has been optimised for heavy-ion collisions in order to
study the properties of the QGP. The Particle IDentification (PID) capabilities of
ALICE are unique at the LHC. Hence, the detector is also used to study proton-
proton and proton-lead collisions.
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The experiment has a total weight of 10,000 t and its overall dimensions are
16 × 16 × 26m3 [66]. It can be divided into two parts: the central barrel, which
focusses on measurements at mid-rapidity, and the forward muon spectrometer
at pseudo-rapidity −4.0 ≤ η ≤ −2.5. A schematic view of the detector and its
constituents is shown in Fig. 2.2. Combining the PID information of all detec-
tors, ALICE is capable of identifying particles in a wide momentum range, see
Fig. 2.3.
Figure 2.2.: Layout of the ALICE detector system in LHC run 1. The detector can be
divided into 2 parts: the central barrel and the muon arm in forward direction. The
central barrel is embedded in the L3 solenoid and consists of several subdetectors.
The inset shows the ITS.
The individual detectors will be described shortly in the following. A compre-
hensive description of all detectors with references to the corresponding design
reports is given in [66].
The Central Barrel
The central barrel is located inside the L3 solenoid, which provides a magnetic
field of up to 0.5T. The detector has an onion shell structure. Moving from the
collision vertex radially to the outside, the produced particles traverse the follow-
ing detectors: the Inner Tracking System (ITS), the Time Projection Chamber
(TPC), the Transition Radiation Detector (TRD) and the Time Of Flight (TOF)
19
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Figure 2.3.: Overview of the particle identification capabilities of the ALICE detec-
tor system. The values of this plot are based on [68]. The broken bars indicate
momentum regions, in which only PID on statistical basis can be performed by the
corresponding detectors. Taking all detectors together, ALICE allows to identify
particles in a wide momentum range. Figure from [69].
detector. Further detectors at large radii are the High Momentum Particle IDen-
tification (HMPID) detector, the PHOton Spectrometer (PHOS) and the Elec-
troMagnetic Calorimeter (EMCal). All detectors, except for HMPID, PHOS and
EMCal, which have a smaller overall acceptance, cover the full azimuthal angle.
The global central barrel tracking [70] is based on the information from ITS
and TPC. The bending of charged particle trajectories in the magnetic field allows
for measuring the momentum. The central barrel’s PID information is mainly
obtained from the dE/dx measurement in the TPC and in the ITS, the TOF
data and the measurement of dE/dx and transition radiation in the TRD.
The Inner Tracking System
The main purpose of the Inner Tracking System (ITS) [71] is the localisation of
the primary vertex with a resolution of better than 100 µm and to reconstruct
the secondary vertices of short-lived particles. It is also capable of tracking and
identifying particles with momenta below 100MeV/c, which will not reach the
TPC.
The ITS consists of 6 layers: The two innermost layers are Silicon Pixel Detec-
tors (SPD), followed by two layers of Silicon Drift Detectors (SDD) and completed
by two outermost layers of Silicon Strip Detectors (SSD). The SDD and SSD in-
formation includes up to four samples of the particle’s specific energy loss dE/dx ,
which can be used for PID.
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The Time Projection Chamber
To date, the ALICE Time Projection Chamber (TPC) [72, 66] is the largest TPC
ever built. It is the main tracking device of the central barrel and has been
designed to reconstruct up to 20,000 trajectories of charged particles per event,
which corresponds to a charged particle multiplicity density of dNch/dη = 8000.
Another crucial purpose is the identification of particles via their specific energy
loss dE/dx . The TPC PID is the main topic of this thesis. This section gives an
overview of the working principle. The PID procedure will be discussed in detail
in Chapter 3.
The TPC has a cylindrical shape with a length of 5m. Its inner and outer
radii are about 80 cm and 250 cm, respectively. It is filled with a mixture of
noble gas and quencher. For the 2010 data taking relevant for this thesis, the gas
proportions were 90 Ne / 10 CO2 / 5 N2. The TPC volume is divided into two
parts by the central electrode (cf. Fig. 2.4), which is set to a negative voltage
of −100 kV. The cathode planes close to the end-plates on each side are kept
at 0 kV, see Fig. 2.5. The strength of the resulting drift field is 400V/cm. The
homogeneity of the electric field is achieved by a field cage with equipotential
strips, which are connected by a voltage divider.
Figure 2.4.: Schematic view of the TPC. Figure from [73].
A charged particle traversing the TPC volume ionises the gas atoms along its
trajectory, see Fig. 2.5. The acceleration of the ionisation electrons by the drift
field is interrupted by collisions with the gas atoms. Macroscopically, this leads
to a constant drift velocity of about 2.7 cm/µs and a maximum drift time around
90 µs. The electron clouds also diffuse during their drift in the gas. Due to their
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Figure 2.5.: Illustration of the TPC working principle. The field lines are shown for
the case that the gating grid is “open”. Figure from [74].
may lead to a substantial amount of space charge in the drift volume distorting
the field lines.
The drift volume ends in a Multi-Wire Proportional Chamber (MWPC), the
amplification region, as illustrated in Fig. 2.5. It consists of the gating, cathode
and anode wire planes and the pad plane. A high positive voltage of order 1.5 kV
is set on the anode wire grid. In the vicinity of an anode wire, the electric
field strength increases proportionally to the inverse distance. This leads to an
amplification of the drifting electrons: they are accelerated towards the anode
wire and create secondary ionisation electrons. Those also get accelerated, in
turn ionising further gas atoms, such that an avalanche starts. The amplification
voltage is chosen such that the induced signal in the pad plane is proportional to
the number of (primary) drift electrons and, thus, proportional to the energy loss
of the track.
Photons are produced in the avalanche process as well. If their mean free
path length in the gas is too large, they can trigger a second full avalanche that
is spatially separated from the original one. This can lead to instabilities of the
MWPC, if on average every avalanche creates at least one further avalanche. As
a solution, quench gases — CO2 and N2 are used in case of the ALICE TPC —
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are added to the gas mixture. They exhibit large photoabsorption cross-sections
over a broad wavelength region. This reduces the mean free path length of the
photons, such that they only contribute to the original avalanche.
The readout plane of the MWPC is segmented into Inner (IROC) and Outer
ReadOut Chambers (OROC). The occupancy decreases with increasing distance
to the beam pipe. Accordingly, the pad sizes increase with the radius as listed in
Tab. 2.1. In total, there are three different pad sizes.
Table 2.1.: Pad sizes of the ALICE TPC. There are three different pad types.
Pad type Number of rows size (mm2)
Short (IROC) 63 4× 7.5
Medium (OROC) 64 6× 10
Long (OROC) 32 6× 15
The readout chambers are normally closed by the gating grid. It is only opened
by a trigger for the duration of one drift time. Due to this gating, only electrons
of the desired event can enter the amplification region and the large amount of
ions produced there is prevented from reaching the drift volume, which avoids the
accumulation of space charge.
The Transition Radiation Detector
The main purpose of the Transition Radiation Detector (TRD) [75] is the e/pi-
separation at momenta in excess of 1GeV/c. Due to its position at a larger radius
than the TPC, the TRD improves the resolution of the momentum measurement.
In addition, the TRD is a fast tracker allowing for a level 1 trigger based on tracks
with PID information.
The TRD consists of radiators and drift volumes with MWPCs, filled with a
gas mixture of 85% Xe and 15% CO2. It is arranged in 18 supermodules. If a
charged particle with γ & 1000 traverses the radiator, transition radiation may
be emitted. Due to their small mass, only electrons have such high γ values
up to high momenta, which allows for discriminating them from other particle
species.
The Time Of Flight Detector
The Time Of Flight (TOF) detector [76] provides time of flight measurements
with a resolution of about 80 ps [70]. This renders PID possible for momenta up
to 2.5GeV/c for pions and kaons and up to 4GeV/c for protons. The modules of




The Other Central Barrel Detectors
Other detectors in the central barrel are the High Momentum Particle IDentifi-
cation (HMPID) detector, the PHOton Spectrometer (PHOS) and the Electro-
Magnetic Calorimeter (EMCal).
The HMPID detector is a Ring Imaging CHerenkov (RICH) detector, that is
used for hadron identification up to momenta of about 5GeV/c [77].
The PHOS has been designed for the measurement of low-pT direct photons
and for the study of jet quenching via high-pT pi0 and γ-jet correlations [78]. The
PHOS also contributes to the trigger, e.g. it provides a trigger on high-pT photons.
It is an electromagnetic calorimeter made of lead-tungstate (PbWO4) crystals.
Finally, the EMCal [79] improves the jet quenching measurements and the
jet energy resolution. It is also capable of measuring high-pT photons, neutral
hadrons and electrons. In addition, it allows for a fast trigger on high-energy jets.
The EMCal has been designed as a layered Pb-scintillator sampling calorimeter.
The Muon Spectrometer
The muon spectrometer consists of absorber plates, tracking and trigger chambers
and has its own (warm) dipole magnet with a field integral along the beam axis
of 3Tm [80]. The spectrometer is used to measure the spectrum of the ψ and Υ
families, as well as that of the φ meson via their µ+µ− decay channels. Besides,
the production of open charm and beauty is studied. The muon arm also provides
a trigger on high-pT (di-)muons.
The Trigger and Forward Detectors
There is a set of forward detectors which are located close to the beam pipe:
the Zero Degree Calorimeter (ZDC), the Photon Multiplicity Detector (PMD),
the Forward Multiplicity Detector (FMD), the V0 detector and the T0 detector.
These detectors allow for fast global event characterisation or for triggering [81].
The V0 detector consists of two plastic scintillator discs, V0A and V0C,
mounted 340 cm and 90 cm away from the interaction point, respectively, on op-
posite sides. V0A and V0C cover the forward rapidity ranges 2.8 < η < 5.1 and
−3.7 < η < −1.7, respectively.
Finally, the ALICE COsmic Ray DEtector (ACORDE) is mounted on top of
the L3 magnet and can be used to trigger on cosmic rays [82]. It consists of an
array of plastic scintillators.
2.2.2. Software for Simulation, Reconstruction and
Analysis
The data recorded by ALICE is processed within the software framework AliRoot
[83], which is based on ROOT [84, 85, 86]. It comprises means to process data
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and to carry out Monte Carlo simulations. In the latter case, primary colli-
sions and particle production can be simulated via a variety of event generators,
which includes e.g. PYTHIA [87] and HIJING [88]. The generated particles are
then transported through the detector via GEANT3 [89], GEANT4 [90] or Fluka
[91].
The recorded raw data is not used directly for physics analyses because it would
mean to repeat many CPU-intensive processes for each analysis. Instead, the raw
data is reconstructed and calibrated. The event reconstruction in the central bar-
rel [70], which is schematically shown in Fig. 2.6, starts with the conversion of the
raw data of individual detectors into clusters. After a preliminary vertex position
has been determined from the SPD, the TPC track finding is performed starting
with seed clusters at the outer TPC radius. TPC clusters at smaller radii are
attached to the tracks via a Kalman filter technique [92]. If present, ITS hits are
matched to the TPC tracks. Afterwards, the tracks are propagated outwards to
TRD, TOF, EMCal, PHOS and HMPID. A final inward refit allows for obtaining
the ultimate precision. Subsequently, secondary vertices from photon conversions
and decays of strange hadrons (K0S, Λ) are reconstructed, followed by the search
for cascades (Ξ±, Ω±). The former are denoted as V0 candidates.
Figure 2.6.: Event reconstruction flow for the central barrel. Figure from [70].
The result of the reconstruction is stored as Event Summary Data (ESD) and
includes for each event information about primary and secondary vertices, the
tracks with (calibrated) PID results from various detectors, etc. The data can
be compressed further to Analysis Object Data (AOD). The AOD is created from
ESD in a filtering process, which selects certain classes of events and stores only
tracks that pass a specific set of cuts. Furthermore, AOD may contain advanced
objects like jets reconstructed with different algorithms. Hence, running analyses
on AOD reduces the I/O overhead and has the benefit of quickly selecting objects
like tracks with a filter mask instead of applying all selection criteria. On the
other hand, using ESD is more flexible with respect to changing cuts or e.g. the




Intuitively, one thinks of a jet as a spray of particles that is collimated inside a
cone of certain radius. Practically, jets are not well-defined objects. A definition is
required that meets experimental and theoretical needs and is valid for all levels,
i.e. parton level on the theory side and detector level on the experimental side.
However, it proves difficult to define jet finding algorithms fulfilling the list of
requirements — see [93] for further discussion. For instance, the result of the jet
finding must not change, if soft particles are emitted or collinear radiation takes
place. The former demand is called infrared safety, the latter collinear safety.
Algorithms not fulfilling these requirements may lead to divergent cross-sections
at higher order perturbative calculations.
The issue of InfraRed and Collinear (IRC) (un-)safety can be demonstrated
with a naive seeded cone-type algorithm. This algorithm takes seeds — e.g. the
tracks with the highest momentum —, uses the 4-momentum of the seed as a
trial direction for the cone and clusters all particles into a jet with some radius
R (in the η-φ plane) around this trial direction. The 4-momenta of all particles
in the jet are then summed up and used as a new trial direction. The procedure
is iterated until the trial direction of the cone does not change any longer, i.e. a
stable cone has been found. The particles associated to this jet are removed from
the further procedure and the algorithm continues with the next jet.
At first glance, such an algorithm may appear to be robust. However, it is
neither infrared, nor collinear safe as illustrated in Fig. 2.7. If there are two tracks
with rather high momentum and with distance larger than the radius parameter
R used for the jet finding, the algorithm yields two jets. If, however, an arbitrarily
soft particle is added in the middle of these tracks, such that the distance from
each track is smaller than R, this can change the jet finding result: the soft
particle may be used as a seed resulting in only one found jet. Hence, such an
algorithm is infrared unsafe.
(a) Infrared unsafety (b) Collinear unsafety
Figure 2.7.: Illustration of an infrared and collinear unsafe jet finder. The result of the
jet finding is changed if a) an arbitrarily soft particle (curly line) is added (infrared
unsafe) or b) the leading track is split into two collinear tracks with similar momenta
(collinear unsafe), cf. discussion in the text. Figure from [93].
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To mitigate the problem in the above scenario, the algorithm can be imple-
mented to take the seed with the highest momentum first. But this will lead to
collinear unsafety as can be demonstrated with the scenario in Fig. 2.7b. There
are three tracks, the one in the middle being less than R away from the other two
and having the largest momentum. The distance between the outer tracks shall
be slightly below 2R. Furthermore, the track on the left shall have the smallest
momentum. In this case, the algorithm will choose the track in the middle as
seed and find a single jet containing all tracks. If the track in the middle is split
into two almost collinear tracks with similar momenta (this may happen due to
detector deficiencies or also due to QCD splitting processes), then the track on
the right has the highest momentum and becomes the first seed. The resulting jet
will not contain the track on the left, which becomes a second jet for its own.
Over the years, there has been great progress in improving jet finding algo-
rithms. Usually, they can be applied to both hits in calorimeter cells and charged
tracks. An example for an IRC safe cone-type algorithm is SISCone [94], which is
a seedless algorithm with much improved performance with respect to processing
time. Besides the cone-type algorithms, cluster-type algorithms are widely used









∆R2ij ≡ (ηi − ηj)2 + (φi − φj)2.
(2.1)
This distance measure combines the (transverse) momentum (pT,i) with the ge-
ometrical (∆Rij) scales. diB is the distance of object i to the beam, dij is the
distance between objects i and j, R as a distance parameter and the value of p
specifies the algorithm. It turns out that only the sign of p matters, but not the
absolute value (except for zero). The kT algorithm2 [95, 96] uses p = 1, p = 0 is
utilised by the Cambridge-Aachen algorithm [97] and the anti-kT algorithm [98] is
defined with p = −1. In any case, the procedure is as follows. All objects are put
into a list. The distances between two objects and between object and beam are
calculated for every object in the list. If diB is the smallest distance, object i is
considered as a jet and removed from the object list. If dij is smallest, the objects
i and j are merged to a new object (in case of tracks, usually the 4-momenta are
added) in the list and the old daughter objects are removed. This procedure is
iterated until the object list is empty.
At present, the anti-kT algorithm is commonly used for jet finding in high-
energy collisions. To estimate the underlying soft event in heavy-ion collisions,
the kT algorithm is a typical choice. In the following, the focus will be on these
two types.




The behaviour of the kT and anti-kT algorithms is illustrated in Fig. 2.83. A
parton level event was clustered with these algorithms and about 104 random soft
ghost particles have been added to the event. Since these algorithms are infrared
(and collinear) safe, the ghost particles do not affect the jet finding process.
But they allow to determine the actual areas of the reconstructed jets, which is
indicated by the coloured cells. Note that also in data ghosts can be inserted
as tracer particles to investigate effects on the jet reconstruction. Similarly, a
Monte Carlo pp event can be embedded into a measured Pb–Pb events to study
the impact of the underlying event on the jet reconstruction.
Figure 2.8.: The kT (left) and anti-kT (right) jet reconstruction algorithms are illus-
trated for a sample parton level event (generated with HERWIG [99]). By adding
many random soft ghost particles, the jet areas can be determined (coloured cells).
Figure from [98].
In contrast to the kT algorithm, the anti-kT algorithm yields circular hard
jets, which is beneficial for the analysis of e.g. area-related properties of jets.
Furthermore, circular jets somehow meet the naive expectation of the jet shape.
Note that in case of two overlapping jets, the anti-kT algorithm leads to a circular
shape only for the harder one and clips part of the area of the soft one. This is
clearly visible in the figure for the circular green area neighbouring the magenta
crescent.
2.3.1. Jet Reconstruction in ALICE
In ALICE, there are two ways to reconstruct jets. The first one deals with charged
jets, which are based on (charged) tracks reconstructed with the TPC and the
ITS. In this case, full azimuthal acceptance is provided for tracks with |η| < 0.9.
Yet, these do not contain any information about neutral particles, i.e. the jet
3The figure shows the rapidity y instead of the pseudo-rapidity η on one axis. Correspondingly,
η has to be replaced by y in Eq. 2.1.
28
2.3. Jet Reconstruction
energy is unknown — the reconstructed pjetT can only serve as a lower limit for
the full jet energy.
The second way to reconstruct jets is to combine the energy deposition in
the EMCal with the charged tracks from TPC and ITS. This provides access
to full jets including information about the neutral energy fraction. However,
this method although has caveats compared to the charged jets. Firstly, the full
jet acceptance is limited by that of the EMCal to |η| < 0.7 and ∆φ = 107◦,
which decreases statistics considerably. Secondly, a subtraction method needs
to be applied to the jet energy to avoid double-counting of the contribution of
charged tracks that also deposit energy in the colorimeter. This requires a careful
matching between charged tracks and calorimeter hits.
In LHC run 2, ALICE will record EMCal-triggered jets, which should provide
sufficient statistics for full jet studies. Furthermore, the PHOS detector was
expanded by a Dijet Calorimeter (DCal) [100] during the long shutdown 1 in 2013
and 2014: 3 DCal supermodules were placed adjacently to 3 PHOS supermodules
on either side, such that they are opposite in azimuth to the EMCal. The resulting
acceptance is |η| < 0.7 and ∆φ = 60◦. This detector configuration increases the
acceptance for back-to-back hadron-jet and γ-jet measurements and allows to




3. Particle Identification with the
ALICE TPC
A charged particle traversing a gas deposits energy in it via ionisation. The energy
deposition per unit path length dE/dx in a gas is described by the Bethe-Bloch
function [101]. The ALICE TPC [73] measures this energy deposition for particle
identification and reconstructs the track. Its dE/dx resolution of about 5% for pp
collisions allows to discriminate between different particle species from momenta
as low as a few hundred MeV/c up to above 20GeV/c.
3.1. Overview
For a given gas, the Bethe-Bloch function describing the specific energy loss dE/dx
of a charged particle only depends on βγ = p/(mc), where p is the particle
momentum and m its mass. If the Bethe-Bloch curves are plotted as a function
of momentum, the different particle masses of the individual species lead to a scale
factor along the abscissa. Due to detector effects and the track reconstruction1
there are momentum dependent corrections to the pure Bethe-Bloch function.
The dE/dx of the tracks from pp collisions at
√
s = 7TeV is plotted as a
function of the track momentum at the TPC inner wall in Fig. 3.1. The black
lines are parametrisations of the Bethe-Bloch curves for the individual species.
Whereas at low momenta (p . 0.5GeV/c) the hadrons are well separated and can
be identified via the TPC dE/dx track-by-track, the separation becomes small and
approximately constant as a function of momentum in the so-called relativistic
rise (p & 5GeV/c). At even higher momenta, the pions start to reach the plateau
region with constant dE/dx and the separation decreases. At high momentum —
and in particular above 2GeV/c —, a track-by-track identification is not possible,
since the dE/dx distributions of different species overlap at a given momentum.
Yet, the identified yields can still be determined on a statistical basis, e.g. using
the Multi-Template Fit (MTF) described in Chapter 4.
The MTF requires a precise description of the TPC dE/dx response. If this
response is known, templates with the expected dE/dx distributions can be gen-
erated for each species. Finally, the sum of the templates can be fitted to the
1At low momenta, protons and kaons have a large dE/dx. Thus, their energy decreases
during their passage through the gas, which increases the dE/dx even more. However, the
reconstruction algorithm yields only one value for the momentum and there is also only a
single value for the dE/dx of the whole track.
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Figure 3.1.: Specific energy loss dE/dx of tracks in the ALICE TPC. The black lines
are fits with a Bethe-Bloch parametrisation to the individual particle species.
measured dE/dx distribution in each momentum slice. The amplitudes of the
individual templates are then the yields of the corresponding particle species.
The TPC dE/dx response for the MTF is modelled from the following in-
puts:
• mean dE/dx from the Bethe-Bloch fit (including low-p corrections),
• dependence of dE/dx on η (which corresponds to the polar angle),
• dE/dx resolution and
• dE/dx dependence on multiplicity/occupancy (only relevant for p–Pb and
Pb–Pb collisions).
These items will be discussed in the following sections.
In this work, only charged particles will be considered. In particular, neutral
particles are not taken into account for the jet reconstruction. The final outcome
of the analysis will be the fully corrected to-pion ratios and particle yields as a
function of ptrackT and the momentum fraction z, where it is understood that these
quantities are related to charged particles and jets. The results will be confronted
with various Monte Carlo (MC) models.
Similarly, the fully corrected to-pion ratios and particle yields will be studied in
inclusive events in different bins of multiplicity. The evolution of these quantities
with multiplicity will be compared to p–Pb and Pb–Pb collisions.
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3.2. Energy Loss of Charged Particles in Matter
If a charged particle propagates through matter, it deposits energy via ionisa-
tion. The average energy loss per unit path length of a heavy particle traversing













− β2 − δ(β)2
)
. (3.1)
In this equation, N is the electron number density of the traversed matter, e
the elementary charge, me the electron rest mass, z the charge of the propagating
particle, β its velocity in terms of the speed of light c, γ the corresponding Lorentz
factor and I the mean excitation energy of the atom. The values of I were
calculated by Bloch using the Thomas-Fermi theory of the atom. Eq. 3.1 is called
Bethe-Bloch formula. With increasing βγ, 〈dE/dx〉 first decreases with 1/β2 until
it reaches the minimum ionising region, which is typically at βγ ≈ 3.6, and finally
rises again due to the logarithmic term. The latter region is called the relativistic
rise. The origin of this effect is twofold. Firstly, the maximum transferable
energy from particle to atom increases with βγ, which also causes a higher mean
energy loss. Secondly, the Lorentz contraction increases the electromagnetic field
in the transverse direction leading to a higher cross-section for excitation and
ionisation.
The δ(β) term was introduced later by Fermi [102] to take into account the
density effect: the surrounding atoms are polarisable and shield the field of the
propagating particle. The exact behaviour of δ(β) depends on the material, but
in general it is a linear function of ln γ for β −→ 1 [103]. It cancels partly, but
not completely the relativistic rise.
The Eq. 3.1 is only valid for particles heavier than electrons, since the lat-
ter have different kinematic limits and are identical to their collision partners.
However, even for heavier particles the formula cannot be used to calculate track
ionisation in drift chambers because the formula includes all high-energy transfers
that are kinematically possible, but do not contribute to a track. This happens if
the transferred energy is larger than a certain threshold: the electron is knocked
out of the gas atom (δ-electron) and forms a second track. If the range of the
δ-electron in the gas is sufficiently high, it can be recognised as a new track and its
ionisation is no longer attributed to the original track. The actual energy thresh-
old above which this happens depends on the gas and the detector electronics. As
a consequence, the energy loss for tracks in drift chambers is restricted by an ef-





















3. Particle Identification with the ALICE TPC
The common cut-off Emax replaces the different kinematic limits of diverse species
and extends the validity of this formula also to electrons. It can be shown (see
[104] and references therein) that the restricted energy loss exhibits a complete
cancellation of the relativistic rise: for β −→ 1, the energy loss approaches a
constant value, which is called Fermi plateau. Since β can be expressed in terms
of βγ via
γ = 1√




the restricted energy loss depends only on the charge and the βγ of the propa-
gating particle for a given detector system.
It is noteworthy that the separation between Fermi plateau and the minimum
ionising region strongly depends on the used detector material. In gas detectors,
the separation is usually sufficient to distinguish between particles in these regions,
whereas it is too small for this purpose in solid state detectors like silicon.
3.3. Technical Aspects
Experimentally, a track in a drift chamber is reconstructed from a set of ioni-
sation clusters. In case of the ALICE TPC, there are up to 159 such clusters
corresponding to the number of pad rows in the readout plane. In each pad row,
some charge ∆Q deposited by the track via ionisation is detected. Doing some
calibration, the deposited energy ∆E in each pad row can be calculated from
∆Q. Taking into account further corrections due to e.g. the inclination angle, the
effective track length ∆x over the pad row can be determined [105]. The result is














fluctuates from pad row to pad row. To make use of all available
information and to assign a single dE/dx value to the whole track, the results of
all n clusters of the track need to be combined in a reasonable way. The most
straight forward estimator for the track dE/dx would just be the average of the n
energy loss values. In fact, this is a bad estimator because the underlying ionisa-
tion distribution, the Landau distribution, has neither a finite mean, nor a finite
variance (see [104] for further discussion). This leads to large fluctuations from
track to track for such an estimator. A reasonable choice of a good estimator is
the truncated mean 〈S〉α. It is characterised by a parameter α ∈ ]0, 1] and defined































∀i ∈ [1, n − 1]. The
value of α is chosen to maximise the separation power2, which yields α = 0.6
[105]. It turns out that the dE/dx distribution determined with the truncated
mean method with such a value for α exhibits at least approximately a Gaussian
shape. The additional tail of the distribution can be parametrised as will be
discussed in Section 4.2.1.
Due to these beneficial properties, the truncated mean 〈S〉α=0.6 is used as
the ALICE TPC dE/dx signal. Hereafter, the TPC dE/dx always refers to this
truncated mean definition.
3.4. Bethe-Bloch Fit
The mean TPC dE/dx as a function of βγ, µ(βγ), can be described by a parametri-
sation of the Bethe-Bloch function in Eq. 3.2. In this work, the so-called Lund
model [106] with parameters a0, . . . , a4 is used for µ0 and an additional saturation
term with parameter a5 > 0 is introduced (saturated Lund model):
µ(βγ; a0, . . . , a5) = exp
(
− a5
µ0(βγ; a0, . . . , a4)
)
µ0(βγ; a0, . . . , a4), (3.5)
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1 + d(a0, a1, a2, a4) · (1 + βγ)a2 , (3.6)






where Eq. 3.3 may be used to express β in terms of βγ. The saturation weight
with its additional parameter adds an extra degree of freedom to better describe
the data. Mainly the low βγ region, where the dE/dx falls steeply with βγ, is
affected by the saturation weight.
To extract the parameters of µ in Eq. 3.5, data points over a broad βγ range
are required. Since the recorded data statistics decreases exponentially with rising
momentum, it is necessary to select different particle species in certain momentum
ranges where these species can be clearly identified. To identify the particles, the
following techniques are applied:
• TPC: If the TPC dE/dx separation is large, a broad inclusion cut (typically
4 σ) can be applied with respect to the (roughly) estimated mean dE/dx .
• TOF (+ TPC): After a selection of tracks via TOF (3-σ inclusion cut), an
additional TPC cut as in the TPC only case is applied.
2In this case, the separation power is defined as the dE/dx distance between minimum ionising
and the plateau divided by the average dE/dx resolution in these two regions.
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• V0: Tracks are selected solely based on topology (γ conversions and weak
decays of K0S, Λ and Λ).
• V0 + TOF: V0 tracks (based on topology) are selected and an additional
TOF selection (3-σ inclusion cut) is imposed.
• MC ID: In case of MC, tracks can be selected solely via their MC ID.
More details of each technique will be discussed in the following. TPC only can
be used for protons up to approximately 0.6GeV/c, for kaons up to 0.3GeV/c and
for pions up to 0.5GeV/c. Above these thresholds, TOF + TPC is used. For
electrons, only momenta above 2GeV/c and only TOF + TPC are used for a first
iteration without V0’s. Note that the actual thresholds slightly depend on the
data set and are tuned individually.
Having selected pure samples the dE/dx distribution in each momentum slice
is fitted with a Gaussian. The mean values as a function of the momentum can
be converted to a function of βγ using the corresponding particle mass. Note that
the TPC dE/dx response is not a pure Gaussian, but has a tail towards larger
dE/dx as will be discussed in Section 4.2.1. Thus, the Gauss fit is restricted to
the region around the maximum. This range is spanned by the first and the last
bins in the dE/dx histogram having at least a content of 10% of the value of
the maximum. The maximum is defined here as the average bin content of the
bin with the largest content and its next neighbours. This averaging is done to
smooth possible fluctuations.
For the Bethe-Bloch fit, momentum slices with less than 10 entries for the
considered species or with relative error larger than 2% are excluded. The result
for the fit without V0’s in pp collisions at
√
s = 7TeV is shown in Fig. 3.2a. The
data points from samples with different identification techniques are close to each
other, such that typically no difference is visible for the chosen scale of the plot.
The magenta triangles indicate the data points that are used for the fit. As can be
seen, there are no non-V0 data points in the βγ range 10 to 1000. Consequently,
the fit without V0 information is not constrained in this region. In addition,
there might be small biases due to impurities even after TOF selection, which is
not acceptable for a high precision analysis as the MTF. Nevertheless, the result
already gives a good description of the mean dE/dx up to the minimum ionising
region around βγ ≈ 3.5 and reasonably well describes the plateau (βγ & 1000).
This is visible from the fit (black line) to the data points. Note that at this stage
an accuracy of order several per cent is acceptable, as will be discussed below.
For comparison, the Bethe-Bloch fit for MC is shown in Fig. 3.2c. Since this
parametrisation is used officially for TPC PID and no bias should be introduced
for other analyses, the species have been selected purely on basis of the MC
identity. Evidently, the shape is different from what is observed in data. In
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(a) Bethe-Bloch fit without V0 information
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(c) Bethe-Bloch fit for MC
Figure 3.2.: Bethe-Bloch fit (saturated Lund model) a) without and b) with usage of
V0’s. For comparison, c) shows the Bethe-Bloch fit for MC. The magenta triangles
indicate which data points are used for the fit. The V0 data points included in b)
significantly extend the βγ range with respect to a) (compare magenta triangles).
This improves the accuracy for βγ > 10. The impact is not visible in this figure.
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Also note that detector effects bias the dE/dx of low-momentum particles.
This causes the discrepancy between fit and electron data points for βγ = O(100),
which is why these data points are not used for the fit. The correction of these
effects will be discussed in Section 3.4.3.
3.4.1. Inclusion of V0 Particles
Using V0’s (tracks selected via topology) considerably extends the βγ range in
which a pure sample can be selected, see Fig. 3.2b. The comparison of Fig. 3.2a
and Fig. 3.2b shows that both relativistic rise (βγ region between minimum ionis-
ing and plateau) and plateau are much better constrained if the V0’s are included
to the fit. However, the topology of V0 tracks is different from that of primaries,
which, together with the η dependence of the TPC dE/dx , can change the mean
dE/dx . Therefore, the parameters for µ are extracted without V0 information
first. This result is used to create a correction map for the η dependence as will
be described in Section 3.5. The η-map is created from the proton sample and
depends on the dE/dx . To cover the full dE/dx range (with protons), the η-map
creation requires a good mean dE/dx parametrisation only up to the minimum
ionising region. Hence, the result from this first fit iteration can be used reliably.
As the η dependence is only slowly changing with dE/dx , an accuracy for µ from
the first iteration of O(%) is sufficient. In the next iteration, the parameters
are extracted for the η-corrected data including the information from V0’s. This
procedure (extracting the mean dE/dx for the current η correction, using it to
get a new η correction) is iterated until the mean dE/dx of all species does not
change by more than 0.1%. Typically, this convergence is already reached after
one additional iteration.
For the Bethe-Bloch fit with V0 information, the kaons are not used at all,
since there are no V0’s for kaons and the purity after TOF selection is rather
limited. For protons, only V0 selection is used, whereas for electrons, V0 + TOF
gives a more reliable result. The reason is that the TOF requirement for electrons
ensures that the V0 topology is not too far away from that of a primary track3
and, thus, the dE/dx is the same. It turns out that the dE/dx of V0 electrons
from photon conversions is different from that of V0 + TOF electrons (and pri-
mary TOF electrons) if the conversion radius is too large. This observation is
demonstrated in Fig. 3.3. The vertical axis shows the dE/dx normalised to some
common reference, which is close to the expected electron dE/dx . As can be seen
from Fig. 3.3a, the mean dE/dx of primary electrons (blue) and V0 electrons
with TOF selection (green) agrees well, whereas that of V0 electrons without ad-
ditional TOF selection (black) is off by up to 1%. The reason for this discrepancy
can be read off from Fig. 3.3b, which splits the V0 only sample into two sets.
The red points are for production radii Rprod > 45 cm and the black points for
3Technically, the TOF requirement for the considered data set demands an ITS refit, such that
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(b) V0 electrons with different cuts
Figure 3.3.: Comparison of the mean dE/dx normalised to some common reference of
primary and V0 electrons. In a), the pure V0 selection without TOF (black) deviates
from that with TOF (green), where the latter is in agreement with primary electrons
(blue). The reason of the deviation is illustrated in b), which splits the pure V0
electron sample into two sets with different cuts on the production radius Rprod.
Rprod < 45 cm. Obviously, the mean dE/dx of V0 electrons with smaller pro-
duction radii agrees well with that of V0 + TOF electrons, which in turn agrees
with the one of primary electrons. However, the red data points are biased by
more than 1%. The discrepancy between green and black data points at momenta
below 0.4GeV/c is because the TOF efficiency rapidly drops and depends on η,
such that the results become unreliable.
In general, V0 electrons have a different topology than primary electrons.
Since the η correction has already been applied, the mean dE/dx of primary
electrons and V0 electrons with small production radii becomes similar — with
possible deviations due to residual η dependence. Also, there might be some
rather small bias for primary electrons due to contamination even after the TOF
selection. However, if the V0 production radius is large, i.e. Rprod & 45 cm, the
topology is very different from that of primaries. All the corrections that are
applied during the reconstruction are optimised for primaries. Therefore, the
dE/dx is only reliable if the topology is not too different from primaries. In case
of V0 electrons, this is only true if Rprod . 45 cm. It has been checked that for
V0 pions and V0 protons the mean dE/dx agrees with that of primaries (selected
via TPC and TPC + TOF) usually better than 1h in regions where a very clean
primary selection is possible. For pions, this is around p ≈ 0.5GeV/c and for
protons, this is true for p . 2GeV/c.
As a result, there is no need for an additional TOF cut on V0 pions and V0
protons. However, for V0 electrons, a cut on the production radius is required,
namely it is demanded to lie between 3 and 45 cm. To be on the safe side, the
Bethe-Bloch fit takes V0 + TOF electrons at high momenta, which is a stronger
criterion than just cutting on the production radius.
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3.4.2. V0 Purity
The extraction of the mean dE/dx relies on clean samples from the V0 selection.
In this section, the V0 selection will be discussed in more detail. Moreover, the
V0 purity will be investigated to estimate possible dE/dx biases.
To ensure a high purity of the V0 candidates, cuts on the invariant mass
and on the Armenteros-Podolanski variables [107] are applied. Details about
these cuts can be found in Appendix C.1. The Fig. 3.4 shows the plot in the
Armenteros-Podolanski variables of the V0’s of which the daughter particles are
used for the TPC PID response extraction. Such a plot illustrates the yields as a
function of qT and α. qT is defined as the transverse momentum of the positively
charged particle with respect to the mother particle. α is the asymmetry of the
longitudinal daughter momenta with respect to the mother particle. In formulas,
this translates to:






p+L (p−L ) is the longitudinal momentum of the positively (negatively) charged
daughter particle with respect to the momentum of the mother. Similarly, p+T









































Figure 3.4.: Armenteros-Podolanski plot of V0 mothers of particles used to extract the
TPC PID response. The cuts have already been applied (see text). The contributions
from K0S, Λ, Λ and γ are indicated.
The contributions from K0S, Λ, Λ and γ are explicitly indicated in the figure.
The cuts on invariant mass, qT and α have already been applied. This removes
the left (right) branch of Λ (Λ), which overlaps with the one of K0S. Similarly,
the regions in which the γ contribution overlaps with that of Λ or Λ are removed
around qT = 0.
40
3.4. Bethe-Bloch Fit
The choice of variables allows for a pretty clean selection of V0 particles. γ’s
have zero rest mass, hence their qT is close to zero. Without cuts, they would
be distributed symmetrically about α = 0 because the decay particles have equal
masses. The same is true for K0S candidates. In contrast, Λ decays to proton
and pion, which have very different masses. This shifts the symmetry axis away
from α = 0 because the proton on average takes a larger part of the momentum
(similarly for Λ).
Besides the cuts on the Armenteros-Podolanski variables, a cut on the invariant
mass of the decay products is applied. The invariant mass distributions after all
cuts are shown in Fig. 3.5. These figures suggest a rather high purity, but do
not allow for a quantitative statement. Hence, it is instructive to investigate
the dE/dx distributions of the daughter particles of all V0 mothers fulfilling the
selection criteria. The resulting dE/dx distributions for V0 electrons, V0 pions
and V0 protons are shown in Fig. 3.6.
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Figure 3.5.: Invariant mass distributions of V0 mothers of particles used to extract
the TPC PID response. The cuts have already been applied.
The V0 electrons (Fig. 3.6a) have negligible contamination from kaons and
protons. The pion contamination is well visible as the lower dE/dx branch, but
the peak height of this branch is a factor 100 lower than that of the electrons.
Indeed, comparing the integrals in momentum bins with clean separation, the
contamination is typically 1% or less. Due to such a small contamination and the
clean separation above p = 0.3GeV/c, there is no dE/dx bias expected due to im-
purities of the sample. Below momenta of about 0.2GeV/c, the pion and electron
distributions largely overlap, such that a bias cannot be excluded, but should be
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Figure 3.6.: The V0 purity is demonstrated via the dE/dx distributions of the V0
daughters. The black data points indicate the mean of Gauss fits around the peaks.
extremely small with respect to the small pion fraction in the selected sample.
The estimated systematic uncertainties, as will be discussed in Section 3.4.5, will
take this into account.
For the V0 pions (Fig. 3.6b), the contamination from other species is negligible
in the whole momentum range (e.g. around p = 0.9GeV/c there are less than
100 visible counts from non-pion bands compared to about 260,000 counts from
pions, which amounts to a contamination of less than 0.1%). In particular, the
proton and kaon distributions for p > 2GeV/c seem to be removed completely.
As a result, there is no dE/dx bias from contamination expected for the V0 pion
sample.
The main contribution to the impurities of the V0 proton sample (Fig. 3.6c)
stems from pions and is typically around one per mille (e.g. about 50 pion counts
out of more than 63,000 in total around p = 0.9GeV/c). Hence, the dE/dx bias
due to contamination is expected to be negligible for the V0 proton sample.
In summary, there is no significant dE/dx bias expected from impurities of
the V0 samples. The only problematic case are the V0 electrons with momenta
below 0.2GeV/c, which will be taken into account for the systematic uncertainties




The Bethe-Bloch curves are solely a function of βγ. However, the TPC dE/dx
response is found to have some momentum dependence, especially at momenta of
order 0.1GeV/c. This is illustrated in Fig. 3.7, which shows the relative deviation
of data and fit for the individual species. The effect is 20 − 30% for kaons and
protons, and below 10% for pions and electrons. The main reason is that for
low momenta, the energy loss significantly changes the momentum, in particular
for kaons and protons, which have large dE/dx . Thus, the measured dE/dx is
averaged over different momenta. In addition, angular effects are affecting the
dE/dx . At low transverse momentum, which is implied by low total momentum,
the radius of curvature in the magnetic field gets small, which leads to rather ex-
treme azimuthal inclination angles for a given pad row. This changes the effective
track length over the pad row modifying the dE/dx .
It turns out that it is required to correct low-momentum effects up to about
1GeV/c. Since the Bethe-Bloch fit is a function of βγ, this translates into different
βγ ranges for the individual species. The corrections are directly extracted from
the residuals in Fig. 3.7 as the blue curves. The open black points give a rough
estimate of the quality of the correction. They have been obtained by applying
the correction factor (blue curve) at the bin centre of each data point to the whole
bin. Since the magnitude of the correction can change significantly within one
bin, the open black points do not give an estimate of the systematic error, but
allow to judge whether the functional form is adequate.
The high-purity V0 samples allow to extract the correction factor also for
pions and electrons down to p = 0.15GeV/c. Note that the electron correction is
extracted from the V0 sample without additional TOF selection, since the TOF
information is not available for pT < 0.3GeV/c. Instead, the cut on the radius of
the production vertex becomes effective.
Next, the result of the Bethe-Bloch fit is multiplied with the low-momentum
correction factors for each species giving the mean dE/dx , µ, in bins of momen-
tum. Via the particle mass, the momentum bins can be converted to βγ bins.
Finally, splines are used to get a continuous function µ of βγ for each species
(i.e. each having a dedicated low-momentum correction). In the following, these
functions will simply be called “splines”.
The low-momentum correction is used for data and for MC as well. In both
cases, the correction factors are only significant in regions with dE/dx well above
minimum ionising. Thus, a quality cut on the number of PID clusters is expected
to have minor to no influence on the correction factors. Since muons are close
to pions in terms of dE/dx for p > 150MeV/c, it is not possible to extract a
dedicated low-momentum correction for them. As an approximation, the pion
splines are taken, but the muon mass is used to translate momentum to βγ.
In the following sections, it is convenient to look at the dE/dx relative to the
expectation, defined as:
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Figure 3.7.: The residuals of the Bethe-Bloch fit for data are shown as red full points.
The blue lines are parametrisations of the residuals used to correct for low-momentum





Note that the expected dE/dx is not just the value of the splines, but includes
corrections like for the polar angle as discussed in Section 3.5.
3.4.4. Spline Accuracy
The accuracy of the splines is illustrated in Fig. 3.8, which shows the ∆′ of various
species for both primary and V0 particles. The horizontal red lines indicate the
±0.2% region around unity. As can be seen, the accuracy of the splines is about
±0.2%. The primary kaons (green) and protons (black) start to deviate for p & 1
and 2.5GeV/c, respectively. This is the region, where the TOF cannot provide a
clean selection anymore and contamination biases the fitted mean dE/dx . There
are a few outliers beyond ±0.2%, but they have large statistical uncertainties and
in such cases the fit becomes unreliable. This concerns V0 electrons (magenta)
at high momenta and V0 protons (blue) at very low and high momenta. In
summary, the red lines are an envelope for most of the data points, especially
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Figure 3.8.: Accuracy of the splines in data. The ∆′ on the vertical axis uses as
reference the type of the corresponding species. Note that for the data points from
primary particles (green and black), contamination shifts the ∆′ away from unity
above some momentum threshold. The horizontal red lines show the ±0.2% region
around unity, which largely covers the most extreme deviations of all species.
3.4.5. Systematic Uncertainty of the Splines
The systematic uncertainty of the splines is rather tricky to estimate, since dif-
ferent error sources contribute. The splines have an intrinsic accuracy of 0.2%
as discussed in Section 3.4.4. This accuracy is estimated from clean samples. At
high momentum, only V0’s are left as a clean sample, but the statistics is too low
to draw conclusions from that. Therefore, different models for the specific energy
loss are compared: Saturated Lund (cf. Eq. 3.5), Lund (Eq. 3.5 with a5 = 0) and
ALEPH. The latter is a slight modification of the parametrisation proposed by
Blum and Rolandi [104] for the ALEPH TPC [108] and defined as:









Note that with respect to the original parametrisation the parameter a2 was
redefined for better numerical stability and the parameter a5 was added (it equals
unity in the original formula) to have an additional degree of freedom to adjust
the separation between minimum ionising and plateau region. In the following,
ALEPH refers to Eq. 3.10 with a5 = 1, whereas a5 floats for Modified ALEPH.
In Fig. 3.9, different Bethe-Bloch parametrisations are compared. The low-
momentum correction is applied to each parametrisation individually. Except for
a small outlier in case of the Lund model, all three models are consistent within
2h for p < 10GeV/c. The outlier is in the region where the low-momentum
correction is switched on. More important is the different relativistic rise of the
dE/dx for the Lund and the ALEPH models: the pions deviate up to about
1.3% around p = 40GeV/c. The same holds true for kaons and protons at higher
momenta, when they reach a similar βγ.
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(c) Ratio Modified ALEPH / Saturated Lund
Figure 3.9.: Comparison of a) Lund, b) ALEPH and c) Modified ALEPH Bethe-
Bloch parametrisations to the Saturated Lund model. Note that the low-momentum
corrections are already included for all parametrisations.
Another systematic error source is the “gap” region with βγ = O(100), where
no data points are present to constrain the Bethe-Bloch shape, see Figs. 3.2b
and 3.10a. The V0 pions and V0 electrons approach this gap from both sides.
For the latter, low-momentum systematic effects contribute, such that only the
data points above βγ = 1000 can be safely used. For the former, the limited
statistics causes large statistical uncertainties and fluctuations above βγ = 40.
All fit residuals from V0 pions and V0 electrons are within −0.6% and +1.3%
in Fig. 3.10. The lower boundary is dictated by the electrons, but is also a
conservative estimate for the pions, which still touch this value with their error
bars.
To take into account all these contributions (accuracy of the splines, differ-
ence of the models, uncertainty due to the gap), the systematic uncertainty of



























































Figure 3.10.: Fit residuals of a) Saturated Lund, b) Lund, c) ALEPH and d)Modified
ALEPH. The residuals are for the pure fit, without any low-momentum correction.
The uncertainty is cranked up smoothly around βγ = 50, such that roughly the
systematic uncertainty for pions grows from 0.2% at p = 5.6GeV/c to 1.3% at
8.5GeV/c.
Note that also the electrons will pick up the larger error even at low momen-
tum. This is intended because it is rather difficult to get clean electron samples,
since the dE/dx distributions of the by far more abundant other species are al-
most in the whole momentum range touching the electron distribution. This can
introduce some bias to the electron splines. On the one hand, using V0’s to ex-
tract the electron splines strongly reduces such biases (cf. Section 3.4.2). On the
other hand, there may be additional uncertainties from momentum dependencies
of the mean dE/dx for low-momentum electrons. Both effects should be on the
per mille scale, such that assigning the rather large systematic uncertainty due
to the gap also to the electrons should be a conservative estimate. Anyhow, since
the electron yield fraction is small, even this conservative estimate will have only
small impact on the systematic uncertainty of the hadron fractions.
For the mean value of the splines, the Saturated Lund model is chosen. Accord-
ing to Fig. 3.10, which shows the residuals of the pure fit without low-momentum
correction, Saturated Lund describes better the pions in the βγ = O(10) region
— although the difference is O(1h) — and this might hint to a better description
at higher βγ.
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3.5. η-Maps
If a particle traverses the TPC at some polar angle θ with respect to the beam
line, the electrons created from the gas ionisation diffuse during their drift towards
the cathode plane. This changes the induced charge on the single readout pads,
which in turn has an impact on the dE/dx resolution and the mean dE/dx .
Furthermore, the closer the angle of incidence of the track on the pad plane is to
90 degrees, the larger is the fraction of path length projected onto a single pad
row, see Fig. 3.11. Therefore, the deposited charge per pad row is larger for tracks
in forward direction than for those at mid-rapidity. This causes the TPC dE/dx
of a track to depend on the pseudo-rapidity
η ≡ 0.5 ln p+ pz





where p is the total momentum of the track and pz the momentum along the
beam line (z-direction). More precisely, the dE/dx depends on the tangent of
the local polar angle, tan(θ), measured at the entrance of the TPC, whereas the
pseudo-rapidity is linked to the global polar angle θglobal (with explicit subscript).
In the local case, θ = 0 is perpendicular to the beam line, whereas in the global
case, it is along the beam line. The local θ is the relevant observable for PID
calibration, since the global angle can be different due to multiple scattering.
  
pad plane
|η| = 0|η| = 0.9
tracks
θ
Figure 3.11.: Influence of the local polar angle θ on the effective track length per pad.
A single pad row detects charges from tracks in the region indicated by the dashed
lines. The effective track length over this pad row (red) is smaller for a track at
mid-rapidity (|η| = 0) than for a track in forward direction (|η| = 0.9).
It is observed that the shape of ∆′species as a function of η in given momentum
bins is roughly the same for all species, if the momentum bins are chosen such
that the mean dE/dx are similar. This is shown in Fig. 3.12, in which the relative
change of the dE/dx as a function of η for individual species at different momenta,
but similar dE/dx is compared. For each species, primary candidates are selected
via TPC+TOF. The TOF requirement leads to almost zero efficiency for tracks
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Figure 3.12.: η dependence of dE/dx for different species at different momenta,
but similar mean dE/dx. The data points are for primary candidates selected via
TPC+TOF. The ordinate shows the corresponding ∆′species scaled such that the in-
tegral equals that of a flat distribution at unity.
|η| to the values of the neighbouring bins with smaller |η| for the data sets with
momenta around 0.5GeV/c and below.
As can be seen, the η shape varies significantly with dE/dx , but looks similar
for the individual species. This means that the shape in good approximation
only depends on dE/dx , but not on the momentum or the species. Hence, the
η dependence can be extracted from a single species as a function of dE/dx and
then be applied to all other species. This results in a map with ∆′species as a
function of tan(θ) and inverse dE/dx . For the latter dimension, the inverse is
taken to have a finer binning at low dE/dx . At high dE/dx , the separation is
large for all species and a precise modelling is less important. Additionally, only
kaons and protons (and light nuclei like deuterons) have a dE/dx beyond 100
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for p > 0.15GeV/c. But these species have small detection efficiency (below 1%
for the lowest momenta, since they do not reach (sufficiently far in) the TPC),
when their dE/dx becomes large, which does anyway not allow to gather sufficient
statistics for a fine binning in this region.
The η-map4 needs to cover the whole dE/dx range and it must be extracted
from a species for which a clean identification is possible. This is true for protons
from lowest momenta up to the minimum ionising region around 3GeV/c. The
proton identification is done with different methods for 3 momentum regions:
• TPC (only): Up to p ≈ 0.6GeV/c, the dE/dx of protons is clearly separated
from other species (cf. Fig. 3.1). They are identified solely with the TPC
using a momentum dependent dE/dx cut within the gap between the proton
and kaon bands.
• TOF (+ TPC): After a selection of tracks via TOF (3-σ inclusion cut),
an additional TPC cut is applied as in the TPC only case. The resulting
sample is typically used up to p = 2.6GeV/c.
• V0: Tracks are selected solely based on topology. This sample is used
for higher momenta, where the TOF selection may start to suffer from
contamination.
• MC ID: In case of MC, tracks can be selected solely via their MC ID.
The following procedure is carried out after the splines with the expected
dE/dx have been extracted in the first iteration of the Bethe-Bloch fit, i.e. without
using V0’s. The ∆′p distribution in each momentum and tan(θ) bin is fitted with a
Gaussian to extract the mean value. As for the splines, the fit is restricted around
the maximum of the distribution (cf. Section 3.4). Note that the low-momentum
correction is already included for the evaluation of ∆′p — in this step, it is only
needed for protons, for which a pure selection at low-momentum without V0’s
is possible. This procedure yields a map in the space (p, tan(θ)). Finally, the
splines are used to change the first dimension from p to 1/(dE/dx expected). For
convenience, the superscript “expected” will be dropped in the following for that
dimension.
The η-map is shown in Fig. 3.13a. As can be seen, the η dependence is up to
10% around dE/dx = 100 and changes its shape as a function of dE/dx . Note
that the binning of the η-map depends on the available statistics: the higher the
statistics, the finer the binning can be.
The maps have a smooth shape and should not depend too much on the
chosen binning. Hence, a refined map with much finer binning is created from
the raw map via interpolation, which is shown in Fig. 3.13b. This is done via

































































(b) η-map after refinement
Figure 3.13.: η-map obtained from protons. a) shows the raw result from the fits. In
b), the refined map using interpolation is shown. The colour code shows ∆′p.
bilinear interpolation based on the four nearest bin centres, which is provided
by ROOT [85]. Instead of using the bin contents of the refined map, it is also
possible to interpolate from the raw map every time the η correction is called,
which happens several times for each track. It is a trade-off between CPU time
and accuracy. For the binning of the refined map, the difference between bin
content and interpolated value (from the raw map) is < 0.1%, which is about one
order of magnitude better than the estimated uncertainties of the η correction
(see below). Therefore, the refined maps are used instead of the interpolation
from the raw map.
The splines determine ∆′ = 1 in the map, i.e. they “anchor” the map. In order
to have as little as possible change of the splines due to the η correction, the map
is anchored to the η-averaged splines, that are extracted from all tracks with
|η| < 0.9. The map is used to correct the dE/dx of all particles and extract new
splines from it. This procedure is iterated until convergence as already discussed
in Section 3.4.1. The anchoring ensures that the change of the splines is minimal
in subsequent iterations.
3.5.1. Systematic Uncertainty of the η Correction
In Fig. 3.14, the quality of the η correction is shown. The η correction removes
the η dependence of the mean dE/dx at momenta above 2GeV/c as desired.
Obviously, the residual dependence is similar for pions (red) and protons (blue)
at p = 3 and 2GeV/c, respectively. A glance back to Fig. 3.1 shows that the mean
dE/dx values are similar for both species at these different momenta. This justifies
again that the use of a single η-map for all species at not too low momenta is a
good approximation. For very small momenta below 0.3GeV/c or so, an additional
momentum dependence spoils this approximation. For protons, the residual η
dependence at p ≈ 0.25GeV/c (green) is still within a few per mille because the
η-map was created from a proton sample. Other species, however, suffer from the
momentum dependence. This is visible for the pions with p ≈ 0.3GeV/c (black),
where deviations of almost 2% from the expectation are observed.
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Figure 3.14.: η-map quality for different species at various momenta. The vertical
axis is the dE/dx divided by the expected dE/dx for the corresponding species.
Looking also at other species and the whole momentum range, it can be con-
cluded that typically the residual η dependence, δ∆˜′, is better than ±0.5% for
p > 0.45GeV/c. Below this threshold it is typically within 3%. In the following, a
fixed momentum is considered, such that the variable δ∆˜′ takes a constant value
that gives an average estimate of the residual η dependence for many tracks and
all η and dE/dx .
This variable now needs to be related to a change of the correction factor
corrpara = corrpara(〈dE/dx〉, η) from the map to estimate the systematic un-
certainty of the η correction. For better legibility, the dependence of the vari-
ables will be dropped in the following equations. The actual correction cpara =
cpara(〈dE/dx〉, η) is the deviation of corrpara from unity:
corrpara ≡ 1 + cpara. (3.12)
Choosing an arbitrary species s, the splines parametrise the mean dE/dx of this
species averaged over η, denoted by dE/dx splines = dE/dx splines(s). Together with
the correction factor, this allows to calculate the expected dE/dx as:
dE/dx para = dE/dx splines corrpara, (3.13)
where dE/dxpara = dE/dxpara(η, s) for arbitrary η and species s are implic-
itly understood. Note that the (implicit) first parameter of corrpara becomes
〈dE/dx〉 = dE/dx splines.
The dE/dx value from the parametrisation can be compared to the observed
value dE/dx obs. The anchoring of the maps (region with corrpara = 1) is supposed
to be unchanged by systematic η variations, since the anchoring is related to the
η-averaged dE/dx of the splines, which is an independent error source. For a fixed
momentum bin, the splines anyway would give only an overall offset if looking
at the η shape as in Fig. 3.14. Evidently, no such offset is visible, such that the
above estimate of δ∆˜′ is not biased by inaccuracies of the splines. Consequently,
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it can be assumed for the following consideration that dE/dx splines gives a perfect
description of the η-averaged dE/dx . Similarly to Eq. 3.13, the observed dE/dx
value can then be decomposed as:
dE/dx obs = dE/dx splines corrobs, (3.14)
where corrobs is the ideal η correction factor that reproduces the observation.
It is assumed that the deviation from unity of the ratio of parametrised and
observed dE/dx scales with the size of the actual correction cpara:
dE/dx obs
dE/dxpara
≡ 1 + cpara δ∆′, (3.15)
where, by assumption, δ∆′ = δ∆′(dE/dx splines) does not depend on η, but is
allowed to change with dE/dx . In other words, each dE/dx row of the η-map has
a certain shape in η and δ∆′ can take different values for each shape.
The ratio in Eq. 3.15 is nothing else than an average ∆′ for many tracks
(cf. Eq. 3.9). For a fixed dE/dx splines — which corresponds to one histogram in
Fig. 3.14 —, a single row of the η-map is considered and δ∆′ is a constant. It
is important to note that δ∆′ does not equal δ∆˜′ mentioned above. Rather, δ∆˜′
was defined to reflect the most extreme η residuals, which by assumption occur
for the largest correction cpara. To relate these two variables, it is convenient to
consider the extreme values of the η correction per row of the η-map:
|cextreme(dE/dx splines)| ≡ |corrextreme(dE/dx splines)− 1|
≡ maxη {|c(dE/dx splines, η)|},
(3.16)
i.e. |cextreme(dE/dx splines)| is the largest deviation from unity of all correction fac-
tors in the full η range for a given dE/dx row of the η-map. By construction, this
implies:
δ∆˜′ = cextreme(dE/dx splines) δ∆′(dE/dx splines), ∀dE/dx splines. (3.17)
This equation holds true for all dE/dx rows. By reasonable assumptions, the
equation reduces the unhandy two-dimensional residual η dependence in the
(dE/dx , η) space to a single value.
Having collected all required pieces, it is now time to put them together. From
Eqs. 3.13 and 3.14, it follows:
dE/dx obs
dE/dxpara
= dE/dx splines corrobs




which leads via Eq. 3.15 to:
corrobs = corr para (1 + c para δ∆′) = corr para (1 + δ∆′ (corr para − 1))
= corr para
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where Eqs. 3.12 and 3.17 were used in the second and last step, respectively.
Finally, the systematic variation of the η correction is chosen such that the
observed correction factor from Eq. 3.19 is recovered for a given δ∆˜′:
corrsys(dE/dx splines, η) ≡ corr para(dE/dx splines, η)
·
(





where all dependencies have been written down explicitly.
By definition, | corr para−1
corrextreme−1 | ≤ 1 holds true. As desired, there is no change of the
spline value, i.e. corrsys = corr para for corr para = 1, and the systematic variation
scales with the deviation of the correction factor from unity. Positive values of δ∆˜′
increase the η dependence, while negative values decrease it correspondingly.
In the end, Eq. 3.20 allows for propagating a known systematic uncertainty
δ∆˜′ to the η correction factor.
3.6. Resolution Maps
As for the η-maps, the resolution maps are created from clean proton samples
identified via TPC, TPC + TOF and V0. While small contamination hardly
influences the mean of a Gaussian fit to the dE/dx distribution, it can seriously
bias the width of the Gaussian. Thus, V0 protons are already used for momenta
larger than 2.0GeV/c. In order to get a proper mean dE/dx and to get rid of
binning effects in η, the resolution maps are created from data that is already
corrected with respect to η.
Fig. 3.15 shows an example of how the resolution is extracted in a single
bin in momentum and polar angle. Firstly, the sample is put into bins with
different number of PID clusters5, Ncl. To have enough statistics, the binning in
momentum and angle is reduced accordingly compared to the η-map. Secondly,
the ∆′ distribution of each bin is fitted with a Gaussian. Again, to take into
account the asymmetric dE/dx shape, the fit is restricted around the maximum
(cf. Section 3.4). The means of the fit are shown in the left panel, the widths in
the middle panel. Since the fit gives the width of ∆′ and not of dE/dx , the middle
panel already shows the relative width. However, there might be a systematic bias
if the mean ∆′ is not at unity. This would e.g. be the case if the η correction
would not have been applied before. As can be seen, the mean is rather close to
unity after correction, but there are fluctuations. To get the “real” relative width,
5This is the number of detected PID clusters above threshold, including 1-pad clusters. Note
that for the tracking, also clusters close to the sector boundaries of the TPC are used. Such
clusters are excluded for the PID, since they cannot be calibrated as precisely as clusters
away from the boundaries.
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the width from the fit is divided by the mean6. The result is shown in the right
panel. Finally, these data points are fitted as a function of the number of clusters







p1 is the resolution per single PID cluster and the contribution from this term is
assumed to decrease statistically with 1/
√
Ncl. The term with p0 can be consid-
ered as a systematic contribution to the resolution, e.g. there could be pressure
changes in the TPC that cause a finite resolution even for an infinite number of
PID clusters.
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Figure 3.15.: Determination of the resolution as a function of the number of clusters.
The left panel shows the mean ∆′ of the fitted Gaussian and the middle panel its
width. In the right panel, the ratio of middle and left panels are shown, together
with a fit of these data points (blue line). The data points are from protons with
p ≈ 1.5GeV/c and tan(θ) ≈ 0.15.
The actual number of pad rows translates to Ncl ≤ 159. To get a reliable
dE/dx from the truncated mean, Ncl should be at least 60. It turns out that this
rather small fit range causes strong correlations of p0 and p1, such that from one
bin of the resolution map to the other the values can be swapped. In addition,
the additional degree of freedom seems not to be necessary as can be seen e.g.
from Fig. 3.15. Therefore, p0 has been fixed to zero.
6The width in the middle panel is relative with respect to the expected dE/dx. By dividing
these data points by the mean ∆′, the expected dE/dx drops out and the width is relative
with respect to the measured dE/dx. In particular, there is no dependence on the splines
in this fit anymore.
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For the fit with Eq. 3.21, the Gaussian width of bins with very low statistics is
typically biased to higher values. To remove such bins, all data points with more
than 20% relative error for the Gaussian width are excluded from the fit.
The relative resolution per cluster, p1, is put into a resolution map as a function
of inverse (spline) dE/dx and tan(θ). The raw results from the fits are shown in
Fig. 3.16a. Some further processing is necessary to get a reliable map. First of
all, there are “white” bins, where the fitting failed — sometimes there is too little
statistics in a bin; especially if the sample is changed to TOF or V0 the statistics
goes down from one bin to the other. The value of these bins is set to the median
of the neighbouring bins, excluding bins where the fit failed. The same procedure
is applied to outliers, which deviate from the median of their neighbouring bins
by more than some value (typically 20%). To get rid of fluctuations between the
bins, the map is smoothed, see Fig. 3.16b. Finally, interpolation is used to get a
finer binning as shown in Fig. 3.16c.
Note that protons (and also kaons) have almost zero detection efficiency for
momenta below 0.2 − 0.3GeV/c (cf. Fig. 5.7). As a result, there is low statistics
at very high dE/dx (the very bottom of the figures) that does not allow for a
reliable fit of the width of the Gaussian. The systematic uncertainty is estimated
from Fig. 3.16a for y-bins below 0.004 (i.e. for dE/dx > 250): there is a jump
of the relative resolution from about 0.45 to 0.65. Therefore, a systematic error
of 50% is assigned for dE/dx > 250. This region only affects light nuclei and
also protons and kaons at p . 0.4 and 0.2GeV/c, respectively. Fortunately, the
separation is large in these cases, so that the large uncertainty poses only little
harm. Also note that the map is not fully symmetric. This is already the case for
the η-maps, but not visible from the plots, since the asymmetry is typically less
than 1%.
Finally, the resolution is calculated from σrel as:
σspecies(Ncl) ≡ σrel(Ncl) dE/dx speciesexpected, (3.22)
where implicit dependencies on track parameters, like momentum and η, are not
indicated explicitly.
3.6.1. Systematic Uncertainty of the Resolution Maps
It is pretty difficult to estimate the systematic uncertainty of the resolution
(maps). The resolution depends on the number of PID clusters (Ncl), η, dE/dx
and in case of p–Pb and Pb–Pb collisions additionally on the multiplicity. Note
that the resolution depends on the spline dE/dx in two ways. Firstly, there is a
direct dependence via Eq. 3.22. Secondly, the splines determine the coordinate
in one dimension of the (relative) resolution map, see Fig. 3.16c. Fortunately,
both effects turn out to be negligible for the estimated accuracy of the splines in
comparison to the total estimated uncertainty of the resolution map.
There is by far too little statistics to check the resolution in each of the above









































(a) Raw resolution map
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(b) Resolution map after removing outliers and
smoothing
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(c) Resolution map after refinement
Figure 3.16.: Resolution map obtained from protons. a) shows the raw result from
the fits and b) shows the same map after removing outliers and smoothing. In c),
the refined map using interpolation is presented. The colour code shows the relative
resolution per cluster, where bins in which the fit failed are shown in white.
widths of the nσ,TPC distributions from different species as a function of momen-





All other dimensions are just integrated. The different species at various momenta
cover a broad dE/dx region and estimate possible residual momentum dependen-
cies, if two species with same dE/dx , but varying momenta are compared.
Such a comparison is shown in Fig. 3.17. The nσ,TPC distributions have been
fitted with a Gaussian in each bin of pTPC. To take into account the shape
asymmetry of the response, which biases the fitted width to larger values, the
tails are removed by restricting the fit to ±1.5σ around nσ,TPC = 0. It was
checked that the difference to results obtained with fits restricted to ±3σ is small
(per mille level), except that for the broader nσ,TPC range, contamination by other
species sets in earlier, i.e. the width is biased to larger values already at lower
momentum. This restriction can be interpreted as a TPC cut.
The data points compare primary pions, kaons and protons selected by a
3-σ TOF inclusion cut and V0 electrons. The reason to take V0 electrons and
not primaries is related to the fact that even at low momenta there is large
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Figure 3.17.: Accuracy of the resolution map in data. The fitted Gaussian width of
the nσ,TPC distribution is shown for primary particles selected by TOF (except for
the magenta data points, which are from V0’s). For every data sample, a TPC cut
was applied in the sense that the Gauss fit has been restricted to ±1.5σ around the
expected dE/dx. Note that at some momentum contamination shifts the width to
larger values. The horizontal red lines show the ±3% region around unity, which
largely covers the deviations of all species.
contamination of the TOF electron sample and the pion dE/dx tail reaches into
the electron distribution. Note that at some momentum contamination shifts the
width to larger values for the primary particles, when TOF does not provide a
clean selection anymore. In case of contamination, the fitted width contains no
reliable information and is ignored. Also note that in case of very limited statistics
in a momentum bin, the fit tends to overestimate the width. This is visible for
V0 electrons (magenta) above 1.5GeV/c.
Apart from the contamination regions, all deviations are within ±3% (horizon-
tal red lines). Since other dimensions, like η, are integrated in this plot, the 3%
envelope is taken as the overall uncertainty of the resolution parametrisation.
It was pointed out above that the estimated resolution becomes problematic
for dE/dx > 250 due to the low detection efficiency for the data samples available
for the extraction of the parametrisation. As a result, the uncertainty is estimated




The occupancy in the TPC may influence the dE/dx of the reconstructed tracks.
The signal induced on the cathode plane by the slowly moving ions in the am-
plification region exhibits a rather long tail. In case of two tracks with the same
azimuth, but slightly different polar angle, the ionisation electrons of these tracks
drift towards the same anode wires and the ions produced there to the same cath-
ode wires. For a certain difference of the track polar angle, the induced signals in
the pad plane overlap, such that the second signal gets an additional contribution
from the tail of the first. Eventually, this biases the calculated dE/dx of the track.
If the signals of multiple tracks overlap, this effect is enhanced correspondingly.
In central Pb–Pb collisions with many thousand (primary and secondary)
tracks inside the TPC fiducial volume, the dE/dx bias is several per cent. This
must be treated properly in analyses requiring a high dE/dx precision. Fortu-
nately, the occupancy effects on the dE/dx are negligible in pp collisions even at
highest multiplicities, as will be demonstrated in Section 6.5.2.
3.8. Final Remarks
The model for the TPC dE/dx response and the extracted parameters from this
work have been integrated into the official ALICE PID framework and can be
used by other analyses. Indeed, several analyses use this model and carry out
their own benchmarks of its quality. As a result, there are plenty of other checks
besides those presented in this thesis.
It should also be noted that the TPC dE/dx performance can still be improved
for the 2010 data sets. Newer data sets have been reconstructed using so-called
subthreshold clusters and it turned out that this improved the separation power of
the TPC. Subthreshold clusters are virtual clusters that are added to the dE/dx
calculation. In case there are two pad rows with a signal above threshold and one
row in between that has a signal below the threshold, a cluster with the charge
of the threshold is added. The subthreshold clusters can and will be used for the
analysis of newer data sets and also for the 2010 data periods, if there is a new
reconstruction.
In conclusion, the TPC can identify hadrons track-by-track for low momenta
and has a stable statistical PID performance in the relativistic rise for p & 3GeV/c.
Though, statistical PID is not possible up to arbitrarily high momenta, since the
Bethe-Bloch curves reach the Fermi plateau at some point. In Fig. 3.18, the
mean dE/dx parametrisations extracted from pp data are shown as a function
of momentum for the individual species. Around p = 40 − 50GeV/c, the separa-
tion between electrons and pions starts approaching zero, making a (statistical)
identification problematic. It is possible to correct the electron contamination in
the pion sample e.g. via Monte Carlo simulations. The model dependence of this
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Figure 3.18.: Limitations of statistical PID with the ALICE TPC. The plot shows the
mean dE/dx parametrisations extracted for the LHC10e period of the 2010 pp data
taking with
√
s = 7TeV. Around p = 40 − 50GeV/c, the curves for electrons and
pions get close to each other, making a (statistical) identification impossible. The
same holds for the (statistical) identification of pions and kaons at p ∼ 100GeV/c.
correction enters then the systematic uncertainty. Since pions are by far more
abundant than electrons, the resulting systematic uncertainty from that source
should still be acceptable. At p ∼ 100GeV/c, the discrimination between pions
and kaons becomes infeasible.
Note that the plot only gives a rough estimate about the upper threshold
of the range in which statistical PID is possible. There is some uncertainty of
the parametrisations, in particular for the region where the relativistic rise ap-
proaches the plateau. Nevertheless, it can be expected that the statistical pi/K/p
identification with the TPC dE/dx can be used up to p ∼ 100GeV/c.
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4.1. Analysis Outline
The TPC Multi-Template Fit (MTF) uses the parametrisations of the TPC PID
response to generate dE/dx templates for each species. With these, the particle
content of a given sample can be extracted. This thesis investigates as such sam-
ples particles in jets and the inclusive particle production in different multiplicity
classes. Typically, the particle content will be extracted in bins of the transverse
momentum pT. The MTF fits the templates to the measured dE/dx distribution
in each pT bin, but also correlates the particle fractions of adjacent bins by im-
posing a regularisation condition. To do so, all pT bins are fitted in a single global
fit with a penalty term for the regularisation. To justify the procedure, it will be
run on a MC sample using the MC information only to obtain the MC truth.
4.2. Template Generation
With the detailed knowledge about the TPC dE/dx response templates with the
expected response for each species can be generated. The inputs for the template
generation are the parameters of the measured tracks and the event itself: track
momentum, pT, tan(θ), number of PID clusters and event multiplicity (only rele-
vant for p–Pb and Pb–Pb). The input parameters are different for the individual
species, for instance protons at 0.5GeV/c typically have more PID clusters than
pions due to the much higher dE/dx . Therefore, a so-called “pre-PID” is used
for the template generation: for each measured track, the probabilities to be of
a specific type are derived from the combined PID of ITS, TPC and TOF. The
probabilities already take into account priors for the particle abundance, which
are the default priors used in ALICE. The priors are defined as the probability
to observe a certain particle type for given pT. The actual values of the priors
only matter if there is no clean identification by the detectors. In this case, the
dE/dx is anyway similar, such that wrong pre-PID probabilities do not pose any
harm.
For each track, 500 dE/dx responses (according to Eq. 4.5, see below) are
generated in total and attributed to the individual species weighted with the
probabilities from the pre-PID. For instance, if the probability of a particle to
be a pion, kaon or proton are 60%, 25% and 15%, respectively, 0.6 · 500 = 300
responses will contribute to the pion, 125 to the kaon and 75 to the proton
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Figure 4.1.: Template generation and fit quality in MC a) without and b) with using
pre-PID. In the upper panels, the dE/dx distribution for pT = 0.6 − 0.65GeV/c is
shown in black together with the templates (full points), the MC true response (open
points) and the fit (grey line). The lower panels show the relative deviation of the
fit from data.
template. Typical templates using pre-PID are shown in Fig. 4.1b. Note that the
total momentum p of the input track is used to derive the expected dE/dx , but
the template is then related to the corresponding pT bin according to the pT of
the input track.
The exact number of generated responses N resp does not matter, but it should
not be too small in order to obtain reasonably smooth templates also for bins with
low statistics (at high track and/or jet momentum). However, N resp should not
become too large, since the template generation with asymmetric shape, which
will be discussed in Section 4.2.1, consumes pretty much processing time. It
turns out that N resp = 500 is a suitable choice. As a cross-check, N resp has been
increased by a factor 10 and the results were found to be unchanged.
The necessity for using pre-PID at low pT is demonstrated in Fig. 4.1 for the
MC case. Not using pre-PID simply means that each track contributes to the
templates of all species with equal weight. The agreement between generated
templates (full points) and MC true response (open points) is considerably im-
proved if pre-PID is utilised. The impact is largest for protons, since their dE/dx
is very different from that of other species for pT = 0.6GeV/c, which is the mo-
mentum bin shown in the figure. The improvement of the fit quality can directly
be read off from the lower panels.
It is remarkable that the proton templates in Fig. 4.1a exhibit a very different
shape than the measured dE/dx distribution. Comparing with Fig. 4.1b, the
proton templates are obviously biased towards lower values due to the contribu-
tion from non-protons. The origin of this bias is due to the energy loss of the




























































Figure 4.2.: Correlation between transverse momentum, pT, and the momentum at
the TPC inner wall, pTPC, for a) pions and b) protons in MC. The MC label was
used to determine the particle species. The colour code shows the number of accepted
tracks within |η| < 0.9.
have a much higher dE/dx than other species. As a result, their momentum at
the TPC inner wall, pTPC, is reduced compared to the momentum at the vertex,
the latter being directly related to the transverse momentum, pT, via the polar
angle. The correlation between pTPC and pT for protons and pions is shown in
Fig. 4.2. The pion correlation is diagonal. The width of the distribution is due
to the finite momentum resolution and due to the rather broad pseudo-rapidity
range, |η| < 0.9. The peak is slightly shifted downwards in pTPC due to the small
energy loss between vertex and TPC. This energy loss is larger for protons at
low momenta and increases with decreasing momentum, leading to a bending of
the correlation in that region. As a consequence, the pTPC distribution at a fixed
low-pT bin is shifted to lower values for protons compared to pions. Taking now
the track parameters of pions to generate the proton templates leads to the usage
of too high pTPC values. Due to the steeply falling proton dE/dx as a function of
pTPC, this biases the templates to smaller dE/dx values.
In summary, pre-PID is important if species with very different dE/dx con-
tribute. It ensures that only the parameters of proper tracks are used for the
template generation for the individual species. For pT & 2GeV/c, the dE/dx of
hadrons is similar. On the one hand, pre-PID has, thus, only little or no effect.
On the other hand, pre-PID can anyway no longer distinguish individual species,
such that pre-PID essentially reduces to the priors.
4.2.1. Asymmetry of the dE/dx Response
The energy loss in the TPC follows a Landau distribution. Taking the truncated
mean of the energy losses over each pad row largely removes the tail of the distri-
bution, see discussion in Section 3.3. However, the tail is not completely removed.
Together with threshold effects in the electronics, this causes a dE/dx response
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(a) −0.1 < η < 0.0
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(b) −0.8 < η < −0.7
Figure 4.3.: Asymmetry of the dE/dx response around the minimum ionising region
in data. The red curve is a double-Gauss fit to the data points, whereas the black
curve uses the asymmetric description for the pion response. The asymmetry of the
response is visible at a) small η as well as at b) large eta. The data points are for
negative particles with pTPC = 0.45− 0.5GeV/c.
that is pretty much a Gaussian, but with some tail towards higher dE/dx as
shown in Fig. 4.3. To exclude effects on the shape from the dependence of the
mean dE/dx on βγ and η, the figure shows the dE/dx distribution of pi− in small
η intervals and a very small momentum interval. The latter interval is chosen to
be around minimum ionising, such that the mean dE/dx is flat as a function of
momentum. Note that standard track cuts have been used, but no η correction
was applied. The red curve is a double-Gaussian fit to the dE/dx distribution,
which has contributions from pions and electrons in this region. The parameters
for the electron Gaussian have been restricted to some range about the values
obtained from fitting only the electrons. Obviously, the fit does not describe the
data very well, the χ2/NDF is found to be larger than 200 (the value in the figure
is for the asymmetric shape fit). The asymmetry of the dE/dx distribution is
obvious for both small and large η.
To get a better description of the data, a new parametrisation for the dE/dx
distribution is required. The black curve shows the fit using an asymmetric shape
for the pions as will be discussed in the following. It is already visible by eye that
the black curve agrees much better with data than the red curve. Note that the
plots look qualitatively the same for other η intervals. The ansatz for the new
dE/dx parametrisation is to start with a normalised Gaussian distribution G and
convolute it with an exponential function e:
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(G⊗ e)(x;µ, σ, λ) ≡
∫ ∞
0
dτ G(x− τ ;µ, σ) e(τ ;σ, λ), (4.3)
where µ > 0 is the mean expected dE/dx , σ > 0 the expected width and λ > 0
is a parameter for the tail. Note that the convolution is restricted to [0,∞[
and therefore asymmetric because the Landau tails and threshold effects bias the
dE/dx only towards larger values.
The strength of the tail is proportional to σ/λ, such that for the relative tail
strength
stailrel ∝ σ/λ/µ ≡ σrel/λ (4.4)
with σrel ≡ σ/µ holds true. Eq. 4.4 implies that for fixed λ the tail increases
with worse relative resolution. This trend is confirmed by observations similar
to those in Fig. 4.3, where the width of the pions (parameter p5 in the figures)
is larger at mid-rapidity (Fig. 4.3a) than in forward direction (Fig. 4.3b). λ and
µ are approximately the same in both cases. Hence, the relative tail strength
is smaller in forward direction. Even with such a parametrisation, the tail in
forward direction seems to be slightly too large at the very edges. The origin of
the remaining deviation is discussed below.
Finally, the convolution is to be normalised to unity, which introduces a nor-
malisation factor σ/λ. After some steps the convolution can be written as:

















In Fig. 4.3, it is demonstrated that using Eq. 4.5 for the shape instead of a pure
Gaussian better describes the data. Moving from a Gaussian to the asymmetric
shape for pions1 reduces the χ2/NDF by a factor 10. By eye, the agreement is
much better. There are still some deviations at the edges visible because only
a single value for sigma was used in the fit, but the distribution stems from
a superposition of almost-Gaussian shapes with different widths. The diverse
widths originate from a varying number of PID clusters. For the analysis, this
feature will be taken into account by generating the expected distribution for each
track with the corresponding width.
1For electrons, a pure Gaussian fit was kept for simplicity here. Anyway, only the left part of
the electron shape is inside the histogram, on which the asymmetric shape has only little
impact. Note that the number of degrees of freedom are the same for pure Gaussian and
asymmetric shape, since the tail parameter is fixed to what was used for the analysis in pp
at
√
s = 7TeV data. This parameter is the same for all η.
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The tail parameter for each data taking period is extracted from plots similar
to Fig. 4.3 in momentum regions where the separation is sufficiently large. Unfor-
tunately, there is quite some correlation between the fit parameters. In addition,
there is not enough statistics to fit besides η slices also in bins with different
number of clusters. Hence, the fitted distribution is always a superposition of
different resolutions to some extent. As a consequence, it is not possible to get
an exact value of the tail this way, but a reasonable approximation by demanding
a good description in many η bins at the same time. Eventually, the best value
for the tail is found by fitting generated distributions with slightly different λ
values around the found approximation to data. Typical plots for this procedure
are similar to Fig. 4.1b and should be in a region where the templates for the
individual species are different. Otherwise, there might be accidentally better
agreement, but for particle fractions that are completely off.
To be able to use Eq. 4.5, it is important to realise that the mean and also
the width of the convolution are different from the (input) mean and width of
the Gaussian. The fit of the tail parameter alone is already pretty complicated
as mentioned before. Hence, it is not possible to extract the splines — and also
the η- and resolution maps — already by fitting with the asymmetric shape, but
a pure Gaussian is used. To reduce the impact of the tail, the Gaussian fits are
restricted to the region around the maximum (see discussion in Section 3.4). If
the fit results were taken unmodified for the template generation, a pure Gauss fit
of the templates with the same restriction would yield a different result. This is
because the convolution slightly shifts and distorts the shape even in the restricted
region. To get templates with high precision, it is necessary to take this residual
effect of the tail into account.
Unfortunately, it is not possible to analytically derive functions that convert
the parameters from the restricted Gaussian fit to those of the input Gaussian of
the convolution. However, the following relations turn out to hold true:
σratio ≡ σinput/σGauss,restricted = f(λ),
µshift ≡ µinput − µGauss,restricted = g(λ)σinput,
(4.6)
with f and g being some unknown functions of λ. Since λ is fixed for each
data period, the values of f and g at the corresponding λ can be determined
by generating a template for arbitrarily chosen µinput and σinput. The template
is fitted with a pure Gaussian in the same restricted region as is used for the
splines and maps. Using the relations 4.6 fixes then the function values. Once
these values are known, µinput and σinput can be calculated from µGauss,restricted and
σGauss,restricted, which get their values assigned from the splines and maps.
The improvement of the fit quality with the asymmetric shape is shown in
Fig. 4.4 in case of MC. Note that the tail parameter was tuned for data. The
asymmetric dE/dx produces templates that are closer to the MC true response
and improves the fit quality, best visible in the region ∆′ = 1.1−1.2. Similar plots
exist for data, but there it is hard to judge, since there are no MC true responses
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Figure 4.4.: Comparison of a) pure Gaussian and b) asymmetric response in MC. In
the upper panels, the dE/dx distribution for pT = 4.0− 4.5GeV/c is shown in black
together with the templates (full points), the MC true response (open points) and
the fit (grey line). The lower panels show the relative deviation of the fit from data.
that can be compared to. The relative deviation of the fit from data is improved
by a similar amount as for the MC example, but it must be kept in mind that the
fractions change if the templates are altered. Nevertheless, the observation of the
tail in data as shown in Fig. 4.3 and the similar improvement of the fit quality
in data and MC give a hint that the asymmetric dE/dx response is the better
parametrisation.
In general, the tail can be different in MC and data, so that it cannot just be
tuned for MC and then adopted for data. Since it is rather hard to judge which
tail gives the “best” result in data, a conservative systematic error estimate is
applied for the shape of the dE/dx response. The error is defined as the spread
of the results obtained with pure Gaussian response and asymmetric shape.
4.2.2. Special Templates for High dE/dx
For momenta below 0.8GeV/c (0.4GeV/c), protons (kaons) can be identified track-
by-track solely with the TPC dE/dx , since the separation to all other species is
large. Though, the steep slope of the dE/dx as a function of momentum for
kaons and protons makes the template generation difficult: if the slope of the
splines is slightly different from data, the templates will not describe the mea-
sured dE/dx accurately. There are even more problems that make the template
generation at low momenta difficult. Firstly, the resolution maps for high dE/dx
are created with protons, which have tiny efficiency at low momentum (the same
holds for kaons). The statistics might be sufficient to fit the mean dE/dx in η
slices, but is too small to fit the width of the dE/dx in η and number of PID
clusters bins. Consequently, the resolution parametrisation becomes unreliable
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for large dE/dx— the systematic error is estimated to be 50% for dE/dx > 250.
Secondly, the systematics of the η correction become larger at low momenta, as
was discussed in Section 3.5.
Pions and electrons still have templates with reasonable systematics at low
momenta because the mean dE/dx is rather flat and they do not suffer from the
huge resolution uncertainties present for high dE/dx . Yet, this does not hold for
the kaon and proton templates, which suffer from large systematic uncertainties.
Therefore, it is reasonable to replace the templates for K and p in low-pT bins just
with the measured dE/dx of tracks that are most probable K or p according to
TPC identification. The probabilities are evaluated as the number of sigmas for
TPC, nσ,TPC (see Eq. 3.23), and the species with the smallest |nσ,TPC| is chosen.
For the given η window of |η| < 0.8− 0.9, kaon and proton templates are created
with this method up to pT = 0.3GeV/c and pT = 0.45GeV/c, respectively. On the
one hand, a clean identification is possible below these thresholds. On the other
hand, the parametrisations create reliable templates above the thresholds.
Note that the systematic error of the pion and proton fractions becomes negli-
gible in the region where the special templates are used. This makes sense, since
the separation is large and the identification becomes trivial.
The effect of the special templates is shown in Fig. 4.5. The left plot uses
the standard templates. As can be seen, the standard templates deviate from
the observed shape to some extent. In the right plot, the special templates are
used for kaons and protons. Effectively, the dE/dx distributions of kaons and
protons are removed from the fit, since the templates are just the measured dE/dx
distributions of these species and their yield is also fixed to that of the special
templates. Ultimately, this means that only species without special templates are
fitted in the corresponding bin.
Note that there is a tiny overlap between kaons and electrons and it is the last
pT-bin which uses the special templates for kaons. This overlap is even smaller
(or does not exist at all) if fixed (total) momentum and small η intervals are
considered. The η dependence amounts to roughly 10% in the considered dE/dx
region, i.e. both, kaons and electrons, have 10% different mean depending on
their η. In the figure, the left tail of the kaons stems from η regions with low
dE/dx , whereas the right tail of the electrons is from η regions with high dE/dx .
Hence, it can happen that the dE/dx distributions for a broad η interval overlap,
while the species are still separated for any given η. This implies that the special
templates do not suffer from contamination. In summary, the overlap poses no
harm and is anyway negligible.
It turns out that the effect of the special templates is mainly of psychological
nature: although the shape of the generated templates deviates from the observed
dE/dx distribution, the implementation of the fit as a log likelihood fit — which
will be described in detail in Section 4.3.1 — guarantees that the total yield is
correct and yields more or less the correct particle fraction. For data, the relative
change of the proton fractions when using special instead of standard templates
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(b) Special templates for K and p
Figure 4.5.: Demonstration of special dE/dx templates: in a), the default templates
for all species have been used, whereas in b), special templates are used for kaons
and protons. The plots are for data and show tracks with ptrackT = 0.25− 0.30GeV/c
in jets with pjetT = 5− 10GeV/c.
is smaller than 3% — note that the fractions are at the per mille level in the low-
pT region; once the fractions reach about 1%, the relative difference drops below
1%. For kaons, the relative change is even below 5h. Similar numbers hold
true for MC, but a direct comparison to data is not possible, since the dE/dx
parametrisations are significantly different. The dE/dx crossing points as well as
the thresholds where the distributions start to overlap are different for MC. The
thresholds stated above are those for data.
Although the effect of the special templates is small, their results look much
more trustworthy than relying solely on the log likelihood fit with templates that
have an imperfect shape.
4.2.3. Handling of Light Nuclei
Besides pions, kaons, protons, electrons and muons, there are also light nuclei like
deuterons. They only contribute a tiny fraction to the particle yields (per mille
level and below). Nevertheless, they contribute to the templates with completely
different input parameters. Therefore, there is a special treatment for them in
this analysis. Firstly, light nuclei can easily be rejected up to about 1GeV/c, since
they are well separated from all other species in dE/dx (cf. Fig. 3.1). Secondly, if
no clean rejection is possible they should contribute to the template of the species
which is closest in dE/dx .





σ,TPC|, |neσ,TPC|} > 15, p ≥ 0.3GeV/c
min{|npσ,TPC|, |neσ,TPC|} > 10, otherwise
, (4.7)
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i.e. all particles with much higher dE/dx than those of protons and electrons are
removed.
As visible from Fig. 3.1, the dE/dx of light nuclei becomes similar to that of
other species once it drops below the electron dE/dx . In this case, the contamina-
tion of the templates is not dangerous anymore due to similar input parameters.
The only remaining region is where the dE/dx is not too far away from that of
other species, such that the track cannot be rejected safely by Eq. 4.7, but it is
still significantly larger than for the other species. For such cases, the track is
kept, but the signal only contributes to the species which is closest in dE/dx .
This means that the pre-PID weight of a track is set to 100% for the species
with the highest dE/dx (excluding light nuclei, i.e. it is set to either electrons or
protons) in the following cases:
• the most probable PID (including light nuclei) is a light nucleus and
dE/dx > dE/dx eexpected + 5σ
e
expected,
• dE/dx > dE/dx speciesexpected + 5σ
species
expected for both species = e and p.
Both conditions are rather similar, but are used in order not to depend too much
on the splines for the light nuclei, which are not as accurate as those for the other
species.
The impact of the treatment of special nuclei is illustrated in Fig. 4.6. Clearly,
the peaks from the light nuclei are removed by the cuts and the (logarithmic) plots
with the fits look much more convincing. The change of the templates is negligible
in this figure.
p = dE/dx / <dE/dx>p'∆



















p = dE/dx / <dE/dx>p'∆
















(a) No special treatment
p = dE/dx / <dE/dx>p'∆



















p = dE/dx / <dE/dx>p'∆

















Figure 4.6.: Demonstration of the special treatment of light nuclei: in a), no special
treatment is applied to light nuclei, whereas in b), light nuclei are rejected if safely
possible and remainders contribute differently to the templates. The plots are for
data and show tracks with ptrackT = 0.7− 0.8GeV/c.
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To sum up, the whole procedure guarantees that the input parameters of the
remaining contribution of light nuclei to the templates is similar to that of the
corresponding species and that most of the light nuclei are rejected completely.
4.3. Fitting Procedure
The fitting procedure is carried out individually in each pT bin. The fit extracts
the particle fractions of the species under consideration, which can be converted
to particle yields via the total number of observed tracks in that bin. Pions,
kaons, protons, electrons and muons are by far the most abundant species. There
are also light nuclei (like deuterons and alpha particles). It was described in the
last section that they can be largely removed from the sample. Their remaining
yield fraction is negligible and can be ignored. The dE/dx resolution of the TPC
is about 5% [73], which allows to separate these species from momenta as low
as 0.15GeV/c to above 20GeV/c. For higher momenta, the dE/dx of all species
starts saturating at the plateau, such that the separation decreases and vanishes
at some point (cf. Section 3.8).
One of the strengths of the Multi-Template Fit is the freedom to generate the
templates and extract the fractions also in bins of other observables. For the jet
analysis in this work, the following observables are interesting:












Note that only charged particles are considered in this work. Especially, the jet
reconstruction only uses charged jets, no neutral particles. The index “charged”
will be dropped in the following. The principle of the fitting is the same for pT,
z and ξ. This section will focus on the pT case and mention z and ξ only if there
are exceptions.
Basically, the fit can be performed in the two-dimensional (p, dE/dx) space,
cf. Fig. 3.1. Since the physical results are invariant in pT instead of p, the first
dimension is changed accordingly. It is also convenient to switch from dE/dx to
∆′s (see Eq. 3.9) because for given species s, this observable has no distortions
of the shape due to the dE/dx slope as a function of momentum, η dependence,
etc. — yet, these distortions are still present for any other species. In addition,
the dE/dx resolution approximately scales with dE/dx . For ∆′, this dE/dx
dependence is divided out. In summary, ∆′ turns out to be easier to interpret
and is therefore used as the second dimension of the fit.
For a given pT (bin), the data points are the number of observed tracks in the
∆′ bins. These points are fitted with the sum of counts of the generated templates
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for each species in the corresponding bin:
vi(pT; ~A(pT), Ntot(pT)) ≡
∑
s
f si (pT) As(pT) Ntot(pT), (4.10)
where the sum extends over all species. Ntot is the total number of observed
counts, f si is the fraction of counts for the template of species s in the i-th ∆′ bin
and As is the particle fraction of species s, summarised in the vector ~A, in which
each component corresponds to one species. The species templates in each pT bin
are normalised to the total number of generated responses for this species, such
that: ∑
i
f si (pT) = 1, ∀s, ∀pT, (4.11)
where the sum is over all ∆′ bins. This means that vi gives the predicted counts
from the model for the i-th ∆′ bin. Assuming the number of ∆′ bins to be N for
a given pT, the vi can be considered as the N components of a vector ~v. Likewise,
the observed counts ni(pT) in the i-th ∆′ bin can be written as a vector ~n(pT).
4.3.1. Implementation of a Binned Maximum Likelihood
Fit
The Multi-Template Fit uses the binned maximum likelihood estimation method
[109]. The Minuit tool [110] — implemented in the TMinuit package of the
ROOT software [85] — is used for maximisation (minimisation) of the (negative)
log likelihood and the (statistical) error estimation.
In the following, a single pT bin will be considered for simplicity, i.e. the
dependence on pT will be dropped. Also, ~v = ~v( ~A,Ntot) is understood and i will
denote the index of the ∆′ bin. Assuming a Poisson probability density function












P(ni; vi) gives the probability to observe ni counts if the expectation is vi and
LP (~v;~n) is the likelihood that the observation ~n is described by the model pre-
diction ~v. The maximum likelihood estimate of ~v maximises LP . It is convenient
to consider the likelihood ratio Rλ to get rid of the factorials:









Minimising the negative logarithm of Rλ is equivalent to maximising Rλ because
the logarithmic function is continuous and monotonously increasing. This sug-
gests the following definition of the statistical negative log likelihood function2:
lstat ≡ −ln Rλ = −ln LP (~v;~n) + ln LP (~n;~n). (4.14)




The minimisation process is carried out by TMinuit with respect to ~v, the
data ~n is fixed. The minimum of lstat then maximises LP , since lnLP (~n;~n) is a
constant, which does not affect the minimisation/maximisation. It can be shown
(see [109] and references therein) that Eq. 4.14 asymptotically obeys a chi-square
distribution (up to a factor 2 absorbed into the error definition of Minuit). This
allows to better judge the goodness of the fit and motivates its definition a pos-









A benefit of using a binned log likelihood fit together with the proper template
normalisation (Eq. 4.11) is that it ensures that the fractions sum up to unity
within statistical error: ∑
s
As(pT) = 1, ∀pT, (4.16)
where the sum extends over all species. For bins with very small statistics, there
might be a small deviation from unity of up to a few per cent. To guaran-
tee the exact equality of Eq. 4.16, the fractions of each pT bin are scaled with
1/∑sAs(pT).
4.3.2. Simultaneous Fitting of Individual ∆′species
As discussed before, it is convenient to use ∆′species as defined in Eq. 3.9 for the
fitting. Fig. 4.7 compares fits for different choices of the reference species r of ∆′r
in data around pT ≈ 3GeV/c, where the dE/dx of all species is rather similar.
As can be seen, the shapes get squeezed or stretched depending on the reference
species. Overall, the fit quality looks similar, especially, the trends of the devi-
ations between fit and data are the same. A glance back to Fig. 4.6a shows an
extreme case in the sense of very different dE/dx . In that case, the protons, which
are the reference species, have still a Gaussian-like shape, whereas the shapes of
all other species are completely distorted.
All in all, the ∆′ observable allows for an easy interpretation and a close-
to-Gaussian shape for one reference species. There is no superior choice of the
reference species. Nevertheless, the binning of the ∆′ might influence the fitting.
To smooth out such effects, a simultaneous fit is used: for each pT bin, the same
data, but with the binning for 4 different reference species (pi, K, p, e), is fitted
simultaneously, i.e. there is only one negative log likelihood. For instance, this
means for Fig. 4.7 that all 4 histograms with the data points are fitted in one
step with their individual set of templates, but the fit parameters — the particle
fractions — are the same for all histograms.
The effect of the simultaneous fitting is depicted in Fig. 4.8 for the kaon
fractions in data. The fits using only one reference species (coloured points)
have strongly fluctuating fractions in the dE/dx crossing regions. The spread
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Figure 4.7.: Comparison of template fits to data for different ∆′species for the horizontal
axis. In the upper panel of each plot, the dE/dx distribution for pT = 3.0−3.2GeV/c
is shown in black together with the templates (full points) and the fit (grey line).
The lower panels show the relative deviation of the fit from data.
between the results for the different reference species is much larger than the
statistical uncertainty. This is exactly what is expected, since the fit can converge
accidentally to a local minimum there and the binning changes this minimum.
In addition, the estimated errors have some arbitrariness for the individual fits.
Looking at the black data points, which are for the simultaneous fit, it is visible
that the fluctuations are reduced. Obviously, the use of different binnings is
capable of removing part of the bias in the crossing regions by eliminating local
minima. The regularisation that will be discussed in Section 4.3.3 will significantly
reduce such fluctuations and biases additionally.
The statistical errors of the fit are provided by TMinuit as the covariance
matrix [111]. It is the inverse of the Hessian matrix, which is the second derivative
matrix of the parameters, at the point of convergence. The simultaneous fit




























Figure 4.8.: Comparison of kaon fractions with (black points) and without (coloured
points) simultaneous fitting for data. The simultaneous fit reduces the fluctuations
due to binning effects in the crossing regions. Note that the special templates have
been used below 0.3GeV/c.
of considered reference species), since the information is the same and just the
binning is different. To recover the “real” statistical error, the covariance matrix
elements are multiplied by 4, which scales the parameter errors by a factor
√
4 = 2.
It has been checked by comparing the simultaneous fit to that with only one
∆′species that this error scaling works properly — see Fig. 4.8, where this procedure
is already applied for the simultaneous fit. In particular, the results (mean and
error) agree within statistical uncertainties at high pT, where all species have a
similar dE/dx and binning effects are, thus, expected to be small.
4.3.3. Regularisation
The dE/dx of two species becomes equal in crossing points where their Bethe-
Bloch curves cross each other, see Fig. 3.1. Exactly at these points, the separation
between those species is zero and the negative log likelihood of the MTF has no
unique minimum. In such cases, the yield is shared more or less arbitrarily be-
tween the involved species (cf. discussion in Section 4.3.2). Due to the finite
momentum bin width, there is some small separation left, which reduces the ef-
fect to some extent. In addition, bins in transverse instead of total momentum are
considered and the rather broad interval |η| < 0.8−0.9 smears the momenta con-
tributing to a single bin. For the jet analysis, where bins in z or ξ are considered,
this smearing is even larger.
Eventually, there are bins close to the dE/dx crossing points which have small,
but non-vanishing separation for two species. This leads to fluctuating particle
fractions in neighbouring bins, which are not physical. To reduce the fluctua-
tions, a regularisation is introduced that is based on the method described in
[112]. The particle fractions are assumed to change smoothly as a function of
Log(pT) (or, in case of jets, as a function of z and ξ, respectively). The idea is
to correlate the particle fractions of neighbouring bins. For each bin, a penalty
term is added, which compares the currently fitted fraction with the interpolated
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fraction from the nearest neighbours on both sides. If the difference is larger than
the estimated statistical error of this bin, the penalty term becomes large. The
likelihood function becomes:














with the following definitions:
• The sum for lreg extends over all species s and all obs bins j, where obs can
either be pT, z or ξ.
• Nrefs = 4 is the number of reference species for the simultaneous fitting.
This factor is necessary to get the proper weight of lreg with respect to lstat:
lstat contains the contributions from all reference species for each obs bin,
but there is only one common fraction As in every bin. This means the
statistics of lstat increases by a factor Nrefs, which must also be included in
lreg.
• A˜s(obsj) is the interpolation for As at obsj from the two neighbouring values,
As(obsj−1) and As(obsj+1), which uses Neville’s algorithm [113].
• The statistical weight wj of the j-th obs bin is usually set to Ntot(obsj)
(exceptions are discussed below).
• δs is the estimated statistical uncertainty of As in the corresponding bin.
It is defined as the square root of the mean of the current As and the
interpolated value, divided by the statistical weight of this bin. With this
definition, the regularisation term has a chi-square form. The factor 1/2 in
Eq. 4.18 takes into account the error definition of TMinuit, i.e. it ensures
that the asymptotic behaviour is the same as for lstat.
The definition of ltot correlates all obs bins, such that the particle fractions
in all bins are extracted in one fitting step. Note that only the next neighbours
are used for the interpolation A˜s, which makes the regularisation to have a local
effect.
The impact of the regularisation is shown in Fig. 4.9 for the MC case. Without
regularisation, the kaon and proton fractions fluctuate around pT = 2GeV/c. The
same is true for the pion and kaon fractions at pT ≈ 1GeV/c. It is also visible that
the fluctuations above pT = 10GeV/c are reduced. Obviously, the regularisation























































Figure 4.9.: Effect of the regularisation demonstrated for MC. The full points of the
fit should be compared with the open points from the MC truth. Note that no
regularisation is applied to the MC truth.
In particular, there is no bias introduced by the regularisation. Note that the
regularisation reduces the statistical errors, which is best visible at high pT. The
reason is that the statistics of neighbouring bins is correlated.
It is remarkable to see that there is no visible bias in the crossing regions of
electrons with kaons and protons at about pT = 0.5 and 1GeV/c, respectively.
This can be understood from Fig. 4.10, where the crossing of electrons and kaons
is compared to that of kaons and protons. The former is rather steep, i.e. the
dE/dx curves of the two species have very different slopes in the crossing point,
whereas the latter is relatively flat. The analysis is done in bins of transverse
momentum, not (total) momentum, and the bins have some finite width. Since
the Bethe-Bloch curves depend on βγ and, thus, for a given species on the total
momentum, the dE/dx distribution and the templates are smeared in a pT bin.
In case of a steep crossing, this leads to completely different template shapes for
the corresponding two species — compare green and magenta points in Fig. 4.10a.
In contrast, for a flat crossing, the templates are rather similar — compare green
and blue points in Fig. 4.10b. The more different the templates are, the better
the fit can distinguish between the species and the smaller the bias in the crossing
region becomes.
The regularisation typically removes the bias from the individual fits almost
completely for “not too flat” dE/dx crossings. This is the case for pions and
kaons around pT = 0.9GeV/c. However, for broad crossings like that of kaons and
protons at pT = 2− 3GeV/c, many bins are biased and the regularisation cannot
completely recover the truth. This is by construction, since the regularisation is
done locally.
The same conclusions apply to the results for data shown in Fig. 4.11. Note
that in this case, the muons are ignored in the fit, i.e. muons are included in the
pion fraction, which needs to be corrected at a later stage.
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(a) e-K crossing region, pT 0.4− 0.45GeV/c
p = dE/dx / <dE/dx>p'∆
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(b) K-p crossing region, pT 2.4− 2.6GeV/c
Figure 4.10.: Comparison of templates in the a) e-K and b) K-p crossing regions for
MC. The full points are the generated templates, the open points indicate the dE/dx
distribution of the MC truth. The crossing of e and K is steep and the templates
are correspondingly very different, whereas the K and p templates look similar for
the flat K-p crossing. Note the different ∆′species on the abscissa. Also note that
the deviations from zero in the lower panels are restricted to the edges of the pion
distribution (a) and of the kaon and proton distributions (b), respectively. Their















































Figure 4.11.: Comparison of raw fractions with and without regularisation as in
Fig. 4.9, but for data.
As will be discussed in Chapter 5, the efficiency of kaons and protons drasti-
cally changes for pT . 0.3GeV/c. This results in a rapid rise of the raw fractions,
although the physical fractions are smooth. In such cases, the regularisation would
bias the results because it by construction forces a smooth shape. Hence, the reg-
ularisation is switched off for kaons and protons for pT below 0.3 and 0.45GeV/c,
respectively. This is done by setting the corresponding terms in Eq. 4.18 to zero.
The regularisation for other species is still used, since there is no such rapid change
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of the efficiency. Note that the regularisation can be safely switched off for kaons
and protons, since they are well separated from other species, such that there is
no danger of misidentification.
In case of fitting versus z (ξ), the threshold below (above) which regularisation
is switched off is calculated from the pT threshold by taking the lower limit of the
considered pjetT range as an effective p
jet
T in Eqs. 4.8 and 4.9. This ensures that all
contributing pT bins are in the safe region with stable efficiency.
There is one peculiarity for the fitting versus z. Although the pion efficiency
is smooth as a function of pT, it has a jump in the first two z bins (cf. Fig. 5.1).
This can be understood, since changing the efficiency from a function of pT to one
of z basically shifts the curve to the left. Almost all pT bins with low efficiency
end up in the very first z bin. Higher z bins only get contributions from pT bins
with rather similar efficiency. This causes a jump and introduces the necessity to
switch off the regularisation for pions in the first two z bins in addition to that
for kaons and protons. Since the by far more abundant pions directly influence
the other particle fractions, the regularisation is switched off for all species (i.e.
also for electrons) in these bins. Note that this is not an issue for ξ, since it has
by definition much finer binning for low pT.
4.3.4. Handling of Leptons
Although electrons are well separated from hadrons starting from pT ≈ 2GeV/c
up to rather high momenta like 20GeV/c, it is not possible to reliably fit their
fractions above some momentum threshold. The reason is rapidly decreasing
statistics together with a small raw electron fraction of about 1%. Typically,
there are too few electron counts in pT bins beyond 10GeV/c for a meaningful
fit. According to MC simulations, the raw electron fraction rises approximately
linearly between pT = 3 and 10GeV/c and then stays constant. Qualitatively, the
same behaviour is observed in data if the electron fraction is floating for the fit.
To avoid strong, non-physical fluctuations of the fractions, the electron fraction is
kept fixed for pT > 10GeV/c. The fraction is fitted in the range pT = 3−10GeV/c
with a polynomial of degree 1 and fixed to the value of the fit at the upper edge
of the fit range. The uncertainties of the fit are propagated as the statistical error
for the fixed electron fraction.
Note that pions and muons cannot be clearly separated via the TPC dE/dx
(or via the time of flight) due to the very similar masses. As discussed in Sec-
tion 3.4.3, it is not possible to extract dedicated splines for muons, such that only
approximate splines are available. Besides the systematic uncertainties of these
splines, it is not possible to reliably disentangle the muon and pion yields because
their templates look almost identical, even at low transverse momenta. The raw
muon fraction is typically below 1% for the cuts used in this work. At very low
transverse momentum it might go up to several per cent. Fitting both muons
and pions would lead to huge fluctuations of their fractions, much larger then the
79
4. The TPC Multi-Template Fit
actual muon fraction. As a consequence, the fit uses only the pion templates and
extracts the “pion plus muon” yield. The muon contamination is corrected at a
later stage via MC-based correction factors in each (transverse) momentum bin
(cf. Section 5.1.3).
In summary, the MTF has a rather limited precision for the lepton yields.
One of the main goals of this thesis is to study the fragmentation of jets. On
the one hand, leptons are irrelevant in this respect. On the other hand, any
new physics results from lepton spectra would require a very high precision that
cannot be achieved with this analysis (and is beyond its scope). Consequently,
leptons can be considered as contamination of hadrons in this thesis. To correct
for this contamination, the precision for the lepton yields is sufficiently high in
this work, since the overall lepton (raw) fraction is typically around 1%.
4.4. MC Blind Test
To prove the fit principle, the procedure is applied to MC. The MC information
about the particle type is not used for the fit, i.e. the fit is “blind” as in data. The
TPC dE/dx parametrisations created in the frame of this work are the official
ones for ALICE. The decision of the collaboration for MC was to use the MC
information to extract the parametrisations — which are anyway very different
for MC. Therefore, the MC test as a whole is rather a “semi-blind test”, since it
uses the MC information to extract the splines and maps. The blind test is carried
out on the pp minimum bias MC production (LHC10f6a), see Appendix B.1 for
details.
In Fig. 4.12, the splines extracted with the MC information are compared
to those extracted as in data, i.e. from V0’s and other clean detector samples
(TPC, TPC+TOF) without using any MC information. As can be seen, the
splines typically agree within ±2h. In the region where the dE/dx relativistic
rise approaches the plateau (pions with p > 20GeV/c), the deviation is about
1.3%. This is mainly due to the lack of data points in this region, if V0’s are
used, whereas there is much higher statistics and, thus, better constraint from
(MC identified) pions. This is visible if Figs. 3.2b — this figure is for data, but
the gap size is similar for MC — and 3.2c are compared.
The systematic uncertainty of the splines has been discussed in Section 3.4.5.
It turns out that the difference of the splines, when using or not using the MC
information for the extraction, is covered by the estimated uncertainty. For the
MC “semi-blind test” in the following, the splines extracted with MC information
will be used.
The raw fractions — i.e. no correction is applied — in jets obtained via this
way are compared to the MC true fractions in Figs. 4.13, 4.14 and 4.15 for pions,
kaons and protons, respectively. The fractions from the MC truth are obtained by
counting the tracks in the corresponding bins and assigning the species according
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Figure 4.12.: The splines extracted with (MC ID) and without (no MC ID) MC
information are compared. Their ratio is shown as a function of momentum for the
individual species. no MC ID indicates that the splines were extracted as in data
from V0’s and other clean detector samples (TPC, TPC+TOF). For MC ID, primary
particles which are “identified” via the particle level truth have been used.
to the MC label. The figure also shows the systematic errors of the fitted fractions,
which are obtained by assuming the same variations of the template shapes as in
data — this will be discussed in Section 6.3. Due to the difference of the mean
dE/dx shape in MC and data, the thresholds for the special templates would
be completely different, since the crossings and regions with clean separation are
shifted. So, it makes no sense to use the special templates in MC and they are
not used for the semi-blind test.
The MC truth is reproduced by the fit typically within ±2% for pions and
±10% for kaons and protons. Larger deviations in the highest pjetT bin are mostly
covered by the error bars. Similar plots for the inclusive case and for the fit
versus z and ξ can be found in Appendix D, which demonstrates that the fitting
procedure performs similarly well as a function of pT, z and ξ. It is also pre-
sented there that the fit reproduces the electron fraction of the MC truth within
uncertainties.
For an infinitely fine binning in pjetT , pT, z and ξ, the information content of
a fit versus the latter three would be the same. In particular, z and ξ are very
similar, the latter being some kind of zoom into the low-z region. For clarity and
in order not to increase the number of plots by about 50%, the results presented
in this thesis will focus on the fitting as a function of pT and z. Nevertheless, it
will be mentioned in the following how the ξ case is handled for completeness.
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Figure 4.13.: MC blind test for pions fitted versus pT. The raw fractions from fitting
the MC output (black) are compared to the MC truth (red). The plots show (from
upper left to lower right): pjetT = 5− 10, 10− 15, 15− 20 and 20− 30GeV/c.
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Figure 4.14.: MC blind test for kaons fitted versus pT. The raw fractions from fitting
the MC output (black) are compared to the MC truth (red). The plots show (from
upper left to lower right): pjetT = 5− 10, 10− 15, 15− 20 and 20− 30GeV/c.
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Figure 4.15.: MC blind test for protons fitted versus pT. The raw fractions from
fitting the MC output (black) are compared to the MC truth (red). The plots show
(from upper left to lower right): pjetT = 5− 10, 10− 15, 15− 20 and 20− 30GeV/c.
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The charged particle spectra extracted with the Multi-Template Fit (MTF) need
to be corrected for detector effects and secondary particle contamination. An MC
correction procedure was developed for unidentified charged particles [34], includ-
ing the machinery to estimate the systematic error. An overview on this method is
included in this chapter. For this work, the method has been extended to extract
the correction factors and estimate their systematic uncertainties for each particle
species and different charges individually. The estimation of the systematic un-
certainty of the secondary particle contamination has been changed significantly
with respect to the unidentified version. Also, a correction for the muon contam-
ination for the pions have been developed and the so-called “GEANT-FLUKA
correction” has been added.
Detector effects like tracking efficiency, acceptance and pT resolution as well
as the contamination by secondary particles are estimated by generating events
with PYTHIA [87] (tune Perugia-0 [114]) and transporting the particles through
a full detector simulation with GEANT3 [89]. The MC particle ID is used to
extract the corrections for each species and each charge separately.
The jet case will be considered first, followed by the inclusive case. The reason
is that the inclusive case can be interpreted as a special case of the jets, where
each event consists of nothing but one “jet” that is always reconstructed and the
bin pjetT ≥ 0 is considered. Many of the formulas presented in the next sections
are valid for both inclusive and jets. Hence, they will be defined and discussed
for both cases in the next section.
5.1. MC Corrections for the Jet Analysis
In case of jets, the impact of detector effects and secondaries on the track spec-
tra additionally influences the charged jet reconstruction. The pT smearing due
to finite momentum resolution and tracking inefficiencies can change the recon-
structed jet momentum. In particular, if high-z fragments get lost due to tracking
inefficiency this can lead to bin migration for the reconstructed jet momentum.
To have sufficient statistics for the jet samples, events are generated in 4 parton
pT hard bins with 5 − 11, 11 − 21, 21 − 36 and 36 − 57GeV/c. These bins are
merged using the cross-section of each bin as weight. A new MC production,
labelled LHC14b6, has been used for this purpose. Every pT hard bin comprises
at least 4 million generated jets. The corresponding run list can be found in
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Appendix B.1. The jet reconstruction uses the anti-kT algorithm. The correction
factors are extracted for the modified hybrid track cuts (cf. Section 6.1 and
Appendix C.3) with an additional cut on at least 60 PID clusters. The details of
the cuts do not matter for the following discussion of the technique.
5.1.1. Efficiency, Acceptance and pT Resolution
To correct for detector effects, the reconstructed particle yields (detector level)
are compared to the generated yields (particle level) individually for each species.
Since the secondary contamination is corrected in a separate step, only physical
primaries are considered for both yields. The jet reconstruction is carried out
independently on detector and particle level. In particular, the scaled momentum
observables z and ξ are calculated with the pjetT of the corresponding level. The
correction is done bin-by-bin and is two-dimensional: one dimension is the pjetT ,
the other is ptrackT , z or ξ, respectively. In the following, the variable obs is one of
ptrackT , z or ξ. The correction factors corrε are just the ratio of particle and detector
level yields, which is basically the inverse of the efficiency. The pT resolution is
corrected by taking the reconstructed obsrec — with index “rec” — for the yield


























where s is the species and N recprim,s(obsrec) and N
gen
prim,s(obsgen) are the yields in the
corresponding obs bin at the detector and particle level, respectively. In case of
jets, the reconstructed spectrum in the numerator is normalised to the number of
reconstructed jets, N recJets, and the generated spectrum in the denominator accord-
ingly to the number of generated jets, NgenJets. Note that an implicit dependence
on pjetT is understood for all variables.
The pT resolution smears the efficiency curves. Since the jet reconstruction
is carried out independently on generated and reconstructed level, bin migra-
tion may occur. For instance, high-z fragments might get lost due to tracking
inefficiency, which may change the pjetT such that it ends up in a lower p
jet
T bin
(“feed-down”). The bin migration effect is clearly visible for the efficiency of jet
particles, as can be seen from Fig. 5.1. At high pT (and high z), the efficiency rises
and goes beyond unity. In that sense, the (inverse) correction factor in Eq. 5.1 is
a convolution, namely efficiency × acceptance × pT resolution.
The rising trend at low pT is a consequence of the decreasing specific energy loss
in the material (for hadrons, for electron it is rather constant) and a larger bending
radius, which both increase the probability for a sufficiently large track length for
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successful reconstruction inside the TPC. Very low-pT protons get absorbed in the
material with a high probability, which reduces the detection efficiency basically
to zero. Around pT = 0.8− 1GeV/c, a slight drop of the efficiency sets in because
the bending of the tracks becomes very small and a larger fraction of the track
clusters may end up in the dead zones between the TPC sector boundaries. This
effect saturates at higher pT and is over-compensated by the feed-down from
higher pjetT . The kaon efficiency is depleted due to weak decays. The depletion
gets smaller for higher pT due to the boost with respect to the lab frame.
Note that the correction factors (the inverse of the efficiency) for kaons and






















































(b) As a function of z
Figure 5.1.: The (inverse) efficiency × acceptance × pT resolution correction factors
for particles in jets with pjetT = 10−15GeV/c for both charges are shown as a function
of a) pT and b) z. The impact of the pT resolution is discussed in the text.
5.1.2. Secondary Contamination
Primary particles are selected via a cut on the Distance of Closest Approach
(DCA) with respect to the primary vertex. However, there are also secondary
particles that can pass this cut. They can be produced by photon conversions,
hadronic interactions with detector material and weak decays of charged pions or
of strange particles (e.g. Λ, K0S). All secondary particles from these sources are
considered as contamination of the measurement, since they have either nothing
to do with the fragmentation process or the original collision (true for photon
conversions and hadronic interactions) or stem from neutral (strange) particles,
which are not considered in this analysis of identified charged particles.
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The impact of secondary particles on the results is twofold: they contribute
to the reconstructed pjetT and to the track spectra. The first effect is already
implicitly corrected by the bin-by-bin correction discussed in Section 5.1.1, since
on the particle level only physical primaries are used for the jet reconstruction.
The secondary contamination of the track spectra is estimated from the fraction
of physical primaries in the track sample passing all cuts on the detector level.
Again, a bin-by-bin correction factor is used for each species in bins of pjetT and
obs.
A study [115] shows that PYTHIA does not reproduce the observed strangeness
production in pp collisions at
√
s = 7TeV. The measured results were obtained
with the CMS experiment from non-single-diffractive events in Minimum Bias
(MB) collisions for rapidity |y| < 2 and the ratio to various MC models can be
retrieved from the mcplots web page [116]. To correct this effect, a strangeness
scaling is utilised: the spectra of secondary particles originating from strange
mothers (K0S, K
−, Λ, Ξ0, Ξ− or associated anti-particles) are scaled by the corre-
sponding factors from the CMS measurement. The yield ratio between MC and
CMS data is depicted in Fig. 5.2. The scale factor is the inverse of the corre-
sponding ratio. The measured K0S yield is not corrected for feed-down and the
measured Λ yield not corrected for feed-down from Σ. The correction factor is
obtained consistently in this work. Note that the scale factors are obtained for
MB and it is neither clear whether the strangeness scaling is needed in case of jets,
nor whether the scale factors remain the same. Also, the rapidity range of the
CMS measurement is larger than for this analysis — though, there is no change
expected. Therefore, a large systematic error will be assigned to the strangeness
scaling as will be discussed in Section 5.3.
The secondary contamination of each species s is corrected bin-by-bin with
the primary fraction correction factor:
fprim,s(obs) ≡
N recprim,s(obs)
N recprim,s(obs) +N recsec,s(obs)
, (5.2)
where N recprim,s(obs) and N recsec,s(obs) are the number of reconstructed primary and
secondary tracks in the considered obs bin, respectively. Note that an implicit
dependence on pjetT is understood for all variables.
The primary fractions for particles in jets with pjetT = 10− 15GeV/c are shown
in Fig. 5.3. The strangeness scaling considerably changes the proton primary
fraction by several per cent at low pT. The impact decreases with rising pT and
eventually disappears around 6GeV/c. There is also some minor impact on the
pion primary fraction of up to 1 − 2% at lowest pT. The primary electrons are
dominated by secondary electrons from photon conversion. There are also many
secondary protons at low pT from weak decays and hadronic interactions. In total,
the correction factor for protons is a factor 10 different from unity for the lowest
pT bins. If the primary fractions are extracted as a function of z, the steep rise
of the protons is shifted to the left and ends up in the very first bin.
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Figure 5.2.: Yield ratio between MC and CMS measurement for different strange
particles: Λ, K0S and Ξ−. The MC yields are for PYTHIA tune Perugia-0, which is
the same tune that was used to extract the MC corrections in this work. The inverse











































(b) With strangeness scaling
Figure 5.3.: The primary fractions for tracks in jets with pjetT = 10 − 15GeV/c are
shown as a function of pT a) without and b) with strangeness scaling. The results
are for both charges.
89
5. Monte Carlo Corrections
5.1.3. Muon Contamination
Since the TPC resolution does not allow for the separation of pions and muons
(cf. Section 4.3.4), the MTF extracts the summed raw yield (piall + µall)(obs)
as a function of obs. The index “all” denotes that both primary and secondary
particles contribute. To correct for the muon contamination, the particle fraction
of each species s needs to be multiplied by the correction factor fpi−µ,s(obs). It is
defined as:
fpi−µ,s(obs) ≡




N recall,pi(obs) +N recall,µ(obs)
, (5.4)
which is a symbolical notation meaning that the correction factor is unity for all
species other than pion and has a bin-by-bin correction value for pions. Note
that the correction factor g(obs) takes into account strangeness scaling and is
extracted from the MC true pion (N recall,pi(obs)) and muon (N recall,µ(obs)) yields of the
corresponding bin. Again, an implicit dependence on pjetT is understood for all
variables.
As illustrated in Fig. 5.4, the muon contamination is below 2% at all pT and
smaller than 1.5% in most of the bins. The dominant fraction of the muons
stems from weak decays (predominantly of charged pions). The impact of the
strangeness scaling on the correction factor has negligible impact. The same






















µ + allpi / (allpi
)
all
µ + allpi / (allpi
Figure 5.4.: Correction factors for the muon contamination of the pions in jets with
pjetT = 10− 15GeV/c. The difference between the correction factors with (black dots)
and without (red open boxes) strangeness scaling is negligible.
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5.1.4. Total Correction Factors
The combination of all correction factors is shown in Fig. 5.5 for pjetT = 10 −
15GeV/c. The dependence on the jet momentum turns out to be weak. Note
that the correction factors for kaons and protons (and the corresponding to-pion
ratios) become larger than 2 for low ptrackT and are not visible in the figures. Due
to the steep fall of the efficiency, there can be a huge jump of the total correction



















































































































Figure 5.5.: Combined MC correction factors for the yields (top row) and to-pion
ratios (bottom row) in jets with pjetT = 10− 15GeV/c as a function of ptrackT (left) and
z (right).
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5.2. MC Corrections for the Inclusive Analysis
The correction factors for the inclusive case have been extracted from a MC
minimum bias production. The run list can be found in Appendix B.1. The same
physics selection and event cuts as used for the data analysis are applied to the
MC production (cf. Section 6.1), which yields about 103 million events.
There are two set of cuts with corresponding correction factors used for the
inclusive analysis. They will be discussed in detail in Section 6.1. Here, only a
brief overview is given. The first set is obtained for the modified hybrid track cuts
with some additional PID cuts and for tracks with |η| < 0.9. It will be used as a
reference for the jet analysis, which uses the same set of cuts. The second set are
the standard cuts for tracks within |η| < 0.8 and also with some additional PID
cuts. The inclusive analysis in multiplicity bins will use this set. The machinery
is the same for both cut sets. Since the overall trends of efficiency, etc. are similar,
this section will focus on the modified hybrid cuts.
5.2.1. GEANT-FLUKA Correction
It was found [117] that the GEANT3 version used as transport model for the
detector simulation overestimates the reaction cross-section in the detector mate-
rial for anti-protons and negative kaons. The transport model FLUKA [91] gives
a more accurate description. Thus, the ratio of the tracking efficiencies from






1− 0.13 · exp(−0.68 pT), s = p
min{0.973 + 0.012 pT, 1}, s = K−
1, otherwise
, (5.5)
where the particle level momentum is used for pT. The correction factors for
anti-protons and negative kaons are shown in Fig. 5.6. They are about 2.5% for
negative kaons, up to 12% for anti-protons at lowest pT and approach zero for
higher pT.
Note that the MC jet production was carried out with a newer GEANT3
version that already uses the correct cross-section. Hence, the GEANT-FLUKA
correction is only needed for results obtained from the old minimum bias MC
production.
5.2.2. Efficiency for Inclusive Particle Production
The correction factors for the inclusive case are extracted similarly to jets by
just taking all accepted particles in the event, without jet reconstruction and
without normalising the spectra to the number of jets, see Eq. 5.1. The resulting
efficiency is shown in Fig. 5.7 for both positively and negatively charged particles.
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Figure 5.6.: GEANT-FLUKA correction factors for the efficiency of anti-protons



















































Figure 5.7.: The (inverse) efficiency × acceptance × pT resolution correction factors
for inclusive particle production are shown for particles with a) positive and b)
negative charge. The GEANT-FLUKA correction is already included.
The GEANT-FLUKA correction is already applied. The charge dependence of
the proton and kaon efficiencies is mainly due to absorption in material and
isospin effects. The low and intermediate pT region is similar to the jet case. The
dropping trend due to the TPC dead zones around pT = 1GeV/c, that is also
visible for the jet case in Fig. 5.1, saturates at about 4GeV/c.
5.2.3. Secondary and Muon Contamination
The primary fractions (cf. Eq. 5.2) shown in Fig. 5.8 for the inclusive case can
be compared to those for particles in jets with pjetT = 10− 15GeV/c, illustrated in
Fig. 5.3. The overall trends are similar.
The muon contamination (see Eq. 5.3) for the inclusive case agrees within
1− 2h with the jet case, which was shown in Fig. 5.4.
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Figure 5.8.: The primary fractions for inclusive spectra are shown for both charges
and including strangeness scaling.
5.2.4. Total Correction Factors
The combination of all correction factors is shown in Fig. 5.9. As already observed
for the jet case, the correction factors for kaons and protons may become larger
than 2 for low ptrackT due to the steeply falling efficiency and are not visible. The
figure also compares the modified hybrid track cuts to the standard cuts. The
latter have larger correction factors due to a smaller efficiency. Note that the small
proton primary fraction at low pT partly balances the low efficiency, the correction
factor of which is the inverse. Therefore, the corrections are not necessarily small
if the total correction factor is close to unity.
5.2.5. MC Correction Factors for the Multiplicity
Dependent Analysis
As discussed at the beginning of the section, the multiplicity dependent analysis
uses standard ITS-TPC track cuts. These have a slightly lower efficiency than
the modified hybrid track cuts, but a larger primary fraction. The statistics in
a given multiplicity bin is rather low, such that there are considerable statistical
fluctuations and correspondingly large errors of the correction factors of each
multiplicity bin. In this section, it will be shown that the correction factors are
largely independent of multiplicity, which justifies to extract them for a single
broad multiplicity bin with high statistics and apply them to all bins.
Two different multiplicity estimators will be considered, namely the Reference
Multiplicity (RM) and the V0M multiplicity estimator. They will be described
in Section 6.5.1. Here, it is sufficient to know that RM is highly correlated with
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Figure 5.9.: Combined MC correction factors for the inclusive yields (left) and to-pion
ratios (right). The values are for a) the modified hybrid track cuts (jet analysis) and
b) the standard cuts (multiplicity analysis), respectively.
the tracks in the analysis region, whereas V0M is rather independent. This may
introduce different biases on the MC correction factors.
Note that bins with too low efficiency or too large systematic error of the
MC correction are excluded from the analysis because the correction is unreliable
in that case. This will be discussed in Section 5.5 and leads to an effective pT
cut-off around 0.35GeV/c for kaons and protons. Correspondingly, the following
comparison will restrict itself to the pT > 0.35GeV/c region.
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The bin-by-bin correction factors for efficiency, acceptance and pT resolution
are shown in Fig. 5.10 for MB and various bins of V0M multiplicity. The corre-
sponding factors for RM are shown in Fig. 5.11. Evidently, the correction factors
are the same for all classes of V0M multiplicity modulo statistical fluctuations and
in particular agree with those from MB (chosen as reference for the ratio in the
lower panel of the figure). This justifies to apply the MB correction factors, which
have the highest statistics, to all V0M multiplicity bins. However, the situation is
different for RM, where an overall 1− 2% spread between the multiplicity classes
is observed. In addition, the 1 − 3 multiplicity bin deviates by up to 6% from
other bins. For this multiplicity estimator, the bin 4−∞ (chosen as reference for
the ratio in the lower panel of the figure) is used to correct all multiplicity bins. In
particular, the chosen range for this bin removes contributions from events with
undefined reference multiplicity1.
In Figs. 5.12 and 5.13, the primary fractions are shown for MB and bins of
V0M and RM, respectively. Keeping in mind the pT cut-off, the primary fractions
of kaons and pions of different multiplicity bins agree with better than ±1%.
However, this observation holds true for protons only for pT & 0.6GeV/c. The
spread is about ±4 − 8% at pT = 0.35GeV/c. In any case, this affects only the
very first few bins of the proton spectra.
In summary, in order not to introduce large statistical fluctuations by using
individual correction factors for each multiplicity bin, the correction factors are
extracted for the bin 4 − ∞ and MB for RM and V0M, respectively, and then
applied to all other bins.
1This can happen if an event does not satisfy requirements on the vertex for the multiplicity
estimator, which are stronger than those for the analyses.
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Figure 5.10.: (Inverse) efficiency × acceptance × pT resolution correction factors for
different bins of V0M multiplicity and MB.
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Figure 5.11.: (Inverse) efficiency × acceptance × pT resolution correction factors for
different bins of reference multiplicity and MB.
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Figure 5.12.: Primary fractions for different bins of V0M multiplicity and MB.
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Figure 5.13.: Primary fractions for different bins of reference multiplicity and MB.
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5.3. Systematic Uncertainty of the MC
Correction Factors
This section discusses the estimation of the systematic uncertainties of the MC
bin-by-bin correction factors. The procedure is based on that for charged particles
[34], but is carried out for each species (and charge) individually. In addition,
the estimation for the uncertainty of the secondary contamination was changed
significantly. Note that, in contrast to [34], not only leading, but all jets are
analysed for the jet case and there is no subtraction of the underlying event.
For the inclusive analysis, the systematic uncertainties of each source can be
estimated by just assigning a reasonable error relative to the correction factor.
However, there are cases for jets that are more subtle. The tracking efficiency and
momentum resolution have a non-trivial impact on the particle spectra in jets,
since they also influence the jet reconstruction. Furthermore, the jet shape de-
pends on the event generator. To estimate the systematic uncertainties of these
sources for jets, a fast simulation is used. PYTHIA events are generated and
the charged final-state particles are extracted. Instead of a full detector simula-
tion, the efficiency and resolution are parametrised and applied track-by-track.
The anti-kT algorithm is used to reconstruct jets of the original “particle level”
and of the “detector level” (i.e. after applying efficiency parametrisations, reject-
ing/adding tracks, etc.) individually. The generated and reconstructed particle
spectra are then used to extract the correction factors. The parameters of the
fast simulation (efficiency, resolution, generator tune, etc.) are varied within their
estimated systematic uncertainties. The spread of the resulting correction factors
is then assigned as the systematic uncertainty of the bin-by-bin correction.
5.3.1. Tracking Efficiency and Momentum Resolution
According to the charged particle analysis [34], the systematic uncertainty of the
efficiency correction is 5% and the momentum resolution has an uncertainty of
20%. These estimates are adopted for this work. In the inclusive case, the uncer-
tainty of the efficiency correction factor is just set to 5%. For the corresponding
uncertainty for jets, the fast simulation will be used as explained in the following.
Furthermore, the uncertainty of the momentum resolution needs to be propagated
to the uncertainties of the bin-by-bin correction factors, which is again achieved
by the fast simulation.
In Fig. 5.14, the single track efficiencies for positive particles are shown, which
are obtained from the full simulation. A parametrisation — a piecewise multi-
polynomial fit — is fitted to each histogram to get a smooth and continuous
description, which is used for the fast simulation. The same is done for negative
particles, which yields similar plots. The single track efficiencies are the ratios
of the generated and reconstructed spectra (after all cuts) for primaries, without
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Figure 5.14.: The single track efficiencies for positive particles are shown. The black
lines are a parametrisation of the data points that allow for a smooth description.
taking into account resolution effects and without normalisation. In the fast
simulation, the inverse pT of each track is smeared with a Gaussian with width
σ = 0.002 (GeV/c)−1, which is the Kalman filter estimate for the resolution during
the tracking procedure.
The systematic errors of efficiency and resolution are conservatively estimated
via varying the tracking efficiency by ±5% and the momentum resolution by
±20%. The bin-by-bin correction factors of full and fast simulations are compared
in Fig. 5.15 for pjetT = 5−10GeV/c jets as a function of ptrackT and z. The corrections
for all charged particles, pi, K and p are shown. The cyan error bands indicate the
variation of the correction factors from the fast simulation, when the efficiency
is changed by ±5%. The overall agreement between full and fast simulations is
good. Note that it is not necessary to have perfect agreement, since the systematic
error is taken as the relative change of the correction factors for the variations in
the fast simulation. The efficiency variation leads to typically 5% uncertainty of
the correction factors at low z. The uncertainty decreases towards intermediate
z, when the correction factors get close to unity, and increase again for higher z
because pjetT bin migration effects become important.
Similarly, the effect of a variation of the resolution by ±20% is studied. The
transverse momentum spectra in jets are relatively flat. Hence, the variation of
the resolution has only small impact on the correction factors. The resulting
uncertainties are below 1% in most bins. From these jet results, the resolution
systematic uncertainty of the bin-by-bin correction factors for the inclusive case
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Figure 5.15.: Tracking efficiency systematics. The bin-by-bin correction factors as
a function of a) pT and b) z are shown for all charged particles, pi, K and p for
pjetT = 5 − 10GeV/c. The full simulation (open red points) is compared to the fast
simulation (full blue points). The cyan bands indicate variations of the toy MC
correction factors with efficiency.
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is estimated to be 2%, independent of pT. On the one hand, the corresponding
error in the jet case is typically smaller than this value in all pT and all ptrackT
bins2. On the other hand, the inclusive pT spectra are much softer than spectra
in jets and, thus, have a more critical pT dependence. The presented value tries
to take into account these competing effects.
5.3.2. Shape Dependence
The bin-by-bin correction factors rely on the correct description of the jet spec-
trum and the jet shapes, like the (longitudinal) fragmentation distributions shown
in Fig. 5.16. The systematic error of this shape dependence is estimated by com-
paring the correction factors obtained from simulations with modified fragmenta-
tion patterns:
• PYTHIA tune Perugia-0.
• PYTHIA with low-pT depletion: the leading track is kept, but the other jet
constituents are randomly discarded with a survival probability of 75%.
• PYTHIA with low-pT enhancement: the jet constituents (except for the
leading track) are artificially duplicated. The additional constituents are
then randomly discarded with a momentum dependent survival probability,
which is 75% for the lowest and 25% for the highest momentum.
For the low-pT enhancement and depletion, the jet reconstruction is re-run after
the duplication and removal of jet constituents. The duplicated particles are ro-
tated by 180 degrees in azimuth with respect to the jet axis. Note that in [34],
also other event generators like HERWIG or PYTHIA tune Perugia-2011 have
been included into the comparison. It turned out that the manual low-pT en-
hancement and depletion typically provides the most extreme variations. Hence,
the systematic error study for this analysis was restricted to these variations.
The impact on the fragmentation distributions is illustrated in Fig. 5.16 for
pjetT = 5−10GeV/c as a function of z. The comparison to the unmodified spectra is
shown for all charged particles, pi, K and p. As expected, removing (duplicating)
low-pT jet particles depletes (enhances) the fragmentation distribution at low
z. It is instructive to look at the reduction of the fragmentation distribution at
intermediate z in case of enhanced low-pT. It can be explained by the fact that the
transverse momenta of all constituents (also the duplicated ones) sum up to the
jet transverse momentum, which can introduce pjetT bin migration. The resulting
systematic uncertainty of the correction factors from this source increases with
pT (z) and typically amounts to ±5%.
2In Section 5.3.9, a detailed look will reveal that kaons and protons have larger systematic
errors from this source at very low pT. However, these bins are below a cut-off and will not
be used for the analysis. The cut-off will be discussed in Section 5.5.
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Figure 5.16.: Modified fragmentation distributions (green and violet) are compared
to the case without modifications (red). The comparison is shown for all charged
particles, pi, K and p in jets with pjetT = 5− 10GeV/c.
5.3.3. Secondary Particle Contamination
The fully corrected results of the analysis must not depend on the chosen track
cuts. Varying the track cuts (and consistently the MC correction factors) and
investigating the spread of the fully corrected results is therefore a means to es-
timate the systematic uncertainties of the MC correction factors. A cut on the
Distance of Closest Approach (DCA) provides a handle on the amount of secon-
daries that pass the track selection. The comparison of loose and tight DCA cuts
(details about these cuts can be found in Appendix C.5) is used in this section to
estimate the systematic uncertainty of the secondary correction. The change of
the DCA cut primarily alters the secondary contamination and minimises the im-
pact on other quantities like the efficiency. This is important in order to separate
the systematic uncertainties of individual error sources. It turns out that the pro-
cedure is not as straightforward as it may appear at first glance. The considered
cuts are different from what is used for the analysis in the end. Therefore, the
systematic uncertainty of the secondary correction needs to be estimated relative
to the corresponding correction factor, which can then be evaluated for any cut.
It has to be noted that the cut for which the uncertainty is obtained should be
as close as possible to what is used in the analysis in order to minimise possible
correlations of other sources with the secondary contamination.
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Mathematical Considerations
Some mathematical considerations are necessary to figure out from which observ-
ables the systematic uncertainties can be estimated and how they are related to
the cut variations. Starting point is Eq. 5.2, which is written in the following
again for convenience. For better legibility, the superscript “rec”, the additional






N ≡ Nprim +Nsec. (5.7)
From these relations, it follows:
1− fprim = Nsec
Nprim +Nsec
⇐⇒ Nprim +Nsec = Nsec1− fprim (5.8)
and
Nprim = fprim · (Nprim +Nsec) = Nsec · fprim1− fprim , (5.9)
where Eq. 5.8 has been used in the second step.
The systematic uncertainty due to the tracking efficiency has already been
estimated in Section 5.3.1 and must not enter here again. Therefore, it is assumed
in the following that the efficiency correction has already been applied and is
perfect, i.e. there is no uncertainty from that source and the error ofNprim vanishes
by definition. From Eq. 5.6, the systematic uncertainty of the primary fraction
fprim then reads:









· (1− fprim), (5.10)
where Eq. 5.8 was used in the last step. The relative uncertainty of the primary
fraction is proportional to the relative uncertainty of the secondary yield and the
actual correction (1− fprim) — bearing in mind that fprim = 1 corresponds to no
correction.
The quantities in the above equations depend on the considered track cuts.
From now on, the cuts will be denoted by a superscript. The loose and tight
DCA cuts will be indicated by l and t, respectively, whereas x will be a wild-card
for any cut. The systematic uncertainty of the secondary correction is estimated
from the ratio between the fully corrected yields from the loose and tight DCA
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cuts. The tilde indicates that the corresponding quantity is fully corrected, such
that the fully corrected (primary) yield reads:
N˜x ≡ N˜xprim + N˜xsec = Nprim + N˜xsec. (5.11)
The second equality holds true under the assumption of a perfect efficiency cor-
rection. N˜xsec is the residual secondary yield after all corrections, which can in
general also be negative in case of overcorrection. If both secondary and effi-
ciency correction were perfect and had zero systematic uncertainty, N˜xsec would
vanish and N˜x = Nprim would not depend on the cut. Hence, assuming that the
systematic uncertainty of the secondary correction dominates, N˜xsec can be used
as a measure of this uncertainty.














using Eq. 5.11 and N˜ t ≈ Nprim for N˜ tsec  Nprim. This approximation is valid, if
the systematic uncertainty of the secondary correction is rather small. The results
of this section will justify this approximation. Note that the primary yields in
the numerator drop out due to the assumption of a perfect efficiency correction
in Eq. 5.11.
These quantities need to be related to the systematic uncertainty of fxprim in
Eq. 5.10. In particular, the uncertainty of fxprim depends on the chosen track cuts
















· (1− fxprim), (5.13)
where Eq. 5.9 has been used. Since ∆N˜sec is related to the corrected (residual)
secondary yield3, the error of the secondary yield for cut x becomes ∆Nxsec =















which directly corresponds to the relative uncertainty of the secondary yield. With
Eq. 5.10, this finally yields the relative systematic uncertainty of the secondary
correction.
Estimation Procedure
For technical reasons, the following procedure is carried out using the minimum
bias MC production. The jet finding with resolution parameter R is run on
3By assumption, a perfect efficiency correction is applied to all quantities. Thus, the tilde
indicates that only the secondary correction is applied in addition.
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the default hybrid tracks sample. The tracks for the following procedure are then
selected from ideal cones with radiusR around the reconstructed jet axis (a further
discussion follows in Section 6.6) and demanded to satisfy the corresponding cut
criteria. Two sets of global tracks are considered, one with a tight and another
with a loose DCA cut. A more detailed discussion of these cuts is postponed to
Section 6.3.10. What is important here is that this pair of cuts maximises the
difference of the secondary particles, while other differences are minimal.
Individually for both cuts, the MC correction factors are obtained and used to
correct the raw particle yields extracted with the MTF. As discussed before, the
systematic uncertainty of the secondary correction is related to the loose/tight
DCA ratio of the fully corrected spectra. The latter will be denoted as l/t ratio in
the following and is shown for pions and kaons in jets with pjetT = 5− 10GeV/c in
Fig. 5.17. Note that some data points for kaons at very low pT have been removed,
since the efficiency is too low. The ratio is close to unity, which implies that the
correction procedure is pretty accurate. However, both pions and kaons show
the largest deviation from unity at high pT — a similar deviation is observed for
protons (not shown). Since the secondary contamination decreases with pT and
the effect is observed for all species, this suggests that the efficiency correction
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Figure 5.17.: Ratio loose/tight DCA for pions (left) and kaons (right) in jets with
pjetT = 5− 10GeV/c.
The efficiency bias needs to be corrected to avoid an overestimation of the
systematic uncertainty. Kaons have in good approximation zero secondary con-
tamination. It is assumed that the deviations of their l/t ratio from unity are
only due to systematic effects of the efficiency correction. To leading order, these
effects should be species independent. It is assumed further that the change of
the DCA cut does not introduce a PID bias in regions without dE/dx crossings.
An approximate solution of the above issue is then to divide the l/t ratios of
any species by that of the kaons. This procedure will be called kaon correction
in the following. The resulting l/t ratios for pions and protons after the kaon
correction are shown in Fig. 5.18. Obviously, the ratio for pions is closer to unity
at high pT than in Fig. 5.17, which is the desired outcome. Note, however, that
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Figure 5.18.: Ratio loose/tight DCA for pions (left) and protons (right) in jets with
pjetT = 5− 10GeV/c after applying the kaon correction.
the correction seems to introduce a wiggle around pT ≈ 2GeV/c. This is close to
the dE/dx crossing of kaons and protons, where systematics of the MTF signif-
icantly increase. Although the influence of the DCA cut on the PID should be
very small, this may still lead to some bias in the dE/dx crossing regions. For
that reason, the crossing regions are excluded in the further procedure. Similarly,
the high-pT region (pT > 2−3GeV/c, say) is excluded. The argument is that even
after the kaon correction there may be small biases (either from PID or still from
efficiency), which can be problematic in view of the very small correction factors
in that region.
A glance back to Eq. 5.10 reveals that the relative uncertainty of the secondary
contamination, ∆Nxsec/Nxsec, needs to be determined. According to Eq. 5.14, the
next step is, thus, to evaluate the double ratio (1− N˜ l
N˜t
)/(1−fxprim). Pictorially, the
numerator of the double ratio for protons is one minus the right panel of Fig. 5.18
and the denominator is basically one minus the blue histogram in Fig. 5.3b4. The
resulting double ratio for pjetT = 5− 10GeV/c is shown in Fig. 5.19 and discussed
in the following.
The double ratio exhibits considerable statistical fluctuations. These become
much stronger for higher pjetT . It is therefore desirable to fit a parametrisation
to the data points. Naively, a constant double ratio could be expected, since it
amounts to the relative uncertainty of the secondary contamination, which should
be rather independent of pT. However, residual efficiency effects, impacts from
pjetT bin migration and PID biases may still enter. It turns out that a linear fit as
a function of ln(pT) (black line in Fig. 5.19) describes the data reasonably well,
if the signed double ratio and not its absolute value is considered. As mentioned
before, the dE/dx crossing regions may cause PID biases and are excluded from
the fit (red points). The dashed line is just an extrapolation to get a feeling how
the double ratio could behave towards even lower pT. For the inclusive case, an
additional degree of freedom is added to the fit via allowing for a constant value
4Note that the figure is for a different pjetT . This is just to get a feeling about the values. The
actual procedure takes the correct pjetT bins, of course.
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Figure 5.19.: Double ratio for protons in jets with pjetT = 5−10GeV/c. The red points
have been excluded from the fit. See discussion in text for further details.
above a floating threshold. The difference to the jet case is most likely due to
effects from pjetT bin migration, which turn the constant efficiency bias at high pT
in the inclusive case into a pT dependent one for jets. The corresponding plots
for the inclusive case and the discussion can be found in Appendix E.1.
With so many other biases entering, it is rather difficult to estimate the rela-
tive uncertainty of the secondary contamination. Obviously, the fit describes the
blue points in the full pT range reasonably well (see Fig. 5.19). Since other effects
dominate the high-pT part (above pT = 2 − 3GeV/c), this region only enters the
fit, but will not enter the error estimate. The latter is restricted to the blue points
in the pT < 1GeV/c regime, where secondary contamination is largest. A pT inde-
pendent error estimate is obtained via taking the extreme (absolute) value from
the fit in that region — starting from the first blue point; the dashed line does
not enter. The red horizontal lines indicate the region with plus-minus the error
estimate around zero. The green dashed lines similarly show the average system-
atic error estimated from all pjetT bins (the inclusive case is treated separately).
The average uses as weight the uncertainties of the utilised extreme point of the
fit in each pjetT bin, which is evaluated via the errors of the fit parameters.
The double ratios for all pjetT bins for protons and pions are shown in Figs. 5.20
and 5.21, respectively. Comparing the weighted average (green dashed lines) with
the error estimate of each bin (red lines), it can be seen that the pjetT dependence
for protons is small. In particular, the weighted average reasonably well describes
the spread at low pT.
Pions have only small secondary contamination at the order of 1%. Therefore,
large fluctuations are observed and only for the smallest pjetT the fit is meaningful
in the sense that the uncertainty of the red lines (which is not shown) is not too
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c = 20-30 GeV/jet, ch
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Figure 5.20.: Double ratio for protons in jets. The red points have been excluded
from the fit. See discussion in the text for further details.
large. The average uncertainty (green dashed lines) is therefore driven by the
low-pjetT bins, but also reasonably well describes the spread for higher p
jet
T within
the huge error bars.
Note that the kaons cannot be fitted. First of all, they have already been
used to divide out efficiency biases, i.e. their l/t ratio is unity by construction.
Secondly, their secondary contamination is basically zero. Due to this, the actual
choice of systematic error estimate is rather irrelevant for them. Formally, the
error from the pion fits is assigned to kaons as well.
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c = 20-30 GeV/jet, ch
T
p, -pi++pi
Figure 5.21.: Double ratio for pions in jets. The red points have been excluded from
the fit. See discussion in the text for further details. Note the different ranges for
the vertical axis.
Results
Finally, having obtained ∆Nxsec/Nxsec, the relative systematic uncertainty of the
secondary correction can be calculated via Eq. 5.10. A summary plot for all
the “ingredients” is presented in Fig. 5.22 for protons and in Fig. 5.23 for pions
as a function of pT. The corresponding plots as a function of z and for the
inclusive analysis can be found in Appendix E.1. The full blue points are the
l/t ratio and the full red points indicate the secondary correction factor, which is
just the primary fraction. The open red points are the final estimated error and
should be compared to the open blue points, which correspond to the observed
error. Obviously, the former reasonably well describe the low-pT region and give
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c = 20-30 GeV/jet, ch
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Figure 5.22.: Summary plot for the systematic uncertainty estimation of the secondary
correction for protons in jets as a function of pT. The open red points show the
relative systematic uncertainty estimate and should be compared to the open blue
points, which show the relative change of spectra due to DCA cut variations.
a conservative estimate up to about 2GeV/c for the protons. The error bars for
pions are large for high pjetT , but the error estimate successfully describes the trend
within uncertainties. As can be seen, the pion primary fraction is close to unity
and the actual value of ∆Nxsec/Nxsec does not matter too much. The uncertainty
of the secondary correction is about 1% and below, which is anyway completely
dominated by other error sources.
Note that the dip for the protons around 1−2GeV/c is due to the fact that the
l/t ratio crosses unity. This does not necessarily imply that the MC description is
perfect in this region. On the one hand, it could mean that there is a pT dependent
systematic bias of the correction, which switches an under- to an overcorrection at
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c = 20-30 GeV/jet, ch
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Figure 5.23.: Summary plot for the systematic uncertainty estimation of the secondary
correction for pions in jets as a function of pT. The open red points show the relative
systematic uncertainty estimate and should be compared to the open blue points,
which show the relative change of spectra due to DCA cut variations.
this pT. On the other hand, it may be that residual efficiency biases start playing
a dominant role. In any case, the assigned systematic uncertainty conservatively
covers this region.
In conclusion, it appears justified to assume a constant relative systematic un-
certainty of the secondary contamination. The pT dependence of the secondary
correction is then propagated to its uncertainty and correctly describes the ob-
served trends (leaving apart the proton dip). In principle, the same procedure
could be carried out as a function of z (or ξ). However, the z fits are problematic,
since the dE/dx crossing regions contribute to many bins, such that basically
only 1 − 2 data points are left for the error estimate (and the fit) at low z (cor-
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responding to low pT). This makes the procedure highly sensitive to statistical
fluctuation in these bins. Hence, the fit results from pT are adopted for z (and ξ).
This is valid, since the uncertainties are anyway relative to the correction factor.
The resulting summary plots can be found in Appendix E.1. Here, it should only
be mentioned that the error estimate adequately describes the spread due to the
cut variations.
It should be emphasized at this point that the procedure does not yield rea-
sonable results, if the kaon correction is not applied. For example, the l/t ratio for
pions increases in that case at high pT, in contrast to the decreasing secondary
contamination. Eventually, this introduces strange trends in the double ratio
making a reliable uncertainty estimation impossible. A more detailed discussion
is presented in Appendix E.1.
Finally, to boil the findings of these section down to a few numbers, the relative
systematic uncertainties of the secondary contamination for the given set of track
cuts are summarised in Tab. 5.1 and hold true for all observables (pT, z, ξ). From
these values, the relative uncertainty of the secondary correction factor is obtained
via Eq. 5.10 by multiplying with one minus the correction factor (a correction
factor of unity corresponds to no correction). This means that if e.g. the relative
uncertainty from the table is 10% and fprim,s(ptrackT ) is 95% for some species s
at some ptrackT , then the correction is 5% and the resulting relative systematic
uncertainty of fprim,s(ptrackT ) amounts to 10% · 5% = 0.5%.
Table 5.1.: Relative systematic uncertainties of the secondary contamination. The
values for the modified hybrid track cuts (mod. hybrid) and the default cuts (default)
are presented.
Species Relative systematic uncertainty (%)
Inclusive (default) Inclusive (mod. hybrid) Jets (mod. hybrid)
p 15.7 10.1 16.3
pi, K 38.1 28.2 26.9
5.3.4. GEANT-FLUKA Correction
The GEANT-FLUKA correction relies on the parametrisation in Eq. 5.5, which
might slightly change for different cuts. Also, it is only an effective correction
and does not remedy the origin of the problem, namely the wrong reaction cross-
section in the detector material for anti-protons and negative kaons. To be con-
servative, the difference of the correction factors with and without this correction
is used as systematic uncertainty.
Note that the MC production for the jet case was carried out with a newer
GEANT version that already uses the corrected cross-section. Hence, this sys-
tematic uncertainty estimate only contributes in the inclusive case.
115
5. Monte Carlo Corrections
5.3.5. Strangeness Scaling
The strangeness scaling is based on MB (CMS) measurements and it is not clear
whether it can be applied to jet spectra also. In addition, the CMS results have
been obtained for a different rapidity range. As a consequence, 100% of the
difference of the correction factors with and without strangeness scaling is taken
as systematic uncertainty.
5.3.6. Muon Contamination
Finally, the correction of the muon contamination strictly relies on the MC model.
The correction is small (less than 2%) and the systematic uncertainty is set to
100% of the difference of the correction factors with and without taking into
account the muon contamination. This should cover the model dependencies
of the correction factors and still contributes only a small fraction to the total
systematic uncertainty.
5.3.7. Multiplicity Dependence
The 5% uncertainty assigned to the efficiency correction completely covers all
deviations among multiplicity bins for the reference multiplicity and no multi-
plicity dependence is observed for the V0M estimator. Therefore, no additional
systematic uncertainty is assigned with respect to the multiplicity dependence of
the efficiency.
For the secondary correction, the observations for both multiplicity estimators
are similar. Only the correction factors for protons exhibit a multiplicity depen-
dence for pT . 0.6GeV/c, with the spread rising gradually to roughly ±4− 8% at
pT = 0.35GeV/c with decreasing pT. This spread is covered by the conservatively
estimated error bars of the secondary correction (and the strangeness scaling) and
it should be noted that bins with intermediate multiplicity have approximately
equal primary fractions, i.e. a smaller spread. Therefore, no additional system-
atic uncertainty is assigned with respect to the multiplicity dependence of the
secondary correction.
5.3.8. Error Propagation to the To-Pion Ratios
Efficiency, Resolution and Shape
The systematic uncertainties of efficiency, resolution and shape are expected to
partially cancel for the to-pion ratios. The correction factor for the to-pion ratio
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The correlation between the systematic uncertainties δcorrs,ε(obs) and δcorrpi,ε(obs)
is assumed to be 100% positive. The systematic uncertainty of the to-pion ratio,
δcorrs/pi,ε(obs), is then estimated from the spread of the variations:






where the uncertainties in the numerator and the denominator are varied in the
same directions. In the above equations, an implicit dependence on pjetT is under-
stood for all variables.
Secondaries
The systematic uncertainty of the secondary correction for each species is propa-
gated to that of the to-pion ratios by assuming that the correction factors of the
two considered species are completely uncorrelated. Since the sources of the sec-
ondary particles can be different (pions from decays of neutral kaons and hadronic
interactions, protons from material and Λ decays), the systematic uncertainties
are at least partially uncorrelated. Treating them as fully uncorrelated gives a
more conservative estimate.
Other Sources
All remaining systematic uncertainty sources are treated as fully correlated. This
means the correction factors for the to-pion ratios are calculated from those of
the corresponding yields for each variation (e.g. with and without applying the
GEANT-FLUKA correction). The systematic uncertainty is then estimated from
these variations completely analogous to the estimate for the yield correction
factors.
5.3.9. Total Uncertainties
The discussion about the systematic uncertainty estimation of the MC correction
factors is summarised in Tab. 5.2. It should be emphasized that the estimates for
the inclusive and the jet case are different.
In the following figures, the individual contributions of each error source are
shown in a stacked representation, i.e. each histogram adds (linearly) one error
source to the error of all sources considered to that point. The total error is the
square root of the quadratic sum of all error sources and is shown as the black
dotted line.
The errors for the inclusive case using the modified hybrid cuts are shown in
Fig. 5.24. Likewise, Fig. 5.25 illustrates the errors for pjetT = 10− 15GeV/c for the
yields and to-pion ratios, respectively. The corresponding figures for all other pjetT
bins are collected in Appendix E.2.
117
5. Monte Carlo Corrections
Table 5.2.: Overview of the systematic uncertainty estimation of the MC correction
factors.
Error source Systematic uncertainty estimate
Inclusive Jets
Tracking efficiency 5% Vary trackingefficiency by ±5%
Momentum resolution 2% Vary momentumresolution by ±20%
Jet shape dependence – Compare to PYTHIA withof MC generator high-z enhancement/depletion
GEANT-FLUKA 100% of –correction corr. factor
Strangeness scaling 100% of difference of corr. factorswith and without strangeness scaling
Secondary particle Run full analysis with corrections for loose
contamination and tight DCA cuts
Muon contamination 100% of corr. factor
As can be seen, the errors from efficiency, resolution and shape largely cancel
for the to-pion ratios as expected5. Note that for protons in the very first ptrackT
bins, the contribution from individual error sources is zero or even the total sys-
tematic uncertainty is zero. This happens if the corresponding correction factors
are zero and the relative error is not defined. It is caused by the almost zero
efficiency in these bins, such that they have to be excluded from the analysis.
The systematic errors depend only weakly on the pjetT as a function of ptrackT
(cf. Appendix E.2). However, since the strangeness scaling is solely a function of
ptrackT , its error in bins of z does depend on the p
jet
T . Typically, the systematic error
of pions and kaons is around 5%, but increases above 10% as ptrackT approaches
pjetT and jet bin migration effects become important. For protons, the error is
10 − 20% at low ptrackT (z) due to the large uncertainty from the strangeness
scaling. Depending on pjetT , it reaches a minimum around 3 − 9GeV/c, where
the strangeness scaling is of minor importance and bin migration effects are still
marginal, and increases for higher ptrackT as for the other species.
5The cancellation is by construction in the inclusive analysis, where the same fixed errors are
assigned to each species. The observation in jets, in particular for pjetT = 5 − 10GeV/c,
where statistical fluctuations are small, corroborates this. Of course, the regions with bin
migration, i.e. ptrackT close to p
jet
T , should not be considered for this purpose.
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Figure 5.24.: Relative systematic uncertainties of the MC correction factors for the
inclusive yields (left column) and to-pion ratios (right column) as a function of ptrackT .
The rows show (from top to bottom) pi, K and p, respectively.
Due to the cancellation, the systematic uncertainties of the kaon-to-pion ratios
are typically below 5%. For the proton-to-pion ratio, they are similar to the proton
yields because the uncertainty of the strangeness scaling does not cancel. Only
above 3− 5GeV/c, they also drop below 5%.
Since the multiplicity dependent analysis uses a different set of cuts, the rela-
tive systematic uncertainties for the yields are slightly different. They are shown
in Fig. 5.26 for the MB correction factors, that are used for the V0M analysis. In
order not to just repeat what was already presented for the inclusive case of the jet
analysis, the figure shows the uncertainties separately for positively and negatively
charged particles. Especially, the errors for protons are significantly different from
those of anti-protons. The latter suffer from uncertainties of the GEANT-FLUKA
correction, whereas those originating from secondary contamination are smaller
than for protons at low pT. The relative systematic uncertainties of the to-pion
ratios are shown in Fig. 5.26 as well. As for the jet analysis, they are completely
dominated by the uncertainties of the kaons and protons.
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Figure 5.25.: Relative systematic uncertainties of the MC correction factors for pjetT =
10− 15GeV/c. The rows show (from top to bottom) pions, kaons, protons, K/pi and
p/pi, respectively, as a function of ptrackT (left column) and z (right column).
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Figure 5.26.: Relative systematic uncertainties of the MB MC correction factors in the
multiplicity analysis. The left column is for positively, the right column for negatively
charged particles. The rows show (from top to bottom): pions, kaons, protons, K/pi
and p/pi.
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The multiplicity bin used to extract the corrections for the reference multiplic-
ity yields very similar correction factors. The difference to the relative systematic
uncertainties of the MB correction is immaterial and the corresponding plots are
not shown for that reason.
5.4. MC Closure Check
The correction procedure is validated via an MC closure check using the minimum
bias MC production (see Appendix B.1 for the run list). To distinguish possible
biases originating from the fitting and the correction procedure, the corrections
are applied to the MC truth at the detector level, i.e. the “identification” is simply
the MC ID. To avoid correlations, the MC sample is split into two disjunct samples
A and B. The correction factors are extracted from sample A, whereas the raw
yields at detector level and also the MC true yields at particle level are taken
from sample B.
All corrections mentioned in this chapter are then applied to the raw yields,
except for the GEANT-FLUKA correction and the strangeness scaling. Those two
must not be applied in order to have consistency between particle and detector
level. Since the muon correction is used, the raw yield of MC identified muons is
added to the pions, which is consistent with the treatment of muons for the fits
in data.
The comparison of corrected detector level to particle level is shown in Fig. 5.27.
The ratios are consistent with unity for all species in case of inclusive and also
for jets with the yields being a function of ptrackT or z. Note that some data points
at low ptrackT may be missing for the detector level. This happens in case of no
statistics for the corrections or the raw yield.
The figure proves that in case of perfect particle identification at the detector
level, the particle level can be recovered within statistical uncertainties. The
systematic error of the correction procedure is then due to uncertainties of how
adequate the simulation describes the real world.
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(c) pjetT = 5− 10GeV/c, versus z
Figure 5.27.: MC closure check of the corrections for a) inclusive and for pjetT =
5−10GeV/c as a function of b) ptrackT and c) z. The corrected yields of the MC truth
at detector level (open dots) are compared to the MC truth at particle level (open
crosses).
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5.5. Limitations of the MC Correction Factors
In some bins, the MC correction factors are rather unreliable. This happens if the
total systematic uncertainty in such a bin becomes very large or if the efficiency
is too small — a typical example are protons at low pT, see Figs. 5.25 and 5.1. A
small efficiency implies a huge correction factor and is highly sensitive to a proper
detector simulation. Hence, bins are removed from the results if at least one of
the following conditions is fulfilled:
• MC bin-by-bin correction factor for efficiency (including acceptance and pT
resolution), CF , is too large: CF ≥ 9/4,
• relative total systematic uncertainty of MC bin-by-bin correction factor,
∆CF , is too large: ∆CF ≥ 1/3.
The chosen thresholds exhibit some degree of arbitrariness. The presented
values lead to rather stable rejection cut-offs for each species as a function of the
considered data sample (inclusive and different pjetT ). The cut-offs in pT and z
are listed in Tab. 5.3. The kaon pT cut-offs are slightly smaller for the inclusive
reference of the jet analysis than in the multiplicity analysis due to the higher
efficiency of the modified hybrid tracks.
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Table 5.3.: pT and z cut-offs due to limitations of the MC correction factors. In the
column “charge”, the value “both” means that all charged particles are considered,
whereas “all” indicates that the cut-offs hold for positive particles (“> 0”), negative
particles (“< 0”) and for “both”. The case “jets, pjetT ≥ 10GeV/c” for the data sample
indicates that the values hold for pjetT = 10− 15, 15− 20 and 20− 30GeV/c.
Species Data sample Charge pT cut-off z cut-off
(GeV/c)
pi
inclusive (jets & mult.) all 0.15 −
jets, all pjetT all 0.15 0
inclusive (jets) &
jets, pjetT = 5− 10GeV/c

both 0.35 0.05
> 0 0.3 0.05
< 0 0.35 0.05




> 0 0.35 −
< 0 0.4 −
inclusive (jets & mult.) all 0.35 −
p jets, pjetT = 5− 10GeV/c all 0.35 0.05
jets, pjetT ≥ 10GeV/c all 0.35 0
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6. Identified Particle Production
in pp Collisions in ALICE
In this chapter, results on identified particle production in pp collisions at a centre-
of-mass energy of
√
s = 7TeV are presented. Three different data samples are
analysed to determine:
• the charged particle production in jets
• and the inclusive charged particle production in bins of multiplicity, the
multiplicity being estimated at
– forward rapidity
– and mid-rapidity.
Firstly, the event and track selection is described in Section 6.1, followed by the
presentation of the raw results in Section 6.2 and a discussion of the systematic
uncertainties in Section 6.3. The inclusive minimum bias particle production and
that in multiplicity bins is evaluated in Sections 6.4 and 6.5, respectively. Finally,
the particle production in jets is discussed in Section 6.6, followed by a discussion
of all obtained results.
This work only deals with charged particles and charged jets, without infor-
mation about neutral particles. In the following, all (jet) momenta are implicitly
understood to be the charged momenta, e.g. pjetT denotes the transverse momen-
tum of a jet that was reconstructed from charged particle momenta only. The
same applies to the fragmentation variables z and ξ, defined in Eqs. 4.8 and 4.9,
respectively. As mentioned at the end of Section 4.4, the results as a function
of ξ will not be shown in this thesis, but the corresponding procedure is also
described for that case. If it turned out as beneficial, it would be easy to just run
the analysis as a function of ξ.
6.1. Event and Track Selection
The analysis is run on data from pp collision at
√
s = 7TeV recorded in 2010.
The run lists are available in Appendix B. Events fulfilling the minimum bias
trigger condition have been selected for this analysis. The minimum bias trig-
ger requires at least one hit in either the V0 forward scintillators or in the two
innermost SPD layers of the ITS, in coincidence with an LHC bunch crossing.
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The event selection is carried out by the standard ALICE physics selection which
re-evaluates the hardware trigger condition on the reconstructed data and sup-
presses beam-gas and other machine-induced background triggers by demanding
the event to coincide with an LHC bunch crossing [118]. The event sample after
trigger/physics selection has been restricted to events passing the following vertex
cuts:
• the event has a reconstructed primary vertex,
• the primary vertex of the event has at least one contributor and
• the vertex is not a TPC primary vertex.
Moreover, the position of the reconstructed vertex is demanded to be within
|z| < 10 cm along the beam axis (Zvtx cut). It can happen that multiple collisions
occur in the same LHC bunch leading to separate interaction vertices and, thus,
“overlapping” events. This situation is called pile-up. In such cases, the analysis
result can be biased. For this reason, a pile-up rejection is applied, which uses
the SPD to detect multiple interaction vertices. The resulting statistics is listed
in Tab. 6.1.
Table 6.1.: Statistics of various analysis data samples after physics selection, event
cuts and pile-up rejection.
Part of analysis Number of events (106)
V0M multiplicity 194
Reference multiplicity 216
Jets (+ inclusive reference) 216
Each part of the analysis uses an individual set of cuts as is listed in Tab. 6.2.
The splines and η-maps are created from tracks after the ITS-TPC standard track
cut 2010 selection (see Appendix C.2 for details) with an additional requirement
of at least 60 PID clusters, a restriction to the fiducial TPC acceptance |η| < 0.9
and a cut on the lower track transverse momentum pT > 0.15GeV/c. The cut
is configured to select primary particles via the Distance of Closest Approach
(DCA) — the latter is not used for tracks with V0 topology. These cuts ensure a
good PID quality. The same cuts are used for the inclusive analysis in multiplicity
bins, but with |η| < 0.8.
However, the jet reconstruction requires a flat efficiency/acceptance in az-
imuthal angle. Due to dead zones in the ITS, the standard cuts do not have a flat
efficiency. The (default) hybrid track cuts [119] have been developed for a uniform
azimuthal acceptance. They also accept tracks with no or too few ITS hits, but
constrain such tracks to the primary vertex to improve the pT resolution. In this
work, the jet analysis uses modified hybrid track cuts with the same additional
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Table 6.2.: Track cuts used in the individual parts of the analysis.
Part of analysis Track cuts η range
Extraction of PID parametrisations 
ITS-TPC |η| < 0.9
V0M multiplicity standard |η| < 0.8
Reference multiplicity tracks 2010 |η| < 0.8
Jets (+ inclusive reference) Modified hybrid tracks |η| < 0.9
cuts as mentioned in the previous paragraph. Compared to the default hybrid
tracks, they have a smaller secondary contamination. More details can be found
in Appendix C.3.
Both hybrid track cuts and standard cuts are rather similar with respect to
the TPC dE/dx quality. Moreover, secondary contamination and detector effects
are corrected for via MC, such that it is valid to use these different cuts for the
extraction of the dE/dx parametrisations and the yield extraction. A further
validation is discussed in Section 6.3.10, where it will be shown that even for ex-
tremely different PID quality cut variations, the results are still consistent within
systematic uncertainties.
6.2. Discussion of Uncorrected Results for Jets
To get a feeling about the results from the fitting without any impact from the MC
corrections, a selection of typical raw results is presented briefly in this section.
The systematic uncertainties are shown as well, but their discussion is reserved
for Section 6.3. The overall trends, as well as the fit quality are rather similar for
all parts of the analysis. Hence, this section focusses on the analysis of jets with
pjetT = 10− 15GeV/c.
6.2.1. Typical Uncorrected Results
The uncorrected particle fractions in jets with pjetT = 5− 10 and 10− 15GeV/c are
shown in Fig. 6.1. The overall trends are similar for both pjetT bins. The electrons
contribute more than 10% to the total yield for pT < 0.3GeV/c, but are mainly
secondary particles from photon conversions (cf. Fig. 5.3). The pion fraction
becomes rather flat at high pT, whereas the kaon fraction continuously increases.
Correspondingly, the proton fraction exhibits a maximum and decreases towards
higher pT. The systematic uncertainties significantly increase in regions with
dE/dx crossings. The increased error at high pT is due to the larger uncertainty
of the mean dE/dx parametrisation.
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(b) pjetT = 10− 15GeV/c
Figure 6.1.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 5− 10 (a) and 10− 15GeV/c (b) in data. The boxes show the total systematic
uncertainty.
6.2.2. Fit Quality Checks
To judge the quality of the fit, the fitted dE/dx distributions are shown in Fig. 6.2
for typical bins at low, intermediate and high pT, respectively. In addition, the
relative deviation between fit and data is presented, for which the error bars are
solely the statistical errors of the data points, i.e. the uncertainty of the fit in the
corresponding bin is not shown. The plots are for jets with pjetT = 10− 15GeV/c
as a function of ptrackT in data. The same plots with a linear vertical axis and
similar plots for templates in z are shown in Appendix F.2. As can be seen, the
templates describe the data with good precision, the relative deviation between
fit and data being typically smaller than 10%.
The particle fractions are changing significantly as a function of pT with in-
creasing pjetT , as is visible in Fig. 6.11. That the TPC Multi-Template Fit is
sensitive to these changes, is demonstrated in Fig. 6.3. It shows the fit of the
dE/dx distribution for ptrackT = 4 − 4.5GeV/c in the individual pjetT bins and the
inclusive case. The fit quality is good in all cases despite some deviations for the
tails with very low statistics, which are mainly visible for the inclusive case with
the highest statistics and, thus, the largest dE/dx range with non-empty bins.
1This observation will become even more evident in Fig. 6.34.
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(a) ptrackT = 0.4− 0.45GeV/c
pi = dE/dx / <dE/dx>pi'∆
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(b) ptrackT = 2.4− 2.6GeV/c
pi = dE/dx / <dE/dx>pi'∆
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(c) ptrackT = 4.0− 4.5GeV/c
pi = dE/dx / <dE/dx>pi'∆















pi = dE/dx / <dE/dx>pi'∆
















(d) ptrackT = 12− 13GeV/c
Figure 6.2.: Template fits to data in different ptrackT intervals for p
jet
T = 10− 15GeV/c.
The panels a) – d) show the following ptrackT ranges in GeV/c: 0.4 − 0.45, 2.4 − 2.6,
4.0 − 4.5 and 12 − 13. Note the different ranges of the abscissa and its logarithmic
scale in a).
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(b) pjetT = 5− 10GeV/c
pi = dE/dx / <dE/dx>pi'∆
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(c) pjetT = 10− 15GeV/c
pi = dE/dx / <dE/dx>pi'∆
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(d) pjetT = 15− 20GeV/c
pi = dE/dx / <dE/dx>pi'∆
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(e) pjetT = 20− 30GeV/c
Figure 6.3.: Comparison of the template fits for minimum bias data and jet con-
stituents. The fits are shown for ptrackT = 4− 4.5GeV/c.
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6.2.3. Comparison of Uncorrected Results to the TPC
Coherent Fit and MC
Independently of the TPC Multi-Template Fit (MTF), the TPC Coherent Fit
(TCF) was developed to extract particle fractions and yields (and, within the
same fit, also the TPC PID response parameters) in jets [112, 120]. At the time
of writing this thesis, the TCF analysis has only been run on default hybrid
tracks and the minimum bias MC production (LHC10f6a) was used for correction
[121]. To directly compare the uncorrected particle fractions obtained with the
two methods, the same data sets and cuts — namely the default hybrid cuts —
are used in the following. To illustrate the discriminating power with respect to
MC simulations, the MC prediction of PYTHIA Perugia-0 propagated through a
full detector simulation with GEANT will also be shown. The MC fractions are
determined by counting MC labels, i.e. no fitting is used.
In Figs. 6.4, 6.5 and 6.6, the uncorrected particle fractions of pions, kaons and
protons, respectively, are shown as a function of pT. The corresponding plots as a
function of z can be found in Appendix H.1, for which similar observations hold.
In all cases, good agreement within uncertainties is observed for both methods2.
This comparison confirms the obtained particle fractions: two independent meth-
ods with different systematic uncertainty estimations yield consistent results.
The shape in MC is very different from that observed in data for the lowest
pjetT bin and the situation is similar for the inclusive particle production. The
discrepancy can reach up to 20 − 30%. For higher pjetT , the agreement gradually
becomes better and is typically within 10− 20%. However, this does not hold for
protons. Their agreement gets better from pjetT = 5 − 10 to 10 − 15GeV/c, but
seems to get worse again for pjetT = 15− 20GeV/c.
2Note that there are no uncorrected results from the TCF available for the inclusive case with
this set of cuts. Furthermore, the TCF has not been run for pjetT = 20− 30GeV/c yet.
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Figure 6.4.: Comparison of uncorrected pion fractions as a function of pT to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
Note that there are no results from the TPC Coherent Fit for the inclusive case.
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Figure 6.5.: Comparison of uncorrected kaon fractions as a function of pT to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
Note that there are no results from the TPC Coherent Fit for the inclusive case.
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Figure 6.6.: Comparison of uncorrected proton fractions as a function of pT to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
Note that there are no results from the TPC Coherent Fit for the inclusive case.
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6.3. Estimation of Systematic Uncertainties
The systematic uncertainties of the MC corrections have already been evaluated
in Section 5.3. This section discusses the systematic uncertainties arising from
the fitting procedure, as well as those from the pile-up rejection. The latter
corresponds to an uncertainty of the normalisation and will be shown separately
in the plots with the final results. The uncertainties from the MC corrections and
the fitting procedure are independent of each other and are added in quadrature.
The shape of the templates is varied to estimate the systematic uncertainty
of the raw fractions and yields. An overview of the variations can be found in
Tab. 6.3. In cases in which there are different variation sizes below and above a
threshold, the variation is smoothly changed around this threshold via the error
function.
Table 6.3.: Variations for systematic uncertainty estimation (cf. discussion in the
text). If variations are quoted in per cent, the default values are understood to be
included. In all other cases, the default case is stated explicitly.
Template input Variations
Mean dE/dx (splines) ±0.2% for βγ . 50+1.3% and −0.6% for βγ & 50
σ(dE/dx) ±3% for dE/dx . 250
‡
±50% for dE/dx & 250
η dependence of mean dE/dx ±3% for p . 0.45GeV/c±0.5% for p & 0.45GeV/c
PID weighting
Default: Combined PID from ITS, TPC,
TOF with default priors
Flat
Shape of detector response Default: Asymmetric shape (cf. Eq. 4.5)Pure Gaussian
The systematic uncertainty of the results is extracted from the spread of the
variations. The method follows [122], the statistical errors of the variations are
fully correlated and not taken into account4, such that the systematic error be-
comes the sigma of the result distribution from the variations. The default pa-
rameters describe the data best. For this reason, the mean of the result is the
same as for the default settings and not the mean of the systematic variations.
‡The dE/dx is measured in arbitrary units throughout in this work, see, e.g., Fig. 3.1.
4Each variation is obtained from the same data set with equal statistics. Hence, the statistical
errors do not contribute to the spread of the results. In contrast, uncorrelated statistical
errors are assumed in [122], which then also need to be taken into account.
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In the following, the variations for each type of systematic error source are
discussed. For every type, the systematic error of the raw fraction is derived as
described before. The size and trending of the systematic errors are rather similar
for the inclusive and the jet case. Hence, the results for pjetT = 10− 15GeV/c are
discussed as a typical example. Finally, a variation of the track cuts is carried out
in Section 6.3.10 and will verify the estimated (total) systematic uncertainties.
6.3.1. Splines
The systematic uncertainty due to the splines is estimated by varying the splines
within their uncertainties (estimated in Section 3.4.5) and looking at the spread of
the results. For each variation, the change (scaling) of the splines is done globally
(except for the βγ threshold) for all bins and all species. A typical result is shown
in Fig. 6.7 for jets with pjetT = 10 − 15GeV/c in data. The uncertainty of the
splines has mainly an impact on the dE/dx crossing regions, where the dE/dx
shapes of two species are very similar and a small shift of the mean has a large
effect, and at high momenta, where the Bethe-Bloch parametrisation approaches
the plateau and the uncertainties are large due to a lack of data constraints. The























Figure 6.7.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10− 15GeV/c in data. The boxes show the systematic error due to the spline
uncertainties.
6.3.2. η Correction
The systematic error of the η correction is derived from the variations δ∆˜′ =
0,±0.5%(±3%) for p greater (less) than 0.45GeV/c, respectively, in Eq. 3.20 — cf.
Section 3.5.1. For each variation, the change (scaling) is done globally (except for
the momentum threshold) for all bins and all species. As depicted in Fig. 6.8, the
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impact on the extracted fractions is predominantly around the dE/dx crossing of
kaons and protons. This crossing is much flatter as a function of momentum than
for any other pair of species, such that details of the shape become important.
Similar large errors are observed for the dE/dx crossing of pions and electrons in
the very first bins. Although it is rather steep, the higher uncertainty of the η






















Figure 6.8.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10−15GeV/c in data. The boxes show the systematic error due to uncertainties
of the η correction.
6.3.3. Resolution Map
The impact of the systematic uncertainty of the resolution map on the fit results is
studied by looking at the variation between default resolution parametrisation and
scaling the resolution globally (except for the dE/dx threshold) for all bins and all
species by ±3% (±50%) for dE/dx smaller (larger) than 250 — cf. Section 3.6.1.
The large uncertainty in the high-dE/dx region has little to no impact on the
analysis, since special templates are used in that region (cf. Section 4.2.2).
In Fig. 6.9, the systematic error of the fractions due to uncertainties of the
resolution are illustrated. The systematic error is largest in the region, where the
dE/dx of all three hadrons (pi/K/p) are similar and one species is “sandwiched”
between the others. In that case, the width of the shape matters most to disen-
tangle the particle content. Obviously, the width of the shape has only a minor
impact at the dE/dx crossing of two species, which is mainly sensitive to the
mean of the shape.
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Figure 6.9.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10−15GeV/c in data. The boxes show the systematic error due to uncertainties
of the resolution.
6.3.4. Shape of the Detector Response
The templates are created with the asymmetric dE/dx response (see Eq. 4.5)
per default. This is compared to the case where a pure Gaussian is used for the
response. The shape uncertainties cause systematic errors of the fractions mainly






















Figure 6.10.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10−15GeV/c in data. The boxes show the systematic error due to uncertainties
of the shape of the dE/dx response.
6.3.5. PID Weighting
The default case uses Bayesian probabilities from ITS, TPC and TOF and default
priors for the weighting of the template generation. The result is compared to that
for template generation with flat weighting, i.e. each track contributes equally to
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Figure 6.11.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10−15GeV/c in data. The boxes show the systematic error due to uncertainties
of the PID weighting.
the templates of all species. Fig. 6.11 shows the impact on the extracted fractions,
which is found to be negligible compared to other error sources in almost the full
pT range.
It is instructive to look at pT = 0.15GeV/c, where the relative error of the
pions is about 2%, whereas it is much smaller for the subsequent bins. At such
low momentum, the detection efficiency for kaons and protons is essentially zero,
i.e. the only relevant species are pions, electrons and muons. Muon templates are
not included, since they are typically completely covered by the pion templates.
In this region however, the muon template starts to deviate from that of the
pions. The effect is not big enough to reliably fit muons separately, but it already
distorts the shape. Also, the systematics of the η correction may cause further
shape distortions, so that after all, the templates do not perfectly reproduce the
observed shape. It can happen that the fit converges to a local minimum, which,
since the regularisation has only constraints from higher pT, causes a small jump
of the pion and electron fractions.
In Fig. 6.12, the template shapes are shown. A close look at the upper panel
reveals that the pion template at ∆′ = 1 is slightly lower in case of equal weights
(compare red and black histograms), the electron template being shifted towards
lower ∆′ at the same time5. The ratio in the lower panel looks pretty similar
demonstrating that the change of the templates can be compensated by a change
of the particle fractions. The template difference is mainly due to the priors —
this has been checked explicitly by comparing the templates with PID weighting
with and without priors, i.e. only using the detector probabilities in the latter case.
The electrons have a prior probability of O(1%), whereas the pions are close to
100%. The priors become important for the weighting if the distributions of the
5The maximum is at ∆′ ≈ 1.14 for the pre-PID weighted templates and at ∆′ ≈ 1.1 in case of
equal weights.
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Figure 6.12.: Shape uncertainty of pre-PID weighting for ptrackT = 0.15−0.2GeV/c and
pjetT = 10− 15GeV/c in data. Effectively, there are no kaons and protons due to low
detection efficiency. a) shows the template shapes created with equal weights, while
in b), the pre-PID weights with priors have been used.
detector responses overlap, which is the case in the lowest pT bin for electrons and
pions. Since the separation depends on η, the by almost two orders of magnitude
different priors cause that the phase space is sampled completely differently by
the electron templates than for a flat weighting. For some η, there might be good
separation, such that the detector probability is zero for pions and the input of
all tracks from this pseudo-rapidities are attributed to the electron template. On
the contrary, there might be a finite probability for pions at other η ranges, which
causes together with the priors that the weight for the electron templates is highly
suppressed — which is desired, since pions are predominantly contributing in that
case.
To discuss this in detail, three methods can now be compared: equal weighting
(1), weighting with detector probabilities without priors (2) and weighting with
detector probabilities with priors (3). Method (1) can only be used, if the input
parameters of the tracks for the template generation are similar. At such low pT,
the electrons mainly stem from photon conversion and may have a completely
different topology than primary pions. So, it is not clear whether method (1) can
be safely used. For method (2), the input parameters are assigned correctly to
the corresponding templates, if the separation between the species is large. Once
there is overlap, the assignment is shared. Consider the case that the detector
probabilities are 50% for both species, but one species is much more abundant
than the other. Without priors, the less abundant species will get a too large share
from that region, which distorts the total shape once other regions are added. If
priors are used, method (3), the abundances are taken into account correctly.
To sum up, this explains the varying electron template shapes in Fig. 6.12
for the methods (1) and (3). Method (3) theoretically gives the most realistic
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weighting. However, if the expected detector response used for the probabilities
is slightly off (or the priors are much off), the very different priors can bias the
electrons by strongly reducing the contribution to the templates from some phase
space regions by mistake. As a result, the two variations (1) and (3) give a
reasonable estimate of the systematic error from the pre-PID.
Note that the large systematic error is merely visible for the crossing of two
particles with priors that vary by at least one order of magnitude. This is only
fulfilled for the electron-pion crossing. For instance, for the crossing between
electrons and kaons or protons around p = 0.5 and 1GeV/c, respectively, the
priors are of order 1% for both species. In those cases, the exact values for the
detector probabilities do not change the template shape significantly. Also, at
momenta above 10GeV/c, where electrons and pions approach each other again
in dE/dx , there is no large error observed, since the electron fraction is fixed for
the fit — the contribution of the electron template becomes anyway negligible.
6.3.6. Pile-up Rejection
The pile-up rejection can introduce biases in a twofold way. It may either reject
events that are not affected by pile-up (false positives) or it may accept events
that are affected (false negatives). The minimum bias MC production LHC10f6a,
that was used to extract the correction factors for the inclusive analyses, does not
simulate pile-up. Hence, all rejected events are false positives. Their fraction is
found to be completely negligible. Consequently, any systematic uncertainty of
the pile-up rejection arises from false negatives.
In general, the pile-up rejection has very different impact on the individual
parts of the analysis. For the jet and the inclusive MB analysis, less than 1% of
the events are rejected due to pile-up after all other event cuts. The impact on
the identified particle yields is below 1% and considered as negligible compared
to other systematic uncertainties. In the multiplicity analysis, the bins with
highest multiplicities are affected most by pile-up/the pile-up rejection, i.e. the
fraction of events tagged as pile-up is largest. The systematic uncertainty due to
(residual) pile-up is estimated as follows. All events that are tagged as pile-up
are not counted for the number of analysed events Nevt. The relative systematic
uncertainty of Nevt due to pile-up is estimated as 100% of the fraction of pile-up
rejected events. Since the spectra are proportional to 1/Nevt (by choice of the
normalisation), the error can simply be propagated from Nevt to the spectra.
According to some first more detailed studies [123], this is a valid conservative
estimate. It may be realistic to decrease the estimated uncertainties by roughly a
factor 3− 10, which is desired with respect to currently estimated errors beyond
30% for the highest multiplicity bins. However, this requires further thorough
checks and has to be done for all analysed runs.
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6.3.7. Special Treatment of Errors for the
Multiplicity-to-Minimum Bias Ratios
As will become evident in Section 6.5.3 and the following discussion, it is crucial
for drawing conclusions to calculate the uncorrelated errors for the multiplicity
evolution. Hence, the “real ratios” of the multiplicity bins with respect to MB will
be shown instead of the “scaled to reference” results used for the other analysis
parts (cf. discussion in Appendix A).
To eliminate the correlated errors, the following method is used. It is based
on the observation that the dE/dx parametrisation does not depend on the mul-
tiplicity for the considered multiplicity classes, which will be discussed in detail
in Section 6.5.2. The dE/dx template variation is done simultaneously for the
multiplicity bin mult and MB, i.e. if e.g. the mean value of the splines is increased
for mult, it is increased at the same time by the same amount for MB. It is then
checked how the variation changes the “result(mult) / result(MB)” ratio. In the
final step, the systematic error of the ratio is estimated from this variation in the
same way it is done for the result of a single bin.
The (utilised) MC correction factors are identical for all multiplicity bins. It
is assumed that their uncertainties completely cancel in the ratio. As discussed
in Section 5.3.7, this assumption is fulfilled in good approximation, except for
protons at pT . 0.6GeV/c, for which these uncertainties of the ratio gradually
increase to 4 − 8% for the most extreme multiplicity bins with decreasing pT,
until the cut-off is reached.
Finally, it should be noted that the statistical errors of the “mult/MB” ratio
are calculated by assuming uncorrelated errors. It turns out that the extent of
correlation does not matter, since the statistical error of the mult bin dominates
by far that of the MB result.
6.3.8. Total Systematic Errors
The error sources are considered to be independent of each other, i.e. the system-
atic errors are summed in quadrature. The only exception is the pile-up rejection
uncertainty, which will be plotted separately, but anyway drops out in the particle
fractions, that are shown in the following. Note that although some variations
are done globally, there is only correlation between neighbouring pT (z) bins, such
that the errors can be considered as being derived for each bin individually.
The results with total systematic uncertainty are shown in Fig. 6.13. The
relative errors are typically below 10% for kaons and protons and below 5% for
pions. In the dE/dx crossing regions, the relative uncertainties can be up to 20%
for kaons and protons, but stay below 5% for pions.
In the relativistic rise region at momenta around 4 − 10GeV/c, some inter-
esting features are visible: the systematic errors of the pion and kaon fractions
first decrease, then stay constant and finally increase again. This is because the
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crossing regions lead to larger uncertainties first, then the separation becomes
larger and constant in the relativistic rise. At some point, the uncertainties of the
splines increase (the “gap” in the Bethe-Bloch fit, cf. Fig. 3.2b) for pions — and
at higher momenta also for kaons and (for much higher momenta) for protons.
This also effects the fraction of the kaons, which are next to the pions in dE/dx ,






















Figure 6.13.: The uncorrected particle fractions are shown for particles in jets with
pjetT = 10 − 15GeV/c in data. The boxes show the total systematic error as the
quadratic sum of all sources.
A glance back to Section 4.4 shows that the total systematic errors obviously
are reasonable when applying the procedure to MC (“semi-blind test”) and com-
paring to the MC truth. The difference between MC truth and fit is largely
described by the systematic error bands.
6.3.9. Systematic Uncertainty Verification via
η-Differential Jet Analysis
The detector performance changes significantly with the polar angle (cf. Chap-
ter 3). The comparison of the results in different η slices serves as a good cross-
check of the robustness of the analysis and the systematic error estimation. In
particular, the dE/dx crossings of two species are at different pT for fixed η. The
detector efficiencies are rather similar within |η| < 0.6, such that the raw particle
fractions of different η slices in this range can be compared directly. While the
results at sufficiently high pT should be consistent for all slices, physical devia-
tions can be expected at low pT. If the particle momentum becomes similar to its
mass, the rapidity y and the pseudo-rapidity η differ. The particle fractions are
measured and compared for fixed η ranges, but physics-wise the fractions should
be identical for a fixed y range.
In Fig. 6.14, the uncorrected particle fractions in data for |η| < 0.2, 0.2 <
|η| < 0.4 and 0.4 < |η| < 0.6 are compared to the full range |η| < 0.9. The
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Figure 6.14.: Comparison of the uncorrected particle fractions in η slices (coloured
symbols) and in the full η range (black open crosses) versus ptrackT for p
jet
T = 10 −
15GeV/c in data. The results are shown for (from upper left to lower right) pi, K and
p. The grey area indicates the systematic uncertainties for the full η range.
results are presented for pjetT = 10 − 15GeV/c and are similar for other pjetT bins
and the inclusive case (cf. Appendix G). Typically, the results of the single η
slices agree within ±10% with the result of the full range and are especially in
agreement within the errors. At low pT, larger deviations and an ordering of the
η slices is visible as expected for the non-highly-relativistic regime. Note that the
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systematic errors of the individual η slices have not been evaluated explicitly.
For the most forward bin (green rectangles), protons have very little statistics
at highest pT, such that the statistical error bars become large and so would the
systematic error bars. The slice 0.6 < |η| < 0.9 is not shown because its statistics
is too small to allow for a clean extraction of the fractions (in particular around
the dE/dx crossings). The relative track abundances in jets for |η| < 0.2↔ 0.2 <
|η| < 0.4 ↔ 0.4 < |η| < 0.6 ↔ 0.6 < |η| < 0.9 are typically 9 ↔ 8 ↔ 5 ↔ 1.
Furthermore, the efficiency slightly changes for tracks with η being close to the
edge of the detector acceptance.
In summary, the good consistency of the results of the η slices with that of
the full range proves the robustness of the analysis. In particular, the estimate of
the systematic uncertainty due to the fitting procedure is confirmed.
6.3.10. Robustness Against Cut Variations
The fully corrected results must not depend on the choice of track cuts, i.e.
changing the track cuts for the analysis and the MC corrections at the same time
should not change the final result within estimated uncertainties. Cut variations
demonstrate the robustness of the analysis method including the estimation of
the systematic uncertainties. Such checks are performed in this section.
Change of the PID Quality
In Section 6.1, it was mentioned that the track cuts used to extract the TPC
dE/dx response are different from those used in the jet analysis (including the
template generation). Since there is no impact on the PID quality from the
difference of those cuts expected, this choice is justified. A further justification
is presented in this section by studying extreme cut variations with large impact
on the PID quality and showing that the results are still consistent within the
systematic uncertainties.
The TPC dE/dx response is extracted with the ITS-TPC standard track cuts
2010 (see Appendix C.2 for details) with an additional cut on at least 60 PID
clusters as before. The templates and particle yields are obtained from a default
hybrid track sample6 with one of the following additional cuts:
• cut on at least 60 PID clusters (ncl cut),
• “TPC geometrical cut” (geo cut, see Appendix C.4 for details).
The geo cut mainly rejects short tracks or tracks with large overlap with the TPC
sector boundaries. Especially, this removes tracks with worse resolution, mainly
6Note that the final results are extracted from the modified hybrid tracks, which already
removes shorter secondary tracks with respect to the default hybrid sample. In this sense,
the cut variation presented in this section is even more extreme.
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resulting from the lower number of PID clusters. Also, the geo cut may reject
more tracks compared to the ncl cut in some η regions relative to others. This
can change the mean dE/dx due to its η dependence. The bottom-line is that
the measured dE/dx shape of a geo cut track sample can be different from that
of an ncl cut sample. It is expected that taking such different cuts for the dE/dx
response extraction compared to the analysed track sample biases the results.
The single track efficiencies for the geo cut compared to those for the ncl
cut are shown in Fig. 6.15. Compared to the ncl cut, the geo cut reduces the
efficiency by about 30% around pT = 1GeV/c and by about 5% for pT > 5GeV/c
(see Appendix C.4 for further discussion). The efficiency decrease is basically
species independent, except for the kaons. They can decay inside the TPC and
the geo cut partially removes them due to the cut on the track length. This implies
that the raw particle fractions will slightly change and the corrected results must
































Figure 6.15.: The MC single track efficiencies of the ncl cut (dots) are compared
to those of the geo cut (open boxes). Compared to the ncl cut, the geo cut is most
effective around pT = 1GeV/c and saturates at a 5% lower efficiency for pT > 5GeV/c.
To get an impression how much the dE/dx parametrisation will change for the
geo cut, the splines have been extracted for MC (using the particle level truth for
“identification”) for the geo cut. The result is compared to the default splines for
the ncl cut in Fig. 6.16. The difference of the mean dE/dx is at the per mille level
and becomes smaller than 0.5h for momenta beyond 4GeV/c. Although this is a
very small change, it is as large as (or at least a good fraction of) the estimated
spline accuracy of about 2h (cf. Section 3.4.4) and may lead to considerable
systematic biases in the dE/dx crossing regions. Similar or even larger impacts
can be expected for the resolution maps. Consequently, strong variations of the
results for the geo cut in the order of the systematic error may occur.
The corrected particle yields for pjetT = 10 − 15GeV/c in data are shown in
Fig. 6.17 for the ncl cut and the geo cut. Each set of cuts was corrected with its
own MC correction factors. The black boxes are the systematic errors of the ncl
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Figure 6.16.: The splines extracted from the geometrical cut sample (geo cut) are
compared to the ones of the default ncl cut sample (ncl cut) in MC. Their ratio
is shown as a function of momentum for the individual species. In both cases, the
particle level truth was used to “identify” particles.
cut results, which include the systematic uncertainties of the MC corrections. The
yields for the geo cut are consistent with those of the ncl cut within systematic
errors. The biggest effect is visible for kaons around pT = 1.5GeV/c, where the
geo cut causes the largest difference in the track sample. On the one hand, the
overall resolution of the remaining tracks should be improved after the geo cut.
On the other hand, strongly reducing the statistics hides details in the dE/dx
distributions and makes the PID more difficult. Therefore, there is a trade-off for
the geo cut. The results for other pjetT bins and inclusive show similar consistency
and can be found in Appendix I.
It should be noted again that for this comparison the geo cut is not treated
the same way as the ncl cut, since the track cuts for the TPC dE/dx response
determination are close to the ncl cut and are used for both, ncl and geo cut. The
consistency of the results proves the robustness of the analysis against cut varia-
tions: even if the PID quality of the cuts for the dE/dx response determination
is very different than that for the yield extraction, the systematic error bars still
cover the resulting spread in such a situation. As a result, it is legitimate to use
the cut combination described in Section 6.1 for this analysis because these cuts
are expected to even have approximately the same PID quality.
Change of Efficiency and Secondary Contamination
For the cut variation, global tracks are considered besides modified and default
hybrid tracks. Global tracks are tracks which have SPD hits and an ITS refit.
They are a subset of the modified hybrid tracks, which are in turn a subset of the
default hybrid tracks. 4 different sets of global tracks have been evaluated:
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Figure 6.17.: Comparison of the corrected particle yields for the TPC geometrical
cut (red open triangles) and the ncl cut (black diamonds) versus ptrackT for p
jet
T =
10 − 15GeV/c in data. Each set of cuts is corrected with its own MC correction
factors. The boxes correspond to the systematic errors for the ncl cut, including the
uncertainties of the corresponding MC correction factors.
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• tighter cut on the Distance of Closest Approach (DCA),
• looser cut on the DCA,
• reduction of the demanded number of tracking clusters in the TPC, Ncl,
and
• replacing the Ncl requirement by a cut on the number of crossed TPC pad
rows.
The change is to be understood relative to the default value that is used for the
global tracks subset of the modified hybrid tracks. Details about the global track
cut variations can be found in Appendix C.5.
The ratio of the cut variations to the modified hybrid cuts is shown for pions,
kaons and protons in jets in Figs. 6.18, 6.19 and 6.20, respectively. The systematic
errors, which include both fitting and MC correction uncertainties, typically cover
the observed spread of the results. Obviously, particles without SPD hit(s) cause
some bias, which is obvious from the difference between global and modified
hybrid tracks. On top of this, tracks without ITS refit cause a bias between
modified and default hybrid tracks. It is important to note that the trends for
pT > 2− 3GeV/c go into the same direction for all species. This implies that the
trend is not due to PID effects, but is related to the total yield. Indeed, it was
checked that repeating the same procedure for the total yields, without any PID
fitting, produces results similar to those of the pions. The change of the total
yield can be traced to the DCA distributions, which are slightly different in MC
than in data. The largest deviations are observed for particles without ITS refit
[124]. As a consequence, the efficiency and secondary contamination are biased
in MC. The cuts may also influence to some extent the PID quality and, hence,
the fitting. This is taken into account in the systematic error bands.
Similar plots as a function of z and for the inclusive case are collected in Ap-
pendix I. In general, good agreement is observed. The only mentionable deviation
is visible for protons in the inclusive case. The yield for the default hybrid cuts
is slightly above the error band for pT ≈ 5 − 10GeV/c. Most likely this is again
related to the difference of the DCA distributions in MC and data, with largest
impact on the default hybrid cuts. Hence, the latter have additional systematic
uncertainties, which should also enter in the ratio to possibly cover the remaining
deviation.
It should be noted at this point that the results for modified hybrid cuts in
|η| < 0.9 agree within uncertainties with those from the standard track cuts in
|η| < 0.8. The latter results are very similar to the global track cut variations
and are not shown for this reason. Nevertheless, to compare apples to apples, the
inclusive reference for the jet analysis is obtained with the same cuts (and range
in η) as the jet results.
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c = 20-30 GeV/jet, ch
T
p, -pi++pi
Figure 6.18.: Cut variations for pions in jets. The ratio to the modified hybrid track
cuts is shown. Each set of cuts is corrected with its own MC correction factors. The
systematic error band shows the total uncertainty from fit and MC corrections.
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c = 20-30 GeV/jet, ch
T
p, -+K+K
Figure 6.19.: Cut variations for kaons in jets. The ratio to the modified hybrid track
cuts is shown. Each set of cuts is corrected with its own MC correction factors. The
systematic error band shows the total uncertainty from fit and MC corrections.
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c = 20-30 GeV/jet, ch
T
p, pp+
Figure 6.20.: Cut variations for protons in jets. The ratio to the modified hybrid track
cuts is shown. Each set of cuts is corrected with its own MC correction factors. The
systematic error band shows the total uncertainty from fit and MC corrections.
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As a final remark, it should be mentioned that the above check was done
with the minimum bias MC production (LHC10f6a) for historical reasons. It
was checked that the conclusion of this study is the same for the new jet MC
production (LHC14b6).
6.4. Inclusive Minimum Bias Particle
Production
To (further) validate the analysis, the minimum bias results are compared to
published and preliminary inclusive particle yields from other analysis. For pT <
3 − 6GeV/c, results are available from a combined PID analysis [125], which
identifies particles using ITS, TPC, TPC+TOF or HMPID or via kink topologies.
The high-pT region with pT > 3GeV/c was originally analysed by a group from
the Lund University (Sweden) identifying particles with the TPC [126]. The
latter method is different from the one presented in this thesis. In particular, it
is not based on templates, but purely relies on parametrisations and extracts the
particle yields via a multi-Gauss fit of the TPC dE/dx (also see [106]).
The minimum bias yields obtained in this work must be normalised accord-
ingly. In particular, the number of inelastic collision events, Nevt(inel), occurs
in the normalisation and requires some care due to the so-called “bin-0” issue:
event cuts can change the shape and normalisation of the track pT spectra, which
is particle type independent. This happens due to events that trigger, but have
no reconstructed vertex and are, thus, rejected by the event cuts.
An MC-based approach is used to correct for this effect [112]. The inclusive
pT spectra of charged primaries at the particle level normalised to 1/Nevt ·dN/dpT
are evaluated after Minimum Bias (MB) trigger selection (“MB”, Nevt = Nevt|MB),
after additional vertex cut (“vtx”, Nevt = Nevt|(MB & Vtx)) and after additional Zvtx
cut and pile-up rejection7 (“z vtx”, Nevt = Nevt|(MB &Vtx &Zvtx)) (see Section 6.1 for
the details of these cuts). The spectra ratios for these sets are shown in Fig. 6.21.
The pT dependence of the ratios is at the per mille level and negligible. While
the Zvtx cut does not change the spectra, the vertex cut alters the normalisation
by about 11%.
The Table 6.4 shows that the ratio of the normalised spectra before and after
the vertex cut is on (pT-)average the same as the ratio of the number of events.
For completeness, the corresponding values for the Zvtx cut are given in Tab. 6.5.
As can be seen, the spectra ratio scales with the number of events in that case.
7The considered MC production does not include pile-up. Since the fraction of events wrongly
tagged as pile-up is negligible, the pile-up rejection has no effect in this consideration. The
presented method will be applicable to the MB analysis, where the pile-up fraction is neg-
ligible. However, it will not be applicable to the multiplicity analysis, where pile-up may
contribute significantly and needs to be subtracted.
155


























| < 0.9η=7 TeV, inclusive, |sMC pp 
MB & vtx / MB
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(b) Effect of the Zvtx cut
Figure 6.21.: Impact of vertex cuts on the inclusive charged primary pT spectra in
MC. The 1/Nevt ·dN/dpT spectra at the particle level are compared for a)MB trigger
selection (“MB”) before and after an additional vertex cut (“vtx”) and b) for MB
selection with vertex cut before and after an additional Zvtx cut (“z vtx”). The solid
red line in a) is the fit of a constant to the ratio.
Table 6.4.: Comparison of the normalised pT spectra ratios with the Nevt ratios for
the vertex cut. The former value is obtained from a fit of a constant to the ratio.







Table 6.5.: Comparison of the normalised pT spectra ratios with the Nevt ratios for
the Zvtx cut. The former value is obtained from a fit of a constant to the ratio.




It has been checked that varying the pseudo-rapidity (η) range yields consistent
results for both cuts at the per mille level.
In conclusion, the “bin-0” issue can be corrected by simply scaling the nor-
malised spectra with the ratio of the number of events after and before vertex
cut, Nevt|(MB&Vtx)
Nevt|MB
. Note that the corresponding event numbers should be taken
from the considered data sample, i.e. not from MC in case of data.
Taking into account all corrections, the normalised MB (charged) yield of
species s reads:
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with the following definitions:
• Nevt(inel) is the number of inelastic collision events,
• Nevt|MB, Nevt|(MB & Vtx) and Nevt|(MB &Vtx &Zvtx) are the number of events after
Minimum Bias selection (MB), after MB and vertex cut, and after MB,
vertex cut, Zvtx cut and pile-up rejection (cf. Section 6.1), respectively,
with Nevt|(MB & Vtx)/Nevt|MB ≈ 0.9009,




• RG−F(pT) is the GEANT-FLUKA correction factor (see Eq. 5.5),
• fprim,s(pT) is the fraction of primary particles, including strangeness scaling
(cf. Section 5.1.2),
• fpi−µ,s(pT) is the pion fraction in the “muon + pion” sample, including
strangeness scaling (cf. Section 5.1.3),
• εs(pT) is the tracking efficiency, including the pT resolution correction (cf.
Section 5.1.1),
• ∆N(pT) is the total number of charged tracks of all species for the considered
sample in the corresponding pT bin with width ∆pT,
• ∆ys(pT, η) is the rapidity range calculated from the pseudo-rapidity range
via Eq. 6.3 as discussed below and
• As(pT) is the particle fraction of species s in the considered sample.
Note that from now on Nevt|(MB &Vtx &Zvtx) implicitly includes the pile-up rejection,
i.e. events tagged as pile-up are subtracted. The factor in the first line of the right-
hand side of Eq. 6.1 normalises the spectrum to Nevt(inel) and takes into account
the “bin-0” correction factor.
Strictly speaking, the conversion from dN/dη to dN/dy normally requires the
Jacobian8 dy/dη = p/E, where p is the total momentum and E the energy of a
8It is discussed in [128] whether the Jacobian exhibits some additional factors.
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particle. However, the particle identification is not done track-by-track, but on
a statistical basis, such that the energy is unknown. Also, p/E is not constant
in a given pT and η bin. Hence, the results are just normalised to rapidity, but
obtained for a fixed η cut. The pseudo-rapidity η has already been defined in
Eq. 3.11. The rapidity y is defined as:
y ≡ 0.5 ln E + pz
E − pz , (6.2)
where E is the total energy of the particle and pz its momentum along the z-
direction. In the high-energy limit, η and y are identical. For a particle from
species s with mass ms and transverse momentum pT, Eqs. 3.11 and 6.2 lead
to:
ys(pT, η) = 0.5 ln
√
m2s + p2T cosh2 η + pT sinh η√
m2s + p2T cosh2 η − pT sinh η
. (6.3)
The rapidity range the results are normalised to is then defined as:
∆ys(pT, η) ≡ ys(pT, η2)− ys(pT, η1), (6.4)
with η ≡ η2 = −η1 = 0.8 in this case. In Fig. 6.22, the normalisation factors for
pseudo-rapidity (taken to be 1.6) and rapidity are compared. They differ most at
low pT and for heavy species. For protons at pT = 0.15GeV/c, the factors differ by
about a factor 5.5. The difference strongly decreases with rising pT and becomes






















Figure 6.22.: Comparison of the normalisation factors for rapidity (∆y) and pseudo-
rapidity (∆η = 2 · 0.8 = 1.6). The ratio ∆η/∆y is the conversion factor to change
the normalisation of the yields from pseudo-rapidity to rapidity. In the relevant pT
range, pT > 0.15GeV/c, the conversion factor is unity for electrons, smaller than 1.4
for pions and can go up to 5.5 for protons. It drops rapidly with increasing pT and
approaches unity for all species around pT = 6GeV/c.
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6.4.1. Comparison of Results to Other Analyses
The corrected inclusive yields of negatively charged particles are shown and com-
pared to the results of the combined PID and the Lund analysis in Fig. 6.23. The
comparison of positively charged particles yields similar observations and can be
found in Appendix H.2. The overall agreement is good, all three analyses agree
within uncertainties in the whole pT range. The pion results typically vary by
less than 5%, which is smaller than the systematic uncertainties. Only the first
pT bin is off by almost 20%. This is just an artefact from the calculation of the
result “ratio”. Since the binning is different, interpolation is used to obtain the
value for the denominator. If the bin centre of a bin in the numerator is smaller
(larger) than the centre of the first (last) bin in the denominator, no extrapolation
is performed, but the value of the first (last) available bin is taken.
The proton yields agree with better than 10% with the combined PID results,
whereas the deviations to the Lund results are typically smaller than 15% (and
the errors are considerably large). The situation seems to be inverted for the
kaons. Here, the agreement with Lund is around 5%, but the combined PID
results show deviations by up to 15% around pT = 1 − 2GeV/c. This coincides
with the dE/dx crossing region. Although the deviation is still covered by the
systematic uncertainties, it corresponds to the largest tension between the results.
It is clear that the TPC only analysis in this work has larger uncertainties in the
dE/dx crossing region than the combined PID analysis, which uses e.g. TOF
information in addition. Deviations are, thus, expected and are indeed described
by the larger systematic uncertainty.
It should be noted that the MB results presented in this section have a rather
fine binning at high pT, which coincides with that of the Lund analysis. For the
multiplicity-binned analysis, the statistics does not suffice for such a fine high-pT
binning. To have equal binning for multiplicity bins and MB, the MB yields will
be extracted again with correspondingly rougher binning.
In conclusion, the observed consistency of the different analysis results are
reassuring. In particular, it is worth noting that the three analyses were run
on different data sets. Moreover, the combined PID analysis is directly done
in |y| < 0.5, i.e. no conversion from pseudo-rapidity to rapidity is necessary.
Also, that analysis corrects for the secondary contamination by fitting DCA MC
templates to the measured distribution, which does not require a scaling of the
strangeness content in MC. Eventually, this further verifies the methods presented
in this thesis.
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Figure 6.23.: The corrected MB yields of negatively charged particles are compared
to the combined PID [125] and the Lund analysis [126]. The error bars indicate the
statistical and the boxes the systematic uncertainties. Note that the Lund result
(blue) shows the yield of both charges divided by two.
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6.5. Inclusive Particle Production in
Multiplicity Bins
To study possible similarities between high-multiplicity pp collisions and p–Pb
and Pb–Pb collisions, the analysis is carried out in various bins of multiplicity in
minimum bias pp events.
6.5.1. Multiplicity Estimators
The multiplicity is a measure for the hadronic activity of an event. Various choices
for multiplicity estimators exist. This work focuses on two of them which have
been proposed for such studies by the collaboration: the reference multiplicity
and the V0M multiplicity estimators. Comparing the results obtained with those
estimators may help to better understand the biases of each type of multiplicity
selection.
The reference multiplicity estimator (RM) counts tracks and tracklets at mid-
rapidity. It was proposed to provide a good correlation between estimated and
true multiplicity, as well as to have the least bias among mid-rapidity estima-
tors. It counts the number of global ITS-TPC tracks within |η| < 0.8, adds ITS
standalone tracks not associated to global tracks and finally adds ITS tracklets
that are neither associated to ITS standalone tracks, nor to global tracks. The η
window was chosen as wide as possible while retaining full TPC coverage to get
the best handle on the hadronic activity.
The V0M multiplicity estimator (V0M) makes use of the V0 detectors at
forward-rapidity and is similar to what is done for the analysis of Pb–Pb colli-
sions. The sum of the signal amplitudes from V0A and V0C is utilised to calculate
multiplicity percentiles.
The analysis is carried out at mid-rapidity. While the analysed tracks con-
tribute to the RM estimate, they are separated by a gap in η from any event
activity contributing to the V0M estimate. Such correlations have to be taken
into account for the interpretation of the results.
To get a feeling about the available statistics for the analysis, the number
of events after all selections is shown in Fig. 6.24a as a function of multiplicity
for both estimators. The analysis needs about 104 events to yield spectra with
reasonably small uncertainties. This requirement is matched for the presented
binning for V0M. For RM, the threshold is reached around multiplicity 70. The
distributions of the number of events per multiplicity (percentile) are shown in
Fig. 6.24b. The distribution is largely flat for the V0M percentile. It is not
perfectly flat, since the quantiling of the V0 amplitudes is based on the minimum
bias sample after pile-up rejection, but without applying vertex cuts [123].
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Figure 6.24.: Number of events after all selections as a function of the reference
multiplicity (left) and the V0M percentile (right). Note that no normalisation to the
bin width is applied in (a), which causes jumps in the histograms. After normalising
to the bin width (b), the distribution for the V0M percentile is largely flat. Also note
that the horizontal axis in the left panel shows the multiplicity and not a percentile,
i.e. low percentiles correspond to high multiplicities.
6.5.2. Quality Checks
The comparison of the spectra in different multiplicity bins can only be mean-
ingful as long as the utilised dE/dx parametrisations are valid for all multiplicity
bins. To check, whether the mean dE/dx varies with multiplicity, V0 pions9 as
a clean sample have been selected from events in different multiplicity classes.
In Fig. 6.25, their ∆′ as a function of momentum is shown for various multi-
plicity classes for both the V0M and the reference multiplicity estimator. Obvi-
ously, there is no systematic trend when changing the multiplicity. In particular,
the data points are typically within the estimated intrinsic spline uncertainty of
±0.2% around unity. The same observation holds true for V0 protons and V0
9It is important to note that “V0” relates to the track topology in this case and has nothing
to do with the V0 detector/multiplicity estimator.
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Figure 6.25.: Multiplicity dependence of the mean dE/dx for V0 pions. The left
and right panels compare the ∆′ in different bins of V0M multiplicity and reference
multiplicity, respectively.
electrons with considerably larger statistical uncertainties.
As a result, there is no indication for a multiplicity dependence of the mean
dE/dx in pp collisions in the considered multiplicity bins. The intrinsic spline
uncertainty is sufficient to account for possible deviations of ∆′ from unity in the
individual multiplicity classes. Such a check needs to be re-done in case triggered
samples would allow to investigate much higher multiplicities, e.g. a reference
multiplicity around 500 or higher.
This observation is supported by the comparison of the fit quality in different
multiplicity bins. An example is shown in Fig. 6.26 for RM for tracks with
pT = 4− 4.5GeV/c. This is a typical example for a momentum bin in the region
of the dE/dx relativistic rise. Evidently, the fit describes the data similarly well
in all multiplicity bins, although the statistics is different by about a factor 30
between some of these bins. Similar observations hold true for V0M and other pT
ranges. The corresponding plots are collected in Appendix F.1.
It should be mentioned at this point that cross-checks to three other multiplicity-
binned analyses have been carried out. One of these analyses uses the ITS dE/dx
for PID and extracts the particle spectra in the low-pT region (pT . 0.6GeV/c).
Good agreement with the MTF within systematic uncertainties is observed in
the overlap region [129]. A similarly good agreement is found for the comparison
with two independent (and technically different) analyses using TPC and TOF
for PID up to pT ≈ 2 − 3GeV/c [130, 131]. Is is planned to combine the results
of all analyses to obtain particle spectra with small uncertainties in the full pT
range.
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(b) Ref. mult. = 20− 24
pi = dE/dx / <dE/dx>pi'∆
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(c) Ref. mult. = 40− 49
pi = dE/dx / <dE/dx>pi'∆



















pi = dE/dx / <dE/dx>pi'∆
















(d) Ref. mult. = 60− 69
Figure 6.26.: Template fits to data for different reference multiplicity bins for pT =
4 − 4.5GeV/c. The reference multiplicity increases from the upper left to the lower
right plot.
6.5.3. Results


















where the abbreviation Nevt ≡ Nevt|(MB &Vtx &Zvtx) was used and all other quan-
tities are defined similarly as in Eq. 6.1, but here have an implicit dependence
on the considered multiplicity class. In general, this class can be different for
the MC corrections and the fitted quantities (cf. Section 5.2.5). It turns out
that the “bin-0” correction cannot be applied as straightforward as for the mini-
mum bias case. A proper treatment is still being discussed in the collaboration.
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For this reason, the normalisation of the yields in multiplicity bins is changed in
this thesis from the number of inelastic collisions Nevt(inel)— as used for the
minimum bias results — to the number of events after all cuts and selections
Nevt|(MB &Vtx &Zvtx). The different normalisation should be kept in mind, when the
minimum bias results and those for multiplicity bins are compared. Though, it
is only an overall normalisation factor Nevt|(MB &Vtx &Zvtx)/Nevt(inel), which in-
cludes the “bin-0” correction and the minimum bias trigger efficiency. It does
not affect the cancellation of correlated errors in the ratio of multiplicity bin and
minimum bias results. Furthermore, the goal of this thesis is to compare the
multiplicity evolution in pp with that in p–Pb and Pb–Pb collisions. The “bin-0”
effects should cancel to a good extent for the ratios between multiplicity bin and
minimum bias and anyway drop out for the to-pion ratios. In that sense the main
results of this work are not harmed by such a normalisation issue.
As for the yields in Eq. 6.5, the to-pion ratio for a given multiplicity class also
takes into account the conversion from pseudo-rapidity to rapidity. It reads for

























∆ypi(pT, η = 0.8)








where the covariance matrix is used for the error calculation of the ratio As(pT)
Api(pT) .
Again, the variables have an implicit dependence on the considered multiplicity
class.
The fully corrected spectra in bins of V0M and RM are shown in Figs. 6.27
and 6.28 for pions, kaons and protons, respectively. As visible from the ratio to
MB, the particle yields increase by several orders of magnitude with multiplicity.
Note that the lower panel shows a real ratio taking into account the correlation of
errors between multiplicity bin and MB (cf. Section 6.3.7). The different spread
at low and high pT indicates that the spectra become harder with multiplicity.
The results are roughly similar for both estimators. A closer look reveals that the
spectra rise by about one order of magnitude at low pT from the lowest to the
highest multiplicity bin for both estimators. At high pT, however, the increase
is up to four orders of magnitude for RM, but only about 2− 3 orders for V0M.
This would indicate that the spectra hardening is more pronounced for RM. Yet,
it should be noted that there is no one-to-one correspondence between the bins
of the two multiplicity estimators.
The species dependence of the multiplicity evolution can be studied by looking
at the corresponding evolutions of the to-pion ratios. The K/pi ratio is shown in
Fig. 6.29. Evidently, there is basically no dependence on multiplicity for V0M,
whereas a significant change of the ratios is observed versus RM. In Fig. 6.30,
the p/pi ratios are shown. Both estimators show similar trends. The peak of the
distribution increases in height with multiplicity and is shifted towards higher pT.
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Figure 6.27.: pi (top) and K (bottom) spectra for different bins of V0M (left) and
reference multiplicity (right). The lower panels show the ratio to MB. Note that the
MB data points are normalised to Nevt(inel) instead of Nevt|(MB &Vtx &Zvtx).
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Figure 6.28.: p spectra for different bins of V0M (left) and reference multiplicity
(right). The lower panels show the ratio to MB. Note that the MB data points are
normalised to Nevt(inel) instead of Nevt|(MB &Vtx &Zvtx).
Furthermore, there is a crossing point in pT at which all multiplicity bins have
the same or at least a very similar to-pion ratio. Obviously, this point is at higher
pT for RM (pT ≈ 2.3GeV/c) than for V0M (pT ≈ 1.7GeV/c). For both estimators,
the p/pi ratio of the bin with lowest multiplicity looks shifted downwards by about
10% relative to MB with respect to the general multiplicity evolution.
It was observed in Section 6.5.2 that the dE/dx response is rather independent
of the multiplicity. Indeed, this manifests itself in the almost complete cancella-
tion of the systematic errors of the ratios to MB.
6.5.4. Charge Dependence
The analysis is run separately on positively and negatively charged particles. This
allows to check whether there is an asymmetry between the particle and anti-
particle production. Earlier studies [117, 132] of minimum bias pp collisions with
varying beam energy showed that the mid-rapidity production of e.g. protons and
anti-protons becomes equal within uncertainties for
√
s = 7TeV, whereas anti-
protons are less abundant by a few per cent at lower energies. The similar cross-
section for particles and anti-particles originates from the fact that the production
of single-inclusive hadrons at mid-rapidity is driven by gluon-induced processes
and fragmentation, cf. discussion in [33].
In this section, the particle and anti-particle production at low and high mul-
tiplicities is compared. Due to limited statistics, the most extreme multiplic-
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Figure 6.29.: K/pi ratios for different bins of V0M (left) and reference multiplicity
(right). For better visibility, only the systematic uncertainties of the MB data points
are plotted in the upper panel. The lower panel shows the ratio to MB including the
corresponding systematic uncertainties.
ity bins cannot be used. It should be stressed at this point that instead of a
particle/anti-particle ratio only the “scaled to reference” (see Appendix A) result
will be presented. In the end, this is already sufficient to judge possible trends
as a function of multiplicity, such that a detailed evaluation of uncertainty cor-
relations is dispensable. Although the statistical uncertainties of positively and
negatively charged particles are uncorrelated, their systematic uncertainties are
partially, but not fully, correlated. On the one hand, the fit uncertainties are
largely the same. On the other hand, the MC correction factors, especially for
protons and anti-protons, are significantly different. So, mainly the statistical
error bars in the lower panels of the following figures should be considered.
The particle and anti-particle production in the V0M multiplicity bins 70 −
100% and 0.1−1% is compared in Fig. 6.31. The spectra of both charges typically
agree within a few per cent as could be expected from the earlier minimum bias
results. The scaled results in the bottom panels are basically the same for both
multiplicity bins. In fact, this holds true for the other multiplicity bins, as well as
for bins of the reference multiplicity estimator, which is presented in Appendix J.1.
It is noteworthy that the negatively charged kaon yield is systematically below
that of the positively charged ones. Furthermore, the anti-proton yield grows
beyond the proton yield in the very first pT bins. However, it is not clear to
which extent the uncorrelated systematic uncertainties cover these deviations. In
any case, taking into account the large statistical uncertainties at high pT, the
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Figure 6.30.: p/pi ratios for different bins of V0M (left) and reference multiplicity
(right). For better visibility, only the systematic uncertainties of the MB data points
are plotted in the upper panel of each row. The lower panel of each row shows the
ratio to MB including the corresponding systematic uncertainties. The bottom row
shows a zoom to the crossing point with linear pT scale.
deviation of the scaled results, if any, is at the level of a few per cent in the vast
majority of pT bins. There is no indication that the charge dependence of the
particle production evolves as a function of multiplicity.
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Figure 6.31.: Comparison of positively (q > 0) and negatively (q < 0) charged particles
for the V0M multiplicity bins 70− 100% (left) and 0.1− 1% (right). The rows show
(from top to bottom): pi, K and p.
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6.6. Particle Production in Jets
The charged jet reconstruction is carried out with the FastJet package [133] using
the anti-kT algorithm with resolution parameter R = 0.4 (cone size), cf. Sec-
tion 2.3. Only jets fully contained in the TPC acceptance are considered in this
analysis, i.e. |ηjet| < 0.9−R = 0.5.
The reconstructed charged jet spectrum is shown in Fig. 6.32. To extract the
identified particle spectra for a given pjetT bin, rather high statistics is necessary
because the PID requires an additional, high-granular dimension. It turns out
that several 104 jets are needed for the PID fits. From the figure, it can be read
off that this is only possible up to the pjetT bins 15 − 20 or at most (with larger















Figure 6.32.: Reconstructed (charged) jet spectrum.
Note that the dE/dx response is extracted from minimum bias data to have
the full statistics. It is also used for jet particles, since the dE/dx response of
the latter is expected to be the same as the average of all particles. One possible
exception is the local track density, which is higher in jets. First estimates [120]
show that there might be some small impact on the dE/dx , which shifts the mean
by a few per mille, if the pjetT is increased from 5 − 10GeV/c to 15 − 20GeV/c.
In any case, the possible shift is covered by the systematic errors discussed in
Section 6.3.
Since the jet finding is run on a sample of hybrid tracks, but the analysis
is done with modified hybrid tracks (see Appendix C.3 for details), the track
references from the jet finding cannot be used directly to select the tracks for the
analysis10. Instead, a cone with the same radius R as used for the jet finding is
10If the analysis tracks are a true sub-sample of the tracks from the jet reconstruction, it
is possible to take the track references and apply the harder cut. However, the method
discussed in the following is more general. The difference between these two alternatives for
a true sub-sample is found to be negligible.
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put around the reconstructed jet axis and all tracks within this cone satisfying
the modified hybrid track cuts are selected for analysis.











where obs is either pT, z or ξ and NJets is the number of (reconstructed) charged
jets in the considered sample. All other quantities are defined analogously to
Eq. 6.1, but in general have different values in jets than in the inclusive case. It is
worth mentioning that the particle yields in jets are evaluated in a fixed η range
and are not differential in η or y.


























where the covariance matrix is used for the error calculation of the ratio As(obs)
Api(obs) .
To be able to compare with the corresponding inclusive to-pion yield ratios,
the latter also needs to be evaluated with respect to the pseudo-rapidity range

































where again the covariance matrix is used for the error calculation of the ratio
As(pT)
Api(pT) . With these definitions, the right-hand sides of Eqs. 6.8 and 6.9 are identical
for obs = pT, except for the GEANT-FLUKA correction factorRG−Fs (pT). It needs
to be included for the inclusive case, since the corresponding minimum bias MC
production requires it — in contrast to the (newer) jet MC production.
The fitting procedure for z and ξ is exactly as for the pT case, only the binning
and the observable (pT, z, ξ) are different. There are two further exceptions:
• Similar to the pT case described in Section 4.3.4, a z (ξ) threshold is chosen
to apply a special handling to the electrons. A function is fitted to the elec-
tron fraction below (above) this threshold and then used to fix the electron
fraction beyond the threshold. It turns out that the same functional form
of the fit can be used and it is convenient to take the middle of the pjetT bin
as an effective pjetT , which is then used to calculate the threshold in z and ξ
from the corresponding threshold in pT via Eqs. 4.8 and 4.9.
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• The situation is similar for the special templates, which use the TPC dE/dx
response of particles that can be identified (uniquely) track-by-track via the
TPC (see Section 4.2.2). The method stays the same, but the upper (lower)
thresholds need to be converted from pT to z (ξ). To be sure that the species
are well separated when the special templates are used, the most extreme
pjetT of the considered p
jet
T range is chosen for the conversion. For z and ξ,
this is the largest pjetT , i.e. all tracks below (above) the z (ξ) threshold have
a pT below the corresponding pT threshold.
Note that in both cases the actual position of the threshold is not critical, since
many pT bins are contributing to each z or ξ bin, such that the threshold is
anyway smeared completely. Also, the impact of the special templates on the
result is small, since the lowest pT bins, in which they are important, are mixed
with higher pT bins. The shape in the higher pT bins is reliable and the efficiency
for kaons and protons steeply rises with pT at low momenta. Therefore, the region
with less reliable templates is statistically dominated by the regions with reliable
templates.
6.6.1. Results
This section presents the final results including the corrections to charged particle
level discussed in Chapter 5 and their systematic uncertainties, which have been
added in quadrature. The pjetT scale evolution of the corrected yields is shown in
Fig. 6.33 as a function of particle pT and z, respectively. The pT spectra span
3 − 4 orders of magnitude and become harder with increasing pjetT . A clear pjetT
ordering of the spectra is observed; the ordering inverts at ptrackT = 0.4GeV/c for
pions and at ptrackT = 2GeV/c for kaons and protons. Note that the logarithm of
the yield is parabolic as a function of ln(ptrackT ). This implies that the ξ spectra
have an approximately Gaussian shape. The z spectra span only 1− 2 orders of
magnitude and exhibit an opposite pjetT ordering. The ordering is inverted around
z = 0.3− 0.4 for all species.
In most cases, the last z bin has a higher yield than the neighbouring bin,
which is best visible for pjetT = 5−10GeV/c. This happens due to the contribution
of single-track jets, i.e. (charged) jets consisting of only one track, to the last z
bin. Single-track jets may consist of several neutral jet constituents (that are not
reconstructed in this analysis), accompanied by a single charged one. It can also
happen that all but one of the charged jet constituents have transverse momenta
below the threshold of 150MeV/c used for the jet reconstruction and/or are outside
of the reconstructed jet cone with radius R = 0.4. In any case, the same feature
is observed in MC simulations at the particle level (see Fig. K.7 and compare
discussion in Section 6.6.2).
The onset of a scaling with pjetT is observed versus z (extrapolating the trends
towards higher pjetT ). The kaon and proton yields do not change within uncertain-
ties above pjetT = 15−20GeV/c. Yet, the pion yield does change beyond uncertain-
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ties at least up to pjetT = 20−30GeV/c, but also here the ratio between subsequent
pjetT bins seems to get closer to unity for higher p
jet
T . The bin p
jet
T = 10− 15GeV/c
is chosen as reference in the lower panels of Fig. 6.33 for two reasons. Firstly, the
statistics is sufficiently high, such that statistical fluctuations are small. Secondly,
the spectrum as a function of z is similar to that of higher pjetT bins, such that the
onset of the scaling is well visible in the ratio panels.
The Figs. 6.34 and 6.35 show the corrected to-pion ratios as a function of
particle pT and z, respectively. The inclusive result is chosen as reference in the
lower panels of Fig. 6.34 in order to directly show how the to-pion ratios in jets
compare to the inclusive ones. It may occur at first glance that the K/pi ratio
has much larger systematic uncertainties at z & 0.5 for high pjetT than the p/pi
ratio. In fact this observation is to some extent a drawing artefact because the
absolute values of the K/pi ratio are about a factor of 3 − 4 larger in the upper
panel than those for p/pi. However, this argument holds true only for the upper
panels. The lower panels give the relative uncertainties times the mean value
of the ratio to the reference, the mean being rather close to unity in most bins.
Eventually, the larger uncertainties of the K/pi ratio are due to the increase of
the spline uncertainty at high βγ (cf. Tab. 6.3), which is around pT = 7GeV/c for
pions. This has a larger impact on the species neighbouring in dE/dx , namely
the kaons, than on the protons. The increased uncertainty is clearly visible in
Fig. 6.34 and just propagates to the to-pion ratios as a function of z.
Also for the to-pion ratios, the onset of a scaling with pjetT is observed versus z.
The K/pi and p/pi ratios do not change within uncertainties above pjetT = 10− 15
and 15 − 20GeV/c, respectively. The K/pi ratios show a monotonic increase as
a function of z, i.e. the strangeness fraction increases with z. For highest z, the
ratio has a pretty large value of about 0.5 − 0.7. For the p/pi ratio, there is a
maximum at intermediate z and the ratio drops for z → 1. This means that
leading baryons are suppressed.
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Figure 6.33.: Comparison of the corrected charged pi/K/p yields for different pjetT in
data as a function of particle pT (left) and z (right). The rows show (from top to
bottom) pions, kaons and protons.
175
















0.9 =7 TeVs), pp -pi++pi)/(-+K+(K
Inclusive (ref.)
c = 5-10 GeV/jet, ch
T
p
c = 10-15 GeV/jet, ch
T
p
c = 15-20 GeV/jet, ch
T
p































0.45 =7 TeVs), pp 
-pi++pi)/(p(p+
Inclusive (ref.)
c = 5-10 GeV/jet, ch
T
p
c = 10-15 GeV/jet, ch
T
p
c = 15-20 GeV/jet, ch
T
p
















Figure 6.34.: Comparison of the corrected to-pion ratios for different pjetT in data as a
function of particle pT. The inclusive case is shown in black (open crosses). The left
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Figure 6.35.: Comparison of the corrected to-pion ratios for different pjetT in data
as a function of z. The left panel shows the kaon-to-pion and the right panel the
proton-to-pion ratio.
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6.6.2. Comparison to MC Models
In Figs. 6.36, 6.37 and 6.38, the corrected yields of charged pi/K/p as a function
of particle pT are confronted with different MC models, namely the PYTHIA [87]
tunes Perugia-0 (blue), Perugia-0 without colour reconnection (red) and Perugia-
2011 (green) [114]. Some important details of these tunes are discussed in Sec-
tion 6.7.1. For completeness, the corresponding plots as a function of z and the
same plots in logarithmic scale can be found in Appendix K. Since the features
of the ratio between MC and data are basically the same in bins of z and pT
— except that in the former case the axis is scaled differently —, this section
discusses the pT case only.
All models describe the basic trends, but have a strong tension to the mea-
surement. In particular, all models fail to describe the pions in the lowest pjetT bin
and underestimate the pion yield below pT = 1GeV/c for all pjetT . The kaon yield
is underestimated by PYTHIA as well, but better agreement is found at high pjetT .
The measurement favours the tune Perugia-0 without colour reconnection (red
open triangles). The maximum position of the proton yield around pT = 2GeV/c
is reproduced by the MC models, but the models fail to describe the width of
this peak and also the high-pT slope. In addition, Perugia-2011 predicts a higher
yield at the maximum, which is at the edge of the systematic uncertainties of the
data points.
The to-pion ratios are compared to MC models in Figs. 6.39 and 6.40 as a
function of particle pT. In Appendix K, the to-pion ratios as a function of z
are collected. The trends observed in data (strangeness increase with pT (or
z), leading baryon suppression) are qualitatively described by the MC models.
Quantitatively, the deviations observed for the yields are just propagated to the
to-pion ratios. Hence, the results versus z are not discussed explicitly in this
section.
The observation that the measured kaon yield favours the Perugia-0 model
without colour reconnection, is clearly visible in the K/pi ratio in Fig. 6.39, in
particular in the upper right panel. For the p/pi ratio, the MC predictions roughly
describe the pT dependence of the maximum, but its height is predicted to be
rather constant in contradiction to the measurement.
Overall, none of the considered PYTHIA tunes gives a perfect description of
the data. Nevertheless, the typical agreement for most of the bins is better than
30% for pions and kaons and around 50% for protons, which holds true for all
tunes.
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Figure 6.36.: Comparison of corrected pion yields in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
6.6.3. Charge Differential Analysis
A charge differential analysis contains even more information, since the quark
content of the produced particles is different for each charge, but it suffers from
lower statistics by about a factor 2. The same motivation and comments about
uncertainty correlations as mentioned in Section 6.5.4 apply also in this case. In
particular, the systematic uncertainties in the ratios should partly cancel, whereas
the statistical uncertainties are independent for the different charges. For jets,
the variable of interest is the momentum fraction z, since, in general, the contri-
bution from gluon- and quark-induced processes depends on z [134] (also see dis-
cussion in Section 6.5.4). Unfortunately, the large systematic uncertainties of the
currently available Fragmentation Functions (FFs), that enter Next-to-Leading
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Figure 6.37.: Comparison of corrected kaon yields in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
Order (NLO) calculations via Eq. 1.2, do not allow for a conclusive prediction of
the ratio between particles and anti-particles as a function of z [134, 135].
The spectra of positively and negatively charged particles in jets with pjetT =
5 − 10 and 10 − 15GeV/c are shown in Fig. 6.41 as a function of z. The bin
pjetT = 15 − 20GeV/c can be found in Appendix J.2 and shows similar trends,
but suffers from considerable statistical uncertainties. For pjetT = 20 − 30GeV/c,
these uncertainties are too large to draw conclusions. Typically, both charges are
equally abundant within 10% for pions and kaons and within 20% for protons.
For the latter, both statistical and systematic uncertainties are large for pjetT =
10 − 15GeV/c (and beyond). The yield of negatively charged particles seems to
systematically decrease towards higher z for all species. To check whether this
trend is covered by the uncorrelated systematic uncertainties would require a more
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Figure 6.38.: Comparison of corrected proton yields in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
detailed evaluation of the latter for the ratio. Likewise, the anti-proton yield is
systematically above the proton yield in the first z bin. It has to be noted that
the systematic uncertainty of the MC correction dominates in this bin. Since the
correction factors for protons and anti-protons are significantly different for pT
around a few hundred MeV/c, which corresponds to the low z bins11, it can be
expected that the systematic uncertainty of the ratio is less correlated.
In conclusion, the z yields of particles and anti-particles are found to be very
similar. Further conclusions require a careful evaluation of the systematic uncer-
tainties of the yield ratios and higher statistics is needed for drawing conclusions
for protons in pjetT bins above 10GeV/c.
11To get a feeling about the difference of the correction factors, Fig. 5.7 can be considered, which
compares the efficiencies of the individual charges for the inclusive particle production.
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Figure 6.39.: Comparison of corrected K/pi ratios in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
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Figure 6.40.: Comparison of corrected p/pi ratios in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
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Figure 6.41.: Comparison of positively (q > 0) and negatively (q < 0) charged particles
in jets with pjetT = 5− 10 (left) and 10− 15GeV/c (right). The rows show (from top
to bottom): pi, K and p.
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6. Identified Particle Production in pp Collisions in ALICE
6.7. Discussion
This section discusses the results of the jet and multiplicity analysis parts and
demonstrates that the observations may be linked to each other.
6.7.1. Jets
The onset of pjetT scaling of the identified yields as a function of z (cf. Fig. 6.33)
corroborates a similar observation for unidentified charged particles shown in
Fig. 6.42. The charged yields are still changing at least up to pjetT = 15−20GeV/c,
then becoming largely independent of pjetT at not too low z. Note that the results
in the right panel of the figure are not directly comparable to the left panel and
the results of this thesis because the underlying event has been subtracted and
the yields are obtained for leading jets.
The comparison to MC PYTHIA Perugia tunes (cf. figures in Section 6.6.2)
shows that the agreement between MC models and data typically gets better
when moving from low to high pjetT (except for the protons). Obviously, the MC
models better describe the hard processes with large momentum transfer than
the softer ones. The ratio between MC prediction and data is rather constant for
pjetT = 15− 20 and 20− 30GeV/c (cf. Figs. 6.36 – 6.38). This could mean that the
rather well-described processes with large momentum transfer start dominating at
these jet momenta, such that there is no further improvement of the description.
In particular, the bin pjetT = 5 − 10GeV/c seems to be somewhere between the
inclusive case and higher pjetT with respect to the contribution of soft and hard
processes and/or the momentum transfer. Firstly, the trends of the MC/data
ratio in the bin pjetT = 5 − 10GeV/c are rather similar to the inclusive case, see
Figs. 6.4 – 6.6. Secondly, the yields as a function of z are rather different for
the bin pjetT = 5 − 10GeV/c and those for higher pjetT bins (cf. right column of
Fig. 6.33). Increasing the pjetT therefore means to look at samples with higher
“jettiness”. It should be kept in mind that the underlying event of the collision
may also contribute at low ptrackT or z.
The PYTHIA tunes Perugia-0 without colour reconnection and Perugia-2011
give a very similar description of the measured pion yields (see Fig. 6.36), but
the latter shows the largest deviation of all considered tunes for the kaon yields
(Fig. 6.37) and also, to some extent, for the proton yields (Fig. 6.38). This is
a surprising observation because the difference between the tunes Perugia-0 and
Perugia-2011 is that the former is only based on LEP, Tevatron and SPS data,
whereas the latter also uses LHC pp data at
√
s = 0.9 and 7TeV (with slight
variations of the parameters controlling the modelling of the underlying event
and of the fragmentation). Furthermore, the measured kaon-to-pion ratio and
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Figure 6.42.: ALICE measurement of charged particle yields in charged jets as a
function of z. The left panel shows lower pjetT bins complementary to the right panel.
Note that the left plot is for inclusive jets without subtraction of the underlying
event [124], whereas the right plot shows leading jet results after underlying event
subtraction [34].
colour reconnection. This is an interesting observation, since colour reconnection
is one candidate to explain collective phenomena in high-multiplicity pp events,
which will be further discussed below. Obviously, there is room for improvement
and further tuning of the event generators seems to be required.
6.7.2. pp Versus Multiplicity
The identified particle spectra show a considerable evolution as a function of mul-
tiplicity. As was shown in Figs. 6.27 and 6.28, the particle yields of every species
change by more than one order of magnitude from lowest to highest multiplicities.
From the ratio to the Minimum Bias (MB) spectra it can be seen that the slope
versus pT is also changing with multiplicity. The origin of the high multiplicity
events and this behaviour are not understood yet. A possible contribution could
stem e.g. from multi-parton interactions [136].
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In addition to this “first order” effect, a species dependence of the multiplicity
evolution is observed, which can be studied via the to-pion ratios. It was discussed
in Section 1.4 that from the evolution of the to-pion ratios in Pb–Pb and p–Pb
collisions as a function of multiplicity some features can be naively anticipated for
the evolution in pp. In particular, the K/pi ratio is expected not to change with
multiplicity and p/pi should still exhibit a crossing point for different multiplicities
around pT = 1.6GeV/c. Early studies of pp collisions [137] as a function of mid-
rapidity multiplicity, which have been confirmed and extended in pT by (the
reference multiplicity part of) this work, showed a deviating behaviour. The
p/pi crossing point is at a different position (more like pT ≈ 2.3GeV/c) and the
K/pi ratio is shifted towards higher pT with increasing multiplicity. The V0M
results of this thesis show that for a multiplicity estimator at forward rapidity,
the results are close to the picture that would be expected if the physics (like
hydrodynamics) taking place in small systems was the same as in large systems.
The K/pi ratio is largely independent of multiplicity and the p/pi crossing point
is at pT ≈ 1.7GeV/c.
The question is what causes the difference between these estimators. Is there
a (larger) jet bias on the mid-rapidity multiplicity estimator? High values for
this estimator may originate from high-pT jets fragmenting into many particles.
The V0M multiplicity estimator at forward rapidity can mitigate this effect, since
there is an η gap between the region for the multiplicity estimate and the analysis
region.
As a first check, scatter plots for the reconstructed pjetT versus the multiplicity
of each estimator are shown in Fig. 6.43. In the scatter plots, every (charged)
jet corresponds to one entry, i.e. an event with n jets contributes with n entries.
Note that due to the threshold pjetT ≥ 5GeV/c in the jet reconstruction, events
with no jets or “jets” with smaller momentum do not contribute to these plots.
From the plots it can be seen that the pjetT distribution in each multiplicity bin is
continuous and monotonous. Hence, it is reasonable to take these distributions
and estimate the mean pjetT (for jets above the threshold) per multiplicity class
and search for trends.
To better judge possible correlations between pjetT and the multiplicity, the
lower panel in the figure shows the profiles of the scatter plots with the mean pjetT
in each multiplicity bin. Obviously, the mean pjetT is uncorrelated from the V0M
multiplicity (constant at ∼ 8.2GeV/c), but increases approximately linearly with
reference multiplicity above multiplicity ≈ 6. In the latter case, the change of the
mean pjetT is about 1GeV/c for the multiplicity range from 10 to 100. The drop
for reference multiplicity ≈ 2− 5 could be due to mini-jets. If the latter fragment
into many particles, this increases the reference multiplicity on the one hand. On
the other hand, such soft fragmentation results in a broad jet profile and particles
may be emitted outside of the (cone) radius used for the jet reconstruction and,
thus, do not contribute to pjetT . As a consequence, the mean p
jet
T might drop for
mini-jets with increasing reference multiplicity.
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Figure 6.43.: Correlation between pjetT and multiplicity for the reference multiplicity
(left) and the V0M multiplicity (right). The upper panel shows the scatter plots, the
lower panel depicts the profiles of the corresponding mean pjetT in each multiplicity
bin. The colour code gives the number of jets. The red line in the lower left panel is
a linear fit.
Turning back to high reference multiplicities, they are evidently caused by
more energetic jets to some extent. Selecting high reference multiplicities, thus,
may include a bias to a larger admixture of (high-pT) jets, whereas low reference
multiplicities are similar to a large V0M percentile — maybe with even a slightly
suppressed jet contribution for the reference multiplicity. Of course, there is
no clear one-to-one correspondence between a bin in reference multiplicity and
another one in V0M. Furthermore, different pjetT may contribute and their weight
could change as a function of ptrackT .
A further hint to such a jet bias comes from the observation in Figs. 6.27 and
6.28: the hardening of the spectra seems to be more pronounced for high reference
than for high V0M multiplicities. Since jets exhibit a harder pT spectrum, a jet
bias could explain this trend.
Looking at the p/pi ratios in jets compared to MB, Fig. 6.34, it seems as if
the ratio to MB only changes little with pjetT for high p
jet
T and p/pi is suppressed
in jets. Keeping in mind that a mixture of all pjetT contributes to the inclusive
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measurement, the naive expectation is to see a rather constant suppression of
p/pi for jet particles with respect to MB at low ptrackT , which becomes gradually
smaller supposedly somewhere around ptrackT = 4 − 10GeV/c, finally approaching
the MB value at high ptrackT . Similarly, for K/pi, there should be a rather constant
suppression at low ptrackT in jets. The shift of the K/pi shape with p
jet
T seems to
continue even at high pjetT . Hence, the K/pi suppression in jets with respect to MB
may last up to highest ptrackT . One important difference between the evolution
with pjetT for K/pi and p/pi is that basically the whole distribution is just shifted
for K/pi. In contrast, the peak of p/pi is not only shifted, but also decreases in
height. Hence, even if the shift of both to-pion ratios may be similar, the change
is much smaller for p/pi because of the rather flat shape.
If the difference between reference multiplicity (RM) and V0M was due to
a (larger) jet bias in the reference multiplicity, this would be reflected in the
observation that the ratio between reference and V0M multiplicity shows similar
trends as that of jets and MB. From the above deliberation it is reasonable to
find bin pairs for both multiplicity estimators for which the p/pi ratio roughly
matches at high ptrackT . In Fig. 6.44, two such bin pairs at high (V0M 0.1 − 1%,
RM 40 − 49) and low multiplicities (V0M 30 − 40%, RM 10 − 14), respectively,
are compared with MB as a common reference. For convenience, two different
pjetT bins have been added to the plot to better estimate how jet particles change
the to-pion ratios in comparison to MB. Indeed, the low multiplicity bin pair is
found to have a similar p/pi all over ptrackT . In contrast, for the high-multiplicity
bin pair, the RM result is biased towards lower p/pi at low ptrackT , finally (within
large statistical uncertainties) gradually becoming identical with the V0M result
around ptrackT = 4 − 5GeV/c. Taking the same bin pairs for K/pi, also here the
low multiplicity bin pair gives very similar results. For the high-multiplicity bin
pair, the RM result is systematically below that of V0M, the ratio being rather
independent of ptrackT . Overall, this demonstrates at least qualitatively that a
(stronger) jet bias of the reference multiplicity estimator could account for the
difference to the V0M estimator or at least for some part of it. It should be
emphasized that this is not a proof or a quantitative statement, but rather a
plausibility consideration with some (reasonable) assumptions.
There is yet another intriguing observation. The p/pi ratios for different
V0M multiplicities seem to reunite around pT = 15 − 20GeV/c (see left panel
of Fig. 6.30), whereas they look much more separated for the reference multiplic-
ity (right panel of that figure). It is not obvious in the latter case, whether there
is a reunion at higher pT. Unfortunately, the error bars are pretty large and do
not allow for a clear judgement.
In summary, using the V0M multiplicity estimator at forward rapidity shifts
the p/pi crossing point towards lower pT compared to the reference multiplicity
estimate at mid-rapidity, namely to about pT ≈ 1.7GeV/c. This is close to what
is observed in p–Pb and Pb–Pb collisions (pT ≈ 1.5− 1.6GeV/c). There may still
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Figure 6.44.: Comparison of K/pi (left) and p/pi (right) for different multiplicity es-
timators and jets, see discussion in the text. Note that for this comparison, the
conversion from pseudo-rapidity to rapidity was not applied, neither to the jet, nor
to the multiplicity results. The jet results are for |η| < 0.9, those for multiplicity for
|η| < 0.8, which should have negligible impact on this comparison.
comparison of the V0M and the reference multiplicity estimators clearly shows
a trend in the expected direction. Evidently, this might imply that in a careful
analysis, the same physics of big systems is discovered in small systems.
Taking together this observation and other discoveries like the ridge structure
in two-particle correlations (cf. Section 1.4), there are hints for the presence of
flow in small systems. It remains to be investigated what the origin of the flow
is. Is a medium formed also in small systems, which allows for a hydrodynam-
ical description? If yes, how can an object as small as a few fm3 behave like a
macroscopic fluid? Or are the flow-like patterns generated by other mechanisms
like Colour Reconnection (CR) [138] (also see [139])? Or can the observation be
explained by initial-state effects from gluon saturation described by Colour Glass
Condensate (CGC) models [140, 141]? The answers to these questions have to be
provided by future measurements and theoretical model calculations.
189
6. Identified Particle Production in pp Collisions in ALICE
6.8. Conclusion About Analysis Method and
Outlook
The TPC Multi-Template Fit (MTF) is a powerful tool that allows to extract
identified particle spectra in a wide momentum range extending from pT = 0.15
to about 20GeV/c. It relies on a detailed modelling of the TPC dE/dx response
developed in this thesis. As was discussed in Section 3.4.5, there are no data points
from clean particle samples available for pp collisions to constrain the Bethe-Bloch
fit of the dE/dx in the region with βγ = O(100). This leads to large systematic
uncertainties of the extracted particle yields at high momenta. On the one hand,
a unique identification of primary particles is not possible in that region. On the
other hand, the available statistics from secondary particles identified via track
topologies is too small. A possible alternative are muons from cosmic rays [142].
They offer sufficient statistics for this βγ region. A pure sample could be achieved
by using a cosmic trigger and demanding that no beam collisions take place at
the same time. The framework developed in this work is designed for general
purposes. It is therefore simple to just add data points from cosmic muons to
the Bethe-Bloch fit and leave anything else untouched. In particular, there is no
modification needed for the MTF.
The LHC run 2 has just started. It will offer higher statistics and, in particular,
data takings with high-multiplicity and jet triggers are planned. This will allow
to extract identified particle spectra beyond pT = 20GeV/c and will give access to
even higher event multiplicities. It remains to be seen what the ultimate high-pT
limit will be, since the statistical PID method does not work anymore as soon as
all particles reach the Fermi plateau of the Bethe-Bloch curve (cf. discussion in
Section 3.8).
It is planned to use the MTF for the extraction of identified particle spectra
in jets from p–Pb and Pb–Pb collisions. A comparison to the pp results of this
work then provides information about the medium created in such collisions (see
Section 1.3.1). However, this requires some further investigations, in particular
for the study of Pb–Pb collisions. Firstly, the TPC dE/dx parametrisations need
to take into account the large occupancy effects in heavy-ion collisions. Secondly,
the jet spectra must be corrected for the underlying event, which gives a sizeable
contribution to the jet particle spectra in Pb–Pb collision. This is a common
problem for analyses of jets in a heavy-ion environment and different approaches
already exist. A possible procedure could be to extract the identified particle
spectra in cones perpendicular to the reconstructed jet axis and to subtract them
from the jet particle spectra. No matter which method is chosen in the end, the
correction for the underlying event has to be carried out with great care, since it
can be affected by various effects. For instance, the hydrodynamical flow leads to
correlations of the angular particle distribution.
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The Dijet Calorimeter (DCal), that was installed during the shutdown after
LHC run 1, extends the calorimeter coverage and enables the study of dijets.
This is in particular interesting with respect to Pb–Pb collisions, where the back-
to-back partons from the hard-scattering travel a different distance through the
medium and are, thus, modified in various ways. Dijet asymmetries contain
information about the medium, that can e.g. induce gluon radiation. In general,
a trigger on jets in the calorimeter acceptance will allow for the study of full
jets. The charged tracks could be identified as done for the charged track analysis
in this work. By combining them with calorimeter hits then gives access to the
neutral energy and with that to the full jet energy. Such a measurement will
facilitate the comparison to theoretical calculations.
In conclusion, the PID calibration procedures developed in this work are an
important basis for future studies. The MTF is basically ready to be used for the
study of other collision systems. It was demonstrated in Section 4.4 that the MTF
is capable of extracting particle spectra as a function of various observables, like
pT, z or ξ, and only minor modifications are required to switch the observable.




In the framework of this thesis, the TPC Multi-Template Fit (MTF) was devel-
oped as a powerful tool for statistical Particle IDentification (PID). It fits tem-
plates with the expected dE/dx response of individual species to the measured
TPC dE/dx distribution. The MTF is capable of extracting charged pi/K/p spec-
tra in a wide momentum range, which extends from pT = 0.15 to at least 20GeV/c.
It allows for a consistent treatment of the whole pT range, which is an advantage
over other methods commonly used in ALICE that are either limited to low or
to high pT. Good agreement between the MTF and the latter is found for the
extracted minimum bias spectra of pions, kaons and protons.
The MTF relies on a detailed modelling of the TPC dE/dx response. In
this work, a framework was developed which models the TPC dE/dx response,
extracts its parameters and allows to evaluate PID-relevant quantities. It was
integrated into the common PID framework of the ALICE software package.
The goal of this thesis was to study identified charged particle spectra and in
particular the charged hadron composition in jets. Such an analysis requires vari-
ous Monte Carlo (MC) corrections, e.g. to take into account detector effects. The
correction procedure for jets is not straightforward, since detector inefficiencies,
secondary particles, etc. also influence the jet reconstruction. The correction pro-
cedure developed in this work is based on that for the charged particle jet analysis
carried out by the ALICE collaboration earlier. It was extended to be applicable
to individual species and especially takes into account effects that are important
for a specific species, but were negligible in the analysis of unidentified charged
jet particles. Based on ideas from the latter analysis, an estimation procedure for
the systematic uncertainty of the MC corrections for pions, kaons and protons
was developed.
The main outcome of this thesis is the application of the MTF in two different
studies of pp collisions at
√
s = 7TeV recorded by ALICE in 2010. The first
analysis investigated the charged pi/K/p spectra and K/pi and p/pi ratios at mid-
rapidity in bins of event multiplicity. The second analysis studied the identified
charged particle composition in charged jets at mid-rapidity.
The multiplicity-binned analysis is motivated by the observation of intriguing
similarities between high-multiplicity pp collisions and p–Pb and Pb–Pb collisions.
Besides the observation of long-range correlations in all three systems, also the
K/pi and p/pi ratios were found to exhibit strikingly similar patterns in p–Pb and
Pb–Pb collisions for different multiplicity classes. While hydrodynamical models
can explain these features for Pb–Pb, their application to smaller systems seems
questionable. A variety of other models, such as Colour Reconnection (CR) [138]
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or Colour Glass Condensates (CGCs) [140, 141], has been suggested that could
account for these observations. The K/pi and p/pi ratios in pp collisions obtained
in this work may help to distinguish between these models. Two complementary
multiplicity estimators have been utilised: the reference multiplicity (RM) at
mid-rapidity and the V0M multiplicity (V0M) at forward rapidity. The former is
strongly correlated with the analysis region, whereas the latter is separated by a
pseudo-rapidity gap. Potential biases by these estimators can be inferred from the
comparison of the two. Indeed, the results hint to a possible jet bias of the RM. For
V0M, it is found that the multiplicity evolution of the K/pi and p/pi ratios exhibits
noticeable similarities to those in p–Pb and Pb–Pb collisions. Together with the
observed long-range correlations, this raises the question about the origin of these
effects. The ultimate answer may be found by comparing theoretical models with
all currently available data.
The final topic of this thesis was the study of identified charged particles in
charged jets. The corresponding spectra can either be extracted as a function of
the transverse momentum of the constituent, ptrackT , or the reduced momentum
zcharged ≡ ptrackT /pjet,chargedT of the constituent. While the former can be compared
to the inclusive charged particle production, the latter is closely related to the
Fragmentation Functions (FFs) in theoretical calculations. In particular, the re-
constructed jet momentum approximates the momentum of the original parton
emerging from the hard-scattering, thus, allowing for a rather direct comparison
of theory and measurement. The objective of this study was threefold. Firstly,
the measurement allows to further constrain FFs, which currently exhibit large
uncertainties that lead to a very limited accuracy of cross-section calculations.
Secondly, it allows to distinguish between different models for the physics of jets.
Thirdly, it provides a baseline for the corresponding measurements in p–Pb and
Pb–Pb collisions. The comparison of the results in all three collision systems fi-
nally provides information about the medium that is created in Pb–Pb collisions.
For the zcharged spectra and the corresponding K/pi and p/pi ratios, the onset of
a scaling with pjetT is observed. The K/pi ratio is found to increase with zcharged
and becomes as large as 0.5 − 0.7, which implies that the strangeness fraction
rises with zcharged. The p/pi ratio exhibits a maximum at intermediate zcharged,
which implies that leading baryons are suppressed. These results were confronted
with predictions from various PYTHIA Perugia tunes. None of the tunes gives a
perfect description of the data, but all tunes roughly describe the observed trends
with an accuracy of about 30− 50%.
In conclusion, ALICE is perfectly suited to study identified particles, which is
unique at the LHC. The MTF can be used for any analysis that requires statis-
tical PID of charged particles. Higher statistics, dedicated triggers, detector and
accelerator upgrades in LHC run 2 will allow to study the physics of pp, p–Pb
and Pb–Pb collisions in more detail.
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Appendix A.
Remarks About the Ratios of two
Results
In this thesis, various results are usually compared in an extra panel in each
figure containing all the graphs “scaled to” some reference, see e.g. Fig. 6.34,
instead of showing the real “ratio to”. In general, showing just the scaled results
avoids problems with possible correlations of errors between two results. It may
be difficult to figure out to which extent the errors are correlated in order to
eventually calculate the true errors of the ratio. In addition, the binning of
the results may be different, e.g. when two analyses are compared. While the
mean values of the ratio can be calculated via interpolating the value in the
denominator, this is not trivially possible for correlated errors with the correlation
changing from one bin to the other.
In most of the cases shown in this thesis, the conclusion of the “scaled to
reference” plots is already clear and there is no need to evaluate the actual ratios
and errors. However, there are a few cases in which the error size is crucial to
interpret the result and it is worth to study the errors of the ratios in detail. An
example is the comparison of various multiplicity bins with minimum bias (MB)
(see Section 6.5.3). If just the systematic errors of MB and all multiplicity bins
were plotted for the “scaled to reference” case, it wouldn’t be possible to judge




Run Lists for Analysis
The individual parts of the analysis are run on the following lists of runs for the
pp collisions at
√
s = 7TeV data recorded in 2010:
LHC10d.pass2:
122374, 125085, 125097, 125101, 125134, 125296, 125630, 125632, 125633, 125842,
125847, 125848, 125849, 125850, 125851, 125855, 126004, 126007, 126008, 126073,
126078, 126081, 126082, 126088, 126090, 126097, 126158, 126160, 126168, 126284,
126351, 126352, 126359, 126404, 126406, 126407, 126408, 126409, 126422, 126424,
126425, 126432.
LHC10e.pass2:
127712, 127714, 127718, 127822, 127933, 127935, 127936, 127937, 127941, 127942,
128185, 128186, 128189, 128191, 128192, 128260, 128366, 128452, 128483, 128486,
128494, 128503, 128504, 128507, 128582, 128605, 128609, 128611, 128615, 128777,
128778, 128820, 128824, 128836, 128843, 128850, 128853, 128855, 128913, 129514,
129520, 129523, 129528, 129540, 129586, 129587, 129641, 129647, 129650, 129652,
129653, 129654, 129666, 129667, 129726, 129729, 129735, 129736, 129738, 129742,
129744, 129959, 129960, 129961, 129983, 130149, 130157, 130158, 130172, 130178,
130375, 130480, 130517, 130519, 130696, 130704, 130793, 130795, 130799, 130834,
130844, 130847, 130848.
The selected runs have good quality according to the ALICE Run Condition Table
(RCT) and µ < 0.15, i.e. a relatively low pile-up. The underlined run numbers
have only been used for the jet and reference multiplicity analysis parts, but not
for V0M. The reason is that the amplitudes of the V0 detectors show problems
for those runs and cannot be used for a multiplicity estimate. Yet, the events
have good quality to be used for the other analysis parts.
B.1. List of Monte Carlo Runs
To extract correction factors for the inclusive case (as well as for the Monte
Carlo (MC) blind test and MC closure check), the MC minimum bias production
LHC10f6a with the following list of runs has been used:
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122374, 122375, 124751, 125023, 125085, 125097, 125100, 125101, 125134, 125296,
125628, 125630, 125632, 125633, 125842, 125843, 125844, 125847, 125848, 125849,
125850, 125851, 125855, 126004, 126007, 126008, 126073, 126078, 126081, 126082,
126088, 126090, 126097, 126158, 126160, 126168, 126283, 126284, 126285, 126359,
126403, 126404, 126405, 126406, 126407, 126408, 126409, 126422, 126424, 126425,
126432, 126437.
The selected runs largely have anchor runs used for the analysis (see lists above).
Since no significant run dependence for the correction factors is observed, some
additional runs which have anchor runs with good quality according to the ALICE
RCT have been added. The underlined run is excluded from the analysis using
the V0M multiplicity because it shows problems with the V0 amplitude (but the
run itself can be used for the other analysis parts).
For the correction factor extraction for the jet analysis, the following list of
runs from the MC jet productions LHC14b6[b-e] is used:
122374, 125101, 125296, 125633, 125848, 125851, 126007, 126073, 126082, 126097,
126168, 126351, 126404, 126408, 126424.
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Appendix C.
Track Selection and Cuts
This appendix comprises details about the track selection and cuts in the indi-
vidual analysis parts.
C.1. V0 Candidate Selection
In Section 3.4, it was discussed that the extraction of the TPC PID parametri-
sation requires clean identified particle samples. Besides selecting primary tracks
with PID information from TPC and TOF, track topologies provide a means for
clean particle identification. Such V0 candidates are selected via cuts on the in-
variant mass and on the Armenteros-Podolanski variables. In detail, the following
code is used for the V0 selection:
1 AliESDv0KineCuts∗ fV0Cuts = new AliESDv0KineCuts;
2 fV0Cuts−>SetGammaCutChi2NDF(5.);
3 Float_t gammaProdVertexRadiusCuts[2] = { 3.0, 45. };
4 fV0Cuts−>SetGammaCutVertexR(&gammaProdVertexRadiusCuts[0]);
5 fV0Cuts−>SetMode(AliESDv0KineCuts::kPurity, AliESDv0KineCuts::kPP);
Firstly, the reduced χ2 of the γ candidates fitted from the daughter tracks is
demanded to be smaller than 5. Secondly, the γ production radius must lie within
3 and 45 cm (cf. discussion in Section 3.4.1). The last line enables the purity mode
for γ candidates, such that tight cuts on the Armenteros-Podolanski variables are
applied. Besides the cut on the γ production radius, the extraction of the TPC
PID parametrisation requires an additional TOF selection for high-momentum
V0 electrons, which is an even stronger criterion.
C.2. ITS-TPC Standard Track Cuts 2010
A set of standard track cuts using ITS and TPC information has been defined
for the data taking in 2010. These cuts ensure a reasonable tracking quality, but
further cuts are required to improve e.g. the TPC PID performance. The ITS-
TPC standard cuts for 2010 only accept tracks reconstructed with both TPC and
ITS information and which have at least one SPD hit. Daughters from kinks are
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rejected. Furthermore, the track is required to have at least 70 tracking clusters in
the TPC. The χ2 of the track fit needs to be smaller than 4 for each TPC cluster
and less than 36 per ITS cluster. The Distance of Closest Approach (DCA) to the
primary vertex is required to be smaller than 2 cm in beam direction. If primary
particle selection is demanded, a pT dependent DCA cut in the plane transverse





χ2 of the track fit with constraint to the primary vertex needs to be below 36 in
that case.
C.3. Hybrid Tracks
C.3.1. Default Hybrid Tracks
Charged tracks are reconstructed with the combined information of ITS and TPC.
A hybrid reconstruction technique [119] is used to obtain a uniform azimuthal
acceptance in |η| < 0.9. The hybrid tracks consist of two diverse track classes: (i)
tracks containing at least three (out of six) hits in the ITS, including at least one
hit in the SPD, and (ii) tracks with fewer than three hits in the ITS or no SPD
hit. To improve the determination of the transverse momentum, tracks of class
(ii) are constrained to the primary vertex. The momentum resolution δpT/pT
is about 1% at pT = 1GeV/c for all accepted tracks and approximately 4% at
pT = 40GeV/c for 95% of the tracks [34]. The remaining 5% are tracks without a
hit in the ITS. Their momentum resolution is 7% at pT = 40GeV/c.
Only tracks with a Distance of Closest Approach (DCA) to the vertex smaller
than 2.4 cm in the plane transverse to the beam and less than 3.2 cm in beam
direction are accepted by the hybrid cuts. These cuts suppress the contribution of
secondary particles stemming from weak decays or from interaction with detector
material and beam pipe.
The jet finding algorithms require a homogeneous acceptance because inho-
mogeneities can bias the results. Hence, the default hybrid tracks are used for
the jet finding.
C.3.2. Modified Hybrid Tracks
The particle spectra and fragmentation functions are not as sensitive to a uniform
azimuthal acceptance as the jet finding, but they can suffer more from secondary
particle contamination. The default hybrid track cuts are changed accordingly
to accept only tracks that have an ITS refit, called modified hybrid tracks in
this work. In particular, this requirement removes secondary tracks produced
outside the ITS. The reduction of secondaries from weak decays also removes a
good fraction of daughter tracks from strange mothers. This makes the analy-





The geometrical cut was proposed [142] to reject short tracks or tracks with large
overlap with the TPC sector boundaries. The cut removes tracks with worse
dE/dx resolution or that have potentially biased dE/dx . The former is due to a
lower number of PID clusters. The latter may arise from a bad calibration of pads
close to the boundaries. This happens, if the energy of Krypton decays used for
the calibration is partially deposited in the dead zones, such that a reconstructed
cluster at the sector boundaries does not contain the full energy.
Basically, the length of the track in the active zone, the number of PID clusters
and the number of crossed pad rows are evaluated for this cut. Since it is largely a
purely geometrical cut, the effect of the cut is well reproduced in MC simulations
[142].
To the time of writing this thesis, the cut parameters have not been optimised
yet. For the current parameters, the track survival rate around pT = 1GeV/c
is reduced considerably by about 30% for the geometrical cut compared to the
default cut, namely requiring at least 60 PID clusters (cf. Section 6.3.10). The
reduction is around 5% at higher pT. That is why the cut has not been used
as a default, but only as a cross-check in this work. The considerable efficiency
reduction at pT = 1GeV/c happens because the tracks start to become straight and
can largely overlap with the TPC sector boundaries. Such tracks may still survive
the default cuts, but are rejected by the (stricter) geo cut. With increasing pT, the
curvature of the tracks decreases further and both cuts become more similar.
C.5. Global Tracks and Cut Variations
Global tracks are tracks which have SPD hits and an ITS refit. They are a subset
of the modified hybrid tracks, which are in turn a subset of the default hybrid
tracks. In Section 6.3.10, 4 different sets of global tracks have been considered for
cut variations. Their details are presented in the following list:
1. Global tracks with loose cut on the Distance of Closest Approach (DCA):
This cut set is basically the same as the ITS-TPC standard track cuts 2010
described in Appendix C.2. The most important difference is the cut on
the DCA to the vertex, which is demanded to be smaller than 2.4 cm in
the plane transverse to the beam and less than 3.2 cm in beam direction.
In addition, the cut on the number of tracking clusters in the TPC is pT
dependent for global tracks: Ncl > 70 + 3020 pT/(GeV/c).
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2. Global tracks with tight cut on the DCA:
This cut set is identical to that in the previous point, but with a pT depen-






3. Global tracks with fewer demanded TPC tracking clusters:
This cut set corresponds to that in the first point, but the pT dependent
cut on the number of tracking clusters in the TPC has a lower offset:
Ncl > 60 + 3020 pT/(GeV/c).
4. Cut on the number of crossed TPC rows:
This cut set corresponds to that in the first point, but the cut on the number
of TPC tracking clusters is replaced by the requirement that the track has
crossed at least 70 TPC pad rows and the ratio between crossed rows and
findable clusters is at least 80%. The latter is a measure of the track length
fraction that does not end up in dead zones of the TPC sector boundaries.
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MC Blind Test Results
Additional plots for the MC blind test (see Section 4.4) are shown in this appendix
for the inclusive particle production (Fig. D.1) and the results fitted versus z
(Fig. D.2) and ξ (Fig. D.3) in jets. It is demonstrated in Fig. D.4 that the fit
is also capable of reproducing the electron fraction of the MC truth in jets. The
upper panels of each plot show the uncorrected yield fractions, while the lower
panels contain the fractions scaled (means and errors) to the fit, i.e. the fit is
at unity. In all cases, the fit result is in agreement with the MC truth within
uncertainties. In particular, the results of Fig. D.3 demonstrate that the Multi-
Template Fit (MTF) is capable of extracting the particle content in bins of ξ.
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Figure D.1.: MC blind test for the inclusive particle production. The raw fractions
from fitting the MC output (black) are compared to the MC truth (red) for (from
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Figure D.2.: MC blind test for fitting versus z. The raw fractions from fitting the MC
output (black) are compared to the MC truth (red) for (from left to right): pions,
kaons and protons. The rows show (from top to bottom): pjetT = 5 − 10, 10 − 15,
15− 20 and 20− 30GeV/c.
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Figure D.3.: MC blind test for fitting versus ξ. The raw fractions from fitting the MC
output (black) are compared to the MC truth (red) for (from left to right): pions,
kaons and protons. The rows show (from top to bottom): pjetT = 5 − 10, 10 − 15,
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Figure D.4.: MC blind test for electrons in jets. The raw fractions from fitting the
MC output (black) are compared to the MC truth (red) for fitting versus (from left
to right): pT, z and ξ. The rows show (from top to bottom): pjetT = 5− 10, 10− 15,




Systematic Uncertainties of MC
Corrections
In Section 5.3, the systematic uncertainties of the MC correction factors have
been discussed. This appendix comprises further discussions on the estimation
of the systematic uncertainties of the secondary correction, as well as the full set
of plots showing the contributions from all error sources for all considered pjetT
bins.
E.1. Secondary Correction
The procedure to estimate the relative systematic uncertainty of the secondary
correction has been discussed in Section 5.3.3. The kaon correction was intro-
duced in order to remove residual biases from the efficiency correction. Indeed,
without this correction, the estimation procedure does not work properly. This
becomes evident when looking at Fig. E.1, which shows the double ratio for pions
without application of the kaon correction. The horizontal red and green lines
are not important in this consideration. Above pT = 1GeV/c, the double ratio
drops steeply. This happens due to the decreasing secondary correction factor
with pT, whereas the efficiency bias is rather constant or even increasing. More
dangerous with respect to the estimation procedure is the change of slope at low
pT. Obviously, efficiency and secondary contamination effects are mixed up to
some extent at low pT.
On the one hand, for protons, the secondary contamination is considerably
larger at low pT and dominates possible efficiency effects. On the other hand,
the precise value from the fit does not matter much for the pions, since the
overall correction factor is anyway small. Altogether, this makes the estimation
procedure sufficiently accurate, if the kaon correction is utilised. This will be the
case from now on.
The double ratios for the inclusive case are shown in Fig. E.2. The standard
cuts are compared to the modified hybrid track cuts. The overall trends are
similar, but the size of the spread differs due to the individual correction factors
entering the denominator. Note that the fits exhibit an additional degree of
freedom compared to the jet case. The linear fit is allowed to stay at a constant
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Figure E.1.: Double ratio for pions in jets with pjetT = 5− 10GeV/c without applying
the kaon correction. The red points have been excluded from the fit.
value above a floating threshold, which evidently improves the description of the
data.
The fit results eventually enter the summary plots for the inclusive case, de-
picted in Fig. E.3. The error estimate (open red points) covers the spread due
to DCA cut variations (open blue points) up to pT = 1 − 2GeV/c. Above this
threshold, efficiency effects slowly start dominating, such that it is not an issue
to see the red points dropping below the blue ones.
As was discussed in Section 5.3.3, the values from the fit versus pT are used
to estimate the uncertainties of the correction factors as a function of z. The
corresponding summary plots are shown in Figs. E.4 and E.5 for protons and
pions, respectively. As is visible in the plots, the errors in the low-z region are
reasonably well described. Note that, depending on pjetT , the dE/dx crossing
regions and also the high-pT region are reached already at rather moderate z.
Overall, this supports that the fit values from the estimation versus pT can simply

















































































Figure E.2.: Double ratio for protons (left) and pions (right) for the inclusive case.
The results for the modified hybrid track cuts are shown in a), those for the standard
cuts in b). The red points have been excluded from the fit.
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Figure E.3.: Summary plot for the systematic uncertainty estimation of the secondary
correction for protons (left) and pions (right) in the inclusive case. The modified hy-
brid track cuts (a) are compared to the standard cuts (b). The open red points show
the relative systematic uncertainty estimate and should be compared to the open
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Figure E.4.: Summary plot for the systematic uncertainty estimation of the secondary
correction for protons in jets as a function of z. The open red points show the relative
systematic uncertainty estimate and should be compared to the open blue points,
which show the relative change of spectra due to DCA cut variations.
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Figure E.5.: Summary plot for the systematic uncertainty estimation of the secondary
correction for pions in jets as a function of z. The open red points show the relative
systematic uncertainty estimate and should be compared to the open blue points,
which show the relative change of spectra due to DCA cut variations.
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E.2. Relative Systematic Uncertainties from
Various Sources
It has been discussed in Section 5.3.9 that the MC correction factors have system-
atic uncertainties from various sources. The relative systematic uncertainties for
the pion, kaon and proton yields are shown in Figs. E.6, E.7 and E.8, respectively,
and for K/pi and p/pi in Figs. E.9 and E.10. The corresponding discussion is in-
cluded in Section 5.3.9. As for the figures in that section, the coloured histograms
are the linear sum of all errors from the red histogram up to the corresponding
error source. The dashed black curve is the total systematic uncertainty defined
as the square root of the quadratic sum of all individual errors.
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Figure E.6.: Relative systematic uncertainties of the MC correction factors for the
pion yields. The rows show (from top to bottom) pjetT = 5− 10, 10− 15, 15− 20 and
20−30GeV/c, respectively, as a function of ptrackT (left column) and z (right column).
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Figure E.7.: Relative systematic uncertainties of the MC correction factors for the
kaon yields. The rows show (from top to bottom) pjetT = 5− 10, 10− 15, 15− 20 and
20−30GeV/c, respectively, as a function of ptrackT (left column) and z (right column).
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Figure E.8.: Relative systematic uncertainties of the MC correction factors for the
proton yields. The rows show (from top to bottom) pjetT = 5−10, 10−15, 15−20 and
20−30GeV/c, respectively, as a function of ptrackT (left column) and z (right column).
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Figure E.9.: Relative systematic uncertainties of the MC correction factors for the to-
pion ratios of kaons. The rows show (from top to bottom) pjetT = 5−10, 10−15, 15−20
and 20 − 30GeV/c, respectively, as a function of ptrackT (left column) and z (right
column).
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Figure E.10.: Relative systematic uncertainties of the MC correction factors for the
to-pion ratios of protons. The rows show (from top to bottom) pjetT = 5 − 10, 10 −





In this appendix, further plots showing the fit quality in various bins and data
samples are collected.
F.1. Multiplicity Analysis
In Section 6.5.2, it has been demonstrated with a few example plots that the fit
quality is similar in all multiplicity bins. Further fit quality plots are collected
in this section. The Figs. F.1 and F.2 are for tracks with pT = 0.8 − 0.9 and
8−10GeV/c, respectively, in bins of reference multiplicity. Similarly, the Figs. F.3,
F.4 and F.5 show the fit quality in bins of V0M percentile for tracks with pT =
0.8−0.9, 4−4.5 and 8−10GeV/c, respectively. Note that the lower the percentile
becomes, the higher is the event multiplicity. In general, the fit provides a good
description of the data and the quality is largely independent of the multiplicity
(for both estimators). Yet, the deviation at low ∆′ for pT = 0.8− 0.9GeV/c may
appear to be dangerous at first glance. In the end, this deviation is not an issue
because it has little statistical weight (with respect to the total integrals of a given
species).
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(a) Ref. mult. = 4− 6
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(b) Ref. mult. = 20− 24
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(c) Ref. mult. = 40− 49
pi = dE/dx / <dE/dx>pi'∆
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(d) Ref. mult. = 60− 69
Figure F.1.: Template fits to data for different reference multiplicity bins for pT =
0.8−0.9GeV/c. The multiplicity increases from the upper left to the lower right plot.
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(c) Ref. mult. = 40− 49
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(d) Ref. mult. = 60− 69
Figure F.2.: Template fits to data for different reference multiplicity bins for pT =
8− 10GeV/c. The multiplicity increases from the upper left to the lower right plot.
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(a) V0M percentile = 70− 100
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(b) V0M percentile = 30− 40
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(c) V0M percentile = 5− 10
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(d) V0M percentile = 0− 0.1
Figure F.3.: Template fits to data for different V0M percentile bins for pT = 0.8 −
0.9GeV/c. The V0M percentile decreases from the upper left to the lower right plot.
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(a) V0M percentile = 70− 100
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(b) V0M percentile = 30− 40
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(c) V0M percentile = 5− 10
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(d) V0M percentile = 0− 0.1
Figure F.4.: Template fits to data for different V0M percentile bins for pT = 4 −
4.5GeV/c. The V0M percentile decreases from the upper left to the lower right plot.
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(a) V0M percentile = 70− 100
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(b) V0M percentile = 30− 40
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(c) V0M percentile = 5− 10
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(d) V0M percentile = 0− 0.1
Figure F.5.: Template fits to data for different V0M percentile bins for pT = 8 −




The fit quality plots for particles in jets with pjetT = 10 − 15GeV/c in data are
shown in Fig. F.6 for different ptrackT bins. The figure shows the same results as
Fig. 6.2, but with a linear vertical axis. The corresponding fit quality plots in
bins of z are shown in Fig. F.7. The fit describes the data well in all presented z
bins.
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(a) ptrackT = 0.4− 0.45GeV/c
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(b) ptrackT = 2.4− 2.6GeV/c
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(c) ptrackT = 4.0− 4.5GeV/c
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(d) ptrackT = 12− 13GeV/c
Figure F.6.: Template fits to data in different ptrackT intervals for p
jet
T = 10− 15GeV/c.
The panels a) – d) show the following ptrackT ranges in GeV/c: 0.4 − 0.45, 2.4 − 2.6,
4.0 − 4.5 and 12 − 13. Note the different ranges of the abscissa and its logarithmic
scale in a).
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(a) z = 0.15− 0.2
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(b) z = 0.5− 0.55
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(c) z = 0.9− 0.95
Figure F.7.: Template fits to data in different z intervals for pjetT = 10−15GeV/c. The
left panel shows the plots with linear vertical axis, the right panel with logarithmic
axis. The rows show (starting from the top) the following z ranges: 0.15 − 0.2,
0.5− 0.55 and 0.9− 0.95. Note the different ranges of the abscissa.
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Appendix G.
Plots for the η-differential Jet
Analysis
In this section, the uncorrected particle fractions in data for |η| < 0.2, 0.2 < |η| <
0.4 and 0.4 < |η| < 0.6 are compared to the full range |η| < 0.9, similar to what
was done in Section 6.3.9. The Fig. G.1 shows the results for the inclusive case
and Figs. G.2 and G.3 those for pjetT = 5−10 and 15−20GeV/c, respectively. Good
agreement is observed in all cases, except for the expected deviations in the non-
highly-relativistic regime (best visible for protons), where the difference between
rapidity y and pseudo-rapidity η becomes important. The statistical uncertainties
for pjetT = 15−20GeV/c are considerable, which is why the bin pjetT = 20−30GeV/c,
that has even less statistics, is not shown.
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Figure G.1.: Comparison of the uncorrected particle fractions in η slices (coloured
symbols) and in the full η range (black open crosses) versus ptrackT for the inclusive
case in data. The results are shown for (from upper left to lower right) pi, K and p.
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Figure G.2.: Comparison of the uncorrected particle fractions in η slices (coloured
symbols) and in the full η range (black open crosses) versus ptrackT for p
jet
T = 5 −
10GeV/c in data. The results are shown for (from upper left to lower right) pi, K and
p. The grey area indicates the systematic uncertainties for the full η range.
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Figure G.3.: Comparison of the uncorrected particle fractions in η slices (coloured
symbols) and in the full η range (black open crosses) versus ptrackT for p
jet
T = 15 −
20GeV/c in data. The results are shown for (from upper left to lower right) pi, K and




This appendix comprises further plots with cross-checks.
H.1. TPC Coherent Fit
The uncorrected particle fractions as a function of z for pions, kaons and protons
are compared to the results of the TPC Coherent Fit (using the same set of cuts
and running on the same data set) and MC PYTHIA Perugia-0 in Figs. H.1,
H.2 and H.3, respectively. The MC results are from the full detector simulation
with GEANT and the fractions are determined by counting MC labels. The
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Figure H.1.: Comparison of uncorrected pion fractions as a function of z to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
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Figure H.2.: Comparison of uncorrected kaon fractions as a function of z to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
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Appendix H. Cross-Checks
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Figure H.3.: Comparison of uncorrected proton fractions as a function of z to the TPC
Coherent Fit. In addition, the MC prediction from PYTHIA Perugia-0 is overlaid.
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H.2. Combined PID and Lund
H.2. Combined PID and Lund
In Section 6.4.1, the MB yields of negatively charged particles have been com-
pared to those obtained from the combined PID and the Lund analysis. The
corresponding comparison for positively charged particles is shown in Fig. H.4.


































































































































































Figure H.4.: The corrected MB yields of positively charged particles are compared
to the combined PID [125] and the Lund analysis [126]. The error bars indicate the
statistical and the boxes the systematic uncertainties. Note that the Lund result
(blue) shows the yield of both charges divided by two.
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Appendix I.
Robustness of the Analysis
Against Cut Variations
In this section, further plots illustrating the robustness of the analysis against cut
variations as discussed in Section 6.3.10 are collected. In Figs. I.1, I.2 and I.3,
the results from cut variations changing the PID quality are compared for pions,
kaons and protons, respectively. Shown here are inclusive, pjetT = 5 − 10, 15 − 20
and 20−30GeV/c, whereas pjetT = 10−15GeV/c was already depicted in Fig. 6.17.
The cut variations are based on the default hybrid cuts. As can be seen, the
results are in agreement within systematic uncertainties.
The impact of cut variations changing the efficiency and secondary contami-
nation is shown in Figs. I.4, I.5 and I.6 for pions, kaons and protons, respectively.
The plots show the ratio to the modified hybrid track cuts as a function of z in
jets. The corresponding plots as a function of pT in the inclusive case are de-
picted in Fig. I.7. In all cases, the systematic uncertainties cover the spread of
the results. The only exception are protons in the inclusive case, which has been
discussed in Section 6.3.10.
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Figure I.1.: Comparison of the corrected pion yields for the TPC geometrical cut (red
open triangles) and the ncl cut (black diamonds) versus ptrackT in data. Each set of
cuts is corrected with its own MC correction factors. The boxes correspond to the
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Figure I.2.: Comparison of the corrected kaon yields for the TPC geometrical cut (red
open triangles) and the ncl cut (black diamonds) versus ptrackT in data. Each set of
cuts is corrected with its own MC correction factors. The boxes correspond to the
systematic errors for the ncl cut, including the uncertainties of the corresponding
MC correction factors.
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Figure I.3.: Comparison of the corrected proton yields for the TPC geometrical cut
(red open triangles) and the ncl cut (black diamonds) versus ptrackT in data. Each
set of cuts is corrected with its own MC correction factors. The boxes correspond to
the systematic errors for the ncl cut, including the uncertainties of the corresponding
MC correction factors.
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Figure I.4.: Cut variations for pions in jets as a function of z. The ratio to the modified
hybrid track cuts is shown. Each set of cuts is corrected with its own MC correction
factors. The systematic error band shows the total uncertainty from fit and MC
corrections.
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z






































































































c = 20-30 GeV/jet, ch
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Figure I.5.: Cut variations for kaons in jets as a function of z. The ratio to the
modified hybrid track cuts is shown. Each set of cuts is corrected with its own MC
correction factors. The systematic error band shows the total uncertainty from fit
and MC corrections.
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Figure I.6.: Cut variations for protons in jets as a function of z. The ratio to the
modified hybrid track cuts is shown. Each set of cuts is corrected with its own MC
correction factors. The systematic error band shows the total uncertainty from fit
and MC corrections.
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Figure I.7.: Cut variations for pions (a), kaons (b) and protons (c) in the inclusive
case. The ratio to the modified hybrid track cuts is shown. Each set of cuts is
corrected with its own MC correction factors. The systematic error band shows the





To judge a possible charge dependence of the particle production at mid-rapidity,
the analysis is run separately on positively and negatively charged particles. Fur-
ther results, supplementing the discussion in Chapter 6, are presented in this
appendix.
J.1. Multiplicity-Binned Analysis
In Section 6.5.4, it was demonstrated that the yield ratio of positively and nega-
tively charged particles does not depend on the considered bin of V0Mmultiplicity.
The observations are basically identical for the reference multiplicity bins 4 − 6
and 40 − 49, as shown in Fig. J.1, as well as for other bins of this multiplicity
estimator.
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Figure J.1.: Comparison of positively (q > 0) and negatively (q < 0) charged particles
for the reference multiplicity bins 4 − 6 (left) and 40 − 49 (right). The rows show




In addition to the plots for lower pjetT shown in Section 6.6.3, the Fig. J.2 compares
positively and negatively charged particles in jets with pjetT = 15− 20GeV/c. The
results are similar to the lower jet momenta, but the large statistical uncertainties
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Figure J.2.: Comparison of positively (q > 0) and negatively (q < 0) charged particles





Comparison of Corrected Particle
Yields in Jets with MC
In Section 6.6.2, the fully corrected identified particle yields were compared to
predictions from various PYTHIA Perugia tunes. The corresponding plots for
pi/K/p as a function of z are shown in Figs. K.1, K.2 and K.3. The features are
the same as for pT binning, but the results get smeared along the horizontal axis
and this axis is also scaled. The underestimation of the pion yield at low pT is
visible for z . 0.1 (the precise value of the threshold depends on pjetT ). To focus on
the high-pT and high-z region, the plots are shown again with a logarithmic scale
for the vertical axis in Figs. K.4, K.5 and K.6 for pT binning and in Figs. K.7,
K.8 and K.9 for z binning. In particular, the wrongly predicted high-pT slope for
the protons is visible in all pjetT bins.
Finally, the K/pi and p/pi ratios are shown as a function of z in Figs. K.10 and
K.11, respectively. As for the pT binning, the trends observed for the yields are
just propagated to the to-pion ratios.
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Figure K.1.: Comparison of corrected pion yields in jets to different MC predictions
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Figure K.2.: Comparison of corrected kaon yields in jets to different MC predictions
as a function of z. The pjetT increases from the upper left to the lower right panel.
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Figure K.3.: Comparison of corrected proton yields in jets to different MC predictions
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Figure K.4.: Comparison of corrected pion yields in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
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Figure K.5.: Comparison of corrected kaon yields in jets to different MC predictions
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Figure K.6.: Comparison of corrected proton yields in jets to different MC predictions
as a function of pT. The pjetT increases from the upper left to the lower right panel.
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Figure K.7.: Comparison of corrected pion yields in jets to different MC predictions
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Figure K.8.: Comparison of corrected kaon yields in jets to different MC predictions
as a function of z. The pjetT increases from the upper left to the lower right panel.
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Figure K.9.: Comparison of corrected proton yields in jets to different MC predictions
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Figure K.10.: Comparison of corrected K/pi ratios in jets to different MC predictions
as a function of z. The pjetT increases from the upper left to the lower right panel.
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Figure K.11.: Comparison of corrected p/pi ratios in jets to different MC predictions
as a function of z. The pjetT increases from the upper left to the lower right panel.
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