Abstract-It is important to enhance the resolution of face images from video surveillance for recognization and other post processing. In this paper, a novel sparse representation based face image superresolution (SR) method is proposed to reconstruct a high resolution (HR) face image from a LR observation. First, it gets a HR-LR dictionary pair for certain input LR patch via position patch clustering and locality preserving projection (LPP). LPP is used to further refine the training samples by taking into account the geometry structure between training patches. It can make the dictionary more expressive. Second, it sparse codes the input patch over LR dictionary by solving L1-regularized least squares optimization. Feature-sign algorithm is used to get the stable solution. Third, it maps the sparse coding coefficitons obtain from the LR dictionary to the HR dictionary, and reconstruct the HR face image patch with the coefficitions and HR dictionary. By integrating the hallucinated HR patches together with overlapped in adjacent, we can obtain the final HR face image. Experiments conducted on CAS-PEAL-R1 database validate the proposed method both in subjective and objective quality.
I. INTRODUCTION
Human faces in surveillance video images usually have low resolution (LR) and poor quality due to equipment, environment, shooting and other factors. They cannot meet the requirements for recognition and post processing. Face image super-resolution (SR) technology is also called face hallucination [1] , which reconstruct a high resolution (HR) face image using one or more LR inputs from a scene. It can improve the clarity of face images without changing hardware conditions and has important application in security monitoring, computer vision and etc.
Baker and Kanade [1] was the first to propose the term of face hallucination. They proposed to infer the high frequency details with probabilistic models from training samples. Followed by Baker's work, Liu et al. [2] proposed a two-step face hallucination approach by integrating a global parametric model and a local nonparametric model, which aims to constrain the reconstructed image, not only has common characteristics of a human face, such as eyes, mouth and nose, symmetry, etc, but also has specific characteristics of a certain face image. Based on Baker and Liu's [1] [2] pioneering work on face hallucination, many face image SR algorithms are proposed. Such as subspace based methods [3] [4] , neighbor embedding based methods [5] [6] 21] and sparse representation based methods [7] [8] [9] 22, 24] .
Due to the success of sparse representation using in incomplete signal recovering, sparse representation based SR method draw enormous attention in the SR research community. Based on the assumption that LR and HR patch pair might share the same sparse distribution, Yang et al. [7] introduced the idea of sparse representation to the face image SR to further enhance the detailed facial information by training coupled dictionaries. The ideal of coupled overcomplete dictionaries and sparse representation is also used to synthesize face sketch by Chang et al. [8] . Both obtained better results. In order to fully use the structure information of facial images, Elad et al. [11] used sparse representation for photo-ID image compressing by adapting to the image content. Ma et al. [10] take face position information as a feature and proposed a position-patch based face hallucination method, which reported better result too. Jung et al. [9] provided a position-patch based face hallucination method using convex optimization instead of using least square estimation in Ma's method, which obtained the optimal weights for face hallucination and achieved a better results than Ma's.
However, most of the existing approaches to sparse coding fail to consider the geometrical structure of the data space. Cai et al. [12, 13, 23] proposed a graph regularized sparse coding method for image classification and clustering. The method explicitly takes into account the local manifold structure of the data, and achieved better discrimination ability. Inspired by Cai's work, we proposed a novel sparse representation based face image SR method using locality preserving projection(LPP) and sparse coding.
The rest of the paper is organized as follows: in section 2, we provide a brief review of locality preserving projection and sparse coding. Our face image SR method is introduced in section 3 in detail. The experimental results are presented in section 4. Finally, we conclude the work in section 5.
II. RELATED WORK
In this section, we will briefly review the locality preserving projection algorithm [14] , sparse coding algorithm [15] and sparse coding based SR framework, which are important to our work.
A . Locality Preserving Projection
LPP is one of the manifold learning algorithms. It aims to find a linear projection for dimensionality reduction with local structure of the data space preserved. Compared to other manifold learning algorithms, LPP methods can generate mapping functions for new test images which are absent from a training set [14] . The LPP algorithm contains the following steps:
Step1: Construct the adjacency graph. Let 
where i y is l dimensions vector.
B. Sparse Coding
The objective of signal sparse representation is to represent a signal as a sparse linear combination with respect to an overcomplete dictionary. Suppose that the matrix
is an overcomplete dictionary, in which each column vector is a d -dimensional atom. The number of columns in the matrix X is far greater than the number of rows, i.e., N d  , which ensures that the dictionary is overcomplete. Given a signal
, its sparse representation can be seen as finding a sparse vector 1 2 [ , , , ]
where ε is a small positive constant number; 0 ⋅ denotes the 0 l -norm, which counts the number of nonzero elements in a vector. Although the optimization problem (3) is NP-hard, they can be efficiently recovered by instead minimizing the 1 l -norm [7, 8] . Eq. (3) can be viewed as approximate error constrained sparse representation model. Lagrange multipliers offer an equivalent formulation, as 
In Eq.(4), the first item is approximation error and the second item is sparsity constrain item, λ is the regularization parameter, used to balance the weight between the approximation error and the sparseness. Eq. (4) is known as LASSO or basis pursuit [15] . There are many existing methods can be used to solve the problem, such as LASSO 1 l -norm regularization [16] , feature sign search algorithm [15] , BP algorithm or FOCUSS [17] .
C. Superresolution via Couple Dictionaries and Sparse Coding
Here gives a brief introduction to sparse representation based SR method.
In Eq. (5), the 1 l -norm is used to replace 0 l -norm for efficient convex optimization. λ is the regularization parameter, used to balance the approximation error and the sparsity. Then LR patch
In the scenario of image SR, it assumes that the LR and HR image patches share the same underlying sparse representations. Therefore, the sparse representation of a LR image patch can be applied with the HR image patch dictionary to generate a HR image patch. That is
In order to make
trains two dictionaries jointly for the LR and HR image patches.
where
is the concatenated HR- 
III. THE PROPOSED ALGORITHM

A. Motivation and Basic Ideal
Image sparse representation is a novel image representation model and widely used for image SR [7] [8] [9] . Compared to other existing SR methods, such as neighbor embedding method [5] and soft edge prior method [7] , the sparse representation based method could achieve superior results. However, they can not capture the intrinsic geometric structure in the training image data. Recently researches have shown that the geometrical structure of the data can improve the performance of sparse coding [12, 13] . Also the existing sparse representation based methods are facing to learn a pair of overcomplete dictionaries, which usually need to take a huge amount of calculation. In order to fully excavate the potential of the training data set and promote the efficiency of the dictionary training, LPP method is used at the dictionary training stage. As LPP is an efficient manifold learning method to reveal the nonlinear structure hidden in the high-dimensional image space. It is used to analyze the local intrinsic features on the manifold of local facial areas. By searching out patches online in the LPP sub-space, it makes the resultant training set more expressive to a given testing patch.
Inspired by the recent developments on manifold learning that, LPP methods can generate mapping functions for new test images which are absent from a training set, this paper proposes a novel sparse representation based face image SR method which can capture the intrinsic geometric structure of the face image space and adapted to human visual cortex.
The algorithm mainly contains two stages: training and reconstruction. In the training stage, two dictionaries 
B. The Training Stage
In training stage, it aims to get a HR-LR dictionary pair for certain input LR patch. The choice of the dictionary is crucial to the success of the sparse representation application. Usually, there are two kind of dictionaries: the analytical dictionary and the learning dictionary. As the analytically designed dictionaries are universal dictionaries, they may lack sufficient flexibility to sparsely represent a given local patch. The learning dictionary is more flexible to sparsely represent different image patches. Here we take the learning dictionary.
In order to keep the global similarity information of face image and local geometric structure information between patches, two measures are adopted. Position feature of face images is used to obtain the global similarity information of face image. Manifold method of LPP is used to keep local geometric structure information between patches. Let
and 
respectively. Since all faces are aligned, the contents of the patches group in the same position are very similar. When we reconstruct the high resolution image patch via the patches in all training images that have the same position with certain patch in the input face image, there is more prior information, which may lead to a better result. Therefore, instead of using a universal dictionary for sparsely representing all patches in a face image, we use different dictionary for certain patch. It can keep the global similarity information of face image, such as eyes, mouth and nose, symmetry, etc. Because faces are varied and the alignment algorithm can not align all face images so accurate, the position patch set for a certain input LR face patch needed to be further refined by K nearest neighbors' selection. As suggested by Cai et al. [12, 13] , takes into account the local manifold structure of the training data, it can learn a more distinguishable sample set. We adopt LPP method to extract the local manifold structure feature for performing an accurate patch pursuit. After position patch clustering and K nearest neighbor selection, we can obtain two dictionary sets online according to the patch number of a face image divided. That is
By compressed sensing theory, we can regard the refined training patch set as over-complete dictionary like the choice in [9, 10] .This representation is naturally sparse if the size of the K nearest neighboring positionpatches is reasonably large. In the reconstruction stage, we will use the dictionary of the region p to generate the high-resolution version of the region p adaptively.
C. The Reconstruction Stage
In reconstruction stage, we divide the image into small patches and apply SR algorithm on each patch and combine the patches to form the HR image. L1-regularized least squares optimization is used for sparse representation the input LR image patch over the LR dictionary and then HR face image patch is reconstructed by the sparse coding and HR dictionary. Suppose { , } arg min
In Eq. (6), the first item is approximation error and the second item is sparsity constrain item, the 1 l -norm is used to replace 0 l -norm for efficient convex optimization.
λ is the regularization parameter, used to balance the approximation error and the sparsity. When p L D is fixed, Eq. (6) is essentially a L1-regularized least squares problem on the coefficients, well known as Lasso in the statistical literature. There are many algorithms are proposed to solve the problem above [11, [15] [16] [17] . When tested for the benchmark data, the feature-sign search algorithm outperforms many other existing algorithms [15] . Here we take feature-sign search algorithm to solve the optimization. The main step of feature-sign algorithm is:
Step 1: Initialize the active set of potentially nonzero coefficients and its corresponding signs.
Step 2: Activate , α , obtaining the signs set and active set.
Step 3: Proceed in feature-sign steps. (a) compute the analytical solution with a given current guess for the active set and the signs. (b) update the solution, the active set and the signs using an efficient discrete line search between the current solution and the new solution.
Step 4: Check the optimality conditions for nonzero and zero coefficients and decided whether it would go to Step 3 (without any new activation) or go to Step 2, otherwise return the final solution.
Then LR patch
In the scenario of image SR, it assumes that the LR and HR image patches share the same underlying sparse representations. It is validated in literatures [7] [8] [9] . Therefore, the sparse representation of a LR image patch can be applied with the HR image patch dictionary to generate a HR image patch. That is
After getting all the input LR face image patches reconstructed, we integrate the hallucinated HR patches together with an arithmetic averaging operation in adjacent patches. This operation plays a similar role as the compatibility matrix of Markov network in [2] . The merging of the overlapped patches is shown in Fig.2 . It improved the effect of reconstructed HR face image obviously. 
IV. EXPERIMENTAL RESULTS
A. Database
In the experiments, we use the frontal and pre-aligned images of CAS-PEAL-R1 database [18] . CAS-PEAL-R1 is a subset of the entire CAS-PEAL face database. It contains 30 863 images of 1040 subjects. These images belong to two main subsets: the frontal and nonfrontal subsets. Our experiments are conducted on 1040 images from the CAS-PEAL-R1 database with neutral expression and frontal pose. Some of the images in CAS-PEAL-R1 are shown in Fig.3 . We randomly select 1000 images for training and leave the other 40 for testing. The images are cropped to 112×100 pixels and aligned by five manually selected feature points. All images are degraded by blurred(with an averaging filter of size 8×8), down-sampled( by a factor of 4 times), and added Gaussian noise with standard deviation 12. The degraded procedure is formulated as follows
Where H I and L I are high resolution face image and low resolution face image separately. B is the fuzzy matrix, D is the down sampling operation, n is the additive noise. The degraded LR face images are used for forming HR-LR training face image patch pairs and used for testing LR face image. Testing image is like in Fig.5.(a) . While using testing image as input, we firstly amplify it to 112×100.
B. Parameter Settings
In order to validate the performance of the proposed algorithm, we compared our method with bicubic interpolation method, Ma et al. [10] 's method, and Jung et al. [9] 's methods based on the same training set. The size of reconstruction patch is 8×8 pixels with 32 pixels overlap in adjacent patches. The error tolerance in [9] was set to 1. In the proposed method, the selection of parameter λ has great affection to the reconstructed results. λ is used to balance the weight between the approximation error and the sparseness. It can be affected by the level of noise. Literatures [7, 20] have improved that λ is in direct proportion to the level of noise. J.C.
Yang, etc. take one tenth of the noisy deviation as the value of λ . In this paper we take 12 λ = empirically. So 300 K = .
C. Results
Due to space limitation, we don't provide all the results here. Some of the experimental results are shown in Fig.4 . The result of bicubic interpolation method (Fig.4.(b) ) is very smooth, but it is not clear and hard to be recognized. There are obvious ghost effects in the results of Ma's method (Fig.4.(c) ) and Jung's method (Fig.4.(d) ). Also, artificial effects in the results of Ma's method are obvious. Compared with the reference methods, the results of the proposed method remained more detail information and less ghost and artificial effect. The proposed method improved the visual effect significantly and the performance is better than others in subjective. To further validate the effect of the proposed method, objective evaluation of RMSE (root mean square error), PSNR (peak signal to noise ratio) and SSIM (structural similarity) are carried out too. These values are calculated between the reconstructed images and the original HR images. PSNR and RMSE are defined as follows: Where n I is the n-th pixels of the original HR image.
n P is the n-th pixels of the reconstructed image. N is the total number of the compared image. SSIM [19] is defined as follows:
Where, n I and n P are the images to be compared, ( , ) n n l I P is luminance comparison function, ( , ) n n c I P is contrast comparison function, ( , ) n n s I P is structure comparison function. RMSE, PSNR and SSIM are the common criterions to evaluate a picture's quality.
The average values of RMSE, PSNR and SSIM from 40 testing images are showed in Table 1 . Seen from Table 1 , we found that the proposed method obtained the lowest RSME value(the lower the better) and the highest PSNR and SSIM values(both are the higher the better). It demonstrates that the proposed method can reconstruct an image closest to the original HR image. The results between subjective quality and objective quality are consistent. It validates the effectiveness and advancement of the proposed method. 
D. The Affection of LPP
In order to check the ability of LPP's picking out the consistent sample sets for the HR and LR testing patches, we conduct the samples selecting experiments on HR and LR testing patches in LPP subspace. The matching ratio is adopted to measure the consistency, just like in literature [22] . It is defined as follows
Where MaNum is the number of the selected samples' indices both in HR and LR ones, SeNum is the number of the selected samples. In these experiments, 100 samples were selected for each testing patch extracted from 40 images, and additional 1000 face images were used to construct the training samples. The average matching ratio is 73% by using LPP, however, the average matching ratio without using LPP is 66%. Seen from the matching ratio, we can found that the LPP algorithm can preserve the structure feature of the patch well. We presented such an example in Fig. 5 . Also, we validate the affection of LPP dimensions via experiments. We calculated the average PSNR of ten testing face images with different LPP dimensions( the dimensions are 3, 5, 7, 10, 20, 30, 50, 64) . Fig.6 . shows the affection of LPP dimensions. It can be seen that the LPP dimensions affect the reconstructed image quality greatly. When the dimension is lower than 10, the average PSNR of the reconstructed face image is bigger as the dimension increasing. However, when the dimensions is higher than 10, the average PSNR of the reconstructed face image decreasing as the dimension increasing, until the dimension 20. When the dimension is 10, it achieved the highest PSNR. So, in our algorithm, the dimension of LPP is set to 10. It achieved better result with LPP dimension reduction.
V. CONCLUSION
In this paper, it proposed a face image super-resolution method using locality preserving projection and sparse coding. First, it obtains a couple of HR and LR overcomplete dictionary using patches in the same position as input LR face image from all training samples. Then, it refined the dictionaries with LPP based K nearest neighboring position-patch selection. The patches in LPP transformed space have better distinguish ability, which lead to more expressive dictionaries. Feature-sign search algorithm is used for solving the L1-regularized least squares problem. The HR face image patch is reconstructed by the sparse coding and HR dictionary. By integrating the hallucinated HR patches together with overlapped in adjacent patches, we can obtain the final HR face image. Experiments conducted on CAS-PEAL-R1 database validate the proposed method both in subjective and objective quality.
