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Abstract
Optimal Routing and Power Allocation for Wireless Networks with Imperfect
Full-Duplex Nodes
by
David A. Ramı´rez Domı´nguez
We study a wireless full-duplex network with imperfect interference
cancellation and solve the routing and power allocation problem in this
network. We use a model that focuses on the effects of full-duplex by in-
cluding residual self-interference and one hop interference while other in-
terfering signals are considered negligible in comparison. We first solve the
optimal power allocation for a fixed route. We then propose a priority-first
search algorithm to find the joint route and power allocation to maximize
throughput. The algorithm proposed has a non decomposable priority
metric, but is efficiently evaluated by our solution for a fixed route. We an-
alyze the performance of our solution in a more realistic model by deriving
bounds between optimal solutions in both models. Through simulations
we show that, even with imperfect interference cancellation, full-duplex
achieves a higher throughput than half-duplex or direct transmission for
moderate transmission power.
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Chapter 1
Introduction
Interference is a major obstacle to concurrent transmissions in a wireless network.
Efficiently allocating network resources, such as power, can reduce interference and
increase network performance. A substantial amount of research, as in [1–11], has
been done in this regard, but the aspect of self-interference has been largely ignored.
This can be attributed to self-interference being a characteristic of full-duplex net-
works, which have the ability to simultaneously transmit and receive over the same
frequency. Full-duplex networks were thought to be feasible only in wired networks.
Through interference cancellation techniques authors in [12–15] have shown wire-
less full-duplex is feasible, but with less than twice the rate of half-duplex due to
residual interference from imperfect self-interference cancellation. Feasibility results
of imperfect full-duplex have motivated research in full-duplex networks with self-
interference.
We consider the problem of maximizing the throughput in an imperfect full-
duplex wireless network, meaning that the self-interference cancellation that enables
full-duplex is imperfect. In Chapter 2 we introduce a model that includes imper-
fect self-interference cancellation. Our model also considers one hop interference,
but assumes other sources of interferences to be negligible when compared to self-
2interference and one hop interference. This simplification on the interfering sources
gives us the tractability required for the procedure we propose in Chapter 3 to find
an optimal solution in our model. In our work, we leverage our model to show that
an optimal power allocation for a fixed route can be found by solving roots of polyno-
mial equations. In Chapter 4 we propose a priority-first search type algorithm with
a priority metric that cannot be decoupled. Our proposed algorithm solves the joint
routing and power allocation problem to maximize throughput in a wireless network
with full-duplex nodes that have imperfect interference cancellation.
In Chapter 5 we evaluate our model by taking the solution obtained by our al-
gorithm and analyzing its performance in the physical model, as described in [22].
While our model only considers self-interference and one hop interference the physi-
cal model considers self-interference, one hop interference, and interference from any
other active transmission. We show that the optimal solution from our algorithm is
an upper bound for the optimal solution in the physical model. Asymptotic bounds
on the difference between the optimal solution from our algorithm in our model and
the optimal solution in the physical model are shown.
We analyze the behavior of throughput in our model when the maximum trans-
mission power grows and for a growing network size. We show that in a fixed network
at sufficiently large maximum transmit power becomes the optimal route is a direct
transmission. To derive a bound on throughput for growing network size we use a
linear network topology. We only use a linear network for the throughput analysis for
a growing network size, all other results are independent of network topology. The
second asymptotic bound we show is in a linear network with fixed maximum trans-
mission power the throughput in our model is bounded above by a constant. Finally,
through simulations we evaluate moderate scenarios and show the performance of our
algorithm and evaluate the assumptions used in our model.
Chapter 2
Background
In this Chapter we describe the general network model, define our problem, and
finally review some of the relevant literature. Our network model includes imperfect
self-interference, due to full-duplex operation of the wireless nodes, as well as one hop
interference. Assuming such a model allows for tractability in solving the routing and
power allocation problem, stated in the second section of this Chapter. Finally, in
the third section we discuss research related to this thesis work.
2.1 Network Model
In this work we consider a network of N wireless nodes operating in full-duplex,
meaning that all nodes can simultaneously transmit and receive information on the
same frequency. Distinguish the single source of information in the network as S, and
the destination for that same information as D. It is assumed that the destination
does not transmit information.
Define a routeR as an ordered acyclic set, with cardinality n+1, of nodes in which
the first element is S and the final element is D. Define the set of all possible routes
in a network of N nodes as R. Note that a route R ∈ R is not required to include
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Figure 2.1: Sample route R = {S, y, z,D} with 3 simultaneously transmitting nodes.
Curved lines represent interfering signals and straight lines represent intended trans-
mission. Normalized channel gains and achievable rates are shown above and below,
respectively, the intended transmission.
all N nodes of the network. The order in the set R defines the transmission order,
meaning that, for a route R the ith element in R transmits to the (i + 1)th element,
while simultaneously the (i − 1)th element transmits to the ith element. Nodes in a
route R are said to be k hops away from each other when they are k elements apart
from each other in R. In Fig. 2.1 node z is two hops away from S and only one hop
away from y and D.
In a route R of length n+1 the transmit power of node i ∈ {1, ..., n} is defined as
Pi. The power allocation for route R is defined to be P = {Pi : i ∈ {1, ..., n}}. The
set of feasible power allocations for a route R of length n + 1 with n transmitting
nodes is defined as P = {P : 0 ≤ Pi ≤ Pmax ∀ Pi ∈ P}. In Fig. 2.2 a sample wireless
network with N = 12 is shown.
Two different examples of routes with different value of n are shown in Fig. 2.2. For
any route it is assumed that D does not transmit, hence we refer to the n transmitting
nodes of a route of cardinality n+ 1 as all the nodes that are not the destination D.
The minimum n of a route is n = 1, R = {S,D}, and we refer to such a route as a
direct transmission.
When a node in the network is simultaneously transmitting and receiving informa-
tion the node receives its own transmission creating self-interference. Results in [12]
show a linear relation between a node’s transmission power and self-interference. The
use of self-interference cancellation techniques is the key component for enabling full-
duplex operation. The self-interference cancellation techniques are imperfect; as such
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Figure 2.2: Sample Network with N = 12 with S and D labeled. Two sample routes
are shown. The nodes of a sample route of cardinality 3 and n = 2 is shown by
connecting the nodes with a solid line. The nodes of a sample route of cardinality 4
and n = 3 is shown by connecting the nodes with a dashed line.
there exists residual self-interference. Interference cancellation techniques are improv-
ing, but current implementation results suggest the existence of a fundamental limit
that impedes perfect self-interference cancellation.
For some node i operating in full-duplex define the residual self-interference co-
efficient γi to represent the efficiency of the self-interference cancellation technique
used by node i. A perfect self-interference cancellation technique at node i would
achieve γi = 0 and an imperfect technique achieves 0 < γi < 1. Consider the re-
sults in [12] which reports a 20 dB difference between received transmission and the
residual self-interference, the value of 20 dB would correspond to a coefficient of 0.01.
To mitigate self-interference a node may be allocated a low transmit power. For
a route R there are n nodes simultaneously transmitting and can all be allocated
different transmit powers. Consider route R ∈ R and a power allocation P ∈ P in
which some node i ∈ {1, ..., n} transmits at power Pi and the node i + 1 transmits
at power Pi+1 with Pi ≪ Pi+1 such that the interference originating at node i + 1
affecting node i, referred to as one hop interference, can be comparable with the
self-interference at i.
To maintain tractability in our model we will assume that interference originating
at nodes that are further hops away is negligible compared to the combination of
self-interference and one hop interference. Therefore, our model only considers self-
6interference and one hop interference. This is in contrast with the physical model
that considers interference originating from all transmitting sources.
For a route R ∈ R and power allocation P ∈ P define the achievable transmission
rate from element i ∈ {1, ..., n} to element i+ 1 as
ri = log
(
1 +
Pihi,i+1
1 + Ii+1
)
, (2.1)
where hi,i+1 is the normalized channel gain between route elements i and i + 1.
The normalized residual interference at node i + 1 is defined as Ii+1 = Pi+1γi+1 +
Pi+2hi+1,i+2, where the first term is the self-interference and the second term is the
one hop interference. Normalization is done with respect to the noise power.
For a route R ∈ R and a power allocation P ∈ P we define throughput as
ρ(R,P) = mini∈{1,...,n} ri. That is to say, the throughput of a route operating with a
power allocation is the minimum achieved rate among all nodes in the route.
2.2 Problem Statement
For a streaming application, which requires a continuous flow of information, it is
beneficial to have a high throughput value. Therefore we present an algorithm that
finds the optimal route R∗ ∈ R and associated optimal power allocation P∗ ∈ P such
that ρ(R∗,P∗) ≥ ρ(R,P) ∀ R ∈ R,P ∈ P . The term optimal is with regards to
throughput. Mathematically stated we seek to find a solution to
max ρ(R,P) ∀ R ∈ R,P ∈ P . (2.2)
We take a systematic approach in solving this problem. In Section III we solve the
problem of findingP∗ ∈ P given some routeR such that ρ(R,P∗) ≥ ρ(R,P) ∀P ∈ P .
In Section IV we present an algorithm that finds both optimal route and power
7allocation, that is (R∗,P∗), to maximize the throughput. In Section V we analyze
the performance of the solution obtained by our algorithm when used in the physical
model.
2.3 Related Work
The problem of routing and power allocation has been investigated in different sce-
narios. Often such work has assumed the use of half-duplex nodes, in which a wireless
node can either transmit or receive but not do both simultaneously. Therefore the
concept of scheduling arises. A schedule defines the time at which nodes should be
transmitting and when should nodes be receiving. As such the joint routing, schedul-
ing, and power allocation problem has been investigated in [1–5]. Scheduling can
be done not only to fit the constraints of half-duplex operation but also to decrease
interference. In [6] binary power allocation for a wireless network with interference
is shown to be optimal. A binary power allocation is one in which a node will either
transmit at maximum transmission power or transmit at 0 power, even when other
transmission powers are possible. The result in [6] comes from the topology that
is used in which there is a set of single receiver single transmitter pairs interfering
with each other. When considering multiple sources of information the concept of
fairness arises. Fairness is usually addressed with an optimization objective function
that incurs a large penalty when a source can achieve a low utility when compared to
other sources. Issues of resource allocation for fairness with interference are addressed
in [7–10].
Self-interference has been largely ignored by previous work. With full-duplex con-
sidered feasible only for wired networks, it is reasonable to assume only half-duplex
operation in wireless networks and conduct research in models mostly without self-
interference. Following the results of [12–15] showing interference cancellation tech-
8niques that proved the feasibility of full-duplex there has been an increased interest
in full-duplex models that consider self-interference.
The three node full-duplex network with self-interference has been thoroughly an-
alyzed in [16–18]. Distributed routing algorithms in full-duplex networks with perfect
self-interference cancellation are presented in [19]. In [20] implementation and sim-
ulation results show that imperfect full-duplex systems achieve better performance
in networks larger than the three-node network. In [21] a random search style algo-
rithm is presented to allocate resources in a wireless full-duplex network with self-
interference, but without considering interference cancellation. The work presented
in this thesis focuses on routing and power allocation for an imperfect full-duplex
network. The algorithm presented is not a random search, but rather a priority-first
search algorithm inspired by Dijkstra’s algorithm. Furthermore, we present bounds
between our model and the often used physical model [22]. One of our results is
restricted to a linear network. The linear network is used to restrict the topology
of our network to enable analysis of the behavior of throughput for a growing N .
Throughput in a linear network topology has been studied in [11,23–25], but not for
aspects of routing and power allocation with imperfect full-duplex nodes.
Thus, our work differentiates from previous work by using a network model that
accounts for imperfect self-interference arising from operating in full-duplex. Our
wireless network thus moves past, with regards to number of nodes, the analysis of a
three node network. Our algorithm considers self-interference, thus allocating power
to negate the main deterrent of full-duplex while still benefiting of the increased
capabilities. We then solve the jointly optimal routing and power allocation problem
in our network model. Finally, we perform asymptotic analysis on throughput for
increasing PMax and increasing N . Our results show that routing becomes trivial at
sufficiently large PMax for any network and in a linear network throughput is bounded
9above by a function that tends to a constant at large N .
Chapter 3
Power Allocation for a Fixed Route
In this Chapter we first introduce two lemmas that give us a necessary condition on
the power allocation of a given route such that the achieved throughput is maximized.
Using the two lemmas we introduce a procedure to find an optimal power allocation
for a given route. We follow by presenting a theorem to prove the optimality of our
procedure.
In the first lemma we show that when given a route and power allocation with
unequal rates all rates can be equalized without lowering the throughput and with a
decrease in the sum transmit power of the route, defined as
∑
P =
∑n
i=1 Pi which is
the L1 norm of the power allocation. Equalizing rates in the presence of interference
is an efficient use of power and solves congestion, a problem usually addressed by
higher communication layers.
Lemma 2 shows that even with self-interference and one hop interference the
maximum throughput is achieved only if at least one node operates at maximum
transmission power. Then we use the two lemmas to present a procedure to find
P∗ ∈ P and prove optimality of the procedure.
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3.1 Properties of Optimal Power Allocation
We show in Lemma 1 that for a given power allocation with unequal rates has a
throughput that may be increased. We also show that for a given power allocation
with unequal rates the sum transmit power of the route can be decreased while
maintaining the same throughput.
Lemma 1: Let R and P ∈ P be a route and a corresponding power allocation.
Choose i ∈ {1, ..., n} so that ρ(R,P) = ri. If there exists j ∈ {1, ..., n} with rj > ri,
then there exists a P′ ∈ P such that ρ(R,P) ≤ ρ(R,P′) and
∑
P′ <
∑
P.
Proof. Let i, j be as stated in Lemma 1, and first consider the case i < j. Then there
exists a positive δj ∈ R such that
ri < log
(
1 +
(Pj − δj)hj,j+1
1 + Ij+1
)
< rj. (3.1)
This reduces the self-interference at node j, therefore
ri ≤ rj−1 < log
(
1 +
Pj−1hj−1,j
1 + (Pj − δj)γj + Pj+1hj,j+1
)
, (3.2)
where the term Ij is expanded for clarity. Successively assign a positive δk for each
k ∈ {i+1, ..., j − 1}, such that ri ≤ rk with an allocated power of Pk − δk. Therefore
for any k ∈ {i+ 1, ..., j − 1}
ri < log
(
1 +
Pkhk,k+1
1 + Ik+1 − δk+1γk+1 − δk+2hk+1,k+2
)
. (3.3)
Assign δi = 0 and δl = 0 ∀ l ∈ {1, ..., n} that were not previously assigned. Define
P′ = {Pi−δi : i ∈ {1, ..., n}}. Since 0 < δi ∀ i ∈ {1, ..., n}, it is clear that
∑
P′ <
∑
P
and from (3.1), (3.2), and (3.3) it follows that ρ(R,P) < ρ(R,P′).
When j < i the same procedure can be followed such that
∑
P′ <
∑
P, but Ii is
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the same for both P and P′, hence throughput does not increase nor decrease.
In perfect full-duplex, rate equalization does not necessarily lead to an increase
in throughput even when in the first case of Lemma 1. Refer to Fig. 2.1 with γi =
0 ∀ i ∈ {2, 3}, thus perfect self-interference cancellation, and consider the case when
r1 = r2 < r3 in which reducing P3 will not increase r2, therefore the throughput does
not increase.
Using Lemma 1 we introduce a necessary condition for optimality in Lemma 2
which guarantees that the maximum ρ of a given R is achieved with at least one
node transmitting at PMax. After Lemma 2 we present our procedure to find P
∗ ∈ P .
Lemma 2: For a givenR defineP∗ ∈ P such that ρ(R,P∗) = maxP∈P(mini∈{1,...,n} ri).
There exists at least one Pi ∈ P
∗ such that Pi = PMax.
Proof. To obtain a contradiction, assume that there exists P such that P = {Pi :
Pi < PMax, i ∈ {1, ..., n}} so that ρ(R,P
∗) = ρ(R,P). Use Lemma 1 to impose
that ri = rj ∀ i, j ∈ {1, ..., n} without decreasing throughput. Rate equalization
does not increase throughput since R∗, from the statement, achieves the maximum
throughput. Therefore since P1 < Pmax, there exists δ1 ∈ R with 0 < δ1 < Pmax − P1
and
r1 < log
(
1 +
(P1 + δ1)h1,2
1 + I2
)
= η1. (3.4)
From properties of real numbers, continuity of the achievable rate function, and
since P2 < PMax there exists δ2 ∈ R with 0 < δ2 ≤ PMax − P2 and
r1 < log
(
1 +
(P1 + δ1)h1,2
1 + (P2 + δ2)γ2 + P3h2,3
)
< η1, (3.5)
and
r1 = r2 < log
(
1 +
(P2 + δ2)h2,3
1 + I3
)
. (3.6)
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Continue until values of δi ∀ i ∈ {1, ..., n} are assigned and satisfy the inequality
r1 < log
(
1 +
(Pi + δi)hi,i+1
1 + Ii+1 + δi+1γi+1 + δi+2hi+1,i+2
)
. (3.7)
Define P′ = {Pi + δi : i ∈ {1, ..., n}}. Then the contradiction ρ(R,P
∗) < ρ(R,P′)
follows.
Since our model focuses on interference from full-duplex transmissions, it is pos-
sible to not have a unique P∗ ∈ P . Refer to Fig. 2.1 and suppose a P∗ ∈ P has been
found for which r1 = r2 = r3 and P1 < PMax, therefore P1 can increase thus changing
the power allocation without reducing throughput.
3.2 Procedure for Optimal Power Allocation
Lemma 1 shows that all rates can be equalized without lowering the achieved through-
put while Lemma 2 shows that an optimal solution has at least one node transmitting
at maximum power. To find a P ∈ P that maximizes throughput it is not sufficient
to force some Pi = PMax, since it does not solve for the values of Pj ∀ j ∈ {1, ..., n}
nor does it guarantee maximizing ρ. Next, we show how using the two lemmas
presented leads to our procedure for finding an optimal P∗ ∈ P for a given R. De-
fine the signal-to-interference-plus-noise ratio (SINR) at node i ∈ {2, ..., n + 1} as
ωi = Pihi,i+1/(1 + Ii+1) and recall that In+1 = 0. As an example consider the route
shown in Fig. 2.1 for which
ω4 = P3/h3,4, (3.8)
and
ω3 =
P2h2,3
1 + P3γ3
=
P2h2,3
1 + ω4γ3/h3,4
. (3.9)
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For the remaining node we can write the equation as
ω2 =
P1h1,2
1 + (1 + ω4γ3/h3,4)ω3γ2/h2,3 + ω4h2,3/h3,4
. (3.10)
From Lemma 1 we know rate equalization is possible among all nodes without lowering
the throughput, therefore ω = ωi ∀ i ∈ {1, ..., n}. Through algebraic manipulations
rewrite these equations as
P3 =
1
h3,4
ω, (3.11)
P2 =
γ3
h2,3h3,4
ω2 +
1
h2,3
ω, (3.12)
and
P1 =
1
h1,2
(
γ3γ2
h2,3h3,4
ω3 +
(
h3,2
h3,4
+
γ2
h2,3
)
ω2 + ω
)
. (3.13)
From the previous three equations note that at a set power each equation is a poly-
nomial of degree equal to the number of hops to reach the destination. The recursive
equation that describes Pi for a given route is
Pi =
ωi
hi,i+1
(1 + γi+1Pi+1 + hi+1,i+2Pi+2). (3.14)
Remember that Lemma 2 indicates that at least one node will operate at PMax.
The following is the procedure we propose to find the optimal power allocation P∗.
First, using (3.14) recursively find the polynomial equation of Pi ∀ i ∈ {1, ..., n} as
a function of ω. Second, solve for the roots of the polynomial equations as functions
of ω by setting Pi = PMax ∀ i ∈ {1, ..., n}. Third, find the maximum real root of the
polynomial for element i and label as ωi, which is the highest value possible of ω for
that element. Fourth, find the smallest among these maximum real roots and label
as ω∗ = minj(ωj). Finally, to find the value of Pj ∀ j ∈ {1, ..., n} set ωj = ω
∗ in the
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Figure 3.1: Sample plot of P1, P2, and P3 as functions of ω with γ1 = γ2 = γ3 = 0.02,
h−11,2 = 2, h
−1
2,3 = 4.5, and h
−1
3,4 = 6.
polynomial equation corresponding to Pj. Then P
∗ = {Pi : i ∈ {1, ..., n}}, where Pi
is defined by (3.14) evaluated at ω∗, achieves the maximum ρ for the given route R.
For illustration of the procedure refer to Fig. 3.1. In Fig. 3.1 we show the plot
for P1, P2, and P3 as functions of ω. Arbitrary values of γ1 = γ2 = γ3 = 0.02,
h−11,2 = 2, h
−1
2,3 = 4.5, and h
−1
3,4 = 6 were used for calculating this example. For a
value of PMax < 11 the optimal power allocation would have P1 = PMax. For a
value of 11 < PMax < 19 the optimal power allocation would have P2 = PMax. For
19 < PMax the optimal power allocation would have P3 = PMax. When the roots
of the polynomial equations are found, so are the regions in which a given node
i ∈ {1, ..., n} operates at Pi = PMax. When ω
∗ is found it will correspond to at least
one Pi = PMax, and then the for all i 6= j ∈ {1, ..., n} the values of Pj can be allocated.
We have thus shown a procedure to find the optimal power allocation. The proce-
dure we propose is enabled by our assumptions on interference. The following theorem
shows optimality of the solution found by the procedure described above.
Theorem 1: For a given R and P∗, as defined above, the throughput achieved is
such that ρ(R,P∗) ≥ ρ(R,P′) ∀ P′ ∈ P .
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Proof. Choose j ∈ {1, ..., n} such that Pj = PMax and there is no i < j ∈ {1, .., n}
such that Pi = PMax. Existence is guaranteed from the construction of P
∗, but
uniqueness is not. The only way to increase rj is to decrease Ij+1. Select an arbitrary
δj+1 > 0 such that the power allocation for node j+1 becomes P
′
j+1 = P
∗
j+1−δj+1 > 0
then node j + 1 achieves rate r′j+1 < rj+1 while increasing rj. From construction
ρ(R,P∗) = ri ∀ i ∈ {1, ..., n}, therefore r
′
j+1 < ρ(R,P
∗). Then Ij+1 can be decreased
to increase r′j+1 by the procedure above. Continue until the last transmitting node is
reached, and for which the interference cannot be decreased. Define P′ = {P ∗i − δi :
i ∈ {1, ..., n}}, then it follows that ρ(R,P∗) > ρ(R,P′) ∀ P′. Equality occurs when
setting δl > 0 for any l < j ∈ {1, ..., n} since it does not lower throughput.
Note that if In+1 were not a constant, in our model In+1 = 0, then the proof of
Theorem 1 would not be valid. Therefore our procedure finds P∗ ∈ P for a given R
in our model or in a model which assumes In+1 is constant.
Given a route R to solve by following our procedure an element i ∈ {1, ..., n} has
a polynomial equation of degree equal to n− i+ 1. The total number of polynomial
equations to consider, and the largest degree of the polynomial equations, is equal
to n. Therefore, the procedure has a complexity similar to a polynomial root finding
algorithm.
We note that there exist formulas for the roots polynomials of degrees {1, 2, 3, 4}.
Therefore, when evaluating a route of n ≤ 4 the formulas can be used directly and
results compared to solve for an optimal power allocation. Empirical results in [26]
and theoretical results in [27] reinforce the prevalence of routes of ideally 4 hops in
different multiple hop scenarios. While there exist no formulas for roots of polynomials
of degree 5 or higher, algorithms and techniques do exist in the literature that have
been used to factor polynomials of degree 10, 000, and higher, with random coefficients
[28]. It is reasonable to assume that N < 10, 000 and therefore a polynomial of
17
degree 10, 000 would not be encountered. Furthermore, we are only interested in
the maximum real root, a sub problem of the polynomial root finding problem. The
development of a polynomial root finding technique falls outside the scope of this
work, but we point out that many exist in the literature [29].
Chapter 4
Optimal Route and Power Allocation
To solve the optimal route and power allocation problem for a wireless network as the
one described in Chapter 2 we propose a priority-first search algorithm. Our proposed
algorithm is similar to Dijkstra’s algorithm, with the main difference being the use
of a non decomposable priority function. The use of a non decomposable priority
function requires a new proof of optimality for the algorithm and results in distinct
properties of the optimal solution.
4.1 Priority-first Search Algorithms
We propose a priority-first search algorithm that finds both the route and power
allocation that maximize the throughput from S to D. A popular example of a
priority-first search is Dijkstra’s algorithm [30]. The algorithm we propose differs
from Dijkstra’s algorithm by using a distinct priority metric, in particular one that is
non decomposable. In this section we describe our algorithm and prove the optimality
of the solution returned by our algorithm. We describe Dijkstra’s algorithm in terms
of a priority-first search to show the similarities and differences with respect to our
proposed algorithm.
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We will first describe what is meant by “priority” and then we will describe how
both algorithms work. To illustrate what is meant by priority, consider that in Di-
jkstra’s algorithm the metric of priority is minimum total distance. Our algorithm
modifies Dijkstra’s algorithm by using maximum throughput as the metric of priority.
Dijsktra’s algorithm does not require the distance to be the actual physical length
between two nodes. Instead, distance can refer to the time it takes to travel between
the two, a cost incurred by moving from one node to the other, or many other examples
found throughout the literature [31, 32].
We point out that maximum throughput problems are a subclass of minimum dis-
tance problems, as is known in the literature [33]. Therefore algorithms constructed
specifically for maximum throughput are a subclass to the problem solved by Dijk-
stra’s algorithm and can also be posed as a priority-first search. Hence we describe
our algorithm and Dijkstra’s algorithm as priority-first search and note that the same
comparison can be carried out for other methods, e.g. Ford-Fulkerson algorithm, for
maximum throughput algorithms [31].
Recall that the network has N nodes. Assume any arbitrary indexing of all N
nodes. Note that a node i ∈ {1, ..., N} should be understood as a node in the network,
while a node i ∈ {1, .., n} should be understood as a node in a subset of nodes of the
network.
Define a path pii as an ordered acyclic set of nodes in which the first element is
the source S and the final element is node i ∈ {1, ..., N}. By definition a path piD is
also a route R ∈ R, but not all paths are routes.
For a path pii with i ∈ {1, ..., N} the priority function in our algorithm is defined
as f(pii) = ρ(pii,P
∗), where P∗ is found by the procedure defined in Chapter 3.
For any two nodes j, k ∈ {1, ..., N} define the distance from j to k as dj,k. The
priority function in Dijkstra’s algorithm for a path pii of cardinality b + 1 is defined
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as g(pii) =
∑
a∈{1,...,l}
da,a+1.
The proposed modification in the priority function is significant since in Dijkstra’s
algorithm the metric can be decomposed to the sum of the current value of the priority
metric and the following decision. The decomposable property follows from the fact
that the distance between any two nodes will not change as other nodes are added
to the path. In our algorithm the metric is non decomposable since to calculate the
metric, maximum throughput, all previous individual decisions that have been made
are required. Therefore in our model the priority metric cannot be computed from
the current value and the next decision. This follows from the allocated transmission
power of one node affecting, at most, three different achievable rates.
4.2 Algorithm for Routing and Power Allocation
The algorithm initializes with the set of labeled nodes L = {S} and the set of unla-
beled nodes U = {j : j 6= S, j ∈ {1, ..., N}. A node i ∈ {1, ..., N} is said to be labeled
when node i is added to the set L and removed from the set U.
The algorithm terminates whenever node D has been labeled, that is when D ∈ L.
Throughout the execution of the algorithm a single path to node i ∈ L is kept in the
set of paths Π = {pii : i ∈ L}. For a path pii and a node v ∈ U define the path
extension pii,v = {pii∪v}. Priority-first search algorithms can be described as a search
for the path extension that achieves the highest priority among all possible path
extensions.
We now define the iterative steps performed by the algorithm. The first step in the
algorithm finds the path extension of highest priority pi∗i,u = max f(pij,v) ∀ pij ∈ Π, v ∈
U. The second step adds the path to node u that was found, defined as piu = pi
∗
i,u, to
Π. Then node u is removed from U, and node u is added to L. The algorithm then
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goes back to the first step and repeats, until D ∈ L and returns R∗ = piD and the
associated P∗. Dijkstra’s algorithm follows the same iterative steps but utilizing the
priority function g(pii) instead of f(pii), and is not required to compute or return any
power allocation.
To prove that the algorithm terminates with an optimal solution in Lemma 3
we first prove that a path extension will not achieve a higher throughput than the
path that it extends. In Lemma 4 we then show that at each iteration for any node
i ∈ {1, ..., N} the path pii found by the algorithm has a priority no less than the
priority of any alternative path ending at node i. After both Lemmas a proof of
optimality for the algorithm is given.
Lemma 3: Consider any path pii and an extension pii,u with u 6∈ pii. The priorities
of pii and pii,u are such that f(pii) ≥ f(pii,u).
Proof. To arrive at a contradiction assume that f(pii) < f(pii,u). Define j + 1 as the
cardinality of pii and l + 1 as the cardinality of pii,u. Recall that from Lemma 1 all
rates in a path with optimal power allocation are equal, therefore
log(1 + Pjhj,j+1) < log(1 + Plhl,l+1). (4.1)
If this is true, then from Lemma 1 it should also be true that
log(1 + Pjhj,j+1) < log
(
1 +
Pl−1hl−1,l
1 + Il
)
. (4.2)
Note that index l − 1 represents the same node as index j therefore hj,j+1 = hl−1,l.
Since Il > 0 then Pl−1 > Pj must be true for (4.2) to be true. Again, from Lemma 1
we can consider the achievable rates rj−1 and rl−2 which must also satisfy
log
(
1 +
Pj−1hj−1,j
1 + Ij
)
< log
(
1 +
Pl−2hl−2,l−1
1 + Il−1
)
, (4.3)
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such that the assumption f(pii) < f(pii,u) is true. Since hj−1,j = hl−2,l−1 and Pl−1 > Pj
then it follows that Ij < Il−1 therefore Pj−1 < Pl−2. Continue recursively comparing
rates that correspond to the same nodes. Lemma 2 guarantees that there is at least
one node operating at PMax, define k ∈ {1, ..., j} as the element for which Pk = PMax.
Define k′ ∈ {1, ..., l} as the index that corresponds to the same node as the index
k ∈ {1, ..., j}, then
log
(
1 +
Pkhk,k+1
1 + Ik+1
)
< log
(
1 +
Pk′hk′,k′+1
1 + Ik′+1
)
. (4.4)
As before note that hk,k+1 = hk′,k′+1. Therefore from the recursive argument Ik+1 <
Ik′+1 the contradiction PMax = Pk < Pk′ follows. Therefore, any extension done to
path pii will not achieve a higher priority.
Lemma 3 shows that the throughput of a path will not increase with a path exten-
sion. We have thus shown, in Lemma 3, that the priority function in our algorithm is
monotonic, which is the case also for Dijkstra’s algorithm. While Dijkstra’s algorithm
uses a monotonic increasing function, the function in our algorithm is monotonic de-
creasing.
We use the result from Lemma 3 to show in Lemma 4 how the algorithm at any
step will have the path of highest priority to any node in L. Afterwards Lemma 4 is
used to show the optimality of the algorithm.
Lemma 4: Consider the path pii that has been added to Π for some iteration of
the algorithm. Any alternative path pi′i has priority such that f(pii) ≥ f(pi
′
i).
Proof. To prove by induction note that at initialization the claim in Lemma 4 is true
since piS is the only path in Π, and by definition a path cannot end in S. After the
first iteration define pij as the path added to Π. To show that pij is the path of highest
priority to node j ∈ {1, ..., N} note that any other path pi′k = {S, k} : k ∈ U achieves
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a priority f(pij) ≥ f(pi
′
k), since if f(pij) < f(pi
′
k) then pi
′
k would have been added to
Π in the first iteration. From Lemma 3 it follows that any extension of pi′k will not
increase the priority, hence any extensions that lead to node j will not have a priority
higher than pij.
After m iterations define pii as the path added to Π and p˜ii as the path that was
extended to get to node i ∈ {1, ..., N}, therefore pii = {p˜ii, i}. A path to node i can
be constructed in the following ways: first a path to i can be found from p˜ii through
a different extension than the one found by the algorithm, second a different path in
Π that is not p˜ii could be extended to node i, third a path through paths not in Π
can be selected to arrive at node i. We go through all three possibilities to show that
pii achieves a higher priority than any alternative path to node i.
From the algorithm any extension to p˜ii that does not result in pii does not have
a priority higher than pii, hence from Lemma 3 extending the alternative will not
achieve a higher priority. Consider any path pi′k 6= p˜ii ∈ Π, from the algorithm at
iteration m there is no extension to pi′k that achieves a priority higher than pii, else pii
would not have been selected by the algorithm. From Lemma 3 it follows that any
set of extensions to pi′k that end at node i will not achieve a higher throughput than
pii. From the algorithm any path that goes through elements of U does not achieve
a higher priority than any path in Π, else they would be in Π.
Having proved the statement is true at initialization, for the first iteration, and for
iteration m it then follows that the statement holds for any iteration of the algorithm.
Lemma 4 shows that at any iteration of the algorithm the path pii ∈ Π is the path
of highest priority to node i ∈ L among any other possible path to node i. From
Lemma 4 it follows that any path pii ∈ Π is the throughput optimal path from S to
i ∈ L.
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Simply stated, the algorithm will always choose the path of highest priority. For
Dijkstra’s algorithm, that means the path of minimum distance, while in our algo-
rithm it means selecting the path of highest throughput. The result of Lemma 4 is
used to show the optimality of the algorithm in Theorem 2.
Theorem 2: For any network in which a route exists the algorithm terminates,
and does so with the throughput optimal route and power allocation.
Proof. If U is non empty and D 6∈ L then the algorithm continues with the extraction
of a single element of U at each iteration. Since at initialization D ∈ U and |U| =
N − 1 then the terminating condition is eventually met. The algorithm terminates
when D ∈ L, at this iteration a path piD has been added to Π. Since piD ends at
D it is also a route and from Lemma 4 there is no alternative path with a higher
priority.
A proof of Dijkstra’s algorithm as a priority-first search algorithm follows by using
the appropriate priority function and with Lemma 3 and Lemma 4 proved in a manner
appropriate for the priority function.
At each iteration the algorithm moves one element from U to L, therefore the
algorithm terminates in at most N − 1 iterations. At iteration i ∈ {1, ..., N − 1} a
total of N − i possible paths need to be evaluated, each with at most i+ 1 elements.
Recall that the length of the path dictates the highest degree of the polynomials that
must be solved to find the optimal power allocation. With regards to complexity of
polynomial root finding the worst case is a polynomial of degree N . Note that if a
polynomial of degree N is being considered then it is obviously the optimal route,
else the algorithm would not arrive at a path of that length, additionally there is only
a single path of cardinality N to potentially be evaluated by the algorithm. In the
worst case scenario a total of
∑N
i=1(N − i) evaluations of the priority function are
required.
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An implementation of this algorithm requires network information, such as channel
gains and residual self-interference coefficients, similar to that required by an imple-
mentation of Dijkstra’s algorithm, of which many exist in the literature. While the
amount of network information required is similar due to the priority function being
non decomposable to compute the throughput of a path extension it is not sufficient
to learn only the throughput of a current path and the next channel gain. Hence, the
distribution of such network information is a higher burden if our algorithm were to
be implemented.
Due to the interference model our priority function does not have certain proper-
ties that the priority function used in Dijkstra’s algorithm does. Refer to Fig. 2.1 and
assume that at termination of the algorithm the route piD = {S, y, z,D} is found as
the optimal route. For Dijkstra’s algorithm a subset of piD that maintains the same
order as piD, such as the set {y, z,D} will also be the optimal route from node y to
the destination D. Additionally the inverse subset {D, z, y} will be the optimal set
that goes from the destination D to node y. For our model, due to interference, such
a subset of the optimal route or an inverse subset is not necessarily optimal. Since
the coefficients and degrees of the set of polynomials used to find the optimal power
allocation change and therefore the value of ω∗ may change as well.
Thus we have presented a procedure to find the optimal power allocation when a
route is given. We built on the procedure for optimal power allocation to construct
a priority-first search algorithm. For the algorithm we show the priority function is
monotonic and therefore the result of the algorithm is optimal.
Chapter 5
Performance in the Physical Model
We have shown a procedure that finds an optimal power allocation for our model of
a wireless network with imperfect full-duplex nodes. Our model simplified the effects
of interference by limiting it to self-interference and one hop interference, both of
which arise from imperfect full-duplex. The simplification proved to be fundamental
in enabling our proposed procedure to find an optimal solution. We built on this
procedure and presented a priority-first search algorithm to find the jointly optimal
route and power allocation to maximize the throughput.
When the interference assumptions from our model are extended to include more
interferers then our procedure may no longer be feasible. In particular, our procedure
still finds an optimal solution if reception at node i ∈ {2, ..., n+1} is interfered also by
any node j ∈ {i+ 2, ..., n}. When considering interference from any k ∈ {1, .., i− 2}
then an equation for Pi−1 depending only on ω cannot be written and therefore our
proposed procedure cannot be applied.
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5.1 Gap Between Optimal Solutions
In this section we study how the solution from our procedure performs in the physical
model as introduced in [22]. In the physical model for a route R and power allocation
P and i ∈ {1, ..., n} the achievable rate ri is affected by all other transmitting nodes.
Our model gains tractability by limiting the sources of interference that are consid-
ered. Thus, analyzing the performance of the solution from our algorithm evaluated
in the physical model allows for an analysis of what is paid to gain tractability.
Recall that in our model the achievable rate ri is only affected by interference
originating from the (i + 1)th and (i + 2)th elements in R. For a receiving node
k ∈ {1, ..., n} define the interferers considered in the physical model but not our model
as the complement set of interferers Ik = {j : j 6= {k − 1, k, k + 1} ∀ j ∈ {1, ..., n}}.
The physical model also considers a transmission to be successful if the SINR at a
receiving node is greater than a fixed SINR threshold. To maintain the assumptions
from the initial model the SINR threshold is set to 0. Note that the proof of optimality
of our algorithm requires the existence of a route. Including an SINR threshold other
than 0 would reduce the connectivity in the network, which may translate into a
shorter execution time but may result in a network with no feasible route.
In the physical model for a route R and power allocation P the achievable trans-
mission rate of element i ∈ {1, ..., n} to element i+ 1 is defined as
rˆi = log
(
1 +
Pihi,i+1
1 + Ii+1 +
∑
{j∈Ii+1}
Pjhj,i+1
)
. (5.1)
Note that ri ≥ rˆi ∀ i ∈ {1, ..., n}, with equality when Ii+1 is empty or Pj = 0 ∀ j ∈ Ii+1.
Define throughput in the physical model as ρˆ(R,P) = mini∈{1,...,n} rˆi. Define the
optimal throughput in the physical model as ρˆ(Rˆ∗, Pˆ∗) ≥ ρˆ(R,P) ∀ R ∈ R,P ∈ P .
Note that Rˆ∗ and Pˆ∗ are not necessarily equal to R∗ and P∗, the optimal route and
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h1,2
r1 y
h2,3
r2 z
h3,4
r3 D
Figure 5.1: Sample route R = {S, y, z,D} with 3 simultaneously transmitting nodes
in the physical model. Curved lines represent interfering signals and straight lines
represent intended transmission. The thick curved lines represent the interference
considered in the physical model but not our model. Normalized channel gains and
achievable rates are shown above and below, respectively, the intended transmission.
power allocation in our model.
In Fig. 5.1 we show the same route shown previously in Fig. 2.1 but now in the
physical model. The interfering signals considered in the physical model, but not our
model, are shown as thick curved lines.
The complement set of interferers contributes a nonnegative amount of interfer-
ence. For a given R and P it follows that ρ(R,P) ≥ ρˆ(R,P). Equality between
ρ(R,P) and ρˆ(R,P) occurs only for n ∈ {1, 2, 3} and ρˆ(R,P) = rˆ1, or trivially when
ρ(R,P) = 0. From the definition of the optimal throughput in both models, it follows
that
ρˆ(R∗,P∗) ≤ ρˆ(Rˆ∗, Pˆ∗) ≤ ρ(R∗,P∗). (5.2)
Thus our solution provides an upper and lower bound for the optimal solution in
the physical model. Define the gap between the upper bound and the lower bound
as
∆ = ρ(R∗,P∗)− ρˆ(R∗,P∗). (5.3)
We now give a bound on the gap ∆ that relates to a given instance of the network.
Afterwards we analyze the asymptotic behavior of ∆. For any i ∈ {1, ..., n} and ωi ≤ 1
define log(ωi)
+ = 0, else if ωi > 1 then log(ωi)
+ = log(ωi). It follows that any solution
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in our model for a network instance can be bounded above as
ρ(R∗,P∗) < 1 + log
(
Pihi,i+1
1 + Ii+1
)+
∀ i ∈ {1, .., n}, (5.4)
and for k ∈ {1, ..., n} such that ρˆ(R∗,P∗) = rk a lower bound for the solution from
our algorithm in the physical model is
ρˆ(R∗,P∗) > log
(
Pkhk,k+1
1 + Ik+1 +
∑
{j∈Ik+1}
Pjhj,k+1
)+
. (5.5)
From (5.4) and (5.5) it follows that for a given network topology the value of (5.3)
can be bounded above as
∆ < 1 + log
(
1 +
∑
{j∈Ik+1}
Pjhj,k+1
1 + Ik+1
)
, (5.6)
where k is defined as for (5.5). Although ∆ can be calculated exactly when a network
topology is given, (5.6) shows that ∆ grows at most with the ratio between the
interference from the complement set of interferers at k and the interference considered
by our model.
The complement set of interferers has maximum cardinality when considering
reception at the destination. Therefore there are at most n − 1 elements in the
complement set of interferers and the maximum transmission power is PMax. Then
the upper bound of ∆ can be extended to
∆ < 1 + log(1 + (n− 1)PMax), (5.7)
and asymptotically grows as
∆ = O (log(n− 1) + log(PMax)) . (5.8)
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Recall that n is the number of transmitting nodes in a route and N is the total
number of nodes in the network. Therefore n is not only bounded above by N , but
the value of n depends on the topology of all N nodes.
5.2 Performance of ∆ with increasing PMax
Now we analyze the behavior of ∆ for a growing PMax. The analysis in this section
is independent of network topology. We show in Lemma 5 that n is inversely related
to PMax, a result that arises from both self-interference and one hop interference.
The inverse relation between n and PMax is used to show that ∆ tends to 0 for a
sufficiently large PMax.
Lemma 5: Consider any fixed network with N nodes and an increasing PMax.
There exists some P0 such that for every PMax > P0 the optimal route R
∗ has cardi-
nality 2 meaning a direct transmission.
Proof. Consider an arbitrary R, that is not a direct transmission, of cardinality n′+1
and with an optimal power allocation. From Lemma 2 there exists a j ∈ {1, ..., n′}
such that Pj = PMax for which the achievable rate will be
rj = log
(
1 +
PMaxhj,j+1
1 + Ij+1
)
. (5.9)
The maximum achievable rate for a direct transmission, and therefore the maximum
throughput, is
rS = log(1 + PMaxhS,D), (5.10)
where the channel gain between source and destination, hS,D, is fixed since N is fixed.
Therefore, the direct transmission rate grows with PMax. Now consider the possible
values of j, the node operating at PMax, as PMax grows. If j 6= 1 then there exists
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an element j − 1 that, from Lemma 1, can increase its transmission power without
lowering throughput.
Assume that j−1 can increase its transmission without decreasing the throughput
of the route. Any increase to the transmission power of j − 1 that does not lower
throughput is upper pounded by Pj−1 = PMax. Consider Pj−1 = PMax, then the
equation
rj−1 = log
(
1 +
PMaxhj−1,j
1 + PMaxγj + Pj+1hj,j+1
)
, (5.11)
tends to a constant as PMax grows. Therefore any value of Pj−1 < PMax that does
not lower throughput must also tend at most to the same constant.
Consider the case when from construction of P∗ for j = 1 the allocated power is
such that Pj = PMax. Therefore we wish to show that
rj = log
(
1 +
PMaxhj,j+1
1 + Ij+1
)
< log(1 + PMaxhS,D), (5.12)
is true. We can rewrite both sides as
ωj+1 =
PMaxhj,j+1
1 + Ij+1
< PMaxhS,D, (5.13)
or as
hj,j+1
hS,D(1 + Ij+1)
< 1. (5.14)
Due to rate equalization as PMax grows, so should Pj+1 as well as Pj+2. Therefore,
there exists a threshold value for which (5.14) is true. The exact value of this threshold
depends on the channel gains and residual self-interference coefficient of the elements
in the route as well as hS,D.
Any route R operates at maximum throughput only with an optimal power allo-
cation P∗. In any P∗ there exists one element j ∈ {1, ..., n} such that Pj = PMax the
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arguments stated above hold for any possible route in the network.
Since (5.10) grows unbounded and any alternative route tends to at most a
constant, it follows that P0 exists. Therefore, at sufficiently large PMax a direct
transmission achieves a throughput higher than any other alternative route and thus
R∗ = {S,D}.
Lemma 5 only proves the existence of P0 since the value of P0 depends on residual
self-interference coefficients and channel gains in the network, in particular the chan-
nel gain hS,D. The result from Lemma 5 can be used to infer that routing through
several nodes may be optimal when PMax is relatively low or moderate and a direct
transmission is optimal when PMax is sufficiently large. Theorem 3 uses Lemma 5 to
show that at large PMax the value of ∆ becomes zero.
Theorem 3: Consider a network with a fixed number of nodes N and increasing
PMax. The value of ∆ becomes zero for a sufficiently large value of PMax.
Proof. From Lemma 5 it follows that a direct transmission is the optimal R∗ for a
sufficiently large PMax. Sufficiently large PMax is such that PMax > P0, where P0 is
defined in Lemma 5. Therefore, at sufficiently large PMax the number of transmitters
is n = 1 for which the complement set of interferers is empty. For a direct transmission
the complement set of interferers is empty, therefore ρ(R∗,P∗) = ρˆ(R∗,P∗) and
∆ = 0.
From Theorem 3 it follows that as PMax grows then the optimal solution in our
model tends to the optimal solution in the physical model. The result from Theorem
3 does not contradict the upper bound described in (5.6), since even though the
transmit power may increase the number of interferers decreases. More so, Theorem
3 shows that ∆ tends to zero as PMax grows, therefore so should the order of (5.8).
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5.3 Performance of ∆ with increasing N in a Linear
Network
Now we consider the case of a fixed PMax and growing N . To analyze the case of
growing N we consider the network to be a linear network. The use of linear networks
offers a direct relation betweenN and channel gains as well as limiting node placement
to one dimension. Thus, a linear network offers structure into the topology which
enables our analysis.
In a linear network all nodes are in the direct line joining the source and the
destination with equal channel gains between each two consecutive nodes, as in [11,
23–25]. We assume that as N grows the nodes S and D remain fixed and all other
nodes are rearranged between them to maintain channel gain equality. We assume
all nodes operate with the same residual self-interference coefficient γ.
Furthermore, we assume a path-loss model such that for i, j ∈ {1, ..., N} channel
gains are defined as hi,j = d
−α
i,j , where di,j is the distance between node i and node
j and the path-loss coefficient is α. Therefore, in a linear network we define hi,j =
(dS,D/(N − 1))
−α. Since for a value of N all channel gains are equal, and growing
with N , we use h as the notation of a channel gain for linear network of size N .
Furthermore, assume that n = N − 1, that is to say that all nodes in the linear
network are selected into R. For any i, j ∈ {1, ..., n} with i < j the order of R is such
that there are fewer nodes in between S and i than the nodes in between S and j.
An example of a linear network is shown in Fig. 2.1.
Lemma 6 uses the recursive procedure used to construct P∗ to show that the
optimal power allocation for a linear network is such that a node in the route will
operate at a lower transmission power than any node previous to it in the route.
Lemma 7 then builds on both Lemma 2 and Lemma 6 to upper bound the throughput
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in a linear network that grows with N . We remind the reader that for a linear network
n = N − 1, but we use n to relate to the transmitting nodes in a route and N to
relate to the total nodes in the network.
Lemma 6: Consider a linear network of size N and the optimal power allocation
P∗. For all i, j ∈ {1, ..., n} if i < j then Pi > Pj.
Proof. Recall that for an optimal power allocation ri = rj ∀ i, j ∈ {1, ..., n}, therefore
if i = n− 1 and j = n
log
(
1 +
Pn−1h
1 + Pnγ
)
= log(1 + Pnh). (5.15)
Recall that in a linear network all channel gains between consecutive nodes are equal.
Since Pnγ is positive for imperfect self-interference cancellation, then Pn−1 > Pn to
maintain equality among achievable rates. For any i < n− 1 it follows that Ii > Ii+1.
Therefore, generalizing for any i < j ∈ {1, ..., n}
log
(
1 +
Pih
1 + Ii+1
)
= log
(
1 +
Pjh
1 + Ij+1
)
, (5.16)
since Ik ∀ k ∈ 1, ..., n is positive and Ii+1 > Ij+1. Therefore to maintain rate equality,
a property of P∗, it follows that Pi > Pi+1 > ... > Pj−1 > Pj.
Combining the results from Lemma 2 and Lemma 6 it follows that for an optimal
power allocation P1 = PMax. The result in Lemma 6 comes from both the self-
interference and the one hop interference considered in the model.
In Lemma 7, a linear network with growing N and fixed PMax is considered and
the behavior of ω∗ is explored. The exact value of ω∗ depends on the value of N , the
behavior of h with N , γ, and PMax. Lemma 7 shows that there exists a function of
N that bounds ω∗ from above. Lemma 7 also shows that at sufficiently large N the
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function that bounds ω∗ from above tends to a constant.
Lemma 7: Consider a linear network with fixed PMax and a growing number of
nodes N . If the growth with N of the channel gain between consecutive nodes is
slower than an exponential growth, then the optimal throughput is bounded above
by a function that decreases to a constant.
Proof. For any i ∈ {1, ..., n} and ω∗, the optimal SINR, (3.14) is used in our model
to find the optimal transmission power Pi. We evaluate several terms to show a term
that grows with n due to recursivity. When i = n then Pn = ω
∗/h. For i = n− 1
Pn−1 =
ω∗
h
+ γ
ω∗2
h2
, (5.17)
the same ω∗/h term is present as in Pn. When i = n− 2 then
Pn−2 =
ω∗
h
+ γ
ω∗2
h2
+ γ2
ω∗3
h3
+
ω∗2
h
. (5.18)
In (5.18) the term ω∗2/h comes from the one hop interference originated at n. For
i = n − 3 due to one hop interference originating at n − 1 the same ω∗2/h term is
present. For i = n− 4 a term ω∗3/h is present, again due to one hop interference now
originating at n− 2. From the previous example a recursive trend is visible.
The recursive term of interest is now generalized for any other element in the
route. For any j ∈ {2, ..., n} that is even then the optimal power allocation Pn−j
includes a term ω∗(j/2)/h. For any k ∈ {1, ..., n} that is odd then the optimal power
allocation Pn−k includes a term ω
∗((k+1)/2)/h. Without loss of generality assume n is
even. Therefore P1 includes a term ω
∗(n/2)/h. Recall that according to Lemma 2 and
Lemma 6, we have P1 = PMax. Since all the terms in P1 are positive it follows that
PMax >
ω∗(n/2)
h
, (5.19)
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which can also be written as
(PMaxh)
2/n > ω∗. (5.20)
Recall that PMax is fixed therefore since h grows with N there exists some value of
N such that PMaxh > 1. When PMaxh > 1 then the left hand side of (5.20) decreases
to one unless h grows faster than exponentially with N . Therefore ω∗ at sufficiently
large N is bounded above by one. Note that we can arrive to the same conclusion
had we assumed n was odd. Since ω∗ is bounded above it follows that as N grows,
the throughput is also bounded above by a function that tends to a constant.
From Lemma 7 it follows that for PMax ≥ 1 the upper bound on the throughput
begins to decrease after channel gains are such that they amplify (i.e. h > 1), rather
than attenuate (i.e. h < 1), the one hop interference. As N grows and channel gains
correspond to amplification channel gains then the upper bound on the throughput
decreases to a constant. In Theorem 4 the result of Lemma 7 is used directly to prove
another asymptotic behavior of ∆.
Theorem 4: Consider a linear network with a fixed maximum transmission power
PMax. As N grows then ∆ tends at most to a constant.
Proof. From Lemma 7 it follows that at sufficiently large N the throughput at most
can increase towards the same constant to which the left hand side in (5.20) decreases.
Therefore the value of ρ(R∗,P∗) can at most tend towards that constant. Since the
complement set of interferers increases with N and the throughput in our model tends
to a constant it follows that ρˆ(R∗,P∗) tend asymptotically to zero. Therefore ∆ grows
asymptotically towards the same constant as the left hand side in (5.20).
It is important to note that once channel gains correspond to amplification chan-
nels the path-loss model may not be a suitable model. To avoid entering the regime
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corresponding to amplification channels we can bound h ≤ 1. Doing so increases the
value tended to by function that upper bounds the throughput, thus increasing the
value of ∆. While ∆ may increase it would still remain constant for sufficiently large
N .
While Theorem 3 and Theorem 4 give insight into the validity of our model for
asymptotically growing network characteristics, N and PMax, the performance anal-
ysis of our model in moderate scenarios is left to simulations in the following section.
Chapter 6
Numerical Results
Through simulations we evaluate the performance of the optimal route and power
allocation found by our algorithm in a wireless network with imperfect full-duplex
nodes as described in Chapter 2. We simulate a path-loss dominated network such
that channel gains are defined as hi,j = d
−α
i,j , where di,j is the distance between node i
and node j and the path-loss coefficient is α. Nodes have equal capabilities, therefore
the residual self-interference coefficients are set to γi = γ ∀ i. We select the value of
γ = 0.01, which corresponds to 20 dB gap between received signal and residual self-
interference, as reported in [12], while γ = 0.03 corresponds to approximately a 15 dB
gap and γ = 0.20 to approximately a 7 dB gap. Results for optimal route and power
allocation half-duplex and for direct transmission are also shown for comparison.
Half-duplex is when a node is not able to simultaneously transmit and receive over
the same frequency. Results shown are averaged from 500 simulation results.
In Fig. 6.1, Fig. 6.2, Fig. 6.3, and Fig. 6.4 the number of nodes in the network is
set to N = 20. Nodes S and D have fixed positions at 10 meters apart from each
other and the rest are randomly placed in a square area of 20 meters side length.
Node placement is done this way such that direct transmission becomes comparable
to full-duplex at high PMax.
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Figure 6.1: Achieved throughput for optimal route and power allocation with α = 3.
Throughput is represented on a logarithmic scale.
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Figure 6.2: Average number of nodes in the optimal route as a function of PMax for
a fixed network size and for path-loss coefficient α = 3.
Using our model the average throughput, on a logarithmic scale, for the optimal
route and power allocation as a function of PMax with α = 3 is shown in Fig. 6.1 . In
our model as long as interference cancellation is imperfect, half-duplex outperforms
full-duplex for a sufficiently high Pmax, such as the case of γ = 0.03 being outper-
formed past PMax > 15 dB. As PMax grows so does the residual self-interference and
the one hop interference because, as Lemma 2 states, there is at least one node is
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Figure 6.3: Solution from Fig. 6.1 in model including interferences from all transmit-
ting nodes. Throughput is represented on a logarithmic scale.
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Figure 6.4: Achieved throughput for optimal route and power allocation with α = 4.
Throughput is represented on a logarithmic scale.
transmitting at PMax.
To see the effects of increased interference on route selection in our model refer
to Fig. 6.2 where the average number of nodes in the optimal route as a function of
PMax are shown. In particular, for high PMax the average number of nodes in the
optimal route for γ = 0.03 tends to 2. This route selection is expected at higher PMax
for other values of γ. Therefore, from Fig. 6.1 and Fig. 6.2, it is clear that for large
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amounts of interference are present the optimal route reduces to direct transmission.
The results shown in Fig. 6.2 also follow the result found for increasing PMax and
fixed N in the previous section.
Recall that our model simplifies interference to be only self-interference and one-
hop interference. To examine the degree to which this simplification affects perfor-
mance, we relax this assumption. After solving for the optimum routes and power
allocations for our simplified model, we compute the resulting throughput in the
physical model which is a more complete model. In the physical model assumes that
each node interferes with every other node according to the path-loss model described
above. This corresponds to the lower bound on the optimal throughput for the phys-
ical model, as described in Chapter 5. We plot the computed throughput in Fig. 6.3.
For γ = 0.01 throughput falls sharply for PMax ≥ 20 dB, since the routes selected
tend to be longer for which many small interference components combine, resulting in
a large decrease in throughput. For higher γ, however, the difference between Fig. 6.1
and Fig. 6.3 is smaller, since the optimal routes alleviate interference more conserva-
tively by choosing shorter routes. On average the solutions in Fig. 6.1 decrease for
γ = 0.01 by 19%, for γ = 0.03 by 18% and for γ = 0.20 by 11% when in the more
complete model.
To see the effects of α in Fig. 6.4 the average throughput, on a logarithmic scale,
for the optimal route and power allocation as a function of PMax with α = 4 is shown.
The computation of our solution in a more complete model is not shown since the
plots are very similar. The solutions in Fig. 6.4 when computed for all interferers
decrease on average, across the entire range shown, for γ = 0.01 by 9%, for γ = 0.03
by 9%, and for γ = 0.20 by 7%. Therefore, it can be inferred that our model offers a
performance closer to the optimal solution in the physical model when larger values of
the path-loss coefficient are considered. The discrepancy in throughput between our
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Figure 6.5: Achieved throughput for optimal route and power allocation with α = 4.
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Figure 6.6: Performance of our solution in a model including interferences from all
transmitting nodes with α = 4.
model and the physical model increases for lower values of the path-loss coefficient,
which represents ideal and unrealistic channels.
We also evaluate achieved throughput while varying N and fixing PMax = 15 dB.
For these simulations S andD are set 18 meters apart. This was done such that longer
routes become more common. Results obtained in our model are shown in Fig. 6.5
and the throughput recalculated for a more complete model is shown in Fig. 6.6.
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In Fig. 6.5 half-duplex is outperformed, since PMax is not sufficiently high, and the
throughput grows with N . The throughput discrepancy between our simplified model
and the more complete model increases with N . In Fig. 6.6 at higher values of N
half-duplex outperforms γ = 0.20 because a larger network tends to a longer optimal
route; hence there is a greater amount of neglected interference, resulting in a greater
impact to throughput. As shown in Fig. 6.5 and Fig. 6.6, however, the discrepancy
is small for moderate N . Our approach therefore represents a tradeoff, reducing the
complexity of finding a solution considerably while providing slightly sub-optimal
performance in the more complete model.
Chapter 7
Conclusion
An algorithm is proposed that finds both the routing and power allocation problem in
an imperfect full-duplex network to maximize the throughput of a set source and des-
tination. In particular we present a model that considers imperfect self-interference
cancellation, hence the imperfect full-duplex operation, and one hop interference.
Based on this model we solve the problem for when the route is given, finding a nec-
essary condition for optimality and a procedure to find the optimal power allocation.
The procedure has a complexity similar to a polynomial root finding algorithm, where
the highest degree of the polynomial is equal to the number of transmitting nodes in
a route. We propose a priority-first search algorithm that finds both the route and
the power allocation for which the throughput is maximized.
Our algorithm differs from Dijkstra’s algorithm by having a metric that is coupled
to the decisions and non decomposable, a property that arises from the interference
model. The performance of the solution found in our model is shown by analyzing
the gap between a solution in our model and the optimal solution in the physical
model. The gap between solutions is bounded and shown to tend asymptotically to
zero as more transmission power is available. In a linear network the gap is shown to
tend asymptotically to a constant.
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While ∆ is shown to decrease to, at most, a constant the performance for mod-
erate values of maximum transmit power and number of wireless nodes is inspected
through simulation. Through simulations it is shown that even under imperfect self-
interference cancellation multi-hop routing in full-duplex outperforms, in terms of
throughput, operating in half-duplex. The gap between the throughput in our model
and a more complete model is found to increase with N and decrease with an increase
in α. This gap comes from using our model, the same model that allows finding a
solution with complexity similar to finding polynomial roots. When considering our
algorithm it is important to note that our solution requires less network information
than the network information requried to find the optimal solution in the physical
model.
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