Abstract. In this paper, we consider the distance spectra of the derangement graphs. First we give a constructive proof that the connected derangement graphs are of diameter 2. Then we obtain their distance spectra. In particular, we determine all their extremal distance eigenvalues.
introduction
The derangement graphs Γ n are a family of normal Cayley graphs associated with symmetric groups S n and their derangement sets. Recently such graphs are generalized to those related to any permutation groups and applied to the research of intersecting families of permutation groups; see [1, 7, 8] . One important algebraic invariant of a graph is its adjacency spectrum, namely the eigenvalues of its adjacency matrix. The adjacency spectra of Γ n are deeply related to some interesting combinatorial objects, such as the factorial Schur functions [2] and shifted Schur functions [9] , etc. The first recurrence formula to calculate adjacency spectra of Γ n is due to Renteln in [10] . Later such adjacency spectra are more subtly studied by Ku, Wales and Wong in [5, 6] . Besides, the automorphism groups of derangement graphs are determined in [3] .
In this paper we mainly discuss the distance spectra of the derangement graphs. That is another significant invariant to reflect the properties of graphs. First we constructively prove that the connected derangement graphs are of diameter 2, by decomposing any nonderangement permutation into a product of two derangements. One can also obtain such fact by the intersecting properties of permutations given in [1] . As a result, we can successively derive the distance spectra of Γ n based on the preceding work about their adjacency spectra. In particular, the smallest adjacency eigenvalue of Γ n found in [10] and the second largest adjacency one given in [4] correspond to the second largest distance eigenvalue and the smallest distance one of Γ n respectively. Here we further determine the second smallest distance eigenvalue and the third largest one of Γ n .
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Background
For any n ∈ N, let S n be the symmetric group. The derangement graph Γ n of S n is the normal Cayley graph Γ(S n , D n ) with vertices V(Γ n ) = S n and edges E(Γ n ) = {(w, sw) : w ∈ S n , s ∈ D n }, where D n = {w ∈ S n : w(i) i, i = 1, . . . , n}. By abuse of notation, we also use D n to denote its cardinality. Permutations in D n are called derangements. By the inclusion-exclusion principle, we know that
where {k} denotes the nearest integer to k; see also [10, Lemma 4.1] . Approximately,
Note also the following useful induction identities.
For any graph Γ and u, v ∈ V(Γ), let the distance d Γ (u, v) be the length of a shortest path between u and v in Γ. The distance matrix of Γ is defined by (Γ) , as a symmetric, nonnegative definite matrix. The distance spectrum and the distance polynomial P Γ (q) of Γ are defined by the spectrum and the characteristic polynomial of d Γ respectively.
is the shortest length of expressions of vu −1 as a product of derangements for any u, v ∈ S n . Hence, we define a length function ℓ D on S n as follows. For any w ∈ S n , let
Equivalently, the diameter of Γ n is two when n > 3.
Proof. First note that the length function ℓ D is a conjugacy class function on S n , since D n is stable under conjugation. Now we prove the result by induction on the number f of fixed points of a permutation w. First we need the following identities about permutations:
and (2.6)
Case 1: f = 1. This is the most technical case. First by (2.5), (2.6) one can easily see that ℓ D (w) = 2, when w has one fixed point and at least one 2-cycle. For instance, Thus we still need to consider the case when w has one fixed point and no 2-cycles. By (2.5) and that ℓ D only depends on the cycle type, we reduce such case to the special result:
For this, we find a tuple (k 1 , . . . , k n−2 ) (= {3, 4, . . . , n} as sets) such that (1)(23 · · · n) is composed by the following two derangements, written as
Indeed we fix a positive integer p such that n − 2 ∤ p, p + 1. Then take those distinct k j 's in {3, 4, . . . , n} uniquely as
For the permutation τ =
In summary, we have proved that ℓ D (w) = 2 if w has one fixed point. ) and the definition of Γ n , one can also see that Γ n (n ≥ 4) is of diameter 2, while our alternative proof provides concrete construction.
Distance spectra of the derangement graphs
Next we discuss the distance spectra of the derangement graphs. For the group ring Q[S n ], it is endowed with a regular representation of S n , denoted by ρ. Let {e σ 1 , . . . , e σ n! } σ i ∈S n be the natural basis of Q[S n ]. Consider the linear operator
Equivalently, the distance spectrum of Γ n are the spectrum of the operator E.
Since ℓ D is a conjugacy class function on S n , E commutes with any ρ(w) (w ∈ S n ), i.e. E is an endomorphism of the representation Q[S n ]. By Schur's lemma, we know that the restrictions of E act on irreducible representations by scalars. Hence, we have 
for any irreducible character χ, with multiplicity χ(1) 2 .
It is well-known that the irreducible characters χ of S n are indexed by partition λ ⊢ n, thus denoted by χ λ , and χ λ (1) = f λ , the number of standard tableaux of shape λ. Now abbreviate γ χ λ as γ λ associated with χ λ .
In fact, by Prop. 2.1 we know that
where A Γ is the adjacency matrix of Γ, Γ c n is the complement graph of Γ c n and J n is the circulant matrix with the zero diagonal and other entries equal to one. Hence, one can also obtain the distance spectrum of Γ n from its adjacency spectrum calculated in [5, 10] .
Proposition 3.2. Write
as the adjacency spectrum of Γ n , then
is its distance spectrum.
On the other hand, the matrix of the endomorphism We recall Renteln's recurrence formula for η λ 's in [10, Theorem 6.5]:
with initial condition η ∅ = 1, where h denote either the principal hook of λ or its cardinality, λ − 1 denote the partition obtained by removing the first column of λ. In particular, we have
We also need the following alternating sign property proved in [5, Theorem 1.2].
(3.2) sign(η λ ) = (−1)
for any partition λ.
First we give several technical lemmas for the proof of our main result.
Lemma 3.3. For n ≥ 6, 4 ≤ i ≤ n/2, we have
Proof. First, we have
and
Hence, |η (n−3,3) | < η (n−2,1 2 ) for n ≥ 7 and the case when n = 6 is easy to see. Now we only need to prove that |η (n−i,i) | < |η (n+1−i,i−1) | for 4 ≤ i ≤ n/2. It will be done by induction on i. For i = 4, it is easy to check. Suppose i, n − i have different parity, then
by Property (3.2)
Thus we reduce it to the proof that 
When i, n − i have the same parity, then
Hence, it is reduced to the proof that 
In summary, we finally verify the desired inequality.
We note that without using (3.2) it is much more straightforward only to show that
which is enough indeed for the forthcoming discussion of our main result.
In particular, partitions λ = (n − i,
Proof. The first family of inequalities are clear since
while for the second one,
Lemma 3.5. For 1 ≤ i ≤ n − 4, we have
Proof. Note that
thus we have
for n ≥ 5. For the second one, we have
Proof. By [4, Theorem 1.1] we know that η (n−2,2) is the second largest adjacency eigenvalue of Γ n , thus
For the second one, we similarly have
when n ≥ 7, and the case for n = 6 is also clear. 
with multiplicity χ (n−2,2) (1) 2 , and the second smallest one is
with multiplicity χ (n−2,1 2 ) (1) 2 when n ≥ 4, n 5.
Proof. First we claim γ (n−2,2) ≤ γ (n−2,1 2 ) with equality only when n = 5. One can confirm it for the cases when n is from 4 to 13 in the list in [5, Section 11 ]. Now we have
where the first inequality is due to the bound (2.2). In particular, it implies that γ (n−2,2) − γ (n−2,1 2 ) < 0 when n ≥ 9. In summary, we verify the claim. Now by Lemma 3.4 and Lemma 3.5, we only need to prove that γ (n−2,1 2 ) < γ λ for any partition λ neither a hook nor a near hook. First for λ = (n − i, i) (3 ≤ i ≤ n/2), we have |η (n−i,i) | < η (n−2,1 2 ) by Lemma 3.3. Hence, γ (n−2,1 2 ) < γ (n−i,i) for 3 ≤ i ≤ n/2. For those λ of the length ℓ := ℓ(λ) ≥ 3, we have h ≤ n − 2 and
We should remark that η (n−2,2) has been proved to be the second largest adjacency eigenvalue in [4, Theorem 1.1], thus the result for γ (n−2,2) . Here we further compare γ (n−2,2) with γ (n−1,1 2 ) . On the other hand, we have Theorem 3.9. For d Γ n (n ≥ 4), the largest eigenvalue is
with multiplicity one, the second largest eigenvalue is
with multiplicity χ (n−1,1) (1) 2 , and the third largest eigenvalue is
with multiplicity χ (n−3,3) (1) 2 when n ≥ 6 and γ (2 2 ,1) when n = 5.
Proof. It is well-known that the largest adjacency eigenvalue for a d-regular graph is d. In particular for d Γ n , the largest distance eigenvalue is γ (n) = 2(n!−1)−D n with multiplicity one by Prop. 3.2. Besides, as η (n−1,1) is the minimum eigenvalue of A Γ n by Theorem 7.1 in [10] , the second largest eigenvalue for d Γ n is γ (n−1,1) = −2 + D n n−1 with multiplicity χ (n−1,1) (1) 2 . Now for the third largest distance eigenvalue, we first know that −η (n−3,3) = |η (n−3,3) | > |η (n−i,i) |, η (n−3,3) < −|η (n−i,i) | ≤ η (n−i,i) , 4 ≤ i ≤ n/2 by Lemma 3.3. Therefore, γ (n−3,3) > γ (n−i,i) for 4 ≤ i ≤ n/2. By Lemma 3.4, Lemma3.5, γ (n−3,3) > γ (n−i,1 i ) , γ (n−2− j,2,1 j ) for 3 ≤ i ≤ n − 1, 1 ≤ j ≤ n − 4, n ≥ 6.
By Lemma 3.6, we also have γ (n−3,3) > γ λ for any partition λ of length three. Thus it still needs to consider those λ of length ℓ := ℓ(λ) ≥ 4 and neither a hook nor a near hook. In this case, we have h ≤ n − 2 and In conclusion, we determine the third largest distance eigenvalue of Γ n . where γ (5) = 194, γ (4,1) = 9, γ (2 2 ,1) = 2, γ (2,1 3 ) = −1, γ (3,2) = γ (3,1 2 ) = γ (1 5 ) = −6.
The distance polynomial of Γ 6 is P Γ 6 (q) = (q− 1173)(q− 51) 25 where γ (6) = 1173, γ (5,1) = 51, γ (3 2 ) = 9, γ (3,2,1) = γ (3,1 3 ) = γ (1 6 ) = 3, γ (2,1 4 ) = −1, γ (2 2 ,1 2 ) = −7, γ (2 3 ) = −9, γ (4,1 2 ) = −15, γ (4,2) = −17.
