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5Abstract
Due to the availability of the vast amount of graph-structured data generated in various
experiment settings (e.g., biological processes, social connections), the need to rapidly
identify network structural differences is becoming increasingly prevalent. In many fields,
such as bioinformatics, social network analysis and neuroscience, graphs estimated from
the same experimental settings are always defined on a fixed set of objects. We formal-
ize such a problem as a labelled graph comparison problem. The main issue in this area,
i.e. measuring the distance between graphs, has been extensively studied over the past
few decades. Although a large distance value constitutes evidence of difference between
graphs, we are more interested in the issue of inferentially justifying whether a distance
value as large or larger than the observed distance could have been obtained simply by
chance. However, little work has been done to provide the procedures of statistical infer-
ence necessary to formally answer this question. Permutation-based inference has been
proposed as a theoretically sound approach and a natural way of tackling such a problem.
However, the common permutation procedure is computationally expensive, especially for
large graphs.
This thesis contributes to the labelled graph comparison problem by addressing three
different topics. Firstly, we analyse two labelled graphs by inferentially justifying their
independence. A permutation-based testing procedure based on Generalized Hamming
Distance (GHD) is proposed. We show rigorously that the permutation distribution is ap-
proximately normal for a large network, under three graph models with two different types
of edge weights. The statistical significance can be evaluated without the need to resort to
computationally expensive permutation procedures. Numerical results suggest the valid-
ity of this approximation. With the Topological Overlap edge weight, we suggest that the
6GHD test is a more powerful test to identify network differences.
Secondly, we tackle the problem of comparing two large complex networks in which
only localized topological differences are assumed. By applying the normal approximation
for the GHD test, we propose an algorithm that can effectively detect localised changes
in the network structure from two large complex networks. This algorithm is quickly and
easily implemented. Simulations and applications suggest that it is a useful tool to detect
subtle differences in complex network structures.
Finally, we address the problem of comparing multiple graphs. For this topic, we anal-
yse two different problems that can be interpreted as corresponding to two distinct null
hypotheses:
(i) a set of graphs are mutually independent;
(ii) graphs in one set are independent of graphs in another set.
Applications for the multiple graphs problem are commonly found in social network anal-
ysis (i) or neuroscience (ii). However, little work has been done to inferentially address
the problem of comparing multiple networks. We propose two different statistical testing
procedures for (i) and (ii), by again using a normality approximation for GHD. We extend
the normality of GHD for the two graphs case to multiple cases, for hypotheses (i) and (ii),
with two different permutation strategies. We further build a link between the test of group
independence to an existing method, namely the Multivariate Exponential Random Graph
Permutation model (MERGP). We show that by applying asymptotic normality, the maxi-
mum likelihood estimate of MERGP can be analytically derived. Therefore, the original,
computationally expensive, inferential procedure of MERGP can be abandoned.
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Which has the abstract:
”Biological processes are often represented in the form of networks. In cancer re-
search, the comparison of gene expression or DNA methylation networks observed
in cases and healthy controls can lead to the discovery of biological pathways as-
sociated to the disease. As a cancer progresses, its signalling and control networks
are subject to some degree of localised re-wiring or re-arrangement. Being able to
detect localised changes in network topology induced by the presence or progression
of the disease can lead to the discovery of novel molecular diagnostic and prognos-
tic signatures. However currently there is a lack of scalable statistical algorithms
for the detection of such interaction patterns and the assessment of their statistical
significance. We propose the subnetwork detection algorithm, a computationally ef-
ficient statistical procedure for comparing two biological networks defined on the
same set of genes, and detecting a subset of genes whose interaction patterns in the
two networks are statistically independent. We call this set of nodes a differential
subnetwork. The algorithm relies on a statistic, the Generalised Hamming Distance
(GHD), which quantifies the topological difference between two labelled networks.
We demonstrate that, under the null hypothesis of independence between the net-
works, the sampling distribution of this statistic is asymptotically normal under the
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methylation networks in ovarian cancer.”
13
Chapter 1
Introduction
1.1 Motivation
A graph, in general, models a network of relationships between objects. In recent years, due
to the increasing availability of graph data generated from different areas of study, the need
for rapidly identifying and making inference on graph differences is increasingly prevalent.
A large number of applications for comparison of graphs can be found in bioinformatic
analysis [44, 77, 78, 111], social network analysis [64, 21, 4, 22, 23] and neuroscience
[28, 106, 68].
In bioinformatics analysis, the studies of biological networks inferred from gene ex-
pression and DNA methylation (a biochemical process where a methyl group is added to
the cytosine or adenine DNA nucleotides) data abound. A number of high-throughput plat-
forms are commonly used to compare genome-wide molecular profiles of large cohorts of
normal control subjects and diseased individuals, to understand patterns that differentiate
them. For instance, epigenetic studies identify aberrant DNA methylation profiles within
CpG islands (regions of DNA where a cytosine nucleotide occurs next to a guanine nu-
cleotide in the linear sequence of bases along its length) that differ between patients and
controls, as changes in DNA methylation levels are believed to be among the earliest and
most common alterations in human cancers [101, 11]. Such applications are commonly
analysed using a network-based methodology in which each node represents a genomic
feature, such as a gene or CpG island, and the presence of an edge between two nodes
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indicates the interaction between two corresponding features. To compare a case versus a
control, both networks are defined using the same set of labelled nodes. The question then
arises whether an observed difference in topological structure (i.e. interaction among set of
nodes) between the two networks can be related to the different experimental conditions.
In the field of social network analysis, there is an interest in predicting the structure
of relationships among social entities, and analysing the impact of the structure on other
social phenomena using a collection of social relations. The analysis of a social network
is mainly built around a shared core of concepts and methods for the measurement, rep-
resentation and analysis of social structure [23]. A classic application in social networks,
collected by Krackhardt [65], is to analyse the interpersonal relations among managers in
high-technology companies. Networks are estimated by managers status characteristics or
structural properties such as age, tenure, membership, relationships or manager/subordinate
position. There is a need to understand different relationships among those structural prop-
erties (e.g., different age groups, manager versus subordinates, etc.).
In neuroscience studies, the brain is divided into different subregions. Each region is
defined as a node and a significant correlation between two parts of the brain (activated or
deactivated) forms an edge. Commonly, two samples of brain networks of individuals in
different experimental settings are estimated from the same partition of the brain [68]. For
the study of brain networks, samples of brain networks for different groups (case/control)
are used. It is always necessary to understand that, overall, brain networks from distinct
groups act differently.
Literature regarding network comparisons are well established. There are generally
two different approaches to address this problem. The first approach for graph comparison
studies the similarity of unlabelled or/and unequal sized graphs. Examples of such methods
include graph and subgraph isomorphism matching [88, 100], graph edit distance (GED)
and their extensions [94, 18, 74, 43], maximum common subgraph-based measures [55, 67,
19, 107] and Graphlet Degree distribution (GDD) [87, 86].
Another class of methods solves the problem of comparing labelled graphs (graph with
labels defined on nodes). The labelled graph comparison problem can be informally in-
terpreted as comparing graphs that are estimated from a common set of objects that are
defined by a specific experimental setting.
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The main method of comparing labelled graphs, i.e. measuring distance, has been
extensively studied. Large distance values constitute evidence of a difference between
graphs, and it is often of interest to inferentially justify whether a distance value as large or
larger than the distance observed could have been obtained by chance only. However, little
work has been done to provide the statistical inference that is needed to formally answer
this question. Although methods using permutation-based inference (permutation, in the
context of graph comparison, refers to randomizing the node labels of a graph, details
please refer to Section 2.3.1) have been proposed as a natural way of tackling labelled
graph comparisons, the computational cost of such inference procedures, especially when
comparing large networks, cannot be ignored.
In the thesis, we propose permutation based inferential procedures to overcome differ-
ent problems for comparing labelled graphs. The common question that permutation based
graph comparison procedures answer is whether two observed networks of relations (or
for more than two networks in multiple case) are significantly associated with each other
[5, 58, 60]. Usually, the null hypothesis of such a permutation procedure is stated as one
of no association between graphs. However, the term no association between graphs is not
clear and is generally not formally defined in the literature. In this thesis, we take no as-
sociation between graphs as meaning independence between graphs. Formal interpretation
and definition of hypotheses in a permutation based procedure for graph comparison are
presented in Section 2.3.1. The research presented focuses on addressing three different
aspects of inference for labelled graph comparisons:
 Testing the independence between two labelled graphs (Section 1.2)
 Differential analysis of large complex networks (Section 1.3)
 Testing the independence for multiple graphs (Section 1.4)
In addition, the contributions and outline of this thesis are presented in Section 1.5 and 1.6.
1.2 Testing The Independence Between Two Labelled Graphs
Methods concerning the comparison of two labelled graphs have long been studied. There
are two different approaches to this problem. One approach, for instance, Odibat and Reddy
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[77, 78], Lord et al. [68], studies node differences between two networks using node-level
measures (e.g. node centrality measures).
Another approach, which we will focus on in this thesis, analyses the structural dif-
ference between labelled graphs. The central issue for comparing graphs, i.e. measuring
distance, has been studied extensively. For instance, distance-based methods with labelled
graphs, GED [43, 94], defined as the cost (obtained by using a cost function) of the least
expensive sequence of edit operations that are needed to transform one graph into another,
can also be used to measure the distance between labelled graphs. GED is a good way of
measuring the distance between networks, because it is error-tolerant to noise and distor-
tion [43]. However, the computational cost of GED is expensive, which makes it difficult to
do inference studies. Although large distance values could provide evidence of differences
in graph topology, we are more interested in the issue of inferentially assessing whether a
distance value as large or larger than the observed distance could have been obtained by
chance.
However, little work has been done to provide the requisite statistical procedures for
evaluating significance for such an assessment. In early efforts, Katz [63] defined a 2 by
2 association table by conformity and concordance of social relations (i.e., adjacency in-
formation) for two social networks. Under the null hypothesis of no association between
networks, the distribution of the edges of one network should be independent of the distri-
bution of the edges of the other network. By applying Fisher’s exact test on the obtained
table, the association between graphs can be inferred if the null hypothesis of independence
is rejected. The problem with this approach is that it entails the assumption that edges are
independent of one another. This assumption is difficult to justify in real applications [80].
For permutation-based procedures, inferences can be made easily. The Mean Absolute
Difference (MAD) [20, 106] counts the number of different edges in two graphs. This
distance corresponds to the Hamming distance between two networks [49]. The Quadratic
Assignment Procedure (QAP) [59] uses edge set product statistics that measure the simi-
larity between networks. Statistical inference for the above two measures is obtained by a
standard permutation testing procedure (permuting labels of the network). The idea of the
permutation testing procedure is that the indices of conformity for the labels of nodes are
constructed by regressing one adjacency matrix with the other, and the permutation distri-
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bution of the statistic is employed to estimate the probability of the observed magnitude of
a specific index, given the null hypothesis of independence between networks [80]. The
permutation-based inference is a theoretically sound approach that does not assume inde-
pendence among different edges. However, a shortcoming of this inference procedure is
that it is computationally expensive.
When comparing graphs, an initial decision has to be made regarding which metric to
use to characterise their topologies, so that a comparison can then be carried out. For the
above inferential procedures, we used adjacency information, which is commonly used to
measure structural similarity [41, 21, 106, 59, 58] . The adjacency information only rep-
resents the direct neighbourhood of a network. It sometimes fails to distinguish structural
differences (see Section 3.1 for details). For example, the simplest measure of network dis-
tance between two labelled networks is the Hamming distance, which uses the adjacency
information to quantify the extent of edge differences [28] in the two networks. Although
commonly used in the literature, this distance measure is not sufficiently sensitive to cap-
ture subtle changes in network structure. Instead of counting only the properties of the
immediate neighbourhoods within a network, a more sensitive distance measure should
take into account the higher-order neighbourhood structure of the network.
1.3 Differential Analysis Of Large Complex Networks
Another interesting problem is to compare large complex networks in which only localized
differences are assumed. For this particular problem, the assumption of independence be-
tween case/control networks can be too strong. This is because we commonly deal with
problems for which only localised changes in the network structure are expected to be
observed. Therefore, the structural changes between networks can be relatively subtle to
detect. Very often, we are more interested in the identification of a small sub-component
that differentially interacted in the entire network, which is analogous to the detection of
localised differences in the mean levels of some node level measures. Applications for such
a problem are vast. For example, in cancer studies, signalling of case and control networks
are subject to some degree of localised re-wiring or re-arrangement as cancer progresses
[8]. Being able to detect localised changes in network topology induced by the presence
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or progression of the disease can lead to the discovery of novel molecular diagnostic and
prognostic signatures.
The problem of detecting randomly structured biological subnetworks in two-sample
comparisons has not been extensively studied. Most of the methods are concerned with
finding differentially connected nodes. Especially in differential connectivity analysis, such
as [77, 78, 89, 42, 61], differentially connected nodes are individually tested and then a set
of significant differentially connected nodes can be identified. However, the problem for
these node-based tests is that, although individual nodes are differentially connected, the
overall structure that they construct is not necessarily significantly different. Apart from
these node comparing methods, there are several approaches that attempt to compare two
large networks in modular (subnetwork) levels. For instance, instead of comparing the
networks directly, gene modules can first be identified independently in each network, and
then compared by assessing the degree of overlap (of nodes) between sets of modules of the
different networks [44]. In another study, Zhang and Horvath [111] proposed a method to
find ”consensus modules” (modules having the same set of nodes for different networks),
and further compare those consensus modules to understand the similarity/dissimilarity
between them.
1.4 Testing The Independence For Multiple Networks
In neuroscience, there are problems that require the comparison of structural differences
of two samples of networks. The development of statistical comparison tools is needed to
meet the demand of comparing brain networks across groups of subjects [92]. Despite this
need, a large amount of work needs to be done in this area to match its level of importance
[106]. Hence, developing a systematic approach to capture the network structures from a
group of subjects brain networks has great appeal and would help to fill the gap in the group
comparison literature [97].
In neuroscience, connectivity research mainly applies descriptive models based on a
specific overall measure of the network, such as graph centrality measures and clustering
coefficients [17]. Some inferential studies have employed relatively rudimentary testing
procedures, such as the ANOVA used in Meunier et al. [71], or the permutation-based T
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test used in Lord et al. [68], to justify group differences based on specific overall graph
measures. Such methods evaluate graph measures individually for each network and then
combine the information. As argued in Simpson et al. [96], obtaining average measures for
each group only provides a global view of the system and does not capture the complex
organization within a population of networks. One possible way of assessing the group
differences, based on comparing network structures instead of an overall measure, is to
first construct a representative mean network [1, 71, 103] or median network [98] for each
group and then compare the representative networks. Here the mean or median network
is estimated from the threshold group mean or median matrix to obtain a mean or median
network. As a result, the group mean or median matrix is the average or median across the
individual entries of the connectivity matrices. The defect of this method is that for a mean
network, the outlying functional connectivity values may affect the resultingmean network.
Also, for both type of networks, these two approaches use the edge-based average/median
across the individual entries of the connectivity matrices, and, thus, the topological depen-
dence among edges is ignored within each individual network [97].
In the literature assessing structural differences among multiple graphs, Anderson et al.
[4] proposed a flexible model-based testing procedure called the Multivariate Conditional
Uniform Graph (MCUG), which compares social networks with graph level measures or
structure-based distances/similarities (e.g., graph correlation). Graph level measures indi-
cate a particular property of the network. Examples of graph level measure include network
density, cluster index, network centrality measures, etc. According to this procedure, ran-
dom graphs are generated with fixed graph properties (e.g., size and density). Then the
distribution for the measure of interest is computed from those networks generated from
the graph models. Statistical significance is assessed based on the above distributions,
given the null hypothesis of independence among all networks. Under this procedure, more
re-samples may be needed than the standard permutation (of labels) to obtain a reliable p-
value.
In another study, Butts [22] proposed a likelihood-based framework called Multivariate
Exponential Random Graph Permutations model (MERGP), which is a probabilistic model
for the set of label permutations. This procedure is an extension of the Multivariate p
model of Pattison and Wasserman [79], which is used to model social networks. Unlike the
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standard permutation procedure, which can only provide a value for statistics and a p-value,
MERGP offers a probability distribution on the set of graph label permutation vectors and
an inference for the association between two groups of networks or a set of networks un-
der the null hypothesis that two groups (or a set of networks) are independent. Butts [22]
proposed a two-step, pseudo-likelihood-based Markov Chain Monte Carlo (MCMC) pro-
cedure to estimate the parameter. However, as stated in Robins et al. [90], the properties
of the pseudo-likelihood estimate are not well understood. It is not completely clear from
existing research as to when pseudo-likelihood estimates may become acceptable. Note
that both methods of comparing groups/set of networks can be reduced to compare two
networks.
1.5 Contributions
This thesis contributes to four different issues related to comparing labelled networks. First,
it considers the issue of choosing a distance measure between a pair of networks that is able
to capture subtle topological differences, while also being easily interpreted and computed.
We propose a distance measure, namely the generalised Hamming distance (GHD), which
can apply to various edge weight measures. In this work, we suggest an edge weight called
topological overlap measure (TO) to apply with the GHD. This TO measure has been stud-
ied extensively in biological network analysis, and found to capture biologically meaning-
ful patterns [56]. The measure takes into account higher-order neighbourhood structures
and, hence, has more power to detect differential structures, while being amenable to sta-
tistical analysis.
Secondly, we discuss how to establish whether an observed discrepancy in network
topology, measured using the chosen distance measure, can be deemed non-random, hence
statistically significant. Although larger distance values provide stronger evidence in sup-
port of a real difference in topology, formal inferences can only be drawn by taking into
account the sampling properties of the distance measure. We are therefore confronted with
the issue of assessing whether a GHD distance as large or larger than the observed one,
given the two networks, could also have been obtained by chance. We address this prob-
lem by introducing a test, the GHD test, for assessing the null hypothesis that two paired
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networks are independent. We demonstrate that, under the null hypothesis, the sampling
distribution of the GHD test statistic approaches a standard normal distribution as the size
of the networks increases. Thus, p-values can be obtained without the need to resort to
computationally expensive permutation procedures. Two sufficient conditions for asymp-
totic normality are provided, which can be easily checked given the two observed networks.
Furthermore, we show that the two conditions are satisfied in most situations for adjacency
information and TO measures, when the networks are assumed to be generated by any of
three different random graph models: Erdo¨s-Re´nyi, Random Geometric, and Scale Free
networks. The first two moments of the standardised GHD test statistic can be cheaply
computed in closed-form, so that p-values can be obtained routinely. Simulation shows
the validity of the normality approximation for GHD with different measures, and, fur-
thermore, it is demonstrated by the simulation that the GHD with TO outperforms other
permutation-based methods.
Thirdly, we ask whether it is possible to identify a differential subnetwork, starting
from two large networks, so that localised differential behaviour can be unveiled. By us-
ing the GHD test, we further propose a simple differential subnetwork detection algorithm,
that repeatedly applies the test to smaller and smaller sub-graphs until a minimal network
size is reached. At each iteration, one or multiple nodes are removed so that the distance
between the paired networks is increased, and a new p-value is computed in closed-form,
without requiring repeated permutation testing. We demonstrate that the algorithm gener-
ates a sequence of monotonically increasing p-values, which are then adjusted for multiple
testing and enable the identification of a differential subnetwork. Extensive simulation ex-
periments have been performed to illustrate the main features of the proposed algorithm for
detecting differential subnetworks. We also present an application to DNA co-methylation
networks estimated for ovarian cancer patients and healthy subjects. Using this algorithm,
we were able to identify two subnetworks that present statistically significant changes in
network topologies between cases and controls.
Finally, we extend the procedure for comparing two networks to a more general prob-
lem, in which comparing the structural changes between two groups of networks or among
a set of networks is considered. The interest then becomes whether there are structural
differences between groups or a set of networks given that two groups are independent
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or the set of networks are mutually independent. Two tests of independence for multiple
networks are proposed, based on a different permutation strategy under the assumption
that the permutation distribution is multivariate normal under the null. We also discuss
using both strategies in comparing two groups of networks. We further show that using
standardized statistics, under the normality assumption, the maximum likelihood estimate
of Multivariate Exponential Random Graph Permutation (MERGP) for Butts [22] can be
analytically derived, and, hence, the potentially inaccurate and computationally expensive
pseudo-likelihood-based MCMC procedure can be replaced.
1.6 Outline Of The Thesis
The thesis is organized as follows. In Chapter 2, relative procedures for comparing net-
works are reviewed together with three graph models. In Chapter 3, the GHD test is pro-
posed and proofs of normality for two edge weight measures and three network models
are presented. Then in Chapter 4, an algorithm for detecting differential subnetworks is
proposed, together with applications in bioinformatics regarding the analysis of large bio-
logical networks. In Chapter 5, we propose two tests for comparing multiple networks, and
then build a link between one proposed method and the MERGP. Finally, in Chapter 6 we
draw conclusions and also provide a discussion for future studies.
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Chapter 2
Review Of Network Models And
Statistical Methods For Comparing
Networks
In this chapter, we review some graph comparison methods and useful graph models that
are relevant to the methods developed in this thesis and will appear multiple times in the
upcoming chapters. The descriptions of the existing graph comparison methods and graph
models will offer the reader some details regarding how they are performed and related.
This chapter sets the context of the work in this thesis. We first formally define the prob-
lem and then we provide a short review of: a primer on graph theory (Section 2.1), three
random graph models, including Erdo¨s-Re´nyi (ER), Random Geometric (RG), and Scale
Free networks (SF) (Section 2.2), two permutation-based network comparison methods for
comparing two networks (Section 2.3), e.g., MAD and QAP, two methods for comparing
multiple networks: the Multivariate Conditional Uniform Graph model (MCUG) (Section
2.4) and Multivariate Exponential Random Graph Permutation model (MERGP) (Section
2.5). Finally we provide a brief introduction about the mathematic notations we use in this
thesis (Section 2.6 )
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2.1 Introduction And Primer On Graph Theory
In this thesis, we focus on solving the problem of comparing labelled graphs. Before we
formally define the problem, we will need a primer on graph theory. The purpose of this
section is to define terminology and notation for the remainder of this thesis, and to provide
the definitions from graph theory that are useful to interpreting our main results [16].
A graph is a set of nodes connected by edges. More formally, it can be defined as
follows
Definition 1. (Graph) A graph is a pair G = (V ; E) of sets of nodes V and edges E , where
each edge connects a pair of nodes, i.e., E 2 V  V . In general, V(G) refers to the set of
nodes of graph G, and E(G) refers to the edges of graph G.
A graph with labels on its nodes is called node-labelled, a graph with labels on edges is
called edge-labelled. In this thesis, we consider the case where all the nodes of the network
are labelled. Here, in a slight abuse of terminology, we refer to the node-labelled graph as
a labelled graph. The size of a graph G = (V; E) is determined by the number of nodes of
a graph written as hV(G)i. Here hSi is denoted as the total number of elements in a set S.
In this thesis we always denote labels for nodes of a graph to be f1; 2; :::Ng, where N is
the size of the graph.
Let vi and vj be two nodes in V . Then nodes vi and vj are neighbor or adjacent (and
vi 6= vj) if and only if they are connected by an edge.
We say that a graph is empty if there are no adjacent nodes in V(G), and also a graph
is considered complete if all the nodes in V(G) are pairwise neighbours.
The adjacency information for all pairs of nodes in a graph is represented by an adja-
cency matrix.
Definition 2. (Adjacency Matrix) The adjacency matrix A = (Aij) (of size N N ) of
graph G = (V ; E) is defined by
Aij =
8<:1 if (vi; vj) 2 E ;0 otherwise:
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The number of neighbours of a node is called node degree.
Definition 3. (Degree of a Node) The degree di of a node vi in G = (V ; E) is the total
number of neighbors of vi,
di =
NX
j=1
Aij:
To formally define the comparison of labelled graphs, suppose we have two sets of
graphs, G(A) = fA1;A2; :::;APg and G(B) = fB1;B2; :::;BQg, where P > 0 and Q > 0
are constants. Let Ak; k = 1; :::; P and Bl; l = 1; :::; Q each be represented by a graph
in G(A) and G(B), denoted Ak = (V ; EAk) and Bl = (V ; EBl), respectively. Both graphs
are defined using a common set of labels f1; 2; : : : ; Ng of nodes, representing features of
interest. The respective sets EAk and EBl of edges indicate the connections between the
nodes in the two graphs. The matrices Ak = (Akij) and Bl = (Blij) denote the two
(N  N) adjacency matrices associated with graphs Ak and Bl, respectively. In a two
networks comparison problem, for notational simplicity, we denote the two networks to
be A and B, respectively, while the corresponding adjacency matrices for A and B are
A = (Aij) andB = (Bij), respectively. It is of great interest to understand whether there is
a tendency for elements that are strongly connected in a network to be similarly connected
in the other network [22], or whether there is a correspondence between objects of one (or
one set of) event(s) to the same set of objects in another event.
2.2 Graph Models
In this section, we introduce three different types of graph model: Erdo¨s-Re´nyi Random
graph (ER), Geometric Random graph (RG) and Scale Free network model (SF). Node
degree distributions for each of the graph models are introduced, and possible graph gen-
erating procedures are presented. For both the SF and RG models, we also discuss recent
studies and review related applications in which they are involved.
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2.2.1 Erdo¨s-Re´nyi Random graph (ER)
Firstly, we introduce the simplest and well studied Erdo¨s-Re´nyi [37, 38] random graph
model. An ER graph is generated by assuming that the presence or absence of an edge
between two particular nodes is independent of that of any other edge. Under this inde-
pendence assumption, each edge is of equal probability, say p. Supposing the node set
V contains N nodes, then the expected number of edges and expected node degrees are
pN(N 1)
2
and p(N   1), respectively. Denote the probability distribution of node di with
node degree k as P (di = k). Then for the Erdo¨s-Re´nyi random graph, P (di = k) follows
a binomial distribution:
P (di = k) =
 
N   1
k
!
pk(1  p)N+1 k:
For large N and small p, the above equation approximates a Poisson distribution with
parameter N = p(N   1):
P (di = k) =
e pN(p(N   1))k
k!
: (2.1)
For the case when pN tends to infinity, the binomial node degree distribution is approx-
imated by a normal distribution with mean N = p(N   1) and variance 2N = (N  
1)p(1   p) . Random graphs generated in such cases do not accurately reflect real-world
phenomena Newman et al. [76]. This is caused by the independence assumption among
edges as well as nodes. For real world networks, such as gene-to-gene interaction, social
networking, the Internet, etc., such independence cannot be assumed.
2.2.2 Random Geometric graph (RG)
A random geometric graph is a widely used graph model in many areas and has many
different applications. Such applications involve protein-protein interactions [87, 52], epi-
demics networks [48, 85], energy consumption networks [10] etc. A random geometric
graph can be constructed by an independent and uniform random scattering of N nodes in
a region A inm-dimensional space Rm [81, 52] . For a given constant r, an edge is formed
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if and only if the distance between two random scattered nodes is less than or equal to r.
More specifically, consider A to be the unit cube in Rm: [0; 1]m, U1; U2; :::; UN are
scatters in [0; 1]m with each Ui generated independently from the uniform distribution in
[0; 1]m. For jjrjj < 1, Ui and Ui are connected (denoted as i v j):
i v j iff jjUi   Ujjj  r:
Here, jj  jj is a vector norm, commonly an Euclidean norm. The node degree distribution
for the above model is not obvious [29], because the node degree distribution is closely
associated with the connectivity of the graph. The connectivity is the average number of
connections per vertex (i.e., average node degree) denoted as N .
Denote the volume of a m-dimensional sphere with radius r0 = r=2 as V ,Dall and
Christensen [29] stated that the connectivity of a random geometric graph is directly related
to excluded volume Vex, where Vex = 2mV [29] and N = NVex.
V =
m=2r0m
 (m+2
2
)
:
where  () is the gamma function. Now consider a cube containing spheres with the above
radius r and volume V centred at nodes. Two nodes are connected if and only if there is an
overlap between two spheres that is less than or equal to the distance (r = 2r0.) between
the two nodes . Then the node degree distribution can be approximated by:
P (di = k) =
e NkN
k!
;
which also defines a Poisson distribution.
Except for RG network with fixed size N , there is another procedure that can generate
RG network with sizeN(A) in a fixed regionA. Assume the number of nodes in a particular
region is assumed to follow a homogeneous Poisson process. This process is illustrated as
follows:
 The number of nodes in a region A follows a homogeneous Poisson process in Rm
with intensity : N(A) v Poisson( bAc), Where bAc denote the volume of A.
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 Conditional on the number of nodes N(A), a random geometric graph with A of N(A)
nodes and parameter r is generated by following the same steps as previously stated.
If we consider the above node generating process, the node degree distribution can be
derived more specifically. Haenggi [47] derived the distribution of the distance for a node
and its kth ordered neighbour for a Poisson point process in m dimensional space with
intensity . This distribution is of the form of a generalized Gamma distribution:
fR(x) = e
 cmxmm(cmx
m)k
x (k)
= e cmx
m
xkm 1
m(cm)
k
 (k)
;
where cmxm is the volume of an m-dimensional ball of radius x in m dimensional space.
Notice that the probability that the distance between a node and its kth nearest neighbour is
greater than r is equivalent to the probability of a node i having a node degree di smaller
than k. This relation is given by:
P (di  k   1) = P (x > r) = 1  P (x  r):
Since we know that distance follows a generalized Gamma distribution, we have
P (di  k   1) = 1  P (x  r)
= 1  (k; cmr
m)
 (k)
=
 (k)  (k; cmrm)
 (k)
=
 (k; cmr
m)
 (k)
= e (cmr
m)
k 1X
i=0
(cmr
m)i
i!
:
where (; ) and  (; ) are a lower incomplete gamma function and an upper incomplete
gamma function, respectively. The third step is needed because the summation of the
lower and upper incomplete gamma functions is equal to the gamma function:  (k) =
(k; cmr
m)+ (k; cmr
m). Then, the probability P (d  k 1) has a Poisson cumulative
distribution function with parameter N = cmrm. For large N , the Poisson distribution
Chapter 2. Review Of Network Models And Statistical Methods For Comparing
Networks 29
may be approximated by a normal distribution with mean N and variance N .
It is not surprising to see that random geometric graphs have similar node degree dis-
tributions as random graphs. This may be because both procedures generate nodes inde-
pendently and uniformly. In a recent study, Farago´ [39] showed that a random geometric
graph is of equivalent class to a random graph. That is, for any random geometric graph,
there exists an isomorphic random graph, and vice versa.
2.2.3 Scale Free network (SF)
The scale free network is probably the most popular class of network model, that has been
applied to all fields of real network study [2, 9, 75, 32, 62, 25, 45, 36] etc. Many empirical
results have demonstrated that real complex networks have two main characteristics: the
first feature is the so-called small world phenomenon [109]. This phenomenon suggests
that real networks tend to contain sub-networks that hold connections between almost any
two nodes within them, and that most pairs of nodes have at least one shortest path. The
average shortest path L is of the order logN . Another characteristic is that nodes in real
networks tend to follow a power law node degree distribution that is heavy tailed. Again,
let P (di = k) be the probability of node i having degree k. We first denote m to be lower
cut off of node degree and K to be upper cut off of node degree. Then it follows that
P (di = k) = ck
 ; k = m;m+ 1:::; K; (2.2)
where m and K are lower and upper cut-offs of the node degree, respectively. The lower
cut-offm is generally taken to be 1. Also, c is a normalising constant, and  represents the
power exponent. It is generally assumed that  is greater than 1.
For different exponent , we may assume different upper cut-off of K, this is because
for large , the probably of having a node with very large node degree might be ignorable.
When  > 2, K is generally specified as K = N
1
 1 . This is because the probability of
observing a node with node degree greater thanK = N
1
 1 is 1
N
[33, 26, 27],
NX
i=K
Ni
N
=
1
N
;
2.2 Graph Models 30
Where Ni is the number of nodes in the entire graph with degree i, and the total number of
nodes is
P
iNi = N , . We also specifyK = N   1 for 1 <   2.
The meaning of scale free lies in the fact that the asymptotic nature of the degree se-
quence is independent of its size [104]. Cohen and Havlin [26] provided an interesting
fact regarding the scale free network. They showed that the scale free network is ’ultra-
small’, which indicates that the average shortest path for a scale free network is of the
order log logN , which is of a lower order than the small-world network (logN ).
Another interesting issue that has been established empirically is the choice of power
exponent  for different types of real network. As showed in Table 2.2.3, it shows that
biological networks tend to have small exponents (smaller than 2),
Network Approx Exponent 
Non-Biological network
Internet 2.1 (in), 2.5 (out)
Citations 3
Actors 2.3
Power grid 4
Phone call 2.1-2.3
Biological network
Yeast protein-protein net 1.5,1.6,1.7,2.5
E. coli metabolic net 1.7,2.2
Yeast gene expression net 1.4-1.7
Gene functional interactions 1.6
Table 2.1: List of power exponents analysed by Chung [25]
Baraba´si and Albert [7] provided a process for generating graphs with scale-free prop-
erties. They claimed that the scale free property of complex networks arises because the
network grows with the addition of nodes and that there is a greater probability of a new
node connecting to a node with a high node degree. Hence, they introduced a network
generating process concerning the preferential attachment of new incoming nodes. The
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incoming node connects to a specific node i with probability diP
j dj
, where di indicates the
node degree for node i and
P
j dj is the total node degree for the existing network. It has
been shown that scale free networks generated from such graph models have the exponent
 = 3.
2.3 Permutation Based Procedures For Comparing Two Networks
In this section, we will introduce the permutation procedure (section 2.3.1), together with
two procedures, the Mean Absolute Difference (MAD) and Quadratic Assignment Proce-
dure (QAP). For these two tests, adjacency information is commonly applied as similarity
measures [41, 21, 106, 59, 58]. The adjacency information only represents the direct neigh-
bourhoods of a network and is not capable of identifying structural differences (see section
3.1 for detail). Also, the inference procedures for both tests rely on permutations, and,
therefore, they are computationally expensive for large graph comparisons.
2.3.1 Permutation based non-parametric inference
The problem of comparing the structures of labelled networks has been well studied. How-
ever, there are not many procedures that have been proposed to evaluate statistical sig-
nificance. A natural way of evaluating statistical significance, in the context of labelled
network comparison, is to use a permutation procedure. The common question that permu-
tation based graph comparison procedures answer is whether two observed networks are
significantly related to each other [5, 58, 60]. The null hypothesis of a permutation pro-
cedure is commonly presented as one of no association between networks. However, this
term, ’no association between networks’, is vaguely presented without a formal definition
in the literature.
In this thesis, we interpret no association between networks as meaning independence
between two networks. To formally define independence between two networks, suppose
A and B are two networks defined on the same node set V of size N . Then A and B are
described by sets of random variables, say faij; 1  i  N; 1  j  N; i 6= jg and
fbij; 1  i  N; 1  j  N; i 6= jg, indicating edge weights (a measure of association
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between nodes i and j given a particular network). We say that network A and network
B are independent, if the two random vectors faij; 1  i  N; 1  j  N; i 6= jg and
fbij; 1  i  N; 1  j  N; i 6= jg of edge weights are independent. Under the definition,
the null hypothesis for the permutation-based procedure is,
H0 : Two networks are independent.
The permutation based method attempts to compute the probability that a distance as
large or larger than the observed value could have been observed by chance, under the null
hypothesis assumption that two networks are independent. By treating the test statistic as
a random variable with an unknown distribution, this probability may be computed non-
parametrically using a standard permutation testing procedure.
A permutation is a bijection of a set onto itself. For a label set (for nodes) of size N ,
denoted by L = f1; 2; :::; Ng, there are N ! possible permutations collected in a set . The
permutation procedure, in the context of network comparison, works as follows.
Denote by  a particular index of the labels L after permutation. The procedure consists
of permuting the elements of L for network A, while keeping the edges unchanged, thus
obtaining a permuted networkA. The idea of the permutation (permuting the labels of the
nodes L) method is that the statistic for index  is calculated for each of the new pairs of
comparison (between A and B) and, under the null hypothesis that the two networks are
independent of one another, all values of the statistic under permutation are equally likely.
If the observed index is extreme in this distribution, then the hypothesis of independence is
rejected.
More specifically, given a distance measure (or similarity measure) between two net-
works defined in terms of edge weights, the null sampling distribution for such a distance
(similarity), under independence, can be estimated by random permutation of the node la-
bels in one of the networks. Evidence against independence is provided by extreme values
of such a distance measure (similarity measure).
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2.3.2 Mean Absolute Difference (MAD)
The MAD statistic sums over all edge differences between two networks:
d(A;B) = 1
N(N   1)
X
i6=j
jaij   bijj; (2.3)
where edge weights aij and bij are given by the adjacency information for the two net-
works. This measure of distance has been extensively used in the literature [21, 106, 44] to
compare networks.
Now we denote a(i)(j) to be a measure of edge weight for nodes i and j after permu-
tation  2 . The corresponding permuted MAD value of (2.3) has the form
d(A;B) = 1
N(N   1)
X
i;j
ja(i)(j)   bijj
which is discussed in detail below. This is evaluated for every  2  so as to infer the exact
permutation distribution of MAD under the null hypothesis. This distribution, as stated in
2.3.1, can then be utilized to evaluate statistical significance.
The statistic (2.3) measures the edge differences between two networks, hence it is
equivalent to the well known Hamming distance [49, 50] between two graphs, which is
defined as:
H(A;B) = 1
N(N   1)
X
i6=j
I(Aij 6= Bij):
The utilization of Hamming distance in network analysis has not been limited to comparing
networks, it has also been used as a measure of distance in network modelling [6].
The Hamming distance is formed by the arithmetic mean of the edge differences. Apart
from using the arithmetic mean, da F Costa et al. [28] considered the test statistic to be the
geometrical average between coinciding ones and coinciding zeros in an adjacency matrix
(i.e. where Aij = Bij ). Let c0 and c1 be the number of coinciding zeros and ones for two
networks. Let A0, and A1 be total number of zeros and ones in network A. The statistic
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they proposed is
gh(A;B) =
r
c0
A0
c1
A1
:
The permutation test can also be applied to this statistic. However, this measure is not a
symmetric measure of distance, as the choice of denominator (i.e., gh(A;B) 6= gh(B;A))
sometimes may affect the test result.
2.3.3 Quadratic Assignment Procedure (QAP)
Another popular permutation-based procedure, called the QAP, was introduced by Hubert
[59], Hubert and Schultz [58], who adopted the procedure developed by Mantel [70]. Hu-
bert [59] suggested to use edge set comparison product statistics to test for the association
between networks. The formulation of the QAP is:
Q(A;B) =
1
N(N   1)
nX
i=1
nX
j=1
aijbij;
where the edge weights aij and bij are given by adjacency information, and the correspond-
ing permuted QAP value has the form
Q(A ;B) =
1
N(N   1)
nX
i=1
nX
j=1
a(i)(j)bij:
This idea was further extended in sociology analysis by Krackhardt [64, 66]. Hubert and
Schultz [58] provided a comparison between an approximated normal distribution and a
sample cumulative distribution with a sample size of 2500.
2.4 MCUG: A Model Based Test Of Network Mutual Independence
For Multiple Networks
Different from the permutation-based approach, Anderson et al. [4] proposed a model-
based alternative to the permutation testing procedure for comparing two graphs, which is
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known as the Conditional Uniform Graph (CUG) approach. In a more general scenario
described in Butts [23], an extension of this approach, called Multivariate Cumulative Uni-
form Graph model (MCUG), was proposed to analyse the mutual independence between
multiple networks. In this procedure, random graphs are generated from a graph model
with fixed graph properties, such as size and density, with equal probability. A distribution
of the measures of interest is formed with those networks that are randomly generated from
particular graph models.
More specifically, let t = (t1; :::; tP ) be a vector (of size P ) of real-valued functions and
x be a vector corresponding to an observed value of t. The choice of ti could be defined
by the network density, network size, etc. Let G be a graph set including all graphs of a
particular feature. Then, the CUG probability distribution is given as:
P (G = gjt;x) = [hfg0 2 G : t(g0) = xgi] 1Ifg02G:t(g0)=xg(g);
where h : i as in Section 2.1, denotes the size of a set.
In the multiple network case, let G1; G2; :::GP be a set of networks. Then, the multi-
variate CUG probability distribution is:
P ((G1; :::; GP ) = (g1; :::; gP jt;x1; :::;xP)
= (Pt;x)
 1IPt;x(g1; g2; :::; gP ):
where
Pt;x = hf(g01; :::; g0P 2 GP : t(g01); :::; t(g0P ) = x1; :::;xPgi
When comparing networks, we select a statistic t based on GP . Then, for the one tail
p-value of t(g1; :::; gP );
P (t(G1; :::; GP )  t(g1; :::; gP )jt;x1; :::;xP);
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is the upper tail and
P (t(G1; :::; GP )  t(g1; :::; gP )jt;x1; :::;xP);
is the lower tail.
When dealing with two networks, comparing the difference between two graph mea-
sures as an example, if we define t as the absolute difference t(G1; G2) = jf(G1) f(G2)j,
where f is the graph level, such as the centrality measure of the network with upper tail
test, it becomes a two tailed test of equality of a particular graph measure. This could be il-
lustrated by assessing whether the absolute difference between graph measures (f) is large
compared to the expected distribution of absolute differences [4, 24]. Under the null hy-
pothesis of mutual independence among networks, the probability for all possible networks
belonging to the underlying network model is uniform. For this network generating (ran-
domizing) procedure, it entails the assumption that edges in the network are independent of
each other, which is difficult to justify in real applications [80]. Notice that, commonly, the
numbers of possible networks in G (or GP ) is far greater than the possible number of node
permutations (N !). Therefore, this procedure may need to generate more random graphs
than a standard permutation approach to obtain a reliable p-value.
Later, in a power study of two graphs comparison methods, CUG (MCUG with two
graph comparison) is also used as an alternative method to compare to GHD; for details
please refer to Section 3.3.
2.5 Multivariate Exponential RandomGraph PermutationModel: An
Inferential Procedure For Comparing Groups Of Networks
2.5.1 Exponential random graph model (ERG)
The exponential random graph (ERG) model is a parametric class of probability models
for graphs. Suppose a graph A is observed from a set of possible graphs G with important
features (such as the same node set, overall topology etc.). The graph A is considered to
be a realization of some stochastic process related to G . In general, we do not know what
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stochastic process generated the observed network [90]. However, in this study, the graph
set G is taken to be the graph set containing all possible permutation graphs of A.
The idea of the ERG is to evaluate the probability distribution of structural statistics
for an observed network with respect to the set of all possible structures of networks.
When an extreme structural difference occurs between networks, it is more interesting
to parameterize such a structure, rather than perform a dichotomous statistical decision
analysis [23]. The first work that used the exponential random graph family as a prob-
ability model to find relationships among graphs is Holland and Leinhardt [54]. Frank
and Strauss [40], Wasserman and Pattison [108] further extended this idea to test for struc-
tural independence among networks. Denote by t = (t1; t2; :::; tk) a vector of network
structural characteristics, where k is the total number of features being considered. Pos-
sible structural characteristics could be edge degrees, number of triangles, etc. Denote by
~ = (1; 2; :::; k) a vector of parameters corresponding to structural characteristics of A
. The probability mass function can be written as
P (G = A) = exp(
~T t(A))P
A02G exp(~
T t(A0)) ; (2.4)
where
P
A02G exp(~
T t(A0)) is a normalizing constant, obtained by summing over all pos-
sible G 2 G. Equation (2.4) defines the probability of observing any particular graph A.
Notice that ~T t(A) is a linear weighted combination of structural statistic values. In the
case of a positive element ti, this probability increases as i increases.
For the multivariate case, let fA1;A2; :::;APg be a realization drawn from a distribution
with finite joint support G1
G2
; :::;
GP . Then, the probability mass function of the joint
distribution is given by
P [(G1; G2; :::; GP ) = (A1;A2; :::;AP )]
=
exp(~T t(A1;A2; :::;AP ))P
(A01;A02;:::;A0p)2G1
G2
;:::;
Gp exp(
~T t(A01;A02; :::;A0P ))
: (2.5)
This multivariate exponential random graph model (MERG) is a direct generalization of
the ERG model.
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The ERG model provides a simple, yet flexible, family of probability distributions that
can be used to analyse networks. This model has been extensively studied for analysing
complex networks in the social science literature and there has been growing interest in
ERG in recent years (for details please read Robins et al. [90] and references therein).
However, there is not much work that uses the ERG model for the analysis of biological or
brain networks. Saul and Filkov [93] described ERG models and demonstrated their utility
in modelling the architecture of biological networks as a function of local structural fea-
tures. Simpson et al. [96] used ERG to assess how a set of interacting local brain network
features gives rise to global structure by creating brain networks that can capture the topo-
logical structure of an individual brain network. Simpson et al. [97] further extended this
work to produce a brain network that was representative of a group of brain networks. The
multivariate version of ERG (MERG) can be used to model multiple networks. Pattison
and Wasserman [79], Wasserman and Pattison [108] used MERG to formulate models for
multiple social networks by considering different kinds of theoretical claims about social
structure. They further interpreted the models by developing structural models for several
multiple social networks. Banks and Carley [6] defined two parameters for MERG to anal-
yse the centres and dispersions of some particular graph measures for a group of networks.
2.5.2 Multivariate Exponential RandomGraph Permutation (MERGP) model
In this subsection, we will describe a general class of models, termed MERGP, described
in Butts [22], that can be used to evaluate the structural interdependence of two groups of
networks or graphs.
The MERGP procedure defines an exponential random graph family of distributions
on a set of permutation vectors whose sufficient statistics are given by product moments
(of general correlation form) of the matrices to be compared [22]. Let  2  be a per-
mutation of f1; 2; :::; Ng that indicates an ordering of nodes in the network. Denote by
A = fA1;A2; :::;APg the networks obtained by permuting the nodes of each network
in G(A) by . Let the joint support G1 
 G2
; :::;
GP contain all N ! possible graphs
Ak ( 2 ), with each of the Ak corresponding to the same permutation , analogous
for B = fB1;B2; :::;BQg. Define a matrix  2 RPQ. Let akij; blij be graph adjacency
Chapter 2. Review Of Network Models And Statistical Methods For Comparing
Networks 39
indicators for networksAk and Bl. Then, the model is defined on the space of permutations
by
P (jG(A); G(B); )
=
exp(
PP
k=1
PQ
l=1 kl
PN
i=1
PN
j=1 ak(i)(j)blij)
X() ; (2.6)
where
X() =
X
02
exp(
PX
k=1
QX
l=1
kl
NX
i=1
NX
j=1
ak0(i)0(j)blij) (2.7)
is a normalizing constant. This formula defines the probability of a particular permutation
, given two observed sets of networks G(A), G(B) and specified parameter . Under a
null hypothesis of independence between networks in groups G(A) and G(B) (i.e.  = 0),
the probability of any permutation is equal to 1
N !
. The notion of parameterizing permuta-
tions by a discrete exponential family has been applied for some time [31, 83]. The most
common approach [83] parameterizes the permutation in terms of conditional probabilities
of winning with N contestants (with probabilities of winning equal to pi; i = 1; :::; N ) and
in terms of order statistics [51].
Notice that a positive value of ij indicates a positive association between graphs Ai
and Bj , while ij < 0 indicates a negative association [22]. This can also be intuitively
understood by comparing two permutations 1 and 2. For ease of interpretation, consider
the case of comparing two networks. Then,
P (1jA;B; )
P (2jA;B; )
=
exp(
PN
i=1
PN
j=1 a1(i)1(j)bij)
exp(
PN
i=1
PN
j=1 a2(i)2(j)bij)
= exp(
NX
i=1
NX
j=1
(a1(i)1(j)bij   a2(i)2(j)bij)): (2.8)
This ratio indicates that  acts as a weight on the edgewise product moment difference.
This means that if two networks A and B are positively associated, then a permuted net-
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work with more edge overlap will have larger probability (e.g,. if  > 0 and A1 and B1
have more edge overlap than A2 and B2 , then P (1jA;B;)P (2jA;B;) > 1). Hence, the parame-
ter  also provides a measure of network association. In Section 5.3, we will show that
the maximum likelihood estimates for parameter  are equivalent to the normalized gen-
eralized correlation coefficient under the assumption that the permutation distribution ofPP
k=1
PQ
l=1 kl
PN
i=1
PN
j=1 ak(i)(j)blij is normal.
A direct evaluation of X() is infeasible, since computing the exact value requires sum-
ming over allN ! possible permutations. Therefore, calculation of theMaximum Likelihood
Estimator (MLE) ^ij requires the use of an approximation. To estimate the MLE, Butts [22]
provided a two step procedure involving: (1) Maximum pseudo-likelihood estimation and
(2) Markov chain Monte Carlo (MCMC). The maximum likelihood estimate ^ij indicates
the strength of correspondence betweenAi and Bj . The statistical significance of observing
an extreme structural difference between groups of networks could be assessed by applying
log likelihood ratio test (with null:  = 0).
This inferential procedure consists of two steps. The first step is to perform an initial
estimation of  based on a subset of . The second step uses the initial estimate of 
and further approximates the true MLE using the likelihood ratio. At the first step, Butts
[22] used the maximum pseudo-likelihood estimation to obtain a rough estimate of the
parameter  (called the Maximum Pseudo-likelihood Estimator, MPLE, and denoted by
~ ). This estimation is performed using only the set of all one step permutations (such a
permutation will, for instance, swap the indices i and j and leave other indices unchanged).
In the second step, Butts [22] showed that
lim
n!1
fexp(
PX
k=1
QX
l=1
(~kl   kl)
NX
i=1
NX
j=1
ak(i)(j)bij)
[
1
n
nX
m=1
exp(
PX
k=1
QX
l=1
(~kl   kl)
NX
i=1
NX
j=1
akm(i)m(j)bij)]
 1g
=
P (j~;G(A); G(B))
P (j;G(A); G(B)) ;
where permutations 1; 2; :::; n are drawn from the permutation model (2.6) with param-
eter . Then, the approximate MLE can be computed by first drawing a sample from the
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initial model (e.g., with parameter ~), and then by maximizing the Monte Carlo approxima-
tion to P (j
~;G(A);G(B))
P (j;G(A);G(B)) using standard methods such as Newton-Raphson, etc. This two-step
procedure is highly reliant on the MPLE estimate being close to the true MLE with reason-
able precision. If the MPLE is not very well estimated, then the convergence of the second
step can be slow and will need further iterations. The properties of the pseudo-likelihood
estimator are not well understood. It is still not clear from existing research as to when
pseudo-likelihood estimates may provide an acceptable approximation to the MLE [90].
Therefore, the procedure just described is potentially unreliable. Also, when implementing
multiple comparisons, the computational cost may be substantial [23].
2.6 A Brief Introduction To Mathematical Notations
In this section we will briefly introduce mathematical notation that will be used in this
thesis.
Limit is defined as a value that a function or sequence approaches as the input or index
approaches some value. More formally, suppose f is a real-valued function and c is a real
number,
lim
x!c
f(x) = M;
indicates that by making x sufficiently close to c, f(x) can be made to be as close to M as
desired.
The Big O notation describes the limiting behavior of a function when it tends towards
a particular value or in terms of simpler functions (such as N ). Suppose f(x) and g(x) are
two functions defined on some subset of the real numbers. We say,
f(x) = O(g(x));
if and only if there exist some constants c and n such that,
jf(x)j  cjg(x)j for all x¿n,
where jcj denote the absolute value of c. Intuitively, this indicates f does not grow faster
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than g.
The Weak Law of Large Numbers states that the average of observations converges
towards the expected value in probability. Let X1; :::; Xn be a sequence of independent
and identically distributed random variables, each having a mean E(Xi) =  and variance
V ar(Xi) = 
2 <1. Let Sn =
Pn
i=1Xn. Then for any  > 0,
P (jSn
n
  j < ) = 1;
as n!1 or alternatively,
P (jSn
n
  j  ) = 0;
as n!1.
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Chapter 3
GHD: A Permutation Based Test Of
Independence
In this chapter, we present a test of independence between a pair of networks. Tradi-
tional permutation-based tests of independence have two major issues. One is the choice
of graph measure (i) that represents the graph topology. Previous permutation-based meth-
ods, such as MAD and QAP , commonly apply adjacency information to compare structure
[41, 21, 106, 59, 58]. However, the adjacency information only reflects the direct neigh-
bourhoods of a network, which is not sufficiently powerful to capture subtle changes in
network structure. Another issue is the computational cost (ii) of the permutation pro-
cedure. In practice, to obtain a reasonable precision, the evaluation of the permutation
distribution for large graphs is too computationally demanding to be feasible.
In this chapter, we address (i) by proposing a distance measure called Generalized
Hamming Distance (GHD), which can apply various edge weights. We introduce an edge
weight, i.e., the Topological Overlap (TO) measure, which takes into account higher-order
neighbourhood structures, and, hence, has more power to detect differential structures
while being amenable to statistical analysis. For (ii), we show that by applying TO and
adjacency to the GHD with three random graph models under the null hypothesis of inde-
pendence, the sampling distribution of the GHD test statistic approaches a standard normal
distribution as the size of the networks increases. Thus, p-values can be obtained without
resorting to computationally expensive permutation procedures.
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The structure of this chapter is as follows. In Section 3.1, we introduce the GHD and
TO measures. We show that GHD in combination with TO is a superior measure of topo-
logical change than the commonly used Hamming Distance. In Section 3.2, we describe
the inferential testing procedure based on GHD, and prove that the sampling distribution
of the GHD test statistic approaches a standard normal distribution for TO and adjacency
under three random graph models. Simulation results are presented in Section 3.3. Finally,
we summarize this chapter in Section 3.4.
3.1 The Generalized Hamming Distance
Once again, we denote two graphs A = (V ; EA) and B = (V ; EB). Both graphs are defined
on a common label set L = f1; 2; : : : ; Ng, for node set V , and different edge sets EA and
EB, respectively, indicating the connection between the nodes. The matricesA = (Aij) and
B = (Bij) denote the two (N  N) adjacency matrices associated with the graphs A and
B, respectively. The GHD is a Euclidean-like distance measure, which is defined as
GHD(A;B) = 1
N(N   1)
X
i;j
(aij   bij)2; (3.1)
where aij and bij are edge weights that are extracted from the networks, thereby providing
a measure of connectivity between every pair of nodes i and j in A and B, respectively.
Here,
P
i;j denotes summation over distinct i and j. When aij and bij are the binary values
indicating the presence or absence of an edge, i.e., they are the elements of the adjacency
matrices, then GHD(A;B) is related to the Hamming distance, i.e. edge difference between
networks (see Section 2.3.2 on page 32). In this work, for notational simplicity we refer to
GHD(A;B) with adjacency information as the Hamming Distance (HD).
The weights we propose here, in contrast to the HD, quantify the TO between any two
nodes, by taking into account the local neighbourhood structure around the nodes [56]. A
one-step TO [56] between two nodes i and j indicates that they share a direct connection
to other nodes. It can be computed directly from the adjacency matrix as follows:
aij =
P
u 6=i;j AiuAuj + Aij
min(
P
u 6=iAiu   Aij;
P
u 6=j Aiu   Aij) + 1
; (3.2)
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when i 6= j, and otherwise aij = 1. An analogous set of weights bij is defined for the
second graph. Note that the term
P
u6=i;j AiuAuj is a count of all node triples (i   u   j)
involving node pair (i; j). Hence, this term measures the connectivity information of (i; j)
node pairs plus their common one-step neighbours. Holland and Leinhardt [53] argued that
the frequency of occurrence of connections involving three nodes in the observed structure
could not be explained by the connection structure of the lower-order two nodes using
adjacency alone. Hence, this measure considered patterns of three nodes, which reveal
more information than the commonly used adjacency information. The denominator in
(3.2) can be written as min(di; dj) + 1   Aij , where di and dj represent the degrees of
nodes i and j, respectively:
aij =
P
u6=ij AiuAuj + Aij
min(di; dj) + 1  Aij : (3.3)
Since X
u 6=ij
AiuAuj + Aij  minf
X
u6=i
Aiu = di;
X
u6=j
Aju = djg;
aij is roughly equal to the smaller of the node degrees, such that 0  aij  1. Then a large
discrepancy between aij and bij in (3.1) indicates a topological difference localised around
that pair of nodes. The computational complexity of an evaluation of this distance lies in
the calculation of the numerator. In the numerator,
P
l 6=i;j AilAlj for all pairs (i; j) can be
computed by matrix multiplication A0A. The evaluation of A0A requires a computational
complexity of around O(N3). However, in practice, the adjacency matrix A can be stored
and manipulated in the form of a sparse matrix. Hence, each element
P
l 6=i;j AilAjl is
actually obtained by a sparse matrix-matrix multiplication. For a relatively sparse graph,
the computational complexity is therefore actually much smaller than O(N3).
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Figure 3.1: Example of HD: GHD with adjacency and GHD TO, GHD with TO. Networks (b), (c) and (d)
are generated from the reference network (a) by a single edge change. Both HD and GHD TO between the
reference network and each modified paired network have been computed in each case
In the literature, the TO measure has been successfully used to detect communities
in biological networks, because highly integrated modules are expected to have high TO
with their neighbours [56]. There is strong empirical evidence that the TO measure carries
biological meaning as a similarity measure for biological networks [111, 3], although it
has not been used in the context of deriving a distance between two paired networks. For
instance, in gene interaction networks, genes with high topological overlap were found to
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Figure 3.2: Heatmap of with adjacency of Figure 3.1 where all (B) (C) (D) have one grid difference with
(A)
have an increased chance of being part of the same biological pathway.
The TO measure relies on the principle that the more neighbours that are shared be-
tween two nodes, the tighter their relationship [56]. As such, the GHD distance with the
TO measure can detect subtle changes, with higher sensitivity compared to the use of ad-
jacency information. An illustration of this is given in Figure 3.1. Four different networks
are shown: (a) is the reference network, and the other three networks are all obtained from
(a) by changing an edge (red). Each one of these three networks is compared to (a) using
both the HD (with adjacency) and the GHD TO constructed from the TO measure. The
values of the HDs are the same for all three changes. However, the values of the GHD TO
reveal different levels of change. For (a) ! (b), changes were made to nodes with small
node degrees and also at the side portion of the network, which results in only two triangle
differences (4   7   10 and 4   8   10), and, hence, the GHD TO exhibited the smallest
distance. For a (a) ! (c) comparison, a change was made to more centred nodes with
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Figure 3.3: Heatmap of TO matrix of Figure 3.1. TO measure response more to different one edge change
than adjacency. Heatmap of (A) and (B) are much similar then two others, this is because (A) and (B) are
graph isomorphism.
slightly higher node degrees. Although there are six triangle differences, the center-right
portion remains a tree, hence the GHD TO value is only slightly higher than (a) ! (b).
Finally, for (a)! (d), a change was made to the nodes with the highest node degrees, and
the center portion forms a big loop whose topology is largely changed. This comparison
has eight triangle differences and significant topology changes, hence it has the largest dis-
tance. Or intuitively, we can observe their edge weight pattern by looking at the heat map
of the edge weight matrix. Figure 3.2 and Figure 3.3 show the heat map of the edge weight
matrix for the adjacency matrix and TO measure matrix, respectively. For GHD TO, the
color changes are much more diverse than those of the adjacency information. Clearly,
the HD is not able to differentiate between changes in topology, whereas the scale of the
observed GHD TO values depends on the amount of change that can be seen. Additional
Monte Carlo simulations are presented in Section 3.3.
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3.2 Statistical Inference For GHD
Having introduced the GHD, we would like to be able to compute the probability that
a distance as extreme or more extreme than the observed GHD value could have been
observed by chance under the assumption that the two graphs are independent. By treating
the GHD as a random variable with unknown distribution, this probability could in principle
be computed non-parametrically using a standard permutation testing procedure. Both
graphs A and B are defined on a common set of label L = f1; 2:::; Ng. The procedure
consists of permuting the elements of Lwhile keeping the edges unchanged, thus obtaining
a permuted network A. A permutation is a bijection of L onto itself, and all the N !
possible permutations are collected in a set . We denote a(i)(j) as a measure of edge
weight for nodes i and j after permutation  2 . The corresponding permuted GHD
value has the form
GHD(A;B) = 1
N(N   1)
X
i;j
(a(i)(j)   bij)2;
which is discussed in detail below. This is evaluated for every  2  to infer the exact
permutation distribution of GHD under the null hypothesis. This distribution can then be
used to evaluate p-values.
Despite the usefulness of this approach, in practice, the evaluation of GHD(A;B)
for large graphs is too computationally demanding to be feasible. Achieving a sufficient
coverage probability for a confidence interval of the true mean of the GHD type statistic
would require a very large number of permutations. For instance, for a network of size
N = 100, more than 10 million permutations would be needed to achieve confidence
intervals of the same length as that which is achievable by an asymptotic test with 95%
coverage probability [73].
In what follows, we propose an alternative approach that removes the need to carry
out computationally expensive permutation testing. We demonstrate that under the null
hypothesis of independence between the graphs, the exact GHD permutation distribution
can be well approximated by a normal distribution, assuming the networks are sufficiently
large. First, we observe that the distance can be rewritten in an equivalent form in terms of
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a generalised correlation coefficient of the form
P
ij aijbij as follows:
GHD(A;B) = 1
N(N   1)
X
i;j
(a(i)(j)   bij)2
=
1
N(N   1)
X
i;j
(a2(i)(j) + b
2
ij) 
2
N(N   1)
X
i;j
a(i)(j)bij
= c  2
N(N   1)
X
i;j
a(i)(j)bij (3.4)
where c is a constant that does not change under permutations.
Now we define the mean-centred connectivity weights, a0ij and b
0
ij of aij and bij ,
a0ij = aij  
1
N(N   1)
X
i;j
aij; b
0
ij = bij  
1
N(N   1)
X
i;j
bij:
By replacing aij and bij by mean-centered edge weights in (3.4),
GHD(A;B) = c  2
N(N   1)
X
i;j

a0(i)(j) +
P
i;j a(i)(j)
N(N   1)

b0ij +
P
i;j bij
N(N   1)

= c  2
N(N   1)
X
i;j

a0(i)(j)b
0
ij + b
0
ij
P
i;j a(i)(j)
N(N   1) + a
0
(i)(j)
P
i;j bij
N(N   1)
+
P
i;j a(i)(j)
N(N   1)
P
i;j bij
N(N   1)

= c  2
N(N   1)
X
i;j
a0(i)(j)b
0
ij +
P
i;j b
0
ij
P
i;j a(i)(j)
N(N   1)
+
P
i;j a
0
(i)(j)
P
i;j bij
N(N   1) +
X
i;j
P
i;j a(i)(j)
N(N   1)
P
i;j bij
N(N   1) :
Since a0ij and b
0
ij are mean-centered measure, then
P
i;j a
0
ij =
P
i;j b
0
ij = 0. Also
P
i;j a(i)(j)
N(N 1)
and
P
i;j bij
N(N 1) are constants under permutation. Therefore,
GHD(A;B) = c1   2
N(N   1)
X
i;j
a0(i)(j)b
0
ij; (3.5)
where c1 is constant under permutation.
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By making use of this alternative representation, we are able to exploit well-known
conditions for asymptotic normality that, in practice, can be easily checked empirically.
For a generalised correlation coefficient of the form (3.5), Daniels [30] showed that the
approximate joint distribution of two quantities of the form (3.5) is normal if conditions
for both a0ij’s and b
0
ij’s hold (see below). From the proof of [30], asymptotic normality
holds true if the following conditions are obtained for both a0ij and b
0
ij (note, a sufficient
condition):
X
i;j
a0ij =
X
i;j
b0ij = 0 andX
i;j;k
a0ija
0
ik = O(N
3);
X
i;j;k
b0ijb
0
ik = O(N
3):
However, both [82] and [41] point out that the second condition given by [30] is far too
strong. Pham et al. [82] and Friedman and Rafsky [41] both provide a weaker version
of the above condition. Now the exact permutation distribution is asymptotically normal
under two conditions [30, 41, 82]:
X
i;j
a0ij =
X
i;j
b0ij = 0 and (3.7a)
lim
N!1
[
P
ijkl a
0
ija
0
ika
0
il]
2
[
P
ijk a
0
ija
0
ik]
3
= lim
N!1
[
P
ijkl a
0
ija
0
ika
0
il]
2
[
P
ijk a
0
ija
0
ik]
3
= 0: (3.7b)
Condition (3.7a) follows directly from the definition of a0ij and b
0
ij as being mean-centred,
thus it is always satisfied. Notice that because of the first condition, the substituted a0ij and
b0ij must be a mean-centered measure. In a proof of normality for the General Correla-
tion Coefficient (GCC) with a K-minimum spanning tree graph, Friedman and Rafsky [41]
directly substituted in the adjacency information to (3.7b), rather than a centred version.
Pham et al. [82] stated that centering can cause the ratio of the numerator and denomi-
nator to vanish for constant row sums. Additionally, they further provided a condition of
exchangeability between raw and centred data:
lim sup
(
P
ij aij)
2
N
P
i a
2
i
< 1; (3.8)
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where ai =
P
j aij .
For the direct application of an adjacency matrix in [41], Pham et al. [82] point out that
some of the K-minimum spanning tree graphs, which violated the condition of exchange-
ability, will mistakenly accept condition (3.7b) (for details please refer to [82]). Therefore,
the proof of normality of the permutation distribution of GCC for K-minimum spanning
graphs in Friedman and Rafsky [41] was, to some extent, incomplete.
To gain some insight into the meaning of condition (3.7b) in our context, it is instructive
to consider the case where aij and bij are elements of the two adjacency matrices, i.e., they
indicate the presence of an edge. By defining ai =
P
j 6=i aij and a =
1
N
P
i ai, we have
a0i =
X
j 6=i
a0ij = ai   a; (3.9)
and condition (3.7b) can be written in an analogous form as
lim
N!1
[
P
i(Na
0
i)
3]2
[
P
i(Na
0
i)2]3
= lim
N!1
[
P
i(ai   a)3]2
[
P
i(ai   a)2]3
= 0: (3.10)
It can be observed that when using the adjacency matrix, ai represents the degree of the
ith node. An analogous condition is observed for the quantities bij . Therefore, checking
(3.7b) amounts to computing the degree of each node in the two networks, and assessing
the limiting behaviour. When the TO measure is used instead, the coefficient ai represents
the overall TO information at node i, which can also be analyzed using (3.10).
When both (3.7a) and (3.7b) hold true, the permutation distribution of GHD(A;B) is
approximately normal. For convenience, it is easier to standardise the GHD value by mean-
centering and normalizing it so that it follows a standard normal distribution asymptotically,
namely
GHD(A;B)  

 N(0; 1): (3.11)
Here,  and  are the mean and standard deviation of GHD under the exact permutation
distribution, respectively. These two moments can be computed explicitly and in closed-
form by enumerative combinatoric calculations. Detailed derivations of these two moments
can be found in Appendix A.1, and follow similar developments described in the context of
Chapter 3. GHD: A Permutation Based Test Of Independence 53
related permutation-based testing procedures [70]. With the formula for the first two exact
moments, a corresponding p-value can therefore be efficiently computed from the normal
approximation, even for very large networks.
3.2.1 Asymptotic normality under three graph models
It is not uncommon to assume that observed networks follow a particular random graph
model. In this section we demonstrate that conditions (3.7a) and (3.7b) always holds true
when the networks being compared are assumed to be generated by three common random
network models: the Erdo¨s-Re´nyi (ER), Random Geometric (RG), and Scale Free (SF)
models.
In this work, we showed that for ER and RG, (3.10) holds for both HD and GHD TO.
For a SF network, the asymptotic normality property also holds when the power exponent
in equation (2.2) (page 29) falls in the range 1 <  < 2; or   3.
Before starting the proof, consider the case where aij and bij are entries of the adjacency
matrices. Then (3.10) becomes
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= 0; (3.12)
where d is the average node degree. In order to evaluate the above limit, we exploit the
fact that both the numerator and denominator in (3.12) are powers of centralised empirical
moments of the node degree distribution. Our strategy consists of establishing a connection
between empirical and population moments, which are available in closed-form under each
of the random network models considered, and then study the limiting behaviour.
3.2.2 Normality when using the HD for SF network
Recall the scale free network discussed in Section 2.2.3. The power law node degree dis-
tribution (2.2) is,
P (di = k) = ck
 ; k = m;m+ 1:::; K;
3.2 Statistical Inference For GHD 54
where m and K are lower and upper cut-offs of the node degree, respectively, c is a nor-
malising constant, and  represents the power exponent. The lower cut-off m is generally
taken to be 1. For the upper cut-offK, when  > 2,K is generally specified asK = N
1
 1
andK = N   1 for 1 <   2.
We let s = c
PK
d=1 d
s  denote the sth theoretical moment of the node degree distri-
bution and ms = 1N
PN
i=1 d
s
i the corresponding empirical moment. From (3.12), we see
that we are only interested in the order of magnitude of the empirical moments. In order
to study the limit above we need to characterise the order of ms, for s = 1; 2; 3, as N
increases. Our strategy here consists of first characterising the order of s asymptotically,
for the first three moments, and then establishing a correspondence with the order of the
empirical moments. Later, in the proofs of normality for other graph models and edge
weights, we will repeatedly apply this strategy.
We start by examining the order of s, for s = 1; 2; 3, in the limit. Since for different
values of the power exponent s, the order of s are different, we consider three distinct
cases where the order of s can be discussed:
(a) s  + 1 < 0,
(b) s  + 1 = 0,
(c) s  + 1 > 0.
For case (a), the order of s is
KX
d=1
1
  1d
 1 = O(1):
For case (b), the order of s is given by the well-known result that
KX
d=1
d 1 = O(ln(K)):
Now consider case (c), as K ! 1. We apply the Euler-Maclaurin formula to obtain an
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alternative expression for the sum
KX
d=1
ds  = Ks +1 + (  s)
Z K
1
bxc
x s+1
dx+O(1);
where bxc denotes the largest integer that is not greater than x. To compute the order ofPK
d=1 d
s , we need to know which term dominates in order. By applying l’Hospital’s rule
we have
lim
K!1
s
R K
1
bxc
x s+1dx
Ks +1
=
s
s  + 1 ;
a finite constant. It follows that both terms in the expression are of the same order, and
therefore s will have the same order as Ks +1. Hence for any s    + 1 > 0, s will
have the same order as Ks +1. We then have
s 
8>>>><>>>>:
O(Ks +1); s  + 1 > 0;
O(lnK); s   =  1;
O(1); s   <  1:
(3.13)
So, for a SF network conditions for asymptotic normality of the permutation distribution
may differ according to the value of .
Consider first the case 1 <  < 2, for which K = N   1. The order of the theoretical
moments is 8>>>><>>>>:
1  O(N2 );
2  O(N3 );
3  O(N4 ):
Now consider the sth empirical moment of the node degree observed from the SF net-
work,
ms =
1
N
NX
i=1
dsi :
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We now try to compare the orders of s andms in the limit. Specifically, we assess whether
the order of each s established above also hold true for the correspondingms. This can be
verified by checking that
lim
N!1
ms
s
= cs; s = 1; 2; 3; (3.14)
for some positive constant cs. To show the above limit, we apply the Weak Law of Large
Numbers (WLLN). For WLLN to hold, s must be finite. Hence we first transform di, such
that s after transformation is finite. We show that the orders of the empirical moments
ms; s = 1; 2; 3, are the same as those of the theoretical moments. Define zsi = di=N
s+1 
s .
The distribution of zsi is specified by:
P (zsi = z) = c
0z ; z = 1=N
s+1 
s ; 2=N
s+1 
s ; ::; K=N
s+1 
s ;
where c0 = cN
s+1 
s . Thus the sth theoretical moment of zsi is
zs = c
0X
z
zs  = c0
X
d

d
N
s+1 
s
s
d  =
s
N s+1 
;
which is finite. Denoting bymzs the sth empirical moment of zsi; i = 1; :::; N , we have
mzs =
1
N
NX
i=1
zssi =
1
N
NX
i=1

di
N
s+1 
s
s
=
ms
N s+1 
:
Now since zs is finite and we suppose zs1; zs2; :::zsN are N independent, identically dis-
tributed random variables, according to the Weak Law of Large Numbers (WLLN), mzs
converges to zs in probability, and hence we have:
1 = lim
N!1
msi
si
= lim
N!1
ms
Ns+1 
s
Ns+1 
= lim
N!1
ms
s
:
This indicates thatms and s are of the same order. Now we can approximate the order of
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the numerator and denominator of condition (3.12):
X
i
(di   d)3 =
X
i
(d3i   3d2i d+ 3di d2   d3)
= N(m3   3m2m1 + 2m31)
 N(3   321 + 231)
 O(N4 +1);
and
X
i
(di   d)2 = N(m2  m21)  N(2   21)  O(N3 +1):
The limit of (3.12) is:
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N4 +1]2
[N3 +1]3
= 0 for 1 <  < 2:
Thus, for 1 <  < 2 the condition (3.12) holds.
Considering the case 2   < 3, withK = N 1 1 , we have8>>>><>>>>:
1  O(1); or O(log(N))  = 2;
2  O(N
3 
 1 );
3  O(N
4 
 1 ):
Following a similar argument as before, we can show that the empirical moment ms has
the same order of magnitude as the theoretical moment s, and that
X
i
(di   d)3 = N(m3   3m2m1 + 2m31)  O(N
4 
 1+1);X
i
(di   d)2 = N(m2  m21)  O(N
3 
 1+1):
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Hence, for this case 2   < 3,
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N
4 
 1+1]2
[N
3 
 1+1]3
= 1; as N !1,
the condition (3.12) therefore does not hold.
For  = 3, the theoretical moments are of order8>>>><>>>>:
1  O(1);
2  O(log(N));
3  O(N
4 
 1 );
and similarly to before
X
i
(di   d)3 = N(m3   3m2m1 + 2m31)  O(N
4 
 1+1);X
i
(di   d)2 = N(m2  m21)  O(N log(N)):
Then
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N
4 3
3 1+1]2
[N lnN ]3
= 0:
Therefore condition (3.12) holds for the case  = 3.
For  > 3, the theoretical moments have orders8>>>><>>>>:
1  O(1);
2  O(1);
3  O(N
4 
 1 ) or O(lnN) or O(1); for  < 4;  = 4 and  > 4;
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and
X
i
(di   d)3 = N(m3   2m2m1 + 2m31)  O(N
3
 1 ) or O(N lnN) or O(N)X
i
(di   d)2 = N(m2  m21)  O(N):
Hence the limit is obtained as
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N
3
 1 ]2
[N ]3
= 0 for 4 >  > 3:
For   4, the condition also holds:
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N lnN ]2
[N ]3
= 0 for  = 4;
while
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N ]2
[N ]3
= 0 for  > 4:
In summary, the condition holds true for any 1 <  < 2; and   3.
3.2.3 Normality when using the GHD TO for SF network
To verify the limit of (3.10) (in page 52), first we define the TO measure of node i
ai =
X
j
aij =
X
j
P
u 6=i;j AiuAuj + Aij
min(di; dj) + 1  Aij :
When verifying the limit of (3.10), we only interested in the order of magnitude of both
numerator and denominator. Therefore, in order to understand the order of magnitude,
we are going to approximate the expected value of ai (i.e. E(aijdi)) given that the node
degree of ith node is di. We first find the expected value of AiuAuj , given the node degrees:
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E(AiuAujjdi; dj; du). Because Aiu and Auj represent adjacency information, we have
AiuAuj =
8<:1 with probability Piuj;0 with probability 1  Piuj: (3.15)
Here Piuj is the conditional probability, given that di, dj and du are known, of node u
being connected to both node i and node j. Then we have E(AiuAujjdi; dj; du) = Piuj . To
estimate this probability, we make the following two assumptions:
(I) the probability of a node u being connected to a node i is proportional to the node de-
grees di and du. More specifically, this probability corresponds to that of a randomly
weighted sampling of du objects from a total of N   1 objects without replacement,
constrained to include node i.
(II) given di and dj fixed, the random quantities AiuAuj; (u = 1; 2; :::; N; u 6= i and u 6=
j) are independent, identically distributed random variables.
As a special case of the first assumption, if du = 1, then the probability of node u being
connected to node i is di
T 1 , in terms of the total node degree T , where the total node degree
is written as
T =
NX
i=1
di:
Notice that here T depends on N .
Piuj is actually the probability of randomly sampling du individuals from a total of
N 1 objects without replacement, constrained to include individuals i and j. The detailed
combinatoric formulation of such a problem is infeasible. However, for this study, it is not
necessary to obtain an exact formulation of Piuj: to check the condition (3.10), it is only
necessary to approximate the order of both the numerator and the denominator. Hence,
only an approximation of the order of
P
u Piuj is required.
Now consider node u, with degree du, and a set of du nodes fi; j; v1; v2; :::vdu 2g which
connect with u.
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The probability of selecting a set of consecutive nodes fi; j; v1; v2; :::vdu 2g is:
[
di
T   du
dj
T   du   di
dv1
T   du   di   dj :::
dvdu 2
T   du   di   dj  
Pdu 2
k=1 dvk
]:
Then, summing over all possible sets v1; v2; :::; v(du 2), we calculate the quantity
Pfi;j;v1;v2;:::vdu 2g
=
X
v1 6=i;j
X
v2 6=i;j;v1
:::
X
v(du 2) 6=i;j;v1;v2:::
di
T   du
dj
T   du   di
dv1
T   du   di   dj :::
dvdu 2
T   du   di   dj  
Pdu 2
k=1 dvk
=
di
T   du
dj
T   du   di
X
v1 6=i;j
X
v2 6=i;j;v1
:::
X
v(du 2) 6=i;j;v1;v2:::
dv1
T   du   di   dj :::
dvdu 2
T   du   di   dj  
Pdu 3
k=1 vk
=
di
T   du
dj
T   du   di
X
v1 6=i;j
:::
X
vdu 3 6=i;j;v1
dv1
T   du   di   dj :::
dvdu 3
T   du   di   dj  
Pdu 4
k=1 dvk
X
vdu 2 6=i;j;v1;v2:::
dvdu 2
T   du   di   dj  
Pdu 3
k=1 dvk
:
Notice that
X
v(du 2) 6=i;j;v1;v2:::
dvdu 2
T   du   di   dj  
Pdu 3
k=1 dvk
=
T   du   di   dj  
Pdu 3
k=1 dvk
T   du   di   dj  
Pdu 3
k=1 dvk
= 1:
Hence we have
Pfi;j;v1;v2;:::vdu 2g =
di
T   du
dj
T   du   di : (3.16)
Also, from the fact that for any node i, di = o(T ) for the SF network model, we have
lim
N!1
di
T
! 0:
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In fact, for 1 <  < 2, the total node degree
T =
NX
i=1
di  N
N 1X
d=1
d d  = N
N 1X
d=1
d1   O(N3 );
of orderN3 , of greater order thanmaxfdig = N 1. For  = 2, T  O(N lnN), which
is also of a larger order than N   1. For  > 2, we consider as before the natural cut-off
K = N
1
 1 , which is also of a smaller order than the total degree T  O(N). Therefore,
for any k, so that (3.16) can be approximated by,
Pfi;j;v1;v2;:::vdu 2g 
didj
T 2
:
Now consider a general selection of consecutive nodes,
 = fv1; v2; :::; vs; i; vs+1; :::; vt; j; vt+1; :::vu 2; g
where 1  s  t  u  2.
Then the probability of selecting this set of consecutive connections, P , is equal to
P =
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvs
T   du   di  
Pt 1
k=1 dvk
dj
T   du   di  
Pt
k=1 dvkX
dvt+1
dvt+1
T   du   di   dj  
Pt
k=1 dvk
:::
X
dvu 2
dvu 2
T   du   di   dj  
Pvu 3
k=1 dvk
=
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvt
T   du   di  
Pt 1
k=1 dvk
dj
T   du   di  
Pt
k=1 dvk

X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvt
T   du   di  
Pt 1
k=1 dvk
dj
T   du   di
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=
dj
T   du   di
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvt
T   du   di  
Pt 1
k=1 dvk
=
dj
T   du   di
di
T   du
X
dv2
dv1
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps
k=1 dvk
 dj
T   du   di
di
T   du
X
dv2
dv1
T   du :::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
=
di
T   du
dj
T   du   di
= Pfi;j;v1;v2;:::vdu 2g
 didj
T 2
:
Hence Pfi;j;v1;v2;:::vdu 2g is the smallest probability among all possible orders of selecting
nodes i and j, i.e.
P  Pfi;j;v1;v2;:::vdu 2g 
didj
T 2
for all  2 
Also, for any selection  = fv1; v2; :::; vs; i; vs+1; :::; vt; j; vt+1; :::vu 2; g of consecu-
tive connected nodes, P can be approximated by a quantity of the form
didj
T 2
f(T; du).
For any di = o(T ),
P =
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvs
T   du   di  
Pt 1
k=1 dvk
dj
T   du   di  
Pt
k=1 dvkX
dvt+1
dvt+1
T   du   di   dj  
Pt
k=1 dvk
:::
X
dvu 2
dvu 2
T   du   di   dj  
Pvu 3
k=1 dvk
=
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
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X
dvt
dvt
T   du   di  
Pt 1
k=1 dvk
dj
T   du   di  
Pt
k=1 dvk

X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
di
T   du  
Ps
k=1 dvk
:::
X
dvt
dvt
T   du  
Pt 1
k=1 dvk
dj
T   du  
Pt
k=1 dvk
 didj
T 2
X
dv1
dv1
T   du
X
dv2
dv2
T   du   dv1
:::
X
dvs
dvs
T   du  
Ps 1
k=1 dvk
T
T   du  
Ps
k=1 dvk
:::
X
dvt
dvt
T   du  
Pt 1
k=1 dvk
T
T   du  
Pt
k=1 dvk
=
didj
T 2
f(T; du):
Since P  didjT 2 , then
f(T; du) > 1 for all  2 :
Finally, we obtain all possible selections for i and j in a set with nodes fv1; v2; :::; vu 2; i; jg.
Considering different ways of placing two balls into an ordered set fv1; v2; :::; vu 2g, this is
equivalent to selecting 2 balls from a set of u balls, which is 1
2
du(du 1). Then, because the
order of i and j is interchangeable, there are in total du(du   1) different possible rankings
of i and j, hence
Piuj  didj
T 2
X

f(T; du) = du(du   1)didj
T 2
X

f(T; du)
du(du   1) :
We calculate a lower bound:
Piuj > du(du   1)Pfi;j;v1;v2;:::vdu 2g  du(du   1)
didj
T 2
: (3.17)
Now, the topological overlap measure to a node i can then be written as
ai =
X
j
P
u6=i;j AiuAuj + Aij
min(di; dj) + 1  Aij
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
X
j
P
u6=i;j du(du   1)
h
didj
T 2
P

f (T;du)
du(du 1)
i
+ Aij
min(di; dj) + 1  Aij
=
X
j
P
u6=i;j(du   1)(du)
h
didj
T 2
P

f (T;du)
(du 1)(du)
i
+ Aij
min(di; dj) + 1  Aij
=
X
j
h
didj
T 2
P
u6=i;j
P
 f(T; du)
i
+ Aij
min(di; dj) + 1  Aij : (3.18)
The approximation follows by use of WLLN.
Further, the quantities AiuAuj; (u = 1; :::; N and u 6= i; j); are assumed to be indepen-
dent and identically distributed and 0 < E(AiuAuj)  1 is finite.
Now we discuss about different values of . First, consider  > 3:We denote
F (N) =
1
T 2
X
u6=i;j
X

f(T; du):
From (3.17), we can conclude a lower bound for F (N) ,
X
u6=i;j
du(du   1)T 2:
Applying results for the adjacency case, then
X
u6=i;j
du(du   1) =
X
u6=i;j
(du)(du   1) =
X
u6=i;j
d2u   du = N(m2  m1)  N(2   1);
where ms = 1N
P
i d
s
i ; s = 1; 2 are the empirical moments of di and 1, 2 are the
corresponding theoretical moments. Here, we also need to approximate
P
u 6=i;j du(du   1)
by the theoretical moments of di. In the following argument, there are many approxima-
tions which are justified by use of WLLN, though we suppress these steps. Similar to the
adjacency case, the order of the empirical moment ms can be approximated by that of the
theoretical moment s. Hence
X
u 6=i;j
du(du   1)  c0N:
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Then, F (N) > c0N 1
T 2
, and for  > 3, the order of F (N) is greater than O( 1
N
).
Equation (3.18) gives
ai =
X
j
didjF (N) + Aij
min(di; dj) + 1  Aij
=
X
j
didjF (N)
min(di; dj) + 1  Aij +
X
j
Aij
min(di; dj) + 1  Aij
= F (N)
X
j
didj
min(di; dj) + 1  Aij +
X
j
Aij
min(di; dj) + 1  Aij : (3.19)
Consider the second term of (3.19). This is smaller than di, and contains di non-zero terms.
For small node degree di, the expected value of this second term is very close to 1. For di
large, we first separate the summation into two terms,
X
j
Aij
min(di; dj) + 1  Aij
= di
1
di
X
j
Aij
min(di; dj) + 1  Aij
 di
N
1
 1X
d=1
Aijd
min(di; d) + 1
cd 
= di
X
ddi
Aijd
dj + 1
cd  + di
X
did
Aijd
di + 1
cd : (3.20)
Here we notice that Aijd is representing the expected value of node i having an edge
with a node with degree d. More precisely:
Aijd = E(Aijjdj = d):
Here in denominator Aij is ignored in the second step, due to the fact that the chance that a
node with degree di connect to a node with degree d is small, and as node degree increases,
Aij is ignorable. Later in this proof we will repeatedly apply this strategy.
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The value of the first term in (3.20) can be approximated, for large di, as
di
X
ddi
Aijd
d+ 1
cd   di
di 1X
d=1
c
1
d
d  = di
di 1X
d=1
cd  1:
The second term of (3.20) is approximated as
di
X
did
Aijd
di + 1
cd   di
N
1
 1X
d=di
1
di
cd  = P (d > di):
Hence, for di large,
X
j
Aij
min(di; dj) + 1
 di
di 1X
d=1
cd  1 + P (d > di) = G(di);
say. Notice that G(di) is an increasing function, since
G(di + 1) G(di) =
X
ddi
cd  1 + (di + 1)cd  1i   cd i > 0:
However, according to (3.13),
PN 1 1
d=1 cd
  1; is a constant smaller than 1. Hence, for any
di > 0, the first term in G(di) satisfies
di  di
di 1X
d=1
cd  1  cdi;
with c = 1() : Here () is the  function of power , defined by
() =
1X
i=1
1
i
;
which has (3) = 1:202. Also the order of higher moments for second term of G(di),
P (d > di) (this is a function of random di) is at most O(1). Therefore, the order of the
higher moments of the second term of (3.19) is just the same as the corresponding moments
of di.
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Now, consider the first term of (3.19). This may be further expanded as follows:
F (N)
X
j
didj
min(di; dj) + 1  Aij
 NF (N)
N
1
 1X
d=1
did
min(di; d) + 1
cd  (by WLLN)
= NF (N)
24 diX
d=1
did
d+ 1
cd  +
N
1
 1X
d=di+1
did
di + 1
cd 
35 :
The first term in brackets may be approximated,
diX
d=1
did
d+ 1
d   di
diX
d=1
d
d+ 1
d ;
and, as N !1, the second term in brackets may be approximated as
N
1
1 X
d=di+1
did
di + 1
cd  
N
1
1 X
d=di+1
did
di + 1
cd  =
di
di + 1
 
(  1)
()
 
diX
d=1
cd1 
!
:
The approximations in the above are reasonable, since by using assumption (I) we can
calculate that the expected value of Aij is approximately the order of
didj
T
, for small values
of di. Hence the first term of (3.19) can be approximated by
F (N)
X
j
didj
min(di; dj) + 1  Aij
 NF (N)
"
di
diX
d=1
d
d+ 1
cd  +
di
di + 1
(
(  1)
()
 
diX
d=1
cd1 )
#
:
Since we have
0 <
di
di + 1
(
(  1)
()
 
diX
d=1
cd1 ) < 1;
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then the value of higher moments offered by this term is O(1) at most. Notice that
di
diX
d=1
d
d+ 1
cd  ! di as di !1:
Hence we have
cdi
2
 di
diX
d=1
d
d+ 1
cd   di:
Therefore the order of the higher moments in the first term in (3.19) are the same as for the
corresponding moments of NF (N)di:
We know that the order of F (N) is at least greater than O( 1
N
). Then the order of
moments in the first term in (3.19) is greater than or equal to those of the second term
in (3.19). Hence, the orders of the 2nd and 3rd moments of ai: are the same as those of
NF (N)di. Then,
X
i
(ai   a)3 = N(m3   2m2m1 + 2m31)  O(N3F 3(N))
X
i
(di   d)3;X
i
(ai   a)2 = N(m2  m21)  O(N2F 2(N))
X
i
(di   d)2:
Applying the central moments to (3.10), we have
lim
N!1
[
P
i(ai   ai)3]2
[
P
i(ai   ai)2]3
= lim
N!1
[(NF (N))3
P
i(di   d)3]2
(NF (N))2
P
i(di   d)2]3
= lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= 0:
Hence, for  > 3 the asymptotic normality holds.
For  = 3 and 2   < 3 similar steps can be followed, and we have that the orders of
the 2nd and 3rd moments of ai: are the same with those of NF (N)di.
When applying these values for different  to condition (3.10), the conclusion is the
same as seen when considering adjacency information. The coefficient NF (N) can be
taken out of both denominator and numerator, and cancelled. As with the adjacency case,
the condition for asymptotic normality holds for  = 3, but for 2   < 3 asymptotic
normality of the permutation distribution is not guaranteed.
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For 1 <  < 2, (3.18) becomes:
ai 
X
j
didj
T 2
hP
u du(du  1)
P

f (T;du)
du(du 1)
i
+ Aij
min(di; dj) + 1  Aij

X
j
didjF (N) + Aij
min(di; dj) + 1  Aij
= F (N)
X
j
didj
min(di; dj) + 1  Aij +
X
j
Aij
min(di; dj) + 1  Aij
= F (N)
X
j
didj
min(di; dj) + 1  Aij +
X
j
Aij
min(di; dj) + 1  Aij : (3.21)
Similarly to before,
F (N) =
1
T 2
X
u
du(du  1)
X

f(T; du)
du(du   1) ;
is a function of N and it is greater thanP
u du(du  1)
T 2
 c
0N3 
N4 2
= c0N 1: (3.22)
The second term
X
j
Aij
min(di; dj) + 1  Aij ; (3.23)
is of order di, the same as for the previous case. For the first term:
F (N)
X
j
didj
min(di; dj) + 1  Aij
= NF (N)
"
diX
d=1
did
d+ 1  Aijdd
  +
NX
d=di+1
did
di + 1  Aijdd
 
#
 NF (N)
"
di
diX
d=1
d
d+ 1
d  +
di
di + 1
NX
d=di+1
d1 
#
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 NF (N)
"
di
diX
d=1
d
d+ 1
d  +
di
di + 1
(N2    (di + 1)2 )
#
:
Also, it is easy to see that
c0di
2
 di
diX
d=1
d
d+ 1
cd   di;
still holds true. This is bounded by [ cdi
2
; di], therefore the order is still the same as that of
di.
From (3.22), we know that F (N) is greater than O(N 1), with  > 1, therefore the
order of (3.23) is always smaller than the order of
NF (N)
"
di
diX
d=1
d
d+ 1
d 
#
:
For  > 1, N3  is always greater than (N2 )2, the order of the second moment for
di
di + 1
(N2    (di + 1)2 );
and the same conclusion can be made for the third moment. Hence again the orders of
the 2nd and 3rd moments of ai: are the same as the orders of the 2nd and 3rd moments of
NF (N)di :
X
i
(ai   a)3  N(m3   2m2m1 + 2m31)  O(N3F 3(N))
X
i
(di   d)3;X
i
(ai   a)2  N(m2  m21)  O(N2F 2(N))
X
i
(di   d)2:
Then, substituting directly to (3.10),
lim
N!1
[
P
i(ai   ai)3]2
[
P
i(ai   ai)2]3
= lim
N!1
[(NF (N))3
P
i(di   d)3]2
(NF (N))2
P
i(di   d)2]3
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= lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[N4 )]2
[N3 ]3
= lim
N!1
N 2
= 0; 1 <  < 2:
This justifies that for 1 <  < 2 asymptotic normality holds.
Hence, we conclude that for a scale free network, for both adjacency and topologi-
cal overlap measures, a sufficient condition for asymptotic normality of the permutation
distribution is that 1 <  < 2; or   3.
3.2.4 Normality when using the HD for RG graph
For RG graph, the node degree (di) distribution can be approximated by a Poisson distri-
bution with parameter N :
P (di = k) =
e NkN
k!
;
where the Poisson parameter N depends on the total number of nodes N , the threshold r
and dimensionm [29], for details please refer to Section 2.2.2 (in page 26).
To check (3.12) (in page 53), similarly to (3.15), we write the numerator and denomi-
nator in terms of, respectively,
X
i
(di   d)2 = N(m2  m21) andX
i
(di   d)3 = N(m3   3m2m1 + 2m31); (3.24)
wherems = 1N
PN
i=1 d
s
i is the s
th empirical moment of the node degree distribution. In or-
der to find the limit in (3.12), we approximate the empirical moments by the corresponding
theoretical moments.
For finite N , the series of random variables fdsi ; i = 1; :::; Ng are independent, identi-
cally distributed, with E[dsi ] = s < 1. According to the WLLN, the empirical moments
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converge to the corresponding theoretical moments in probability, hence we have
lim
N!1
ms
s
= lim
N!1
1
N
PN
i=1 d
s
iPN 1
d=1
e N dN
d!
ds
= 1; s = 1; 2; 3;
where s is the theoretical moment of the node degree distribution.
Hence we have for the numerator
NX
i=1
(di   d)3 = N 1
N
NX
i=1
(di   d)3
= N(m3   3m2m1 + 2m31)
 N(3   321 + 231)
= NN as N !1:
Similarly, for the denominator
NX
i=1
(di   d)2 = N 1
N
NX
i=1
(di   d)2 = N(m2  m21)  N(2   21) = NN as N !1:
Substituting into (3.12),
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
[NN ]
2
[NN ]3
= 0; (3.25)
provided N is finite and greater than O( 1N ).
For large enough N , the Poisson distribution can be approximated by a normal distri-
bution with mean N and variance N . Let Zi = diN Then we have
Zi v N(1;
1
N
):
Denoting by 0s the s
th theoretical moment of the random variable Zi, 0s is finite. Let
m0s =
1
N
NX
i=1

di
N
s
;
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so that ms = sNm
0
s. For the set of independent and identically distributed random vari-
ables Z1; Z2; :::; ZN , E[Zsi ] = s exists and is finite. Again according to WLLN, m
0
s will
converge to 0s in probability:
1 = lim
N!1
m0s
0s
= lim
N!1
1
N
PN
i=1

di
N
s
s
sN
= lim
N!1
ms
s
; s = 1; 2; 3:
This indicates thatms and s are of the same order. Now we can approximate the order of
the numerator and denominator of condition (3.12). The numerator is 0, since
NX
i=1
(di   d)3 = N(m3   3m2m1 + 2m31)
 N(3   321 + 231)
= N [1(
2
1 + 3(2   21))  312 + 231]
= 0:
Similarly, the denominator approximates N2N :
NX
i=1
(di   d)2 = N(m2  m21)  N(2   21) = N2N = N2N as N !1:
Substituting in to (3.12):
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
0
[N2N ]
= 0:
Hence the limit of (3.12) also holds for large N . These results suggest that, for N of
greater order than O( 1
N
), condition (3.12) is always satisfied for an RG graph. For N
smaller than orderO( 1
N
), when the condition (3.12) does not hold, the average node degree
in the network is smaller than O(1). This fact indicates that in such a case the network is
almost empty and hence is of little practical interest.
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3.2.5 Normality when using the GHD TO for RG graph
Similar to the analysis of the topological overlap measure for a scale free network, we
approximate the value of ai given a particular node with degree di by first calculating
the quantity E(AiuAjujdi; dj). We know that the node degree distribution is Poisson with
parameter N . According to the results for the adjacency case, with any N ,
lim
N!1
ms
s
= lim
N!1
1
N
PN
i=1 d
s
iPN 1
d=1
e N dN
d!
ds
= 1; s = 1; 2; 3:
As before, denote by T the total node degree,
T =
X
i
di = N
1
N
X
i
di  NN = NN :
Again, we are only interested in the order of E(AiuAujjdi; dj), hence we can write
E(AiuAujjdi; dj)  didj
T 2
du(du   1)
2
X

f(T; du)
du(du   1) =
didj
2N22N
X

f(T; du): (3.26)
Then in the expression for the topological overlap measure, the summation
P
uAiuAuj can
further be expressed as:
X
u6=i;j
piuj 
X
u6=i;j
didj
2N22N
X

f(T; du)
e NduN
du!
= didjF (N);
where again F (N) is defined as a function of N with order greater than
du(du   1)Pfi;j;v1;v2;:::vdu 2g =
1
2NN
X
u 6=i;j
1
N
du(du   1)
2
 (
2
N   2N)
22NN
:
where
du(du   1)Pfi;j;v1;v2;:::vdu 2g
is the lower bound for F (N) (see (3.17) in page 64). This result shows that F (N) is at
least of order O( 1
N
). Again, the approximation is justified by the WLLN. Plugging into the
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topological overlap measure we have:
E(aijdi) 
NX
j=1
didjF (N) + Aij
min(di; dj)  Aij + 1
= F (N)
NX
j=1
didj
min(di; dj)  Aij + 1 +
NX
j=1
Aij
min(di; dj)  Aij + 1 :(3.27)
The first term in (3.27) can be expanded, as N !1,
F (N)
NX
j=1
didj
min(di; dj) + Aij   1
 NF (N)
"
diX
d=1
did
d  Aijd + 1
e NdN
d!
+
NX
d=di+1
did
di   Aijd + 1
e NdN
d!
#
 NF (N)
"
diX
d=1
did
d+ 1
e NdN
d!
+
1X
d=di+1
did
di + 1
e NdN
d!
#
= NF (N)
"
di
diX
d=1
d
d+ 1
e NdN
d!
+
di
di + 1
1X
d=di+1
d
e NdN
d!
#
= NF (N)
"
di
diX
d=1
d
d+ 1
e NdN
d!
+
diN
di + 1
1X
d=di+1
e Nd 1N
(d  1)!
#
= NF (N)
"
di(
diX
d=1
d+ 1
d+ 1
e NdN
d!
 
diX
d=1
1
d+ 1
e NdN
d!
) +
diN
di + 1
1X
d=di
e NdN
(d)!
#
= NF (N)
"
diP (d  di)  di
N
diX
d=1
e Nd+1N
(d+ 1)!
+
diN
di + 1
P (d  di)
#
= NF (N)

diP (d  di)  di
N
P (2  d  di + 1) + diN
di + 1
(1  P (d  di   1))

:
Then (3.27) can be approximated as
E(aijdi)  NF (N)

diP (d  di)  di
N
P (2  d  di + 1) + diN
di + 1
(1  P (d  di   1))

+
NX
j=1
Aij
min(di; dj)  Aij + 1 : (3.28)
Chapter 3. GHD: A Permutation Based Test Of Independence 77
We first show that the order of the sth moment for the second term in (3.28) is at most
O(E(dsi )),
NX
j=1
Aij
min(di; dj)  Aij + 1
=
diX
j0=1
1
dj0
; considering terms with Aij = 1 only
 di
X
ddi
1
d
e NdN
d!
+ di
X
did
1
di
e NdN
d!
= di
X
ddi
1
d
e NdN
d!
+ P (d > di):
Again, since 0 < P (d > di) < 1, the order of any moment of P (d > di) is at most
O(1). Also,
e NN  di
X
ddi
1
d
e NdN
d!
 di: (3.29)
Therefore, the order of moment of the second term is at most the same as the order of the
corresponding moment of di.
We check the order of the first term in (3.28), by discussing different values of N . For
bounded N , NF (N) is at least O(1).
Actually the term inside bracket in (3.28) is O(di), which in the case of bounded N
has finite 2nd and 3rd moments. Therefore, the mean of ai is at least O(NF (N)) and the
second moment of ai is of O(N2F 2(N)). Then for finite value of N ,
E

diP (d  di)  di
N
P (2  d  di + 1) + diN
di + 1
(1  P (d  di   1))

; (3.30)
is O(1). By following a similar procedure, we conclude that the first moment of (3.28) is
O(NF 0(N)), the second moment of (3.28) isO(N2F 0(N)2) and the third moment of (3.28)
is O(N3F 0(N)3). However the order of central moments for (3.28) can not be obtained
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easily. Especially for the third central empirical moment,
X
i
(ai   a)3 = N(m3   3m2m1 + 2m31)  N(3   321 + 231);
where all three terms, 3, 21 and 31, have the same order of magnitude.
In order to verify the limit of (3.10), we are seeking to verify condition (3.8). An
alternative representation of (3.8) (in page 51) is given by
lim inf
N!1
PN
i=1(ai   a)2
Na2
> 0: (3.31)
If the above inequality holds true, the non-centered measure ai can directly be applied.
Then (3.10) can be replaced by
lim
n!1
[
P
i(ai)
3]2
[
P
i(ai)
2]3
= 0: (3.32)
For a detailed derivation, please refer to [82].
We can check that the variance of ai is of O((NF (N))2) as well. This is because for
di large,
diP (d  di)  di
N
P (2  d  di + 1) + diN
di + 1
(1  P (d  di   1)); (3.33)
tends to di  diN , where N is finite. Hence for di large enough, this term increases linearly
with di. When di is small, the value,
diN
di + 1
(1  P (d  di   1))
dominates. Also,
diN
di + 1
(1  P (d  di   1));
decreases as di increases. Hence (3.33) offers sufficient variation such that the variance
of (3.33) is not degenerate. Hence the variance of ai is of order at least greater than
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O((NF (N))2). Therefore
lim inf
N!1
PN
i=1(ai   a)2
Na2
= lim inf
N!1
NN2F (N)2
N(NF (N))2
> 0;
so we can use condition for non-centralized measures instead of (3.10). We have
lim
N!1
[
P
i a
3
i]
2
[
P
i a
2
i]3
= lim
N!1
[N 1
N
P
i a
3
i]
2
[N 1
N
P
i a
2
i]3
= lim
N!1
[NE(a3i)]
2
[NE(a2i)]3
by WLLN
= lim
N!1
[N(N3F (N))3]2
[N(N2F (N))2]3
= lim
N!1
N 1
= 0:
Thus, for bounded N , the asymptotic normality holds.
Now consider N increasing with N . Then (3.28) can be further approximated as
E(aijdi)  NF (N)

diP (d  di)  di
N
P (2  d  di + 1) + diN
di + 1
(1  P (d  di   1))

+
NX
j=1
Aij
min(di; dj)  Aij + 1
 NF (N)[diP (d  di) + N(1  P (d  di   1))]
+di
X
ddi
1
d
e NdN
d!
+ P (d > di): (3.34)
This is justified because, for N increasing with N ,
di
N
P (2  d  di + 1);
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is negligible compared to diP (d  di). Still we have that P (d > di) is O(1) and
di
N
P (2  d  di + 1) < di
X
ddi
1
d
e NdN
d!
< diP (d  di):
Hence the order of moments for
di
X
ddi
1
d
e NdN
d!
is at most equal to the order of the corresponding moment of diP (d  di), and therefore at
most the same as that of
NF (N)diP (d  di):
Hence (3.34) can further be reduced to
E(aijdi)  NF (N)[diP (d  di) + N(1  P (d  di   1))]: (3.35)
The mean value of diP (d  di) for large N is
E[diP (d  di)] =
1X
di=0
diX
k=0
e NkN
k!
die
 NdiN
di!
=
1X
k=0
1X
di=k
die
 NdiN
di!
e NkN
k!
=
1X
k=0
1X
di=k
Ne
 Ndi 1N
(di   1)!
e NkN
k!
=
1X
k=0
1X
di=k 1
Ne
 NdiN
(di)!
e NkN
k!
= N
1X
di=0
di+1X
k=0
e NkN
k!
e NdiN
di!
= NE[P (d  di + 1)]:
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Then, taking the expectation of (3.35), we have
E(E(aijdi))  NF (N)E[diP (d  di) + N(1  P (d  di   1))]
= NF (N)E[diP (d  di)] + E[N(1  P (d  di   1))]
= NF (N)[N + NE[P (d  di + 1)]  NE[P (d  di   1)]]
= NF (N)[N + NE[P (d  di + 1)  P (d  di   1)]]
= NF (N)[N + NE[P (d = di + 1) + P (d = di)]]: (3.36)
The expectation in the second term can be evaluated based on the fact that for large enough
N , the Poisson distribution is approximated by a normal distribution with mean N and
variance N . Then, letting f(x) be probability density function of N(N ; N), we have
E[P (d = di)] 
Z 1
 1
f(x)2dx
=
1
2N
Z 1
 1
e
  (x N )
2
2N
  (x N )
2
2N dx
=
1
2N
Z 1
 1
e 
(x N )2
 dx letting y =
x  Nq
N
2
=
1
2N
Z 1
 1
e
 y2
2
r
N
2
dy
=
1p
4N
Z 1
 1
1p
2
e
 y2
2 dy
=
1p
4N
 O

1p
N

:
Similarly we can show that E[P (d = di + 1)] is also of O( 1N ). Then from (3.36)
E(ai)  NF (N)[N + c
p
N ]  NF (N)N as N !1 and N !1:
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Then for N !1 and N !1,
NX
i=1
(ai   a)2 = N 1
N
NX
i=1
(ai   a)2
 N 1
N
NX
i=1
(ai   E(ai))2
 N 1
N
NX
i=1
(ai  NF (N)N)2
= NEai [(ai  NF (N)N)2]
= NEdi [(NF (N))
2(diP (d  di) + N(1  P (d  di   1))  N)2]
= N(NF (N))2Edi [(diP (d  di)  NP (d  di   1)))2]
 N(NF (N))2EN [(di   N)2P (d  di)2]
= N3(F (N))2
Z 1
 1
(x  N)2Fx(x)2f(x)dx:
Here, Fx(x) denote the cdf of N(N ; N), which can be further represented in terms of
the standard normal cdf: Fx(x) = (x NpN ). Here (x) denotes the standard normal
cumulative distribution function.
Letting y = x Np
N
, after a change of variable we have
N3(F (N))2
Z 1
 1
(x  N)2Fx(x)2f(x)dx
=
1p
2N
N3(F (N))2
Z 1
 1
Ny
2 (y)2 e 
1
2
y2
p
Ndy
=
Np
2
N3(F (N))2
Z 1
 1
y2(y)2e 
1
2
y2dy using integration by parts
=
Np
2
N3(F (N))2
"Z 1
1
2(y)e 
1
2
y2dy +
Z 1
 1
2y(y)
e 
1
2
y2e 
1
2
y2
p
2
dy
#
 NNp
2
h
u2e 
1
2
y2
i
j1 1
=
Np
2
N3(F (N))2
"p
2
Z 1
0
2(y)d(y) +
Z 1
 1
2y(y)
e 
1
2
y2e 
1
2
y2
p
2
dy
#
  0
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=
Np
2
N3(F (N))2
"p
2
3
+
Z 1
 1
2y(y)
e y
2
p
2
dy
#
=
Np
2
N3(F (N))2
"p
2
3
+
1
3
#
 c1N3(F (N))2N ; for constant c1.
Similarly,
NX
i=1
(ai   a)3  NN3(F (N))3
Z 1
 1
(x  N)3Fx(x)3f(x)dx:
Again using a change of variable, we have
N4(F (N))3
Z 1
 1
(x  N)3Fx(x)3f(x)dx
=
1p
2N
N4(F (N))3
Z 1
 1

3
2
Ny
3(y)3e 
y2
2
p
Ndy
=

3
2
Np
2
N4(F (N))3
Z 1
 1
y3(y)3e 
y2
2 dy
 c2N4(F (N))3
3
2
N ; for constant c2:
Hence condition (3.10), for the topological overlap measure and Poisson node degree dis-
tribution, is
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
(c2N
4(F (N))3
3
2
N)
2
(c1N3(F (N))2N)3
= lim
N!1
c2
c1N
= 0:
This completes the proof.
3.2.6 Normality when using the HD for ER graph
In order to check (3.12) (in page 53), similarly as the proof for SF and RG, we write the
numerator and denominator in a similar form as (3.15), and approximate the empirical
moments by the corresponding theoretical moments. For the ER random graph with node
degree distribution approximated by a Poisson distribution with finite N = pN (> 0), this
3.2 Statistical Inference For GHD 84
is the same case as RG with finite N , hence the limit for (3.25) holds when pN is finite
and greater than O( 1
N
).
For the ER random graph with the node degree d following an approximate normal
distribution: N(pN;Np(1   p)), with pN ! 1, we have that di
N
follows a N(p; p(1 p)
N
)
distribution asymptotically. Again, denote by 0s the s
th theoretical moment of the random
variable di
N
, so that 0s is finite. Now letm
0
s =
1
N
PN
i=1[
di
N
]s so thatms = N sm0s. For a series
of independent and identically distributed random variables: Z1 = d1N ; Z2 =
d2
N
; :::; ZN =
dN
N
, E[Zsi ] = s exists and is finite. Again by WLLN we have
1 = lim
N!1
m0s
0s
= lim
N!1
1
N
PN
i=1(
di
N
)s
s
Ns
= lim
N!1
ms
s
; s = 1; 2; 3:
Hencems and s are of the same order of magnitude. Now approximate the numerator and
denominator of condition (3.12). Similar to the case of RG, the numerator is 0:
NX
i=1
(di   d)3 = N(m3   3m2m1 + 2m31)
 N(3   321 + 231)
= 0:
The denominator is determined by the variance 2N :
NX
i=1
(di   d)2 = N(m2  m21)  N(2   21) = N2p(1  p) as N !1:
Then (3.12) indicates
lim
N!1
[
P
i(di   d)3]2
[
P
i(di   d)2]3
= lim
N!1
0
[N2p(1  p)]3 = 0:
Hence the limit for (3.12) also holds for large N = pN . Therefore, for pN of greater order
thanO( 1
N
), condition (3.12) is always satisfied for an ER random graph. Again similarly as
for the RG case, for N smaller than order O( 1N ), when the condition (3.12) does not hold,
the average node degree in the network is o(1), and it is also (as for RG) of little practical
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interest.
3.2.7 Normality when using the GHD TO for ER graph
The proof for the topological overlap measure with an ER random graph can be divided
into two cases. First, consider the case when pN remains finite. Then we know that the
node degree distribution of di follows a Poisson distribution, with parameter  = pN . In
this case, the steps will be the same as for a RG graph with N finite. Hence for pN finite,
condition (3.10) (in page 52) holds true.
In the second case, when pN is large and tends to infinity, we know that the node degree
distribution is approximately normal with mean N = Np and variance 2N = Np(1  p).
In this case, E(AiuAjujdi; dj) can be approximated as follows. We have
E(AiuAujjdi; dj)  didj
T 2
du(du   1)
2
X

f(T; du)
du(du   1) 
didj
N4p2
X

f(T; du):
Then
P
uAiuAuj can further be expressed as
X
u6=i;j
AiuAuj 
X
u6=i;j
didj
N4p2
X

f(T; du)  didjF (N);
where F (N) is defined as a function of N with order greater than
du(du   1)Pfi;j;v1;v2;:::vdu 2g =
X
u6=i;j
1
N4p2
du(du   1)
2
 ((Np)
2   2Np)
N3p2
:
where
du(du   1)Pfi;j;v1;v2;:::vdu 2g
is the lower bound for F (N) (see (3.17) in page 64). For Np ! 1, F (N) is of order
greater than O( 1
N
). Again, the two approximations use the WLLN. Substituting into the
definition of the topological overlap measure we have
E(aijdi) 
NX
j=1
didjF (N) + Aij
min(di; dj)  Aij + 1
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= F (N)
NX
j=1
didj
min(di; dj)  Aij + 1 +
NX
j=1
Aij
min(di; dj)  Aij + 1 :
The second term above is smaller than di, hence the order of a moment given by this term
is at most the same as that of di.
For N !1, the first term can be expanded as
F (N)
NX
j=1
didj
min(di; dj)  Aij + 1
 NF (N)
Z di
1
dix
x+ 1
f(x)dx+
Z N
di
dix
di + 1
f(x)dx

 NF (N)
Z di
1
dix
x+ 1
f(x)dx+
Z N
di
dix
di + 1
f(x)dx

= NF (N)

di
Z di
1
x
x+ 1
f(x)dx+
di
di + 1
Z N
di
xf(x)dx

 NF (N)

di
Z di
 1
f(x)dx 
Z di
 1
1
x+ 1
f(x)dx

+
di
di + 1
Z 1
di
xf(x)dx

= NF (N)
"
di
 
di  Npp
(Np(1  p)
!
  di
Z di
 1
1
x+ 1
f(x)dx+
di
di + 1
Z 1
di
xf(x)dx
#
= NF (N)
"
di
 
di  Npp
(Np(1  p)
!
  di
Z di
 1
1
x+ 1
f(x)dx
+
diNp
di + 1
  di
di + 1
Z di
 1
xf(x)dx

: (3.37)
The last term in formula (3.37) can further calculated as
Z di
 1
xf(x)dx =
1p
2
Z di 

 1
(y + )e 
y2
2 d(y); letting y =
x  

;
=
1p
2
"Z di 

 1
ye 
y2
2 d(y) + 
Z di 

 1
e 
y2
2 d(y)
#
=
p
2
Z di 

 1
e 
y2
2 d

y2
2

+ 

di   


=
p
2

 e  y
2
2

j
di 
 1 + 

di   


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= 

di   


  p
2
e 
(di )2
22
= 

di   


  2f(di)
= Np
 
di  Npp
Np(1  p)
!
  2f(di):
Plugging into (3.37), we have
F (N)
NX
j=1
didj
min(di; dj)  Aij + 1
 NF (N)
"
di(
di  Npp
(Np(1  p))  di
Z di
 1
1
x+ 1
f(x)d(x) +
diNp
di + 1
  di
di + 1
((
di   

)  2f(di))

= NF (N)
"
diNp
di + 1
+ 
 
di  Npp
(Np(1  p)
!
di   diNp
di + 1

  di
Z di
 1
1
x+ 1
f(x)d(x)
  di
2
di + 1
f(di)

:
Clearly, the mean value of E(aijdi) with respect to di is of order O(NF (N)Np), the
second moment of E(aijdi) is of order O(N2F (N)2(Np)2), and the third moment is of
order O(N3(F (N)Np)3).
Again we check for condition (3.31). Let
C(di) =
F (N)
PN
j=1
didj
min(di;dj) Aij+1
NF (N)Np
:
Then
C(di) =
di
di + 1
+ 
 
di  Npp
(Np(1  p)
!
di
Np
  di
di + 1

  di
Np
Z di
 1
1
x+ 1
f(x)d(x)
  di
2
(di + 1)Np
f(di)
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 di
di + 1
"
1  
 
di  Npp
(Np(1  p)
!
  (1  p)p
2
e
(di )2
22
#
  di
Np
"

 
di  Npp
(Np(1  p)
!
 
Z di
 1
1
x+ 1
f(x)d(x)
#
:
Since the second moment of E(aijdi) with respect to di is of order O(N2F (N)2(Np)2),
then C(di) is of order O(1) at most. For large value of di
di
Np
"

 
di  Npp
(Np(1  p)
!
 
Z di
 1
1
x+ 1
f(x)d(x)
#
dominates and has value close to di
Np
. For small di, the value is close to didi+1 . Again, there
is enough variation for C(di), and hence we can easily check (3.31) holds. Therefore the
condition involving non-centralized moments can be applied:
lim
N!1
[
P
i a
3
i]
2
[
P
i a
2
i]3
= lim
N!1
[N 1
N
P
i a
3
i]
2
[N 1
N
P
i a
2
i]3
 lim
N!1
[NE(a3i)]
2
[NE(a2i)]3
by WLLN
= lim
N!1
[NN3(F (N)Np)3]2
[NN2F (N)2(Np)2]3
= lim
N!1
N 1
= 0:
The proof is therefore completed.
3.2.8 A summary of asymptotic results
In this section, we discussed and verified asymptotic normality, for two edge weights, adja-
cency information (HD) and the topological overlap measure (GHD TO), for three different
graph models: the SF network model (2.2.3), the RG random graph model (2.2.2) and the
ER random graph model (2.2.1). Here we list a summary of results:
Chapter 3. GHD: A Permutation Based Test Of Independence 89
 For ER and RG random graph models, for both HD and GHD TO, asymptotic nor-
mality holds true for non-degenerate average node degree (the order of average node
degree is greater than O( 1
N
));
 For SF networks, with both HD and GHD TO, asymptotic normality holds true for
1 <  < 2 and   3.
3.3 Simulation Studies
In this section, we report on a number of simulation experiments carried out to study the
properties of the GHD and compare it to a number of alternative approaches.
3.3.1 Asymptotic property of GHD
In the simulations, we mainly used two random graph models: the ER random graph model
and the RG graph model . For an ER random graph, a N N probability matrix was gen-
erated with each element independently uniformly distributed on [0,1]. A threshold p was
used such that all the values greater than p are set to correspond to no edge and all values
smaller than p are defined as specifying an edge. The procedure provides an ER random
graph with sizeN and edge probability p. For an RG random graph, we uniformly scattered
points on an R = 2 dimensional square [0; 1]2, where each point corresponds to a node in
the graph. Then an edge was introduced between a pair of nodes if the Euclidean distance
between the corresponding two-dimensional points is smaller than a pre-determined thresh-
old d [81]. The SF graph model was used in the power study. For detailed properties of the
three graph models, please refer to Section 2.2.
In the first simulation, we assessed the asymptotic null sampling distribution of the
GHD statistic. We randomly generated paired networks A and B independently from ER
and RG with sizes N = 50, 100 and 250 with parameters p and d, which guarantees that
all the networks we generated have a similar density. In each case, we simulated 100; 000
random pairs of graphs and obtained the corresponding asymptotic p-values for testing
independence, with three different edge weights. Additionally, we visualized parts of the
results by applying quantile-quantile plots for those p-values against uniform [0; 1].
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In Section 3.2, we claimed that two sufficient conditions for asymptotic normality can
be easily checked given two observed networks for any possible edge weight measures.
Hence, in this simulation, apart from the two rigorously proved edge weights, adjacency
and TO, we also applied the normal approximation to the permutation distribution for edge
weight 1
sp
, where sp refer to the shortest path between two nodes. Figure 3.4 and Figure
3.5 are the QQ plots, for all three edge weights with different network sizes, for two graph
models. In the plot, green points show all the observed p-values while the red line in each
figure indicate the reference line y = x. These figures show that for both ER and RG
networks of size greater than 100, the empirical moments of this distribution agree well
with the theoretical moments of a uniform distribution with all three measures. Therefore,
these results validate the permutation distributions of the GHD for all three measures, which
are well approximated by a normal distribution.
Chapter 3. GHD: A Permutation Based Test Of Independence 91
Figure 3.4: 9 QQ plots for p-values obtained from three different types of tests (HD;GHD TO;GHD 1sp
with three different network sizes (50,100,250) against uniform [0,1]. For each one of the plots, 100,000 pairs
of ER networks were generated. P-values were obtained using asymptotic distributions. In the plot, green
points show all the p-values while red line indicate the reference line y = x. For the ER random graph model
for a network size at least 100, the normal approximation performs well.
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Figure 3.5: 9 QQ plots for p-values obtained from three different types of tests (HD;GHD TO;GHD 1sp
with three different network sizes (50,100,250) against uniform [0,1]. For each one of the plots, 100,000 pairs
of RG networks were generated. P-values were obtained using asymptotic distributions. In the plot, green
points show all the p-values while red line indicate the reference line y = x. For the network size greater
than 100, the normality assumption works well.
3.3.2 Power study
In the second study, we compared the power of the GHD against a competing method: the
QAP with adjacency information. For the MAD procedure with adjacency, it is equivalent
to QAP with adjacency. This due to the fact that QAP measures the total edge overlaps
which is equals to the total number of edges sums for two networks (known constant)
minus the total edge differences (MAD with adjacency). Therefore, we only consider QAP
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as the competing method. For detailed formulations and procedures please refer to Section
2.3 (page 31).
In this study, three graph models, ER , RG and SF, were considered. Random ER and
RG networks were generated in the same manner as in Section 3.3.1. For the random SF
network, we first generated two connected nodes as the initial connected network. Then
nodes were added one by one following the preferential attachment rule: the incoming
nodes connect to a specific node i with probability diP
j dj
(please refer to Section 2.2.3, in
page 31).
For this experiment, we needed to generate paired networks with a pre-specified de-
gree of topological similarity. We present a strategy to generate two associated networks
as follows. We first generated A with size 100 from the network models stated above. The
paired network B was obtained by first making an exact copy of A. Next, a fixed number
of edges were randomly shuffled such that A and B differs by a fixed percentage of edges.
This procedure guarantees a roughly fixed percentage of noise (percentage edge difference)
between A and B. We denoted this fixed percentage of noise as pm. As pm increases, the
dissimilarity between A and B also increases. For each given value of pm, we generated
1; 000 pairs of networks, applied the competing tests, and evaluated the proportion of tests
that rejected the null hypothesis of independence at a 5% significance level. P-values were
adjusted for multiple testing by controlling the false discovery rate [13]. Here, the normal-
ity of the permutation distribution was assumed for edge weight 1
sp
with all graph models.
For graphs generated under the RG, ER and SF models, Figures 3.7, 3.6 and 3.8 show that
the GHD TO perform better than other methods and edge weights for all the graph models.
GHD 1
sp
is also better than other existing methods, except for GHD TO. In summary, the
GHD TO has more power to detect subtle differences between networks. It is also very in-
teresting to see that among three different graph models, GHD TO perform the best for ER
graphs. This may due to the fact that ER networks have simpler structures than networks
generated from two other graph models. For ER networks, since edges are independently
generated, commonly, the path between nodes (if exists) are short and uniformly presence.
Knowing that the TO measure we used in this thesis is the TO with step one, hence the TO
with step one may best interpret those local structure with only short range paths. There-
fore, it has the best power for ER networks.
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Figure 3.6: Power study using random geometric 2D graphs of size 100. The GHD with TO measure is
more sensitive to detect true topological structure compared to the other alternatives.
3.4 Summary
In this chapter, we addressed the problem of comparing two graphs. We proposed a dis-
tance measure, namely the GHD, and suggested that the TO edge weight be applied with
the GHD. Then we showed that for adjacency and TO measures, the sampling distribution
under permutation of the GHD test statistic is approximated by a standard normal distri-
bution, as the size of the networks increases, with three different random graph models.
The numerical results showed that GHD TO is superior to competing methods in detecting
subtle differences between networks.
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Figure 3.7: Power study using ER random graphs of size 100. The GHDwith TO measure is more sensitive
to detect true topological structure compared to the other alternatives.
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Figure 3.8: Power study using SF networks of size 100. Again the GHD with TO is more sensitive to detect
true topological structure compared to the other alternatives.
97
Chapter 4
Differential Analysis Of Large Complex
networks
When comparing large complex networks, the null hypothesis of independence can be too
strong. This is because in large complex networks only localised differences in the network
structure (i.e. interactions among a set of nodes) are commonly expected to be observed,
and when comparing the structural differences of the entire network, such localised differ-
ences may not substantially affect the entire structure. Hence, we are more interested in the
identification of a differential structured subnetwork, which is analogous to the detection
of localised differences in the mean levels of some graph measures.
In this chapter, we address the problem of comparing two large complex networks. We
propose a simple differential subnetwork detection algorithm that takes advantages of the
GHD test we proposed in Chapter 3. Using the GHD test, we detect effectively an optimal
differential subnetwork using the asymptotic property of the GHD. Extensive simulation
experiments are then performed to illustrate features of the proposed algorithm. We also
apply the procedure to DNA co-methylation networks, estimated for ovarian cancer patients
and healthy subjects. We report on the subnetwork that presents statistically significant
changes in network topology and further investigate its biological meaning.
This chapter is structured as follows. In Section 4.1, we introduce the proposed subnet-
work detection algorithm. In Section 4.2, we provide a computationally efficient way of
applying the algorithm to adjacency and TO measures. Simulation results are presented in
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Section 4.3. In Section 4.4, we analyse a DNA co-methylation network for ovarian cancer.
Finally, in Section 4.5, we present our conclusions.
4.1 An Algorithm To Detect Differential Subnetwork
We assume two large complex structured graphsA and B defined on a common node set V
of sizeN . In some studies it is expected that only the local structures ofA and B have been
perturbed by the different experimental conditions, while the other parts of the networks
are expected to remain roughly unchanged. For instance, when comparing gene expression
interaction networks between case and control subjects, we would normally expect only a
confined subset of genes to present altered interaction patterns. Hence, in such cases, these
local altered interaction patterns are not sufficiently influential to alter the judgement that
their topologies are similar globally.
Our objective here is to assess whether a connectivity pattern involving a set of nodes in
one network is informative of the link structure amongst the same nodes in the paired net-
work, and to assess the statistical significance of this finding in a computationally efficient
manner. When this set of nodes exists, we call it a differential subnetwork.
To define it formally, we consider the task of detecting a subset V  V for which
there is no sufficient evidence to reject the null hypothesis that the corresponding networks
A(V; EA) and B(V; EB) are independent. In this section, we describe an algorithm
for the detection of such an optimal subset V, if it exists, by making use of the GHD test.
First, we indicate by VK a subset of V of size K  N , and define a centralised GHD
value computed by comparing the two networks A = (VK ; EA) and B = (VK ; EB),
VK = K(K   1)(GHD(A(VK ; EA);B(VK ; EB))  VK ;); (4.1)
where VK is the mean of the permutation distribution for node set VK . We also define
VK js to be the centralised GHD value computed by comparing the networks after remov-
ing node s from a network of size K so that
VK js = VK js  VK ;
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quantifies the influence that node s has on the centred GHD test when comparing two
subnetworks defined on set VK .
We propose an iterative procedure that removes a node or set of nodes at each step, and
generates a sequence of node sets of increasingly smaller size,
VN  VN 1  : : :  VNmin
where Nmin < N is a constant indicating the smallest expected size of the subnetwork. For
each node set, the two corresponding subnetworks are compared by the GHD test, and a
p-value is computed, as described previously. This procedure produces a monotonically
decreasing sequence of p-values, which is expected to feature a large peak corresponding
to the size of the differential subnetwork.
The algorithm works as follows. Initially, we start with node set VN , and obtain a p-
value pN . Obtain VN 1 by removing the node (or nodes) that correspond to the largest VK js
with VK js > 0 and compute the corresponding p-value, i.e. pN 1. The process is repeated:
given node set Vk, a node or nodes are removed to obtain Vk 1. At each stage, compare the
two subgraphs to obtain a p-value, i.e. pk 1. At the end of this procedure, the set of p-values
fpN ; pN 1; :::; pNming is adjusted for multiple testing, for instance by controlling the false
discovery rate [14], and a corresponding set of adjusted p-values fpN ; pN 1; :::; pNming
is obtained. To select the optimal subgraph with significance level , find the largest K,
with N > K > Nmin, such that pK > . At each step, the p-value for two graphs with
a particular node set is evaluated. Hence, the algorithm takes advantage of the fact that
p-values are computed quickly in closed-form.
4.1.1 A remark on subnetwork detection algorithm
The subnetwork detection algorithm is an iterative procedure used to detect a differential
subnetwork, by constructing a sequence of subnetworks of decreasing size, the sequence
being chosen to maximise a difference score (between the two networks) at each step. Sup-
pose we have two observed networks following some random graph model of the type con-
sidered in the previous Chapter. At each stage, two networks of smaller size are obtained.
Then as the procedure works through the sequence, because of the selection method used,
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it is natural to be concerned that the subnetworks, say at a particular stage K, are going to
be further apart than for random realisations of the assumed graph model with K nodes,
and that this therefore might potentially invalidate the assumption about the normality of
the null distribution.
Clearly, at each stage it would be inferentially correct to consider the null distribution of
the statistic conditional on having removed the specified node having the extreme value of
VK js at the previous step. In the context of this non-parametric analysis, in general, we can
only assume that permutation will again be a reasonable way to approximate the appropriate
null distribution at each stage. The sequence of p-values will certainly be dependent, but
the evidence appears to be convincing that the assemblage of p-values constructed over the
series of tests, suitably (Benjamini and Yekutieli [14]) corrected for multiple testing, does
give reasonable properties.
The assumption we invoked above is, to some extent, reasonable. Recall that in Chapter
3, we demonstrated sufficient conditions, e.g. in the form of condition (3.7a) and (3.7b),
for asymptotic normality of the null sampling distribution. An equivalent form, condition
(3.10), may be written as follows,
lim
N!1
[
P
i(ai   a)3]2
[
P
i(ai   a)2]3
= 0;
where ai =
P
j 6=i aij is the node level measure summing over edge weights aij , in a
network A, that involves node i. An analogous condition applies to the edge weights bij of
network B. From the above condition, we notice that the asymptotic normality of the null
sampling distribution holds only if both aij and bij satisfy the sufficient condition separately
(not jointly). Therefore, to validate the assumption that the null sampling distribution is
still properly approximated by normal at each stage, we only need to guarantee that at each
stage, condition (3.10) holds for both subnetworks. At each step, although there are only
slight change in a particular network, as the procedure goes, the subnetwork we obtain may
differ greatly from the original random graph model we assumed. However, the procedure
is not restricted by requiring that the random graph model assumed for all descendent
subnetworks has to follow exactly the same random graph model as the original network.
At a particular stage, it is entirely possible that the obtained subnetwork follows a particular
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random graph model having, say, a slightly different parameter to subnetworks obtained in
the previous stages.
The above situation can possibly be found when comparing two networks following the
RG graph model. Intuitively, at any stage, for any node we removed from a RG network, the
remaining subnetwork is still a RG network (with RG pattern, i.e. nodes are connected to
each other if and only if their Euclidean distance is smaller than r, say). Recall the second
procedure in Section 2.2.2, used for generating RG networks with random size of network
N(A) in a fixed region A. At least at those stages when K is still large, it is reasonable to
assume that the obtained subnetwork roughly follows a RG network model, with slightly
smaller node intensity in the same region A. A similar argument can possibly be applied to
ER networks as well.
For scale free networks, the issue becomes quite complicated and cannot easily be
discussed. However, we know that the null sampling distribution is approximately normal
if the ratio in condition (3.10), denoted as the U score,
U =
[
P
i(ai   a)3]2
[
P
i(ai   a)2]3
;
is reasonably small compared to the size of the network. Therefore, conservatively, one can
compute the U score at each step to justify if the asymptotic normal approximation is ap-
propriate. Notice that the subnetwork detection algorithm with U score adapted at each step
can be generalized to detect differential subnetworks for any pair of observed networks: it
is not restricted to the graph model assumption we made initially. In a simulation study, we
present plots showing U scores at each stage during the subnetwork detection algorithm for
both RG and ER random graph models. The results support the argument we have made in
the previous paragraph.
4.2 Computing VK js
In this section, we formulate VK js, and discuss issues related to computing VK js. First,
VK can be written as
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VK = K(K   1)[
1
K(K   1)
X
i;j
(aij   bij)2   E( 1
K(K   1)
X
i;j
(a(i)(j)   bij)2)]
= [
X
i;j
a2ij +
X
i;j
b2ij   2
X
i;j
aijbij   (
X
i;j
a2ij +
X
i;j
b2ij   2
X
i;j
bijE(a(i)(j))]
= 2(
X
i;j
bijE(a(i)(j)) 
X
i;j
aijbij)
= 2(
P
i;j aij
P
i;j bij
K(K   1)  
X
i;j
aijbij);
where aij and bij are edge weights,  is a permutation of vector 1; :::; N , and  2 . Denote
aijjs and bijjs to be edge weight measures obtained from networks after removing node s,
then, equivalently, we can formulate VK js as
VK js = 2(
P
i;j 6=s aijjs
P
i;j 6=s bijjs
(K   1)(K   2)  
X
i;j 6=s
aijjsbijjs):
Therefore VK js can then be expressed by edge weight matrices:
VK js = VK js  VK
= 2(
P
i;j 6=s aijjs
P
i;j 6=s bijjs
(K   1)(K   2)  
X
i;j 6=s
aijjsbijjs
 
P
i;j aij
P
i;j bij
K(K   1) +
X
i;j
aijbij): (4.2)
Given networksA and B, this measure can be calculated accordingly during the procedure.
The computational efficiency of this measure VK js is crucial. This is because during the
subnetwork detection, procedure VK js will be computed repeatedly at each step. In the
following sections, we propose strategies to compute VK js for HD and GHD TO.
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4.2.1 A computationally efficent vector representation of VK jss for HD
First, we denote the adjacency matrices of graphs A and B containing a vertex set VK
with sizeK to be AVK and BVK , respectively. For adjacency information, after removing a
particular node s, the remaining inputs in AVK js and BVK js (either 0 or 1) are not changed,
where AVK js and BVK js denote the remaining adjacency matrices after removing node s.
We first introduce some notation. Denote ai =
P
j aij , bi =
P
j bij and abi =
P
j aijbij .
Here, in a slight abuse of notation, let aij have the same subscript (i; j) as aijjs in both
matrices AVK and AVK js. Therefore, AVK js can be seen as matrix AVK with a 0 value for all
the elements involving subscript s (i.e., ais, asi, i = 1; :::; K are all 0). Now that we have
adjacency information, we know that aijjs = aij for all i 6= s and j 6= s, hence,
X
i;j 6=s
aijjs =
X
i;j
aij   as   as + ass =
X
i;j
aij   2as;
and similarly for
P
i;j bijjs and
P
i;j aijjsbijjs,X
i;j 6=s
bijjs =
X
i;j
bij   2bs;X
i;j 6=s
aijjsbijjs =
X
i;j
aijbij   2abs:
Substituting in to (4.2), we have,
VK js = 2
 P
i;j 6=s aijjs
P
i;j 6=s bijjs
(K   1)(K   2)  
X
i;j 6=s
aijjsbijjs  
P
i;j aij
P
i;j bij
K(K   1) +
X
i;j
aijbij
!
= 2

(K
P
i;j 6=s aijjs
P
i;j 6=s bijjs   (K   2)
P
i;j aij
P
ij bij)
K(K   1)(K   2)
+
X
i;j
aijbij  
X
i;j 6=s
aijjsbijjs
#
= 2

(K
P
i;j 6=s aijjs
P
i;j 6=s bijjs  K
P
i;j aij
P
i;j bij + 2
P
i;j aij
P
i;j bij)
K(K   1)(K   2) + abs

= 2

[K((
P
i;j aij   2as)(
P
i;j bij   2bs) 
P
i;j aij
P
i;j bij) + 2
P
i;j aij
P
i;j bij]
K(K   1)(K   2)
+ abs]
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= 2

[K(4asbs   2bs
P
i;j aij   2as
P
i;j bij) + 2
P
i;j aij
P
i;j bij]
K(K   1)(K   2) + abs

: (4.3)
In formula (4.3), evaluating VK js is only related to the original adjacency matrix with size
K. When evaluating VK js; s = 1; :::; K, information from an initial matrix of size K is
used. Denote the vector
~VK = (VK j1; VK j2; :::; VK jK)
T ;
containing the influence on the centred GHD for each node.
Again we denote
~aK = (a1; a2; :::; aK)T ;
~bK = (b1; b2; :::; bK)T ;
~abK = (ab1; ab2; :::; abK)T :
Then applying these quantities to (4.3), ~VK can be further formulated as
~VK = 2
"
(4~aK ~bK)  2
P
i;j aij
~bK   2
P
i;j bij~aK
((K   1)(K   2) +
2
P
i;j aij
P
i;j bij
K(K   1)(K   2) +
~abK
#
; (4.4)
where  in ~aK  ~bK denotes element-wise multiplication. We notice from (4.4) that when
evaluating ~VK ,
P
i;j aij and
P
i;j bij are only required to be computed once. Additionally,
all vectors ~aK , ~bK and ~abK can be effectively evaluated by the column (or row) sum
of matrices A, B and A  B. Thus, VK jss for adjacency information can be computed
effectively using (4.4).
4.2.2 Evaluating VK js for GHD TO
In this section, we present an iterative way of computing the TO matrix. In a similar way
as for the adjacency case, we first analyse the relation between
P
i;j aij and
P
i;j 6=s aijjs.
Recall that in Chapter 3 we introduced the TOmeasure (3.2), for which we further represent
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the numerator in (3.2) in a matrix form,
aij =
P
l 6=i;j AilAlj + Aij
min(
P
l 6=iAil   Aij;
P
l 6=j Ajl   Aij) + 1
=
(A0A)ij + Aij
min(
P
l 6=iAil   Aij;
P
l 6=j Ajl   Aij) + 1
;
where Aij denotes the adjacency information for nodes i and j in adjacency matrix A for
graph A, and (A0A)ij denotes the (i; j)th element of matrix A0A.
We first denote TVK to be the TO matrix and TVK js to be the related TO matrix after
removing a node s from VK , with elements TVK and TVK js to be denoted by aij and aijjs,
respectively. For the TO measure, we observe that when removing a node s from a set of
nodes VK , the value aijjs, i 6= s and j 6= s, is not necessarily equal to aij . More specifically,
when removing node s from VK , the value of aijjs may be different from aij if any of the
nodes i or j are connected to s. This is because if a node i is connected to s, the denominator
of (3.2) becomes
min (
X
l 6=i
Ail   Aij   1;
X
l 6=j
Ajl   Aij) + 1:
Hence, when X
l 6=i
Ail   1 
X
l 6=j
Alj;
the value of the denominator changes. Because of this property, it is difficult to obtain a rep-
resentation of the form ~VK for the TO measure that is similar to that obtained for adjacency
information. However, for the TO measure, we can reduce the computational complexity
by proposing a recursive formulation for the TOmatrix when nodes are removed iteratively.
Now suppose a node s is removed from VK . We denote di =
P
l 6=iAil to be the node
degree for node i. Here, similarly to the adjacency case, we slightly abuse the notation
again. We let aij have the same subscript (i; j) as aijjs in both matrices TVK and TVK js.
From equation (3.2), there are two simple facts:
1. The denominator of aijjs may differ from the denominator of aij if nodes i or j
connect to s.
2. The numerator of aijjs is equal to the numerator of aij   1 if both nodes i and j
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connect to s.
Expressing this in detail, we have the following cases. If both i and j connect to s, then
aijjs =
(A0A)ij + Aij   1
min(
P
l 6=iAil   Aij   1;
P
l 6=j Ajl   Aij   1) + 1
=
[(A0A)ij + Aij]  1
min(di   1; dj   1)  Aij + 1
=
(A0A)ij + Aij
min(di   1; dj   1)  Aij + 1  
1
min(di   1; dj   1)  Aij + 1
= aij
min(di; dj)  Aij + 1
min(di   1; dj   1)  Aij + 1  
1
min(di   1; dj   1)  Aij + 1 :
If i is connected to s, but j is not connected to s, then
aijjs =
(A0A)ij + Aij
min(
P
l 6=iAil   Aij   1;
P
l 6=j Ajl   Aij) + 1
=
(A0A)ij + Aij
min(di   1; dj)  Aij + 1
= aij
min(di; dj)  Aij + 1
min(di   1; dj)  Aij + 1 :
The analogous situation is true if j is connected to s but i is not connected to s. Hence,
given matrix TVK and node degree di; i = 1; :::; K, aijjs can be computed accordingly.
Suppose the node s has node degree ds. Denote the set of nodes that s connects to
as fv1; v2; :::; vdsg. Since aijjs may differ from aij if and only if nodes i or j connect to
s, the matrix TVK js can be computed by only changing those rows and columns involving
fv1; v2; :::; vdsg in TVK (also ignoring the sth column and row). In Chapter 3, we discussed
that the computational complexity of evaluation of TVK corresponds to the computational
complexity of calculating A0A, which for a matrix of size K is of O(K3). However, using
the above recursive formulation for all the elements involving nodes fv1; v2; :::; vdsg, there
are only Kds elements that need to be re-calculated, while the rest of the elements in TVK
remain unchanged. Therefore, by knowing TVK , the computational complexity of applying
the recursive formulation is O(Kds), where 0 < ds < K   1. Hence, for small ds, it is
possible to compute TVK js in an approximately linear time, O(K). Similarly, we can also
obtain the TO matrix after removing node s for bij . Then VK js is able to be computed
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by plugging in aij , bij , aijjs and bijjs to (4.2). Nevertheless, the computational cost of
calculating ~VK with the TO measure is much larger than that of the adjacency approach.
Notice that the procedure of computing TVK js can also be applied at each step to it-
eratively evaluate the TO matrix, given the index of node(s) that was deleted in the last
iteration.
4.3 Simulation Study
In this simulation study, we conduct an investigation to assess the behaviour of the dif-
ferential sub-network detection algorithm. We simulate a pair of networks that contain
subnetworks that are independent from each other. We apply the subnetwork detection al-
gorithm for both HD and GHD TO to the simulated networks and further report on their
performance. Part of the simulation results can also be found in [91]
4.3.1 Generating networks with localized differences
In this study, we mainly used two different graph models, ER and RG. We wanted to
simulate two networksA and B, with network B very ”similar” in most parts toA, but with
a localized sub-component in B independent from the same component in A. We denoted
the set of all nodes by V , and the set of nodes belongs to the independent subnetwork V.
For the ER random graph model, we first generated a network A with node set V of
size 1; 000. Secondly, we generated another network B that has pm = 25% of its edges
‘rewired’ to A (definition of pm please refer to Section 3.3.2 page 92). We then generated
a subnetwork Bsub of size 200 independently from the same ER random graph model and
replaced the subnetwork consisting of the first 200 nodes (i.e. V) in B with Bsub. Hence,
the resulting network B consists of a subnetwork of 200 nodes independent of A, but with
the remaining parts of the two networks differing by 25%.
For the RG random graph model, we proposed a network generating procedure to gen-
erate networks with RG ”noises”. We reported on an experiment involving 2D RG net-
works A and B of size 1,000. A was generated first, as before. For each node i 2 V
with coordinates (xi; yi) in A, the corresponding coordinates for that node in B were ob-
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tained as (xi + ix; yi + iy), where ix and iy are independent random variables drawn
from a N(0; 2) distribution. Once all the coordinates for the nodes in B were obtained,
the Euclidean distances between all pairs of nodes were calculated and the edges of B were
generated by thresholding. In this setting, the variance parameter  controls the extent to
which the networks differ. This parameter was chosen to roughly obtain pm  25%. Fi-
nally, in each network, we introduced independent subnetworks, which we denote by A^
and B^, by randomly selecting a subset V  V of size 200, and replacing the correspond-
ing subgraphs with independent 2D RG networks.
4.3.2 Results
In the first simulation, we justify the argument we made under the discussion in Section
4.1.1. We applied the network generating procedure as stated above to generate paired
networks of size N = 1000 in each case. The subnetwork detection algorithm was applied
and U scores are computed at each stage, by using the corresponding subnetwork. For both
network models, ER and RG with HD, the procedure was repeated 5 times. Each point
in Figure 4.1 is an average of 5 U -scores. The evidence in Figure 4.1 seems to support
the argument that by assuming ER and RG random graph models, the assumed asymptotic
normality of the null sampling distribution, at each stage, is appropriate for both large and
small subnetwork size (e.g. the average U -score is smaller than 1
N
even when the size of
the subnetwork is small).
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(A) (B)
Figure 4.1: (A) and (B) are trend of average U -score with network size decrease during the subnetwork
detection procedure for HD with ER (A) and RG (B) random graphs. Each point in both plots is computed
as an average of 5 U -scores, obtained from 5 independent trials. These two plots clearly show that the score
is very small, and therefore that the asymptotic normal assumption for the null sampling distribution at each
stage is appropriate.
In the second simulation, the subnetwork detection algorithm of Section 4.1 was applied
for both graph models, which generate a sequence of p-values. These p-values are shown in
Figure 4.2 and Figure 4.3. Red circles represent an adjusted p-value smaller than 1%. It can
be seen that the algorithm rejects the null hypothesis of independence when all the nodes
are included in the comparison, and that the null hypothesis of independence is rejected as
soon as the algorithm reached a subnetwork size of around 200.
Figure 4.4 and Figure 4.5 show an illustration of simulated paired networks. To better
visualize both networks, we simulated A and B with a smaller size. RG networks of size
500 (with node set V) were generated (with pm  25%) with a subnetwork of size 100 for
V. Figure 4.4 shows both networks overlapped by true differential subnetworks A^ and
B^ (with V of size 100 with edges in red and nodes in green), and Figure 4.5 shows both
networks overlapped by subnetworks A and B (with edges in red and nodes in green)
that were detected using the subnetwork detection algorithm with GHD TO (with statisti-
cal significance = 10%). These two plots show that the subnetwork detection algorithm
identifies well the differential component of A and B.
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(A) (B)
Figure 4.2: (A) and (B) are trend of adjusted p-values with network size decrease during subnetwork
detection procedure for HD (A) and GHD TO (B), with RG graphs. There is no evidence to reject the null
hypothesis of independence for a differential subnetwork of around 200 and smaller.
(A) (B)
Figure 4.3: (A) and (B) are trend of adjusted p-values with network size decrease during subnetwork
detection procedure for HD (A) and GHD TO (B), with ER graphs. Again there is no evidence to reject the
null hypothesis of independence for a differential subnetwork of size around 200 or smaller.
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Figure 4.4: Example of the subnetwork detection procedure applied to 2D random geometric networks.
Both simulated networks have 500 nodes. For a subset of 100 nodes the corresponding subnetworks are
independently generated (A and B). The TRUE differential subnetwork A^, B^ are highlighted with edges
in red, and nodes in green.
In a further simulation, we carried out an investigation to assess the behaviour of the
differential subnetwork detection algorithm under repeated trials. We generated 200 pairs
of A and B for each graph model, with N = 1000 and a differential subnetwork of size
200. We then counted the number of times a particular node was selected in the resulting
differential subnetwork (with significance 5%). The selection probability (number of times
selected divided by 200) was calculated for each node index in each case and all the results
are shown in Figures 4.6 and 4.7 . These results show that all nodes belonging to the inde-
pendent part of the network have high selection probabilities in all four cases. Especially
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Figure 4.5: Example of subnetwork detection procedure. Subnetwork detection algorithm is applied with
GHD TO. This plot shows two networks A and B overlapped by the detected differential subnetwork (with
red edges and green node) . The algorithm correctly identifies the differential subnetwork with only a few
false positives . The detected differential subnetwork A, B are highlighted with edges in red, and nodes in
green.
in the cases of the ER graph model, the selection probability of those nodes is close to 1,
with both HD and GHD TO. Here we define the following:
 True Positive (TP), a node that is correctly classified as belonging to the differential
subnetwork;
 False Negative (FN), a node that belongs to the subnetwork but has not been detected
by the algorithm;
 False Positive (FP), a node that does not belong to the subnetwork but has been
mistakenly classified to a differential subnetwork.
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Then, as shown in Figures 4.6 and 4.7, there are more FPs and FNs in the RG graphs
than the ER graphs. Therefore, the selections are more stable with the ER graph than RG
graph, which shows localized patterns (see Figure 4.4).
To investigate the performance of the subnetwork detection algorithm in detecting dif-
ferences between two networks, we further carried out a repeated trial to compare the
GHD TO and HD models with the RG graph model, as parameterised by m, as this in-
creases. Then for each m value, 100 paired RG networks with 1000 nodes and an indepen-
dent subnetwork of size 200 were generated as before. We then computed the approximate
pm for each m. In Table 4.1, we report the sensitivity or true positive rate (TPR), computed
as TP/(TP+FN), and the specificity (SPC), computed as TN/(FP+TN). These two measures
show that the subnetwork detection algorithms for both the GHD and the HD have high
TPRs and SPCs for small and moderate noise levels (pm less than 23%). As can be ob-
served, the subnetwork detection algorithm with GHD TO maintains high specificity up
to moderately high noise levels, and the TO weights yield superior performance across all
values of pm, especially for very high noise levels. We further report a F measure that
summarises the performance in a single metric. F is a measure of test accuracy in binary
classification [105]. It defined as:
F =
(1 + 2)TP
(1 + 2)TP+ 2FN+ FP
The F ( = 0:5) measure of the subnetwork detection algorithm with GHD TO is al-
ways greater than that of the HD, which shows that the GHD TO is a better procedure for
classifying differential subcomponents from a large network.
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pm 0.055 0.11 0.23 0.54 0.79 0.95
TO TPR 0.897 0.889 0.855 0.627 0.570 0.789
SPC 0.987 0.984 0.974 0.912 0.768 0.439
F0:5 0.935 0.924 0.885 0.638 0.408 0.300
ADJ TPR 0.914 0.904 0.872 0.725 0.712 0.862
SPC 0.978 0.971 0.956 0.843 0.567 0.201
F0:5 0.912 0.890 0.840 0.566 0.330 0.250
Table 4.1: Sensitivity and specificity of subnetwork detection algorithms for 2D RG net-
works using both topological overlap (TO) and adjacency (ADJ) weights. For each approx-
imated pm, we report on average performance across 100 simulations.
(A) (B)
Figure 4.6: (A) and (B) are selection probability of each node with simulated RG networks for HD (A)
and GHD TO (B). Two networks of size 1000 are generated with a subnetwork of size 200 (index from 1
to 200 in green color ). This procedure is repeated 200 times and finds 200 pairs of significantly (level 5%)
differential subnetworks. The selection probability for each node is computed as the total number of times a
particular node is selected in the 200 runs, divided by 200.
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(A) (B)
Figure 4.7: (A) and (B) are selection probability of each node with simulated ER networks for Adja-
cency(A) and TO (B). Two networks of size 1000 are generated with a subnetwork of size 200 (index from 1
to 200 in green color ). This procedure is repeated 200 times and finds 200 pairs of significantly (level 5%)
differential subnetworks. The selection probability for each node is computed as the total number of times a
particular node is selected in the 200 runs, divided by 200.
4.4 An Application To Co-methylation Networks In Ovarian Cancer
As an illustration of the proposed methodology, we applied our algorithms to a case-control
epigenetic study of ovarian cancer. The dataset for this study was originally presented
in Teschendorff et al. [99]. Methylation profiles for 27; 578 CpG islands, were obtained
from whole blood samples in 540 women, of which 266 were samples taken from post-
menopausal women with ovarian cancer and 274 were from age-matched healthy controls.
Here CpG islands are regions of DNA where a cytosine nucleotide occurs next to a guanine
nucleotide in the linear sequence of bases along its length. In their original study, Teschen-
dorff et al. [99] looked at the effects of age on DNA methylation. They also used linear
regression to analyse the association between age and methylation beta value for each CpG
site. Using the same data, [57] carried out a weighted correlation network analysis, based
on the TO measure, with the aim of detecting consensus modules for different age groups.
In our analysis, we set out to compare control and case DNA co-methylation networks
in search of a differential subnetwork. Part of the results can also be found in [91]
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Raw data files were downloaded from GEO (reposition number GSE19711). DNA
methylation profiles were obtained from an Illumina Infinium 27k Human DNA methyla-
tion Beadchip v1.2. The raw data were pre-processed using the lumi package in R [34].
After color balance adjustment, background level correction and simple scaling normal-
ization of the raw intensities (both methylated and unmethylated intensities, details please
refer to [34]), we then compute the methylation beta matrix for both patients and controls
by using these intensities. The methylation beta value, denote as gi, for ith CpG site is
defined as [35],
gi =
max(yi;1; 0)
max(yi;0; 0) +max(yi;1; 0)
where yi;1 and yi;0 are the intensities measured by the ith methylated and unmethylated
probes, respectively. Principal Components Analysis applied to the methylation beta value
was used to detect and remove extreme outliers for each group (patient and control), de-
tails please refer to [99]. After quality control, 243 control samples and 215 case samples
remained for further analysis. The networks were inferred by using each probe as a node.
Following [57], an adjacency measure was computed as:
!ij =
1 + corr(gi; gj)2
b
where corr(gi; gj) denotes the Pearson correlation coefficient between methylation beta
values observed at the ith and j th CpG sites. The power exponent bwas set to a default value
of 12 (i.e. correlation  0:75) to place more emphasis on higher positive correlations. Two
nodes were linked in the network if !ij was higher than 0:2, so that the presence of an edge
indicates a strong correlation. The number of edges in the control and case networks were
48; 224 and 75; 913, respectively. Both networks roughly follow a scale free model (See
Appendix, Figure B.1).
4.4.1 Main results
We then applied a differential subnetwork detection algorithm with the GHD TO for the
above case and control networks. At a significance level of 5%, and after correction for
multiple testing, we detected a subnetwork of size 1; 642, with 1; 954 edges in the control
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Figure 4.8: DNA co-methylation networks: differential subnetworksA (controls) and B (cases) detected
by subnetwork detection algorithm. Six main communities within the subnetworks are characterised by a
much higher network density in cancer patients compared to healthy controls. Differential methylation is
mostly concentrated in C2, C3, C5 and C6 (See also Table 4.2 and Figure 4.9 ).
network A and 12; 556 edges in the case network B. The Walktrap algorithm imple-
mented in the R statistical package iGraph [84] was then used to identify communities
in these two subnetworks, and the results are presented in Figure 4.8. We found that the
densities of the six largest communities, which are denoted C1; : : : ; C6, differed quite sub-
stantially between networks. In almost all communities, the density was much higher in
A, with the exception of C5, in which the density was higher in B. This was also the
second largest community.
To gain insight into the biological meaning of the subnetworks and the communities
within them, we used the R package GOstat [12] to identify enriched Gene Ontology
(GO) terms within three broad categories: Biological Processes (BP), Cellular Compo-
nents (CC) and Molecular Functions (MF). At a 5% significance level, the hypergeometric
test detected 762 BP, 73 CC and 154 MF statistically significant terms enriched in the sub-
networks. The top three BP terms were response to stimulus, cellular response to stimulus
and response to chemical stimulus; the top three CC terms were related to plasma mem-
branepart, cell surface, and cell part and the top three MF terms were protein binding,
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Figure 4.9: Visualization of the distribution of differential methylated probes (red) in differential subnet-
works detected by subnetwork detection algorithm in the DNA co-methylation networks.
collagen binding and RNA polymerase II transcription cofactor activity. Furthermore, we
carried out a pathway enrichment analysis to identify any significantly enriched KEGG
pathways. Again at a 5% significance level, 12 pathways were found to be enriched, in-
cluding haematopoietic cell lineage, acute myeloid leukemia, and regulation of action cy-
toskeleton. Tables B.1 to B.4 in the Appendix provide a list of the top 10 enriched (ranked
by p-value) GO terms and KEGG terms.
To characterise the biological functions potentially involved in each of the six commu-
nities, a similar GO and KEGG enrichment analysis was then repeated independently for
each community. The distribution of significantly enriched GO terms and pathways across
communities are found in Table 4.2, where mi represents the number of probes. For the
largest community, C1, the main biological processes were system development, anatomical
structure development, multicellular organismal development, and multicellular organismal
process. More interestingly, for community C5, the main biological processes were related
to interleukin-3, a protein associated with breast and ovarian cancer [69]. The level of
interleukin-3 was used as a technical indicator to study chemotherapy for advanced ovarian
cancer by [15]. Detailed results can be found in Tables B.8 to B.31 in the Appendix.
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C1 C2 C3 C4 C5 C6 subtotal overall
mi 418 66 109 34 347 200 1174 1642
qi 4 66 54 1 338 97 560 620
Ri .181 .013 .012 0 .002 23.4 .145 .156
BP 320 25 38 22 236 54 568 762
CC 26 1 6 2 21 0 49 73
MF 54 4 15 3 43 27 125 154
KEGG 5 0 1 1 0 1 8 12
Table 4.2: DNA co-methylation networks: summary of the number of probes (mi), density
ratio between control and case subnetworks (Ri, controlcase density ratio), number of differen-
tially methylated probes (qi) and distribution of enriched GO terms and KEGG pathways
in 6 communities belonging to the DC subnetworks detected by the subnetwork detection
algorithm (See also Figure 4.8). Replicated GO terms and pathways involved in different
communities have been excluded in the subtotal.
To compare the probes belonging to the differential subnetworks detected by the algo-
rithm with probes showing statistically significant changes in mean methylation levels, a
standard differential analysis was carried out using the two-sample SAM statistic, as im-
plemented in the R package samr. After Benjamini and Hochberg [13] correction for
multiple testing, 2; 770 probes were found to be differentially methylated (DM) at a 5%
significance level. Of these, 620 were also found in the differential subnetworks, 90% of
which were concentrated in communities C2; C3; C5 and C6. Table 4.2 reports the number
qi of DM probes belonging to community Ci, for i = 1; : : : ; 6, and Figure 4.9 shows the
distribution of DM probes in the subnetworks. The GO analysis revealed that 439 BP, 103
MF and 42 CC terms were enriched in the 620 probes, of which 277, 71, and 19, respec-
tively, overlapped with the terms enriched in the differential subnetworks. The top-ranked
overlapped GO terms can be found in Tables B.5 to B.7 in the Appendix.
4.4.2 Further studies of subnetwork detection algorithmwith co-methylation
data
In Section 4.4.1, by applying the algorithm to the full network, we obtained a differential
co-methylated network (DC) that contains a set of 1642 probes. We then applied differ-
ential methylation (DM) analysis, which resulted in a set of 2770 DM probes. The probe
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overlap between the DC and DM sets was 620, which is large.
We then attempted to understand whether the overlapping set of probes was obtained by
chance. From the previous study, we knew that a set of 620 DC and DM probes was found
to be differentially methylated. The question arose whether we could obtain the same set
of probes by identifying differentially connected probes in the network.
We first constructed the network for DM probes using the same method as for the
complete probe set. The resulting control network had 6; 376 edges (density 0.00166) and
the case network had 32; 534 edges (0.00848). The two networks had 4612 overlapping
edges in total.
The differential subnetwork detection algorithm with the TO edge weights was ap-
plied. The differential subnetwork was selected based on the first corrected p-value that
was found to be greater than 5%. The resulting differential co-methylated subnetwork for
DM networks was of size 715. Figure 4.10 shows the overlap among the three probe sets,
DC, DM and Differential Co-methylated subnetwork for DM (DCDM). The result showed
that the overlap between the DC and DCDM sets was 597. Therefore, we obtained roughly
the same set of overlapped probes (597 out of 620) that were differentially connected within
the DM networks.
To further assess the stability of the result, given that the networks were inferred from
the data by estimating the correlation coefficients, we carried out a sub-sampling procedure
to the DM probe sets (with size 2770). Each time, we randomly selected a sub-sample (with
reallocation) comprising 50% of all control samples and 50% of all case samples, estimated
both networks, and applied the differential subnetwork detection algorithm. We then kept
track of which nodes belonged to the differential subnetwork over 500 sub-samples, and
built a probability distribution over the selected nodes.
Figure 4.11 shows the selection probabilities associated with each probe, ranked in
decreasing order. The green cross points are those that were initially selected by the algo-
rithm using the entire data set. This plot shows that most of the probes selected from the
full sample have a high selection probability.
For adjacency information, we applied a similar analysis to the DM probe set. The size
of the subnetwork obtained was 614 for adjacency information for the full data set. For the
stability analysis, we repeated the analysis for 1000 subsamples and kept track of which
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Figure 4.10: Venn Diagram for probe overlap among 3 probe sets
nodes were selected as part of the differential subnetwork. We also built a probability
distribution over the selected nodes for adjacency.
Again, Figure 4.12 provides a similar argument as that for the TO measure, in which
most of the probes selected from the full sample have a high selection probability.
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Figure 4.11: DNA co-methylation study: the probe selection probabilities are obtained by repeating the
entire subnetwork detection procedure with GHD TO on 500 subsamples with size n2 (without replacement)
where n is the total number of samples. The green cross refer to the nodes selected by the algorithm using
the full sample of size n.
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Figure 4.12: DNA co-methylation study: the probe selection probabilities are obtained by repeating the
entire subnetwork detection procedure with HD on 1000 subsamples with size n2 (without replacement),
where n is the total number of samples. The green cross refer to the nodes selected by the algorithm using
the full sample of size n.
4.5 Summary
In this chapter, we proposed a subnetwork detection algorithm for comparing two large
complex networks with localized difference. Simulation results showed that it effectively
detected a differential subnetwork using the asymptotic property of the GHD. We applied
this algorithm to a co-methylation network in ovarian cancer and successfully detected a
differential subnetwork. In addition, we applied a GO enrichment analysis and a path-
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way enrichment analysis to explore the biological meaning of the differential subnetworks
obtained by the subnetwork detection algorithm.
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Chapter 5
Comparing Multiple Networks
In this section, we address the problem of comparing multiple networks. We analyse two
different problems that can be interpreted with two distinct null hypotheses:
(i) If a set of graphs are mutually independent,
(ii) If graphs in one set are independent of graphs in the other set.
Applications for the above problem are commonly found in social network analysis (i) or
neuroscience (ii). Especially in neuroscience, the development of statistical comparison
tools is needed to meet the demands of comparing brain networks across groups of subjects
[92]. The connectivity research in this area mainly applies descriptive models, and most
existing inferential studies have employed relatively rudimentary testing procedures, such
as ANOVA [71] or the permutation-based T test [68], which use graph level measures and,
therefore, fail to capture the complex organization within a population of networks. To
compare the mean or median representatives of two groups of networks, edge-based aver-
aging/median across the individual entries of the connectivity matrices ignores the depen-
dency structure within each individual network [97]. MERGP, which takes into account the
connectivity patterns for all the individuals, also suffers from two main shortcomings: the
reliability of the maximum likelihood estimation and computational issues when compar-
ing large numbers of graphs. These two shortcomings of MERGP can be easily handled by
applying our proposed test. We further build a link between the test of group independence
and MERGP, by exploiting asymptotic normality. However, in practice, the null hypothesis
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of independence for comparing multiple networks can be too strong. Hence this chapter is
aimed at developing and mathematically justifying an inferential procedure for the test of
independence, rather than being focussed on practical applications. The utilization for the
proposed test of independence is set as a future work.
The structure of this chapter is as follows. In Section 5.1, we propose a test of mutual
independence among a set of networks. In Section 5.2, we propose a test of independence
between two groups of networks. In Section 5.3, we show that using standardized statis-
tics, under the normality assumption, the maximum likelihood estimate of MERGP can be
analytically derived and the inferential procedure of MERGP can be replaced by the test
for comparing groups we have proposed. In Section 5.4, we discuss issues that relate to the
properties and assumptions of the test. We also remark on the limitations of this work and
discuss directions for future study. In Section 5.6, we present our conclusions.
Suppose we have two sets of graphs, G(A) and G(B), containing P and Q graphs,
respectively, on a common set of nodes with labels L = (1; :::; N). Let the adjacency ma-
trices of Ak; k = 1; : : : ; P and Bl; l = 1; :::; Q be Ak and Bl. The values in the adjacency
matrices Ak and Bl corresponding to edge (vi; vj) are denoted by Akij and Blij , respec-
tively. Again, we denote all the N ! possible permutations collected in a set by , with 
being a permutation of label set L.
5.1 A Test Of Independence Of Networks Based On Independent Per-
mutations
In this section, we address the problem of testing mutual independence among a set of
graphs G(A). Such a problem has been extensively studied in social network studies [79,
80, 4].
Consider a pair-wise comparison of a set of graphs in G(A). Let GHDij be the GHD
test statistic for comparison of Ak with Al, where k 6= l:
GHDkl =
1
N(N   1)
X
i;j
(akij   alij)2; (5.1)
where akij and alij are edge weights extracted from the two networks, thereby providing a
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measure of connectivity between every pair of nodes i and j in Ak and Al. The similarity
measures we apply here are the same as those used when comparing only two networks.
Denote by
GHD(G(A)) = (GHD12;GHD13; :::;GHDkl:::;GHD(P 1)P )T ;
for 1  k < l  P;
the vector containing all statistics appropriate to pair-wise comparisons within the group.
Now, we denote by akkl(i)kl(j) the between-node measure for nodes i and j after per-
mutation by kl 2 . The corresponding permuted value of GHDkl, under a generic
permutation kl, is
GHDklkl =
1
N(N   1)
X
i;j
(akkl(i)kl(j)   alij)2: (5.2)
This may be evaluated for every kl 2  to infer the exact permutation distribution of
GHDkl under the null hypothesis of independence of the two networks.
Then consider a vector GHDkl , obtained by considering all possible between-pair com-
parisons:
GHD(Gkl(A)) = (GHD1212 ;GHD1313 ; :::;GHD(P 1)P(P 1)P )T : (5.3)
In the following sections, under the assumption that each GHDklkl is approximately nor-
mally distributed, we show that the components of GHD(Gkl(A)) are joint normally dis-
tributed under independent permutation. The proof of asymptotic normality of the distribu-
tion of each individual GHDklkl can be found in Chapter 3. We then propose a chi-square-
based procedure to test the null hypothesis that the networks in G(A) are independently
structured.
5.1.1 Proof of joint asymptotic normality of GHD(Gkl(A))
Suppose that the permutation distribution of each GHDklkl is (as showed in Chapter 3)
asymptotically normal. We further assume that (a.i) for different components GHDklkl ,
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the permutations kl used in the individual comparisons are independently generated from
 .
Therefore, to show that the joint distribution of (5.3) is asymptotically normal, we only
need to show that given any (k; l) and (k0; l0) with (k; l) 6= (k0; l0), the random variables
GHDklkl and GHDk0l0k0l0 are asymptotically independent under (a.i).
Cov(GHDklkl ;GHDk0l0k0l0 )
= Cov
 
1
N(N   1)
X
i;j
(akkl(i)kl(j)   atij)2;
1
N(N   1)
X
i;j
(ak0k0l0 (i)k0l0 (j)   al0ij)2
!
=

1
N(N   1)
2
Cov
 X
i;j
a2kkl(i)kl(j) +
X
i;j
a2lij   2
X
i;j
aklkl(i)kl(j)alij
;
X
i;j
a2k0k0l0 (i)k0l0 (j) +
X
i;j
a2l0ij   2
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
!
=
1
N2(N   1)2Cov
 
c1   2
X
i;j
aklk(i)kl(j)alij; c2   2
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
!
=
2
N2(N   1)2Cov
 X
i;j
akkl(i)kl(j)alij;
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
!
=
2
N2(N   1)2
(
E
"X
i;j
akkl(i)kl(j)alij
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
#
 E
"X
i;j
akkl(i)kl(j)alij
#
E
"X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
#)
=
2
N2(N   1)2
(
E
"X
i;j
akkl(i)kl(j)alij
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
!#
 
X
i;j
alijE
"X
i;j
akkl(i)kl(j)
#X
i;j
al0ijE
"X
i;j
ak0k0l0 (i)k0l0 (j)
#)
; (5.4)
where c1 and c2 denote constants. The third equal sign follows because
P
i;j a
2
kkl(i)kl(j)
and
P
ij a
2
lij are second moments, and, hence, they are constants under permutation; the
same is true for
P
ij a
2
k0k0l0 (i)k0l0 (j)
and
P
ij a
2
l0ij . The first term in equation (5.4) can be
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further derived as
E
"X
i;j
akkl(i)kl(j)alij
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
#
= E
"X
i;j
X
s;t
akkl(i)kl(j)alijak0k0l0 (s)k0l0 (t)al0st
#
=
X
i;j
X
s;t
alijal0stE[akkl(i)kl(j)ak0k0l0 (s)k0l0 (t)]
=
X
i;j
X
s;t
alijal0stE[akkl(i)kl(j)]E[ak0k0l0 (s)k0l0 (t)]
=
X
i;j
X
s;t
E[akkl(i)kl(j)]alijE[ak0k0l0 (s)k0l0 (t)]al0st
=
X
i;j
E[akkl(i)kl(j)]alij
X
s;t
E[ak0k0l0 (s)k0l0 (t)]al0st: (5.5)
Applying (5.5) to (5.4), we have
Cov(GHDklkl ;GHDk0l0k0l0 )
=

2
N(N   1)
2(
E
"X
i;j
akkl(i)kl(j)alij
X
i;j
ak0k0l0 (i)k0l0 (j)al0ij
#
 
X
i;j
alijE
"X
i;j
akkl(i)kl(j)
#X
i;j
al0ijE
"X
i;j
ak0k0l0 (i)k0l0 (j)
#)
=

2
N(N   1)
2(X
i;j
E[att(i)t(j)]btij
X
s;t
E[at0t0 (s)t0 (t)]bt0st
 
X
i;j
E[akkl(i)kl(j)]alij
X
s;t
E[ak0k0l0 (s)k0l0 (t)]al0st
)
= 0:
Thus, for any comparison, (k; l) and (k0; l0) and f(k; l) 6= (k0; l0)g, GHDklkl and GHDk0l0k0l0
are independent under the assumptions. This completes the proof.
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5.1.2 A test of independence for GHD(Gkl(A))
Under the null hypothesis of independence that is represented by independent permutation,
among the set of networks, GHD(Gkl(A)) is approximately jointly normally distributed.
The first two moments of the permutation distribution for GHD(Gkl(A)) can be derived
precisely and in closed-form. For a detailed formulation, please refer to the Appendix A.1.
Now denote the mean and covariance matrix of GHD(Gkl(A)) to be ~1 and 1, re-
spectively, and also denote the mean and standard deviation of the individual components
GHDklkl by 1(kl) and kl. Then we have the mean vector
~1 = (1(12); 1(13); :::; 1(kl); :::; 1((P   1)P )T ;
and covariance matrix
1 =
0BBBBB@
212 0 ::: 0
0 213 ::: 0
::: ::: ::: :::
0 0 ::: 2(P 1)P
1CCCCCA :
Standardizing the vector GHD(Gkl(A)) with respect to the mean and variance matrix of
its asymptotic distribution, we define
Skl = 
  1
2
1 (GHD(Gkl(A))  ~1): (5.6)
Under the null hypothesis of independence of the set of networks, Skl  N(0; I), approx-
imately. The observed value of the standardized score is
S1 = 
  1
2
1 (GHD(G(A))  ~1):
Then we form a test of the null hypothesis of independence between the networks. Since
Skl  N(0; I), asymptotically, STklSkl follows an approximate chi-squared distribution
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with degrees of freedom (P 1)P
2
under the null hypothesis of independence:
C1 = S
T
kl
Skl  2T ;
where 2T denotes the chi-squared distribution with degrees of freedom T =
(P 1)P
2
. More
specifically, with the observed statistic S1 value, and letting C1 = ST1 S1, we have
C1 = S
T
1 S1
= [
  1
2
1 (GHD(G(A))  ~1)]T [ 
1
2
1 (GHD(G(A))  ~1)]
= (GHD(G(A))  ~1)T ( 
1
2
1 )
T
  1
2
1 (GHD(G(A))  ~1)
= (GHD(G(A))  ~1)T 11 (GHD(G(A))  ~1):
Large values of C1 constitute evidence against the null hypothesis of independence. There-
fore, for any significance level , we reject the null hypothesis of independence of the
networks if
C1 = (GHD(G(A))  ~1)T 11 (GHD(G(A))  ~1) < 2T;;
where 2T; is the  quantile of the chi-squared distribution with degrees of freedom T .
5.2 A Test Of Group Independence Based On Common Permutation
In this section, we address the problem of comparing the independence of two groups of
graphs. We first consider a pair-wise comparison of graphs between two groups G(A) and
G(B). Let GHDkl be the GHD test statistic appropriate for comparing the graphs Ak and
Bl, so that
GHDkl =
1
N(N   1)
X
i;j
(akij   blij)2; (5.7)
where akij and blij , as before, are edge weights extracted from the networks, thereby pro-
viding a measure of connectivity between every pair of nodes i and j in Ak and Bl, respec-
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tively. We also denote by
GHD(G(A);G(B)) = (GHD11;GHD12; :::;GHDkl:::;GHDPQ)T
k = 1; ::; P and l = 1; ::; Q;
a vector containing all pair-wise comparisons between the two groups of networks. To sim-
plify the notation, we first replace the double subscript fk; lg in (5.7) by a single subscript.
Consider a one-to-one mapping between a double subscript fk; lg to a single subscript
f : fk; lg ! f(k   1)P + lg; for any 1  k  P; 1  l  Q:
Intuitively, this relabels:
From : GHD11; :::; GHD1Q; GHD21; :::; GHDPQ
To : GHD1; :::; GHDQ; GHDQ+1; :::;GHDT
where T = PQ is the total number of comparisons in GHD(G(A);G(B)). Then, the above
vector can be written as
GHD(G(A);G(B)) = (GHD1;GHD2; :::;GHDt:::;GHDT )T ; t = 1; :::; T: (5.8)
Similarly, and with a slight abuse of notation, under a particular permutation , we write
GHDt =
1
N(N   1)
X
i;j
(at(i)(j)   btij)2; t = 1; :::; T:
Then we consider the permutation distribution of (5.8), given that the permutation index is
the same for all component comparisons GHDt; t = 1; 2:::; T .
Define GHD(G(A); G(B)) to be the value of the statistic GHD(G(A);G(B)) obtained
under the common permutation , and further denote
GHD(G(A);G(B)) = (GHD1;GHD2; :::;GHDT)T : (5.9)
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In what follows, we show, under the assumption that the distribution under permutation for
each GHDt is asymptotically normal, that the distribution of the vector GHD(G(A); G(B))
is approximately jointly normal. Again, a chi-squared-based procedure is proposed to test
the null hypothesis that the two groups of networks G(A) and G(B) are independent.
5.2.1 Proof of asymptotic normality for GHD(G(A);G(B))
Again, suppose the permutation distribution of GHDt = 1N(N 1)
P
i;j(at(i)(j)   btij)2 is
asymptotically normal, for all t = 1; :::; T . We further assumes (b.i) that within both groups
G(A) and G(B), networks are neither empty or complete, and they are unique, so that in
particular there is no duplicated network in either group G(A) or G(B).
Applying to GHDt results described previously for the case of just two networks, we
know that the permutation distribution is asymptotically normal for three graph models
with two types of edge weights.
Further, Daniels [30] has shown that the joint distribution for any two such statistics of
this type tends to the bivariate normal distribution for large N , so for any t 6= t0, the joint
distribution of GHDt and GHDt0 is asymptotically bivariate normal.
It is well known that the joint distribution of a collection of independent normal ran-
dom variables is normal and that any jointly normally distributed random variables can be
constructed by nonsingular linear transformation of independent normal random variables
[46]. Hence, proving the joint normality of the quantities GHDt is now equivalent to show-
ing that there exists a nonsingular linear transformation generating them from independent
normal random variables.
To formulate this idea precisely, let z1; z2; : : : ; zT be a set of independent normal ran-
dom variables and Z = (z1; z2; : : : ; zT ), where T = PQ. Then:
GHD(G(A);G(B)) is jointly normally distributed if GHD(G(A);G(B)) = LZ + 
for some non-singular matrix L.
Here  is a constant vector of length T . Notice that if z1; z2; : : : ; zT are independent,
identically distributed normal random variables with zt  N(0; 1), then the matrix L is the
lower triangular matrix obtained by the Cholesky decomposition of the covariance matrix,
i.e.  = LL0 where  is the covariance matrix of GHD(G(A);G(B)). We know that
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matrix L is non-singular if  is positive definite.
Also, is positive definite if the determinants of all its principal minors are positive,
det(k) > 0 for 1  k  T .
Now we will use mathematical induction to show that the determinants for all principal
minors of  are actually positive under the two assumptions.
k = 1: by the assumption (b.ii), that all graphs in both groups GA and GB are non-empty
and not complete, the variance of each GHDt; t = 1; :::; T is greater than 0.
k = 2: by the assumption (b.ii), we know also that for any t1 6= t2, the two values
GHDt1 and GHDt2 cannot be the same. Further, by the assumption (b.i) and Daniels
[30], the joint distribution of GHDt1 and GHDt2 (t1 6= t2) is bivariate normal. Hence,
any 2 by 2 minor is positive definite. Therefore, the determinant of any minor of size 2 is
positive.
Assume that for k = s   1; 3  s  T   1 , we have that for any set of s   1 random
variables
(GHDt1;GHDt2; :::;GHDts 1)
T ;
the covariance matrix s 1 is positive definite.
Now consider k = s, and any subset of s variables from GHD(G(A);G(B)):
GHDst = (GHDt1;GHDt2; :::;GHDts)
T :
From the previous arguments, all s j (j = 1; :::; s   1) are positive definite. We know
that a covariance matrix is at least a positive semi-definite matrix. It is hence equivalent to
show that the determinant of s is greater than 0. Without loss of generality, we let GHD1
be the new variable added to a vector of s   1 variables. Then writing s in the form of a
partitioned matrix, let
s =
"
211 ~
T
1s 1
~1s 1 s 1
#
;
where 211 is the variance of GHD1. According to the assumption (b.i), we know that
211 > 0. Also, ~1s 1 = (1t1 ; 1t2 ; :::; 1ts 1)
T denotes the column vector containing all the
covariances between GHD1 and (GHDt1;GHDt2; :::;GHDts 1)
T . Expanding det(s)
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with respect to its first row and first column, we have
det(s) = 
2
11 det(s 1) +
nX
i=2
( 1)i1i
nX
j=2
( 1)j 1j1 det(ijs 1); (5.10)
where the ijs 1 denote minors formed from s 1 by deleting row i and column j. Because
s 1 is positive definite, (i.e. det(s 1) > 0), we know that  1s 1 exists, hence we have
that the (i; j)th element of  1s 1 is given by
( 1s 1)ij =
( 1)i+j det(ijs 1)
det(s 1)
:
Substituting in (5.10),
det(s) = 
2
11 det(s 1)  det(s 1)~T1s 1 1s 1~1s 1: (5.11)
Consider a vector ~x = (x0; ~xT1 ) with ~x
T
1 = (x1; x2; :::; xs 1) of length s  1 and,
x20 + ~x
T
1 ~x1 = 1:
Define the quadratic form which will verify the positive definite property:
 = ~xs~x
T
= (x0; ~x
T
1 )s(x0; ~x
T
1 )
T
= x20
2
11 + 2x0~
T
1s 1~x1 + ~x
T
1s 1~x1: (5.12)
By (5.11) we can re-express 211 as
211 =
det(s) + det(s 1)~T1s 1
 1
s 1~1s 1
det(s 1)
:
Substituting this formula into (5.12), we have
 = x20
2
11 + 2x0~
T
1s 1~x1 + ~x
T
1s 1~x1
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= x20
det(s) + det(s 1)~T1s 1
 1
s 1~1s 1
det(s 1)
+ 2x0~
T
1s 1~x1 + ~x
T
1s 1~x1
= x20
det(s)
det (s 1)
+ x20~
T
1s 1
 1
s 1~1s 1 + 2x0~
T
1s 1
 1
s 1s 1~x1
+~x01s 1
 1
s 1s 1~x1
= x20
det(s)
det (s 1)
+ (x0~1s 1 + s 1~xT1 )
T 1s (x0~1s 1 + s 1~x
T
1 ): (5.13)
Since s 1 is positive definite, we know that  1s 1 is also positive definite. The second
term in  is non-negative, and it is strictly positive if x0 = 0. This is because when x0 = 0
we must have the jj~x1jj > 0, where jj : jj denotes the Euclidean norm of a vector. Therefore
the second term becomes ~x1s 1~xT1 > 0.
For the case when x0 6= 0, since both the first and second terms in (5.13) are non-
negative, if  = 0, we can infer that both terms are 0. Examining the first term we have
x20
det(s)
det(s 1)
= 0 =) det(s) = 0:
Similarly, examining the second term gives
(x0~1s 1 + s 1~xT1 )
T 1s (x0~1s 1 + s 1~x
T
1 ) = 0
=) (x0~1s 1 + s 1~xT1 ) = ~0
=) ~1s 1 =   1
x0
s 1~xT1 :
This first implication =) is true since  1s 1 is positive definite. Substituting into (5.11) we
have
det(s) = 
2
11 det(s 1)  det(s 1)~T1s 1 1s 1~1s 1
=) 0 = 211 det(s 1)  det(s 1)~T1s 1 1s 1~1s 1
=) 211 = ~T1s 1 1s 1~1s 1
=) 211 =
1
x0
(s 1~xT1 )
T 1s 1
1
x0
s 1~xT1
=) 211 =
1
x20
~x1s 1~xT1
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=) V ar(GHD1) = V ar(~x1
x0
GHDst):
Letting ~!Ts 1 =
~x1
x0
= (x1
x0
; x2
x0
; :::; xs 1
x0
), we have
V ar(GHD1) = V ar(~!Ts 1GHDst):
Therefore verifying the condition is equivalent to showing that the random variable GHD1
can be expressed as a linear combination of GHDst, so,
GHD1 = ~!Ts 1GHDst () GHD1 =
sX
k=1
!kGHDtk: (5.14)
Hence our analysis is now equivalent to showing that equation (5.14) holds for any permuta-
tion  2 . Recall our assumptions that all the networks are neither empty or complete, and
also unique. Since all graphs are non-empty and complete, values of GHDk, 1  k  T
under different  2  are not deterministic, therefore GHD1 is not fixed or 0. Also we can
conclude from the unique sample assumption that GHD1, GHDt1;GHDt2; ::GHDts 1
are unique comparisons, which implies that GHDk = GHDs cannot be true for all per-
mutations , for any pair of comparisons k and s, 1  k; s  T . Hence we know that ~!s 1
cannot be a zero vector.
Now, consider any permutation 1 in ,
GHD11 =
sX
k=1
!kGHDtk1
()
X
i;j
(a11(i)1(j)   b1ij)2 =
s 1X
k=1
X
i;j
!k(atk1(i)1(j)   btkij)2:
There are N ! different permutations, therefore quantities ak1(i)1(j)s, bk1(i)1(j) and !k
would need to be found to satisfy all N ! different linear equations. We know that under the
null hypothesis of independence between the two groups of networks, networks in G(A)
are independent of networks in G(B). Hence ak1(i)1(j) and bk1(i)1(j) are independently
distributed, and it is therefore unlikely that the solution of the system linear equations for
different permutations, which areN ! in number, are equivalent. More formally, we note the
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fact that the total number of comparisons T is a fixed constant and the asymptotic regime
considers the size of the network N tending to infinity. For a set of N ! linear equations,
there are only sN(N   1) + (s   1) variables (all elements in 2s N by N matrices plus
~!s 1). Hence there is an inadequate numbers of variables to be able to find a solution for a
linear system of equations of size N !.
Therefore when x0 6= 0,  is strictly greater than 0 and s is positive definite, asymp-
totically. Then for any subset with size s of variables from GHD(G(A);G(B)), say,
(GHDt1;GHDt2; :::;GHDts)
0; also has positive definite covariance matrix.
Therefore, we can conclude that, asymptotically,  is positive definite and the lower
triangular matrix L is unique and non-singular. Hence the asymptotic joint permutation
distribution may be approximated as multivariate normal. This completes the proof.
5.2.2 A test of group independence based on GHD(G(A);G(B))
Again, under the null hypothesis of independence, the joint distribution of all between-
group comparisons, GHD(G(A);G(B)), is approximately multivariate normal. The first
two moments of the permutation distribution for GHD(G(A);G(B)), can be computed
explicitly. For a detailed evaluation of the moments of the permutation sampling distribu-
tion of GHDt, please refer to the Appendix A.1. Now re-denote the mean and covariance
matrix of GHD(G(A);G(B)) to be ~2 and 2, respectively. Also, denote the mean and
standard deviation of GHDt(t) to be 2(t) and tt, and denote the covariance between
GHDt(t) and GHDt0(t) to be tt0 . Then we have
~2 = (2(1); 2(2); :::; 2(T ))
T ;
and
2 =
0BBBBB@
211 12 ::: 1T
21 
2
22 ::: 2T
::: ::: ::: :::
T1 T2 ::: 
2
TT
1CCCCCA
TT
;
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where 2tt0 = E[(GHDt t)(GHDt0 t0)]. Again, we standardize GHD(G(A);G(B)).
Denote by LT the lower triangular matrix obtained by Cholesky decomposition of the co-
variance matrix, so that2 = LTLTT . Let S be the normalized version of GHD(G(A);G(B)),
given by
S = L
 1
T (GHD(G(A);G(B))  ~2); (5.15)
and with the elements of S independent and standard normal under the null hypothesis of
independence of the two groups, S  N(0; I): The observed data value is denoted as
S2 = L
 1
T (GHD(G(A);G(B))  ~2):
Since S  N(0; I), ST S follows a chi-squared distribution with degree of freedom T
under the null hypothesis,
C2 = S
T
 S  2T :
Then, with the observed statistic S2, letting C2 = ST2 S2 we have
C2 = S
T
2 S2
= [L 1T (GHD(G(A);G(B))  ~2)]T [L 1T (GHD(G(A);G(B))  ~2)]
= (GHD(G(A);G(B))  ~2)T (L 1T )T (L 1T )(GHD(G(A);G(B))  ~2)
= (GHD(G(A);G(B))  ~2)T 12 (GHD(G(A);G(B))  ~2):
Therefore, for any significance level , we reject the null hypothesis of group independence
if
C2 = (GHD(G(A);G(B))  ~2)T 12 (GHD(G(A);G(B))  ~2) < 2T;;
where 2T; is the  quantile of the chi-squared distribution with degrees of freedom T .
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5.3 Approximation ForMultivariate Exponential RandomGraph Per-
mutation model (MERGP)
Recall that in Section 2.5, we introduced an MERGP model that was proposed by [22]. The
formula (2.6) is
P (jG(A); G(B); ) = exp(
PP
k=1
PQ
l=1 kl
PN
i=1
PN
j=1 ak(i)(j)blij)
X() ;
where
X() =
X
02
exp(
PX
k=1
QX
l=1
kl
NX
i=1
NX
j=1
ak0(i)0(j)blij);
is the normalizing constant. Detailed explanation of the formula (2.6) can be found in
Section 2.5, start from page 36.
We argue that the maximum likelihood estimator (MLE) obtained using the algorithm
that Butts [22] proposed is potentially unreliable and, more importantly, when implement-
ing multiple comparisons with large sample sizes (in both groups), the computational cost
may be substantial [23]. In this section, we manage to analytically derive an explicit for-
mula for the MLE using standard statistics, under the assumption we made in Section 5.2.1.
This formula enable us to compute the MLE more effectively in close form.
5.3.1 Introduction
In this section, we use the asymptotic normal distribution under permutation for the product
moment
  =
PX
k=1
QX
l=1
kl
NX
i=1
NX
j=1
ak(i)(j)blij: (5.16)
Then, under the hypothesis of network independence, the distribution under permutation
of the quantity
P
i;j a(i)(j)bij is approximately normal as N approaches infinity. If we
can prove that the quantity   is well approximated by a normal distribution, then we
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can argue that the MLE ^ can be evaluated analytically. In the following sections, we will
provide a proof of normality for (5.16) and, further, we will provide an analytical solution
for the MLE, given that a standardized measure is used. We build a link between MERGP
and the standardized measure and the test of group independence proposed in Section 5.2.
Using this result, the procedure to obtain a MLE of MERGP for analysing groups of net-
works is simplified and, more importantly, the estimate we obtained is possibly a more
accurately approximation of the true MLE. We first show that the quantity (5.16) is ap-
proximately normally distributed, given that the sampling distribution for each componentPN
i=1
PN
j=1 ak(i)(j)blij is approximately normal.
Before providing the derivation, to simplify the presentation, we will re-write (5.16) in
terms of a vector product. Following similar steps as in Section 5.2, we first replace the
double subscript fi; jg in (5.16) by a single subscript, and then express the product moment
in the form of a vector product. So consider
 N() =
TX
i=1
i
NX
k=1
NX
s=1
aiksbiks; (5.17)
where T = PQ is the total number of comparisons. Now, denote the contribution from
the ith between-group comparison to be (i) =
PN
k=1
PN
s=1 aiksbiks, and define two 1 by
T vectors ~N = ((1); (2); :::; (T ))T and ~ = (1 ; 2 ; :::; T )T . Then the above triple
summation can be expressed as a scalar product:
 N() = ~
T ~N :
For a given permutation vector , let
~N = (

N(1); 

N(2); :::; 

N(T ))
T ;
where
N(i) =
NX
k=1
NX
s=1
ai(k)(s)biks:
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Then the version of  N() under permutation  can be written as
 N()() = ~
T ~N: (5.18)
Knowing that the vector (5.9) is jointly normally distributed and also according to (3.5) (in
page 50), we can conclude that, under the assumption of independent permutations, ~N is
also jointly normal. Since  is constant,  N()() is a linear combination of jointly normal
random variates, hence it is normally distributed.
Let ~3 and 3 be the corresponding mean vector and variance covariance matrix for
~N, so that
~3 = (3(1); 3(2); :::; 3(T ))
T
with 3(i) = E[N(i)] and
3 =
0BBBBB@
211 12 ::: 1T
21 
2
22 ::: 2T
::: ::: ::: :::
T1 T2 ::: 
2
TT
1CCCCCA
TT
where 2ij = E[(

N(i)   3(i))(N(j)   3(j))].
For different graph models, values in ~N will increase with N in different manners.
For some models, values of ~N may approach infinity as N ! 1. Therefore, we use
a normalized version of ~N instead. Let L3 be the lower triangular matrix obtained by
Cholesky decomposition of the covariance matrix, i.e., 3 = L3LT3 . By standardizing ~N,
we obtain
~ZN = L
 1
3 ( ~N   ~3); (5.19)
and with the elements in ~ZN = (ZN(1); Z

N(2); :::; Z

N(T )) being independent standard nor-
mal. We apply (5.15) to (2.6), instead of ~N. Then the MERGP with the normalized
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measure just defined may be written as
P (jG(A);G(B); ) = exp(
~T ~ZN)P
02 exp(~
T  ~ZN0)
; (5.20)
with the normalizing constant as in (2.7) defined by
X 0() =
X
02
exp(~T ~ZN): (5.21)
In Section 5.3.2, we will first provide an approximate formulation for the normalizing con-
stant X 0(). Given that ~ZN is multivariate joint normal with mean ~0 and covariance matrix
I , this normalizing constant X 0() can be evaluated. Then, in Section 5.3.3, we use the
normalizing constant to derive an approximation to the maximum likelihood estimator ^ij .
Finally, in Section 5.3.4, based on the maximum likelihood estimator, we will propose a
chi-square-based test of group difference.
5.3.2 Derivation of the normalizing constant X 0()
We may express the normalizing constant X 0() as follows:
X 0() =
X
2
exp(~T ~ZN)
From the previous section, we know that ~ZN = (ZN(1); Z

N(2); :::; Z

N(T ))
T is (approxi-
mately) jointly normally distributed. The final summation is over all possible permutations,
with each permutation having equal probability 1
N !
under null hypothesis of independence.
Let ~ZN be an observation from the permutation distribution of ~ZN , with permutation
label . Then we have:
X 0() = N !
P
2 exp(~
T ~ZN)
N !
= N ! E[exp(~T ~ZN)]
 N ! E[exp(~TN(0; I))]
= N ! expf1
2
~T ~g: (5.22)
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Note that here E denotes the expectation over uniform permutation.
For the approximation of the third step, we know from the previous proofs that as N
increases, ~ZN converges to a multivariate standard normal distribution.
For any random variableX with probability density function f , the expectationEf [g(X)]
may be approximated byE[g(XN)], ifXN ! X in distribution for any bounded function g.
However, a function of the form g(x) = exp(x) is an exponential function, and is, there-
fore, not bounded. Zapała [110] extends the convergence of E(g(XN)) ! Ef (g(X)) for
bounded function g to a set of continuous S1-almost uniform integrable functions g. Using
this result, we can show that the third approximation step is justified, given that ZN(i) is a
series of random variables of matrix permutations and that the limiting distribution Z1(i)
is standard normal as N ! 1. The notation and proof required are complicated, thus we
provide a proof in the Appendix A.2 (the interested reader can refer to the Appendix and
Zapała [110] for a detailed proof, notation and explanation of the mathematical terms).
5.3.3 Formulation of the MLE ^
In this subsection, we obtain analytically the MLE ^. First substituting (5.22) into (5.20)
we obtain
P (jG(A);G(B); ) = exp(
~T ~ZN)P
02 exp(~
T  ~ZN0)
 exp(
~T ~ZN)
N ! expf1
2
~T ~g : (5.23)
Taking the log of (5.23):
log(P (jG(A);G(B); ))
 log
(
exp(~T ~ZN)
N ! expf1
2
~T ~g
)
= ~T ~ZN   1
2
~T ~  log(N !)
 ~T ~ZN   1
2
~T ~: (5.24)
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Now to maximize the log likelihood function (5.24), we take the first derivative of (5.24)
with respect to parameter ~,
d(log(P (jG(A);G(B); )))
d~
= ~ZN   ~:
Then to obtain the MLE, we set the first derivative to zero, obtaining
~ZN = ~ =) ^ = L 13 ( ~N   ~3): (5.25)
Here we should notice that since L3 is a lower triangular matrix, the inverse L 13 is also
a lower triangular matrix.
5.3.4 A test of independence between two sets of networks based on the
MLE ^
From the discussion in the previous subsection, we know that ^ may be considered as a
measure of network association. Values of ^ close to 0 indicate that the two samples of
the networks are structurally independent, and large values of jj^jj indicate that the two
groups are strongly associated. In this section, we test the null hypothesis of independence
between the two groups of networks, expressed as
H0 :  = 0 versus H1 :  6= 0:
From (5.25), we know that
~ = ~ZN = L
 1
3 ( ~N   ~3):
Since ~ = ~ZN, asymptotically, under the null hypothesis of group independence, ~ fol-
lows a joint normal distribution N(0; I). Then a chi-squared based test is proposed as
follows. We have ~T ~  2T , chi-squared with degrees of freedom T . Hence, given the
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observed MLE, ^,
^0^ = [L 13 ( ~N   ~3)]T [L 13 ( ~N   ~3)]
= ( ~N   ~3)TLT 13 L 13 ( ~N   ~3)
= ( ~N   ~3)T 13 ( ~N   ~3):
Therefore, for any significance level , we reject the null hypothesis of group independence
if
C3 = ( ~N   ~3)T 13 ( ~N   ~3) < 2T;:
Since the covariances matrices used in C3 and C2 are computed based on the same per-
mutation procedure and according to (3.5), the covariance matrices 2 and 3 are similar
(actually 2 = 43). It is not difficult to derive, also using (3.5), that 2( ~N   ~3) =
(GHD(G(A); G(B)) ~2). Hence, under the normality assumption, the testing procedure
for (5.23) can be simplified using the test of group independence we proposed previously.
5.4 Discussion
5.4.1 A remark on the two tests
In Sections 5.1 and 5.2, we proposed two tests of independence relying on different permu-
tation schemes. The difference between the two test statistics,
C1 = (GHD(G(A))  ~1)T 11 (GHD(G(A))  ~1);
C2 = (GHD(G(A);G(B))  ~2)T 12 (GHD(G(A);G(B))  ~2);
arises from the different covariance matrices resulting from the different permutation strate-
gies. Notice that the equations for C1 and C2 ”look” quite similar. Given the assumption
of pair-wise independence (i.e. assumption (a.ii)) among all permutations in C1, 1 is
diagonal. A question may arise whether C1, by applying all pair-wise between-group com-
parisons, can be used to compare group independence.
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Consider all the pair-wise group comparisons GHD(G(A); G(B)) under independent
permutation. Then the comparing groups version of C1, denoted as C1g, in this case be-
comes
C1g = (GHD(G(A);G(B))  ~2)T 11g (GHD(G(A);G(B))  ~2):
where 1g is also a diagonal matrix containing all the diagonal elements of 2. If C1g is
valid, it provides a computationally more effective way of evaluating the group difference.
Since the covariance matrix 1g is diagonal, then only T elements (the quantities tt) need
to be computed, while for 2, evaluation of all
T (T 1)
2
covariances tt0 is needed.
Intuitively, the permutation strategy used by C2 is a more sensible way of testing the
group independence due to the fact that, in the second procedure, the permutations  used
for all the between-group comparisons are the same. This randomizing procedure retains
the node associations among different networks within a group, and, hence, makes more
sense in regard to the problem because we generally assume that networks within each
group are associated with each other.
However, for C1g, under the assumption of independence among all comparisons, the
within-group topological dependence among networks is ignored. For networks with com-
plex topological similarity within group of networks, the covariance structure among dif-
ferent comparisons may not be ignorable. In a simulation study (Section 5.5.3), we empir-
ically justified that when comparing two independent groups of networks with C1g, even
for networks with only localized topological structural similarities (RG networks), C1g will
fail. Therefore, C1g is not a suitable test of group independence.
5.4.2 Discussion on duplicated samples
Recall the assumption we have made during the proof of normality, that all graphs in the
two groups GA and GB are non-empty and unique, i.e., there is no duplicated network in
either group GA or GB.
This assumption guaranteed that the covariance matrix 2 we obtained for an asymp-
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totically multivariate normal random vector,
GHD(G(A);G(B)) = (GHD1;GHD2; :::;GHDT)T ;
is of full rank and, hence, positive definite.
For real applications, it is possible that there may be replicates within each group.
Denote by A1;A2; :::;AP and B1;B2; :::;BQ the collection of all unique samples. Denote
by !At the number of replications that exist of network At, and by !Bt the number of
replications of network Bt. Then the statistic used for the comparison between At and Bt
becomes
GHDt =
1
N(N   1)
X
i;j
!At!Bt(at(i)(j)   btij)2
=
!At!Bt
N(N   1)
NX
i=1
NX
j=1
(at(i)(j)   btij)2:
Now, writing !t = !At!Bt, let GHD(G(A);G(B); !) be defined by
GHD(G(A);G(B); !) = (!1GHD1; !2GHD2; :::; !TGHDT)T
= diag(!1; !2; :::; !T )GHD(G(A);G(B)); (5.26)
where diag(!1; !2; :::; !T ) denotes a TT diagonal matrix with diagonal entries !1; !2; : : : ; !T ,
and all other values equal to zero:
diag(!1; !2; :::; !T ) =
2666664
!1 0 ::: 0
0 !2 ::: 0
::: ::: ::: :::
0 0 ::: !T
3777775 :
For finite and non-zero numbers of replicates 1 > !At > 0 and 1 > !Bt > 0, similar
procedures as before can be applied to (5.26), and a chi-squared-based test formulated.
Again, we standardize GHD(G(A);G(B); !), in a similar way as done in (5.15). We
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know from (5.15) that
S = L
 1
T (GHD(G(A);G(B))  ~2)
= L 1T (diag(!1; !2; :::; !T )
 1GHD(G(A);G(B); !)  ~2)
= [diag(!1; !2; :::; !T )LT ] 1[GHD(G(A);G(B); !)  ~2!];
where ~2! = (!12(1); !22(2); :::!T2(T )) and L is the lower triangular matrix corre-
sponding to the Cholesky decomposition of the covariance matrix 2. Notice here that 2
contains only those unique comparisons, and, hence, is still invertible. The distribution
of S under the null hypothesis of group independence is that of independent, identically
distributed normal variables. Again, a chi-squared test can be applied.
Denote the observed test statistic by C!, with
C! = [(diag(!1; !2; :::; !T )LT ) 1(GHD(G(A);G(B); !)  ~2!)]T
(diag(!1; !2; :::; !T )LT ) 1(GHD(G(A);G(B); !)  ~2!)
= [GHD(G(A);G(B); !)  ~2!]T (L 1T )Tdiag 1(!21; !22; :::; !2T )
L 1T [GHD(G(A);G(B); !)  ~2!]
= [GHD(G(A);G(B); !)  ~2!]Tdiag 1(!21; !22; :::; !2T )
 12 [GHD(G(A);G(B); !)  ~2!]:
Then with a specified significance level , we reject the null hypothesis of group indepen-
dence if
C! = [GHD(G(A);G(B); !)  ~2!]Tdiag 1(!21; !22; :::; !2T )
 12 [GHD(G(A);G(B); !)  ~2!]
< 2T;:
where 2T; is the  quantile of the chi-squared distribution with degrees of freedom T .
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5.4.3 The null hypothesis of independence and future work
In this chapter, two tests of independence for multiple networks were proposed based on
a different permutation strategy under the assumption that the permutation distribution is
multivariate normal under the null. However, in practice, the null hypothesis of indepen-
dence for comparing groups can be too strong. Commonly in real applications, only lo-
calised differences in the network structure of between-group individuals are expected to
be observed. For instance, for traumatic brain injury [95], although there is evidence of dis-
ruption and abnormalities of functional connectivity for the traumatic brain injury group,
the difference is not sufficiently decisive to conclude structural independence of the entire
structure of between-group individuals. Therefore, the interest of this chapter focuses on
the theoretical property and inferential aspect of the test of independence rather than prac-
tical applications. However, in future study, we will further develop, as well as utilise, the
proposed test of independence such that it can be used for analysing real networks. Similar
to the GHD that is applied in subnetwork detection algorithms, one possible utilisation of
the proposed tests of independence would be detecting differential subnetworks for two
groups or a set of networks. However, for this possible extension, much work needs to be
done to resolve problems such as computation efficiency, the choice of simply evaluated
differential scores for each node, etc.
5.5 Simulation Study
In this section, we report on several simulation studies of the tests we proposed for multiple
networks. In the first simulation study (Section 5.5.1), we empirically verify the conver-
gence of E[exp(XN)] to Ef [exp(X)], given that XN ! X in (5.22). In the second
(Section 5.5.2) and third simulation (Section 5.5.3) studies, we validate the null sampling
distribution for C1 and C2. In Section 5.5.3, we also empirically show that C1g is not a
valid test of group independence. In Section 5.5.4, we present a power study, for two edge
weights, of the proposed tests, which shows that TO is more powerful than adjacency to
detect structure changes.
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5.5.1 Empirical justification of (5.22)
In Section 5.3, we showed that the normalizing constant X 0() can be approximated by
equation (5.22) under the null hypothesis that two groups of networks are independent. In
this simulation, we attempted to empirically validate the approximation. We first gener-
ated independent groups of networks as follows: two independent networks A and B of
size N were generated from the ER graph model with a common parameter p. Then, P
networks of group G(A) i.e.fA1;A2; :::;APg from A and Q networks of group G(B) i.e.
fB1;B2; :::;BQg from B, were generated with a common percentage of noise pm = 0:5;
detailed procedures for generating associated networks are described in Section 3.3.2 (in
page 92). Therefore, two groups of independent networks were obtained with each of the
groups containing P and Q associated networks. Then the total number of comparisons
T = PQ. We then computed the corresponding mean vector ~3 and covariance matrix
3 of ~N, where ~N contains all the pair-wise between-group comparisons for G(A) and
G(B) with permutation .
By (5.21), we knew that for large N , ~ZN was approximately a vector of I.I.D standard
normal random variables, i.e., ~ZN d N(0; I) as N increases. For any non-zero constant
vector ~, ~T ~ZN represents a linear combination of standard normal random variables.
Therefore, without loss of generality, we let ~ = (1; 1; :::; 1)T ( 1  T vector). Then it is
equivalent to show that
1
N !
X (~) = E[exp(~T ~ZN)]  expf1
2
~T I~g = exp(T
2
):
In this simulation, for each N , the value of E[exp(~T1 ~ZN)] was approximated by the
mean of n = 1; 000; 000 random permutations,
E[exp(~
T
1
~ZN)]  1
n
nX
i=1
exp(~T1 ~ZNi):
We considered two comparisons of groups of different sizes. For the first comparison, P1 =
Q1 = 2 had T = P1Q1 = 4 comparisons. Another comparison consisted of P2 = Q2 = 3
individuals in each group, which has a total of T = 9 comparisons. Figure 5.1 shows the
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ratio,
E[exp(~
T
1
~ZN)]
E[exp(T
2
)]
;
for two comparisons of different network sizes N . It was known from Section 3.2 that
the normal approximation improves as N increases, therefore, we expected the ratio to
converge to 1 as the size of the network increases. Figure 5.1 roughly shows this trend for
both comparisons. The reason that not all ratios follow that trend may be because of the
number of permutations n = 1; 000; 000, which for large N is still insufficient. Figure 5.1
also shows that the ratio for T = 4 converged faster to 1 than the ratio for T = 9.
Figure 5.1: Empirical justification of (5.22) for two comparisons of T = 4 and T = 9. Convergence can
be observed for both size of the network (N ).
5.5.2 Validation of null sampling distribution for testing of mutual inde-
pendence
To assess the asymptotic null sampling distribution of the multiple network independence
test statisticC1, we randomly generated a set of networks fA1;A2; :::;A10g of 10 individual
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networks independently from ER and RGwith sizesN = 100, 200 and 400with parameters
p and d, which guarantee that all the networks we generated have similar densities. In each
case, we simulated 10; 000 sets of networks and obtained the corresponding asymptotic
p-values for testing mutual independence with two different edge weights.
Additionally, we visualised the results by applying quantile-quantile plots for the p-
values against the uniform [0; 1] distribution. Figures 5.2 and 5.3 show that for both ER
and RG random networks, approximation of the null sampling distribution by a chi-squared
distribution is valid.
Figure 5.2: QQ plots for p-values obtained from mutual independence test C1 against uniform [0,1] dis-
tribution, for ER random graphs with adjacency information and TO. For each plot, 10,000 sets of networks
were generated from the ER random graph model. P-values were estimated by the proposed chi-squared
test. The plot shows that with the ER random graph model, the null sampling distribution of C1 is well
approximated by a chi squared distribution for all N .
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Figure 5.3: QQ plots for p-values obtained from mutual independence test C1 against uniform [0,1] dis-
tribution for RG random graphs with adjacency information and TO. For each plot, 10,000 sets of networks
were generated from the RG random graph model. P-values were estimated by the proposed chi-squared test.
The plot show that with RG random graph model, when N is greater than 100, approximation of the null
sampling distribution of C1 by the chi squared distribution is acceptable.
5.5.3 Validation of null sampling distribution for testing of group indepen-
dence
In the third simulation, we attempted to verify the null sampling distribution of C2. We
used two network models to investigate this problem. The first graph model we used was
the ER random graph model. Network generating procedures that have been used to gener-
ate two independent groups of ER networks were the same as in Section 5.5.1. For RG net-
works, similarly, we first generated two independent RG networks A and B with the same
parameter d. Additionally, similar to previous chapters, the sizes of the network we used
were N = 100; 200; 400. Then, P = 10 networks of group G(A) with fA1;A2; :::;APg
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fromA andQ = 10 networks of group G(B) with fB1;B2; :::;BQg from B, were generated
with a common percentage of noise pm = 0:5; see Section 3.3.2 for details. 10; 000 sets
of networks were generated for each case and the asymptotic p-values obtained were used
for testing group independence, again with two different edge weights. Again, we used
quantile-quantile plots to verify whether the p-values obtained were uniformly distributed.
Figure 5.4 and Figure 5.5 show that for both graph models, asymptotic p-values match the
uniform quantile for N > 100. For the ER graph model, this is also true for N = 100.
Apart from verifying the properties of statistic C2, we also wanted to justify whether
C1g provides a valid test of group independence. We applied a similar procedure as for C2
with N = 200. Figure 5.6 shows that the quantiles of asymptotic p-values obtained from
C1g match the theoretical quantiles of the uniform distribution for ER networks. This may
be because for ER networks, the topological structure for the network is simple and there
is no edge dependence for each network, and, therefore, the covariance structure among
different comparisons can be ignored.
However, the results for RG networks fail to match the uniform quantiles. Therefore,
C1g is not valid with the RG network. This result justifies the argument we made in 5.4.1,
that if complex topological structure similarity exists for networks that are in the same
group, the covariance structure among different comparisons should be taken into consid-
eration.
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Figure 5.4: QQ plots for p-values obtained from group independence test C2 against uniform [0,1] dis-
tribution for ER random graphs with adjacency information and TO. For each plot, 10,000 sets of networks
were generated from the ER random graph model. P-values were estimated by the proposed chi-squared test.
The plot shows that with the ER random graph model, whenN is greater than 100, approximation of the null
sampling distribution of C2 by the chi squared distribution is acceptable.
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Figure 5.5: QQ plots for p-values obtained from group independence test C2 against uniform [0,1] dis-
tribution for RG random graphs with adjacency information and TO. For each plot, 10,000 sets of networks
were generated from the RG random graph model. P-values were estimated by the proposed chi-squared test.
The plot shows that with RG random graph model, when N is greater than 100, approximation of the null
sampling distribution of C2 by the chi squared distribution is acceptable.
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Figure 5.6: QQ plots for asymptotic p-values obtained from group independence test C1g against the
uniform [0,1] distribution, with N = 200 for ER and RG network models with two edge weight measures.
This plots shows that C1g works for the ER random graph model, but it fails for the RG network.
5.5.4 Power study
In the power study, we compared the power when using two measures, adjacency and TO,
for both tests.
For the test of mutual independence among networks (C1), we needed to generate a
set of networks with a pre-specified degree of topological similarity. We first generated a
network A from an ER or RG model with size N = 200, with parameters p or d. Then,
we generated P = 10 networks fA1;A2; :::;APg from A with a common percentage of
noise pm. As pm increases, the dissimilarity among fA1;A2; :::;APg also increases. For
each given value of pm, we generated 1; 000 sets of networks, then applied the mutual
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independence test with the two measures, and evaluated the proportion of tests that rejected
the null hypothesis of independence at a 5% significance level. P-values were also adjusted
for multiple testing by controlling the false discovery rate [13]. Figure 5.7 shows that TO
has more power to detect subtle differences among a set of networks.
(A) (B)
Figure 5.7: (A) and (B) are power of test of mutual independence between a set of networks for ER (A)
and RG (B) with adjacency and TO measures. As the noise level pm increases, the TO has more power to
detect true structural changes than adjacency, for both graph models.
For the group independence test (C2), we needed to generate two groups of networks
with an ”average” pre-specified degree of topological similarity. We first generated a net-
work A from the ER or RG model with size N = 200 with parameters p or d. Similarly as
in Section 3.3.2, we generated a paired networkB by first making an exact copy ofA. Then,
we randomly shuffled a fixed number of edges, such that A and B differed with a level of
noise p0m. Then, we generated P = 10 networks fA1;A2; :::;APg from A with a common
percentage of noise pm. Then, P = 10 networks of group G(A) with fA1;A2; :::;APg
fromA andQ = 10 networks of group G(B) with fB1;B2; :::;BQg from B, were generated
with a common percentage of noise p0m = 0:5. Here we denote by p
0
m the within group
level of noise. Therefore, as pm increases, the dissimilarity between group G(A) and G(B)
also increases. Again for each given value of pm, we generated 1; 000 paired groups of net-
works, and then applied the group independence test with the two measures, and evaluated
the proportion of tests that rejected the null hypothesis of independence at a 5% significance
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level. P-values were again adjusted for multiple testing by controlling the false discovery
rate [13]. Figure 5.7 shows that TO is more powerful to detect subtle differences between
groups of networks.
(A) (B)
Figure 5.8: (A) and (B) are power of test of group independence between a set of networks for ER (A) and
RG (B) with adjacency and TO measures. As the noise level pm increases, the TO has more power to detect
true structural changes than adjacency, for both graph models.
5.6 Summary
In this chapter, we considered the problem of comparing multiple networks. We proposed
two different statistical testing procedures for two different problems. We also built a link
between the test of group independence with MERGP and analytically derived the max-
imum likelihood estimate of MERGP using a normality assumption. Simulation studies
validated both tests. The TO measure always has more power than adjacency to detect
structure changes. Additionally, we further discussed the limitation of the independence
assumption and pointed out directions for future studies.
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Chapter 6
Conclusion
The central topic of this thesis is the comparison of labelled graphs. Our purpose is to
push forward the inferential procedures for different network comparison problems and
to provide them with a rigorous theoretical validation. The emphasis of the thesis is on
statistical inference for testing independence between networks or sets of networks. The
thesis included contributions to inferential procedures for comparing labelled graphs. In
this chapter, the main conclusions of the preceding chapters are briefly summarized and
suggestions for future research directions are also discussed.
6.1 Summary Of The Thesis
In Chapter 3, we studied the problem of testing the independence between two graphs.
We proposed a distance measure, namely the GHD, and suggested that the TO can bet-
ter characterise local topologies than, say, adjacency information. We then showed that
for adjacency and TO measures, as the size of the networks increases, the null sampling
distribution of the GHD test statistic may be approximated by a standard normal distribu-
tion, under three different random graph models. Therefore, p-values could be obtained
without the need to resort to computationally expensive permutation procedures. Simu-
lation results showed that the GHD TO statistic, which uses the TO, takes into account
higher-order neighbourhood structures, and, hence, has more power to detect differential
structures. In Chapter 4, we proposed a statistical procedure that is capable of detecting
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localized difference in two large complex networks. This procedure can detect a differen-
tial subnetwork effectively, by utilising the asymptotic property of the GHD statistic. This
procedure was then applied to a co-methylation network in ovarian cancer. GO and KEGG
pathway enrichment analysis was applied to obtain insights into the biological meaning
of the differential subnetwork detected. In Chapter 5, the problem of comparing multiple
networks was studied. We proposed two different inferential procedures for two different
problems. We further established a connection between the test of group independence and
MERGP, and showed that the maximum likelihood estimate of MERGP can be analyti-
cally derived under the null hypothesis. We discussed the limitation of such independence
assumptions being too strong, and we also discussed directions for future studies.
6.2 Future Work
For the main materials in this thesis, there are several directions that can be followed for
future research. Such extensions are now briefly discussed.
In Chapter 3, we mainly focused on comparing a pair of labelled graphs with two edge
weights, TO and adjacency. Although we showed by simulation that the TO measure,
together with the GHD statistic, performs better than use of adjacency information and
1
sp
, the question may arise whether there exists a better measure to characteristic graph
topology. The answer is yes. For example, the General Topological Overlap Measure
(GTOM) with step 2 is a more powerful measure to detect structural differences than the TO
(TO is a special case of GTOM with step 1 [56]). However, if we use complex edge weight
measures, the normality of the sampling distribution under permutation may become too
difficult to be proved or may even be violated. Therefore, to avoid doing permutations,
one possible method is to compute the exact third moment of the permutation distribution
and further approximate the permutation distribution under the null hypothesis using the
Pearson type III distribution [72].
In Chapter 4, although we proposed an algorithm to detect differential subnetworks by
sequentially removing nodes from large networks, this algorithm has some potential draw-
backs. In Section 4.3, simulation results showed that this algorithm generated some False
Positives (FP) that had very small node degrees. One possible way of reducing such FPs
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is to reconstruct VK js and add a term to penalize nodes with small node degrees in the
remaining subnetwork. Penalizing nodes with small degrees is straightforward, however,
such modification may result in loss of the monotonic trend in the p-value, which is not
desirable. Another way of improving the subnetwork detection algorithm is that, instead of
tracking the differential score VK js for each node, we track the differential score VK jVs for
a small group of nodes Vs containing small numbers of nodes (e.g. 2 or 3). These small
groups of nodes might be picked based on the fact that two nodes are connected or three
nodes form a clique of size three. To detect a differential subnetwork, removing a small
group of nodes with the most topological impact each time is, to some extent, more sen-
sible than removing a node with the most node-level impact. However, the computational
complexity may become a serious issue, in such case, for networks with relatively high
densities.
In Chapter 5, we discussed the limitations of the independence hypothesis, and sug-
gested a way to utilise the test of independence. In practice, it is of great interest to detect
differential subnetworks between two groups of individuals. However, to detect subnet-
works for the two-group case, the computation efficiency is a notable issue when the sam-
ple size of both groups are large. A computationally effective algorithm for this case needs
to be developed in the future.
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Appendix A
Additional Derivation And Proofs
A.1 Closed-form moment computation
A.1.1 Notation
In this section we provide a derivation of first two moments for the permutation distribution
of GHD(A;B). First we introduce some additional notation. Suppose we have two pairs
of networks, (A1;B1) and (A2, B2). On applying the GHD statistic for both comparisons,
we have
GHD1 =
1
N(N   1)
X
i;j
(a1ij   b1ij)2
GHD2 =
1
N(N   1)
X
i;j
(a2ij   b2ij)2;
where a1ij , b1ij , a2ij and b2ij are edge weight measures extracted from networksA1;B1;A2 and B2
respectively. Given a permutation  2 , we denote the GHD values after node permuta-
tion of both A1 and A2 by  to be
GHD1 =
1
N(N   1)
X
i;j
(a1(i)(j)   b1ij)2
GHD2 =
1
N(N   1)
X
i;j
(a2(i)(j)   b2ij)2:
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When we are interested in comparing only two networks, A and B, we let A1 = A2 =
A and B1 = B2 = B, and hence GHD(A;B) = GHD1 = GHD2. We also introduce the
following notation that will be used for the computation of the GHD moments:
aSt =
NX
i=1
NX
j=1
atij for t = 1; 2
bSt =
NX
i=1
NX
j=1
btij for t = 1; 2
aS2t =
NX
i=1
NX
j=1
a2tij for t = 1; 2
bS2t =
NX
i=1
NX
j=1
b2tij for t = 1; 2
aS =
NX
i=1
NX
j=1
a1ija2ij
bS =
NX
i=1
NX
j=1
b1ijb2ij
aST =
NX
i=1
NX
j=1
a1ija2ji
bST =
NX
i=1
NX
j=1
b1ijb2ji
and
1A =
NX
i=1
a1i
NX
i=1
a2i
2A =
NX
i=1
a1i
NX
i=1
a2i
3A =
NX
i=1
a1i
NX
i=1
a2i
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4A =
NX
i=1
a1i
NX
i=1
a2i
1B =
NX
i=1
b1i
NX
i=1
b2i
2B =
NX
i=1
b1i
NX
i=1
b2i
3B =
NX
i=1
b1i
NX
i=1
b2i
4B =
NX
i=1
b1i
NX
i=1
b2i:
A.1.2 Calculation of the mean
The expected value is
E[GHDt] = E[
1
N(N   1)
X
i;j
(at(i)(j)   btij)2]
=
1
N(N   1)
X
i;j
E[(a
2
t(i)(j) + b
2
tij   2at(i)(j)btij)]
=
bS2t
N(N   1) +
aS2t
N(N   1)  
2 aStbkt
N2(N   1)2 :
for t = 1 and t = 2.
A.1.3 Calculation of the covariance
The covariance between GHD1 and GHD2:
Cov(GHD1;GHD2)
= (
1
N(N   1))
2Cov[
X
i;j
(a1(i)(j)   b1ij)2;
X
i;j
(a2(i)(j)   b2ij)2]
= (
1
N(N   1))
2Cov[
X
i;j
(a21(i)(j) + b
2
1ij   2a1(i)(j)b1ij);
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i;j
(a22(i)(j) + b
2
2ij   2a2(i)(j)b2ij)]
= (
1
N(N   1))
2Cov[
X
i;j
a1(i)(j)b1ij;
X
i;j
a2(i)(j)b2ij]
=
4
(N(N   1))2Cov[
X
i;j
a1(i)(j)b1ij;
X
i;j
a2(i)(j)b2ij]: (A.1)
Denote the two quantities in (A.1) by 1 and 2 , respectively, so that
1 =
X
i;j
a1(i)(j)b1ij;
2 =
X
i;j
a2(i)(j)b2ij:
Then the covariance between 1 and 2 can be written as
Cov(1; 2) = E[12]  E[1]E[2]
= E[12]  12;
where 1 and 2 are the means of 1 and 2 given by
t = E[t] t = 1; 2
= E[
X
i;j
at(i)(j)btij]
=
X
i;j
btijE[at(i)(j)]
=
1
N(N   1)
bSt
aSt:
In order to calculate E[12], we observe directly that
E[12] = E[
NX
i=1
NX
j=1
a1(i)(j)b1ij
NX
k=1
NX
l=1
a2(k)(l)b2kl]
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= E[
NX
i=1
NX
j=1
NX
k=1
NX
l=1
a1(i)(j)b1ija2(k)(l)b2kl]
=
NX
i=1
NX
j=1
NX
k=1
NX
l=1
b1ijb2klE[a1(i)(j)a2(k)(l)]:
The evaluation of E(a1(i)(j)a2(k)(l)) involves 7 distinct cases, depending on the four
subscripts, which we consider separately:
1. Two tied subscripts 1: (i; j) = (k; l)
2. Two tied subscripts 2: (i; j) = (l; k)
3. One tied subscript 1: i = k
4. One tied subscript 2: i = l
5. One tied subscript 3: j = k
6. One tied subscript 4: j = l
7. Subscripts are all distinct: i 6= j 6= k 6= l.
Case 1: Two tied subscripts (i; j) = (k; l) :
E[a1(i)(j)a2(i)(j)] =
aS
N(N   1) :
Case 2: Two tied subscripts (i; j) = (l; k) :
E[a1(i)(j)a2(j)(i)] =
aST
N(N   1) :
Case 3: One tied subscript 1: i = k
E[a1(i)(j)a2(i)(s)]
=
1
N(N   1)(N   2)
X
i
X
j
X
l
a1ija2il
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=
1
N(N   1)(N   2)
X
i
X
j
a1ij(a2i   a2ij)
=
1
N(N   1)(N   2)
X
i
X
l
(a1ija2i   a1ija2ij)
=
1
N(N   1)(N   2)(
1A  aS)
:= aC1;
Case 4: One tied subscript 1: i = l
E[a1(i)(j)a2(k)(i)]
=
1
N(N   1)(N   2)
X
i
X
j
X
k
a1ija2ki
=
1
N(N   1)(N   2)
X
i
X
j
a1ij(a2i   a2ji)
=
1
N(N   1)(N   2)
X
i
X
j
(a1ija2i   a1ija2ji)
=
1
N(N   1)(N   2)(
2A  aST )
:= aC2:
Case 5: One tied subscript 1: j = k
E[a1(i)(j)a2(j)(l)]
=
1
N(N   1)(N   2)
X
i
X
j
X
l
a1ija2jl
=
1
N(N   1)(N   2)
X
i
X
j
a1ij(a2j   a2ji)
=
1
N(N   1)(N   2)
X
i
X
j
(a1ija2j   a1ija2ji)
=
1
N(N   1)(N   2)
X
i
X
j
(a1jia2i   a1jia2ij)
=
1
N(N   1)(N   2)(
3A  aST )
:= aC3:
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Case 6: One tied subscript 1: j = l
E[a1(i)(j)a2(k)(j)]
=
1
N(N   1)(N   2)
X
i
X
j
X
k
a1ija2kj
=
1
N(N   1)(N   2)
X
i
X
j
a1ij(a2j   a2ij)
=
1
N(N   1)(N   2)
X
i
X
j
(a1ija2j   a1ija2ij)
=
1
N(N   1)(N   2)
X
i
X
j
(a1ija2j   a1jia2ji)
=
1
N(N   1)(N   2)(
4A  aS)
:= aC4
Case 7: Subscripts are all distinct: i 6= j 6= k 6= l
E[a1(i)(j)a2(k)(l)]
=
1
N(N   1)(N   2)(N   3)[
X
i
X
j
X
k
X
l
a1ija2kl]
=
1
N(N   1)(N   2)(N   3)
X
i
X
j
X
k
(a1ij(a2k   a2kj   a2ki)
=
1
N(N   1)(N   2)(N   3)
X
i
X
j
X
k
(a1ija2k   a1ija2kj   a1ija2ki)
=
1
N(N   1)(N   2)(N   3)
X
i
X
j
(a1ij(a2   a2i   a2j) 
X
k
a1ija2kj  
X
k
a1ija2ki)
=
1
N(N   1)(N   2)(N   3)
X
i
X
j
(a1ij(
aS2   a2i   a2j))  aC2   aC4
=
1
N(N   1)(N   2)(N   3)(
aS1
aS2  
X
i
X
j
a1ij(a2i + a2j)  aC2  a C4)
=
1
N(N   1)(N   2)(N   3)(
aS1
aS2   1A  3A  2A  4A+ aS + aST )
:= aD
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Hence
E[12] =
NX
i=1
NX
j=1
NX
k=1
NX
l=1
b1ijb2klE[a1(i)(j)a2(k)(l)]
=
1
N(N   1)(
aSbS + aST bST ) +
4X
w=1
aCw
bCw +
aDbD:
Then
Cov(1; 2) = E[12]  E[1]E[2]
=
(aSbS + aST bST )
N(N   1) +
4X
w=1
aCw
bCw +
aDbD   12: (A.2)
Therefore,
Cov(GHD1;GHD2)
=
4
(n(n  1))2Cov[
X
ij
a1(i)(j)b1ij;
X
ij
a2(i)(j)b2ij]
=
4
(n(n  1))2Cov(1; 2)
=
4
(n(n  1))2 [
(aSbS + aST bST )
N(N   1) +
4X
w=1
aCw
bCw +
aDbD   12]:
A.2 Proof Of (5.22)
In this section we sketch a proof of (5.22) (in page 143). First we know that ~ZN =
(ZN(1); Z

N(2); :::; Z

N(T ))
0 is approximately joint normal. And denote ~Z1 be standard nor-
mal distribution with mean 0 and covariance matrix I . ~Z1 is the limiting condition of
~ZN:
~ZN !d ~Z1 as N !1
Where !d means converge in distribution. We want to show that given the above con-
vergence hold, given g(x) = expx an exponential function, the following convergence
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hold:
E(g( ~ZN))!d E(g(~Z1)) as N !1:
This above converge for bounded function g(x) is always true, when applying unbounded
function g(X) such as exponential function, Zapała [110] have showed that for any contin-
uous , S1-almost uniform integrable (S1-a.u integrable) functions g : X ! R,
lim
s2S
Z
X
g(X)fs(X)dX =
Z
X
g(X)f(X)dX; (A.3)
if and only if s ! 1.
Where 1 is a  -smooth finite Borel measure in the space X. Here, S1 = (s; s 2
S1)  U+ denotes a net of finite, non-negative Borel measures in a completely regular
topological space X indexed by a index set S1 = S [1. For this particular problem, we
knew that ~ZN ! N(0; I) as N increases. Then the series of random variables Z1 =
(~ZN; N = 1; ::;1)s are finite and non-negative on RT , Also ~Z1 which is N(0; I), is
 -smooth finite [102] in RT . Hence we only need to show that g(X) = exp(X) is Z1
-a.u integrable. By definition of Zapała [110], g(X) is Z1 -a.u integrable if
^

_
0<Cs<1
_
z2Z
^
ss;z2S1
Z
x2X:jjg(x)jj>C
jjg(x)jjfs(x)dx < ; (A.4)
First for ~Z1, we know that f1(x) is the joint density of T i.i.d normals. We have:Z
jjxjj>C
exp(~0x)f(x)dx
= exp (~0~)
Z
jjy+ 1
2
~jj>C
f1(y)dy y = x  1
2
~
:
= exp(~0~)(1  T (h(C))):
Here we define
R
jjy+ 1
2
~jj>C f1(y)dy = T (h(C)), T joint c.d.f of T i.i.d normals and
h(C) is the solution of jjy+ 12 ~jj > C. T (h(C)) is a increasing function of C. For any
 > 0, for fixed constant vector ~, 
exp(~0~)
is a constant greater than 0. For fixed number T ,
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there must exist a finite constant C such that:
(1  T (h(C))) < 
exp(~0~)
;
Therefore g(X) = exp(X) is a.u integrable with respect to Z1. Let c1 be the constant
s.t. (A.4) is smaller than .
Now lets look at ~ZN. Given a network of size N , for any  > 0, there exist 0 < C <
1, we have for the left part of (A.4):Z
jjxjj>C
exp(~0x)fN(x)dx < ;
For each N(i) in Z

N(i), the value of ~N is actually bounded. From the formulation, we
can derive the upper bound for adjacency information
N(i) =
NX
k=1
NX
s=1
ai(k)(s)biks
 min(
NX
k=1
ai(k)(s);
NX
k=1
bi(k)(s))
< N(N   1):
Similarly for the TO measure, we know that the value of TO measure is in the interval
[0; 1], hence N(i) for TO measure is also bounded by N(N   1). Then the value of
ZN(i) = L
 1((0; 0; ::; N(i); ::; 0)
0   (0; 0; :::N(i); ::; 0)) is also bounded, since  1ii and
N(i)) are value that corresponds to N , now lets denote the maximum of ZN(i) as cb (e.g.
cb = maxifZN(i)g). Then for any  > 0, and C = Tcb:Z
jjxjj>C
exp(~0x)fN(x)dx
=
Z
jjxjj>Tcb
exp(~0x)fN(x)dx
=
Z
at least one Z
N(i)
>cb
exp(~0x)fN(x)dx
= 0
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< :
Thus we can see for fixed N , there is always a constant cb bounding ZN(i), such that the
integration (A.4) is 0. Hence for finite N and limiting condition of ~Z1, (A.4) holds true.
Then for those large enough N , notice the fact that the bound of N(i) is an increasing
function w.r.t N . Hence the bound of ZN(i) is increasing till infinity, however also both
tails of ZN(i) becoming more and more flat and tends to the tails ofN(0; I) asN increases
to infinity. For any large N ! 1, for a large enough cN < 1, the tail of fN(x) will
always tend to lower than f1(x) as jjxjj increases. Hence for any N , fN(x)  f1(x) as
jjxjj tends to infinity. Therefore, for any  > 0, exist constant cmax > c1, and for any N
large, we can intuitively have: Z
jjxjj>cmax
exp(~0x)fN(x)dx

Z
jjxjj>cmax
exp(~0x)f1(x)dx
 
In the later chapter, monte carlo simulation have been done to verify the Z1a.u integrable
property of g(X) = exp(X). We have thus justified (A.4).
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Appendix B
DNA Methylation Analysis: Further
Experimental Results
B.1 Power Law Of Co-methylation Networks
Figure B.1: Check power law property of co-methylation control and case networks. Singular nodes are
excluded from both control and case networks. Both plots shows both co-methylation networks roughly
follows scale free network models with exponent at around 1.15 to 1.2. Therefore condition for asymptotic
normality holds and GHD test can be applied.
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B.2 Results From GO Analysis
B.2.1 Top 10 enriched GO terms and pathways for probe set of differential
co-methylated (DC) subnetwork
GO ID GO:BP TERM P-value
1 GO:0050896 Response to stimulus 4.01e-09
2 GO:0051716 Cellular response to stimulus 1.44e-08
3 GO:0042221 Response to chemical stimulus 3.29e-08
4 GO:0006950 Response to stress 4.75e-07
5 GO:0048731 System development 1.06e-06
6 GO:0070887 Cellular response to chemical stimulus 1.24e-06
8 GO:0007165 Signal transduction 1.73e-06
7 GO:0007154 Cell communication 2.45e-06
9 GO:0031325 Positive regulation of cellular metabolic process 4.09e-06
10 GO:0048856 Anatomical structure development 4.52e-06
Table B.1: List of Top 10 significant GO terms of BP (Biological Process) for probes in DC
subnetwork. There are 762 significant GO terms that related to 1642 selected probes. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
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GO ID GO:CC TERM P-value
1 GO:0044459 Plasma membrane part 1.19e-05
2 GO:0009986 Cell surface 1.80e-05
3 GO:0044464 Cell part 1.91e-05
4 GO:0071944 Cell periphery 1.92e-05
5 GO:0005623 Cell 1.95e-05
6 GO:0005886 Plasma membrane 3.29e-05
7 GO:0000228 Nuclear chromosome 9.10e-05
8 GO:0044454 Nuclear chromosome part 1.16e-04
9 GO:0005694 Chromosome 3.04e-04
10 GO:0000790 Nuclear chromatin 4.57e-04
Table B.2: List of Top 10 significant GO terms of CC (Cellular Component) for probes in
DC subnetwork. There are 73 significant GO terms that related to 1642 selected probes.
GO-terms are ranked based on their corresponding p-values which evaluated by hypergeo-
metric test.
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GO ID GO:MF TERM P-value
1 GO:0005515 protein binding 9.12e-06
2 GO:0005518 collagen binding 8.44e-05
3 GO:0001104 RNA polymerase II transcription cofactor activity 9.85e-05
4 GO:0004871 signal transducer activity 6.60e-04
5 GO:0060089 molecular transducer activity 6.60e-03
6 GO:0001076 RNA polymerase II transcription factor 6.67e-03
binding transcription factor activity
7 GO:0015238 drug transmembrane transporter activity 1.75e-03
8 GO:0042578 phosphoric ester hydrolase activity 1.98e-03
9 GO:0032403 protein complex binding 2.53e-03
10 GO:0044212 transcription regulatory region DNA binding 2.58e-03
Table B.3: List of Top 10 significant GO terms of MF (Molecular Function) for probes in
DC subnetwork. There are 154 significant GO terms that related to 1642 selected probes.
GO-terms are ranked based on their corresponding p-values which evaluated by hypergeo-
metric test.
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KEGG ID KEGG pathway P-value
1 04640 Hemtopoietic cell lineage 2.82e-03
2 05221 Acute myeloid leukemia 6.14e-03
3 04810 Regulation of actin cytoskeleton 1.06e-02
4 04664 Fc epsilon RI signaling pathway 1.14e-02
5 04662 B cell receptor signaling pathway 1.25e-02
6 05144 Malaria 1.38e-02
7 04910 Insulin signaling pathway 1.86e-02
8 04010 MAPK signaling pathway 2.30e-02
9 04964 Proximal tubule bicarbonate reclamation 2.47e-02
10 00603 Glycosphingolipid biosynthesis - globo series 3.29e-02
11 05214 Glioma 4.01e-02
12 05310 Asthma 4.30e-02
Table B.4: List of 12 significant KEGG pathways for probes in DC subnetwork contain
1642 probes. KEGG terms are ranked based on their corresponding p-values which evalu-
ated by hypergeometric test.
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B.2.2 Top 10 enriched GO terms for Differential methylated (DM) probes
that also found enriched with the probe set of DC subnetworks
GO ID GO:BP TERM P-value
1 GO:0006950 Response to stress 5.02e-05
2 GO:0006477 Protein sulfation 9.74e-05
3 GO:0006955 Immune response 1.62e-04
4 GO:0002376 Immune system process 2.10e-04
5 GO:0006952 Defense response 2.13e-04
6 GO:0032672 Regulation of interleukin-3 production 2.96e-04
7 GO:0042223 Interleukin-3 biosynthetic process 2.96e-04
8 GO:0045399 Regulation of interleukin-3 biosynthetic process 2.96e-04
9 GO:0045401 Positive regulation of interleukin-3 biosynthetic process 2.96e-04
10 GO:0033008 Positive regulation of mast cell activation 3.94e-04
involved in immune response
Table B.5: List of Top 10 significant enriched GO terms of BP for differential methylated
probes that also found enriched in the GO analysis for probe set of DC subnetwork. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
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GO ID GO:CC TERM P-value
1 GO:0005839 Proteasome core complex 2.96e-03
2 GO:0072357 PTW/PP1 phosphatase complex 3.84e-03
3 GO:0019773 Proteasome core complex, alpha-subunit complex 5.32e-03
4 GO:0005576 Extracellular region 7.29e-03
5 GO:0044464 Cell part 1.24e-02
6 GO:0005623 Cell 1.25e-02
7 GO:0044459 Plasma membrane part 1.47e-02
8 GO:0044297 Cell body 1.59e-02
9 GO:0005586 Collagen type III 1.64e-02
10 GO:0005887 Integral to plasma membrane 1.98e-02
Table B.6: List of Top 10 significant enriched GO terms of CC for differential methylated
probes that also found enriched in GO analysis for probe set of DC subnetwork. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
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GO ID GO:MF TERM P-value
1 GO:0030331 Estrogen receptor binding 7.12e-05
2 GO:0035258 Steroid hormone receptor binding 5.16e-04
3 GO:0019763 Immunoglobulin receptor activity 8.79e004
4 GO:0019767 IgE receptor activity 8.7e-04
5 GO:0004867 Serine-type endopeptidase inhibitor activity 1.71e-03
6 GO:0001104 RNA polymerase II transcription cofactor activity 2.51e-03
7 GO:0001517 N-acetylglucosamine 6-O-sulfotransferase activity 2.86e-03
8 GO:0005345 Purine nucleobase transmembrane transporter activity 2.86e-03
9 GO:0015347 Sodium-independent organic anion transmembrane 2.86e-03
transporter activity
10 GO:0019863 IgE binding 2.86e-03
Table B.7: List of Top 10 significant enriched GO terms of MF for differential methylated
probes that also found enriched in GO analysis for probe set of DC subnetwork. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
B.2.3 Top 5 enriched GO terms and pathways for community C1
GO ID GO:BP TERM P-value
1 GO:0048731 System development 2.13e-07
2 GO:0048856 Anatomical structure development 1.602e-06
3 GO:0007275 Multicellular organismal development 2.73e-06
4 GO:0032501 Multicellular organismal process 9.59e-06
5 GO:0007399 Nervous system development 1.47-05
Table B.8: List of Top 5 significant enriched GO terms of BP for community C1. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
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GO ID GO:CC TERM P-value
1 GO:0000228 Nuclear chromosome 3.94e-06
2 GO:0044454 Nuclear chromosome part 2.73e-05
3 GO:0000790 Nuclear chromatin 3.04e-05
4 GO:0005694 Chromosome 1.30e-04
5 GO:0044424 Intracellular part 1.40e-04
Table B.9: List of Top 5 significant enriched GO terms of CC for community C1. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
GO ID GO:MF TERM P-value
1 GO:0005515 Protein binding 1.05e-05
2 GO:0004708 MAP kinase kinase activity 2.52e-04
3 GO:0001012 RNA polymerase II regulatory region DNA binding 6.23e-04
4 GO:0044212 Transcription regulatory region DNA binding 1.00e-03
5 GO:0000978 RNA polymerase II core promoter 1.05e-03
proximal region DNA binding
Table B.10: List of Top 5 significant enriched GO terms of MF for community C1. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 04964 Proximal tubule bicarbonate reclamation 2.72e-03
2 05218 Melanoma 1.14e-02
3 04010 MAPK signaling pathway 1.19e-02
4 05219 Bladder cancer 1.69e-02
5 04012 ErbB signaling pathway 2.15e-02
Table B.11: List of Top 5 significant enriched KEGG terms of community C1. KEGG terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
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B.2.4 Top 5 enriched GO terms and pathways for community C2
GO ID GO:BP TERM P-value
1 GO:0007165 Signal transduction 1.12e-04
2 GO:0051716 Cellular response to stimulus 1.93e-04
3 GO:0023052 Signaling 4.43e-04
4 GO:0007154 Cell communication 5.89e-04
5 GO:0007166 Cell surface receptor signaling pathway 2.45e-03
Table B.12: List of Top 5 significant enriched GO terms of BP for community C2. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
GO ID GO:CC TERM P-value
1 GO:0032584 Growth cone membrane 6.35e-03
2 GO:0000177 Cytoplasmic exosome (RNase complex) 7.94e-03
3 GO:0031527 Filopodium membrane 1.74e-02
4 GO:0009897 External side of plasma membrane 2.67e-02
5 GO:0000178 Exosome (RNase complex) 2.67e-02
Table B.13: List of Top 5 significant enriched GO terms of CC for community C2. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
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GO ID GO:MF TERM P-value
1 GO:0000257 Nitrilase activity 1.74e-03
2 GO:0004997 Thyrotropin-releasing hormone receptor activity 1.74e-03
3 GO:0016815 Hydrolase activity, acting on carbon-nitrogen bonds, 1.74e-03
4 GO:0004937 Alpha1-adrenergic receptor activity 5.22e-03
5 GO:0044323 Retinoic acid-responsive element binding 5.22e-03
Table B.14: List of Top 5 significant enriched GO terms of MF for community C2. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 04020 Calcium signaling pathway 3.85e-03
2 04970 Salivary secretion 1.14e-02
3 04080 Neuroactive ligand-receptor interaction 1.33e-02
4 04270 Vascular smooth muscle contraction 1.78e-02
5 04062 Chemokine signaling pathway 4.79e-02
Table B.15: List of Top 5 significant enriched KEGG terms of community C2. KEGG terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
B.2 Results From GO Analysis 198
B.2.5 Top 5 enriched GO terms and pathways for community C3
GO ID GO:BP TERM P-value
1 GO:0015712 Hexose phosphate transport 3.47e-05
2 GO:0015748 Organophosphate ester transport 3.47e-05
3 GO:0015760 Glucose-6-phosphate transport 3.47e-05
4 GO:1901264 Carbohydrate derivative transport 2.42e-03
5 GO:0010649 Regulation of cell communication by electrical coupling 2.45e-03
Table B.16: List of Top 5 significant enriched GO terms of BP for community C3. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
GO ID GO:CC TERM P-value
1 GO:0048471 Perinuclear region of cytoplasm 2.26e-03
2 GO:0044444 Cytoplasmic part 7.93e-03
3 GO:0031088 Platelet dense granule membrane 1.19e-02
4 GO:0005923 Tight junction 1.41e-02
5 GO:0070160 Occluding junction 1.41e-02
Table B.17: List of Top 5 significant enriched GO terms of CC for community C3. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
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GO ID GO:MF TERM P-value
1 GO:0005515 Protein binding 2.27e-03
2 GO:0004925 Prolactin receptor activity 2.27e-03
3 GO:0008127 Quercetin 2,3-dioxygenase activity 2.27e-03
4 GO:0015119 Hexose phosphate transmembrane transporter activity 2.27e-03
5 GO:0015152 Glucose-6-phosphate transmembrane transporter activity 2.27e-03
Table B.18: List of Top 5 significant enriched GO terms of MF for community C3. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 04662 B cell receptor signaling pathway 2.08e-02
2 00062 Fatty acid elongation 2.15e-02
3 04142 Lysosome 4.81e-02
Table B.19: List of 3 significant enriched KEGG terms of community C3. KEGG terms are
ranked based on their corresponding p-values which evaluated by hypergeometric test.
B.2.6 Top 5 enriched GO terms and pathways for community C4
GO ID GO:BP TERM P-value
1 GO:0009372 Quorum sensing 8.76e-04
2 GO:0032470 Elevation of endoplasmic reticulum calcium ion concentration 8.76e-04
3 GO:0048874 Homeostasis of number of cells in a free-living population 8.76e-04
4 GO:0052097 Interspecies quorum sensing 8.76e-04
5 GO:0052106 Quorum sensing involved in interaction with host 8.76e-04
Table B.20: List of Top 5 significant enriched GO terms of BP for community C4. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
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GO ID GO:CC TERM P-value
1 GO:0031673 H zone 7.17e-04
2 GO:0031095 Platelet dense tubular network membrane 5.72e-03
3 GO:0031094 Platelet dense tubular network 7.14e-03
4 GO:0031672 A band 1.21e-02
5 GO:0015629 Actin cytoskeleton 1.77e-02
Table B.21: List of Top 5 significant enriched GO terms of CC for community C4. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
GO ID GO:MF TERM P-value
1 GO:0022804 Active transmembrane transporter activity 8.7e-04
2 GO:0004909 Interleukin-1, Type I, activating receptor activity 1.39e-03
3 GO:0015382 Sodium:sulfate symporter activity 1.39e-03
4 GO:0022890 Inorganic cation transmembrane transporter activity 1.85e-03
5 GO:0015226 Carnitine transporter activity 2.09e-03
Table B.22: List of Top 5 significant enriched GO terms of MF for community C4. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 004640 Hematopoietic cell lineage 4.94e-02
Table B.23: Significant enriched KEGG term of community C4.
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B.2.7 Top 5 enriched GO terms and pathways for community C5
GO ID GO:BP TERM P-value
1 GO:0032672 Regulation of interleukin-3 production 1.02e-04
2 GO:0042223 Interleukin-3 biosynthetic process 1.02e-04
3 GO:0045399 Regulation of interleukin-3 biosynthetic process 1.02e-04
4 GO:0045401 Positive regulation of interleukin-3 biosynthetic process 1.02e-04
5 GO:0032632 Interleukin-3 production 3.05e-04
Table B.24: List of Top 5 significant enriched GO terms of BP for community C5. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
GO ID GO:CC TERM P-value
1 GO:0072357 PTW/PP1 phosphatase complex 1.32e-03
2 GO:0043233 Organelle lumen 3.34e-03
3 GO:0031974 Membrane-enclosed lumen 4.45e-03
4 GO:0005887 Integral to plasma membrane 7.26e-03
5 GO:0044459 Plasma membrane part 9.23e-03
Table B.25: List of Top 5 significant enriched GO terms of CC for community C5. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
B.2 Results From GO Analysis 202
GO ID GO:MF TERM P-value
1 GO:0030331 Estrogen receptor binding 1.21e-04
2 GO:0035258 Steroid hormone receptor binding 3.01e-04
3 GO:0005345 Purine nucleobase transmembrane transporter activity 9.76e-04
4 GO:0015205 Nucleobase transmembrane transporter activity 2.02e-03
5 GO:0016504 Peptidase activator activity 2.96e-03
Table B.26: List of Top 5 significant enriched GO terms of MF for community C5. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 04710 Calcium signaling pathway 2.26e-02
2 00785 Salivary secretion 2.34e-02
3 04950 Neuroactive ligand-receptor interaction 3.19e-02
4 05016 Vascular smooth muscle contraction 3.57e-02
Table B.27: List of 4 significant enriched KEGG terms of community C5. KEGG terms are
ranked based on their corresponding p-values which evaluated by hypergeometric test.
Appendix B. DNA Methylation Analysis: Further Experimental Results 203
B.2.8 Top 5 enriched GO terms and pathways for community C6
GO ID GO:BP TERM P-value
1 GO:0006955 Immune response 3.30e-04
2 GO:0006477 Protein sulfation 3.50e-04
3 GO:0007187 G-protein coupled receptor signaling pathway, 5.40e-04
coupled to cyclic nucleotide second messenger
4 GO:0006040 Amino sugar metabolic process 7.72e-04
5 GO:0043252 Sodium-independent organic anion transport 8.32e-04
Table B.28: List of Top 5 significant enriched GO terms of BP for community C6. GO-terms
are ranked based on their corresponding p-values which evaluated by hypergeometric test.
GO ID GO:CC TERM P-value
1 GO:0031228 Intrinsic to Golgi membrane 1.03e-03
2 GO:0005730 Nucleolus 7.17e-03
3 GO:0031300 Intrinsic to organelle membrane 8.92e-03
4 GO:0005589 Collagen type VI 1.36e-02
5 GO:0030688 Preribosome, small subunit precursor 1.36e-02
Table B.29: List of Top 5 significant enriched GO terms of CC for community C6. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
B.2 Results From GO Analysis 204
GO ID GO:MF TERM P-value
1 GO:0001517 N-acetylglucosamine 6-O-sulfotransferase activity 2.24e-04
2 GO:0015347 Sodium-independent organic anion transmembrane 2.24e-04
transporter activity
3 GO:0008514 Organic anion transmembrane transporter activity 1.21e-03
4 GO:0005344 Oxygen transporter activity 1.44e-03
5 GO:0031593 Polyubiquitin binding 4.47e-03
Table B.30: List of Top 5 significant enriched GO terms of MF for community C6. GO-
terms are ranked based on their corresponding p-values which evaluated by hypergeometric
test.
KEGG ID KEGG pathway P-value
1 00533 Glycosaminoglycan biosynthesis 2.09e-03
2 05144 Malaria 2.29e-03
3 00130 Ubiquinone and other terpenoid-quinone biosynthesis 2.66e-02
4 00430 Metabolism; Metabolism of other amino acids 4.74e-02
Table B.31: List of 4 significant enriched KEGG terms of community C6. KEGG terms are
ranked based on their corresponding p-values which evaluated by hypergeometric test.
