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1．一般の線型回帰モデルの諸前提
　ある変数，とん一1個の説明変数X2，X3，…，Xんと撹乱項郡の間に，ある線
型関係が存在するものとする。われわれの目前には被説明変数〃とん一1個
の説明変数のそれぞれπ個の観測値からなるある任意の標本があるものとす
る。一般に，母集団の“およびκ一1個の変数の線型関係は次のように表現
できる。
　yFβ1＋β2×2君＋…＋βゐX短＋μ、　　∫一1，2，…，η　　　　　　　　　　　（1〉
ここで，係数β、は母集団の母数すなわちパラメータ（Parameters）を，また，
角は撹乱項（disturbance　term）と呼ばれる確率変数を表すが，β、およびμ、
の確率分布は未知である。まず当面のわれわれの問題は，これらの未知の確
率変数の推定量を得ることである。　（1）式の方程式は，行列を使って表わ
すと，次のような簡潔な式で再表現することができる。
　　y＝即＋皿　　　　　　　　　　　（2）
　　　　　　　　　　　　　一135一
y＝＝
＝6
??
???
X
u　＝
1×21・一・X左1
1×22・一・Xκ2
1×2η・一・X枷
％1
初2
（3）
　　　　　　　　　　　妬
　ここでy，6およびuはη×1の列ベクトル，Xは，π×ゐの行列である。
yとXは標本の個々の観測値から成り立っ。
　行列Xの1からなる第1列は，yの切片を表わすし，行列Xの＆、は変数Xκ
の第∫番目の観測値を表わす。この行列Xは通常の表示法とは，行と列が逆
になっている。
　係数0のベクトルの推定を行うにあたって，われわれは，撹乱項uと観測
値を要素とする行列に関してのいくつかの基本的仮定を設定しなければなら
ない。これらの仮定は，推定作業に不可決である。もし，これらのうち1つ
あるいは，それ以上のものが満足されないときには，モデルそのものを部分
的に修正していかなければならない。一般の線型回帰モデルの基本的仮定は
次のとおりである。
　　　　　β鴻
　　E（u）一〇
　　E（UU’）一σ21．
　Xは固定的な数の集合である。
　Xのランタκ＜観測数η
（4一α）の仮定は確率変数である撹乱項％、（診一1，2，・・，
　（4一α）
　（4－6）
　（4－c）
　（4－4）
ん）は，確率的
な動きをするがその期待値がゼロであること，すなわち，批、の値はゼロより
も大きくなったり小さくなったりするが平均すれば，ゼロになるという仮定
である。また，（4－6）の仮定は撹乱項甥、（∫一1，2，…，ん）の分散が一
定であることを表わしているが，uがη×1のベクトルであるからuuノはη
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次の対称行列となり，皿の分散共分散行列は，以下のようになる。
E（u皿’）一
E（諭　E（U1麗2〉…E（μIUη）
E（％2鍵1〉E（％1）　・・E（％2％η）
σ2　0　…0
0　σ2　…O
　　　　　　　　　　　　　　　　　　　　　　　　0　0　…σ2
E（％、）2一♂（一定），すなわちすべてのδについて鋤，の分散は一定の値σ2を
もつがそれ以外の項はE（％‘絢＋、）一〇，sキ10，すなわち％，と％汁、変数は互
いに無相関，っまり互いに独立である。
　（4－c）の仮定は（ゐ一1）個の説明変数といわれる観測値からなる行
列であるが分布を伴なう確率変数ではなく，固定的なものであるということ
である。つまりXには具体的な値が指定される。uに関する（4一α），（4
－6）の仮定を考慮するならば，yの分布はXの値が与えられたときのyの
条件付期待値との線型回帰方程式で表わされ，その分布がその超平面上にそ
の平均があり，分散がUと同じくσ21．ということである。
　最後に（4－d）の仮定はゐ一1個の説明変数のそれぞれπ個の観測値か
らなる行列のランクが観測値の個数よりも大きくなければならないというこ
とである。もし，そうでなければ逆行列が存在しなくなるからである。
　以上が母集団に関するデータを要約した諸前提である。多くの場合，われ
われの手許にある利用可能なデータは，ほとんど母集団の一部である標本で
ある。その標本は，母集団の特徴を忠実に反映しているものと考えられるか
ら，大切に扱い推測統計学では，それを最も効率的に有効に使って，母集団
に関するいろいろな情報を引き出す。母集団の完全な姿を確実に知るには，
当然その母集団を構成するすべての要素がわかっていなければならない。し
かし，それは，通常無理な要求である。というのは，ある場合には，母集団
のすべての要素を調査することがまた，ある場合には，いろいろな現実的な
諸制約からたとえば，調査に長時間がかかるとか，莫大な費用がかかるとか
の理由からできないからである。このような事情から，標本を利用して母集
団を把握しようとする推測統計学が必要となってくるわけである。
　　　　　 E（％盈）　　　　　 E（制η％1）E（％η鶴2）
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2．最小二乗推定量
　われわれが実際に知りたいのは母集団の母数（Parameters）なのである
が，通常それは全数調査でもしない限り，知ることはできない。そこで，そ
れらを知る方法として標本をもとにして，なるべく推定誤差が小さくなるよ
うに推定する。
　さて，1であげた4つの基本的諸仮定のもとでまず，母集団のパラメータ
0を推定することからはじめよう。標本の観測値に，撹乱項の推定値の誤差
の二乗和が最小になるように回帰平面（超平面）をあてはめる。撹乱項uの
推定量をeとし母数の推定量を0で表わすと，（2）式の母集団の回帰方程式
は次のようになる。
　　y－XP＋e　　　　　　　　　　　　　　（5）
　この推定は，ガウスーマルコフの定理から，最小二乗法の原理を適用して
求められている。つまり（5）式の残差項eの二乗和が最小になるような線
型回帰の標本方程式を求める。すなわち，（5）式の残差項eの二乗和は，
　　e／e一（y－XP）ノ（y－XO）
　　　　一y／y－2P／X／y十β’X！Xp
　　　　－y／y－9／X／y　　　　　　　　　　　　　　　　　　　　　　　　　（6）
　　　　（。．●（グX／X）一y／XP）
である。この（6〉式を列ベクトル0で偏微分してゼロベクトルとおけばよ
いから，
　　　∂　　　　　　　　　　　　　．　　薔（e！e）＝｝2X／y＋2X’XP＝O
　　　　　　X／XO－X／y
　　　　　　9一（X／X）一1X／y　　　　　　　　　　　　　　　　　　　　（7）
（7）式の右辺は，すべて値のわかっている観測値であるから，これを計算
することによってPの値が求められる。すなわち9は最小二乗推定量である
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が，推定量βが望ましい推定量のうち最も重要な不偏性をもっているかを調
べるために6の期待値を求めてみよう。　（2〉式のyを（7）式のyに代入
すると，
　　　0一（X／X）4X／y一（X／X）一1Xノ（XP十u）
　　　　　　　　　　一P＋（X／X）一1X’u　　　　　　　　（8〉
　　　∴E（P）一E〔多十（X／X）　1X／u〕
　　　　　　　一E（9）十（X／X）一1X’E（u）
　　　　　　　一P　　　　　　　　　　　　　　　　　（9）
　　　　　（●．●E（皿）一〇）
つまり標本から求められた最小二乗推定量爵が不偏性をもつことが確認され
た。
　次に最小二乗推定量9の分散を求めてみよう。この分散は小さければ小さ
いほどよい。標本回帰方程式の超平面の傾きのゆれ（Wobble）が少なくてす
むからである。　（8）式より
　　　6－6一（X／X）幽IX／u　　　　　　　　　　　　（8）ラ
　　　V併（β）一E〔（命一の（命一“γ〕
　　　　　　一〔（X／X）一1X／uu／X（X／X）4〕
　　　　　　一σ2（X／X）一1　　　　　　　　　　　　　　　　　　　　　　　　（1Q）
　　　　　（∵（（X’X）4X・u）・一ガX（X・X）己）
既に（9）式より最小二乗推定量命はβの不偏推定量であることが証明され
ている。ここで，9の分散が他のいかなる推定量よりも小さいことを示すこ
とができれば，最小二乗推定量9は6の最良線型不偏推定量であることが明
らかになる。最小分散性を示すために，要素が既知であるc（ん×1の列ベ
クトル〉を考える。c’Pの可能な推定量の1つがゼのである。
　　　P一（X／X）『1X／y　　　　　　　　　　　　　　　　　　　　　　　　　　（7）
であったから
　　　E（ゼ命）一C宰
である。したがって分散は，次のようになる。
　　　　　　　　　　　　　　一139一
　　yαγ（Cノ舜）一E〔（Cノ舜一C／0）（Cノ㊨一C’9y〕
　　　　　　　一E〔C’（O－P）（“一9ノ〉C〕
　　　　　　　一σ2c’（X／y）働1c　　　　　　　　　　（11）
ここで，他の任意のcつの線型不偏推定量を
　　　6－a’y　　　　　　　　　　　　　　　　（12）
と定義してみる。もしこのわがc9の不偏推定量であるとすれば，
　　　E（わ）一E〔aノ（XO十u）〕
　　　　　一a／XP－c／0
でなければならない。すなわち不偏性が成り立っためには
　　　a／X－cノ　　　　　　　　　　　　　　　　　　　　　　　　（13）
でなければならない。すなわち（13）式が成り立っときのみに
　　　わ一c1P十a／u
となり，6の分散は
　　　yαγ（6）一E〔（6－c／6）（6－c！6）’〕
　　　　　　一E〔a／uu／a〕一σ2a／a　　　　　　　　　（14）
となる。また（13）式を使って（11）式を書きかえると
　　　yαγ（c／P）一σ2a！X（X／X〉一1X／a，
かくて，
　　yα7（6）一yαず（C’爵）
　　　一σ2a！〔1－X（X／X）一1Xノ〕a，
　　　一σ2a！Ma　　　　　　　　　　　　　　　　　　　　　　　　　　　（15）
ここで，
　　M－1－X（X／X）一1Xノ　　　　　　　　　　　　　　（16）
Mは対称かつ巾等行列である。さらに，それは，すぐ後の（20）式e’e－
u／Muで示されるように，正半定符号（Positive　semi．definite）である。
e／e≧OI。従って，Mも正半定符号であるから
　　　yαγ（6）一yαγ（c’爵）≧0　　　　　　　　　（17）
すなわち，cつの最小二乗推定量は，他のいかなる線型推定量よりも小さい
　　　　　　　　　　　　　　一140一
分散をもっている。従って，c’3は最良線型不偏推定量であることが証明さ
れた。そして，
　　　c伝一〔0…O，1，0，…O〕
において∫番目の要素が1で，その他はすべて0である場合が，ちょうどこ
れまでの推定量に該当することがわかる。
　次に残差分散について調べてみよう。
観測値をあてはめた後の行列表示の回帰方程式（5）式より
　　　e－y一部一X9＋u－X〔（X’X）一1X’（Xp＋皿）〕
　　　　　　　　一u－X（X／X〉咀1X／u
　　　　　　　　一〔1．一X（X／X）4Xノ〕皿
　　　　　　　　一Mu　　　　　　　　　　　　　　　　（19）
（19）式からわかるように観測される偏差eは，未知の撹乱項uの線型関数
として表現される。従って，残差分散は，
　　　e／e－u／MMu
　　　　－u／Mu
　　　　－uノ〔1難一X（X／X）一1Xノ〕u　　　　　　　　　　　　　　（20〉
となる。両辺の期待値をとると，
　　　E（e／e）一E〔uノ〔1η一X（X／X）一1Xノ〕u〕
　　　　　　一σ2｛r飯（X／X）一1（X／X）〕1
　　　　　　一（η一ゐ）σ2　　　　　　　　　　　（21）
ゆえに，σ2の不偏推定量S2は次のようになる。
　　　　　　　e／e　　　　S2一　　　　　　　　　　　　　　　　　　　（22）　　　　　　　η一ん
　ここで，観測値のデーターに標本回帰方程式をあてはめることによってy
の総変動（yから測って〉のうち，どれだけが説明されたかの割合を測る尺
度である決定係数（あるいは重相関係数）の式を導出することにする。
　　　　　　　　　　　まず，yの総変動Σ〃・および残差分散Σθ1は，それぞれ
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　　π　　　π　　　1　ηΣΨ多一Σy多一一（Σy∫）2
　　3，一1　　　　呂＝1　　　　　π　呂零1
　　　　　　　　1　一　　　　一y／y一一（Σy）2　　　　　　　　　　　　（23）
　　　　　　　　の　　　易1－e’e一（y－X9）ノ（y－X9）
　　　（。』ガX／y（スカラー）一y／X9）
　　　　一y／y－2B／X／y十9／X／X9
　　　　－y／y－3／X／y　　　　　　　　　　　　　　　　　　　　　　　　（24）
　　　　である。従って，説明される変動はΣ防一Σどとなる。すなわち，
　　　　　　　　　　　　1　　 ΣΨ1一Σel－y／y一一（Σy）2一（y／y－0／X／y）
　　　　　　　　　　　　η
　　　　　　　　　　　　　1　　　　　　　　一御X／y一一（Σy〉2　　　　　　　　　　　　　　　（25〉
　　　　　　　　　　　　　ゆ　　となる。従って，決定係数R21．2．3＿。ゐは，次のようになる。
　　　　　　　　珊一羽9・X・y一去（Σy）2
　　Rl．2．3＿．．．κ一　　　　一　　　　　　　　　　（26）　　　　　　　　　珊　　　y’y一⊥（Σy）8
　　　　　　　　　　　　　　　　　　η
　　　　1　　　　　　　　1ここで，万（．Σy礼）をSyy，万（．Σε1）をSEと書き表すとすれば（26）式は，
　　　　　　　　　　　SE　　R璽．2。3……κ一1一　　　　　　　　　　　　　（27）　　　　　　　　　　Syy
ともかける。しかし，この（27）式のSyyおよびSEは，それぞれ偏っている
ために決定係数の大きさは大きめに推定される。
　SyyおよびSEの不偏分散を使った場合の決定係数を調整済決定係数屠。2．
3＿。．．κは，次のようになる。
　　　一　　　　　　　　SE　η一1　　躍．2．3＿一．ゐ一1一一・　　　　　　　　　　S　　η一ゐ　　　　　　　　　　　yy
　　　　　　　　　　η一1　　　　　　　－1一　　（1－Rl．2．3…，．。κ）　　　　　　（28）　　　　　　　　　　η一κ
以上の諸結果を要約して，ここに再掲載しておこう。
　　y－XP十u－X9＋e
　　　　　　　　　　　　－142一
（2および5〉
　　卜（X！X）一1X’y　　　　　　　　　　　　（7）
　　E（の）一9　　　　　　　　　　　　　（9）
　　yαず（命）一σ2（X／X）冒1　　　　　　　　　　　　　　　　　　　　　　　（10）
　　E（e’e）一（rκ）σ2　　　　　　　　　　（21）
　　　　　　　　1　　 　9／X／y一π『（Σy）2
　　R2一　　　　　　　　　　　　　　　　　　（26）　　　　　　y／y一⊥（Σy）2
　　　　　　　　　π
　最後に，ここで後述の説明を進めるうえで必要になる偏差の表現形式を展
開しておくことにしよう。　（1）式および（5）式を標本の大きさηで除す
と，
　　y一β1十β2×2十……十βκX十鶴
　　　一β1十β2×2十……十βκ又ん　　　　　　　　　　　　　　　　　　（29）
（1）式から（29〉式を差し引くと，
　　y‘一y一β2（X2－X2）十……十βゐ（Xゐ一＆）十徊、一髭
　　　　　一β2κ2汁……＋β顧ε＋e　　卜1，2，…，η（30）
偏差を小文字で示すと（30）式は
　　9夢一β2κ2、＋……＋β廠＋％、一髭
　　　一β2κ2呂＋……＋β繊嘉＋eε　　　♂一1，2，3，…，η（31）
となる。　（31式）を行列表示すると，
　　y－XO＋u－u－Xの＋e　　　　　　　　　（32）
しかし，　（32）式のX9十eは（5）式のそれとは要素が異なっている。
y－1洲難iri卸／l∫
㊨一ll1☆’一　1e一　1／悌）
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この（32〉式の偏差の形で示される場合においても（7）式の場合と同様に
　　　β一（X／X）一1X／y
が成立する。また，E（3〉およびy併（命）を求めてみよう。上の式に（32）
式を代入すると，
　　　β一（X／X〉“1X／y
　　　一（X／X）’1Xノ（X9十u－i）
　　　一6十（X／X〉一1X／u一（X／X）一1X／i
　従って，E（β）および「Vαバβ）は次のようになる。
　　　E（β）一6　　（．●．E（u）一〇，X／i－0）
　　　y財（β）一σ2（x’x）一1
　また，残差分散の期待値および残差分散もこれまでと同じく次のようにな
るQ
　　　E（e／e）一（π一ゐ）σ2
　　　e／e－y！y一βノX／y
　これまでの場合と異なってくるのは決定係数である。偏差の差で表現した
場合の決定係数は，次のようになる。
　　　　　㊨ノX／y　　　R2一，　　　　　　　　　　　　　　　（34）　　　　　　y　y
3．有意性検定および信頼区間
　ここまでくると，βの信頼区間および有意検定を取り扱うことができる。
このために，これまでの4つの仮定に加えて新たに，次の仮定
　　％、～N　　　　　　　　　　　　　　　　　（4－e）
を追加する鎗従って，（4一α）（4－6）および（4一ε）は，簡潔に
　　u～N（0，　σ21π）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（35）
　　　　　　　　　　　　　一14＝4一
と表現することができる・正規分布に従う鋳（∫一1，2…ゐ）の確率密度関数は，
　　∫（u、）一1cκp」鶴君一・）2∫一、，2，…，ゐ
　　　　　　　（2πσ2〉垂　　　　2σ2
であり，甥、，砺，ε≒ノは互いにそれぞれ独立であるから，多変量正規分布の
同時確率密度関数∫（町，吻，…，％．）は，
　　　　　　　　　　　　　1　　　　　　　　1　　π　　∫（鶴1・　●’。・の＝（2πσ2）プ鑑ρ一万〔写（％品一〇）む
　　　　　　　　　　　　　　　　　　　　　　　　∫一1，2ラ…，η
　　　　r2πσ巌叫一止嬰　　（36）
となる。新たに正規分布に従うという仮定が追加されたから，母集団の同時
確率密度関数は確定する。
　従って，ここで標本からの推定は最大尤度法を利用できる。すなわち，目
前の標本は，鐸に関して尤度の一番大きい母集団から抽出されたと考える。
技術的には，これは∫（鋤，娩，…，鶴．）をβに関して極大にすればよい。いいか
えれば，（y－X6）’（y－XP）を極小にすることと同等である。すなわち，
　　　お　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　へ　　　　〈∫（鶴1，％2，…，賜η）一一2X／y十2X／Xσ一〇
　　　∂邸
　　．醇一（X／X）”1－9十（X／X〉一1X／u　　　　　　　　　　　　　　　　　　（7）
すなわち爾の最尤推定量は，最小二乗推定量と同じものになる。命は最小二
乗推定量の場合と同様に，9と多変量正規分布に従うuの線型関数との和で
表わされる。従って，最尤推定量βの期待値，分散はそれぞれ（9）式，（10）
式および，（4一α）式を考慮することによって
　　　露～N（∬，σ2（X’X）一1）　　　　　　　　　　　（37）
と表わせる。最尤推定量は，不偏性を除く望ましい基準である一致性，有効
性，十分性をここでは証明をしないが保障されている。この場合，明らかに
2）絢（ε一1，2…鳶）が正規分布に従わない場合であっても，中心極限定理によってそれらκ個の変数の平
　均は，漸近的に正規分布に近づくことが証明されている。
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不偏性も満たされている。　（37）式が成り立てば，標準正規分布表を使って
0に対する有意性検定と信頼区間を求めることができる。
　まず，有意性検定は
　　　　　ゑ一β、
　　　Z一　　　　’一1，2，…，κ　　　　　　　　　（38）　　　　　σπ
で示されているように偏差ゑ一β、をβの標準偏差で基準化して新しい変数Z
に変数変換をすると，Zは標準正規分布に従うことから行える。α、、は（X！
X）“1の第∫行第∫列の要素を表す。従って，βに対する信頼係数100（1一ε）
％の信頼区間は，
　　　β、±Z、／2πσ　　　　　　　　　　　（39）
で求められる。
　しかし，もし分散σ2が未知の場合には，有意性検定および信頼区間は，置
分布を使って求められる。孟分布は，ゴセットが“Student”のペンネーム
で1908年に発表した論文にさかのぼる。ここから，別名Student分布ともい
う。孟分布は，正規分布とπ2分布の比から導かれる。
　（20）式においてe’eは賜の2次形式で以下のように示された。
　　　e／e－u／Mu－uノ〔1．一X（X／X）一1X〕u　　　　　　　　　　　　（20）
（20）式のMは対称かつ巾等行列であり，そのトレースはη一κであった。
従ってP’MP－E．噛となるような直交行列Pが必らず存在する。この直交行
列Pを使って皿ベクトルをvベクトルに変換する。すなわち，
　　　u－Pv　OT　　V－P乙u　　　　　　　　　　　　　　　　　　　　　　（40〉
　　　　　　　（。．●P－1－Pノ）
　（40）式を（20）式に代入すると，
　　　e／e一皿ノM皿一v／P／MPv－v／Eη＿たv
　　　　一㌶＋”1＋…の覧一為　　　　　　　　　　　（41）
（41）式は平均0，分散σ2に従ったη一ん個の変数の残差平方の合計を表わ
している。
　　　　ノ従って，e諺は自由度η一んのX2分布に従う。残る問題点はe’eが3と独立であ
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ることを示せばよい。これはeと直とが独立であることを示せばよい。すな
わち，
　　　E〔e（トの〕一〇
であればよい。eおよび◎はそれぞれ
　　e一〔1．一X（X／X）一1Xノ〕u
　　　“一6一（X／X）一1X／u
であるから
　　　E〔e（命一鯵）ノ〕一El〔1η一X（X／X〉一1Xノ〕uu／X（X／X）一1｝
　　　＝σ2X（X／X）一1一σ2X（X／X〉一1一〇　　　　　　　　　　　　　（42）
すなわち，eとβはおのおの正規変量の線型関数であるから，それらは，互
いに独立に分布していることがわかる。分散σ2が未知の場合，この結果を使
って有意検定とβ、の信頼区間を求めることができる。　（37）式を再表現して
おこう。
　　β、～N（β、，α、、σ2）　♂一1，2，…，ゐ　　　　　（37〉ノ
　Σe2　σ2　は自由度η一んの独立X2分布である。従って，彦分布の定義から，
　　　　　　　βrβ　　　β呂＿β　　　　　　▽　　　　診＝．壬ゐ弩＝鷹π　　（43〉
となる。分子の変数は標準正規分布ノV（0，1）に従い，分母の変数は自由度
π一んの鶏滴に従う。α，、は（X’X）一1の第∫行第♂列の主対角要素を示して
いる。
　β，の任意の有意検定をテストするには，（43）式に任意の値を代入して検定
すればよい。
　たとえば，β、・rOの仮設を検定する場合，　（43）式は，
　　　　　　　β、
　　　置＝！雲んπ；　　　　（44）
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となり，孟統計量を置分布表からの値と比較して検定すればよい。また，β、
に対する信頼係数100（1一ε）％の信頼区間は，
　　ゑ±護碗屠r　　　　（45）
となる。
　さらに，β、のいくっかあるいは全部を同時に検定するには，これまでの理
論を発展させることが必要である。これには偏差の形を使う。まずん一1個
の新しい変数～2……毎を，偏差κ2……κんを使って，次のように定義する。
　　　～2ε＝ω22κ2轟
　　　23冴ω32κ2’＋ω33κ3呂　　ド1，2，…，η　　　　（46）
　　　2尭影一ω顧2凄十……十町腺轟
　ここでωは次の条件を満足するようにつくられる。
　　　れ　　糞1錯，輩焦．流、、≠，｝　　（47）
　　ヨコ　
　す1なわち，Zは直交変数である。　（47）の条件式は，行列で表わすと，
　　Z／Z－L＿1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（47）ノ
また，　（46）式を行列で表わすと，
　　Z－XW　　　　　　　　　　　　　　　　　　　　　　　　（46）ノ
すなわち，
　　221231”●2癒1　　　κ21エ31”’κ為1　　ω32ω32”●ωκ2
　　222232…襯　　　κ22κ32…κん2　　0ω33…ω総　　　　　　　　一　　　　　　　　　　　　　　　　　（46）”
　　22π23π…2尭π　　κ2πκ3ガ・・欝肋　0　0…ω紘
　ωは（46）”式から次のようにして計算される。
まず
　　　ω12－1／Σκ：1
より，条件Σ裾一1を使って，ω22が求められる。
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次のω32とω33は
　　ω32Σ，‘1＋ω33Σ比2κ3－0
　　ω31Σン22＋ω31Σ劣32＋2ω32ω33Σ死2κ3－1
より，条件、Σ～223＝O，．Σ21－1を使って求められる。すなわち，
　　ω31一Σ躍2ケ〔Σκ22Σ劣32一（沸2竃3）2〕
　　ω32一一ω33Σκ2κ3／Σ！劣22
と求められる。このようにして，ωの値は次々に求めることができる。ωの
集まりの値は唯一つではないがX変数の間に完全相関がない限り，存在する。
一般に（47）’式と（46）’式より
　　Z／Z－W！X／XW－1
　さて，Xのかわりに（46）ノから導いたX－ZW－1を（32）式に代入すると，
　　y－ZW－1昼十u一丘一ZW－1B十e　　　　　　　　　　　　（48）
　6＊一W－16，命＊一W”喰と定義すると，　（48）式は
　　y－Z6＊十u－i－ZO＊十e　　　　　　　　　　　　　　　　（49）
となる。
　（49）から，yは係数9＊をともなった直交変数Zの線型関数として表現さ
れている。そして撹乱項あるいはyは二者択一的に係数餅をともなった直交
変数の線型関数となっている。命一（X／X）”1X’yがわかっているから，
　　β＊一W－1（X／X）一1X／y　　（∵命＊一W－13）
　　　　一W－1（X／X）闘1（W1）Z／y　　（○』Z－XW）　　　　　　　（50）
しかし，Z－XWから
　　Z／Z－W／X／XW
　　　　（Z／Z）一1－W－1（X／X）一1（W1）雪1
　　　　　　　－W甲1（X／X）曽1（W－1）ノ
従って，　（50）式は次のようになる。
　　　　命＊一（Z／Z）甲1Z／y　　　　　　　　　　　　　　　　　　　　　　　（51）
　すなわちこれは，　（49）式の最小二乗推定量である。ここで（47）ノと，そ
れから導かれる（Z’Z〉4－IHを考慮すると，　（51）式は，さらに
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　　　㊨＊一Z！y　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（52）
という単純な式になる。すなわち（52）式は，
　　　　　ハ瀦一Σz2、ツ、
　　　　　置＝1
　　　　　れ禽一Σz3‘ツ、
　　　　　冨一1
　　　　●　π
　　β蓄一Σ2κ、ツ、
　　　　　多一1
である。
　（10）式からもわかるように，　（51〉式の餅の分散は，
　　　「Vαゲ（β＊）一σ2（Z／Z）一1一σ21鳶＿1　　　　　　　　　　　　　　　　　（53）
かくして，β、＊はそれぞれ平均β’，分散σ2をもった独立正規分布に従ってい
る。　（53）式より
　　　β許一β芦
　　　　　　　～N（0，1）　　　　　σ
と基準化すると独立という性質から，
　　　あ　　　Σ（禽一β芦）2
　　轟胃2　　　　　　　　　　　　　2　　　　　　　　　　～Xん＿1　　　　　σ2
また，
　　　の　　　Σel
　　己謂1　　　　　　～器κ　　　　σ2
であったから，これらの比を作れば，F分布に従う新しい変数F統計量がで
きる。
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　　　　　な　　　　　Σ（β芦一β許）2／（ん一1）
　　　　　ニヲ　　　　F＝　　　　　　　　　　　　　　　　　　　　　（54）
　　　　　　　ハ　　　　　　Σe、2／（η一ん〉
　　　　　　呂＝1
すなわち（54）式のFは，自由度κ一1およびη一んのF分布に従う。
　いま，β夢一βま一……一β着一〇という仮設を考えてみよう。P－W9＊
であるから，この仮説は，β2一β3一……一久一〇という仮説と同じものに
なる。従って，畔一〇仮説はすべての係数の同時検定である。すなわち，
ゐ一1個の変数X2，X3……Xゐがyに何らかの影響するかどうかの検定である。
（54）より
　　　　　み　　　　　Σβ鉾2／（ゐ一1〉
　　　　　るお　　　　F＝π　　　　　　　　　　　　　　　　　　　（55）
　　　　Σe、2／（η一κ）
　　　　多一1
　　　　む　ここでΣ舜2は次のようになる。
　　　　形謂2
　　　え　　　Σ禽2－3噸＊一（W1㊨）！Z／y　（・』餅一W1㊨一Z／y）
　　∫＝2
　　　　　　　　　　一β！（W甲1）ノW／X／y　（’．’Z－XW）
　　　　　　　　　　一Pノ（Wノ）一玉W／X／y
　　　　　　　　　　一∬’X／y　　　　　　　　　　（56〉
　さらに，ここで（34）式より，
　　　B！X／y－y！y・R2
従って（24）式のe’eは次のようになる。
　　　e’e－y／y（1－R2〉　　　　　　　　　　　（57）
これら（56〉および（57）式を，（55）式に代入すると，
　　　F－y／y●R2／（H）　R2／（H）
　　　　　y／y（1－R2）／（η一ん）（1－R2）／（π一ゐ）　　（58）
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この結果を第1表の分散分析表に要約しておこう。
　　　　　　　　　　　　　　第　1　表
変　動　要　因 平　　方　　和 自由度 平均平方（不偏分散）
X2，為，……，X鳶命ノX／y－y／y・R2ん一1
??
ノX／y／ゐ一1
残　　　　　差 e／e－y／y（1＋R2）η一ん e／e／η一ん
総　　変　　動 　πy／y一Σ〆　己一1 η一ゐ
　最後に，単一の係数に関するF検定について説明しておこう。
　酵一W－16のWは，上三角行列でその逆行列も上三角行列である。たとえ
ば，
罵二酬
甲一音防Hl詳
従って，ヂーW冒19は，次のようになる。
ドー／lHlぎi※移㌘判
この例からもわかるように，
　　　β夢一∫2（β2，β3，β4）
　　　β♂一∫3（β3，β4）
　　　β～一∫4（β4）
　一般に，
　　　βノー∫2（β2，β3，……，βゐ）
　　　β♂一∫3（β3，……，βん）
β鳶一∫κ（βκ）
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すなわち，∫、はβ、に関して線型同次関数であることがわかる。
　よって，βκ一〇と仮説は，β蓄一〇という仮説と同等である。
　β蓄一〇仮説を検定するには，
　　　β＊2
　　　　　～κ1
　　　σ2
　　　れΣe、2
　　　呂一1　　　　　　　　2　　 　～λ1π一ゐ　　　　σ2
　の2つの比を作ると，
　　　　　　β渉2
　　　F一　　　　　れ　　Σe、2／（η一ん）
　　　　　轟一1
（59）
は，自由度（1，π一ゐ）のF分布に従う。
た　ユ
Σ禽2は，22，……，2屑あるいは，X2，……，X旧によってyの総変動が
ε＝2　　　　　　　　　　　　　　　　　　　　　　　　　　η
説明される説明二乗和を表わす。Σ奇2は，すべての変数X2，……，XH，泣
　　　　　　　　　　　　　　　こお　によってyの総変動がどれだけ説明されるかを示す説明二乗和を示す。従っ
て，β蓄2は＆をX2，……，X層に加えるときの説明二乗和の増加分を表わす。
これを表に要約したものが第2表の分散分析表である。
　　　　　　　　　　　　　　第　2　表
変　動　要　因 平　　方　　和 自由度 平　均　平　方
X2，……，X屑
????
??
＝2 ん一2
Xκ β鍍2 1 β才2
X2ヲ……，Xκ Σβ許2多一2 ん一1
残　　　　　差
???、??
講1
η一κ
???、?
η一ん
‘胃1
総　　変　　動 π　　　2Σ暫，
3謂1 η一1
　この検定は既に論じた孟分布を使う検定と等しい。（44〉式に示されたよう
に，βκ一〇の仮説の検定は，
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　　　　　　　βゐ　　　彦一　　　　　　　　　　　　　　　　　　　　（44γ　　　　信e伍一而
が，自由度η一んをもつ言分布に従った。αゐ鳶は，（X’X）一1のん番目の主対角
要素である。この孟分布を2乗したものをFとおくと，
　　　　　　　虚　　F一　　　　　　　　　　　　　　　　　　　　（60）
　　　　　　れ　　　　　Σe、2／η一κ照
　　　　　星冨1
　（59）式の分散分析のF統計量が
　　　　　　　β彦2　　F一　　　　　　　　　　　　　　　　　　　　（59）
　　　　　ハ　　Σe、2／η一κ
　　　　　‘一1
であったから，もし
　　虚一ακκβ蓄2
であれば（44）ノ式と（60）式は同等であることが判明する。一方，
　　㊨＊一W－1命
　　㊨一W⑪＊
　より
　　βた一ωゐゐβ渉
従って，ω属一α瀦を示せばよい。
　（47）’式及び（46）！式より，
　　Z／Z－W／X／XW一し一1
　従って，
　　　（X〆X）W一（Wノ）一1
　　　（X／X）一（Wノ）一1W－1一（WW1〉一1
　　．．（X／X）雪1－WWノ
　すなわち
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　　　　　　　ω22ω32…ωん2ω220…9　ω21＋ω31＋・・＋ω鳶1，…，纏2塒
　　　　　　　o魏3…嬬　ω32ω33…6　　　　　　　．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　00…嫌　聰嬬…嫌　　　　嫌鋤庵2・・……・，徽
　　　　　　　　　2　　　　　　　　ω崩＝α瀦
かくのごとく（X’X）一1の第κ番目の主対角要素はωゐ髪で（38）式あるいは，
（43）式のα鮪に該当することが証明される。すなわち伝統的な回帰係数凧
に関する孟検定は，変数X2，X3，…，X、、1，X、＋1，…，源にXL新たに加えること
によって生ずる説明される平方和の増分が残差平方和に比べて有意に大きい
かどうかを決めることである。
　第2表に示した分散分析表は，1変数からいくつかの変数のグループの検
定に拡張できる。たとえばX．＋1…みを加えることにしよう。禽は分散σ2で
平均β許のまわりにそれぞれ独立に正規分布するから，次の2つの比
　　　　　あ　　　　　Σ（β卜β詳）2／（ん一γ）
　　　　　むニん　　　　F一　　　　　　　　　　　　　　　　　　　　　（61）
　　　　　れΣe、2／（rん）
　　　　　君一1
は，自由度（ん一γ，η一ん）のF分布に従う。たとえば，βγ＋1一…一βκ
一〇の仮説は，
　　β為．1一……一β渉一〇
と同等であった。従って（61）式は
　　　　　み　　　　　Σ禽2／（ん一γ）
　　　　　乙一1　　F一　　　　　ロ　　　Σeぞ／（η一ん）
　　　　　玉一1
と書き換えられる。この場合の分散分析表は次のようになる。
（62）
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第　3　表
変　数　要　因 平　　方　　和 自由度 平方平均（不偏分数）
X2，X3，……，Xγ
????
??
一2
γ一1
X7＋1，……，X轟
????
?
1十1
ん一¢
????
2／（ゐ一ゲ）
F什1
X2，………，X翫
????
??
冑2 ん一1
残　　　　差
??
ε、2
置一1
η一κ
??
el／（η一ん）
呂一1
総　　変　　動
???
、2
忍一1 π一1
4．あ　と　が　き
　以上で一般の線型回帰モデルの推定および検定の理論について論じてきた。
しかし，本論で示されたこれらの方法を実際に適用する場合には，基本的仮
定を前提としていることを忘れてはならない。もし，これら4つの基本的仮
定の1っでも満足しなければ，モデルそのものを修正しなければならない。
たとえば撹乱項％、が互いに独立でなければ，いいかえれば自己相関がある場
合はそれを考慮しなければならないし，また分散が一定でない不等分散の時
には，モデルは一般化最小二乗法によって推定されなければならない。
　また，任意の2つの説明変数凡，渇が互いに相関関係にある場合には多重
共線性（Multicollinearity）が問題が起り，2段階最小二乗法によって推定
しなければならない。さらに，説明変数が遅れを伴った時にはラグ（lag）の
問題が起ったり，母集団に異質な構造の併存が予想される場合にはダミー変
数を使ったりする。いずれにしても，いろいろなケースに応じた推定法が適
用されている。
　しかし，いかなるケースにも適用できるような推定法はなく，個々のケー
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スに応じたものしか開発されていない。医学の治療と同じようにあらゆる病
気に万べんなくきく万能薬はなく，1つ1っの問題に対応していく推定法で
ある。その意味では，回帰分析の推定法は発展途上にあると言ってよいであ
ろう。
　上記にあげた推定法やその他の推定法については次の機会に発表，あるい
は今後の課題として本論を終えることにする。
（欝謹禦灘鍛’てあ㎞　〕の文献に従い）
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