Uncertainty in manufacturing systems has long been the source of managerial complexity. In this paper we discuss the impact of different sources of uncertainty and present a methodology to assess their impact on system behavior. We introduce the concept of tradeoff curves as a characteristic of a manufacturing system and illustrate their use to make decisions concerning the amount and type of capacity necessary to manage the system efficiently, to assess the impact of products arrival and processing uncertainties, as well as the consequences of changes in throughput and product mix. The methodology is illustrated with an example derived from an actual application in the semiconductor industry.
Introduction
uthors have pointed out that modern manufacturing systems are becoming very complex to manage due to the wide variety of products competing for common resources, uncertainty in demand, and reduction of product leadtimes. One of the current paradigm in the manufacturing environment is to reduce complexity, that is, to "simplify life". Several alternatives have been proposed to simplify a manufacturing system and hence, reduce its complexity. They include: (i) product classification, (ii) uncertainty reduction, and (iii) knowledge of system relationships. The first defines more homogeneous product classes in order to A treat them in a more specific way. The second tries to reduce uncertainty and thus, improve the capacity of predicting system behavior (more predictable systems tend to be less complex). Finally, the third emphasizes the importance of deeply understanding relationships in the system in order to simplify it.
In the next section we analyze these three alternatives with special focus on the last two (sections 2.1 and 2.2, respectively). We emphasize the connections among complexity, predictability and uncertainty of a system, and discuss endogenous and exogenous factors that contribute to uncertainty. We are particularly concerned with the effects of uncertainty reduction on the performance of the system. In general manufacturing systems can be seen as dynamic systems. As we reduce uncertainty, we also reduce the system variability and hence, we expect to obtain better performance measures (e.g., shorter product leadtimes, lower work-in-process). The effect of uncertainty reduction can then be evaluated considering the variation of those performance measures. In this context we can also visualize the just-in-time (JIT) strategy as the limit state of a dynamic system from which all uncertainty has been eliminated.
We assume that the manufacturing system is modeled as an open queueing network where the nodes correspond to the stations and the arcs connecting nodes correspond to the product flows between stations. Queueing network models have been applied to the design of manufacturing systems by several authors in this last decade; see e.g. the references cited in the recent surveys of SURI et al (1993) , BUZACOTT & SHANTHIKUMAR (1993) , HSU et al (1993) , and BITRAN & DASU (1992) ; see also the discussion in SURI & DE TREVILLE (1991) . Design decisions should consider the tradeoff among performance measures for different system configurations. One way to describe this tradeoff is with the so called tradeoff curves; we say that these curves are the signature of the system.
In this paper we emphasize the importance of tradeoff curves to the analysis of manufacturing systems such as job shops. In section 3 we discuss how to generate these curves: In section 3.1 we review performance measure evaluation, in sections 3.2 and 3.3 we present, respectively, the problem of minimizing WIP without adding resources to the system and the problem of minimizing resources without increasing system WIP, and in section 3.4 we discuss how to utilize the solutions of these problems to generate tradeoff curves. In section 4 we use tradeoff curves to analyze the effects of reducing network uncertainty (section 4.1), changing the throughput (section 4.2), and the product mix (section 4.3) of the network. In sections 5 and 6 we extend this analysis to the cases where we have a finite set of discrete alternatives for capacity change and where we can not approximate each station as a single machine. Finally, in section 7 we present the conclusions of this paper.
In order to illustrate the presentation of this topic, we chose an example derived from a real situation of a job-shop system with 10 product classes and 13 stations. We generated different tradeoff curves to analyze this network as presented in sections 3, 4 and 5.
Complexity Reduction
ne of the procedures that contributes toward reducing the complexity of manufacturing systems is the classification of products. As we define more homogeneous classes, we may treat them in a more specific way. In marketing this procedure is known as market segmentation. Another well-known example is the classification of animals in zoology. Without classifying them into O species we may say that they are living creatures, which is not very helpful for operational purposes. However, as we classify them into species we may be more specific about each one.
The concept of product classification plays an important role in the group technology approach in manufacturing; see e.g. KRAJEWSKI & RITZMAN (1990) and KUSIAK (1990) . Parts and products with similar characteristics are grouped into families (or product classes) and processed by dedicated groups of machines. These similarities may be in size, shape, raw materials, operations, sequence of operations, and other characteristics. The goal is to define product classes with similar processing requirements to minimize machine changeover and setup time.
Besides product classification, other alternatives to simplifying a manufacturing system include: (i) uncertainty reduction and (ii) knowledge of system relationships. In what follows we discuss in more depth these two alternatives.
Uncertainty Reduction
The complexity of a manufacturing system can be measured in different ways. In a job-shop system, for example, we may measure complexity as the diversity of product routings in the network, or the diversity of processing times at the stations. BITRAN & SARKAR (1994a) proposed the predictability of some characteristic of the system as a more powerful measure of complexity: Less complex systems tend to be more predictable. The authors observed that: (i) predictability reflects the impact of specific features of the system (e.g., the more similar the processing times, the more predictable is the system), (ii) predictability is a useful measure for managers who need to predict, for example, when a product will be completed at the shop, and (iii) predictability helps organizational learning. As we reduce uncertainty, we expect our ability of predicting the behavior of the system to increase.
There are many factors that contribute to uncertainty. One possible classification is: (i) endogenous factors and (ii) exogenous factors. Examples of endogenous factors are poorly trained operators, machine breakdowns, maintenance failures, shortages, etc. These sources of uncertainty may be controlled, for example, by investing in labor training and process improvement. In general we have more control over endogenous factors than exogenous factors. But it is also often possible to manage the uncertainty of exogenous factors, as illustrated in the following example: Consider a product with total cycle time of 6 months (including design and production). The planning horizon for its demand forecast must be larger than its cycle time, let us say 12 months. Hence, its forecast uncertainty depends on a 12 month period. If we reduce the product cycle time to 3 months, we may also reduce the planning horizon, say to 6 months. Note that now the forecast uncertainty should be smaller, since it depends on a shorter period.
There are several creative ways to reduce uncertainty and therefore, simplify the manufacturing environment. An alternative explored in BITRAN & SARKAR (1994a) is products partitioning, which relates to the concept of focused factory (SKINNER, 1974) . Consider a manufacturing system with a large number of product classes. If we allocate all classes to a single production line, we may reduce system predictability due to the effects of class interference at stations. Bitran and Sarkar showed that, for a given system capacity, we may obtain better performance measures by appropriately allocating classes to different production lines (or focused factories) instead of allocating all classes to a single line.
The alternative of partitioning products to reduce uncertainty can also be applied to situations where the system has a purely deterministic behavior. Consider a manufacturing system with a large number of product classes arriving at a particular station, and assume that their interarrival times are deterministic. The repetition cycle of class arrivals at that station can be fully determined since the arrival process is deterministic; however, if the cycle length is large, an observer at the station may have the illusion of a random arrival process.
For illustration, consider a small example with only three product classes, named 1, 2 and 3, with interarrival times of 2, 3 and 5 time units at a certain station. The repetition cycle of class arrivals has a length of 30 time units (i.e., the minimum-common-multiple between 2, 3 and 5), presented in table 1. The first row indicates the time unit t, t=1,...,30, and the second row lists the classes arriving at t. Observe that, despite of the simplicity of this example, it is not a trivial task to identify and memorize the repetition cycle of table 1. This phenomenon generates a perception of uncertainty at the station even if the sequence of class arrivals is perfectly predictable. A similar phenomenon occurs with random generators of computers, which generate deterministic sequences of numbers with long repetition cycles giving us the illusion of a pure random generation. The Manufacturing System as a Queueing System So far we have discussed the concepts of complexity, predictability and uncertainty of a manufacturing system, and remarked that uncertainty can be reduced in different ways. In order to assess the impact of reducing uncertainty we consider manufacturing systems that can be modeled as a queueing network. Consider the simple example of one product class and one station depicted in figure 1 as a single-stage queueing system (the queue corresponds to the waiting line of products at the station). We want to analyze the effects of reducing uncertainty associated with the product leadtime (queue time plus processing time). Let A and S be two random variables representing, respectively, the product interarrival times and the service (or processing) times at the station. Denote by E(A) and E(S), and V(A) and V(S), their expected values and variances, respectively, and let λ=1/E(A) be the mean product arrival rate and µ=1/E(S) be the mean service rate at the station. We assume that the system is stable (i.e., λ<µ) and is in steady-state.
Consider initially that λ=0.5 and µ=1.0 products per hour; therefore the mean utilization at the station, defined as ρ=λ/µ, is equal to 0.5. If product interarrival times and processing times were deterministic and uniform (e.g., products arrive every 2 hours and are processed in 1 hour), we would never have waiting lines at the station. But as the variances V(A) and V(S) increase, we expect longer and more frequent queues. Furthermore, as the mean product arrival rate increases, the mean utilization also increases and the queues become even longer and more frequent. For instance, if instead of λ=0.5 we have λ=0.95 products per hour, the mean utilization jumps to 0.95. Figure 2 illustrates the tradeoff curve between the mean product leadtime and the mean utilization at the station. For simplicity, this curve was generated assuming that both the arrival and service processes are Poisson; therefore, the leadtime is defined as 1/[µ(1-ρ)] and is asymptotic in the limit as ρ tends to 1 (notice in the figure the leadtime jump from 2 to 20 hours as we increase the mean utilization from 0.5 to 0.95). 
Impact of Small Perturbations
What is the sensitivity of the system to small perturbations? Perturbations may arise from unexpected tool failures, energy shortages, supply delays, etc., contributing to a small reduction in the mean processing rate (capacity) of the system. Note that as the capacity is reduced, the mean utilization increases for the same arrival rate λ.
Consider the two mean utilization levels ρ=0.50 (with leadtime equal to 2 hours) and ρ=0.95 (with leadtime equal to 20 hours) depicted in figure 2. Let ∆ be a small increment of utilization due to unexpected loss of capacity. What are the new leadtimes if these two utilization levels are incremented by, let's say, ∆=0.01? The leadtime variation in the first case increases just 0.041 hours, but in the second case it increases 5 hours! Therefore, at high utilization, a small perturbation caused by unexpected events can trigger a great crisis in the system. The physics of manufacturing systems is not different from the physics of a dynamic system: A broken car at 3:00 am and a broken car at 5:00 pm may cause much different traffic jams in the same tunnel. 
Impact of Uncertainty Reduction
Several manufacturing systems operate at high utilization levels due to high capacity acquisition costs. To illustrate, the breakeven point of some semi-conductor factories corresponds to a utilization higher than 0.7. Under the same utilization, one may reduce product leadtime without adding capacity by reducing the variability of the system. Let's consider again the example of figures 1 and 2. In order to manipulate a dimensionless measure of variability, let us denote by ca=V(A)/E(A) 2 and cs=V(S)/E(S) 2 the squared coefficient of variation, or simply the variability parameters, of A and S. Observe that ca and cs correspond respectively to the external (interarrival time) and internal (service time) variability at the station. The system in figure 1 can be approximately described with the 4 parameters: {λ, ca, µ, cs}, which are then used as input data to generate the curve of figure 2. Authors have shown that performance measure estimates based on these 4 parameters lead to good approximations; see e.g. WHITT (1993) and BUZACOTT & SHANTHIKUMAR (1993) .
As mentioned earlier, we may reduce the variances V(A) and V(S) by controlling the endogenous and exogenous factors. As we reduce V(A) and V(S) and hence the variability parameters ca and cs, we obtain "flatter" tradeoff curves than the one in figure 2. Figure 3 depicts three curves for different values of ca and cs and µ=1; these curves were generated based on Kraemer & Lagenbach-Belz's formulae (WHITT, 1983) . Curve 1 is the same curve of figure 2 with ca=1 and cs=1 (Poisson process), and curves 2 and 3 were generated with ca=0.5 and cs=0.5, and ca=0.1 and cs=0.1, respectively. Note that, for the same mean utilization ρ=0.95, we obtain very different leadtimes as a function of system variability (leadtimes of 20, 10.42 and 2.65 hours for curves 1, 2 and 3, respectively). In the limit as ca and cs tend to 0, the curve coincides with the horizontal axis, corresponding to a purely deterministic system with leadtime equal to the mean service rate E(S)=1 hour for all ρ, 0≤ρ<1. In this case we say that all system uncertainty was eliminated; note that this can be seen as a "perfect" JIT (just-in-time): the limit state of a dynamic system when all variability is removed.
Knowledge of System Relationships
It is much easier to complicate a system than to simplify it. To simplify a system requires a profound understanding of its structure and relationships among its components. The more we simplify a system the easier it is to understand it, hence creating a cycle that stimulates learning.
Queueing Network Systems
A manufacturing system is called discrete if products are processed individually or in batches. A large portion of products are processed in discrete systems. These systems can often be modeled as open queueing networks, where nodes represent the stations and arcs represent the product flows between stations (figure 4). If the product arrival process and/or the service process at the stations are stochastic, we may have waiting lines of products in front of the stations. In general queueing network systems are complex (i.e., poorly predictable) and the ideal is to simplify them, or if possible avoid them. In many cases, however, queueing network systems can not be avoided, and several performance measures should be evaluated in order to analyze them. Examples of these measures are work-in-process (WIP), product leadtimes, number of finished products on time, capacity utilization, throughput, costs and capital investments. System designers and managers should establish parameters for these performance measures as a function of how to compete in the market, that is, as a function of the corporate strategies. In order to describe the relationships between these parameters, we can utilize tradeoff curves similar to those of figures 2 and 3. These curves (to be discussed in the following sections) can be used to analyze strategic objectives as a function of the investment required.
Tradeoff Curve Generation
very manufacturing system has a signature describing the most effective way of allocating or removing its resources. As we mentioned earlier, we say that tradeoff curves are the signature of the system. They depict the relationship among performance measures at each station and for the whole network. For example, the curves presented in figures 2 and 3 relate to only one station and describe the tradeoff between the mean product leadtime and the mean capacity utilization at the station.
In this section we discuss how to generate tradeoff curves among performance measures, in particular, between the resources and the WIP of the network (this methodology can be easily extended to other performance measures, such as product leadtimes). For convenience, the resources are measured by a cost function of capacity defined below. In section 3.1 we discuss how to evaluate network performance measures; our focus is on WIP. In sections 3.2 and 3.3 we discuss respectively how to minimize network WIP without adding resources to the system and how to minimize the resources without changing network WIP. As we will see, the solutions to these problems correspond to points on the tradeoff curve. Finally in section 3.4 we discuss how to use these results to generate the remaining points on the curve.
Performance Measures Evaluation
Performance measures for open queueing networks can be evaluated by applying the so called decomposition method described below. This method computes performance measures assuming that the network is in equilibrium or steady-state. Consider that the following input data are given:
λ' k mean external arrival rate of product class k ca' k squared coefficient of variation of external interarrival times of product class k n kl station that produces the l-th operation in the routing of class k r number of product classes n k number of operations in the routing of class k µ j mean processing rate (or capacity) at station j cs j squared coefficient of variation of the processing times at station j n number of stations in the network. Tables 2 and 3 present these parameters for a manufacturing network example with 10 product classes and 13 stations. They are derived from a real example of a semiconductor factory and was analyzed in BITRAN & TIRUPATI (1989b) . For simplicity, we consider each station j as a single machine with mean processing rate µ j . In section 6 we make some comments of how to extend this discussion and consider each station as a set of machines. In addition to the parameters above, table 3 also presents the parameters v j , a j and b j to be defined below. Note that the network throughput (or mean production rate), defined as the sum of all class arrival rates, is equal to 10 products per time unit (see table 2 ) (recall that all measures are evaluated assuming that the system is in steady-state). The decomposition method involves basically three steps. In the first step all products are aggregated into a single class, called the aggregate class, and its flow is analyzed through the network. The parameters {λ j , ca j , µ j , cs j } are determined for each station j from the initial parameters, where λ j and ca j denote respectively the mean product arrival rate and the squared coefficient of variation of product interarrival times at station j. These parameters are estimated considering the interference among product classes at the stations. In the second step performance measures of the aggregate class are evaluated for each station, analyzed as a single queueing system. Finally in the third step performance measures are evaluated for the network and for each product class by decomposing the aggregate class. For more details of the decomposition method, the readers are referred to BUZACOTT & SHANTHIKUMAR (1981) , WHITT (1983 WHITT ( , 1994 , BITRAN & TIRUPATI (1988 ), and BITRAN & MORÁBITO (1994 , 1995b . Table 4 presents the parameters λ j and ca j computed for the network example of tables 2 and 3 (the remaining columns of table 4 are defined below). We estimate performance measures for each station j by substituting the 4 parameters {λ j , ca j , µ j , cs j } into the formulas of queueing theory. For example, the mean utilization at station j, defined as ρ j =λ j /µ j , can be easily calculated substituting λ j and µ j . We can also calculate the WIP (in monetary value) at station j, defined as:
where v j is a unit monetary value of an arbitrary product at station j, and L j (λ j , ca j , µ j , cs j ) is the mean number of products (in queue and in process) at station j. Each value v j is estimated using practical experience, or as a weighted average proportional to the expected arrival rate and expected waiting time of each class (the expected waiting time may be computed approximately by a procedure given in ALBIN (1986) (WHITT, 1983) . Table 3 presents the values of v j and table 4, the computed values of the mean number of products, the WIP, and the mean utilization at each station j of the network example. Adding the WIP of all stations, we obtain the network WIP, equal to 71089 (see table 4 ).
Another useful performance measure is the value of the resources utilized in the system, which can be measured by the cost of capacity acquisition (or capacity investment). This cost is a function of the capacity at each station j, µ j . An example of such a cost function is:
where a j , b j and c j are known coefficients. We are assuming that it is possible to add capacity to station j with amounts small enough to consider µ j as a continuous variable. In section 5 we analyze the more general case where capacity changes are limited to a finite set of discrete alternatives. Table 3 presents the values of a j and b j for each station of the network example (for simplicity, we assume that c j =0). Adding the capacity cost of all stations, we obtain the network resources. Table 4 presents these values utilizing the data of table 3. Note that the WIP value 71089 and the resource value 2989 define the point O depicted in figure 5. For convenience, we assume that the network capacity is homogeneous and interchangeable among stations. An example is a trained labor-force that can be transferred from one station to another. The algorithms discussed below can also be applied when the capacity of a station is not transferable to all other stations. At the end of this section we discuss this more general case.
Efficient Redistribution of Resources
Let us assume that the system is at point O (71089, 2989) . Considering the data of tables 2 and 3, we can formulate the following question: Is it possible to reduce the network WIP to under 71089 without adding resources to the network? In other words, is it possible to redistribute the resources of 2989 (by interchanging capacity among stations) such that the network WIP is reduced? And if this reduction is possible, what is the redistribution that leads to the minimum network WIP?
The optimal resource redistribution problem can be solved by an exact iterative algorithm proposed in BITRAN & SARKAR (1994b) . This algorithm, here called algorithm 1, starts from the input data of tables 2 and 3 and solves a convex program at each iteration. In spite of utilizing this algorithm in this present paper, we will not describe it in more details; its complete description can be found in BITRAN & SARKAR (1994b) and BITRAN & MORÁBITO (1995a) .
Applying algorithm 1 to the network example, we obtain point A (49254, 2989) depicted in figure 5. Table 5 presents the final values of ca j , µ j , ρ j , L j , W j and F j for each station. Note that the values of ca j in tables 4 (point O) and 5 (point A) are almost the same in spite of the capacity changes at stations. Point A indicates that we can substantially improve performance (i.e., reduce the network WIP from 71089 to 49254) without changing the resources (2989). This reduction is obtained by appropriately redistributing the resources among stations (compare tables 4 and 5); it does not imply in a process or technology modification. The throughput is also maintained, equal to 10 units of product per time unit (see table 2). Figure 6 compares, for each station, the resources before (point O) and after (point A) the redistribution. As we move the system from point O to point A, we must "sell" capacity of stations 1, 4, 5, 6, 7, 9 and 10 in order to "buy" capacity for stations 2, 3, 8, 11, 12 and 13. Although the network capacity at point O, 115.4, is different of the network capacity at point A, 112.2 (compare tables 3 and 5), their cost are exactly the same: 2989. Figure  7 shows the impact of capacity change on the WIP of each station. Note that the WIP increases a little at stations 1, 4, 5, 6, 7, 9 and 10, but decreases substantially at stations 3, 8, 11 and 12. Figure 8 compares the mean utilization at the stations of points O and A. Stations 3, 8, 11 and 12, with high utilization at point O, had their utilization reduced at point A. On the other hand, station 1 had its utilization substantially increased at point A (from 0.769 to 0.943); however, the effect on network WIP is not so large (from 197 to 861) since v 1 is small compared to other stations (see table 3 and figure 7).
Efficient Redistribution of WIP
Let's assume that the system is again at point O (71089, 2989). Considering the data of tables 2 and 3, we can formulate the following (second) question: Is it possible to reduce the network resources to under 2989 without changing the network WIP of 71089? In other words, is it possible to redistribute the WIP of 71089 (by interchanging capacity among stations) such that the necessary network resources are reduced? And if this reduction is possible, what is the redistribution that leads to the minimum value of network resources?
The optimal WIP redistribution problem can be solved by an exact iterative algorithm, similar to algorithm 1. This algorithm, here called algorithm 2, solves a convex program at each iteration and is described in details in BITRAN & MORÁBITO (1995a) .
Applying algorithm 2 to the network example, we obtain point B (71089, 2278) depicted in figure 5, which parameters and performance measures appear in table 6. Note that, similarly to point A, the values of ca j at point B (tables 5) are very close to the values at point O (table 3) in spite of the capacity changes at the stations. Point B indicates that we can reduce the network resources from 2989 to 2278 without changing the network WIP of 71089 (compare tables 4 and 6). Similarly to the efficient redistribution of resources, the efficient redistribution of WIP does not imply a process, technology, or throughput change. Figure 9 presents for each station the WIP obtained before (point O) and after (point B) the redistribution. As we move the system state from point O to point B, we "transfer" WIP from stations 3, 8, 11 and 12 to other stations (compare points O and B in figure 9 ). This transfer is obtained by appropriately interchanging capacity between stations such that the network WIP of 71089 is maintained. Figure 10 illustrates the resources at each station after the WIP transfer. Note that the resources increase a little at stations 3, 8, 11 and 12, but decrease by more than half of their initial values at stations 1, 4, 6 and 10. The mean utilization obtained before and after the WIP redistribution are depicted in figure 11.
Efficient Frontier
Algorithms 1 and 2 move the system to a point on the tradeoff curve depicted in figure  5 (recall that points A and B belong to the curve). Algorithm 1 moves the system from point O to point A by efficiently redistributing the resources of point O, while algorithm 2 moves the system from point O to point B by efficiently redistributing the WIP of point O. The remaining points on the curve can also be obtained applying algorithms 1 and 2 for arbitrary values of network resources and WIP. In particular, the curve of figure 5 was traced applying algorithm 2 to the network WIP values 40000, 50000, ..., 90000 indicated in the figure (see the corresponding dots in the figure that originated the curve).
Alternatively, this curve can also be generated with less computational effort using a heuristic algorithm proposed in BITRAN & TIRUPATI (1989a) . The algorithm assumes that the system is at a point on the curve, and employs a simple and intuitive greedy heuristic to find the remaining points. This procedure is illustrated in the following example: Consider that we want to add 100 labor hours of capacity to the stations of a network. For simplicity, assume that the cost of adding 1 hour to any station is constant, let's say $1 (and hence, allocating 100 hours is equivalent to allocating $100 to the network). The question is: How should we distribute this extra capacity to the stations such that the network WIP is minimized?
Given that we can add capacity to the stations in small quantities, let's partition these 100 hours in sufficiently small increments and add them, one after another, according to the following greedy rule: The next increment is added to the station that results in the largest reduction of the network WIP, and so on, until all increments have been added to the network. The smaller the increments, the more accurate is the solution generated by this procedure. The complete description of the heuristic algorithm can be found in BITRAN & TIRUPATI (1989a ), and BITRAN & MORÁBITO (1994 , 1995c .
The tradeoff curve of figure 5 defines an efficient frontier, that is, the minimum resource value necessary to produce each WIP or, equivalently, the minimum WIP produced by each value of resources. Let's take for example point A (49254, 2989) and consider that, according to the competitive strategy, the system should operate with a WIP less than or equal to 40000. What is the minimum resource requirement to reduce the WIP from 49254 to 40000? As we travel through the points on the curve to the left of point A, we find point C (40000, 3609). Hence, the system needs an additional capacity investment of 620 (3609-2989).
Heterogeneous and Non-Interchangeable Capacity
So far we have assumed that the network capacity is homogeneous and totally interchangeable between stations. Algorithms 1 and 2 can also be applied when part of the capacity µ j at station j is not interchangeable; in this case it is enough to impose a lower bound on the variable µ j . The more general case where capacity need not be homogeneous nor interchangeable involves additional considerations. If the unit cost of "selling" capacity (i.e., removing capacity) is equal to the unit cost of "buying" capacity (i.e., adding capacity) at each station, then algorithms 1 and 2 can be applied without any modification. Otherwise, they can be still applied but with some changes (see the discussion in BITRAN & MORÁBITO (1995a) for the particular case where the unit disposal cost of a station is a fraction of its unit purchase cost). In all cases the concepts of points A, B and the efficient frontier remain valid.
In the next section we assume that the efficient redistribution of resources (or WIP) has been done and the system state is at a certain point on the curve of figure 5, let us say at point A (49254, 2989). In the preceding discussion we have shown that, starting from a point on the curve, we can reduce WIP by adding capacity to the network. In the sequel we discuss other alternatives to reduce WIP, such as uncertainty reduction. The next tradeoff curves to be presented were also generated with algorithms 1 and 2.
Changing the Variability Parameters, Throughput and Product Mix
he tradeoff curve of figure 5 was generated with the data of tables 2 and 3, where the variability parameters (i.e., the ca' k for all product classes and the cs j for all stations), the throughput and the product mix remained fixed. We varied the capacity µ j at each station and consequently, we varied the resources, the WIP and the mean utilization at each station. In this section we analyze what happens to that tradeoff curve as we change the variability parameters, the throughput and the product mix of the network.
Changing the Variability Parameters
In figure 3 we show that as we reduce the variability parameters ca and cs of a singlestage queueing system, we obtain "flatter" tradeoff curves between the mean utilization and the product leadtime at the station. In the limit as ca and cs tend to 0, every variability is eliminated, the curve tends to the horizontal axis, and the product leadtime tends to the expected value of the processing time at the station, E(S). We can also extend this observation to queueing network systems. As we reduce the variability parameters ca' k , k=1,...,r, and cs j , j=1,...,n, we expect the same flattening effect of the tradeoff curves between network resources and WIP.
We may reduce the variability parameters, for example, by working closer with suppliers, investing in labor training, and process improvement. In this way we expect to obtain lower WIP levels without additional capacity investments. An immediate question is: Under what conditions uncertainty reduction produces better performance (e.g. lower WIP levels) than simply investing in capacity expansion? Figure 12 presents the tradeoff curve of figure 5 (curve 1) next to three other curves generated with smaller values of ca' k and cs j . In the first (curve 2) we reduce by half all ca' k values of table 2, in the second (curve 3) we reduce by half all cs j values of table 3, and in the third (curve 4) we reduce by half all ca' k and cs j values. Starting from point A (49254, 2989), the points B1 (45584, 2989), B2 (40645, 2989) and B3 (36948, 2989) can be obtained with algorithm 1, and the points C1 (49254, 2803), C2 (49254, 2537) and C3 (49254, 2351) with algorithm 2. Consider that the system is originally at point A and let's take, for example, the curve 4. Define V as the required investment to reduce by half all variability parameters. As we invest V, we move the system state from point A to point B3 and hence, we reduce the WIP to 36948. This WIP level could also be attained by investing 918 (i.e., 3907-2989) in additional network capacity, instead of variability reduction, to reach point A3 (36948, 3907). The value 918 becomes an upper bound on the investment V. Note that with the curves of figure 12 at hand, we can now measure the tradeoff between investing in capacity versus investing in variability reduction.
Curve 4 is flatter than curve 3, which is flatter than curve 2, which is flatter than curve 1. For high utilization levels, the effect of reducing cs j is more sensible than that of reducing ca' k (compare curves 2 and 3). Nevertheless, we expect the inverse for low utilization. In order to illustrate this effect, figure 13 presents curves 2 and 3 for small WIP values (much less than 30000) and hence, low utilization at stations. Note that for WIP values less than the crossing point between curves 2 and 3, the effect of reducing ca' k becomes more sensible than that of reducing cs j .
Technology Substitution
As we have seen, utilizing the tradeoff curves of figure 12 we can assess the tradeoff between adding capacity and investing in uncertainty reduction, without changing neither the technology, the throughput, nor the product mix of the network. Now let's assume that we have an alternative technology that allows us to produce the same mix of products at the same throughput rate. Figure 14 depicts its hypotethical curve (curve 5) together with the curves of the current technology (curve 1) and the current technology with uncertainty reduction (curve 4). These two last ones correspond respectively to the curves 1 and 4 of figure 12. Note that now we have a new tradeoff analysis: the tradeoff between buying this substitute technology versus investing in uncertainty reduction in the current system. 
Changing the Throughput
The tradeoff curves also help the analysis of throughput changing in the network. Figure 15 presents curve 1 of figure 5, together with two other curves generated by varying the original network throughput, equal to 10 products per time unit (table 2). In the first (curve 2), we reduce by 10% the mean external arrival rates of all product classes in the network (so that the network throughput becomes 9 products per time unit), and in the second (curve 3), we increase them by 10% (11 products per time unit). Note in the figure that curve 2 is flatter than curve 1, while curve 1 is flatter than curve 3. The throughput variation apparently translates the curve and the smaller the throughput, the flatter is the curve. Starting at point A (49254, 2989), we obtain points B1 (32079, 2989) and B2 (98107, 2989) (the latter does not appear in figure 15 ) with algorithm 1, and points C1 (49254, 1798) and C2 (49254, 4378) with algorithm 2. Consider again that the system is at point A and take, for example, curve 3.
Note that it is unlikely that the system will survive the 10% growth of the throughput without additional resources (point B2). However, even a 50% increase of the current resources is not sufficient to maintain the same WIP level of point A (point C2).
Changing the Product Mix
The effects of changes in the product mix, such as removing old products, modifying the proportion among products, including new products, can also be analyzed with the tradeoff curves. Figure 16 presents curve 1 of figure 5, together with three other curves generated by modifying the product mix. In the first (curve 2) we eliminate product class 1 (i.e., λ 1 =0), in the second (curve 3) we duplicate the mean arrival rate of product class 1 (i.e., λ 1 =2), and in the third (curve 4) we introduce a new product class (class 11) with the same mean arrival rate of class 1 (i.e., λ 11 =1) but with a very different routing. Table 7 presents the input data for product class 11. Class k λ' k ca' k n kl n k 11 1.0 0.500 13, 1, 11, 3, 9, 5, 7 7 Note that curve 2 corresponds to a throughput of 9 products per time unit, while curves 3 and 4 to a throughput of 11 products per time unit. Curve 2 is flatter than curve 1, whereas curve 1 is flatter than curves 3 and 4. This result is consistent with our discussion of throughput changing in section 4.2. However, curve 3 is flatter than curve 4 in spite of having the same throughput (recall that in curve 3 we duplicate the mean arrival rate of class 1 and in curve 4 we introduce class 11 with the same mean arrival rate, variability parameter and number of operations of class 1). This shows that, in this example, the routing of class 11 produces higher WIP than the routing of class 1. Starting at point A (49254, 2989), we obtain points B1 (36607, 2989), B2 (77768, 2989) and B3 (103211, 2989) (points B2 and B3 do not appear in figure 16 ) with algorithm 1, and points C1 (49254, 2184), C2 (49254, 3973) and C3 (49254, 4435) with algorithm 2. Note that if we eliminate product class 1, we reduce the mean utilization of the original network, and the effect on network WIP corresponds to the horizontal distance between points A and B1. On the other hand, if we duplicate product class 1 or introduce product class 11, we raise the mean capacity utilization, yielding to a substantial increase in the network WIP, as shown by points B2 and B3. Similar results were found in section 4.2 as we increased by 10% the throughput of the network (compare figures 15 and 16).
Discrete Alternatives for Capacity Changes
n sections 3 and 4 we have assumed that capacity can be added or removed from each station by amounts small enough to consider the total capacity at the station, µ j , as a continuous variable. This is not always valid. In this section we briefly analyze the more general case where capacity changes at each station is limited to a finite set of discrete alternatives. In a previous paper, BITRAN & TIRUPATI I (1989b) presented a heuristic algorithm that considers capacity at each station as a discrete variable. The algorithm utilized in this section, here named algorithm 3, is an extension of that algorithm. Basically it is an iterative algorithm that, at each iteration, solves an integer linear program and updates the variability parameters; for a complete description of algorithm 3 the readers are referred to BITRAN & MORÁBITO (1995a) .
Consider that, instead of choosing any value for the capacity µ j , we are limited to a finite set of n j discrete alternatives at each station j. This set is described by the vector {µ j1 , µ j2 , ..., µ j,nj }, where µ ji denotes the capacity at station j under alternative i and satisfies µ ji >λ j for all i. Table 8 Each alternative i, i=1,...,n j , requires the resource level F ji (µ ji ) at station j, defined similarly to expression (2) as:
Note that for each alternative we can calculate the resource requirements at the station. After choosing a capacity alternative for each station j, we may apply the decomposition method (section 3.1) to obtain the 4 parameters {λ j , ca j , µ j , cs j }. Let us assume that we chose alternative i at station j (i.e., µ j =µ ji ) and so, we obtain {λ j , ca j , µ ji , cs j }. Using these parameters we can also calculate the WIP at station j under alternative i, W ji , defined similarly to expression (1) as: W ji = v j L ji (λ j , ca j , µ ji , cs j ) where, as before, v j is a given monetary value of an arbitrary product at station j, and L ji (λ j , ca j , µ ji , cs j ) is the mean number of products (in queue and in processing) at station j under alternative i. L ji can be calculated in the same way as L j in expression (1). Note that, once we have chosen an alternative at each station, we may obtain the WIP for each station and for the whole network. We can use algorithm 3 mentioned above to search for the best capacity choice at the stations.
Applying algorithm 3 to the network example of the previous sections (with the 5 available alternatives of table 8), we obtain point D (70927, 2359) indicated in figure 5 and presented in table 9. Note that the algorithm selected different alternatives for the stations (see the second column of the table). The columns ca ji , µ ji , ρ ji , and so on, indicate the parameters and performance measures at station j under alternative i relative to point D. Note that the ca j values at point D, as well as at point B, are very close to the ca j values at point O (compare tables 4, 6 and 9). The value of the required resources at point B, 2278, becomes a lower bound on the value of the required resources at point D (equal to 2359).
Similarly to algorithm 2, we can also apply algorithm 3 to trace the efficient frontier of the problem with discrete alternatives for capacity changes. Naturally this efficient frontier now is not defined as a continuous curve anymore, but as a set of discrete points.
Multiple Machines
n sections 3, 4 and 5 we defined the capacity at each station as the mean processing rate µ j . We considered each station j as a "single machine", or a set of machines, operators, tools, etc., that can be approximated by a single machine with mean processing rate µ j . This approximation is not always reasonable. We may have situations where we must describe the capacity at each station as a set of machines, each one with a given mean processing rate.
In the case where we have identical machines at each station (i.e., with the same mean processing rate), algorithms very similar to algorithms 1, 2 and 3 can be applied. Such algorithms consider the decision variable at each station as the number of machines, instead of the mean processing rate. Furthermore, performance measures such as the WIP defined in expression (1) must be redefined according to the multi-machine formulas of queueing theory. For more details of these algorithms, see e.g. BOXMA et al (1990) , VAN VLIET & RINNOOY KAN (1991) , BITRAN & TIRUPATI (1989b ), and BITRAN & MORÁBITO (1994 , 1995c .
The more general case when we may have distinct machines at the same station involves additional difficulties, and is a topic for future research.
Conclusions
n this paper we emphasized the application of tradeoff curves to the analysis of discrete manufacturing systems. Initially we discussed the importance of reducing uncertainty and understanding system relationships. We presented the manufacturing environment as a dynamic system, and modeled it as an open queueing network.
In order to generate tradeoff curves between network WIP and resources, we solved optimization problems of these measures applying algorithms known in the literature. To illustrate we presented several tradeoff curves for a manufacturing network example of a semi-conductor factory, and used them to analyze the effects of uncertainty reduction, throughput variation and product mix changes.
Tradeoff curves describe the relationship between performance measures, and can be effectively used to analyze strategic objectives as a function of the resources required to meet specific goals. Therefore, we can design a new manufacturing system or redesign an existing one in such a way to reflect our decision of how to compete in the market. and the three referees for their helpful comments. This research was partially supported by a post-doctoral fellowship from FAPESP (grant #93/0891-7). 
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