Nielson-type transfinite triangular interpolants by means of quadratic
  energy functional optimizations by Róth, Ágoston
Nielson-type transfinite triangular interpolants
by means of quadratic energy functional optimizations
A´goston Ro´th
Submitted to arXiv on April 6, 2016
Abstract We generalize the transfinite triangular interpolant of (Nielson, 1987) in order to generate visually smooth
(not necessarily polynomial) local interpolating quasi-optimal triangular spline surfaces. Given as input a triangular
mesh stored in a half-edge data structure, at first we produce a local interpolating network of curves by optimizing
quadratic energy functionals described along the arcs as weighted combinations of squared length variations of first
and higher order derivatives, then by optimizing weighted combinations of first and higher order quadratic thin-plate-
spline-like energies we locally interpolate each curvilinear face of the previous curve network with triangular patches
that are usually only C0 continuous along their common boundaries. In a following step, these local interpolating
optimal triangular surface patches are used to construct quasi-optimal continuous vector fields of averaged unit
normals along the joints, and finally we extend the G1 continuous transfinite triangular interpolation scheme of
(Nielson, 1987) by imposing further optimality constraints concerning the isoparametric lines of those groups of
three side-vertex interpolants that have to be convexly blended in order to generate the final visually smooth local
interpolating quasi-optimal triangular spline surface. While we describe the problem in a general context, we present
examples in special polynomial, trigonometric, hyperbolic and algebraic-trigonometric vector spaces of functions that
may be useful both in computer-aided geometric design and in computer graphics.
Mathematics Subject Classification (2000) 65D17 · 65D18 · 68U05 · 68U07
Keywords Triangular patches and spline surfaces · Univariate normalized B-basis functions · Constrained trivariate
basis functions · Quadratic energy functionals · Nielson-type transfinite triangular interpolants · Geometric continuity
1 Introduction
Spline-like surfaces that consist of geometrically continuous or visually smooth triangular interpolants (i.e., inter-
polating triangular surface patches that have continuous tangent plane along their common boundary curves) are
important in approximation theory, in computer-aided geometric design and in computer graphics as well. Without
providing an exhaustive survey, we cite some related publications:
− in (Nielson, 1987) each surface segment is defined over a triangle such that it matches a group of transfinite data
formed by three boundary curves and associated vector fields of normals;
− in (Loop, 1994) the author proposes a G1 triangular spline surface of arbitrary topological type that consists of
sextic triangular Be´zier patches;
− in (Walton, Meek, 1996) the authors fit a given triangular network of cubic Be´zier curves with a composite G1
continuous surface that consists of rational polynomial triangular patches, by constructing at first tangent ribbons
along each boundary curve then by defining surface patches with cross-boundary directional derivatives that lie
in common planes along the shared joints;
− in (Vlachos et al., 2001) the authors use the point-normal interpolation method of (Pieper, 1987) in the context
of so-called triangular PN patches that are used to improve the visual quality of existing triangle-based art in
real-time entertainment (such as computer games), by replacing flat triangles with cubic Be´zier patches that
ensure a quadratic normal vector variation for Gouraud shading;
− in (Tong, Kim, 2009) the authors present a polynomial method for the approximation of implicit surfaces by G1
triangular spline surfaces that is capable of interpolating positions, normals and normal curvatures at the vertices
of a triangular mesh which is a piecewise linear homeomorphic approximation of the given implicit surface (the
G1 continuity constraints are ensured by solving equality-constrained least squares fitting problems);
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2 A´goston Ro´th
− in (Farin, Hansford, 2012) the authors also rely on (Pieper, 1987) in order to build patch boundaries as Be´zier
curves, then they propose special G1 smoothness conditions for rectangular and triangular Gregory patches
(Gregory, 1974; Chiyokura, Kimura, 1984) that can be incorporated into a surface fitting algorithm, by estimating
tangent ribbons along the boundary curves and enforcing G1 continuity across interior boundary curves by means
of underdetermined linear systems.
Our approach originates in the transfinite triangular interpolant of (Nielson, 1987) and relies on quadratic energy
functional optimizations in order to generate visually smooth quasi-optimal triangular spline surfaces (the similarities
and main differences will be detailed in Section 5).
Consider the triangular meshM = (V,F , E) that consists of the unique vertices V = {pi}nvi=1 and counterclockwise
oriented triangular faces (i.e., triplets of vertex nodes)
F = {fr}nfr=1 = {(i, j, k) : (i, j) , (j, k) , (k, i) ∈ E} ,
where E denotes the set of oriented (half-)edges. As an example, Fig. 1(a) illustrates such a triangular mesh.
Fig. 1 (a) A triangular mesh (V,F , E) consisting of unique vertices and counterclockwise oriented faces. (b)–(c) Angle-weighted
averaged unit normal vectors and approximated unit tangent vectors translated to the corresponding mesh vertices. (nv = 89, nf = 174)
Based on the connectivity information stored in F one is able to determine the angle-weighted (Thu¨rnerr,
Wu¨thrich, 1998) averaged unit normal vectors N = {ni}nvi=1 that can be associated with the corresponding ver-
tices of V as it is shown in Fig. 1(b). Now, consider an arbitrarily selected directed edge (i, j) ∈ E and based on
vectors
fi = −ni, fj = −nj ,
bi,j =
(pj − pi)× fi∥∥(pj − pi)× fi∥∥ , bj,i = (pi − pj)× fj∥∥(pi − pj)× fj∥∥
determine the unit tangents
ti,j = fi × bi,j and tj,i = fj × bj,i
that can be associated with vertices pi and pj , respectively. Fig. 1(c) shows all these approximated unit tangent
vectors. Observe that the normal vector ni is orthogonal to all tangent vectors emanating from the vertex pi, i.e., all
tangent vectors emanating from a given vertex lie in the same approximated tangent plane. The rest of the manuscript
is organized as follows.
By means of the unique non-negative normalized B-bases of different types of reflection invariant extended Cheby-
shev vector spaces that also comprise the constants, in Section 2 we select proper univariate basis functions in order
to ensure more optimal shape preserving properties.
In Section 3 we build a network of optimal curves that locally interpolate the vertices and associated tangent
vectors along each edge of the given mesh by means of (not necessarily polynomial) arcs that minimize the weighted
combinations of squared length variations of their first and higher oder derivatives (i.e., by means of explicit closed
formulas, our objective is to define and locally minimize certain quadratic energy functionals that always have unique
global optimum points that indirectly also influence the length, the curvature variation or other higher order intrinsic
properties of the arcs of the constructed network).
Section 4 gives explicit closed formulas to locally interpolate all curvilinear triangular faces formed by the arcs of
the previously constructed curve network by using optimal (not necessarily polynomial) triangular surface patches
that are only C0 continuous along their common boundaries and which minimize the weighted sum of first and higher
order quadratic thin-plate-spline-like energies (the considered energy functionals will always have unique optimum
points that indirectly also influence the surface area, the curvature variation or any higher order intrinsic properties
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of the constructed patches). These triangular interpolants should be described by means of barycentric coordinate-
dependent constrained trivariate basis functions that along the boundaries are compatible with (i.e., degenerate to)
the univariate basis functions used for the construction of the arcs of the optimal curve network.
In Section 5, at first, we use the connectivity information stored in F in order to define continuous vector fields
of averaged unit normals along the common boundary curves of the previously generated local interpolating optimal
C0 triangular patches, then we generalize the convexly blended side-vertex method of (Nielson, 1987) in order to
produce G1 continuous (not necessarily polynomial) quasi-optimal triangular patches that interpolate the previously
calculated local interpolating optimal arcs and also match the vector fields of averaged unit normals of the neighboring
C0 patches.
Our final remarks are included in Section 6. In order to ease and speed up possible reimplementations we close the
manuscript with Appendices A and B that list closed formulas for certain univariate and double integrals, respectively,
on which the proposed method relies. The steps of our triangular spline surface modeling tool are briefly outlined in
Fig. 2.
Fig. 2 (a) A triangular mesh stored in a half-edge data structure. (b) Angle-weighted averaged unit normals and approximated
unit tangents associated with the vertices. (c) Local interpolating piecewise optimal curve network. (d) Local interpolating piecewise
optimal triangular surface patches that are only C0 continuous along their common boundaries. (e) Different vector fields of unit
normals along the boundaries. (f ) Continuous quasi-optimal vector fields of averaged unit normals along the joints. (g)–(h) Material
and reflection line based rendering of generalized G1 continuous triangular Nielson-type interpolants with quasi-optimal isoparametric
lines.
2 Selecting proper basis functions
Consider the endpoints of the directed edge (i, j) ∈ E and their associated unit tangent vectors. In order to describe
the points and higher order derivatives of a smooth curve as the varying linear combination of the control points
pi, pi + λi,jti,j , pj + λj,itj,i, pj (where scaling factors λi,j and λj,i are unknown at the moment), one has to define
smooth basis functions that also ensure several shape preserving properties. Let
B = {B3,0 (x) , B3,1 (x) , B3,2 (x) , B3,3 (x) : x ∈ [0, β]} , β > 0 (1)
be a system of sufficiently smooth non-negative normalized symmetric basis functions that also ensure endpoint
interpolation, i.e.,
B3,k ∈ Cρ ([0, β]) , ρ ≥ 1, k = 0, 1, 2, 3, (2)
B3,k (x) ≥ 0, ∀x ∈ [0, β] , k = 0, 1, 2, 3, (3)
3∑
k=0
B3,k (x) ≡ 1, ∀x ∈ [0, β] , (4)
B3,0 (0) = 1, B3,1 (0) = B3,2 (0) = B3,3 (0) = 0, (5)
B3,3 (β) = 1, B3,0 (β) = B3,1 (β) = B3,2 (β) = 0, (6)
B3,k (x) = B3,3−k (β − x) , ∀x ∈ [0, β] , k = 0, 1. (7)
As we will see in the forthcoming sections, conditions (2)–(7) form a part of the minimal requirements of the
proposed curve and surface modeling tools. Naturally, there are infinitely many bases that fulfill conditions (2)–(7),
however, in order to ensure additional ideal shape preserving properties, we advise to define the system (1) by means
of unique normalized B-basis functions of classes of reflection invariant (mixed) extended Chebyshev (EC) spaces as
it is illustrated by several examples at the end of the current section. The following parts recall the notion of EC
spaces and motivate the application of non-negative normalized B-basis functions.
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Let η ≥ 3 be a fixed integer and consider the EC system
Sβη = {Sη,r (x) : x ∈ [0, β]}ηr=0 , Sη,0 ≡ 1, (8)
of basis functions in Cη ([0, β]), i.e., by definition (Karlin, Studden, 1966), for any integer 0 ≤ r ≤ η, any strictly
increasing sequence of knot values 0 ≤ x0 < x1 < . . . < xr ≤ β, any positive integers (called multiplicities) {mk}rk=0
such that
∑r
k=0mk = η + 1, and any real numbers
{
yk,`
}r, mk−1
k=0, `=0
there always exists a unique function
S :=
η∑
r=0
ση,rSη,r ∈ Sβη := spanSβη , ση,r ∈ R, r = 0, 1, . . . , η (9)
that satisfies the conditions of the Hermite interpolation problem
d`
dx`
S (x)
∣∣∣∣
x=xk
=: S(`) (xk) = yk,`, ` = 0, 1, . . . ,mk − 1, k = 0, 1, . . . , r. (10)
In what follows, we assume that the sign-regular determinant of the coefficient matrix of the linear system (10) of
equations is strictly positive for any permissible parameter settings introduced above. Under these circumstances,
the vector space Sβη of functions is called an EC space of dimension η + 1. In terms of zeros, this definition means
that any non-zero element of Sβη vanishes at most η times in the interval [0, β]. Such spaces and their corresponding
spline counterparts have been widely studied, consider e.g. articles (Pottmann, Wagner, 1994; Mazure, 1999, 2001;
Mainar et al., 2001; Lu¨ et al., 2002; Carnicer et al., 2004; Mainar, Pen˜a, 2004; Carnicer et al., 2007; Mainar, Pen˜a,
2010; Ro´th, 2015) and many other references therein.
Using (Carnicer, Pen˜a, 1995, Theorem 5.1) and (Carnicer et al., 2004), it follows that the vector space Sβη also has
a strictly totally positive basis for appropriately fixed values of the parameter β, i.e., a basis such that all minors of
all its collocation matrices are strictly positive. Since the constant function 1 ≡ Sη,0 ∈ Sβη , the aforementioned strictly
positive basis is normalizable, therefore the vector space Sβη also has a unique non-negative normalized B-basis
B˜βη =
{
B˜η,r (x) : x ∈ [0, β]
}η
r=0
(11)
that besides the identity
η∑
r=0
B˜η,r (x) ≡ 1, ∀x ∈ [0, β] (12)
also fulfills the properties
B˜η,0 (0) = B˜η,η (β) = 1, (13)
B˜
(j)
η,r (0) = 0, j = 0, . . . , r − 1, B˜(r)η,r (0) > 0, (14)
B˜
(j)
η,r (β) = 0, j = 0, 1, . . . , η − 1− r, (−1)η−r B˜(η−r)η,r (β) > 0 (15)
conform (Carnicer, Pen˜a, 1995, Theorem 5.1) and (Mazure, 1999, Equation (3.6)). Among such EC spaces there are
ones (see e.g. (Mainar, Pen˜a, 2010)) that can be formed by all solutions of those linear homogeneous differential
equations of order η+1 the coefficients of which are constants and the characteristic polynomial of which is an either
even or odd function that also admits 0 as one of its (presumably higher order) zeros. Under these conditions, 1 ∈ Sβη ,
moreover the space Sβη is also invariant under reflections and consequently under translations as well, i.e., for any
function S ∈ Sβη and fixed scalar τ ∈ R the functions Pτ (x) := S (τ − x) and Qτ (x) := S (x− τ) also belong to Sβη .
Therefore, the unique normalized B-basis of the members of this class of EC spaces also fulfills the symmetry
B˜η,r (x) = B˜η,η−r (β − x) , ∀x ∈ [0, β] , r = 0, 1, . . . ,
⌊
η
2
⌋
. (16)
Compared with the traditionally used cubic or higher degree Hermite basis functions that would easily fulfill the
required endpoint interpolation conditions, the unique normalized B-bases of such vector spaces ensure more optimal
shape preserving properties (like closure for the affine transformations of the control points, convex hull, variation
diminishing, monotonicity preserving, hodograph and length diminishing, symmetry with respect to reversing the
order of control points), important evaluation or subdivision algorithms and useful shape (or tension) parameters.
In cases η = 3 and η > 3, the required basis functions of the system (1) can be obtained from the normalized
B-basis (11) either by direct index correspondence or by creating four linearly independent linear combinations of
normalized B-basis functions such that the obtained expressions do not violate conditions (3)–(7), respectively.
Example 2.1 (Cubic and higher degree Bernstein polynomials) An immediate choice of the required basis func-
tions would be the cubic case of the Bernstein polynomials
B˜1η =
{
B˜η,r (x) =
(
η
r
)
xr (1− x)η−r : x ∈ [0, 1]
}η
r=0
, η ≥ 3
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that form the non-negative normalized B-basis (Carnicer, Pen˜a, 1993) of the EC space of polynomials of degree at most
η, i.e., B3,k (x) := B˜3,k (x) , k = 0, 1, 2, 3. However, in order to ensure higher order non-vanishing derivatives, one could
define the required basis functions for example as the linear combinations
B3,0 (x) := B˜4,0 (x) , B3,1 (x) := B˜4,1 (x) +
1
2
B˜4,2 (x) , B3,2 (x) :=
1
2
B˜4,2 (x) + B˜4,3 (x) , B3,3 (x) := B˜4,4 (x)
that also fulfill the conditions (2)–(7).
Example 2.2 (Second and higher order trigonometric normalized B-basis functions) Let β ∈ (0, pi) be a fixed
shape parameter and let η = 2µ ≥ 4. The non-negative normalized B-basis of the EC space
Sβ2µ =
{
S2µ,0 (u) ≡ 1, {S2µ,2r−1 (u) = sin (rx) , S2µ,2r (x) = cos (rx)}µr=1 : x ∈ [0, β]
}
(17)
of trigonometric polynomials of order at most µ (degree η = 2µ) provided by (Sa´nchez-Reyes, 1998) can linearly be
reparametrized into the form
B˜β2µ =
{
B˜2µ,r (x) = c
β
2µ,r sin
2µ−r
(
β − x
2
)
sinr
(
x
2
)
: x ∈ [0, β]
}2µ
r=0
, µ ≥ 2 (18)
where
cβ2µ,r = c
β
2µ,2µ−r =
1
sin2µ
(
β
2
) b r2 c∑
`=0
(
µ
r − `
)(
r − `
`
)(
2 cos
(
β
2
))r−2`
, r = 0, 1, . . . , µ (19)
are symmetric normalizing coefficients. Similarly to Example 2.1, if µ = 2 (i.e., η = 4), then the functions of the system
(1) can be defined for example as follows
B3,0 (x) := B˜4,0 (x) , B3,1 (x) := B˜4,1 (x) +
1
2
B˜4,2 (x) , B3,2 (x) :=
1
2
B˜4,2 (x) + B˜4,3 (x) , B3,3 (x) := B˜4,4 (x) .
Example 2.3 (Second and higher oder hyperbolic normalized B-basis functions) Now, let β > 0 and η = 2µ ≥
4 be fixed parameters. Using hyperbolic sine and cosine functions in expressions (17)–(19) instead of the trigonometric
ones, we obtain the vector space of hyperbolic polynomials of order at most µ (or degree η = 2µ) the unique non-negative
normalized B-basis of which was introduced in (Shen, Wang, 2005). If µ = 2 (i.e., η = 4), then the basis functions (1) can
be defined as in Example 2.2.
Example 2.4 (First order algebraic-trigonometric normalized B-basis functions) The non-negative normalized B-
basis
B˜β3 =
{
B˜3,0 (x) = B˜3,3 (β − x) , B˜3,1 (x) = B˜3,2 (β − x) ,
B˜3,2 (x) = (β − x+ sin (β − x) + sin (x)− sin (β) + x cos (β)− β cos (x)) · sin (β)
(β − sin (β)) (2 sin (β)− β − β cos (β)) ,
B˜3,3 (x) = x− sin (x)
β − sin (β) : x ∈ [0, β]
}
, β ∈ (0, 2pi)
of the mixed EC space Sβ3 = span{S3,0 (x) = 1, S3,1 (x) = x, S3,2 (x) = sin (x) , S3,3 (x) = cos (x) : x ∈ [0, β]}〉
of algebraic-trigonometric functions can be constructed by using either the differential equation based iterative integral
representation published in (Mainar, Pen˜a, 2010) and references therein or the determinant based formulas of (Mazure,
1999, Theorem 3.4). The critical length 2pi was determined in (Carnicer et al., 2004, Section 5). As in the cubic case of
the polynomial Example 2.1, the required basis functions (1) can be defined by direct index correspondence, i.e., B3,k (x) :=
B˜k (x) , k = 0, 1, 2, 3.
Remark 2.1 Observe that the polynomial, trigonometric, hyperbolic and algebraic-trigonometric reflection invariant EC
spaces detailed in Examples 2.1–2.4 above correspond to the spaces of solutions of those constant-coefficient homogeneous
linear differential equations of order η+1 that are determined by the either even or odd characteristic polynomials pη+1 (z) =
zη, pη+1 (z) := p2µ+1 (z) = z
∏µ
r=1
(
z2 + r2
)
, pη+1 (z) := p2µ+1 (z) = z
∏µ
r=1
(
z2 − r2) and pη+1 (z) := p4 (z) =
z2(z2 + 1), respectively, where z ∈ C. Constructing the normalized B-basis functions of other reflection invariant (mixed)
EC spaces (Mainar, Pen˜a, 2010), one can also define other useful systems in a similar fashion.
3 Construction of networks of local interpolating optimal curves
Let (i, j) ∈ E be an arbitrarily selected directed edge of the given triangular mesh and consider the unit tangent
vectors ti,j and tj,i associated with vertices pi and pj , respectively. Our first objective is to determine the scaling
factors λi,j and λj,i of tangent vectors ti,j and tj,i, respectively, such that the curve
ci,j (x;λi,j , λj,i) = pi ·B3,0 (x) + (pi + λi,jti,j) ·B3,1 (x) + (pj + λj,itj,i) ·B3,2 (x) + pj ·B3,3 (x) , x ∈ [0, β]
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becomes the solution of the optimization problem (Schweikert, 1966; Barsky, 1984; Lasser, Hagen, 1992)
Eρi,j (λi,j , λj,i) :=
ρ∑
r=1
θr
β∫
0
∥∥∥c(r)i,j (x;λi,j , λj,i)∥∥∥2 dx→ min, (20)
where ρ ≥ 1 denotes the maximal order of involved derivatives (such that B(r)3,1 6≡ 0 6≡ B(r)3,2 , ∀r = 1, . . . , ρ), while
parameters {θr}ρr=1 are user defined non-negative weights of rank 1 (i.e., θr ≥ 0, r = 1, . . . , ρ,
∑ρ
r=1 θr 6= 0).
Let us denote by 〈·, ·〉 the inner product of two vectors. Since this operator is linear in both of its components and
‖·‖2 := 〈·, ·〉, by using the notations
ϕrk,` :=
∫ β
0
B
(r)
3,k (x)B
(r)
3,` (x) dx =: ϕ
r
`,k, k, ` ∈ {0, 1, 2, 3} ,
φρk,` :=
ρ∑
r=1
θr · ϕrk,`, k, ` ∈ {0, 1, 2, 3} ,
one obtains that
Eρi,j (λi,j , λj,i)
= 〈pi,pi〉 · φρ0,0 + 2 ·
〈
pi + λi,jti,j ,pi
〉 · φρ0,1 + 2 · 〈pi,pj + λj,itj,i〉 · φρ0,2 + 2 · 〈pi,pj〉 · φρ0,3
+
〈
pi + λi,jti,j ,pi + λi,jti,j
〉 · φρ1,1 + 2 · 〈pi + λi,jti,j ,pj + λj,itj,i〉 · φρ1,2 + 2 · 〈pi + λi,jti,j ,pj〉 · φρ1,3
+
〈
pj + λj,itj,i,pj + λj,itj,i
〉 · φρ2,2 + 2 · 〈pj + λj,itj,i,pj〉 · φρ2,3
+
〈
pj ,pj
〉 · φρ3,3,
by means of which the unknown parameters λi,j , λj,i can be determined as the solution of the linear system
∂
∂λi,j
Eρi,j (λi,j , λj,i) = 0,
∂
∂λj,i
Eρi,j (λi,j , λj,i) = 0,
the matrix form of which is[
φρ1,1
〈
ti,j , tj,i
〉 · φρ1,2〈
ti,j , tj,i
〉 · φρ1,2 φρ2,2
][
λi,j
λj,i
]
= −
[〈
pi ·
(
φρ0,1 + φ
ρ
1,1
)
+ pj ·
(
φρ1,2 + φ
ρ
1,3
)
, ti,j
〉〈
pi ·
(
φρ0,2 + φ
ρ
1,2
)
+ pj ·
(
φρ2,2 + φ
ρ
2,3
)
, tj,i
〉 ] . (21)
Proposition 3.1 (Uniqueness of the solution) The linear system (21) always admits a unique solution, i.e.,
∆ρi,j := det
[
φρ1,1
〈
ti,j , tj,i
〉 · φρ1,2〈
ti,j , tj,i
〉 · φρ1,2 φρ2,2
]
= φρ1,1 · φρ2,2 −
〈
ti,j , tj,i
〉2 · (φρ1,2)2 6= 0.
Proof. Observe that by means of the well-known Cauchy–Schwarz inequality, one can obtain that
(
φρ1,2
)2
=
(
ρ∑
r=1
θr
∫ β
0
B
(r)
3,1 (x)B
(r)
3,2 (x) dx
)2
≤
(
ρ∑
r=1
θr
∫ β
0
(
B
(r)
3,1 (x)
)2
dx
)
·
(
ρ∑
r=1
θr
∫ β
0
(
B
(r)
3,2 (x)
)2
dx
)
= φρ1,1 · φρ2,2,
where the equality holds if and only if B
(r)
3,1 (x) = α ·B(r)3,2 (x) , ∀x ∈ [0, β] , ∀r = 1, . . . , ρ for some fixed constant α ∈ R,
which is impossible by definition, since B
(r)
3,1 6≡ 0 6≡ B(r)3,2 and B(r)3,1 (x) = (−1)r B(r)3,2 (β − x) , ∀x ∈ [0, β] , ∀r = 1, . . . , ρ
due to the symmetry condition (7), therefore (
φρ1,2
)2
< φρ1,1 · φρ2,2. (22)
Using once again the Cauchy–Schwarz inequality, we also obtain that
0 ≤ 〈ti,j , tj,i〉2 ≤ ∥∥ti,j∥∥2 · ∥∥tj,i∥∥2 = 1. (23)
Combining inequalities (22) and (23), finally, we have that ∆ρi,j > 0, i.e., the system (21) always admits the unique
solution  λi,j
λj,i
 = − 1
∆ρi,j
·
 φρ2,2 −〈ti,j , tj,i〉 · φρ1,2
−〈ti,j , tj,i〉 · φρ1,2 φρ1,1
 ·
〈pi · (φρ0,1 + φρ1,1)+ pj · (φρ1,2 + φρ1,3) , ti,j〉〈
pi ·
(
φρ0,2 + φ
ρ
1,2
)
+ pj ·
(
φρ2,2 + φ
ρ
2,3
)
, tj,i
〉
 (24)
which completes the proof.
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Remark 3.1 (Invariance property of the solution) Observe that the unique solution (24) of the linear system (21) is
invariant under parametrizations of the applied basis functions (1), moreover isometries and uniform scalings of the given
mesh vertices would generate congruent or proportional local interpolating optimal arcs, respectively.
The remaining parts of the current section provides explicit closed formulas for (24) in case of basis functions
that were introduced in Examples 2.1, 2.2, 2.3 and 2.4.
Example 3.1 (Cubic Bernstein polynomials; ρ = θ1 = 1) Assume that the system B denotes the cubic Bernstein poly-
nomials defined on [0, 1] and let ρ = θ1 = 1 be fixed parameters. In this case, by means of values {ϕ10,1, ϕ10,2, ϕ11,1, ϕ11,2, ϕ11,3,
ϕ12,2, ϕ
1
2,3} listed in Appendix A.1.1, one has that[
λi,j
λj,i
]
=
1
16− 〈ti,j , tj,i〉2
·
[
〈pj − pi, tj,i · 〈ti,j , tj,i〉+ 4 · ti,j〉
〈pi − pj , ti,j · 〈ti,j , tj,i〉+ 4 · tj,i〉
]
.
Using these parameter settings in case of a triangulated cube, Fig. 3(a) illustrates a network of local interpolating optimal
cubic Be´zier curves. Each arc of the network locally minimizes the squared length variation of its tangent vectors.
Fig. 3 Cases (a), (b) and (c) show the output of the local interpolating piecewise optimal curve network construction method in case
of parameter settings described in Examples 3.1, 3.2 and 3.3, respectively.
Example 3.2 (Cubic Bernstein polynomials; ρ = 2, θ1 = θ2 = 1) Let B once again be the system of cubic Bern-
stein polynomials on [0, 1], and assume that ρ = 2 and θ1 = θ2 = 1 are given parameters. Then, by using the values{
ϕr0,1, ϕ
r
0,2, ϕ
r
1,1, ϕ
r
1,2, ϕ
r
1,3, ϕ
r
2,2, ϕ
r
2,3
}2
r=1
listed in Appendices A.1.1–A.1.2, one obtains that[
λi,j
λj,i
]
=
1
15376− 3481 · 〈ti,j , tj,i〉2
·
[
〈pj − pi, 7564 · ti,j − 3599 · tj,i · 〈ti,j , tj,i〉〉
〈pi − pj , 7564 · tj,i − 3599 · ti,j · 〈ti,j , tj,i〉〉
]
.
Using the same triangulated cube as in Example 3.1, Fig. 3(b) shows the local interpolating optimal cubic Be´zier curve
network determined by the parameter settings above. The obtained network consists of arcs that locally minimize the combined
squared length variation of their first and second order derivatives.
Example 3.3 (Trigonometric basis functions; ρ = 2) Let β ∈ (0, pi) and ρ = 2 be fixed parameters and consider
the trigonometric basis functions introduced in Example 2.2. Evaluating the expressions {ϕr0,1, ϕr0,2, ϕr1,1, ϕr1,2, ϕr1,3, ϕr2,2,
ϕr2,3}2r=1 listed in Appendices A.2.1–A.2.2 for β = pi2 , in case of weight vectors [θ1 = 1, θ2 = 0] and [θ1 = 1, θ2 = 1] one
can write the solution (24) in the form[
λi,j
λj,i
]
=
3pi − 8
2 ·
(
(6pi − 16)2 − (10− 3pi)2 · 〈ti,j , tj,i〉2
) · [ 〈pj − pi, (6pi − 16) · ti,j + (10− 3pi) · 〈ti,j , tj,i〉 · tj,i〉〈pi − pj , (6pi − 16) · tj,i + (10− 3pi) · 〈ti,j , tj,i〉 · ti,j〉
]
and [
λi,j
λj,i
]
=
15pi − 16
2 ·
(
(21pi − 32)2 − (15pi − 32)2 · 〈ti,j , tj,i〉2
) · [ 〈pj − pi, (21pi − 32) · ti,j − (15pi − 32) · 〈ti,j , tj,i〉 · tj,i〉〈pi − pj , (21pi − 32) · tj,i − (15pi − 32) · 〈ti,j , tj,i〉 · ti,j〉
]
,
respectively. Using the same triangulated cube as in Examples 3.1–3.2, Fig. 3(c) uses the weights θ1 = θ2 = 1 and shows the
effect of the design parameter β ∈ (0, pi) on the shape of the local interpolating optimal curve network that – compared with
the polynomial Example 3.2 – now consists of second order (quartic) trigonometric arcs which also minimize the combined
squared length variations of their velocity and acceleration vectors.
In case of hyperbolic and algebraic-trigonometric basis functions, Appendix A lists further explicit formulas for
the corresponding β-dependent values of the integrals ϕr0,1 = ϕ
r
2,3, ϕ
r
0,2 = ϕ
r
1,3, ϕ
r
1,1 = ϕ
r
2,2 and ϕ
r
1,2, where r = 1, 2.
As in case of Examples 3.1–3.3, for a given shape parameter β and non-negative weight vector [θr]
2
r=1 of rank 1, these
values can easily be evaluated and substituted into the general formula (24).
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4 Construction of C0 continuous local interpolating optimal triangular spline surfaces
Consider the counterclockwise oriented triangular face (i, j, k) ∈ F , the domain
Ωβ = {(u, v, w) : u, v, w ∈ [0, β] , u+ v + w = β}
and the triangular surface
si,j,k (u, v, w) =
3∑
r=0
3−r∑
s=0
pi,j,kr,s,3−r−sTr,s,3−r−s (u, v, w) , (u, v, w) ∈ Ωβ , (25)
where the sufficiently smooth non-negative constrained trivariate normalized function system
Tβ :=
{
Tr,s,3−r−s (u, v, w) : (u, v, w) ∈ Ωβ
}3, 3−r
r=0, s=0
(26)
is linearly independent and also fulfills the boundary conditions
{Tr,s,3−r−s (0, β − w,w) : w ∈ [0, β]}3, 3−rr=0, s=0 = {B3,0 (w) , B3,1 (w) , B3,2 (w) , B3,3 (w) : w ∈ [0, β]} ,
{Tr,s,3−r−s (u, 0, β − u) : u ∈ [0, β]}3, 3−rr=0, s=0 = {B3,0 (u) , B3,1 (u) , B3,2 (u) , B3,3 (u) : u ∈ [0, β]} ,
{Tr,s,3−r−s (β − v, v, 0) : v ∈ [0, β]}3, 3−rr=0, s=0 = {B3,0 (v) , B3,1 (v) , B3,2 (v) , B3,3 (v) : v ∈ [0, β]} .
Using the notations of Fig. 4, we also assume that the boundary curves are determined by the control polygons
[ pi,j,k3,0,0 = pi, p
i,j,k
2,0,1 = pi + λi,jti,j , p
i,j,k
1,0,2 = pj + λj,itj,i, p
i,j,k
0,0,3 = pj ],
[ pi,j,k0,0,3 = pj , p
i,j,k
0,1,2 = pj + λj,ktj,k, p
i,j,k
0,2,1 = pk + λk,jtk,j , p
i,j,k
0,3,0 = pk ],
[ pi,j,k0,3,0 = pk, p
i,j,k
1,2,0 = pk + λk,itk,i, p
i,j,k
2,1,0 = pi + λi,kti,k, p
i,j,k
3,0,0 = pi ].
Fig. 4 The control net of the local interpolating optimal triangular surface patch to be generated
The unknown control point pi,j,k1,1,1 of the local interpolating triangular surface element si,j,k will be determined
as the unique solution of the optimization problemE
γ
i,j,k
(
pi,j,k1,1,1
)
→ min,
pi,j,k1,1,1 ∈ R3,
where
Eγi,j,k
(
pi,j,k1,1,1
)
=
γ∑
g=1
εg
 g∑
z=0
(
g
z
)∫ β
0
∫ β−x
0
(
3∑
r=0
3−r∑
s=0
pi,j,kr,s,3−r−s
∂g
∂xz∂yg−z
Tr,s,3−r−s (x, y, β − x− y)
)2
dy
dx
 (27)
denotes the generalized quadratic thin-plate spline surface energy (Duchon, 1977) of order γ ≥ 1, while the parameters
{εg}γg=1 are user defined non-negative weights of rank 1.
Using the notations
τz, g−zr,s,3−r−s
:=
∫ β
0
(∫ β−x
0
(
∂g
∂xz∂yg−z
Tr,s,3−r−s (x, y, β − x− y) · ∂
g
∂xz∂yg−z
T1,1,1 (x, y, β − x− y)
)
dy
)
dx,
s = 0, . . . , 3− r, r = 0, 1, 2, 3,
(28)
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the pi,j,k1,1,1-dependent part of the energy functional (27) is
E˜γi,j,k
(
pi,j,k1,1,1
)
= 2
γ∑
g=1
εg
g∑
z=0
(
g
z
)〈
3∑
r=0, r 6=1
3−r∑
s=0
τz,g−zr,s,3−r−s · pi,j,kr,s,3−r−s +
2∑
s=0, s6=1
τz,g−z1,s,2−s · pi,j,k1,s,2−s, pi,j,k1,1,1
〉
+
(
γ∑
g=1
εg
g∑
z=0
(
g
z
)
τz,g−z1,1,1
)
·
〈
pi,j,k1,1,1, p
i,j,k
1,1,1
〉
.
Proposition 4.1 (Uniqueness of the solution) Provided that Tβ , γ and {εg}γg=1 are chosen such that the coefficient
of 〈pi,j,k1,1,1, pi,j,k1,1,1〉 in E˜γi,j,k
(
pi,j,k1,1,1
)
is not zero, the solution of
∂
∂pi,j,k1,1,1
E˜γi,j,k
(
pi,j,k1,1,1
)
:= 2
γ∑
g=1
εg
g∑
z=0
(
g
z
) 3∑
r=0, r 6=1
3−r∑
s=0
τz,g−zr,s,3−r−s · pi,j,kr,s,3−r−s +
2∑
s=0, s 6=1
τz,g−z1,s,2−s · pi,j,k1,s,2−s

+
(
2
γ∑
g=1
εg
g∑
z=0
(
g
z
)
τz,g−z1,1,1
)
· pi,j,k1,1,1
= 0
is the unique critical control point
pi,j,k1,1,1 = −
γ∑
g=1
εg
g∑
z=0
(
g
z
) 3∑
r=0, r 6=1
3−r∑
s=0
τz,g−zr,s,3−r−s · pi,j,kr,s,3−r−s +
2∑
s=0, s 6=1
τz,g−z1,s,2−s · pi,j,k1,s,2−s

γ∑
g=1
εg
g∑
z=0
(
g
z
)
τz,g−z1,1,1
. (29)
Remark 4.1 (Invariance property of the solution) Observe that unique solution (29) is also invariant under the
parametrization of the applied constrained trivariate basis functions (26), moreover isometries and uniform scalings of the
given mesh vertices would generate congruent and proportional local interpolating optimal triangular patches, respectively.
The following examples provide proper constrained trivariate linearly independent function systems that can be
used for the description of the triangular surface element (25).
Example 4.1 (Constrained trivariate Bernstein polynomials; β = 1) If the boundary curves of (25) are determined
by means of cubic Bernstein polynomials defined on the interval [0, 1], then one should define the function system (26) as
the cubic constrained trivariate Bernstein polynomials
Tr,s,3−r−s (u, v, w) = B3r,s,3−r−s (u, v, w)
=
3!
r!s! (3− r − s)!u
rvsw3−r−s, (u, v, w) ∈ Ω1, s = 0, . . . , 3− r, r = 0, 1, 2, 3
that would lead to triangular cubic Bernstein–Be´zier patches (Farin, 1986). However, if one uses quartic Bernstein poly-
nomials at the boundary ∂Ω1 as illustrated in Example 2.1, then one can define the functions of the required constrained
trivariate basis as the linearly independent combinations
T0,0,3 (u, v, w) = B
4
0,0,4 (u, v, w) ,
T0,1,2 (u, v, w) = B
4
0,1,3 (u, v, w) +
1
2
B40,2,2 (u, v, w) ,
T0,2,1 (u, v, w) =
1
2
B40,2,2 (u, v, w) +B
4
0,3,1 (u, v, w) ,
T0,3,0 (u, v, w) = B
4
0,4,0 (u, v, w) ,
T1,0,2 (u, v, w) = B
4
1,0,3 (u, v, w) +
1
2
B42,0,2 (u, v, w) ,
T1,1,1 (u, v, w) = B
4
1,1,2 (u, v, w) +B
4
1,2,1 (u, v, w) +B
4
2,1,1 (u, v, w) ,
T1,2,0 (u, v, w) = B
4
1,3,0 (u, v, w) +
1
2
B42,2,0 (u, v, w) ,
T2,0,1 (u, v, w) =
1
2
B42,0,2 (u, v, w) +B
4
3,0,1 (u, v, w) ,
T2,1,0 (u, v, w) =
1
2
B42,2,0 (u, v, w) +B
4
3,1,0 (u, v, w) ,
T3,0,0 (u, v, w) = B
4
4,0,0 (u, v, w)
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of quartic constrained trivariate Bernstein polynomials. In this way the constructed functions will also fulfill six cyclic
symmetry properties in their variables. The construction steps and the layout of the original and final systems of functions
can also be seen in Fig. 5(b)→(a). For the sake of convenience, in case of the latter quartic basis, the values of those double
integrals (28) that are required for the minimization of the thin-plate spline energy (27) of order at most γ = 2, can be
found in Appendix B.1.
Fig. 5 Cases (b) and (c) show the layout of the constrained trivariate quartic Bernstein polynomials and of the second order
trigonometric basis that are detailed in Examples 4.1 and 4.2, respectively. The highlighted nodes represent those functions that
have to be linearly combined with the shown weights above the arrows or near the nodes in order to obtain the final non-negative
normalized basis (a) that preserves the six cyclic symmetry properties of the original systems.
Example 4.2 (Constrained trivariate trigonometric basis functions; β ∈ (0, pi)) Consider the domain Ωβ , where
β ∈ (0, pi) is an arbitrarily fixed shape parameter. Using the second order non-negative constrained trivariate normalized
trigonometric basis functions
Rβ4,4,0 (u, v, w) =
1
sin4
(
β
2
) sin4 (u
2
)
, Rβ4,3,0 (u, v, w) =
4 cos
(
β
2
)
sin4
(
β
2
) sin3 (u
2
)
sin
(
w
2
)
cos
(
v
2
)
,
Rβ4,2,0 (u, v, w) =
2 + 4 cos2
(
β
2
)
sin4
(
β
2
) sin2 (u
2
)
sin2
(
w
2
)
cos2
(
v
2
)
,
Rβ4,1,0 (u, v, w) = R
β
4,3,0 (w, v, u) ,
Rβ4,3,1 (u, v, w) =
4 + 8 cos2
(
β
2
)
sin5
(
β
2
) sin3 (u
2
)
sin
(
w
2
)
sin
(
v
2
)
,
Rβ4,2,1 (u, v, w) =
16 cos
(
β
2
)
+ 8 cos3
(
β
2
)
sin5
(
β
2
) sin2 (u
2
)
sin2
(
w
2
)
cos
(
v
2
)
sin
(
v
2
)
,
Rβ4,2,2 (u, v, w) =
10 + 20 cos2
(
β
2
)
sin4
(
β
2
) sin2 (u
2
)
sin2
(
v
2
)
sin2
(
w
2
)
,
Gβ4,4,0 (u, v, w) = R
β
4,4,0 (w, u, v) , G
β
4,3,0 (u, v, w) = R
β
4,3,0 (w, u, v) , G
β
4,2,0 (u, v, w) = R
β
4,2,0 (w, u, v) ,
Gβ4,1,0 (u, v, w) = G
β
4,3,0 (u,w, v) ,
Gβ4,3,1 (u, v, w) = R
β
4,3,1 (w, u, v) , G
β
4,2,1 (u, v, w) = R
β
4,2,1 (w, u, v)
Bβ4,4,0 (u, v, w) = R
β
4,4,0 (v, w, u) , B
β
4,3,0 (u, v, w) = B
β
4,3,0 (v, w, u) , B
β
4,2,0 (v, w, u) = R
β
4,2,0 (v, w, u) ,
Bβ4,1,0 (u, v, w) = B
β
4,3,0 (v, u, w) ,
Bβ4,3,1 (u, v, w) = R
β
4,3,1 (v, w, u) , B
β
4,2,1 (u, v, w) = R
β
4,2,1 (v, w, u) ,
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a linearly independent function system that is compatible along the boundary ∂Ωβ with the univariate trigonometric basis
of Example 2.2 and also fulfills six cyclic symmetry properties can be constructed as follows:
T0,0,3 (u, v, w) = G
β
4,4,0 (u, v, w) ,
T0,1,2 (u, v, w) = G
β
4,3,0 (u, v, w) +
1
2
Gβ4,2,0 (u, v, w) ,
T0,2,1 (u, v, w) =
1
2
Gβ4,2,0 (u, v, w) +G
β
4,1,0 (u, v, w) ,
T0,3,0 (u, v, w) = B
β
4,4,0 (u, v, w) ,
T1,0,2 (u, v, w) =
1
2
Rβ4,2,0 (u, v, w) +R
β
4,1,0 (u, v, w) ,
T1,1,1 (u, v, w) = R
β
4,3,1 (u, v, w) +R
β
4,2,1 (u, v, w) +R
β
4,2,2 (u, v, w)
+Gβ4,3,1 (u, v, w) +G
β
4,2,1 (u, v, w)
+Bβ4,3,1 (u, v, w) +B
β
4,2,1 (u, v, w) ,
T1,2,0 (u, v, w) = B
β
4,3,0 (u, v, w) +
1
2
Bβ4,2,0 (u, v, w) ,
T2,0,1 (u, v, w) = R
β
4,3,0 (u, v, w) +
1
2
Rβ4,2,0 (u, v, w) ,
T2,1,0 (u, v, w) =
1
2
Bβ4,2,0 (u, v, w) +B
β
4,1,0 (u, v, w) ,
T3,0,0 (u, v, w) = R
β
4,4,0 (u, v, w) .
The construction steps and the layout of the original and final constrained trivariate functions can also be seen in Fig.
5(c)→(a). Basis functions {R4,4−i,j}1,3−jj=0,i=j , R4,2,2, {G4,4−i,j}1,3−jj=0,i=j and {B4,4−i,j}1,3−jj=0,i=j were first introduced and
later generalized to higher order in (Shen, Wang, 2010) and (Ro´th et al., 2013), respectively. For the sake of convenience,
the β-dependent values of those double integrals (28) that are required for the minimization of the thin-plate spline energy
(27) of order at most γ = 2, can be found in Appendix B.2.
Example 4.3 (Constrained trivariate hyperbolic basis functions; β > 0) Let β > 0 be a fixed shape parameter.
Using hyperbolic sine and cosine functions instead of the trigonometric ones presented in Example 4.2, one obtains a non-
negative constrained trivariate normalized hyperbolic basis that is compatible along ∂Ωβ with the univariate hyperbolic basis
described in Example 2.3.
Example 4.4 (Constrained trivariate algebraic-trigonometric basis functions; β ∈ (0, 2pi)) In this case, one can
use the non-negative constrained trivariate normalized basis functions
T0,0,3 (u, v, w) = T3,0,0 (w, v, u) , T0,1,2 (u, v, w) = T0,2,1 (u,w, v) , T0,2,1 (u, v, w) = T1,2,0 (w, v, u) ,
T0,3,0 (u, v, w) = T3,0,0 (v, u, w) ,
T1,0,2 (u, v, w) = T2,0,1 (w, v, u) ,
T1,1,1 (u, v, w) =
4 (3β + 4 sin (β)− β cos (β)) cos
(
β
2
)
(2 sin (β)− β − β cos (β)) (β − sin (β)) sin
(
u
2
)
sin
(
v
2
)
sin
(
w
2
)
−
4 sin (β) cos
(
β
2
)
(2 sin (β)− β − β cos (β)) (β − sin (β))
(
u cos
(
u
2
)
sin
(
v
2
)
sin
(
w
2
)
+v sin
(
u
2
)
cos
(
v
2
)
sin
(
w
2
)
+ w sin
(
u
2
)
sin
(
v
2
)
cos
(
w
2
))
,
T1,2,0 (u, v, w) = T2,1,0 (v, u, w) ,
T2,0,1 (u, v, w) = T2,1,0 (u,w, v) ,
T2,1,0 (u, v, w) =
(v + sin (v) + sin (u)− sin (β − w) + u cos (β − w)− (β − w) cos (u)) sin (β)
(2 sin (β)− β − β cos (β)) (β − sin (β)) ,
T3,0,0 (u, v, w) =
u− sin (u)
β − sin (β)
that were introduced in (Wei, Shen, Wang, 2011) and which degenerate at ∂Ωβ to the univariate algebraic-trigonometric
normalized B-basis presented in Example 2.4. Once again, for the sake of convenience, the β-dependent values of those
double integrals (28) that are required for the minimization of the thin-plate spline energy (27) of order at most γ = 2, can
be found in Appendix B.3.
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5 Construction of visually smooth quasi-optimal Nielson-type transfinite triangular interpolants
In order to generate G1 continuous triangular interpolants that fit the local interpolating piecewise optimal curve
network constructed in Section 3, this part of the manuscript follows the side-vertex transfinite interpolation scheme
presented in (Nielson, 1987). However, compared to this technique:
− instead of cubic Hermite basis functions we use function systems obtained from non-negative normalized B-bases
as described in Examples 2.1–2.4, thus ensuring more optimal shape preserving properties;
− by means of the local interpolating optimal C0 triangular patches of Section 4 we propose continuous quasi-optimal
vector fields of averaged unit normals along the common boundary curves;
− we also impose further optimality constraints concerning the isoparametric lines of those groups of three side-vertex
interpolants that have to be convexly blended in order to generate the final visually smooth local interpolating
quasi-optimal triangular surface patches.
In general, the local interpolating piecewise optimal triangular surface patches
si,j,k (u, v, w) , (u, v, w) ∈ Ωβ , (i, j, k) ∈ F
constructed in Section 4 are only C0 continuous along their common boundary curves as it can also be seen in cases
(a), (b) and (c) of Fig. 6. However, they can be used to define continuous vector fields of averaged unit normals along
the corresponding joints as it is illustrated in Fig. 6(d) and mathematically detailed below.
Fig. 6 (a) Optimal C0 continuous cubic triangular Bernstein–Be´zier interpolants obtained by parameter settings ρ = γ = 2 and
θ1 = θ2 = ε1 = ε2 = 1. (b) Discontinuous reflection lines across the common local interpolating optimal boundary curves. (c) Different
vector fields of unit normals along the shared boundary curves. (d) Continuous vector fields of averaged unit normals along the joints.
(nv = 8, nf = 12)
Consider for example the neighboring counterclockwise oriented faces (i, j, k) , (`, k, j) ∈ F and the local interpo-
lating optimal triangular surface patches si,j,k (u, v, w) and s`,k,j (u, v, w) implied by them, i.e., the selected patches
share the optimal boundary curve
cj,k (u) = si,j,k (u, 0, β − u) = s`,k,j (β − u, 0, u) , u ∈ [0, β] .
If ni,j,k (u, v, w) and n`,k,j (u, v, w) denote the unit normal vectors that belong to the surface points si,j,k (u, v, w) and
s`,k,j (u, v, w), respectively, then one can define the continuous vector field
n˜j,k (u) =
ni,j,k (u, 0, β − u) + n`,k,j (β − u, 0, u)∥∥ni,j,k (u, 0, β − u) + n`,k,j (β − u, 0, u)∥∥ , u ∈ [0, β] (30)
of averaged unit normals along the shared boundary curve cj,k (u). If the selected face (i, j, k) does not have a neighbor
across the edge (j, k), then instead of averaging one can use the inherited unit normal vector field
n˜j,k (u) =
ni,j,k (u, 0, β − u)∥∥ni,j,k (u, 0, β − u)∥∥ , u ∈ [0, β] . (31)
Based on the connectivity information stored in F one can evaluate all vector fields of (averaged) unit normals
along the curve network constructed in Section 3. Therefore, in case of an arbitrarily selected face (i, j, k) ∈ F , we
also assume the existence of the unit normal vector field operators n˜k,i (v) and n˜i,j (w) along the boundaries ck,i (v)
and ci,j (w), respectively, where v, w ∈ [0, β]. Due to the definition of these continuous normal vector fields, one has
that
ni = n˜i,j (0) = n˜k,i (β) , nj = n˜i,j (β) = n˜j,k (0) and nk = n˜j,k (β) = n˜k,i (0)
for all faces (i, j, k) ∈ F .
In case of the selected face (i, j, k) ∈ F , consider the boundary curve cj,k
(
u;λj,k, λj,k
)
, its opposite vertex pi and
its associated vector field n˜j,k (u) of averaged unit normals. In what follows, the triangular surface patch
s˜i,(j,k) (b0, b1, b2) , (b0, b1, b2) ∈ Ω1−0+ (32)
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is constructed by joining the points of the selected boundary with the opposite vertex pi by optimal curves as it is
illustrated in Fig. 7, where 0+ denotes an arbitrarily small positive number.
Fig. 7 Construction of an optimal triangular side-vertex interpolant
The parametric equation of the patch (32) can be derived as follows:
− for an arbitrarily fixed parameter value u ∈ [0, β] calculate the unit normal, binormal and tangent vectors
fi = −ni, f˜j,k (u) = −n˜j,k (u) ,
bi,(j,k) (u) =
(
cj,k
(
u;λj,k, λk,j
)− pi)× fi∥∥(cj,k (u;λj,k, λk,j)− pi)× fi∥∥ , b˜(j,k),i (u) =
(
pi − cj,k
(
u;λj,k, λk,j
))× f˜j,k (u)∥∥∥(pi − cj,k (u;λj,k, λk,j))× f˜j,k (u)∥∥∥
and
ti,(j,k) (u) = fi × bi,(j,k) (u) , t˜(j,k),i (u) = f˜j,k (u)× b˜(j,k),i (u) ,
respectively;
− by means of the determinant
∆˜ρi,(j,k) (u) = φ
ρ
1,1 · φρ2,2 −
〈
ti,(j,k) (u) , t˜(j,k),i (u)
〉2 · (φρ1,2)2 > 0
determine the optimal scaling factors[
λ˜i,(j,k) (u)
λ˜(j,k),i (u)
]
= − 1
∆˜ρi,(j,k) (u)
·
[
φρ2,2 −
〈
ti,(j,k) (u) , t˜(j,k),i (u)
〉 · φρ1,2
− 〈ti,(j,k) (u) , t˜(j,k),i (u)〉 · φρ1,2 φρ1,1
]
·
[〈
pi ·
(
φρ0,1 + φ
ρ
1,1
)
+ cj,k
(
u;λj,k, λk,j
) · (φρ1,2 + φρ1,3) , ti,(j,k) (u)〉〈
pi ·
(
φρ0,2 + φ
ρ
1,2
)
+ cj,k
(
u;λj,k, λk,j
) · (φρ2,2 + φρ2,3) , t˜(j,k),i (u)〉
]
(33)
of the unit tangent vectors ti,(j,k) (u) and t˜(j,k),i (u) that are associated with the vertex pi and the curve point
cj,k
(
u;λj,k, λk,j
)
, respectively;
− for an arbitrarily selected barycentric coordinate (b0, b1, b2) ∈ Ω1−0+ define the parameter value
u (b0, b1, b2) =
βb2
1− b0
and evaluate the patch point
s˜i,(j,k) (b0, b1, b2) (34)
= pi ·B3,0 (β (1− b0))
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+
(
pi + λ˜i,(j,k) (u (b0, b1, b2)) · ti,(j,k) (u (b0, b1, b2))
)
·B3,1 (β (1− b0))
+
(
cj,k (u (b0, b1, b2) ;λi,j , λj,i) + λ˜(j,k),i (u (b0, b1, b2)) · t˜(j,k),i (u (b0, b1, b2))
)
·B3,2 (β (1− b0))
+ cj,k (u (b0, b1, b2) ;λi,j , λj,i) ·B3,3 (β (1− b0)) .
The construction presented above can also be performed in case of boundary and opposite vertex pairs (ck,i(v;λk,i,
λi,k),pj) and (ci,j (w;λi,j , λi,j) ,pk), obtaining the triangular surface patches
s˜j,(k,i) (b0, b1, b2) (35)
= pj ·B3,0 (β (1− b1))
+
(
pj + λ˜j,(k,i) (v (b0, b1, b2)) · tj,(k,i) (v (b0, b1, b2))
)
·B3,1 (β (1− b1))
+
(
ck,i
(
v (b0, b1, b2) ;λk,i, λi,k
)
+ λ˜(k,i),j (v (b0, b1, b2)) · t˜(k,i),j (v (b0, b1, b2))
)
·B3,2 (β (1− b1))
+ ck,i
(
v (b0, b1, b2) ;λk,i, λi,k
) ·B3,3 (β (1− b1))
and
s˜k,(i,j) (b0, b1, b2) (36)
= pk ·B3,0 (β (1− b2))
+
(
pk + λk,(i,j) (w (b0, b1, b2)) · tk,(i,j) (w (b0, b1, b2))
) ·B3,1 (β (1− b2))
+
(
ci,j (w (b0, b1, b2) ;λi,j , λj,i) + λ˜(i,j),k (w (b0, b1, b2)) · t˜(i,j),k (w (b0, b1, b2))
)
·B3,2 (β (1− b2))
+ ci,j (w (b0, b1, b2) ;λi,j , λj,i) ·B3,3 (β (1− b2)) ,
respectively, where
v (b0, b1, b2) =
βb0
1− b1
and
w (b0, b1, b2) =
βb1
1− b2
for all barycentric coordinates (b0, b1, b2) ∈ Ω1−0+ .
Finally, the three side-vertex interpolants (34), (35) and (36) can convexly be blended to form a final quasi-
optimal triangular patch that both interpolates the boundary curves and at the same time produces normal vector
fields along these boundaries that are compatible with (i.e., point-wise parallel to) the initial corresponding vector
fields of averaged unit normals used for the description of these interpolants. A commonly used convex combination
(Nielson, 1979, 1987) of the constructed interpolants is the surface
s˜i,j,k (b0, b1, b2) = ωi,(j,k) (b0, b1, b2) · s˜i,(j,k) (b0, b1, b2) + ωj,(k,i) (b0, b1, b2) · s˜j,(k,i) (b0, b1, b2)
+ωk,(i,j) (b0, b1, b2) · s˜k,(i,j) (b0, b1, b2) , (b0, b1, b2) ∈ Ω1−0+ ,
(37)
where the weight functions ωi,(j,k), ωj,(k,i) and ωk,(i,j) can be defined e.g. either as the rational functions
ωi,(j,k) (b0, b1, b2) =
b21b
2
2
b20b
2
1 + b
2
0b
2
2 + b
2
1b
2
2
,
ωj,(k,i) (b0, b1, b2) =
b20b
2
2
b20b
2
1 + b
2
0b
2
2 + b
2
1b
2
2
,
ωk,(i,j) (b0, b1, b2) =
b20b
2
1
b20b
2
1 + b
2
0b
2
2 + b
2
1b
2
2
or as their lower degree counterparts
ωi,(j,k) (b0, b1, b2) =
b1b2
b0b1 + b0b2 + b1b2
,
ωj,(k,i) (b0, b1, b2) =
b0b2
b0b1 + b0b2 + b1b2
,
ωk,(i,j) (b0, b1, b2) =
b0b1
b0b1 + b0b2 + b1b2
.
Based on the steps of the proposed method, cases (b) and (c) of Fig. 8 show the continuous reflection lines of several
quasi-optimal Nielson-type transfinite triangular interpolants that form local interpolating visually smooth triangular
spline surfaces that are rough approximations of an elephant.
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Fig. 8 (a) An input triangular mesh that resembles an elephant. Outputs (b) and (c) have continuous reflection lines and were
obtained by using the cubic univariate and constrained trivariate Bernstein polynomials with parameter settings ρ = γ = θ1 = ε1 = 1
and ρ = γ = 2, θ1 = θ2 = ε1 = ε2 = 1, respectively. (nv = 102, nf = 200)
By applying non-polynomial univariate and constrained trivariate basis functions, one also gains possible shape
(or tension) parameters that also affect the output of the proposed method as it is illustrated in cases (b), (c) and
(d) of Fig. 9.
Fig. 9 (a) A stellated dodecahedron used as the input of the proposed method. Outputs (b), (c) and (d) were obtained by applying
the second order trigonometric bases detailed in Examples 2.2 and 4.2 with shape (or tension) parameters β = pi
2
, β = 3pi
4
and
β = 3, respectively. In case of all outputs we have minimized only the squared variation of first order (partial) derivatives, i.e.,
ρ = γ = θ1 = ε1 = 1. (nv = 32, nf = 60)
Starting from the same input triangular mesh, but using different types of univariate and corresponding con-
strained trivariate basis functions, cases (b), (c) and (d) of Fig. 10 show the continuous reflection lines of slightly
different G1 continuous spline surfaces formed by quasi-optimal Nielson-type triangular transfinite interpolants.
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Fig. 10 (a) An input triangular mesh obtained from the Stanford bunny by means of quadric edge collapse decimation. In case
of outputs (b), (c) and (d) we have used the quartic polynomial (β = 1), the second order trigonometric (β = 3pi
4
) and the first
order algebraic-trigonometric (β = 3pi
4
) univariate and constrained trivariate bases detailed in Examples 2.1/4.1, 2.2/4.2 and 2.4/4.4,
respectively. In case of all outputs we also used the common parameter settings ρ = γ = 2, θ1 = θ2 = ε1 = ε2 = 1. (nv = 276,
nf = 536)
Using univariate and constrained trivariate second order trigonometric basis functions, Fig. 11 presents further
examples.
Fig. 11 In both cases (a) and (b) we have used the same univariate and constrained trivariate second order trigonometric basis
functions described in Examples 2.2 and 4.2, respectively. The remaining parameter settings were also the same, i.e., β = pi
2
, ρ = γ = 2,
θ1 = θ2 = ε1 = ε2 = 1. In case (a) nv = 341 and nf = 678, while in case (b) nv = 959 and nf = 1914.
6 Final remarks
Quadratic energy functionals like the first and higher order strain or thin-plate spline energies (20) and (27), respec-
tively, are well-known concepts in geometric modeling. In order to ensure more optimal shape preserving properties,
we have expressed the strain energy in a slightly more general context by using the unique non-negative normalized
B-bases of arbitrary (not necessarily polynomial) reflection invariant EC spaces that also comprise the constants,
while in case of the thin-plate spline energy we have assumed the existence of constrained trivariate non-negative nor-
malized basis functions that are compatible with (i.e., degenerate to) those univariate basis functions along the edges
of their triangular definition domain that were constructed by means of non-negative normalized B-basis functions.
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Concerning the minimization of these energies, we have shown in general that their unique optimum points always
exist and we have also provided explicit closed formulas like (24) or (29) for their evaluation. As possible practical
applications, we have used special univariate and constrained trivariate polynomial, trigonometric, hyperbolic and
algebraic-trigonometric normalized non-negative basis functions. Following these examples, one can easily define new
variants of the proposed algorithm.
The single input of the proposed G1 continuous local interpolating quasi-optimal triangular spline surface modeling
tool is a triangular mesh stored in a half-edge data structure. In order to construct a network of piecewise optimal
arcs that locally interpolate the vertices of the given mesh, strain energy functionals were locally optimized along the
input edges. The obtained network of curves is formed by curvilinear triangles that were fitted by local interpolating
piecewise optimal triangular surface patches that were obtained by locally minimizing thin-plate spline energies. In
general, these triangular surface patches are only C0 continuous along the common boundary curves, but they can
be used to define continuous quasi-optimal vector fields of averaged unit normals along the shared boundaries. Thus,
we have arrived to the last step of our algorithm, namely we generalize the concept of the visually smooth transfinite
triangular interpolant of (Nielson, 1987) by imposing further optimality constraints concerning the isoparametric lines
of those groups of three side-vertex triangular interpolants that have to be convexly blended in order to generate the
final visually smooth local interpolating quasi-optimal triangular spline surface.
After processing the connectivity information stored in the input triangular mesh and creating lookup tables with
the values of univariate/double integrals listed in Appendices A/B, all intermediate steps of the proposed triangular
spline surface generation technique are highly parallelizable and can efficiently be evaluated by means of explicit
formulas (24), (29), (30)/(31), (33), (34)–(36) and (37).
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A Integrals of univariate expressions
Potentially omitted values in this section either are equal to zero or do not affect the output of the proposed method.
A.1 Integrals of univariate polynomial expressions
The values listed in Sections A.1.1–A.1.2 belong to the univariate cubic Bernstein polynomials detailed in Example 2.1.
A.1.1 Variations of products of first order derivatives
ϕ10,1 = ϕ
1
2,3 = −
9
10
, ϕ10,2 = ϕ
1
1,3 = −
3
5
, ϕ11,1 = ϕ
1
2,2 =
6
5
, ϕ11,2 =
3
10
.
A.1.2 Variations of products of second order derivatives
ϕ20,1 = ϕ
2
1,2 = ϕ
2
2,3 = −18, ϕ20,2 = ϕ21,3 = 0, ϕ21,1 = ϕ22,2 = 36.
The values listed in Sections A.1.3–A.1.4 correspond to the univariate quartic polynomial basis detailed in Example 2.1.
A.1.3 Variations of products of first order derivatives
ϕ10,1 = ϕ
1
2,3 = −
52
35
, ϕ10,2 = ϕ
1
1,3 = −
24
35
, ϕ11,1 = ϕ
1
2,2 =
66
35
, ϕ11,2 =
2
7
.
A.1.4 Variations of products of second order derivatives
ϕ20,1 = ϕ
2
2,3 = −
204
5
, ϕ20,2 = ϕ
2
1,3 =
36
5
, ϕ21,1 = ϕ
2
2,2 =
324
5
, ϕ21,2 = −
156
5
.
A.2 Integrals of univariate trigonometric expressions
Let β ∈ (0, pi) an arbitrarily fixed parameter and consider the univariate trigonometric basis functions introduced in Example 2.2. The
corresponding variations of products of first and second order derivatives are listed in Sections A.2.1 and A.2.2, respectively.
A.2.1 Variations of products of first order derivatives
ϕ10,1 = ϕ
1
2,3 =
(
24 + 4 cos (β)− 18 cos2 (β) + 5 cos3 (β)) sin (β)− 3β (6 + 2 cos (β)− 3 cos2 (β))
96 sin8
(
β
2
) ,
ϕ10,2 = ϕ
1
1,3 =
(−12 + 24 cos (β) + 2 cos2 (β) + cos3 (β)) sin (β) + 3β (2− 2 cos (β)− 5 cos2 (β))
96 sin8
(
β
2
) ,
ϕ11,1 = ϕ
1
2,2 =
(−32− 12 cos (β) + 34 cos2 (β)− 5 cos3 (β)) sin (β) + 3β (8 + 4 cos (β)− 5 cos2 (β)− 2 cos3 (β))
6 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) ,
ϕ11,2 =
(
20− 16 cos (β)− 18 cos2 (β)− cos3 (β)) sin (β)− 3β (4− 7 cos2 (β)− 2 cos3 (β))
6 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) .
A.2.2 Variations of products of second order derivatives
ϕ20,1 = ϕ
2
2,3 =
(
12 + 5 cos (β) + 9 cos2 (β)− 14 cos3 (β)) sin (β)− 3β (6 + cos (β)− 3 cos2 (β))
3 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) ,
ϕ20,2 = ϕ
2
1,3 =
(−18 + 21 cos (β) + 7 cos2 (β) + 2 cos3 (β)) sin (β) + 3β (4− cos (β)− 7 cos2 (β))
3 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) ,
ϕ21,1 = ϕ
2
2,2 =
(−16− 24 cos (β) + 11 cos2 (β) + 17 cos3 (β)) sin (β) + 3β (10− 7 cos2 (β) + 2 cos (β)− cos3 (β))
3 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) ,
ϕ21,2 =
(
22− 2 cos (β)− 27 cos2 (β)− 5 cos3 (β)) sin (β)− 3β (8− 11 cos2 (β)− cos3 (β))
3 (1− 4 cos (β) + 6 cos2 (β)− 4 cos3 (β) + cos4 (β)) .
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A.3 Integrals of univariate hyperbolic expressions
Let β > 0 be an arbitrarily fixed tension parameter. Using the hyperbolic basis functions presented in Example 2.3, the variations of
products of first and second order derivatives are listed in Sections A.3.1 and A.3.2, respectively.
A.3.1 Variations of products of first order derivatives
ϕ10,1 = ϕ
1
2,3 =
48β
(
6 + 2 cosh (β)− 3 cosh2 (β))− 312 sinh (β)− 52 sinh (2β) + 72 sinh (3β)− 10 sinh (4β)
1536 sinh8
(
β
2
) ,
ϕ10,2 = ϕ
1
1,3 =
−48β (2− 2 cosh (β)− 5 cosh2 (β))+ 184 sinh (β)− 196 sinh (2β)− 8 sinh (3β)− 2 sinh (4β)
1536 sinh8
(
β
2
) ,
ϕ11,1 = ϕ
1
2,2 =
−48β (8 + 4 cosh (β)− 5 cosh2 (β)− 2 cosh3 (β))+ 376 sinh (β) + 116 sinh (2β)− 136 sinh (3β) + 10 sinh (4β)
96
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) ,
ϕ11,2 =
48β
(
4− 7 cosh2 (β)− 2 cosh3 (β))− 248sinh (β) + 132 sinh (2β) + 72 sinh (3β) + 2 sinh (4β)
96
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) .
A.3.2 Variations of products of second order derivatives
ϕ20,1 = ϕ
2
2,3 =
−24β (6 + cosh (β)− 3 cosh2 (β))+ 114 sinh (β)− 8 sinh (2β) + 18 sinh (3β)− 14 sinh (4β)
24
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) ,
ϕ20,2 = ϕ
2
1,3 =
24β
(
4− cosh (β)− 7 cosh2 (β))− 130 sinh (β) + 88 sinh (2β) + 14 sinh (3β) + 2 sinh (4β)
24
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) ,
ϕ21,1 = ϕ
2
2,2 =
48β
(
10 + 2 cosh (β)− 7 cosh2 (β)− cosh3 (β))− 212 sinh (β)− 124 sinh (2β) + 44 sinh (3β) + 34 sinh (4β)
48
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) ,
ϕ21,2 =
−48β (8− 11 cosh2 (β)− cosh3 (β))+ 244 sinh (β)− 36 sinh (2β)− 108 sinh (3β)− 10 sinh (4β)
48
(
1− 4 cosh (β) + 6 cosh2 (β)− 4 cosh3 (β) + cosh4 (β)) .
A.4 Integrals of univariate algebraic-trigonometric expressions
Let β ∈ (0, 2pi) a fixed tension parameter and consider the univariate algebraic-trigonometric basis functions described in Example
2.4. In this case, the variations of products of the first and second order derivatives are listed in Sections A.4.1 and A.4.2, respectively.
A.4.1 Variations of products of first order derivatives
ϕ10,1 = ϕ
1
2,3 =
(−3β + 6 sin (β) + 2β cos (β)− 3 sin (2β) + β cos (2β)) sin (β)
4 (2 sin (β)− β − β cos (β)) (β − sin (β))2 ,
ϕ10,2 = ϕ
1
1,3 =
(−β − sin (β) + β2 sin (β) + β cos (β) + cos (β) sin (β)) sin (β)
2 (2 sin (β)− β − β cos (β)) (β − sin (β))2 ,
ϕ11,1 = ϕ
1
2,2 =
(
2β3 − 4 sin (β)− 4β2 sin (β) + 4β cos (β) + 2 sin (2β)− β2 sin (2β)− 4β cos (2β)) sin2 (β)
4 (2 sin (β)− β − β cos (β))2 (β − sin (β))2 ,
ϕ11,2 =
(
6β − 2 sin (β)− 3β2 sin (β)− 6β cos (β) + β3 cos (β) + sin (2β)) sin2 (β)
2 (2 sin (β)− β − β cos (β))2 (β − sin (β))2
A.4.2 Variations of products of second order derivatives
ϕ20,1 = ϕ
2
2,3 =
(−β − 2 sin (β) + 2β cos (β) + sin (2β)− β cos (2β)) sin (β)
4 (2 sin (β)− β − β cos (β)) (β − sin (β))2 ,
ϕ20,2 = ϕ
2
1,3 =
(−β − sin (β) + β2 sin (β) + β cos (β) + cos (β) sin (β)) sin (β)
2 (2 sin (β)− β − β cos (β)) (β − sin (β))2 ,
ϕ21,1 = ϕ
2
2,2 =
(
2β + 2β3 + 4 sin (β)− 4β2 sin (β)− 4β cos (β)− 2 sin (2β) + β2 sin (2β) + 2β cos (2β)) sin2 (β)
4 (2 sin (β)− β − β cos (β))2 (β − sin (β))2 ,
ϕ21,2 =
(
β + 2 sin (β)− β2 sin (β)− 2β cos (β) + β3 cos (β)− sin (2β) + β cos (2β)) sin2 (β)
2 (2 sin (β)− β − β cos (β))2 (β − sin (β))2 .
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B Double integrals of constrained trivariate expressions
Potentially omitted values in this section either are equal to zero or do not affect the output of the proposed method.
B.1 Double integrals of constrained trivariate polynomial expressions
The values listed in Sections B.1.1–B.1.2 correspond to the constrained trivariate cubic Bernstein polynomials detailed in Example
4.1.
B.1.1 Variations of products of first order partial derivatives
τ0,10,0,3 = τ
1,0
0,0,3 = τ
1,0
0,1,2 = τ
0,1
0,3,0 = τ
0,1
1,0,2 = τ
0,1
1,2,0 = τ
1,0
2,1,0 = τ
1,0
3,0,0 = −
1
10
,
τ0,10,1,2 = τ
0,1
0,2,1 = τ
1,0
1,0,2 = τ
1,0
2,0,1 =
1
10
,
τ0,11,1,1 = τ
1,0
1,1,1 =
1
5
.
B.1.2 Variations of products of second order partial derivatives
τ0,20,0,3 = τ
2,0
0,0,3 = τ
1,1
0,1,2 = τ
0,2
0,3,0 = τ
1,1
1,0,2 = τ
1,1
1,2,0 = τ
1,1
2,1,0 = τ
2,0
3,0,0 = −3,
τ1,10,0,3 = τ
2,0
0,2,1 = τ
1,1
0,3,0 = τ
2,0
0,3,0 = τ
2,0
1,2,0 = τ
0,2
2,0,1 = τ
0,2
2,1,0 = τ
0,2
3,0,0 = τ
1,1
3,0,0 = 0,
τ0,20,1,2 = τ
0,2
0,2,1 = τ
2,0
1,0,2 = τ
1,1
0,2,1 = τ
1,1
2,0,1 = τ
2,0
2,0,1 = 3,
τ2,00,1,2 = τ
0,2
1,0,2 = τ
0,2
1,2,0 = τ
2,0
2,1,0 = −6,
τ0,21,1,1 = τ
2,0
1,1,1 = 12,
τ1,11,1,1 = 6.
The values listed in Sections B.1.3–B.1.4 are related to the constrained trivariate quartic polynomial basis functions detailed in Example
4.1.
B.1.3 Variations of products of first order partial derivatives
τ0,10,0,3 = τ
1,0
0,0,3 = τ
0,1
0,3,0 = τ
1,0
3,0,0 = −
6
35
,
τ0,10,1,2 = τ
0,1
0,2,1 = τ
1,0
1,0,2 = τ
1,0
2,0,1 =
6
35
,
τ1,00,1,2 = τ
0,1
1,0,2 = τ
0,1
1,2,0 = τ
1,0
2,1,0 = −
11
35
,
τ1,00,2,1 = τ
1,0
1,2,0 = τ
0,1
2,0,1 = τ
0,1
2,1,0 = −
3
35
,
τ1,00,3,0 = τ
0,1
3,0,0 = 0,
τ0,11,1,1 = τ
1,0
1,1,1 = 4/5.
B.1.4 Variations of products of second order partial derivatives
τ0,20,0,3 = τ
2,0
0,0,3 = τ
0,2
0,3,0 = τ
2,0
3,0,0 = −
24
5
,
τ1,10,0,3 =
12
5
,
τ0,20,1,2 = τ
0,2
0,2,1 = τ
1,1
0,2,1 = τ
2,0
1,0,2 = τ
1,1
2,0,1 = τ
2,0
2,0,1 =
24
5
,
τ1,10,1,2 = τ
2,0
0,2,1 = τ
1,1
1,0,2 = τ
2,0
1,2,0 = τ
0,2
2,0,1 = τ
0,2
2,1,0 = −
36
5
,
τ2,00,1,2 = τ
0,2
1,0,2 = τ
0,2
1,2,0 = τ
2,0
2,1,0 = −
84
5
,
τ1,10,3,0 = τ
2,0
0,3,0 = τ
0,2
3,0,0 = τ
1,1
3,0,0 = 0,
τ0,21,1,1 = 2τ
1,1
1,1,1 = τ
2,0
1,1,1 = 48,
τ1,11,2,0 = τ
1,1
2,1,0 = −
54
5
.
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B.2 Double integrals of constrained trivariate trigonometric expressions
Using the design parameter β ∈ (0, pi), the values of Sections B.2.1–B.2.2 correspond to the constrained trivariate trigonometric basis
functions detailed in Example 4.2.
B.2.1 Variations of products of first order partial derivatives
τ0,10,0,3 = τ
1,0
0,0,3 = τ
0,1
0,3,0 = τ
1,0
3,0,0 =
=
1
1152 sin8
(
β
2
) (384− 81β2 − 2330 cos2 (β
2
)
+ 288β2 cos2
(
β
2
)
+ 1770 cos4
(
β
2
)
− 180β2 cos4
(
β
2
)
+312 cos6
(
β
2
)
− 136 cos8
(
β
2
)
− 3β cos
(
β
2
)
sin
(
β
2
)(
37− 286 cos2
(
β
2
)))
,
τ1,00,1,2 = τ
0,1
1,0,2 = τ
0,1
1,2,0 = τ
1,0
2,1,0 =
=
1
2304 sin8
(
β
2
) (−27β2 + 2 (890 + 18β2) cos2 (β
2
)
− 180 (1 + β2) cos4 (β
2
)
+ 48
(
3β2 − 31) cos6 (β
2
)
−112 cos8
(
β
2
)
− 12β sin
(
β
2
)
cos
(
β
2
)(
37− 6 cos2
(
β
2
)
+ 130 cos4
(
β
2
)
− 20 cos6
(
β
2
)))
τ0,10,1,2 = τ
0,1
0,2,1 = τ
1,0
1,0,2 = τ
1,0
2,0,1 =
=
1
2304 sin8
(
β
2
) (640− 45β2 − 12 (143 + 3β2) cos2 (β
2
)
+ 36
(
93− 7β2) cos4 (β
2
)
− 16 (169− 9β2) cos6 (β
2
)
+432 cos8
(
β
2
)
+ 12β sin
(
β
2
)
cos
(
β
2
)(
1 + 14 cos2
(
β
2
)
− 38 cos4
(
β
2
)
− 4 cos6
(
β
2
)))
,
τ1,00,2,1 = τ
1,0
1,2,0 = τ
0,1
2,0,1 = τ
0,1
2,1,0 =
=
1
2304 sin8
(
β
2
) (−27β2 + 4 (113− 27β2) cos2 (β
2
)
+ 12
(
13− 9β2) cos4 (β
2
)
− 1200 cos6
(
β
2
)
+ 592 cos8
(
β
2
)
+12β sin
(
β
2
)
cos
(
β
2
)(
9 + 6 cos2
(
β
2
)
− 14 cos4
(
β
2
)
+ 20 cos6
(
β
2
)))
,
τ0,11,1,1 = τ
1,0
1,1,1 =
=
1
1152 sin8
(
β
2
) (−1408 + 261β2 + 4 (1036− 117β2) cos2 (β
2
)
− 12 (572− 75β2) cos4 (β
2
)
+ 32
(
149− 9β2) cos6 (β
2
)
−640 cos8
(
β
2
)
+ 6β sin
(
β
2
)
cos
(
β
2
)(
91− 338 cos2
(
β
2
)
+ 364 cos4
(
β
2
)
− 72 cos6
(
β
2
)))
,
τ0,13,0,0 = τ
1,0
0,3,0 = 0.
B.2.2 Variations of products of second order partial derivatives
τ0,20,0,3 = τ
2,0
0,0,3 = τ
0,2
0,3,0 = τ
2,0
3,0,0 =
=
1
576 sin8
(
β
2
) (−336− 27β2 − 4 (319−63β2) cos2 (β
2
)
+ 12
(
181−21β2) cos4 (β
2
)
− 864 cos6
(
β
2
)
+304 cos8
(
β
2
)
+ 12β sin
(
β
2
)
cos
(
β
2
)(
1 + 74 cos2
(
β
2
)))
,
τ1,10,0,3 =
1
576 sin8
(
β
2
) (−144− 27β2 − 4 (451−63β2) cos 2 (β
2
)
+ 84
(
23−3β2) cos 4 (β
2
)
+ 288 cos 6
(
β
2
)
−272 cos 8
(
β
2
)
+ 12β cos
(
β
2
)
sin
(
β
2
)(
19 + 62 cos 2
(
β
2
)))
,
τ0,20,1,2 = τ
0,2
0,2,1 = τ
2,0
1,0,2 = τ
2,0
2,0,1 =
=
1
1152 sin8
(
β
2
) (224− 9β2 + 6 (137−39β2) cos 2 (β
2
)
+ 6
(
43+6β2
)
cos 4
(
β
2
)
+ 8
(
80+9β2
)
cos 6
(
β
2
)
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−1944 cos 8
(
β
2
)
+ 3β sin
(
β
2
)
cos
(
β
2
)(
131−242 cos 2
(
β
2
)
− 472 cos 4
(
β
2
)
− 80 cos 6
(
β
2
)))
,
τ1,10,1,2 = τ
1,1
1,0,2 =
=
1
2304 sin8
(
β
2
) (−224− 45β2 + 8 (541−45β2) cos 2 (β
2
)
− 36 (50−11β2) cos 4 (β
2
)
− 16 (202−9β2) cos 6 (β
2
)
+928 cos 8
(
β
2
)
− 6β sin
(
β
2
)
cos
(
β
2
)(
193+14 cos 2
(
β
2
)
+ 236 cos 4
(
β
2
)
+ 40 cos 6
(
β
2
)))
,
τ2,00,1,2 = τ
0,2
1,0,2 = τ
0,2
1,2,0 = τ
2,0
2,1,0
=
1
1152 sin8
(
β
2
) (−384− 54β2 + 2 (1357−99β2) cos 2 (β
2
)
− 6 (115−48β2) cos 4 (β
2
)
− 24 (88−3β2) cos 6 (β
2
)
+472 cos 8
(
β
2
)
− 3β sin
(
β
2
)
cos
(
β
2
)(
341−150 cos 2
(
β
2
)
+ 176 cos 4
(
β
2
)
+ 224 cos 6
(
β
2
)))
,
τ1,10,2,1 = τ
1,1
2,0,1 =
=
1
2304 sin8
(
β
2
) (−224− 45β2+12 (131−15β2) cos 2 (β
2
)
− 12 (79+15β2) cos 4 (β
2
)
+ 2432 cos 6
(
β
2
)
−2832 cos 8
(
β
2
)
+ 24β sin
(
β
2
)
cos
(
β
2
)(
49−53 cos 2
(
β
2
)
− 43 cos 4
(
β
2
)
− 10 cos 6
(
β
2
)))
,
τ2,00,2,1 = τ
2,0
1,2,0 = τ
0,2
2,0,1 = τ
0,2
2,1,0 =
=
1
576 sin8
(
β
2
) (−192− 27β2 + 4 (143− 27β2) cos2 (β
2
)
+ 12
(
115− 9β2) cos4 (β
2
)
− 1296 cos6
(
β
2
)
−464 cos8
(
β
2
)
+ 12β sin
(
β
2
)
cos
(
β
2
)(
6− 38 cos4
(
β
2
)
− 28 cos6
(
β
2
)))
,
τ0,21,1,1 = 2τ
1,1
1,1,1 = τ
2,0
1,1,1 =
=
1
576 sin8
(
β
2
) (1216 + 171β2 − 16 (133− 9β2) cos2 (β
2
)
− 12 (556− 33β2) cos4 (β
2
)
+ 16
(
362− 9β2) cos6 (β
2
)
+1792 cos8
(
β
2
)
+ 6β sin
(
β
2
)
cos
(
β
2
)(
77− 250 cos2
(
β
2
)
+ 476 cos4
(
β
2
)
+ 264 cos6
(
β
2
)))
,
τ1,11,2,0 = τ
1,1
2,1,0 =
=
1
2304 sin8
(
β
2
) (−480− 27β2−4 (41+27β2) cos 2 (β
2
)
+12
(
463−9β2) cos 4 (β
2
)
− 5568 cos 6
(
β
2
)
+656 cos 8
(
β
2
)
− 24β sin
(
β
2
)
cos
(
β
2
)(
39− 57 cos 2
(
β
2
)
+ 17 cos 4
(
β
2
)
+ 46 cos 6
(
β
2
)))
,
τ1,10,3,0 = τ
2,0
0,3,0 = τ
0,2
3,0,0 = τ
1,1
3,0,0 = 0.
B.3 Double integrals of constrained trivariate algebraic-trigonometric expressions
Using the constants
c1 =
1
β − sin (β) ,
c2 =
sin (β)
(2 sin (β)− β − β cos (β)) (β − sin (β)) ,
c3 =
4 (3β + 4 sin (β)− β cos (β)) cos
(
β
2
)
(2 sin (β)− β − β cos (β)) (β − sin (β)) ,
c4 =
4 sin (β) cos
(
β
2
)
(2 sin (β)− β − β cos (β)) (β − sin (β)) , β ∈ (0, 2pi) ,
the values listed in Sections B.3.1–B.3.2 are related to the constrained trivariate algebraic-trigonometric basis functions detailed in
Example 4.4.
B.3.1 Variations of products of first order partial derivatives
τ0,10,0,3 = τ
1,0
0,0,3 = τ
0,1
0,3,0 = τ
1,0
3,0,0 =
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=
c1
48
(
−3c3
(
β sin
(
β
2
)
+ 2 cos
(
β
2
)
− β2 cos
(
β
2
)
− 2 cos3
(
β
2
))
+c4
(
6β sin
(
β
2
)
+ β3 sin
(
β
2
)
+ 12 cos
(
β
2
)
− 9β2 cos
(
β
2
)
− 12 cos3
(
β
2
)
+ 6β sin
(
β
2
)
cos2
(
β
2
)))
,
τ0,10,1,2 = τ
0,1
0,2,1 = τ
1,0
1,0,2 = τ
1,0
2,0,1 =
=
c2
96
(
c3
(
β sin
(
β
2
)(
45− 4β2 − 12 cos2
(
β
2
))
+ 3 cos
(
β
2
)(
14− 9β2 − 14 cos2
(
β
2
)))
−c4
(
β sin
(
β
2
)(
39 + 18 cos2
(
β
2
)
− β2
)
+ cos
(
β
2
)(
78− 36β2 − β4 − 6 (2β2 + 13) cos2 (β
2
))))
,
τ1,00,1,2 = τ
0,1
1,0,2 = τ
0,1
1,2,0 = τ
1,0
2,1,0 =
=
βc2 sin
(
β
2
)
16
(
c3
(
8− β2 − 8 cos2
(
β
2
)
− 2β sin
(
β
2
)
cos
(
β
2
))
+ βc4
(
β + 2β cos2
(
β
2
)
− 6 sin
(
β
2
)
cos
(
β
2
)))
,
τ1,00,2,1 = τ
1,0
1,2,0 = τ
0,1
2,0,1 = τ
0,1
2,1,0 =
=
c2
96
(
c3
(
β
(
15− 2β2 − 84 cos2
(
β
2
))
sin
(
β
2
)
+ 3
(
58− 7β2 − (58− 4β2) cos2 (β
2
))
cos
(
β
2
))
+ c4
(
β
(
15 + β2
)
sin
(
β
2
)
− 6β (25− 2β2) sin(β
2
)
cos2
(
β
2
)
+
(
30− 12β2 − β4 − (30− 72β2) cos2 (β
2
))
cos
(
β
2
))
,
τ1,00,3,0 = τ
0,1
3,0,0 = 0,
τ0,11,1,1 = τ
1,0
1,1,1 =
=
1
96
(−3c23 (4−β2 − 4 cos (β)− β sin (β))− 6c3c4 (2β2 − 3β sin (β) + β2 cos (β))+ βc24 (β3 − 3β2 sin (β)− 6β cos (β) + 6 sin (β))) .
B.3.2 Variations of products of second order partial derivatives
τ0,20,0,3 = τ
2,0
0,0,3 = τ
0,2
0,3,0 = τ
2,0
3,0,0 =
= − c1
48
(
3c3
(
3β sin
(
β
2
)
− 2 cos
(
β
2
)
− β2 cos
(
β
2
)
+ 2 cos3
(
β
2
))
+c4
(
−β (36 + β2) sin(β
2
)
+ 3
(
8 + 3β2 − 8 cos2
(
β
2
)
+ 2β sin
(
β
2
)
cos
(
β
2
))
cos
(
β
2
)))
,
τ1,10,0,3 =
c1
48
(
−3c3
(
β sin
(
β
2
)
+
(
2− β2 − 2 cos2
(
β
2
))
cos
(
β
2
))
+c4
(
β
(
6 + β2
)
sin
(
β
2
)
+ 3
(
4− 3β2 − 4 cos2
(
β
2
)
+ 2β sin
(
β
2
)
cos
(
β
2
))
cos
(
β
2
)))
,
τ0,20,1,2 = τ
0,2
0,2,1 = τ
2,0
1,0,2 = τ
2,0
2,0,1 =
=
c2
96
(
c3
(
β
(
51− 4β2 + 12 cos2
(
β
2
))
sin
(
β
2
)
− 7
(
6 + 3β2 − 6 cos2
(
β
2
))
cos
(
β
2
))
−c4
(
3β
(
69− 5β2 + 2 cos2
(
β
2
))
sin
(
β
2
)
−
(
162 + 78β2 + β4 − 6 (27 + 2β2) cos2 (β
2
))
cos
(
β
2
)))
,
τ1,10,1,2 = τ
1,1
1,0,2 =
=
c2
96
(
c3
(
β
(
15− 4β2) sin(β
2
)
− 3
(
6− β2 + 2
(
2β sin
(
β
2
)
− 3 cos
(
β
2
))
cos
(
β
2
))
cos
(
β
2
))
−c4
(
β
(
63− 19β2) sin(β
2
)
−
(
66− 18β2 + β4 + 6
(
7β sin
(
β
2
)
− (11− 2β2) cos(β
2
))
cos
(
β
2
))
cos
(
β
2
)))
,
τ2,00,1,2 = τ
0,2
1,0,2 = τ
0,2
1,2,0 = τ
2,0
2,1,0 =
=
c2
16
(
c3
(
−β3 sin
(
β
2
)
−
(
16− 4β2 − 2
(
2β sin
(
β
2
)
+
(
8− β2) cos(β
2
))
cos
(
β
2
))
cos
(
β
2
))
+c4
(
5β3 sin
(
β
2
)
+ 2β
(
−4β +
((
6− β2) sin(β
2
)
+ β cos
(
β
2
))
cos
(
β
2
))
cos
(
β
2
)))
,
τ1,10,2,1 = τ
1,1
2,0,1 =
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=
c2
48
(
3c3
(
β sin
(
β
2
)
+
(
2− β2 − 2 cos2
(
β
2
))
cos
(
β
2
))
−c4
(
β
(
6 + β2
)
sin
(
β
2
)
+ 3
(
4− 3β2 + 2
(
β sin
(
β
2
)
− 2 cos
(
β
2
))
cos
(
β
2
))
cos
(
β
2
)))
,
τ2,00,2,1 = τ
2,0
1,2,0 = τ
0,2
2,0,1 = τ
0,2
2,1,0 =
=
c2
96
(
−c3
(
β
(
15 + 2β2
)
sin
(
β
2
)
− 3
(
38− β2 − 2
(
2β sin
(
β
2
)
+
(
19 + 2β2
)
cos
(
β
2
))
cos
(
β
2
))
cos
(
β
2
))
+c4
(
β
(
63 + 11β2
)
sin
(
β
2
)
−
(
66 + 6β2 + β4 + 6
(
β
(
19 + 2β2
)
sin
(
β
2
)
− (11 + 8β2) cos(β
2
))
cos
(
β
2
))
cos
(
β
2
)))
,
τ0,21,1,1 = 2τ
1,1
1,1,1 = τ
2,0
1,1,1 =
=
β
96
(
3c23 (β − sin (β))− 6c3c4 (4β − 3 sin (β)− β cos (β)) + c24
(
48β + β3 − 30 sin (β) + 3β2 sin (β)− 18β cos (β))) ,
τ1,11,2,0 = τ
1,1
2,1,0 =
=
c2
96
(
−c3
(
β
(
15 + 2β2
)
sin
(
β
2
)
−
(
18 + 9β2 + 6
(
2β sin
(
β
2
)
− (2β2 + 3) cos(β
2
))
cos
(
β
2
))
cos
(
β
2
))
+c4
(
β
(
63 + 11β2
)
sin
(
β
2
)
−
(
66 + 18β2 + β4 +
(
6β
(
7 + 2β2
)
sin
(
β
2
)
− 6 (11 + 4β2) cos(β
2
))
cos
(
β
2
))
cos
(
β
2
)))
,
τ1,10,3,0 = τ
2,0
0,3,0 = τ
0,2
3,0,0 = τ
1,1
3,0,0 = 0.
