In this paper, by using a fixed point theorem, we investigate the existence of a positive solution to the singular fractional boundary value problem
Introduction
In recent years, as an extended concept of integral differential equations, fractional differential equations are widely concerned in various fields of science. For examples, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Many results, such as [1, 2, 6, 15, 16] , discuss singular fractional boundary value problems.
In [1] , the authors discuss positive solutions to the singular Dirichlet problem 
was discussed in [16] , where ∈ ((0, ∞) −1 ) and ∈ [0, 1] ( > 0) are positive. The existence results of positive solutions are acquired by the use of regularization and sequential techniques with a fixed point theorem for mixed monotone operators on normal cones.
Paper [6] investigates positive solutions of singular fractional boundary value problem
where 3 < ≤ 4, 0 < ] ≤ 1, 1 < ≤ 2, 0+ is the standard Riemann-Liouville fractional derivative, and is a Carathédory function. The existence and multiplicity of positive solutions are obtained by means of Guo-Krasnosel'skii fixed point theorem on cones.
In this paper, we are concerned with the following singular fractional boundary value problem: The following conditions on and in (4) will be used. 
( 2 ) ≥ 0 satisfies the following inequality, for a.e. ∈ [0, 1] and all
with 
where ∈ [0, 1], ∈ (D), and ℎ ∈ ([0, ∞) 3 ) are positive, and ℎ are nonincreasing and nondecreasing in all their arguments, respectively,
We will use regularization and sequential techniques to prove the existence of a positive solution of problems (4), (5) . Define and ( ∈ N) by the following formulas:
for a.e. ∈ [0, 1] and all ( , , ) ∈ R 3 ,
Condition ( 3 ) gives
In Section 3, We will firstly investigate the regular fractional differential equation
Preliminaries
Definition 1. The Caputo fractional derivative of order > 0 of a function ∈ [0, 1] is defined by
provided that the right-hand side is pointwise defined on 
provided the right-hand side is pointwise defined on [0, 1].
Lemma 3 (see [10] ). One has
where [ ] means the integral part of and
Lemma 4 (see [10] ). Suppose that > 0, ∉ N. If ∈ (0, 1] and
where = [ ] + 1 and ∈ R, = 0, 1, . . . , − 1.
is the unique solution in
satisfying the boundary condition (5) , where ∈ (3, 4) and
Proof. By Lemma 4,
are all solutions of (22) in [0, 1], where ∈ R. Lemma 3 guarantees that 0+ ∈ 2 [0, 1], for 3 < < 4; therefore,
are all solutions of (22) in 2 [0, 1], where 2 , 4 ∈ R. Considering that the solutions should satisfy (0) = (0) = (1) = (0) = 0, we get that
Consequently,
is the unique solution of problems (22), (5).
Lemma 6. Let be as defined in (2.3) . Then, 
Proof. (1), (4), and (7) are as follows
Because ( 2 / 2 ) ( , ) ≥ 0, therefore ( / ) ( , ) ≥ ( / ) (0, ) ≥ 0 and ( , ) ≥ (0, ) ≥ 0.
It is obvious that (2), (3), (5), (6), (8) , and (9) hold. 
Auxiliary Regular Problems (16), (5)
For ∈ , we can obtain that
We define the operators Φ and Ψ on as
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Lemma 7. Φ : → is a completely continuous operator.
The proof is similar to Lemma 3.1 of [6] , so we omit it.
Lemma 8 (see [17] 
Proof. By Lemma 7, Φ : → is a completely continuous operator. Now, for , ∈ , we obtain that
Therefore, Ψ is a contraction mapping, and it is obvious that Φ + Ψ ∈ , for , ∈ . Thus, all the assumptions of Lemma 8 are satisfied, and the conclusion of Lemma 8 implies that the boundary value problems (16), (5) 
And fulfills (31). Lemma 6 and (13) imply that
So,
Since
then,
Let
It follows from (31) and (37) that, for ∈ [0, 1], ∈ N,
Therefore,
By Lemma 6, (15) , and (39), there hold that
where ∈ [0, 1], ∈ N, and Λ = ∫ 
where ∈ N. Since lim → ∞ ℎ( , , )/ = 0, there exists > 0 such that, for ≥ ,
Consequently, ‖ ‖ * < for ∈ N, so that { } is bounded in . We are now in a position to prove that { } is equicontinuous on [0, 1]. Let 
holds. Suppose that 0 ≤ 1 < 2 ≤ 1, then
The proof is similar to that of Lemma 7. We choose > 0. Then, there exists 0 > 0 such that ( 2 − ) −3 − ( 1 − ) −3 < , for any 0 ≤ 1 < 2 ≤ 1, 2 − 1 < 0 , and 0 ≤ ≤ 1 . Suppose that 0 < < min{ 0 ,
Thus, { } is equicontinuous on [0, 1]. 
Main Result
Proof. Theorem 9 shows that problems (16) , (5) 
Consequently, is a positive solution of problems (4), (5) and satisfies inequality (49). The proof is complete.
