Abstract-Broadcasting in wireless networks, unlike wired networks, inherently reaches several nodes with a single transmission. For omnidirectional wireless broadcast to a node, all nodes closer will also be reached. This property can be used to compute routing trees which minimize the sum of the transmitter powers.
I. INTRODUCTION
Among the most crucial issues related to ad-hoc and sensor networks is that of operation in limited energy environments, since devices are usually equipped with battery with a limited lifetime.
Since radio signals have non-linear attenuation properties, it is very energy-consuming to transmit a signal far away. Another drawback of long-range transmissions is that they tend to produce widespread interference over the network, and for this reason they should be avoided.
The previous issues can be seen as correlated, and they can be handled together by taking advantage of the so-called wireless multicast advantage property (see, Wieselthier et al. [1] ). This property is based on the observation that, in wireless networks, devices are usually equipped with omnidirectional antennae, and for this reason multiple nodes can be reached by a single transmission. In the example of Figure 1a , nodes j and k are closer to node i than node m, then the signal originating in node i, and directed to node m, will be received also by nodes j and k, since they are within the transmission range of a communication from node i to node m.
For a given network with an identified source node, the MP B (minimum power broadcast) problem is to assign transmission powers to the nodes in such a way that the network is connected and the total power consumption is minimized. The MP B problem in wireless networks is shown to be NPcomplete in Cagalj et al. [2] , and this implies that polynomial time algorithms are unlikely to exist. Some mixed integer programming formulations for the problem are described in Das et al. [3] .
Wieselthier et al. [1] first observed that the so called "node based" approach is more suitable for wireless environment than the previously adopted "link-based" algorithms. They developed the Broadcast Incremental Power (BIP) algorithm, which is a simple sub-optimal heuristic for constructing minimum power broadcast trees in wireless networks. In this algorithm, new nodes are added to the tree on a minimum incremental cost basis, until all intended destination nodes are included. It was subsequently shown in Wan et al. [4] that the BIP algorithm has an approximation ratio between 13/3 and 12. Other techniques that have been suggested for solving this problem include an internal nodes based broadcasting produce by Stojmenovic et al. [5] , an evolutionary approach by Mark et al. [6] , a localized algorithm by Cartigny et al. [7] , a swarm based procedure by Das et al. [8] (Ant Colony System, ACS, see also Gambardella and Dorigo [9] ). This last algorithm was hybridized within a cluster-merge (CM) method presented in Das et al. [10] . Some heuristic approaches for improving solutions provided by other methods was presented in Das et al. [11] . Most of these heuristic techniques are described in detail in Das et al. [12] .
The rest of the paper is organized as follows. In Section II, we outline the network model. A mixed integer programming formulation, based on a novel (for the problem) incremental cost mechanism, is described in Section III. The simulated annealing paradigm and its adaptation to the MP B problem is presented in Section IV. Computational results are presented in Section V, while Section VI contains conclusions.
II. NETWORK MODEL
We assume a fixed N -node network with a specified source node which has to broadcast a message to all other nodes in the network. Any node can be used as a relay node to reach other nodes in the network. All nodes are assumed to have omnidirectional antennae, so that if node i transmits to node j, all nodes closer to i than j will also receive the transmission.
The signal propagation we adopt, which is the most common one in the literature (see, for example, Wieselthier et al. [1] , Das et al. [12] , Montemanni and Gambardella [13] and Montemanni et al. [14] ), works as follows. For a node i of the network, the power required to reach another node j is given by:
where d ij is the Euclidean distance between nodes i and j and 2 ≤ κ ≤ 4 is the channel loss exponent. We assume that there is no constraint on maximum transmission power. However, the algorithm we discuss in this paper can be extended straightforwardly to the case where this assumption does not hold. If, for example, node i cannot reach node j even when it is transmitting at its maximum power (i.e. d κ ij > maximum power of i), then p ij can be redefined as +∞. We consider a centralized implementation where construction of the routing tree is done at the source node, which has complete knowledge of the locations of all nodes in the network. Finally, we assume that power expenditures due to signal reception and processing are negligible compared to signal transmission and hence the cost of a routing tree is equal to the sum of transmitter powers corresponding to the set of edges chosen in the tree.
III. MIXED INTEGER LINEAR PROGRAMMING

FORMULATION
In this section we present a mixed integer programming formulation for the MP B problem.
Differently from the mathematical formulations previously appeared (see, for example, Das et al. [3] ), formulation MIP is based on an incremental mechanism over the variables representing transmission powers. This mechanism has been already used to formulate the Minimum power symmetric connectivity problem (see Montemanni and Gambardella [13] , [15] and Montemanni et al. [14] ), and its use guarantees a better formulation in terms of linear relaxation, which means shorter computation times to solve the original mixed integer program.
A dummy arc (i, i) with p ii = 0 is inserted into A for each i ∈ V . p ij is defined by equation (1) when i = j.
In order to describe the new mathematical formulations, we need the following definition.
Definition 1: Given (i, j) ∈ A, we define the ancestor of (i, j) as According to this definition, (i, a i j ) is the arc originated in node i with the highest cost such that p ia i j < p ij . In case an ancestor does not exist for arc (i, j), vertex i is returned, i.e. the dummy arc (i, i) is addressed.
In the example of Figure 1a , arc (i, k) is the ancestor of arc (i, m), (i, j) is the ancestor of (i, k) and the dummy arc (i, i) is returned as the ancestor of (i, j).
The mixed integer programming formulation MIP , presented in Figure 2 , is based on a network flow model (see Magnanti and Wolsey [16] ). Variable x ij represents the flow on arc (i, j). Variable y ij is 1 when node i has a transmission power which allows it to reach node j, y ij = 0 otherwise.
The costs associated with these variable in the objective function (3) are connected with the incremental mechanism described above, and are given by the following formula:
c ij is equal to the power required to establish a transmission from nodes i to node j (p ij ) minus the power required by nodes i to reach node a Constraints (4) realize the incremental mechanism by forcing the variables associated with arc (i, a i j ) to assume value 1 when the variable associated with arc (i, j) has value 1, i.e. the arcs originated in the same node are activated in increasing order of p. Inequalities (5) connect the flow variables x to y variables. Equations (6) define the flow problem, while (7)s and (8)s are domain definition constraints. We refer the interested reader to Magnanti and Wolsey [16] for a more detailed description of the spanning tree formulation behind the formulation presented above.
A family of facet defining valid inequalities can be added to formulation MIP . They contribute to make the linear relaxation of the formulation tighter, and consequently help to speed up solvers while solving MIP .
Inequalities (10) 
IV. SIMULATED ANNEALING ALGORITHM
A. General description
Simulated annealing is a metaheuristic algorithm derived from thermodynamic principles. It has been applied originally to combinatorial optimization in Kirkpatrick et al. [17] . It can be used to find (near) minimum cost solutions 1 of difficult problems characterized by vast search spaces, on which it is impossible to obtain the optimal solution by running exact algorithms.
The search proceeds with the cost function reducing most of the time, but it is allowed to increase sometimes to permit escape from local minima which are not global minima. The analogy with thermodynamics, and specifically with the way that liquids freeze and crystalize, or metals cool and anneal, is in the strategy adopted to accept or not accept cost-increasing solutions. At high temperatures, the molecules of a liquid move freely with respect to one another. If a liquid metal is cooled quickly (i.e. quenched), it does not reach a minimum energy state but a somewhat higher energy state corresponding, in the mathematical sense, to a suboptimal solution. On the other hand, if the liquid is cooled slowly, thermal mobility is restricted. The atoms are often able to line themselves up and form a pure crystal that is completely regular. The crystal is the state of minimum energy for the system, which corresponds to the optimal solution in a mathematical optimization problem. The algorithm is based on the connection of the physical concept of temperature with the mathematical concept of the probability of accepting a cost-increasing solution. The probability will be high initially and will decrease slowly, like the temperature in the annealing process which produces the regular crystal.
In the next section a mapping of the paradigm to the MP B problem will be described.
B. A simulated annealing algorithm for the MPB problem
Each solution for the MPB problem is represented by the set of transmission powers assigned to the nodes of the network, while the fitness value of each solution (analogous to the energy of the system in the thermodynamic case) is represented by the sum of the transmission powers of all the nodes.
In our algorithm, only solutions which provide a connected broadcasting tree (i.e., feasible solutions) are considered. This means that the algorithm moves from a connected broadcasting tree to another. The goal is to find a solution with minimum cost.
The starting solution for the SA algorithm is obtained from that provided by the BIP algorithm (see Wieselthier et al. [1] ), a fast polynomial time constructive heuristic method. In order to provide the SA algorithm a richer search space, this solution is perturbed in such a way that it remains in the attraction-basin of the solution provided by BIP algorithm, but less deep inside the corresponding local minimum valley. This helps the algorithm to move to different local optima easily. The perturbation phase works as follows. Each node i is considered and if it is not already transmitting at its maximum possible power (i.e. to reach the node farthest away from it, subject to its eventual maximum power constraint) then, with probability p p , its power is increased in such a way that node i can reach one more node. It is important to observe that with the given perturbation strategy, each initial solution is feasible since transmission powers can only be augmented (i.e. solution cost can only increase), starting from the values provided by BIP algorithm, which is feasible by definition.
Preliminary tests showed that the starting solution obtained as described above usually provides a better final solution than those obtained by computing (and eventually perturbing) the Minimum Spanning Tree (i.e. ignoring the wireless multicast advantage) using Prim's algorithm [18] , or by running the Stochastic tree generation algorithm presented in Marks et al [6] .
The SA algorithm then enters an iterative state, where the simulation of the annealing process is carried out. In this phase the broadcasting tree is repeatedly disconnected and repaired. The disconnect and repair strategies we adopt can be seen as a probabilistic version of the r-shrink tree-improvement algorithm described in Das et al. [11] and are explained in detail below.
In the remainder of this section, we will refer to the current solution as S O . During the first iteration, S O is initialized to the solution obtained by perturbing the heuristic solution provided by the BIP algorithm.
At each iteration of the simulated annealing algorithm, the following steps are carried out:
• A random node i is selected among the ones transmitting in the current solution S O . • The power of node i is decreased in such a way that it can reach one less node than in solution S O (notice that this could cause node i to stop transmitting). We will refer to the node which is not reached anymore by node i as j.
• If solution S N is still providing a feasible broadcasting tree -this happens if i was using more power than necessary in solution S O -no operation is carried out on solution S N .
• If solution S N does not provide a feasible broadcasting tree anymore, the broadcasting subtree not containing node j -we will refer to as SubT -is identified and one of its nodes, k, is selected, according to the following mechanism. With probability p r , node k is selected at random among those with p kj < +∞, while with probability (1 − p r ) it is selected as the node of SubT which reconnects the broadcasting tree with the minimum increment in power.
• The new solution S N is accepted with probability given by:
where Cost(S) is a function returning the total transmission power (cost) of solution S. A (simplified) example of iteration of the SA algorithm is presented in Figure 3 . In the example, for simplicity, only some arcs are considered (we suppose the others have cost +∞) and transmission powers required to connect nodes (associated to arcs) are not proportional to distances. Starting from the topleft corner and moving clockwise, a transmitting node (B) of the current solution is randomly selected and its power is reduced in such a way that it can reach one node less (the power of B is reduced from 4 to 3). The subtree containing nodes D and E is now disconnected from the other nodes, and there are two ways to reconnect it (we do not take into account the reinsertion of the arc just removed): to increase the power of node A from 6 to 7 (arc (A, D) ) or to increase the power of node C from 0 to 5 (arc (C, E) ). In the example, node A is selected. The new connected structure so obtained has the same cost (11) of the original solution, and according to formula (11) , it is accepted to become the new current solution.
It is important to observe that in the final state of the example of Figure 3 , node B is still transmitting with power 3, while the solution would remain feasible even without the contribution of node B (i.e. B not transmitting) and the total cost would be smaller (8 instead of 11). This characteristic of considering also solutions which are not fully optimized is very important for the SA algorithm we propose, since this strategy permits to extensively explore the search space, looking for interesting attraction basins, without being trapped into deep local minima. A confirmation to this hypothesis will be given by some computational experiments presented in Section V.
Note that by using formula (11) , not only improving solutions are accepted, but also solutions that do not improve the current one are sometimes accepted. Their acceptance probability is regulated by variable t, which is analogous to temperature in the real annealing process. Accepting nonimproving solutions helps the algorithm to escape from local minima.
Temperature t, which initially assumes the value given by parameter t init , is decreased every time C T consecutive iterations are carried out without improvements to the best solution retrieved so far. This simulates the annealing process. The following rule is adopted to regulate parameter t: t := α t (12) where 0 < α < 1 is a user defined parameter regulating (together with parameter C T ) the speed of the annealing process.
In the beginning, the temperature t is high and most of the new configurations are accepted. As the algorithm proceeds, t is reduced until it reaches a value where non-improving configurations are all rejected. When t goes below a given threshold, T t , the SA algorithm is stopped.
The post-optimization algorithm Sweep (see Wieselthier et al. [1] ), which aims to reduce the power of nodes transmitting at unnecessary high power, is run after the SA algorithm terminates. It is important to observe that the computation time required by the sweep algorithm is negligible for the problems considered.
A simplified pseudo-code of the simulated annealing algorithm is presented in Figure 4 .
V. COMPUTATIONAL RESULTS
The simulated annealing algorithm was tested on 25, 50, 75, 100, 150 and 200-node networks in a 5 × 5 grid. In each case, 50 networks were randomly generated and the tree powers were averaged to obtain the mean tree power.
Parameter κ of equation (1) was chosen to be equal to 2 for all cases. Tests for the SA algorithm were carried out on a computer equipped with an Intel Celeron 1.3 GHz processor and 256 MB of memory.
The parameter settings adopted for the simulations are summarized in Table I . It is important to observe that these parameter values guarantee quick solving times (no more than a few seconds for the biggest problems). This is very encouraging also in the light of the result of some preliminary tests. They suggest that solving formulation MIP (reinforced with inequalities (10)) takes on average one hour for each instance of the smallest problems (the commercial solver CPLEX 2 has been used), making this last approach impossible to use for real problems. Tests not reported in this paper also suggest that the simulated annealing based algorithm is not very sensitive to the changes in parameter values, which are almost independent from the problem dimensions.
Table II aims to show the benefit of our implementation of the SA algorithm. Only networks with up to 100 nodes are considered here. We compare its results (column Section IV-B of the table) with those of a modified version of the algorithm where after each change in the solution (i.e. during each iteration), the sweep algorithm (see Section IV-B, near the end) is run, and the solution is brought to a more deep local optimum. The solution so obtained is used for the comparison with the old one in formula (11) (column Sweep at each iteration of the table). The superiority of the implementation of the SA algorithm we described in Section IV-B (i.e. without local optimization at each iteration) is clear. A justification for this could be that the other version of the SA algorithm tends to be trapped into local minimum, from which it does not manage to come out with a single movement. This does not happen to the SA algorithm described in Section IV-B, which also accept redundant solutions, i.e. with unnecessary transmission power at some nodes. This allows the method to float among different attraction basins, which leads to a better exploration of the search-space.
It is worth to observe that running the sweep algorithm at each iteration also slows down quite considerably the whole algorithm.
A comparison of our SA approach with some state-of-theart algorithms recently appeared is presented in Table III . In the first column the different networks considered are listed. In the remaining columns the mean tree powers for different algorithms are presented. In particular BIP, BIP followed by the sweep algorithm (see Wieselthier et al. [1] ), BIP followed by the 1-shrink algorithm (see Das et al. [11] ), ACS (see Das et al. [8] ) and CM (see Das et al. [10] ) followed by the 1-shrink algorithm (see Das et al. [11] ) are considered together with the SA algorithm, which is the one discussed in this paper. The last column contains the results obtained by SA followed by the sweep algorithm. Percentage improvements in the mean tree powers over the BIP solutions are shown in Table IV . Entries of the tables marked with "-" correspond to combination for which no result is available.
From Table III and Table IV it can be seen that the SA algorithm is able to substantially improve the results achieved by the other algorithms for all the problems apart from those with 100 nodes. It works particularly well on small/medium size problems. On the other hand, it is comparable to the CM + 1-shrink algorithm for problems with 100 nodes. No comparison with the other algorithms (apart from BIP and BIP + sweep) is possible for problems with more than 100 nodes.
A small further improvement in the solutions provided by SA algorithm can be obtained by running the sweep algorithm, which -as observed in Section IV-B -has negligible computation times, on them. This improvement confirms the hypothesis we formulated in Section IV-B, i.e. that SA tends to produce solutions which are not fully optimized to local minima. As explained before, we believe that this property plays an important role in the performance of the algorithm we propose: SA is able to investigate the search-space searching for good attraction basins, without concentrating too much on local minima, then the sweep algorithm is able to integrate the behavior of SA, bringing these solutions down to their local minima. In fact, running sweep after SA leads to the best mean results for all of the problems, also for those with |V | = 100.
A final, important, observation is about the improvements over the BIP algorithm, reported in Table IV . From the table it clearly appears that the improvements over BIP algorithm guaranteed by the other algorithms decreases when the number of nodes considered increases. This phenomenon is also depicted in the chart of Figure 5 , where the improvements guaranteed by SA + sweep over BIP are reported. A linear trend-line has been also added to better read the chart. A justification for the phenomenon is that the wireless advantage property is gradually lost as the density increases, since many nodes are packed in the (small) grid. This causes long-distance transmissions to be not convenient, and solutions similar to minimum spanning trees -like those provided by the BIP algorithm -tend to be close to optimality. This vanishes the effort of more complex algorithms to heavily improve the average results of BIP.
VI. CONCLUSION
In this paper, we have presented a new mixed integer programming formulation and a new heuristic approach for the minimum power broadcast problem in wireless networks. The heuristic algorithm is based on the simulated annealing paradigm and which proves to be very suitable for the problem under consideration.
Experimental simulations show that the simulated annealing algorithm is able to provide high quality solutions, which are significantly better than those generated by the BIP algorithm. The solutions are also better than the best results reported thus far in the literature.
