We investigate solutions of backward stochastic differential equations (BSDE) with time delayed generators driven by Brownian motions and Poisson random measures, that constitute the two components of a Lévy process. In this new type of equations, the generator can depend on the past values of a solution, by feeding them back into the dynamics with a time lag. For such time delayed BSDE, we prove existence and uniqueness of solutions provided we restrict on a sufficiently small time horizon or the generator possesses a sufficiently small Lipschitz constant. We study differentiability in the variational or Malliavin sense and derive equations that are satisfied by the Malliavin gradient processes. On the chosen stochastic basis this addresses smoothness both with respect to the continuous part of our Lévy process in terms of the classical Malliavin derivative for Hilbert space valued random variables, as well as with respect to the pure jump component for which it takes the form of an increment quotient operator related to the Picard difference operator.
Introduction
Introduced in [20] , backward stochastic differential equations have been thoroughly studied in the literature during the last decade, see [13] or [15] and references therein. Viewed from the perspective of Peng who interprets their key structural feature as a nonlinear conditional expectation, the close link to the stochastic calculus of variations or Malliavin's calculus becomes apparent. In fact, in a Clark-Ocone type formula, the control component of the solution pair of a BSDE with a classical globally Lipschitz generator without time delay on a Gaussian basis turns out to be the Malliavin trace of the other component, see Proposition 5.3 in [13] or Theorem 3.3.1 in [15] . Not only this observation attributes an important role to Malliavin's calculus in the context of stochastic control theory and BSDE. As the simplest example, let us recall that hedging strategies in complete market models corresponds to Malliavin derivatives of wealth processes, see [17] . The fine structure and sensitivity properties of solutions of BSDE or systems of forward and backward stochastic differential equations have been approached by means of the stochastic calculus of variations (see [2] and [1] ), and applied to provide explicit descriptions of delta hedges of insurance related financial derivatives in [3] . Let us mention that Malliavin's calculus has been applied to prove regularity of trajectories and thus to provide a first numerical scheme for BSDE with generators of quadratic growth, see for instance [16] . More generally, it has been established as a key tool in the numerics of control theory and mathematical finance, for instance to enhance the convergence speed of discretization schemes for solutions of BSDE, see [11] , [18] . BSDE have proved to be an efficient and powerful tool in a variety of applications in stochastic control and mathematical finance. In all of these applications, variational smoothness of their solutions is fundamental for describing their properties.
In this spirit, and with the aim of clarifying smoothness in the sense of the stochastic calculus of variations and related properties of BSDE in a more general setting, in this paper we study the equations with dynamics given for t ∈ [0, T ] by
U(s, z)M (ds, dz).
An equation of this type will be called BSDE with time delayed generator. It is driven by a Lévy process, the components of which are given by a Brownian motion and a Poisson random measure. In this new type of equations, a generator f at time s depends in some measurable way on the past values of a solution (Y s , Z s , U s ) = (Y (s + u), Z(s + u), U(s + u, .)) −T ≤u≤0 . Very recently, time delayed BSDE driven by Brownian motion and with Lipschitz continuous generators have been investigated for the the first time in [8] , and in more depth in [10] . We would like to refer the interested reader to the accompanying paper [10] , where existence and uniqueness questions are treated, and examples given in which multiple solutions or no solutions at all exist. Further, several solution properties are investigated, including the comparison principle, measure solutions, the inheritance property of boundedness from terminal condition to solution, as well as the BMO martingale property for the control component. We would like to point out that all results from [10] can be extended and proved in the setting of this paper.
Our main findings are the following. First, we prove that a unique solution exists, provided that the Lipschitz constant of the generator is sufficiently small, or the equation is considered on a sufficiently small time horizon. This is the extension of Theorem 2.1 from [10] to be expected. Secondly, we establish Malliavin's differentiability of the solution of a time delayed BSDE, both with respect to the continuous component of the Lévy process, which coincides with the classical Malliavin derivative for Hilbert-valued random variables, as well as with respect to the pure jump part, in terms of an increment quotient operator related to Picard's difference operator. We prove that the well-known connection between (Z, U) and the Malliavin trace of Y still holds in the case of time delayed generators.
BSDE without time delays and driven by Poisson random measures have already been thoroughly investigated in the literature, see [5] , [6] or [23] . But contrary to the case with a Gaussian basis, smoothness results in the sense of Malliavin's calculus have not been established yet in a systematic way. To the best of our knowledge, only in [7] , variational differentiability of a solution of a forward-backward SDE with jumps with respect to the Brownian component is considered while differentiability with respect to the jump component is neglected.
We would like to emphasize that backward stochastic differential equations with time-delayed generators arise in financial and insurance problems dealing with pricing, hedging, risk management and optimal control, see the working paper [9] . For instance, they are encountered in the context of the optimal liquidation problem of large trader's positions. A related optimal control problem in terms of BSDE exhibits generators in which the delayed feedback of the large trader's actions on the price dynamics take the form of a delay effect in the sense considered in this paper. As explained at the beginning of this section, Malliavin's calculus plays a fundamental role in mathematical finance and optimal control. We believe that the results concerning Malliavin's differentiability obtained in this paper are as important to describe parameter sensitivity properties of financial derivatives in this more general setting as they are in [3] for generalizing the Black-Scholes delta hedge to incomplete markets in a purely probabilistic approach via BSDE.
This paper is structured as follows. Section 2 deals with the existence and uniqueness problem. In Section 3 we survey concepts of the canonical Lévy space and variational differentiation, and prove some technical lemmas. The main theorem concerning Malliavin smoothness of a solution, and the interpretation of the latter in terms of a Malliavin trace is proved in Section 4.
Existence and uniqueness of a solution
We consider a probability space (Ω, F , P) with a filtration F = (F t ) 0≤t≤T , where T < ∞ is a finite time horizon. We assume that the filtration F is the natural filtration generated by a Lévy process L := (L(t), 0 ≤ t ≤ T ) and that F 0 contains all sets of P-measure zero, so that the usual conditions are fulfilled. As usual, by B(X) we denote the Borel sets of a topological space X, while λ stands for Lebesgue measure.
It is well-known that a Lévy process satisfies the Lévy-Itô decomposition . In this paper we deal with the random measurẽ
It can be considered as a compensated compound Poisson random measure as, for a fixed t ∈ [0, T ] and a Borel set A the closure of which does not contain zero, For details concerning Lévy processes, Poisson random measures and integration with respect to martingale-valued random measures we refer the reader to Chapter 2 and Chapter 4 of [4] . Let us now turn to the main subject of this paper. We study solutions (Y, Z, U) := (Y (t), Z(t), U(t, z)) 0≤t≤T,z∈(R−{0}) of a BSDE with time delayed generator, the dynamics of which is given by
The generator f depends on the past values of the solution, fed back into the system with a time delay, denoted by
We always set Z(t) = U(t, .) = 0 and Y (t) = Y (0) for t < 0. Note that the measureM , notÑ , is taken to drive the jump noise. The reason for this is that we adopt the concepts of Malliavin calculus on the canonical Lévy space from [24] , which is formulated in terms of multiple stochastic integrals with respect toM . We shall work with the function spaces of the following definition.
Definition 2.1.
Let L
T,m (R). We start with establishing existence and uniqueness of a solution of (2.1) under the following hypotheses: 
For convenience, in the notation of f the dependence on ω is omitted and we write f (t, ., ., .) for f (ω, t, ., ., .) etc. We remark that f (t, 0, 0, 0) in (A4) should be understood as the value of the generator f (t, y t , z t , u t ) at y t = z t = u t = 0. We would like to point out that assumption (A5) in fact allows us to take Y (t) = Y (0) and Z(t) = U(t, .) = 0 for t < 0 as a solution of (2.1). Finally, let us recall that under (A2) and for an integrand U ∈ H 2 m (R), the stochastic integral with respect to the martingale-valued measureM
is well-defined in the Itô sense, see Chapter 4.1 in [4] . First let us notice that for
the generator is well-defined and integrable as a consequence of
where we apply (A3), Fubini's theorem, use the assumption that Z(t) = U(t, .) = 0 and Y (t) = Y (0) for t < 0 and the fact that the measure α is a probability measure. The main theorem of this section is an extension of Theorem 2.1 from [10] . Although the extension is quite natural, the proof is given for completeness and convenience of the reader. The key result follows from the following a priori estimates. [15] ) to prove existence and uniqueness of a solution.
Step 1) We show that the recursive definition
As in the case of BSDE without time delays, the martingale representation, see Theorem 13.49 in [14] , provides a unique process Z n+1 ∈ H 2 (R) and a unique predictable
, and have the required representation
Finally, we take Y n+1 as a progressively measurable, càdlàg modification of
Similarly as in Lemma 2.1, Doob's martingale inequality, Cauchy-Schwarz' inequality and the estimates (2.2) yield that Y n+1 ∈ S 2 (R).
Step 2) We prove the convergence of the sequence
The estimates (2.3) and (2.4) provide the inequality
By applying the Lipschitz condition (A3), Fubini's theorem, changing variables and using the assumption
From (2.6) and (2.7), we obtain
For sufficiently small T or sufficiently small K, the inequality (2.8) provides a unique
which satisfies the fixed point equation
Step 3) We define the solution componentȲ of (4.1) as a progressively measurable, càdlàg modification of
where (Y, Z, U) is the limit constructed in Step 2).
We point out that in general under the assumptions (A1)-(A5), existence and uniqueness may fail to hold for bigger time horizon T or bigger Lipschitz constant K. See [10] for examples. However, for some special classes of generators existence and uniqueness may be proved for an arbitrary time horizon and for arbitrary global Lipschitz constants. These include generators independent of y with a delay measure α supported on [−γ, 0] with a sufficiently small time delay γ, following Theorem 2.2 in [10] , or generators considered in [8] consisting of separate components in z and u, following Theorem 1 in [8] .
Malliavin's calculus for canonical Lévy processes
There are various ways to develop Malliavin's calculus for Lévy processes. In this paper we adopt the approach from [24] based on a chaos decomposition in terms of multiple stochastic integrals with respect to the random measureM . In this setting, we will construct a suitable canonical space, on which a variational derivative with respect to the pure jump part of a Lévy process can be computed in a pathwise sense.
In this section we give an overview of the approach of Malliavin's calculus on canonical Lévy space according to [24] (see [24] for details). We then prove some technical results concerning the commutation of integration and variational differentiation, which are needed in the next section.
We assume that the probability space (Ω, F , P) is the product of two canonical spaces (Ω W ×Ω N , F W ×F N , P W ×P N ), and the filtration F = (F t ) t∈[0,T ] the canonical filtration completed for P. The space (Ω W , F W , P W ) is the usual canonical space for a one-dimensional Brownian motion, with the space of continuous functions on [0, T ], the σ-algebra generated by the topology of uniform convergence and Wiener measure. The canonical representation for a pure jump Lévy process (Ω N , F N , P N ) we use is based on a fixed partition (S k ) k≥1 of R − {0} such that 0 < ν(S k ) < ∞, k ≥ 1. Accordingly, it is given by the product space ((t 1 , z 1 ) , ..., (t n , z n )), where (t 1 , ..., t n ) denotes the jump times and (z 1 , ..., z n ) the corresponding sizes of jumps, one can take
, and the measure P k N defined in such a way that for
Now consider the finite measure q defined on [0, T ] × R by
where E(0) = {t ∈ [0, T ]; (t, 0) ∈ E} and E ′ = E − E(0), and the random measure
For n ∈ N and a simple function h n = 1 E 1 ×...×En , with pairwise disjoints sets E 1 , ..., E n ∈ B([0, T ] × R), a multiple two-parameter integral with respect to the random measure Q
can be defined as
The integral can be extended to the space L 2 T,q,n (R) of product measurable, deterministic functions h :
The chaotic decomposition property yields that any F -measurable square integrable random variable H on the canonical space has a unique representation
In this setting it is possible to study two-parameter annihilation operators (Malliavin derivatives) and creation operators (Skorokhod integrals).
Definition 3.1.
T,q,n < ∞.
The Malliavin derivative DH
is a stochastic process defined by
3. Let L 1,2 (R) denote the space of product measurable and F-adapted processes
In terms of the components of the representation of G(s, y) = ∞ n=0 I n (g n ((s, y), .), for q-a.e. (s, y) ∈ [0, T ] × R, the above conditions are equivalent to
< ∞, whereĝ n denotes the symmetrization of g n with respect to all n + 1 pairs of variables. The space L 1,2 (R) is a Hilbert space endowed with the norm
4. The Skorokhod integral with respect to the random measure Q of a process
The following practical rules of differentiation hold. Consider a random variable H defined on Ω W ×Ω N . The derivative D t,0 H is with respect to the Brownian motion component of the Lévy process, and we can apply classical Malliavin's calculus for Hilbert space-valued random variables. If for P N -a.e. ω N ∈ Ω N the random variable H(., ω N ) is differentiable in the sense of classical Malliavin's calculus, then we have the relation
where D t denotes the classical Malliavin derivative on the canonical Brownian space, see Proposition 3.5 in [24] . In order to define D t,z F for z = 0, which is a derivative with respect to the pure jump part of the Lévy process, consider the following increment quotient operator
where ω t,z N transforms a family ω N = ((t 1 , z 1 ), (t 2 , z 2 ), ...)) ∈ Ω N into a new family ω t,z N = ((t, z), (t 1 , z 1 ), (t 2 , z 2 ), ...)) ∈ Ω N , by adding a jump of size z at time t into the trajectory. According to Propositions 5.4 and 5.5 in [24] , for H ∈ L 2 (R) such that
The operator (3.4) is closely related to Picard's difference operator, introduced in [21] , which is just the numerator of (3.4). It is possible to define Malliavin's derivative for pure jump processes in such a way that it coincides with Picard's difference operator, see [12] . We point out once again that we adopt the approach of [24] , and define multiple two-parameter integrals with respect to the random measurẽ M and not with respect toÑ , to obtain differentiation rules (3.3) and (3.5).
We now discuss some technical problems arising in the next section in the context of the main theorem of this paper. The subsequent lemmas are extensions of classical Malliavin differentiation rules to the setting of the canonical Lévy space.
and
Proof:
The proof is a straightforward extension of the proof of Proposition 1.2.8 from [19] . Details are left to the reader.
We next provide a proof of the commutation of Lebesgue's integration and variational differentiability, which is commonly used. 
are satisfied. Then [0,T ]×R G(s, y)η(ds, dy) ∈ D 1,2 (R) and the differentiation rule
holds for q-a.e. (t, z) ∈ [0, T ] × R, P-a.s..
As for η-a.e. (s, y) ∈ [0, T ] × R the random variable G(s, y) is F s -measurable and square integrable, the chaotic decomposition property on the canonical space (3.1) provides a unique representation
By part 3 of definition 3.1, the assumptions (3.6) yield
For N ∈ N let G N be a measurable version of the partial sum of the first N + 1 components given by
We first prove that [0,T ]×R G N (s, y)η(ds, dy) ∈ D 1,2 (R) and the claimed differentiation rule holds. By canonical extension arguments, a Fubini type property holds for any single chaos component, and therefore
Notice that by Cauchy-Schwarz' inequality, finiteness of η, the assumption (3.7) and Fubini's theorem we obtain
For any N ∈ N, we have that
, and, by linearity and definition
The differentiation rule is proved for G N .
Finally, by (3.9) we have
By closeability of the operator D we conclude that the unique limit H is Malliavin differentiable. The convergences
together with Lebesgue's dominated convergence theorem, justified by the first and third assumption in (3.6), give
This implies the claimed equation.
We finally discuss the commutation relation of the Skorokhod stochastic integral with the variational derivative.
and [0,T ]×R D t,z G(s, y)Q(ds, dy) is a stochastic integral in Itô sense.
By square integrability of G, for q-a.e (s, y) ∈ [0, T ] × R, the chaotic decomposition property yields the unique representation G(s, y) =
T,q,n+1 , n ≥ 0. Square integrability and predictability of G implies that the stochastic integral [ 
and applying Definition 3.1.2 of the Malliavin derivative yields
from which the required predictability of the integrand follows. As a by-product, let us note that (ω, s, y, t, z) → D t,z G(s, y)(ω) is jointly measurable.
Variational differentiability of a solution
The main goal of this paper is to investigate Malliavin's differentiability of a solution of a backward stochastic differential equation with a time delayed generator. In this section, additionally to (A1)-(A5), we assume that (A6) the generator f is of the following form
with a product measurable function f :
Lipschitz continuous in the last three variables for P ⊗λ-a.e. (ω, t) ∈ Ω×[0, T ], more precisely the generator satisfies (A3) with the same constant K, (A7) the terminal value is Malliavin differentiable, i.e. ξ ∈ D 1,2 (R), and
is continuously differentiable in (y, z, u), with uniformly bounded and continuous partial derivatives f y , f z , f u ; we assume f y (ω, t, ., ., .) = f z (ω, t, ., ., .) = f u (ω, t, ., ., .) = 0 for ω ∈ Ω, t < 0;
The assumptions (A7)-(A9) are classical when dealing with Malliavin's differentiability, see Proposition 5.3 in [13] or Theorem 3.3.1 in [15] in the case of BSDEs driven by Brownian motions. We also remark that the generator in (A6) depends on
, which corresponds to a standard form of dependence appearing in BSDE without delays and with jumps, see Proposition 2.6 and Remark 2.7 in [5] .
We can state our main theorem.
Theorem 4.1. Assume that (A1)-(A9) hold and that time horizon T and Lipschitz constant K of the generator f are sufficiently small, such that for some β > 0
There exists a unique solution
with the generator (4.2) or (4.4) satisfying (4.6).
Step 2) Consider a sequence (Y n , Z n , U n ) n∈N , constructed by Picard iteration scheme, which converges to (Y, Z, U). In this step we show that
2 q(ds, dz) < ∞ we can as well deduce that
For that purpose, we study the iterations
where we denote
We first establish Malliavin's differentiability of T t f n (r)dr by applying Lemma 3.2.
Notice that Y n (t) ∈ D 1,2 (R), for λ-a.e. t ∈ [−T, T ]. Similarly to (2.2), we can derive
This provides the assumptions of Lemma 3.2, and for λ-a.e. r ∈ [0, T ] we have
, and furthermore
In an analogous way we derive
We claim that for λ-a.e. r ∈ [0, T ] the random variable f n (r) ∈ D 1,2 (R) and for q ⊗ λ-a.e. (s, z, r) 8) and for z = 0
The derivative (4.8) follows from the chain rule for the operator D s,0 , as for Theorem 2 in [22] , whereas (4.9) follows from Proposition 5.5 in [24] provided that
hold. The finiteness of the first integral is obvious. The second integral can be shown to be finite by applying the Lipschitz continuity of the generator (A3), the Lipschitz continuity of the derivative of the function f with respect to ω and its square integrability (A9), as well as the assumption
Moreover,
and by Lemma 3.2 again we derive that for 0 ≤ t ≤ T we have ξ + where (·) P denotes the predictable projection of a process.
Proof:
The solution of (4. 
