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a b s t r a c t
A k-dimensional box is the cartesian product R1 × R2 × · · · × Rk where each Ri is a closed
interval on the real line. The boxicity of a graphG, denoted as box(G), is theminimum integer
k such that G is the intersection graph of a collection of k-dimensional boxes. A unit cube
in k-dimensional space or a k-cube is defined as the cartesian product R1 × R2 × · · · × Rk
where each Ri is a closed interval on the real line of the form [ai, ai + 1]. The cubicity of G,
denoted as cub(G), is the minimum k such that G is the intersection graph of a collection of
k-cubes. In this paper we show that cub(G) ≤ t +dlog(n− t)e− 1 and box(G) ≤ ⌊ t2⌋+ 1,
where t is the cardinality of a minimum vertex cover of G and n is the number of vertices
of G. We also show the tightness of these upper bounds.
F.S. Roberts in his pioneering paper on boxicity and cubicity had shown that for a graph
G, box(G) ≤ ⌊ n2⌋ and cub(G) ≤ ⌈ 2n3 ⌉, where n is the number of vertices of G, and these
bounds are tight. We show that if G is a bipartite graph then box(G) ≤ ⌈ n4⌉ and this
bound is tight. We also show that if G is a bipartite graph then cub(G) ≤ n2 + dlog ne − 1.
We point out that there exist graphs of very high boxicity but with very low chromatic
number. For example there exist bipartite (i.e., 2 colorable) graphs with boxicity equal to
n
4 . Interestingly, if boxicity is very close to
n
2 , then chromatic number also has to be very
high. In particular, we show that if box(G) = n2 − s, s ≥ 0, then χ(G) ≥ n2s+2 , where χ(G)
is the chromatic number of G.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let F be a family of non-empty sets. An undirected graph G is an intersection graph for F if there exists a one-one
correspondence between the vertices of G and the sets in F such that two vertices in G are adjacent if and only if the
corresponding sets have non-empty intersection. If F is a family of intervals on real line, then G is called an interval graph.
If F is a family of intervals on real line such that all the intervals are of equal length, then G is called a unit interval graph.
A k-dimensional box or k-box is the cartesian product R1 × R2 × · · · × Rk, where each Ri is a closed interval on the real
line. The boxicity of a graph G is defined to be the minimum integer k such that G is the intersection graph of a collection of
k-boxes. Since 1-boxes are nothing but closed intervals on the real line, interval graphs are the graphs having boxicity 1.
A unit cube in k-dimensional space or a k-cube is defined as the cartesian product R1 × R2 × · · · × Rk where each Ri is a
closed interval on the real line of the form [ai, ai+ 1]. A k-cube representation of a graph is a mapping of the vertices of G to
k-cubes such that two vertices inG are adjacent if and only if their corresponding k-cubes have a non-empty intersection. The
cubicity of G is the minimum k such that G has a k-cube representation. Note that a k-cube representation of G using cubes
with unit side length is equivalent to a k-cube representation where the cubes have side length c for some fixed positive
number c. The graphs of cubicity 1 are exactly the class of unit interval graphs. Clearly box(G) ≤ cub(G).
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The concept of boxicity and cubicity was introduced by Roberts [14] in 1969. Boxicity finds applications in fields such as
ecology and operations research. Computing the boxicity of a graph was shown to be NP-hard by Cozzens [7]. This was later
strengthened by Yannakakis [18], and finally by Kratochvil [11] who showed that deciding whether boxicity of a graph is
at most two itself is NP-complete. It has been shown that deciding whether the cubicity of a given graph is at least three is
NP-hard [18].
Recently many new upper bounds have been derived for boxicity. In [4], it is shown that box(G) ≤ 2∆2, where∆ is the
maximum degree of the graph G. It is shown in [5] that box(G) ≤ tw(G)+ 2, where tw(G) is the treewidth of G. In [3], it is
shown that box(G) ≤ (∆+ 2) log n, where n is the number of vertices of the graph G.
There have been many attempts to bound the boxicity of graph classes with special structure. Roberts [14] proved
that the boxicity of a complete k-partite graph is k. Scheinerman [15] showed that boxicity of outer planar graphs is at
most two. Thomassen [16] proved that the boxicity of planar graphs is bounded above by three. The boxicity of split
graphs is investigated by Cozzens and Roberts [8]. Upper bounds on the boxicity of some special classes of graphs such
as chordal graphs, circular arc graphs, AT-free graphs, permutation graphs, co-comparability graphs are given in [5]. The
cube representation of special classes of graphs like hypercubes and complete multipartite graphs were investigated in
[2,6,12–14].
1.1. Our results
A vertex cover of G is a set Q ⊆ V (G) that contains at least one endpoint of every edge of G. Among all vertex covers of
G, the minimum cardinality vertex cover is called aminimum vertex cover of G and is denoted byMVC . A set A ⊆ V is called
an independent set if the vertices in A are pairwise non-adjacent. Vertex cover is a central parameter in graph theory and
computer science. In fact it is one of the earliest parameters to be studied in graph theory: König’s Theorem (1931) states
that in a bipartite graph, the cardinality of a maximummatching is equal to the cardinality of a minimum vertex cover. The
vertex cover problem was one of Karp’s 21 NP-complete problems [10]. It is easy to see that if MVC is a minimum vertex
cover of G then V −MVC is a maximum independent set of G.
In this paper we relate the concept of vertex cover with boxicity and cubicity. In particular we show the following:
Result 1. cub(G) ≤ t + dlog(n− t)e − 1, where t is the cardinality of a minimum vertex cover of G, and this upper bound
is tight.
Result 2. box(G) ≤ ⌊ t2⌋+ 1, where t is the cardinality of a minimum vertex cover of G, and this upper bound is tight.
Remark 1. It was shown in [5] that box(G) ≤ tw(G) + 2, where tw(G) is the treewidth of the graph G. It can be shown
that tw(G) ≤ t , where t is the cardinality of a minimum vertex cover of G. From this we can infer that box(G) ≤ t + 2. But
the inequality tw(G) ≤ t is tight (for example ( n2 )K2, the complement of a matching on n vertices and complete graphs).
Moreover, the inequality box(G) ≤ tw(G) + 2 is shown to be tight up to an additive lower order factor [5]. Therefore, it is
not possible (by strengthening this approach) to get an upper bound for boxicity in terms of t comparable to what is shown
in this paper.
Remark 2. LetMG denote the set of all maximal matchings of G. Let ν(G) = minM∈MG |M|, i.e., the cardinality of aminimum
maximal matching in G. It was shown in [8] that box(G) ≤ t ′(G), where G is the complement of G and t ′(G) is the minimum
number of edges of G which are incident to all the edges of G. It is easy to verify that t ′(G) = ν(G). Also, as t ≤ 2ν(G), by
Result 2 it follows that, box(G) ≤ ν(G)+ 1. So, by combining Result 2 and the result due to Cozzens et al. [8], we infer that,
box(G) ≤ min{ν(G)+ 1, ν(G)}.
Result 3. For a bipartite graph G = (V1 ∪ V2, E), box(G) ≤ min{d n12 e, d n22 e}, where n1 = |V1| and n2 = |V2|. This upper
bound is tight.
Remark 3. The above upper bound for bipartite graphs should be compared with the upper bound for general graphs given
by Roberts in his pioneering paper [14], namely box(G) ≤ ⌊ n2⌋where n is the number of vertices in G.
Result 4. If box(G) = n2 − s, then χ(G) ≥ n2s+2 , where χ(G) is the chromatic number of G. (Recall that for a graph G with n
vertices box(G) ≤ n2 .)
Remark 4. It should be noted that in general, χ(G) does not seem to have much relation with box(G). There are graphs of
very high chromatic number but with very low boxicity, for example the complete graphs. Also, there exist graphs of very
high boxicity but with very low chromatic number, see Section 5.1 for an example. The above Theorem states that if the
boxicity is very close to its maximum achievable value, then the chromatic number also has to be high. It may be of interest
to the reader to know that recently Chandran et al. [4] have shown that for any graph G, box(G) ≤ 2χ(G2), where G2 is the
square of the graph G i.e., the graph obtained by adding edges of the form (u, v) to G where u and v were at a distance of
exactly 2 in G.
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2. Preliminaries
Let G be a simple, finite, undirected graph on n vertices. The vertex set of G is denoted as V (G) and the edge set of G is
denoted as E(G). Let G′ be a graph such that V (G′) = V (G). Then, G′ is a super graph of G if E(G) ⊆ E(G′). We define the
intersection of two graphs as follows: if G1 and G2 are two graphs such that V (G1) = V (G2), then the intersection of G1 and
G2 denoted as G = G1 ∩ G2 is a graph with V (G) = V (G1) = V (G2) and E(G) = E(G1) ∩ E(G2).
A set S ⊆ V (G) is called a clique if G[S], the induced subgraph of G on S, is a complete subgraph of G. For a graph G, let
NG(v) = {w ∈ V (G)|(v,w) ∈ E(G)} be the set of neighbors of v. A cycle on n vertices is denoted as Cn. Let G be a graph. Let
I1, I2, . . . , Ik be k interval graphs (unit interval graphs) such that G = I1 ∩ I2 ∩ · · · ∩ Ik, then I1, I2, . . . , Ik is called an interval
graph representation (unit interval graph representation) of G. The following equivalence is well known.
Theorem 2.1 ([14]). The minimum k such that there exists an interval graph representation (unit interval graph representation)
of G using k interval graphs (unit interval graphs) I1, I2, . . . , Ik is the same as box(G) (cub(G)).
A graph G is called chordal if G does not have Cn, n ≥ 4, as an induced subgraph. Split graphs form a special subclass of
chordal graphs. A graph G is called a split graph if G and G both are chordal, where G is the complement of the graph G. The
following characterization of split graphs is due to Földes et al.
Theorem 2.2 ([9]). G is a split graph if and only if there exists a partition V = S ∪ K of V (G) into an independent set S and a
clique K .
In [8], Cozzens et al. studied the boxicity of split graphs and gave an upper bound.
Theorem 2.3 ([8]). Let G be a split graph with vertex partition V (G) = S∪K, S an independent set and K a clique. Then provided
K 6= ∅, box(G) ≤ min
{⌈
|K |
2
⌉
,
⌈
|S|
2
⌉}
.
3. Cubicity and vertex cover
In this section, we give a tight upper bound for cubicity of a graph G in terms of the cardinality of its minimum vertex
cover. In particular we show that cub(G) ≤ t + dlog(n− t)e − 1, where |MVC | = t and n is the number of vertices of G.
Let MVC = {v1, v2, . . . , vt}. Clearly A = V − MVC is an independent set in G. Let A = {w0, w1, . . . , wα−1}, where
|A| = n − t = α. Next, we construct t + dlog(n− t)e − 1, unit interval super graphs of G, say U1,U2, . . . ,Ut+dlog (n−t)e−1,
as follows.
Construction of Ui, for 1 ≤ i ≤ t − 1: Let MVC ′ = MVC − {vt}. So, |MVC ′| = t − 1. For each vi ∈ MVC ′, 1 ≤ i ≤ t − 1, we
construct a unit interval graph Ui. To construct Ui, map each x ∈ G to a unit interval fi(x) as follows.
fi(x) = [0, 1] if x = vi
= [1, 2] if x ∈ NG(vi).
= [2, 3] if x ∈ V (G)− (NG(vi) ∪ {vi}).
Claim 1. For each unit interval graph Ui, 1 ≤ i ≤ t − 1, E(G) ⊆ E(Ui).
Proof. It is easy to see that for all x ∈ NG(vi)∪{vi}, 1 ∈ fi(x). So,NG(vi)∪{vi} induces a clique inUi. Also, for all x ∈ V (G)−{vi},
2 ∈ fi(x). That is, V (G)− {vi} induces a clique in Ui. So, we infer that E(G) ⊆ E(Ui), for each i, 1 ≤ i ≤ t − 1. 
Construction of Ut+j, for 0 ≤ j ≤ dlog(n− t)e − 1: Recall that MVC = {v1, v2, . . . , vt} and A = {w0, w1, . . . , wα−1}. It is
easy to see that vt is adjacent to at least one vertex of A sinceMVC is a minimum vertex cover of G. Without loss of generality
suppose (vt , w0) ∈ E(G). For each j, 0 ≤ j ≤ dlog(n− t)e − 1, we define a function bj : A −→ {0, 1} as follows:
bj(wk) = 0 if the (j+ 1)th least significant bit of k is 0
= 1 otherwise.
To construct Ut+j, 0 ≤ j ≤ dlog (n− t)e − 1, we map each x ∈ V (G) to a unit interval as follows.
ft+j(x) = [0.5, 1.5] if x = vt .
= [1, 2] if x ∈ MVC ′.
= [0, 1] if x = w0.
= [0, 1] if x ∈ A− {w0} and bj(x) = bj(w0).
= [1.5, 2.5] if x ∈ A− {w0} and bj(x) 6= bj(w0) and xvt ∈ E(G).
= [2, 3] if x ∈ A− {w0} and bj(x) 6= bj(w0) and xvt 6∈ E(G).
Claim 2. For each unit interval graph Ut+j, 0 ≤ j ≤ dlog(n− t)e − 1, E(G) ⊆ E(Ut+j).
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Proof. It is easy to see that, for all x ∈ MVC , 1 ∈ ft+j(x). So, MVC induces a clique in Ut+j. Also, for all y ∈ NG(vt), either
1 ∈ ft+j(y) or 1.5 ∈ ft+j(y). As ft+j(vt) = [0.5, 1.5], ft+j(vt)∩ft+j(y) 6= ∅, for all y ∈ NG(vt). So,NG(vt) ⊆ NUt+j(vt). Letwi ∈ A.
Now, either ft+j(wi) = [0, 1] or [1.5, 2.5] or [2, 3]. In all the cases, it is easy to see that ft+j(wi)∩ ft+j(v) 6= ∅, for all v ∈ MVC ′
since ft+j(v) = [1, 2]. That is, for each wi ∈ A, wiv ∈ E(Ut+j), for all v ∈ MVC ′. Hence for each j, 0 ≤ j ≤ dlog(n− t)e − 1,
E(G) ⊆ E(Ut+j). 
The following lemma follows from Claim 1 and Claim 2.
Lemma 3.1. For each unit interval graph Ui, 1 ≤ i ≤ t + dlog(n− t)e − 1, E(G) ⊆ E(Ui).
Lemma 3.2. For any (x, y) 6∈ E(G), there exists some i, 1 ≤ i ≤ t + dlog(n− t)e − 1, such that (x, y) 6∈ E(Ui).
Proof. Suppose (x, y) 6∈ E(G).
Case 1: {x, y} ⊆ MVC .
It is easy to see that either x or y, say x, will be present in MVC ′. Let x = vi, for some i, 1 ≤ i ≤ t − 1. Now, in Ui, as
y 6∈ NG(vi), fi(x) = [0, 1] and fi(y) = [2, 3]. So, fi(x) ∩ fi(y) = ∅. Hence, x is non-adjacent to y in Ui.
Case 2: x ∈ MVC and y ∈ A.
First suppose x ∈ MVC ′. Let x = vi, for some i, 1 ≤ i ≤ t − 1. Now, in Ui, as y 6∈ NG(vi), fi(x) = [0, 1] and fi(y) = [2, 3].
Hence, x is non-adjacent to y in Ui.
Next suppose x = vt . It is easy to see that y 6= w0, as (w0, vt) ∈ E(G) by assumption. Let y = ws, for some s, 1 ≤ s ≤ α−1.
Since s > 0, clearly there exists a l, 0 ≤ l ≤ dlog(n− t)e − 1, such that bl(ws) 6= bl(w0). Now, in Ut+l, ft+l(ws) = [2, 3]. But
ft+l(vt) = [0.5, 1.5]. As ft+l(vt) ∩ ft+l(ws) = ∅, x and y are non-adjacent in Ut+l.
Case 3: {x, y} ⊆ A.
Let x = wr and y = ws, 0 ≤ r, s ≤ α−1. Since r 6= s, there exists a j, 0 ≤ j ≤ dlog (n− t)e−1, such that bj(wr) 6= bj(ws).
As bj(w0) is either 0 or 1, bj(w0) is different from either bj(wr) or bj(s). Without loss of generality suppose bj(w0) 6= bj(ws).
So, bj(w0) = bj(wr) as bj(wr) 6= bj(ws). Now, in Ut+j, ft+j(wr) = [0, 1] and ft+j(ws) = [1.5, 2.5] or [2, 3]. In both the cases
ft+j(wr) ∩ ft+j(ws) = ∅. Hence x = wr and y = ws are non-adjacent in Ut+j, 0 ≤ j ≤ dlog (n− t)e − 1. 
By combining the above two lemmas we get E(G) = E(U1)∩E(U2)∩· · ·∩E(Ut+dlog (n−t)e−1). Thus by Theorem 2.1, we have
the following.
Theorem 3.3. For a graph G, cub(G) ≤ t + dlog(n− t)e − 1, where |MVC | = t and n is the number of vertices of G.
It is easy to see that for a bipartite graph G, t ≤ n2 , where t is the cardinality of a minimum vertex cover of G. Applying
the bound given above, we have the following result.
Corollary 3.4. For a bipartite graph G, cub(G) ≤ n2 + dlog ne − 1.
For a graph G, it is known that cub(G) ≤ ⌈ 2n3 ⌉, where n is the number of vertices of G. Note that for bipartite graphs
Corollary 3.4 gives a better upper bound.
Remark. One of the Referees commented that a paper by Boyer, Lister and Shader [1] discusses a parameter named SIG-
dimension (sphere-of-influence graph dimension) under `∞ norm and show the same bound as in Theorem 3.3 for the
SIG dimension under `∞ norm. Though cubcity and SIG-dimension look closely related, neither the result of [1] implies
Theorem 3.3 nor Theorem 3.3 implies the result of [1].
3.1. Tightness result
In this section we show that the upper bound given for cubicity in Theorem 3.3 is tight. Let G be the star graph on
n vertices, i.e., K1,n−1. It is easy to see that |MVC | = 1 in G. So, cub(G) ≤ 1 + dlog(n − 1)e − 1 by Theorem 3.3. That
is, cub(G) ≤ dlog (n− 1)e. But it is known that cub(G) = dlog (n− 1)e [14]. So, the upper bound for cubicity given in
Theorem 3.3 is tight for star graphs.
4. Boxicity and vertex cover
Let G = (V , E) be a graph andMVC be a minimum vertex cover of G. Let A = V − MVC . Clearly A is an independent set
in G. Suppose |MVC | = t and ⌊ t2⌋ = t1.
Let l be the biggest integer such that there exist subsets P,Q ⊆ MVC such that P = {a1, a2, . . . , al}, Q = {b1, b2, . . . , bl},
P ∩Q = ∅, and (ai, bi) 6∈ E(G). Next, we construct t1+ 1 different interval super graphs of G, say I1, I2, . . . , It1+1, as follows.
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Construction of Ii, for 1 ≤ i ≤ l. Recall that, for 1 ≤ i ≤ l, (ai, bi) 6∈ E. For each pair (ai, bi), 1 ≤ i ≤ l, we construct an
interval graph Ii. To construct Ii, we map each v ∈ V to an interval fi(v) on the real line as follows:
fi(v) = [0, 1] if v = ai.
= [4, 5] if v = bi.
= [0, 3] if v ∈ NG(ai)− NG(bi).
= [2, 5] if v ∈ NG(bi)− NG(ai).
= [0, 5] if v ∈ NG(ai) ∩ NG(bi).
= [2, 3] if v ∈ V − ({ai, bi} ∪ NG(ai) ∪ NG(bi)).
Claim 1. For each i, 1 ≤ i ≤ l, E(G) ⊆ E(Ii).
Proof. It is easy to see that if v ∈ MVC − {ai, bi}, then 3 ∈ fi(v). So,MVC − {ai, bi} is a clique in each Ii. If v ∈ NG(ai) ∪ {ai},
then 0 ∈ fi(v). So, NG(ai) ⊆ NIi(ai). Similarly, if v ∈ NG(bi) ∪ {bi}, then 5 ∈ fi(v). That is, NG(bi) ⊆ NIi(bi). So, E(G) ⊆ E(Ii),
for each i, 1 ≤ i ≤ l. 
Construction of Ii, for l + 1 ≤ i ≤ t1, (assuming t1 ≥ l + 1). Let C = MVC − {P ∪ Q }. Clearly C induces a clique in G by the
maximality of l. Let |C | = k′ = t − 2l. Since t1 =
⌊ t
2
⌋
, we have k′ = t − 2l ≥ 2 and hence |C | ≥ 2. Let C = {c1, c2, . . . , ck′}.
If k′ is even, then let k′′ = k′, otherwise let k′′ = k′ − 1. Let C ′ = {c1, c2, . . . , ck′′}. Clearly C ′ ⊆ C .
Let G′ be the graph induced by C ′∪A in G. As C ′ induces a clique and A induces an independent set in G, G′ is a split graph.
So by Theorem 2.3, box(G′) ≤ min
{⌈
k′′
2
⌉
,
⌈
|A|
2
⌉}
≤ k′′2 (as k′′ is even and k′′ ≥ 2). That is, G′ is the intersection of at most
k′′
2 interval graphs, say I
′
1, I
′
2, . . . , I
′
k′′
2
, by Theorem 2.1. Note that l + k′′2 =
⌊ t
2
⌋ = t1. Let gi be a function that maps each
v ∈ V (I ′i ) to a closed interval on the real line such that I ′i , for each i, 1 ≤ i ≤ k
′′
2 , is the intersection graph of the family of
intervals {gi(v) : v ∈ V (I ′i )}. Now, let Lj and Rj be numbers on the real line such that Lj ≤ x, for all x ∈
⋃
v∈V (I ′j )(gj(v)) and
Rj ≥ y, for all y ∈ ⋃v∈V (I ′j )(gj(v)). To construct Ii, l+ 1 ≤ i ≤ t1, map each v ∈ V (G) to a closed interval fl+j(v), 1 ≤ j ≤ k′′2
on the real line as follows.
fl+j(v) = gj(v) if v ∈ V (I ′j ) = V (G)− (P ∪ Q )− (C − C ′)
= [Lj, Rj] otherwise.
Claim 2. For each Ii, l+ 1 ≤ i ≤ t1, E(G) ⊆ E(Ii).
Proof. By the construction of Ii, l + 1 ≤ i ≤ t1, it is easy to see that if v ∈ P ∪ Q ∪ (C − C ′), then Lj ∈ fl+j(v), 1 ≤ j ≤ k′′2 .
So, P ∪ Q ∪ (C − C ′) induces a clique in each Ii, l + 1 ≤ i ≤ t1. Also, if u ∈ P ∪ Q ∪ (C − C ′), then (u, v) ∈ E(Ii), for each
v ∈ V (Ii)− {P ∪ Q ∪ (C − C ′)}, by the definition of Li and Ri. As the collection of interval graphs I ′1, I ′2, . . . , I ′k′′
2
is an interval
graph representation of G′, by Theorem 2.1, E(G′) ⊆ E(I ′j ), 1 ≤ j ≤ k
′′
2 . But in Il+j, fl+j(v) = gj(v), for all v ∈ V (I ′j ), 1 ≤ j ≤ k
′′
2 .
So, E(G′) ⊆ E(Il+j), 1 ≤ j ≤ k′′2 . Hence for each Ii, l+ 1 ≤ i ≤ t1, E(G) ⊆ E(Ii). 
Construction of It1+1.We construct the last interval graph It1+1 as follows. If k
′ is odd then suppose C−C ′ = {v}. So, v 6∈ V (G′).
LetMVC ′ = MVC if k′ is even andMVC ′ = MVC − {v} if k′ is odd. Let A = {x1, x2, . . . , xr}, where |A| = r . Note that A 6= ∅.
If k′ is odd, then without loss of generality suppose {x1, x2, . . . , xs} = A ∩ NG(v). Now, map each vertex x of G to an interval
ft1+1(x) on the real line as follows.
ft1+1(x) = [2i− 1, 2i] if x ∈ A and x = xi.
= [1, 2r] if x ∈ MVC ′.
if k′ is odd then ft1+1(v) = [1, 2s].
Claim 3. E(G) ⊆ E(It1+1).
Proof. It is easy to see that if x ∈ MVC , then 1 ∈ ft1+1(x). So, MVC induces a clique in It1+1. Also, if x ∈ MVC ′ ∪ {xi}, for
some i, 1 ≤ i ≤ r , then 2i ∈ ft1+1(x). That is, each xi ∈ A is adjacent to all the vertices of MVC ′. If x = xi, 1 ≤ i ≤ s, then
2i ∈ ft1+1(xi) ∩ ft1+1(v). Thus (xi, v) ∈ E(It1+1) for each i, 1 ≤ i ≤ s. That is, NG(v) ⊆ NIt1+1(v). So, E(G) ⊆ E(It1+1). 
The following lemma follows from Claim 1, Claim 2, and Claim 3.
Lemma 4.1. For each interval graph Ii, 1 ≤ i ≤ t1 + 1, E(G) ⊆ E(Ii).
Lemma 4.2. For any (x, y) 6∈ E(G), there exists some i, 1 ≤ i ≤ t1 + 1, such that (x, y) 6∈ E(Ii).
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Proof. Suppose (x, y) 6∈ E(G). As C induces a clique in G, both x and y cannot be present in C .
Case 1: {x, y} ⊆ A.
Let x = xi and y = xj, where i 6= j. It is easy to see that ft1+1(x) ∩ ft1+1(y) = ∅. Hence x is non-adjacent to y in It1+1.
Case 2: {x, y} ∩ {P ∪ Q } 6= ∅
Without loss of generality suppose x ∈ P ∪ Q . So, in Ii, for some i, 1 ≤ i ≤ l, say Ik, fk(x) = [0, 1] or fk(x) = [4, 5]. If
fk(x) = [0, 1], then fk(y) is either [2, 3], [2, 5] or [4, 5] and if fk(x) = [4, 5], then fk(y) is either [0, 1], [0, 3] or [2, 3]. In both
the cases fk(x) ∩ fk(y) = ∅. Hence x is non-adjacent to y in Ik.
Case 3: {x, y} ∩ {P ∪ Q } = ∅
Now, it is easy to see that one of x or y, say x, will belong toMVC −{P ∪Q }, and ywill belong to A. If x ∈ C ′, then it is easy
to see that x, y ∈ V (G′). As I ′1, I ′2, . . . , I ′k′′
2
is an interval graph representation of G′, by Theorem 2.1, there exists k, 1 ≤ k ≤ k′′2
such that (x, y) 6∈ I ′k. But in Il+k, fl+k(v) = gk(v), for all v ∈ I ′k. So, x and y are non-adjacent in Il+k.
Next suppose x ∈ C − C ′. Now, in It1+1, ft1+1(x) = [1, 2s] and as y 6∈ Nx(G), y = cj, where j > s. It is easy to see that
ft1+1(x) ∩ ft1+1(y) = ∅. So, x and y are non-adjacent in It1+1.
Hence there exists some i, 1 ≤ i ≤ t1 + 1, such that (x, y) 6∈ E(Ii). 
By combining the above two lemmas we get E(G) = E(I1) ∩ E(I2) ∩ · · · ∩ E(It1+1). Thus by Theorem 2.1, we obtain the
following.
Theorem 4.3. For a graph G with vertex cover MVC, box(G) ≤ b t2c + 1, where t = |MVC |.
4.1. Tightness result
In this section we illustrate some graphs for which the bound given in Theorem 4.3 for boxicity is tight. Consider the
graph C4, a cycle of length four. The size of minimum vertex cover of C4 is 2. It is easy to verify that the boxicity of C4 is two.
So, box(C4) = |MVC |2 + 1.
Roberts has shown that for any even number n, there exists a graph on n vertices with boxicity n2 . Such graphs are (
n
2 )K2,
the complement of a matching on n (n is even) vertices.
Claim. For the graph ( n2 )K2, the cardinality of minimum vertex cover is n− 2.
Proof. Let G = ( n2 )K2. Let a, b ∈ V (G) be such that (a, b) 6∈ E(G). It is easy to verify that V − {a, b} is a vertex cover of
G. Thus, |MVC | ≤ n − 2. Now, if possible suppose |MVC | ≤ n − 3. Let a, b, and c be the vertices which are not present in
MVC . By the construction of ( n2 )K2 there will exist an edge in the induced subgraph of G on {a, b, c}. Clearly this edge is not
adjacent to any of the vertex ofMVC . This is a contradiction. Hence the claim is true. 
For ( n2 )K2,
⌊
|MVC |
2
⌋
+1 = ⌊ n−22 ⌋+1 = n2 (as n is even), which equals the boxicity of ( n2 )K2. Thus the bound of Theorem 4.3
is tight for ( n2 )K2.
5. Boxicity and bipartite graphs
Let G = (V1 ∪ V2, E) be a bipartite graph such that |V1| = n1 and |V2| = n2. Suppose n1 ≤ n2 and n1 ≥ 3. In this section
we show that for a bipartite graph G, box(G) ≤min {d n12 e, d n22 e}.
It is easy to see that |MVC | ≤ n1 in G. So, by Theorem 4.3, box(G) ≤ b n12 c + 1. If n1 is odd, then
⌊ n1
2
⌋ + 1 = ⌈ n12 ⌉. So,
box(G) ≤min {⌈ n12 ⌉ , ⌈ n22 ⌉}.
Now assume that n1 is even. By Theorem 4.3, box(G) ≤
⌊ n1
2
⌋ + 1 = n12 + 1 (as n1 is even). But, we need to show that
box(G) ≤ n12 . So that, box(G) ≤ min
{⌈ n1
2
⌉
,
⌈ n2
2
⌉}
.
Suppose n1 is even. We construct
n1
2 interval super graphs of G, say I1, I2, . . . , I n12 , as follows.
Construction of Ii, for 1 ≤ i ≤ n12 − 1: Let x, y ∈ V1 and V ′1 = V1 − {x, y}. Note that V ′1 6= ∅ as |V1| ≥ 3. Let G′1 be the
graph induced by V ′1 ∪ V2 in G. Let G1 be a graph such that V (G1) = V (G′1) and E(G1) = E(G′1) ∪ {(a, b) | a, b ∈ V ′1}.
Clearly V ′1 induces a clique and V2 induces an independent set in G1. So, G1 is a split graph. Now, by Theorem 2.3, box(G1) ≤
min
{⌈
n1−2
2
⌉
,
⌈ n2
2
⌉} = ⌈ n1−22 ⌉ = n12 − 1 (as n1 is even). That is, G1 is the intersection of at most n12 − 1 interval graphs,
say I ′1, I
′
2, . . . , I
′
n1
2 −1
, by Theorem 2.1.
Let hi be a function that maps each v ∈ V (I ′i ), 1 ≤ i ≤ n12 − 1, to a closed interval on the real line such that I ′i is the
intersection graph of the family of intervals {hi(v) : v ∈ V (I ′i )}. Now, let L′i and R′i , 1 ≤ i ≤ n12 − 1, be numbers on the real
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line such that L′i ≤ x, for all x ∈
⋃
v∈V (I ′i )(hi(v)) and R
′
i ≥ y, for all y ∈
⋃
v∈V (I ′i )(hi(v)). To construct Ii, 1 ≤ i ≤
n1
2 − 1, map
each v ∈ V (G) to a closed interval fi(v) on the real line as follows.
fi(v) = hi(v) if v ∈ V (I ′i ) = V (G)− {x, y}.
= [L′i, R′i] otherwise.
Claim 1. For each Ii, 1 ≤ i ≤ n12 − 1, E(G) ⊆ E(Ii).
Proof. Since fi(x) = fi(y) = [L′i, R′i] it is easy to see that in Ii, x and y are adjacent to each v, v ∈ V (Ii) − {x, y}, by the
definition of L′i and R
′
i . As I
′
1, I
′
2, . . . , I
′
n1
2 −1
is an interval graph representation of G1, by Theorem 2.1, E(G1) ⊆ E(I ′i ), for each
1 ≤ i ≤ n12 − 1. But in Ii, fi(v) = hi(v), for all v ∈ V (I ′i ). So, E(G1) ⊆ E(Ii), 1 ≤ i ≤ n12 − 1. Hence for each Ii, 1 ≤ i ≤ n12 − 1,
E(G) ⊆ E(Ii). 
Construction of I n1
2
: Let V1 = {v1, v2, . . . , vn1}. Suppose without loss of generality that x = v1 and y = vn1 . To construct I n12 ,
we map each v ∈ V (G) to an interval f n1
2
(v) as follows.
f n1
2
(v) = [2i− 1, 2i] if v ∈ V1 and v = vi
= [1, 2n1] if v ∈ V2 and v ∈ Nx ∩ Ny.
= [1, 2n1 − 2] if v ∈ V2 and v ∈ Nx − Ny.
= [3, 2n1] if v ∈ V2 and v ∈ Ny − Nx.
= [3, 2n1 − 2] if v ∈ V2 − (Nx ∪ Ny).
Claim 2. E(G) ⊆ E(I n1
2
).
Proof. In I n1
2
, for each v ∈ V2, the point n1 ∈ f n1
2
(v). So, V2 induces a clique in I n1
2
. Also for each v ∈ NG(x), 1 ∈ f n1
2
(v) and
for each v ∈ NG(y), 2n1 ∈ f n1
2
(v). So, NG(x) ⊆ NI n1
2
(x) and NG(y) ⊆ NI n1
2
(y). For vj ∈ V1 − {x, y}, we have 2 ≤ j ≤ n1 − 1,
and thus we have 3 ≤ 2j− 1 ≤ 2n1 − 2. So, 2j− 1 ∈ f n1
2
(v), for all v ∈ V2. It is easy to see that (vi, v) ∈ E(I n1
2
) for all pairs
(vi, v)where vi ∈ V1 − {x, y} and v ∈ V2. Hence E(G) ⊆ E(I n1
2
). 
The following lemma follows from Claim 1 and Claim 2.
Lemma 5.1. For each interval graph Ii, 1 ≤ i ≤ n12 , E(G) ⊆ E(Ii).
Lemma 5.2. For any (p, q) 6∈ E(G), there exists some i, 1 ≤ i ≤ n12 , such that (p, q) 6∈ E(Ii).
Proof. Suppose (p, q) 6∈ E(G).
Case 1: {p, q} ⊆ V1.
Suppose p = vi and q = vj, where i 6= j. In this case it is easy to see that in I n1
2
, f n1
2
(p)∩ f n1
2
(q) = ∅. So, p is non-adjacent
to q in I n1
2
.
Case 2: {p, q} ⊆ V2 ∪ V ′1.
If both p and q belong toV2∪V ′1, then it is easy to see that p, q ∈ G1 and in viewof Case 1, (p, q) 6∈ E(G1). As I ′1, I ′2, . . . , I ′n1
2 −1
is an interval graph representation of G1, by Theorem 2.1, (p, q) 6∈ E(I ′i ), for some i, 1 ≤ i ≤ n12 − 1, say I ′k. Recalling that in
Ik, fk(v) = gk(v) for all v ∈ V (I ′k)p and q are non-adjacent in Ik also.
Case 3: p ∈ {x, y} and q ∈ V2.
Let p = x. Now, in I n1
2
, f n1
2
(x) = [1, 2] and as q is not a neighbor of x in G, either f n1
2
(q) = [3, 2n1 − 2] or [3, 2n1]. In both
the cases, f n1
2
(p) ∩ f n1
2
(q) = ∅. So, p and q are non-adjacent in I n1
2
.
Similarly, if p = y, then in I n1
2
, f n1
2
(y) = [2n1 − 1, 2n1] and as q is not a neighbor of y in G, either f n1
2
(q) = [1, 2n1 − 2]
or [3, 2n1 − 2]. In both the cases, f n1
2
(p) ∩ f n1
2
(q) = ∅. So, p and q are non-adjacent in I n1
2
. 
By combining the above two lemmas we get E(G) = E(I1) ∩ E(I2) ∩ · · · ∩ E(I n1
2
). Thus by Theorem 2.1, we have the
following.
Theorem 5.3. For a bipartite graph G = (V1 ∪ V2, E), box(G) ≤min
{⌈ |n1|
2
⌉
,
⌈ |n2|
2
⌉}
, where |V1| = n1 and |V2| = n2.
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5.1. Tightness result
In this sectionwe show that the bound given in Theorem 5.3 is tight. Consider a complete bipartite graphG = (V1∪V2, E)
and remove a perfect matching from that. Let G′ = (V1 ∪V2, E ′) be the resulting graph. It is easy to see that, |V1| = |V2| = n2
(as G has a perfect matching). Next we show that box(G′) = ⌈ n4⌉.
Claim. box(G′) ≥ ⌈ n4⌉.
Proof. If possible suppose box(G′) ≤ ⌈ n4⌉ − 1. Let n be divisible by 4. So, ⌈ n4⌉ − 1 = n4 − 1, By Theorem 2.1, G′ is the
intersection of at most n4 − 1 interval graphs. Recall that, n2 edges (size of a perfect matching of G) are missing in G′. Since
there are total n2 missing edges, at least one interval graph, say Ik, 1 ≤ k ≤ n4 − 1, will be such that at least three edges, say
aa′, bb′, and cc ′, will be absent in Ik.
Let {a, b, c} ⊆ V1 and {a′, b′, c ′} ⊆ V2. So, {a, b′, c, a′, b, c ′} (=C , say) is a cycle of length six in Ik. Clearly C cannot be an
induced cycle in Ik, otherwise Ik will not be an interval graph. Consider the following cases:
Case 1. Either {a, b, c} or {a′, b′, c ′} induces a complete graph in Ik.
Without loss of generality let {a, b, c} induce a complete graph in Ik. If Ik[{a′, b′, c ′}] has no edge, then it is easy to check
that Ik is not an interval graph. So, suppose Ik[{a′, b′, c ′}] contains at least one edge. Without loss of generality suppose
a′b′ ∈ E(Ik). Now, it is easy to see that {a, b, a′, b′} induces a cycle of length four in Ik. This is a contradiction.
Case 2. Both Ik[{a, b, c}] and Ik[{a′, b′, c ′}] are not complete.
Suppose Ik[{a, b, c}] or Ik[{a′, b′, c ′}] has two edges. Without loss of generality suppose Ik[{a, b, c}] has two edges ab and
bc. Now, {a, b′, c, b} induces a cycle of length four in Ik. This is a contradiction. So, Ik[{a, b, c}] and Ik[{a′, b′, c ′}] contains
exactly one edge each. Without loss of generality suppose ab ∈ E(Ik). If a′b′ ∈ E(Ik), then {a, b, a′, b′} induces a cycle of
length four in Ik. This is a contradiction. Now, either a′c ′ ∈ E(Ik) or b′c ′ ∈ E(Ik). If a′c ′ ∈ E(Ik), then it is easy to see that
{a, b′, c, a′, c ′} induces a cycle of length five in Ik, which is a contradiction. Similarly if b′c ′ ∈ E(Ik), then also there will be
an induced cycle of length five in Ik, which is a contradiction. So, this case is also not possible.
Hence, Ik cannot contain three missing edges. This is a contradiction.
Next suppose n is not divisible by 4. Now,
⌈ n
4
⌉− 1 = ⌊ n4⌋+ 1− 1 = ⌊ n4⌋. Using similar arguments as in the case when
n is divisible by 4, we will get a contradiction in this case also.
Hence, box(G′) ≥ ⌈ n4⌉. 
By Theorem 5.3, we have box(G′) ≤ d n4e. Hence box(G′) = d n4e. So, for such graphs the bound given for bipartite graphs
is tight.
6. Boxicity and chromatic number
We know that box(G) ≤ ⌊ n2⌋, where n is the number of vertices of G [14]. Let box(G) = n2 − s, for some s ≥ 0. Note
that, if n is odd, then s is not an integer. In the following theorem, we show that when s is small for a graph G, the chromatic
number of G has to be very high.
Theorem 6.1. If box(G) = n2 − s, then χ(G) ≥ n2s+2 .
Proof. Let box(G) = n2 − s. By Theorem 4.3, box(G) = n2 − s ≤
⌊ t
2
⌋+ 1 ≤ t2 + 1, where t is the cardinality of a minimum
vertex cover of G. So, t ≥ n−2s−2. It is easy to see that if α is the independence number of G, thenχ(G) ≥ n
α
. But α = n− t .
So,
χ(G) ≥ n
n− t
≥ n
n− (n− 2s− 2)
= n
2s+ 2 . 
Remark. The lower bound forχ(G) given in Theorem 6.1 is tight in the case of the graph ( n2 )K2. We know that box((
n
2 )K2) =
n
2 (recall that n is even in (
n
2 )K2). Thus, s = 0 for ( n2 )K2 (In fact these are the only possible graphs for s = 0, see Trotter [17].
Trotter [17] has also characterized the graphs where s = 12 ). Putting the value of s in the inequality given in Theorem 6.1,
we get χ(G) ≥ n2 . But it is easy to verify that χ(G) = n2 .
References
[1] E. Boyer, L. Lister, B. Shader, Sphere-of-influence graphs using the sup-norm, Math. Comput. Modelling 32 (2000) 1071–1082.
[2] L.S. Chandran, C. Mannino, G. Oriolo, On the cubicity of certain graphs, Inform. Process. Lett. 94 (3) (2005) 113–118.
2496 L. Sunil Chandran et al. / Discrete Mathematics 309 (2009) 2488–2496
[3] L. Sunil Chandran, Mathew C. Francis, Naveen Sivadasan, Geometric representation of graphs in low dimension using axis parallel boxes, Algorithmica
(2008), doi:10.1007/s00453-008-9163-5.
[4] L. Sunil Chandran, Mathew C. Francis, Naveen Sivadasan, Boxicity and maximum degree, J. Combin. Theory Ser. B (2007), doi:10.1016/j.jdtb.2007.08.
002.
[5] L. Sunil Chandran, Naveen Sivadasan, Boxicity and treewidth, J. Combin. Theory Ser. B 97 (5) (2007) 733–744.
[6] L. Sunil Chandran, Naveen Sivadasan, The cubicity of hypercube graphs, Discrete Math., doi:10.1016/j.disc.2007.10.011.
[7] M.B. Cozzens, Higher and multidimensional analogues of interval graphs, Ph.D. Thesis, Rutgers University, New Brunswick, NJ, 1981.
[8] M.B. Cozzens, F.S. Roberts, Computing the boxicity of a graph by covering its complement by cointerval graphs, Discrete Appl. Math. 6 (3) (1983)
217–228.
[9] S. Földes, P.L. Hammer, Split graphs, in: Proceedings of the Eighth Southeastern Conference on Combinatorics, Graph Theory and Computing (Louisiana
State Univ., Baton Rouge, La., 1977), in: Congressus Numerantium, vol. XIX, Winnipeg, Man., 1977, pp. 311–315. Utilitas Math.
[10] Richard.M. Karp, in: R.E. Miller, J.W. Thatcher (Eds.), Reducibility among Combinatorial Problems, Plenum Press, New York, 1972, pp. 85–103.
[11] J. Kratochvíl, A special planar satisfiability problem and a consequence of its NP-completeness, Discrete Appl. Math. 52 (3) (1994) 233–252.
[12] H. Maehara, Sphericity exceeds cubicity for almost all complete bipartite graphs, J. Combin. Theory Ser. B 40 (2) (1986) 231–235.
[13] T.S. Michael, T. Quint, Sphericity, cubicity, and edge clique covers of graphs, Discrete Appl. Math. 154 (8) (2006) 1309–1313.
[14] F.S. Roberts, On the boxicity and cubicity of a graph, in: Recent Progress in Combinatorics (Proc. Third Waterloo Conf. on Combinatorics, 1968),
Academic Press, New York, 1969, pp. 301–310.
[15] E.R. Scheinerman, Intersection classes and multiple intersection parameters, Ph.D. Thesis, Princeton University, 1984.
[16] C. Thomassen, Interval representations of planar graphs, J. Combin. Theory Ser. B 40 (1) (1986) 9–20.
[17] W.T. Trotter Jr., A characterization of Roberts’ inequality for boxicity, Discrete Math. 28 (1979) 303–313.
[18] M. Yannakakis, The complexity of the partial order dimension problem, SIAM J. Algebraic Discrete Methods 3 (3) (1982) 351–358.
