Bijna vrije grenslagen by Diekmann, O. (Odo)
stichting 
mathematisch 
centrum 
AFDELING TOEGEPASTE WISKUNDE 
O. DIEKMANN 
BIJNA VRIJE GRENSLAGEN 
~ 
MC 
TN 78/73 DECEMBER 
2e boerhaavestra_at 49 amsterdam 
P!U.n.:te.d a;t .the. Ma:thema.tic..a.l Ce.n.tll.e., 49, 2e. BoeJthaa.vrv.dJLaa.t, Am.6.teJtdam. 
The. Ma.thema.tic..a.l Ce.n.tll.e., 6ou.nde.d .the. 11-.th 06 Fe.bhu.aJLy 1946, .l6 a non-
pho6,i..:t in1.>.tU.CLtlon cuming a:t .the. phomoUon 06 puJLe. ma:thema.tiC6 and .lt6 
appuc..a.tion}... I.t .l6 .6pon6ohe.d by .the. Ne..thw.and.6 GoveJtnme.n.:t .thhou.gh .the. 
Ne..theJri.and.6 Ohganiza.tion ooh .the. Advanc..eme.n.:t 06 PuJLe. Re..6e.Mc..h (Z.W.O), 
by .the. Mu.niupa.lliy 06 Am.6.teJtdam, by .the. UniveJt6Uy 06 Am.6.teJtdam, by 
.the. Fhe.e. UniveJt6Uy a:t Am.6.teJtdam, and by indu.-6.t!U.e..6. 
AMS (MOS) subject classification scheme (1970): 35B25,35B30,35B40 
Samenvatting 
Bij de constructie van een asymptotische benadering voor de oplossing 
van een singulier storingsprobleem voor een lineaire differentiaalverge-
lijking van het elliptische type speelt het een belangrijke rol of al dan 
niet een deel van de rand van het beschouwde gebied samenvalt met een ka-
rakteristiek van de gereduceerde vergelijking (zie bv. [4]). Men ver-
krijgt dan twee typen asymptotische oplossingen. 
In het algemeen zal de exacte oplossing als functie van die coeffi-
cienten, die de karakteristieken bepalen, een continu verloop hebben (uni-
form in de plaatscoordinaten; het probleem is regulier met betrekking tot 
deze coefficienten). 
Voor een eenvoudig geval, dat veelvuldig als modelprobleem wordt be-
handeld, is deze schijnbare tegenspraak nader onderzocht. Het blijkt dat, 
indien we het al dan niet samenvallen van karakteristieken en randen laten 
afhangen van een parameterµ, de convergentie van de oplossing voor e + 0 
niet alleen niet-uniform is met betrekking tot de coordinaten (het kenmerk 
van een singulier storingsprobleem) maar ook met betrekking totµ. Door 
een "locale" parameter in te voeren, wordt het mogelijk ook deze vorm van 
niet-uniformiteit te onderzoeken. 
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1. Inleiding 
Beschouw het Dirichlet probleem voor de tweede orde lineaire ellipti-
sche differentiaalvergelijking 
(1. 1) L [ ~] = ( s ll - D,, ) [ 4>] = 0, e:, µ ... 0 < E: << 1 , 
in een gebied 
(I . 2) G = {(x,y) I X ~ o, y ~ o}. 
Hierin staat ll voor de Laplace operator in twee dimensies en Dµ voor een 
eerste orde differentiaal operator met constante coefficienten: 
(1.3) D =".1..+b.1..+ µ "'ax ay c, C ~ 0. 
De randvoorwaarden 
(1 .4a) Hx,O) = O, X > 0, 
(1 • 4b) ~(O,y) = f(y), y > o, 
f continu en begrensd voor y + 00 , £(0) IO, 
warden aangevuld met een nog te bespreken groeiconditie voor ~ (zie para-
graaf 3). Voor een bewijs van de existentie van een oplossing zij verwe-
zen naar [2], Ch. IV. Uniciteit van de oplossing zal in paragraaf 3 bewe-
zen worden. 
De oplossing heeft een bekende grenslaagstructuur. Het type en de 
plaats van de grenslaag hangen af van de karakteristieken van de geredu-
ceerde vergelijking D [~] = O. Dit zijn de lijnen µ 
( 1 • 5) x = .H. y + constante. b 
Beschouwen web als een vast positief getal enµ als een parameter dan 
,, 
kunnen we de volgende drie gevallen onderscheiden (zie bv. [4]): 
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1. µ < 0 
2. µ = 0 
3. µ > O 
gewone grenslaag langs de rand x = O, 
parabolische grenslaag langs de rand x = O, 
vrije grenslaag langs de karakteristiek bx= µy. 
(voor een verklaring van de termen zie paragraaf 4). 
In paragraaf 3 zal bewezen worden dat de exacte oplossing continu 
afhangt van de parameterµ. Construeren we met behulp van de methode van 
coordinaat-strekking en aansluiting (stretching and matching) een asymp-
totische benadering voor de bovengenoemde drie gevallen, dan is de conti-
nue afhankelijkheid verdwenen. 
In [7] heeft J. Grasman aangetoond dat deze tegenspraak voor wat be-
treft de overgang van. gewone naar parabolische grenslaag opgeheven kan wor-
den door de parameterµ in de buurt vanµ= 0 "op te blazen", dat wil zeg-
gen door ook waarden vanµ te beschouwen die O(EY), y > 0 zijn. 
Het is onze opzet hetzelfde te doen voor de overgang van parabolische 
naar vrije grenslaag. De enige reden om hierbij een onbegrensd gebied te 
kiezen is dat zodoende alle locale benaderingen van belang zijn voor de 
overgang. De essentiele kenmerken van de overgang zijn bij een begrensd 
gebied precies hetzelfde. 
We zullen niet daadwerkelijk uniforme benaderingen construeren en de 
geldigheid daarvan bewijzen aangezien dit voor het gestelde doel niet van 
belang is. Voor volkomen equivalente constructies en bewijzen verwijzen we 
naar [II]. Wel zullen bij de behandeling van de uniciteit en de continue af-
hankelijkheid vanµ in paragraaf 3 de stellingen, waarop de bewijzen berusten, 
genoemd dan wel bewezen worden. 
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2. De exacte oplossing 
We zullen allereerst voor bet probleem (1.1) - (I.4) een representatie 
van de exacte oplossing construeren. Daartoe voeren we door middel van de 
substitutie 
(2. I) 
µx-1-by 
2£ q,=e '¥ 
vergelijking (I.I) over in een Helmholtz vergelijking. Zij 
(2.2) + C ' 
dan volgt 
(2. 3) { 
1W - w~'¥ = O 
'¥(x,O) = O , 
Stel nu 
(2. 4) \jl(x,y) 
dan blijkt uit 
'¥(0,y) 
-w y 1 
= f(y)e 
-w0 (xchu-iyshu) 
e g(u)dshu , 
-w0xchu 
e g(u)dshu 
dat g(u) oneven moet z1Jn, terwijl men eenvoudig nagaat dat voor wille-
keurige g(u) aan de differentiaalvergelijking is voldaan. 
De functie f(y)exp(-w 1y) is alleen gedefinieerd voor y ~ O, maar wij 
denken ons deze functie voor y < 0 oneven voortgezet. Uit 
'¥ (O,y) = f' 
-oo 
iw0yshu 
e g(u)dshu = 
volgt d~ 
4 
w {f CX) -wl y-iwoyshu Joo -·w y+i-w yshu } 
g(u) = _Q e f(y)dy - e 1 O f(y)dy = 
2TI Q Q 
(2.5) 
w 
= 2~ {f(w1+iw0shu) - f(w 1-iw0shu)}, 
waarbij f de Laplace getransformeerde van f is. Aan de conditie dat g(u) 
oneven moet zijn is voldaan. 
Een speciaal geval, waar wij nog mee te maken zullen krijgen, doet 
zich voor als f constant is, bijvoorbeeld f(y) = 1. Dan: 
(2.6) 
en 
q,(x,y) 
(2.7) 
1 shu 
=-------
Tii wt 2 2 (-) +sh u 
wn 
µx+by 
2E 
12 2 2 1 h . h Joo -✓µ +b +4E C (XC u-1ys u) 1 
= -. e 
TI1 
_oo e 2E 
shu chu 
----,,2------ du. 
b 2 
2 2 2 + sh u 
µ +b +4E c 
In [IS] en [16] geeft N.M. Temme voor een variant van dit geval een asymp-
totische ontwikkeling van de exacte oplossing, waarbij ook aan het probleem 
van de bijna-karakteristieke randen aandacht wordt besteed. Van enkele van 
zijn resultaten zullen wij gebruik maken in de appendix om te bewijzen dat 
aan bepaalde aansluitingsvoorwaarden is voldaan. 
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3. Het maximum principe en enkele gevolgen 
In deze paragraaf formuleren wij het maximum principe en leiden daar-
uit stellingen af, waarop bewijzen van de geldigheid van uniforme asympto-
tische benaderingen, zoals bijvoorbeeld gegeven in [JI], berusten. Ons 
hoofddoel is echter om te bewijzen dat de exacte oplossing van het pro-
bleem continu afhangt van de parameterµ, en wel uniform in elk begrensd 
gebied. 
Stell,ing 
Zij L uniform elliptisch in een begrensd of onbegrensd gebied n en zij r 
een deel van an. Veronderstel dat u voldoet aan 
(L+h)[u] ~ 0 inn, u s o op r. 
Stel dater een functie w(~) bestaat (teen vector) met de eigenschappen: 
w > o in Du an, 
(L+h)[w] s O in D, 
➔ lim w(x) = 00 , 
~an-r 
➔ lim w(x) = 00 als n onbegrensd is. 
l~l ➔oo 
Als us O op an en 
lim inf 
A-'?«J [ 
sup u(i)l s O, 
w(i)=A w(~) 
°iEn 
dan geldt us O in D. 
Bewijs: zie [14] blz.99. Het bewijs berust op het Phragmen-Lindelof 
principe. D 
6 
In het volgende zij G = {(x,y) I x ~ 0, y ~ O} en 1 een in G uniform 
elliptische tweede orde differentiaal operator. Zij ween functie als in 
Stelling 1 met betrekking tot 1 en G. 
Definitie 
Een functie $ behoort tot de klasse U als geldt dat $ tweemaal differen-
tieerbaar is en als 
liminf [sup~]= O. 
A-+<» w=A 
Stelling 2 (Maximum Principe) 
Stel $EU voldoet aan 1[$] ~ 0 in G, $(x,O) s: 0, $(0,y) s: 0. Dan geldt 
$ s: 0 in G. 
Bewijs: rechtstreeks toepassen van Stelling 1 voor dit speciale geval. D 
Stelling 3 (Uniciteit) 
Stel $1,$2 EU zijn oplossingen van het randwaardeprobleem 
1[$] =fin G, $(x,O) = g(x), ~(O,y) = h(y). 
zodat w± s: 0 in G (Stelling 2) en dus ~I - $2 , D 
Stelling 4 (Barriere-functie) 
Stel $,~EU voldoen aan 
IL[<j>J!;.,; -L[ljl] in G, IHx,O)!;.,; ljl(x,O), !HO,y)! :<,; ljl(O,y), 
dan geldt l<1>1 :<,; 1jl in G. 
Bewijs: Beschouw w± = ±<j>-ljl dan geldt: 
zodat w± s O in G (Stelling 2) en dus l<1>I :<,; 1jl in G. D 
Zij nu L met name L uit (I.I), met µ,b z 0, en zij per definitie £,µ 
(3. ] ) * L £,µ 
2 2 
= £/:, _ µ +b +4£c 
4£ 
Als <j> voldoet aan L [<j>] = 0 en we definieren <j> = 1jl exp((µx+by)/2£) dan 
* £,µ 
voldoet 1jl aan L [ljl] = Q. Beschouw L [u] = 0 en stel E:,µ £,µ 
u = w(r) exp(µ cose2E:+ b sine r), 
met x-x0 = r cose en y-y0 = r sine, dan volgt 
2 2 2 d w + £ dw _ µ +b +4£c = 
E: dr2 r dr 4£ w O • 
Aan deze vergelijking voldoen de gemodificeerde Bessel-functies 
I 2 2 ' r 
en K0 (tµ +b +4£c 2£). 
Aangezien geldt 10 > 0, K0 > 0, lim r0 (r) = 00 , 
tot de volgende 
Definities 
w*(r) 
µ 
Wµ(r,e) = w:(r) exp{(µ cose + b sine) 2:}. 
gaan we over 
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Een functie ~ behoort tot de klasse u<*) als geldt: µ 
1) ~ is tweemaal differentieerbaar 
lim [ sup ~1 = 0. 
A-+«> ( * ) W ( ) 
W =A µ µ 
Met(*) wordt hier en in de rest van deze paragraaf bedoeld dat men ofwel 
overal een * moet lezen, ofwel deze overal moet weglaten. 2* is equivalent 
met 
lim 
r+O 
I~ I 
* W (r) µ 
= 0 en I <t>I lim * = O. 
r-+«> W (r) µ 
De stellingen 2, 3 en 4 zijn nu geldig indien we voor Len U lezen 
L(*) en u(*). Tevens hebben we gevonden welke groeiconditie aan de rand-
E,µ µ 
voorwaarden (1.4) toegevoegd moet warden om uniciteit te waarborgen, name-
lijk ~ E u . 
• µ lzl-+0 Uit K0(z) ~ -ln(z) volgt dat we met behulp van K0 een fundamen-
tele oplossing voor L(*) kunnen construeren. E,µ 
Definities 
Sµ(x,y;~,n) = s:(x,y;~,n) exp{(µ case+ b sine) 2:}, 
waarbij x-~ = r case, y-n = r sine. Indien 
g(*)(x,y) =ff s~*)(x,y;~,n) f(~,n) d~dn 
G 
bestaat, dan geldt 
De rtu volgende stelling is essentieel bij het bewijzen van de geldig-
heid van een uniforme asymptotische ontwikkeling. 
Stelling 5 
Stel ~Eu<*) voldoet aan 1<*)[~] = -h (x,y) in G. Als voor £ voldoende 
µ £,µ £ 
klein geldt: 
G 
dan geldt 
\) 0(£ ), 
l~(x,y)I = O(Emin(µ,v)) in G. 
Bewijs: Stel M1 is zodanig dat 
G 
en M2 zodanig dat 
I Hx,O) I I HO,y) I 
Beschouw 
dan geldt 
zodat l~I ~ ~(*) (Stelling 4, ~(*) is een barriere-functie voor ~). Uit 
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volgt dan 
De laatste stelling van deze paragraaf geeft een bovengrens voor de 
absolute waarde van het verschil van twee oplossingen van ons probleem, 
voor verschillende waarden van de parameterµ, maar een vaste waarde van 
E, voor een willekeurig begrensd gebied. 
Stelling 6 
Stel $. (i=l of 2) voldoet aan LE a.[$.]= 0 in G, $.(x,O) = O, $.(0,y) = 
1 , 1 1 1 1 
= f(y), $i E Uai· Zij [S 1,s2J een,willekeurig interval op de positieve 
reele as, dan geldt dat voor vaste E > 0 en een willekeurig begrensd gebied 
DcG een positieve constante M te vinden is zodanig dat 
Bewijs: We nemen aan dat a 1 > a2 • Stel 
a.x+by 
1 $i = ~i exp( 2E ), 
dan voldoet ~- aan 
1 
* $. EU , 1 a. 
1 
Beschouw x = ~l - ~2 , dan voldoet x aan 
2 2 
* 
al-a2 
u* L [x] = $2 X E E,a 1 4E a ' l 
x(x,O) = 0, x(O,y) = o. 
Stel 
2 2 
I al-a2 I ff p(x,y) = 4£ 2 s:1 (x,y;~,n) 
G 
dan geldt (indien de integraal bestaat): 
2 2 
* lal-a21 LE,al[p] = - 4£ 1~2(x,y)I, 
p(x,0) 2 0, p(0,y) 2 0, 
zodat !xi~ p (Stelling 4). 
We gaan nu eerst de convergentie na van 
* TI Uit ~2 E Ua2 volgt dat Vo> 0 3R0 zodat Vr > R0, Ve E [0,-2] 
Uit 
voor 
I f) lzl"7<X> ez larg zl < .!.2' K ( ) Jzl"7<X) ~ -z I I < 3n 0 z v'Znz , 0 z ~ e , arg z 2 
11 
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volgt dan de convergentie. 
Stel vervolgens 
I = sup sup 
al E[S 1 ,S2J a2E[S I ,S2] 
S2x+by 
N 2e: = max e 
(x,y)ED 
M IN = --2 ' 
4e: 
dan 
a 1x+by 
I <1>1-<1>2 I ij, I e 2e: - ij, e = 2 
S2x+by 
:,; e 2e: 
'"'1-"'2 I 
2 2 
s NI I a~:;2 I $ ala2 
I 
' ala2 
a2x+by 
2e: $ 
$ 
Zij nu~ de exacte oplossing van het probleem (1.1)-(1.4) met 
e: 'µ 
~EU , en zij, een in G uniform geldige eerste orde asymptotische bena-µ µ 
dering voor ~ , dat wil zeggen 
e:' µ 
,~ -, I = O(e:), 
E ,µ µ 
zodat also= O(e:) ook 
uniform in G. 
uniform in G. 
Stel vervolgens dat in een (al dan niet van£ afhangend) gebied D c G, 'i'D µ 
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een locale eerste orde asymptotische benadering voor ~ is, dat wil zeg-£,µ 
gen 
,~ -'i'DI = 0(£) in D, £,µ µ 
dan geldt evenzo 
D D I 'i' l_'i' 21 = 0(£) in Dl n D2 , 
al a2 
mits 1~ -~ I = 0(£) in Dl n D2 • £ ,al £ ,az 
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4. Overzicht van de singuliere storingstheorie 
(4. I) 
Zij gegeven 
cI> (x,y) = 'l'(x,y) 
e: 
in een convex gebied G, 
op aG, 
waarbij 1 2 een elliptische tweede orde en 1 1 een eerste orde differentiaal 
operator is. 
We zijn geinteresseerd in asymptotische benaderingen voor cI> als e: + O. 
e: 
Hierbij zullen we ons beperken tot eerste orde asymptotische benaderingen. 
In (4.1) stelt men e: = 0 waardoor de gereduceerde vergelijking 
1 1[cI>] = 0 ontstaat, metals oplossing cI> = cI> 0 . Omdat cI>0 de oplossing is van 
een differentiaalvergelijking van lagere orde dan de oorspronkelijke zal 
cI>0 niet de oplossing zijn van (4.1). Wel is cI> 0 in een zeker gebied G0 c G 
een r2guliere benadering voor cI> , dat wil zeggen: 
e: 
lim cI> (x,y) = cI>0 (x,y) 
e:+O e: 
voor (x,y) E Go· 
In de meeste gevallen zal slechts voor een gedeelte r van aG gelden 
cpo(x,y) = 'l'(x,y) voor (x,y) Er, 
terwij 1 
lim cp0 (x,y) I lim cI> (i,y) (x,y)+(x,y) e:+O e: voor (i,y) E aG-r, 
hetgeen kenmerkend is voor een singulier storingsprobleem, 
Het is dan nodig een zogenaamde grenslaagbenadering te construeren. 
Hiertoe voeren we eerst aan de rand aangepaste coordinaten 
r = r(x,y), z = z(x,y) 
in, waarbij r gericht is langs de normaal van aG~r en zir. Vervolgens gaan 
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we de omgeving van oG-r "uitvergroten" door de coordinaat r "op te blaz.en", 
dat wil zeggen dat we een locale coordinaat 
a 
r = pe: ' (a>O), 
invoeren. De waarde van a wordt zo gekozen dat e:L2[~e:(p,z)J van dezelfde 
orde wordt als L1[~e:(p,z)J. De oplossing ~(a)(p,z) van de getransformeerde 
vergelijking meet dan behalve aan de randvoorwaarde oak voldoen aan de zo-
genaamde aansluitingsvoorwaarde 
lim ~(a)(p,z) = lim ~0 (r,z). 
p+oo r+O 
Bij het berekenen van volgende benaderingen zowel als bij het toepassen 
van de afschattingsstellingen uit paragraaf 3 treden afgeleiden van de 
grenslaagterm op. Er blijken dan punten te zijn waar deze afgeleiden sin-
gulier zijn. We kunnen deze singuliere punten opvatten als punten waar de 
grenslaag ontstaat (zie [6]). 
Het is dan nodig om in de omgeving van zo'n punt beide coordinaten 
"op te blazen": 
a 
r = pe: , (a,S>O). 
Stellen we in de getransformeerde vergelijking e:=O, dan ontstaat een zoge-
naamde limietvergelijking 
waarbij een zodanig verband tussen a en S gekozen is dat het resultaat zin-
vol is. De oplossing van deze vergelijking moet weer aan rand- en aanslui-
tingsvoorwaarden voldoen en wordt fo:l'171eZe ZoaaZe benadering genoemd. 
Definities 
Een formele locale benadering ,<a,B) is bevat in ~(y,o) als 
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lim ~(y,o)(Ea-yp,ES-o~) = ~(a,S)(p,~). 
E+O 
Een formele locale benadering heet significant als hij niet bevat is in 
enige andere formele locale benadering, 
Tot slot wordt uit de reguliere benadering en de significante locale 
benaderingen een uniforme benadering gecottstrueerd, waarvan de geldigheid 
met behulp van de stellingen uit paragraaf 3 bewezen client te worden. 
Men spreekt van een gewone grensZaag als de grenslaagterm oplossing 
is van een gewone differentiaalvergelijking en van een paraboZische grens-
Zaag als de betreffende vergelijking een parabolische differentiaalverge-
lijking is. 
Indien de kromme, waarlangs de grenslaagbenadering van kracht is, 
geen deel uitmaakt van aG, dan spreekt men van een vrije grensZaag. 
5. De parabolische grenslaag 
De in paragraaf 4 beschreven procedure zullen we nu toepassen, eerst 
voor het geval µ = 0 en later voor µ > O. Zij µ = O, dan kan het probleem 
(1.1)-(1,4) geschreven worden als 
(5. 1) { 
e:t.P -
P(x,O) = O, 
b ap - cP = 0 ay ' 
P(O,y) = f(y). 
De oplossing P0 van de gereduceerde vergelijking 
aP0 
b -- + cP = 0 ay o ' 
I 7 
die voldoet aan P0 (x,O) = O, is juist P0(x,y) = 0. De lijn x=O is een 
karakteristieke lijn van de gereduceerde vergelijking. Het is duidelijk dat 
de reguliere benadering P0 niet voldoet aan de randconditie voor x=O. 
Invoeren van de locale coordinaat 
-ex S = XE: 
in vergelijking (5.1) levert 
2 t-2ex a P + 
£ -- £ 
a s:2 
b aP - cP = 0 ay , 
waaruit blijkt dat we ex=} moeten kiezen. 
Aan de limietvergelijking 
alsmede aan de randconditie 
pO)(O,y) = f(y) 
18 
en de aansluitingsvoorwaarde 
lim P(!)(~,y) = 0 
~-+oo 
wordt voldaan door de bekende (zie bv. [4]) parabolische grenslaagfunctie 
(5. 2) 
2 c~2 
( D 2 o,J -T - 4i ~2b 
p (~,y) = ?;' e f(y--4T-2) 
5- ,ft_ 
2 y 
De grenslaag "ontstaat" in de oorsprong (zie [4],[6]). 
Invoeren van de locale coordinaten 
-a ~ = xe: ' n = ye: -B 
geeft 2 2 
e:l-2a ~ + e:1-28 ~ _ be:-S aP _ cP = Q. 
0~2 an2 an 
Keuze van a=~+ ~S (O<S<l) geeft als limietvergelijking 
met als voo·rwaarden 
P(a,S)(O,n) = f(O), P(a,S)(~,O) = 0. 
Hieraan voldoet 
(5.3) 
waarbij 
0, 
= ¾ f 2 erfc(t) -T dT e 
t 
de complewentaire error-functie is. Zoals evenwel uit 
blijkt, is deze locale benadering niet significant. 
Keuze van a.= f3 = I geeft als limietvergelijking 
en als voorwaarden 
P(l,l)(O,n) = f(O), 
Dit probleem is een vereenvoudigde vorm van het oorspronkelijke probleem 
(5.1) en de oplossing volgt onmiddellijk uit specialisatie van de exacte 
oplossing (2.7): 
(5. 4) 
-00 
-~ (~chu-inshu) 
2 shu chu 
e 2 
l+sh u 
du. 
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In de appendix wordt bewezen dat aan de aansluiting bij P0 en P(½) is vol-
daan. 
We hebben nu alle "bouwstenen" voor een eerste orde asymptotische be-
nadering geconstrueerd. 
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6. De vrije grenslaag 
Indien we in vergelijking (1.J) µ > 0 nemen, ontstaat een enigszins 
andere situatie. De oplossing van de gereduceerde vergelijking 
kan nu voldoen aan alle randvoorwaarden, namelijk 
lVO(x,y) = o, µy-bx < O, 
(6. 1) C 
f (µi-bx) --x 2VO(x,y) = e µ µy-bx > 0. µ ' 
Maar de discontinuiteit in de randvoorwaarden (nl. f(O) I 0) plant zich 
voort langs de karakteristieke lijn door de oorsprong. Op grond van het 
feit dat de oorspronkelijke differentiaalvergelijking (I.I) elliptisch is,_ 
mogen we verwachten dat de oplossing binnen G glad verloopt. De lijn µy=bx 
is dan ook van speciaal belang en we voeren de volgende locale coordinaat 
tin: 
(6. 2) bx - µy ct = te: • 
Transformatie van vergelijking (1.1) leert data.=½ gekozen moet worden, 
waarna de volgende limietvergelijking ontstaat: 
2. 2 a2v<I> av<½> (1 ) (µ +b ) 2 - b -- - cV 2 = O. at ay 
De oplossing hiervan dient aan de aansluitingsvoorwaarden 
lim v<D (t,y) = lim lVO(x,y) = o. 
t-rroo (µy-bx)+O 
C 
lim v<D Ct,y) lim 2VO(x,y) f(O) -by = = e 
t+-oo (µy-bxHO 
te voldoen. Zeals men eenvoudig nagaat heeft 
C 
(6. 3) v<Dct,y) f(O) -by =--e 2 
alle vereiste eigenschappen. 
erfc( /2; 2 .) 
2 l1 +b y 
b 
Ook in dit geval 11ontstaat" de grenslaag in de oorsprong. Invoering 
van een tweede locale coordinaat 
levert op dezelfde wijze als in paragraaf 5 voor a= ½+½B, O<B<I, de for-
mele locale benadering 
(6.4) v<a,B)(t n) = f(O) erfc( t ) 
' 2 /22 2 I 
2 µ +b b n 
en wederom volgt uit 
lim v<½)(E½ 6t,E 6n) 
E+O 
= f~O) erfc( /J; 2 .) 
2 J-1 +b n 
b 
dat deze benadering niet significant is. 
In plaats van vervolgens a=B=l te nemen, gaan we over op 
om ingewikkelde uitdrukkingen voor de randen te vermijden. Als limietver-
gelijking vinden we 
a2vO,I) av<J,I) av(l,I) 
+ --a-nz-- - µ a~ - b an = 0 
metals voorwaarden 
V(l,l)(~,O) = f(O). 
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Specialisatie van (2. 7) voor dit geval levert 
µ~+bn"" 
(6.5) v<t,l)(~,n) = f(~) e 2 f 
1TJ. 
e 
fi2 2' 
- µ +b (~chu-inshu) 2 
---=:;s=h=u-'c=h....,u__ du • 
h 2 2 
2 2 + sh u 
µ +b 
In de appendix wordt bewezen dat V(l,l) voldoet aan de aansluiting met v0 
en v<D. 
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7. Vergelijking van vrije en parabolische grenslaag 
Op grand van hetgeen we in paragraaf 3 hebben bewezen, zouden we nu 
verwachten dat het verschil van de locale benaderingen, die we in paragraaf 
5 en 6 hebben geconstrueerd, voorzover zij een gemeenschappelijk geldig-
heidsgebied hebben, O(E) wordt voor µ voldoende klein. 
Men ziet echter eenvoudig in dat hieraan door de ons nu ter beschik-
king staande benaderingen niet wordt voldaan; immers in de vrije grenslaag 
speelt alleen f(O) een rol terwijl in de parabolische grenslaag alle waar-
den van f van belang zijn. Er geldt met andere woorden 
lim lim ~ I lim lim ~ 
E+O µ+0 E,µ µ+O E+O E,µ 
en uit deze relatie blijkt meteen de analogie met het bekende, kemnerkende, 
probleem uit de singuliere storingstheorie (zie paragraaf 3), nu echter met 
een parameter in de rol die anders door de coordinaten wordt gespeeld. 
Vanuit deze analogie komen we op de gedachte dat we het limietproces 
µ+O niet onafhankelijk van E mogen voltrekken en dat we de parameterµ in 
de buurt van µ=0 moeten "opblazen" om te kunnen zien hoe de overgang zich 
voltrekt. 
Het is onmiddellijk duidelijk dat, indien we ook µ van E afhankelijk 
maken, er nieuwe benaderingen ontstaan, omdat er nieuwe limietvergelijkin-
gen ontstaan. In de volgende paragrafen zullen we onderzoeken welke deze 
nieuwe benaderingen zijn. 
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8. De bijna vrije grenslaag 
We definieren een "locale" parameter a door 
(8. 1) (y>O). 
De hoek tussen de positieve y-as en de karakteristieke lijn door de oor-
sprong is dan O(EY). We beperken ons in deze paragraaf tot y<½, aangezien, 
zoals in het volgende zal blijken, voor y~½ andere limietvergelijkingen op-
treden. 
De gereduceerde vergelijking 
aT0 
b - + cT0 = 0 ay 
geeft aanleiding tot de reguliere benadering T0 (x,y) = 0. 
De invloed van de functie f(y) is beperkt tot het gebied tussen de 
positieve y-as en de karakteristieke lijn door de oorsprong. Dit blijkt als 
we de locale coordinaat ~ invoeren met 
X = ~EY. 
Aan de limietvergelijking 
aT(y) aT(y) () 
a a~ + b ay + c T y = O 
en de randvoorwaarde T(y)(O,y) = f(y) wordt voldaan door 
(8.2) ay-b~ > 0. 
De structuur van deze benadering is dezelfde als van 2v0 in (6.1), maar 
hier hebben we te maken met een grenslaagterm. Het nogal ongewone feit, dat 
een grenslaagterm in een singulier storingsprobleem voor een tweede orde 
differentiaalvergelijking oplossing is van een eerste orde limietvergelij-
king, is' geheel en al te wij ten aan onze "tweede storing" in de operator D • µ 
Om de aansluiting van T(y) aan T0 te onderzoeken voeren we weer de 
locale coordinaten ten n in: 
(8.3) bx - ae:yy = a te: ' f3 Y = ne: ' 
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en wederom blijkt dat we a= ½+½f3, O~f3<l, moeten kiezen. Er is evenwel een 
belangrijk verschil. In het geval van de vrije grenslaag (y=O) werd de 
"matching" tot stand gebracht door 
lim V (½ ) ( t , y) 
t-+±oo 
aan te passen, en hiertegen bestond geen bezwaar, omdat de rand.. van G niet 
bereikt werd. In de locale coordinaten ten n wordt de lijn x=O weergegeven 
door 
y-l+lt3 
t = -ae: 2 2 n 
zodat voor S = 1-2y een verandering in de situatie optreedt. Voor 1-2y~f3<1 
moeten we een randvoorwaarde opleggen in plaats van een aansluitingsvoor-
waarde. 
Het volgende schema van voorwaarden brengt de overgang van vrije naar 
niet vrije grenslaag aan het licht: 
S = 0 lim T(D (t,y) = £(0) 
t-r-oo 
0 < S < 1-2y lim 1T(a,S)(t,n) = £(0), 
t-r-oo 
S = 1-2y T(l-y,J-2y)( ) = 2 -an,n £(0), 
1-2y < S < l 
De bijbehorende limietvergelijkingen zijn, respectievelijk, 
voor S=O, 
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voor O<S<l. 
Tezamen geeft dit aanleiding tot de volgende locale benaderingen: (met name 
(8.5) wordt het eenvoudigst verkregen met behulp van Laplace transformatie) 
C 
(8.4.a) r<V (t y) = f(O) e -by erfc(~) 
' 2 2v-by 
(8.4.b) 1r(a,S)(t,n) = f~O) erfc(2~) "v'J!ij e grons Zaag", 
(8.5) T(l-y,1-2y)(t ) 2 ,n f ( t+2an)} er c 276W 
''bijna v'J!ije grensZaag", 
(8.6) "niet v'J!ije grensZaag". 
Zoals men eenvoudig nagaat gelden de volgende betrekkingen: 
lim T(½)(e½ 0t,e0n) = 1r<½+½o,o)(t,n), 
E+O 
1 . T(l-y,l-2y)( -½ot -o ) _ T(l-y-½o, l-2y-o)( ) 1m 2 e , £ n - 1 t, n , 
dO 
1. T(l-y,l-2y)( ½ot o) _ T(l-y+½o,1-2y+o)( ) 1m 2 e ,en - 3 t,n , 
dO 
(O<o<l-2y), 
(O<o<l-2y), 
(O<o<2y). 
Hieruit volgt dat de "niet vrije grenslaag" alsmede het gedeelte van de 
"vrije grenslaag" met O<S<l-2y bevat zijn in de "bijna vrije grenslaag" en 
dat aan de aansluitingsvoorwaarden is voldaan. 
De hoekpuntsbenadering is voor dit geval volkomen identiek aan P(l,l) 
in (5.4). 
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9. De gegeneraliseerde paraboliscbe grenslaag 
Voor y=½ gaat het schema van linker-voorwaarden voor de grenslaag over 
in 
f3 = 0 G(½)(-ay,y) = f(y), 
O<S<! G(a,S)(O,n) = f(O). 
Dit betekent dat de grenslaag geen vrij deel meer bezit en dat de gehele 
rand x=O binnen de laag komt te liggen. We kunnen hieraan ook uiting geven 
door als locale coordinaat ~, met 
a 
X = ~e: ' 
te kiezen in plaats van t uit paragraaf 8, aangezien ~ en tin een eerste 
orde benadering equivalent zijn. 
Uitgedrukt in de ~.n-coordinaten vinden we voor a=½, S=O de limiet-
vergelijking 
- a 
De oplossing die aan alle voorwaarden voldoet is 
(9. I) 
00 
J e 
I/f 
2 y 
2 2 
-(.2 + 4c+a -~-) 
4 4.2 
"gegeneraZiseerd,e paraboZische gpensZaag'~ 
Voor a= ½+~f3, 0<(3<1, vinden we weer 
(9.2) G(a,S) (~,n) = f(O) erfc(f 1> 
terwijl,ook nu 
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lim G(!)(e½ 0~,e0n) = G(½+½o,a)(~,n), 
£~0 
De hoekpunts-benadering wordt werderom gegeven door P(l,l) in (5.4). 
We merken tot slot op dat voor y>! de situatie in geen enkel opzicht 
verschilt van het geval µ=0, de parabolische grenslaag. 
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JO. Vergelijking van de verschillende grenslagen 
Nu we de volledige verzameling van locale benaderingen voor verschil-
lende waarden van Y geconstrueerd hebben, zullen we een overzicht geven van 
de onderlinge relaties. In schema I (blz. 30) zijn deze relaties weergege-
ven door gerichte pijlen. 
De betekenis van zo'n gerichte pijl is de volgende, Stel hl. a en y .. ,,,1' 1 y 
WY a zijn locale benaderingen 2, 2 voor µ = a 1E 1 respectievelijk µ = a2€ 2 
Dan wil WY a ----r WY a zeggen dat 
1' 1 2' 2 
(IO.I) w 
Y2 
in het geldigheidsgebied van Wy 2• 
In termen van de analogie, die er bestaat tussen de rol van de parame-
terµ hier en de locale coordinaten in paragraaf 4, zou men kunnen zeggen 
dat Wy 2 "bevat" is in Wy 1• 
Op grond van hetgeen wij in paragraaf 3 bewezen hebben, mag men nu 
verwachten dat elke locale benadering begin- dan wel eindpunt van tenminste 
een pijl zal zijn, en zoals uit schema I blijkt is hieraan ook voldaan. Met 
opzet spreken we niet alleen over significante locale benaderingen. Het 
idee van significante benaderingen is gebaseerd op limietprocessen met be-
trekking tot de locale coordinaten. Deze limietprocessen zijn niet altijd 
verwisselbaar met een limietproces met betrekking tot de parameterµ als in 
(10. 1). In schema I zijn dan ook locale benaderingen als V(a,B), G(a,B) en 
P(a,S) apart vermeld. 
Zoals men eenvoudig nagaat zijn de relaties tussen de verschillende 
locale benaderingen vrijwel triviaal op een uitzondering na. Deze uitzonde-
ring betreft de pijlen die van G(!) naar respectievelijk r 0 , T(½) en T(y) 
gaan, en hiervan zullen wij het bewijs geven. 
Stel 
(10.2) W(~,y) 
a 
2 2~ 
= ~e 
00 
f 
I~ 
2 y 
e 
2 2 
-ci + 4c+a -~-) 
4 4./ 
vrije grenslaag I bijna vrije grenslaag I gegeneraliseerde parabolische I parabolische grenslaag 
grenslaag 
y = 0 0 < y < ½ y = ½ y > ½ 
IVO = TO GO Po 
V(½) T(½) G(½) p<½) 
2VO E: 
I 
,,;:. T(y) 
1 
T(a,S) 
I I 
v<a,S)--f 
2 
T(l-y,1-2y) G(a,S) p(a,S) 
3 
T(a,S) 
v(l '1) ! ~ p(l,l) p(l,1) p(l,1) 
I~ 
m 1: 
l,.J 
0 
* -o en substitueer a= a£ , met o = ½-y1 > 0 (nl. O<y 1<½). 
-o De transformatie T = T 1£ en een kleine herschrijving levert 
(10.3) 
3o 
met a = 0(£ ) en a2 = I o 
dan 
Als ~£ ➔ 0 als £+0 
Stel vervolgens ~£ 0 
C * 
--~ +a 
dan volgt W ~ f(y). 
* * = ~ (~ =0(1)) en 
00 
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dT I' 
(10.4) W = e a* 1 £o~I dT f(y -Q(q)) dq (q) dq 
met 
en 
dT (q) = 
dq 
* * b~ -a y 
216y 
Uit deze representatie blijkt dat voor £+0 het resultaat er van afhankelijk 
is of q=O in het integratie interval ligt of niet. Met name volgt 
(10.5) 
(10.6) 
, 
w ~ o, 
C * 
- - ~ 
a* W ~ e dT f(y-Q(O)) dq (0) * * f(a y-b~) 
* ' a 
* * b~ -a y > 0, 
* * b~ -a y < O· 
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Om deze overgang nader te beschouwen definieren we 
* * a. b~ - a y = te: , a.> 0, t=O (l ) . 
a. De transformatie q = pe: levert 
W = e 
C 
--y+a. b 3 2 2a.-20 e-p e: dT f (y - Q(p)) dq (p) dp, 
met a. = O(e:min(3o,a.)). 
3 
zodat 
Als a.<o vinden we dezelfde overgang als eerst. 
Met a.=o zijn alleen Q en:; afhankelijk vane:: 
~* 2b b * 
= --::;---;;--------;,=;..==;:;,=====::::::;------ ~ - ~ ~ y, 
2p2e:2a. + 2pe:a./22e:2a.+(a*+a.2)~*'+ (a*+a.2)~* a* 
Q(p) 
dT (p) 
dq 
C 
L 
(10.7) f(O) -by t W ~ - 2- e erfc (27sy) • 
Voor a.>o, tot slot, vinden we 
en dit geeft geen verdere informatie, aangezien hetzelfde resultaat bereikt 
wordt door limiet t-+O in (10.7) te nemen. 
Om het geheel duidelijk te maken herschrijven we de relatie 
* * 0 b~ - a y = te: . 
* Substitutie van o = ½-y 1, ~ 
d . • Y1 f 1g1ng met£ gee t 
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l 
2
-y I i 
= ~£ , ~ = :xc:- gevolgd door vermenigvul-
Vergelijking van (10i5), (10.6) en (10.7) met respectievelijk TO= O, 
T(y) uit (8.2) en T( 2 ) uit (8.4a) toont aan dat de pijlen in schema I juist 
zijn. 
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11. Conclusies 
In het singuliere storingsprobleem (I.I) - (1.4) kan men de coeffi-
cientµ opvatten als een parameter. Deze parameter is dan een maat voor 
de hoek tussen de karakteristieken van de gereduceerde vergelijking en de 
rand x = O. In paragraaf 3 hebben wij aangetoond dat het probleem regu-
lier is met betrekking totµ. 
In paragraaf 5 hebben we een eerste orde asym.ptotische benadering 
voor de oplossing geconstrueerd voor het geval dat de rand x = 0 tevens 
een karakteristieke lijn is (µ=O) en in paragraaf 6 deden we dat voor 
µ > O. Laten we in de in paragraaf 6 gevonden benaderingen µ naar nul 
gaan, dan komt het resultaat niet overeen met dat wat we in paragraaf 5 
vonden. Hieruit blijkt dat voor E + 0 de oplossing niet-uniform conver-
geert met betrekking totµ. Naar analogie van de werkwijze bij het onder-
zoek van niet-uniforme convergentie met betrekking tot de coordinaten, 
hebben we een "locale" (i.e. van E afhangende) parameter ingevoerd. Het 
bleek zodoende mogelijk een bevredigende analyse van de overgang van het 
ene naar het andere geval te maken. 
Voor dit speciale probleem is dus aangetoond dat de belangrijkheid 
van het al dan niet samenvallen van karakteristieken en randen berust op 
de (voor een singulier storingsprobleem kenmerkende) niet-uniformiteit 
van de convergentie van de oplossing voor E + 0 met betrekking tot een 
andere grootheid dan de coordinaten. Het lijkt ons dat deze gedachte ge-
generaliseerd kan warden voor algemene singuliere storingsproblemen voor 
lineaire tweede orde elliptische differentiaalvergelijkingen. 
Appendix 
In deze appendix zullen wij laten zien dat de hoekpuntsbenaderingen 
(5.4) en (6.5) aan de vereiste aansluitingsvoorwaarden voldoen. Hiertoe 
dienen we 
(Al) 
het asymptotische gedrag van de integraal 
~ 
vµ-+b... . 
I = ...;.. Joo e- 2 (~chu-1nshu) 
7T1 
-00 
shu chu 
-------du 
b2 
voor /2"Q + 00 te bepalen. 
Zij 
p cos8 
w = 
/4Q 
2 
n = p sine, 
b 
e0 = arctg(µ), 
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(merk op dat e0 de hoek is tussen de karakteristieke lijnen en de positieve 
x-as), dan volgt 
(A2) I = ...;.. Joo 
7T1 
-oo 
-wpch(u-i8) 
e 
shu chu 
--.--,.--:---:--:--.,...du 
sh(u+ie0) sh(u-ie0) 
met O ~ e ~ I en O < e0 ~ I· 
In [JS] en [16] wordt uitvoerig op de asymptotische evaluatie van 
soortgelijke integralen ingegaan. Mits men speciale aandacht besteedt aan 
de polen van de integrand, is het mogelijk de zadelpuntsmethode toe te 
passen. Wij zullen ons hier beperken tot het vermelden van resultaten. 
Zij eerst e0 ~; (i.e.µ IO), dan 
Res shu chu = ½ 
u=ieO sh(u+i90) sh(u-i90) 
en 
p+oo -wpcos(e-eo) 
I ½e erfc(l2wp sin½(e0-e)). 
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Substitutie hiervan in (6.5) levert 
( I 1 ) p-+«> f ( 0) r.:-i V ' (p,0) ~ - 2- erfc(v2wp sin½(0O-e)) 
zodat op grond van 
lim V(l,l)(p,8) = 0 
p-+<» 
lim V(l,l)(p,0) = f(O) 
p-+<» 
voor e < eo, 
voor e > eo, 
aan de "matching"-voorwaarden met respectievelijk 1v0 en 2v0 uit (6.1) 
voldaan is. 
Met x = r cose, y = r sine volgt uit (6.2) 
zodat we voor v<!) in (6.3) kunnen schrijven 
r 
V(½) (r,0) f(O) 2°'g coseo 
= - 2- erfc( cose }sin(e0-0)), 
en dit is na de identificatie P • !. onder de voorwaarde & ~ e0 , identiek E:, 
aan lim V(l,l)(p,0). 
p-+<» 
(A3) 
Zij vervolgens e0 = I (µ=0), dan gaat (A2) over in 
I = ...!,_ J"" 7r1 
-oo 
e-wp ch(u-i0) shu d 
chu u. 
Er vallen nu twee polen samen 
shu Res -h = 1, C U 
7r 
u=2 
I 
7r 
-wp cos (0- -) 
e 2 erfc(hwp' sinHi-0)) 
en dat levert precies de factor 2 voor de aansluiting bij P(!). Dus ook in 
dit geval is aan de noodzakelijke voorwaarden voldaan. 
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