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高性能なワークステーションが安価に提供されるよう
になって，多数のワークステーションを高速なネット
ワークで結合したワークステーションクラスタが広く普
及している.並列度を高めることでスーパコンピュータ
に匹敵する性能を持つクラスタも多く開発されてきてい
る.実際， 2000年のしinpackベンチマークに基づく高
f生能システムのランキングでも，上位 100f立のシステム
の1割はワークステーションクラスタが占めるに至って
いる(1)
このように従来は高価で特殊な存在であった並列度の
高いマルチプロセッサシステムが非常に身近なものに
なってきた. しかしその一方で，規模が大きくなるとい
うことは，その分だけシステムが故障に対しぜい弱に
なっているのではないかという恐れもある.
処理中に 1台でもワークステーションが故障した場
合，マルチプロセッサシステムは障害状態に陥るものと
仮定して，システムの信頼性が実用に耐え得るものか計
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算してみる.信頼性の尺度として平均故障時間 (MTTF)
を考える.ワークステーションの台数を n台とすると，
システムの平均故障時間は，ワークステーション 1台の
平均故障時間の n分の Iになる.例えば，ワークステー
ションの平均故障時聞が5年， ηロ 100ならば，システ
ムの平均故障時間は 18日桂度になってしまう.
この計算をもう少し理論立てて説明する.時刻Oで正
常な構成要素が時刻 tまでに故障しない確率をリライア
ど1)ティと呼び，R(t)で表す.平均故障時間は指数分
布に従うと仮定してよいことが広く受け入れられてい
る.この仮定に基づくと，Aを定数として
R(めロ6λt
が成り立ち，平均故障時間は tの係数の逆数，すなわち
11Aに等しくなる(この Aは故障率と呼ばれる).ワー
クステーション 1台のリライアピリテイがR(ゆとすれ
lま，クラスタシステムのリライアピリテイは
R(め"=e-"λt
75 100 
経過時間(日)
国1 リライアピリティ(障害が起きていない確率)の変化 プロセッサ
の台数nが大きくなると，急速に低下する.
Vo1.85， NO.6 
428 
σ 
図2 マルコフモデル 状態 (i，j， k)は正常なプロセッサ，メモリ，ネットワークがそれぞれi，j， k台であることを，状態F
はシステムが降答状態で、あることを表している.矢印に付加されている値は，対応する状態遷移が起る頻度(遷移系)を示している.
となり，その平均故障時間は l/nA，すなわち，ワーク
ステーション I台の平均故揮時間の n分の 1となるこ
とが分かる.
更にこの式から任意の時刻におけるシステムのリライ
アピリティが計算できる.例えば， 100台のワークステー
ションを使用して，処理に 5日を必要とする仕事が無事
に完了できる確率を計算してみる.この場合 n=100，
1/，1=5年口5日から 0.76という値が得られる.図 1
は様々な ηの値についてリライアピリティの時間的な
変化をグラフ化したものである.このように特に並列度
の高いマルチプロセッサシステムでは，信頼性の低下が
無視できないことが見て取れる.
用語解説
Dependability 広い意味での信頼性. リライア
どリティ (reliability)が厳密な尺度であるのと異なり，
信頼性に関連する諮要素を包括するような広い概念を
指す.
もちろん，故障が発生しでも性能が低下するだけで，
システム全体としては正常に動作し続けることができる
;場合も多い.このような場合にシステムの信頼性を評制
するには，正常か故障かといった単純な区別だけでなく，
故時による性能抵下を考慮に入れた尺度が必要になって
くる.
そのような尺度として計算アベイラピリティ (2)やパ
フォーマビリテイ (3)と呼ばれるものがこれまでに提案さ
れている.例えば， 2台のプロセッサからなるシステム
があり，どちらか片方のプロセッサが故障している確率
を9%，両者とも故障している確率を 1%とする.計算
能力が正常なプロセッサの台数に比例すると仮定する
と，この場合の計算アベイラピリティは
0.90X2十0.09Xl十0.01XO=1.89
となる.
また，パフォーマピリティ (performability) は計算
アベイラピリテイの概念を吏に一殻化したものであ
る(5) なお，この語は性能 (performance) とリライア
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ピリティ (reliability) を組み合わせた造語である.
さてここまでは，故障する要素としてプロセッサのみ
を考えてきた. しかし，実際のマルチプロセッサシステ
ムではネットワークの故障もあり得るし，記憶装置等を
別の要素として扱う必要がある場合もある.様々な種類
の構成要素の故障，修復を考慮したとき，上記のような
単純な計算で信頼性を予測することはできない.
そのような場合に用いられるのがマルコフモデルであ
る.マルコフモデルは，各構成要素の故障，修復に伴う
システムの状態の変化を確率過程の一種であるマルコフ
過程としてモデル化したものである.対象となるシステ
ムのモデルを作り，それを解析することによって上記の
尺度の値が計算できる.マルコフ過程は計算機システム
の評価に限らず，オペレーションズリサーチの分野でも
広く応用されており，その解析技術が信頼性評価にも利
用できる.
文献(4 )から引用したマルチプロセッサシステムに対
するマルコフモデルの典型的な例を図2に示す.ここで
は16台のプロセッサと 16台のメモリユニット，更にそ
れらを接続するネットワークからなるシステムを考えて
いる.図中の円はシステムの状態を表しており， (i， j， 
k)は正常なプロセ ッサ，メモリ，ネットワークの個数
がそれぞれ t，j， kという状態に対応している.状態聞
の矢印は，故障もしくは修復によるシステム構成の変化
を表現している.このようなモデルを構成することで，
様々な信頼性に関する尺度の評価が可能となる.
現在では信頼性評価ソフトウェアも数多く開発されて
おり (5) 信頼性評価手法は確立した感がある. しかし，
その評価の前提となる構成要素の信頼性に関する実デー
タは余り得られていない.また，実際にはマルチプロセッ
サの構成要素の故障は独立に発生するとは限らず，共通
の原因によ って複数の要素が故障する場合もある.この
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ような故障の発生のメカニズムに関する調査結果につい
ても，幾つかの例外を除くと公表されているものは少な
く(6) 今後の研究が待たれる.
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