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Abstract
Recombinant Inbred Lines derived from divergent parental lines can display
extensive segregation distortion and long-range linkage disequilibrium (LD) be-
tween distant loci. These genomic signatures are consistent with epistatic selec-
tion during inbreeding. Epistatic interactions affect growth and fertility traits
or even cause complete lethality. Detecting epistasis is challenging as multiple
testing approaches are under-powered and true long-range LD is difficult to
distinguish from drift. Here we develop a method for reconstructing an under-
lying network of genomic signatures of high-dimensional epistatic selection from
multi-locus genotype data. The network captures the conditionally dependent
short- and long-range LD structure and thus reveals “aberrant” marker-marker
associations that are due to epistatic selection rather than gametic linkage. The
network estimation relies on penalized Gaussian copula graphical models, which
accounts for a large number of markers p and a small number of individuals n.
A multi-core implementation of our algorithm makes it feasible to estimate the
graph in high-dimensions also in the presence of significant portions of miss-
ing data. We demonstrate the efficiency of the proposed method on simulated
datasets as well as on genotyping data in A.thaliana and maize. In addition,
we implemented the method in the R package netgwas which is freely available
at https://CRAN.R-project.org/package=netgwas.
Keywords: Epistatic selection; Linkage disequilibrium; Graphical models;
Gaussian Copula; Penalized inference.
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1 Introduction
The Recombinant Inbred Lines (RILs) study design is a popular tool for studying
the genetic and environmental basis of complex traits. It has become a valuable
resource in biomedical and agricultural research. Many panels of RILs exist in a
variety of plant and animal species. RILs are typically derived from two divergent
inbred parental strains, but multi-parental RILs have been recently established in A.
thaliana, Drosophila, and mouse originating from four or eight inbred parents (Bro-
man, 2005, Gibson and Mackay, 2002, Threadgill et al., 2002). The construction of
RILs is not always straightforward: low fertility, or even complete lethality, of lines
during inbreeding is common, particularly in natural outcrossing species (Rongling
and Li, 1999, Wu and Li, 2000), and can severely bias genotype frequencies in ad-
vanced inbreeding generations. These genomic signatures are indicative of epistatic
selection having acted on entire networks of interacting loci during inbreeding, with
some combinations of parental alleles being strongly favored over others.
Recently, Colome´-Tatche´ and Johannes (2016) studied two-loci epistatic selec-
tion in RILs. However, the reconstruction of multi-loci epistatic selection network
has received little attention by experimentalists. One important reason is that large
numbers of potentially interacting loci are methodologically and computationally dif-
ficult. One intuitive approach to this problem is to perform an exhaustive genome
scan for pairs of loci that show significant long-range LD or pair-wise segregation
distortion, and then try to build up larger networks from overlapping pairs. To¨rje´k
et al. (2006), for instance, employed this idea for the detection of possible epistasis
by testing for pairwise segregation distortion. The drawback of such an approach is
that hypothesis testing in the genome-scale is heavily underpowered, so that weak
long-range LD will go undetected, especially after adjusting for multiple testing. Fur-
thermore, pair-wise tests are not, statistically speaking, consistent (Whittaker, 2009)
when two conditionally independent loci are mutually dependent on other loci, and
may, therefore, lead to incorrect signatures.
In order to overcome some of these issues, we shall argue that the detection of
epistatic selection in RIL genomes can be achieved by inferring a high-dimensional
graph of conditional dependency relationships among loci. Technically, this requires
estimating a sparse adjacency matrix from a large number of discrete ordinal marker
genotypes, where the number of markers p can far exceed the number of individuals n.
The estimated conditional independence graph captures the conditionally dependent
short- and long-range LD structure of RIL genomes, and thus provides a basis for
identifying associations between distant markers that are due to epistatic selection
rather than gametic linkage.
In this paper, we introduce an efficient method to perform this estimation. To this
end, we propose an `1 regularized latent graphical model, which involves determining
the joint probability distribution of discrete ordinal variables. The genotype data
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contain information on measured markers in the genome which are generally coded
as the number of paternal or maternal alleles, for instance 0, 1 and 2 for a heterozy-
gous population in a diploid species. Sklar’s theorem shows that any p-dimensional
joint distribution can be decomposed into its p marginal distributions and a copula,
which describes the dependence structure between p-dimensional multivariate random
variable (Nelsen, 1999). Various statistical network modeling approaches have been
proposed for inferring high-dimensional associations among non-Gaussian variables
(Liu et al., 2009, 2012, Dobra and Lenkoski, 2011, Mohammadi et al., 2017). The
above-mentioned models have some limitations; the first two methods cannot deal
with missing data, and the last two are computationally expensive since their infer-
ence is based on a Bayesian approach. Studying the conditional relationships between
ordinal discrete variables is complicated since we are faced with two challenges. First,
general dependence structure can be very complicated, way beyond the pairwise de-
pendencies of a normal variate. Second, univariate marginal distributions cannot be
adequately described by simple parametric models. To handle the first challenge we
used a Gaussian copula; effectively transforming each of the marginal distributions
to a standard Gaussian distribution. To address the second challenge, we treat the
marginal distributions as nuisance parameters that we estimate non-parametrically.
This paper is organized as follows. In section 2, we describe the genetic background
on epistatic selection. Section 3 explains the model and introduces the Gaussian cop-
ula graphical model connecting the observed marker data with the underlying latent
genotype. In addition, we explain how to infer the conditional dependence relation-
ships between multi-loci in genome-wide association studies (GWAS), using the `1
regularized Gaussian copula framework. In section 4, we investigate the performance
of the proposed method in terms of precision matrix estimation. Also, we compare the
performance of our proposed method with alternative approaches in terms of graph
recovery. We have implemented the method in the R package netgwas (Behrouzi and
Wit, 2017). In Section 5, we aim to reveal genomic regions undergoing selection in two
species. We apply our proposed method to the well-studied cross Col × Cvi in Ara-
bidopsis thaliana in section 5.1, and to high-dimensional B73×Ki11 genotype data
from Maize Nested Association Mapping (NAM) populations in section 5.2, where
1106 genetic markers were genotyped for 193 individuals.
2 Genetic background of epistatic selection
Two alleles at locations l1 and l2 are said to act additively if the effect of the first
allele on the phenotype does not depend on the state of the second allele, and vice
versa. On the other hand, epistasis refers to the interaction of alleles at different loci
on that phenotype. Epistasis occurs when the joint effect of a particular pair of loci
is different from what would be expected under additivity. In this section, we provide
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Figure 1: The production of recombinant inbred lines (RILs) by repeated selfing.
the genetic background on epistatic selection, i.e. the case in which the phenotype of
interest is survival.
2.1 Meiosis
Sexual reproduction involves meiosis. Meiosis is a form of cell division that produces
gametes (egg/ sperm). During this process, the arms of homologous chromosomes
can recombine, which involves the sequential alignment of genetic material from the
maternal and paternal chromosomes. As a result, offspring can have different combi-
nations of alleles than their parents. Genetic markers, regions of DNA, that physically
located close together on the same chromosome have a tendency to be transmitted
together in meiosis. This tendency is called linkage. Loci on different chromosomes
have no linkage and they assort independently during meiosis. Statistically speak-
ing, genetic linkage means observing dependence between markers that are physically
close together on the same chromosome.
Linkage disequilibrium refers to the co-inheritance of alleles at different but func-
tionally related loci. If two loci are in linkage equilibrium, it means that they are
inherited completely independently in each generation. If two loci are in linkage dis-
equilibrium, it means that certain alleles of each loci are inherited together more or
less often than would be expected by chance. This may be due to actual genetic link-
age when the loci are located on the same chromosome. However, if loci are located
on different chromosomes, this is due to some form of functional interaction where
certain combinations of alleles at two loci affect the viability of potential offspring.
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2.2 Recombinant Inbred Lines
Recombinant inbred lines (RILs) are typically derived by crossing two inbred lines
followed by repeated generations of selfing or sibling mating to produce an inbred line
whose genome is a mosaic of its parental lines. For instance, if a diploid allele of parent
P1 is labeled A and that of P2 is labeled B, then from generation to generation these
alleles recombine and produce different genotypes. For example, due to inbreeding,
P1 has a homozygous genotype, say A/A (red in Figure 1), at each locus, while P2 has
homozygous genotype, say B/B (green in Figure 1), at each locus. Crossing P1 and
P2 produces an F1 generation with a A/B genotype at each locus. The subsequent
F2 followed by repeated selfing results in a genome in the obtained offspring that is
a mosaic of the two parental allele combinations (see Figure 1).
2.3 Genome-wide association study
A pure RIL would result in one of two genotype at each locus: either A/A or B/B.
However, in practice in a two-way RIL (see Figure 1), the genotype state of an
offspring at a given loci comes either from parent 1, parent 2, or in a small fraction
of cases from both parental alleles. For instance, in a diploid organism the genotype
states at each chromosomal position are either 0 (homozygous AA from one parent), 2
(homozygous BB for the other parent), or 1 which defines the heterozygous genotype
AB. The routine way of coding a diploid genotype data is to use {0, 1, 2} to represent
{AA,AB,BB}, respectively, where we do not distinguish AB and BA.
A complete genome consist of billions of loci, many of which do not vary between
individuals in a population. Clearly those loci are inherited without change from
generation to generation, unless some mutation occurs. Single nucleotide polymor-
phisms (SNPs) are loci where the genotype does vary, either homozygously {0, 2}
or heterozygously {0, 1, 2}, considering diploid organisms. Genome-wide association
studies measure thousands of SNPs along the genome, resulting for each individual
in a partially ordered vector Y = (Y1, . . . , Yp) of p markers on the genotype: within
each chromosome the markers are ordered, but between chromosomes there is no nat-
ural ordering. The component Yj for an individual indicates the ancestral genotype
value for marker j, i.e., either 0 or 2 for homozygous populations and 0, 1 or 2 for
heterozygous diploid populations.
Genome-wide association studies (GWAS) were designed to identify genetic varia-
tions that are associated with a complex trait. In a GWAS, typically a small number
of individuals are genotyped for hundreds of thousands of SNPs. SNP markers are
naturally ordered along the genome with respect to their physical positions. Nearby
loci can be highly correlated due to genetic linkage. Moreover, linkage groups typically
correspond to chromosomes.
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Figure 2: Cartoon representation of 6 markers on 2 different chromosomes where Y1, Y2 and Y3 belong to
chromosome 1 and Y4, Y5 and Y6 belong to chromosome 2. Conditional independence relationships between markers
(a) in the absence of epistatic selection, in other words markers on different chromosomes segregate independently,
and (b) in the presence of epistatic selection. Markers 2 and 5 have an epistatic interaction, resulting in long-range
linkage disequilibrium.
2.4 Epistatic phenotype
Epistasis is typically defined with respect to some explicit phenotype, such as the
shape of the comb in a chicken or the flower color in peas (Bateson, 1909). In RILs
the phenotype we consider, however, is not explicit, but implicit: the viability of
the particular genetic recombination of the parental lines results in the presence or
absence of such recombination in the progeny.
In the construction of RILs from two divergent parents certain combinations of
genotypes may not function well when brought together in the genome of the progeny,
thus resulting in sterility, low fertility, or even complete lethality of lines during
inbreeding. This can result in recombination distortion within chromosomes, short-
range linkage disequilibrium, or segregation distortion across chromosomes, also called
long-range linkage disequilibrium (lr-LD). Thus, the genomic signatures of epistatic
selection will appear as interacting loci during inbreeding, whereby some combinations
of parental alleles will be strongly favored over others.
It has long been recognized that detecting the genomic signatures of such high-
dimensional epistatic selection can be complex, involving multiple loci (Wu and Li,
2000, Mather and Jinks, 1982). The detection of high-dimensional epistatic selection
is an important goal in population genetics. The aim here is to propose a model for
detecting genomic signatures of high-dimensional epistasis selection during inbreed-
ing.
3 Graphical model for epistatic selection
If meiosis is a sequential markov process, then in the absence of epistatic selection
the genotype Y can be represented as a graphical model (Lauritzen, 1996) for which
the conditional independence graph corresponds with a linear representation of the
chromosome structure (see Figure 2a). However, in the presence of epistatic selection,
the conditional independence of non-neighboring markers may become undone. This
could result, for example, in an underlying conditional independence graph as shown
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Figure 3: Relation between jth true latent values, zj , and the jth observed variable, yj . Here, k = 5 corresponding
with the distinct genotype states in tetraploid species, which contain four copies of the same chromosome.
in Fig 2b, which shows 6 markers on 2 chromosomes whereby markers 2 and 5 have
an epistatic interaction that affects the viability of the offspring.
In the next section, we define a convenient semi-parametric model, which can
easily be generalized to large sets of markers. We assume a known genetic map, and
let y
(i)
j j = 1, . . . , p; i = 1, . . . , n denote the genotype of ith individual for jth SNP
marker. The observations y
(i)
j arise from {0, 1, . . . , kj − 1}, kj ≥ 2 discrete ordinal
values. In the genetic set-up, kj is the number of possible distinct genotype states
at locus j. For instance, in a tetraploid species kj takes either the value 2 in a
homozygous population, or 5 in a heterozygous population.
3.1 Gaussian copula graphical model
A copula is a multivariate cumulative distribution function with uniform marginals.
Sklar’s theorem shows that any p-dimensional joint distribution can be decomposed
into its p marginal distributions, Fj, and a copula. This decomposition suggests that
the copula captures the dependence structure between p multivariate data. Let y be
the collection of all p measured genetic markers across a genome. A genetic marker Yj
takes a finite number of ordinal values from {0, 1, . . . , kj−1}, with kj ≥ 2. The marker
Yj is defined as the discretized version of a continuous variable Zj, which cannot be
observed directly. The variable Z helps us to construct the joint distribution of Y as
follows:
Z ∼ Np(0,Θ−1),
and the Gaussian copula modeling can be expressed as
Yj = F
−1
j (Φ(Zj)),
where Θ−1 is a correlation matrix for the Gaussian copula, and Fj denotes the uni-
variate distribution of Yj. We write the joint distribution of Y as
P (Y1 ≤ y1, . . . , Yp ≤ yp) = C(F1(y1), . . . , Fp(yp)|Θ),
where
C(F1(y1), . . . , Fp(yp)|Θ−1) = ΦΘ−1(Φ−1(F1(y1)), . . . ,Φ−1(Fp(yp))). (1)
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Here, Φ defines the CDF of the standard normal distribution and ΦΣ is the CDF of
Np(0,Σ).
Our aim is to reconstruct the underlying conditional independence graph by using
the continuous latent variable Z. Typically the relationship between the jth marker
Yj and the corresponding Zj is expressed through a set of cut-points −∞ = cj,0 <
cj,1 < . . . < cj,kj−1 < cj,kj =∞, where cj,y+1 = Φ−1(Fj(y)). Thus, y(i)j can be written
as follows:
y
(i)
j =
kj−1∑
l=0
l × I{cj,l<z(i)j ≤cj,l+1}, i = 1, 2, . . . , n. (2)
The j-th observed variable y
(i)
j takes its value according to latent variable z
(i)
j . Figure
3 displays how the observed data can be obtained from the latent variable using the
Gaussian copula.
Assuming DF (y) = {z(i)j ∈ R|cj,y(i)j < z
(i)
j ≤ cj,y(i)j +1}, the likelihood function of a
given graph with a precision matrix Θ and marginal distributions F is defined as
Ly(Θ, F ) =
∫
DF (y)
p(z | Θ)dz. (3)
3.2 `1 penalized inference of Gaussian copula graphical model
Let y(1), . . . , y(n) be i.i.d sample values from the above Gaussian copula distribution.
Copulas allow one to learn the marginals Fj separately from the dependence structure
of p-variate random variables. In the proposed copula modeling, we estimate the
correlation matrix–the parameter of interest–with a Gaussian copula, and treat the
marginals as nuisance parameters and estimate them non-parametrically through the
empirical distribution function Fˆj(y) =
1
n
∑n
i=1 I{y(i)j ≤ y}. Hence, in the likelihood
(3) the precision matrix of the Gaussian copula, Θ, is the only parameter to estimate,
as we replace DF (y) by DF̂ (y) which we will simply indicate as D̂.
We impose a sparsity penalty on the elements of the precision matrix Θ using
an `1-norm penalty (Abegaz and Wit, 2015, Friedman et al., 2008). Genetically
speaking, this sparsity is sensible as we expect a priori only a small number of pairs
of LD markers beyond the neighbouring markers. The `1 penalized log-likelihood
function of genetic markers can be written as
`py(Θ) ≈
n
2
log | Θ | − 1
2
n∑
i=1
∫
D̂
. . .
∫
z(i)tΘz(i)dz
(i)
1 . . . dz
(i)
p − λ||Θ||1, (4)
where z(i) = (z
(i)
1 , . . . , z
(i)
p )t. The maximum Θ̂λ of this log-likelihood function has
no closed form expression. To address this problem we introduce a penalized EM-
algorithm.
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The penalized EM algorithm proceeds by iteratively computing in the E-step
the conditional expectation of joint log-likelihood, and optimizing this conditional
expectation in the M-step. Assuming that Θ̂
(m)
λ is the updated approximation of Θ̂λ
in the M-step, then in the E-step the conditional expectation of the joint penalized
log-likelihood given the data and Θ̂(m) is determined.
Q(Θ | Θ̂(m)) =EZ [
n∑
i=1
log p(Z(i)|Θ)|y(i), Θ̂(m), D̂]
=
n
2
[log |Θ| − tr( 1
n
n∑
i=1
EZ(i)(Z
(i)Z(i)t|y(i), Θ̂(m), D̂)Θ)− p log(2pi)], (5)
and
Qλ(Θ | Θ̂(m)) = Q(Θ | Θ̂(m))− λ||Θ||1.
In this equation we still need to evaluate R¯ = 1
n
∑n
i=1E(Z
(i)Z(i)t | y(i), Θ̂(m), D̂),
which we do via one of the two following approaches.
A. Monte Carlo Gibbs sampling of latent covariance. In the Gibbs sampling
technique we randomly generate for each sample Y (i) a number of Gibbs samples
Z
(i)1
? , . . . , Z
(i)N
? from a p-variate truncated normal distribution, whose boundaries
come from the cut-points of Y (i), as implemented in the R package tmvnorm (Geweke,
2005). Let
Z(i)? =
 Z
(i)1
?
...
Z
(i)N
?
 ∈ RN×p,
represent the Gibbs samples for each sample in the data. The expected individual
covariance matrix Ri = E(Z
(i)Z(i)t|y(i), Θ̂(m), D̂) can then be estimated as
R̂i =
1
N
Z(i)t? Z
(i)
? .
To estimate R¯ we take the average of the individual expectation ̂¯R = 1
n
n∑
i=1
R̂i. We
remark that ̂¯R is a positive definite matrix with probability one as long as N ≥ p
n
,
since for the lth row of Z
(i)
? , we have that Z
(i)t
?l Z
(i)
?l is a rank one, non-negative definite
matrix with probability one and, therefore, ̂¯R is of full rank and strictly positive
definite, with probability one. In practice, we noticed that the Gibbs sampler needs
only few burn-in samples, and N = 1000 sweeps is sufficient to calculate the mean of
the conditional expectation accurately [more details in the supplementary material].
B. Approximation of the conditional expectation. Alternatively, we use an
efficient approximate estimation algorithm (Guo et al., 2015). The variance elements
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in the conditional expectation matrix can be calculated through the second moment
of the conditional z
(i)
j | y(i), and the rest of the elements in this matrix can be approx-
imated through E(Z
(i)
j Z
(i)
j′ | y(i); Θ̂, D̂) ≈ E(Z(i)j | y(i); Θ̂, D̂) E(Z(i)j′ | y(i); Θ̂, D̂) using
mean field theory (Peterson, 1987). The first and second moment of z
(i)
j |y(i) can be
written as
E(Z
(i)
j | y(i), Θ̂, D̂) = E[E(Z(i)j | z(i)−j, y(i)j , Θ̂, D̂) | y(i), Θ̂, D̂], (6)
E((Z
(i)
j )
2 | y(i), Θ̂, D̂) = E[E((Z(i)j )2 | z(i)−j, y(i)j , Θ̂, D̂) | y(i), Θ̂, D̂], (7)
where z
(i)
−j = (z
(i)
1 , . . . , z
(i)
j−1, z
(i)
j+1, . . . , z
(i)
p ). The inner expectations in (6) and (7) are
relatively straightforward to calculate. z
(i)
j | z(i)−j, y(i)j follows a truncated Gaussian
distribution on the interval [c
(j)
y
(i)
j
, c
(j)
y
(i)
j +1
] with parameters µi,j and σ
2
i,j given by
µij = Σ̂j,−jΣ̂−1−j,−jz
(i)t
−j ,
σ2i,j = 1− Σ̂j,−jΣ̂−1−j,−jΣ̂−j,−j.
Let rk,l =
1
n
∑n
i=1 E(Z
(i)
k Z
(i)
l | y(i), Θ̂, D̂) be the (k, l)-th element of empirical correla-
tion matrix R¯, then to obtain the R¯ two simplifications are required.
E(Z
(i)
k Z
(i)t
l | y(i), Θ̂, D̂) ≈ E(Z(i)k | y(i), Θ̂, D̂)E(Z(i)l | y(i), Θ̂, D̂) if 1 ≤ k 6= l ≤ p,
E(Z
(i)
k Z
(i)t
l | y(i), Θ̂, D̂) = E((Z(i)k )2 | y(i), Θ̂, D̂) if k = l.
Applying the results in the appendix to the conditional z
(i)
j | z(i)−j, y(i)j we obtain
E(Z
(i)
j | y(i); Θ̂, D̂) = Σ̂j,−jΣ̂−1−j,−jE(Z(i)
t
−j | y(i); Θ̂, D̂) +
φ(δ̂
(i)
j,y
(i)
j
− φ(δ˜(i)
j,y
(i)
j +1
)
Φ(δ˜
(i)
j,y
(i)
j +1
)− Φ(δ˜(i)
j,y
(i)
j
)
σ˜
(i)
j ,
(8)
E((Z
(i)
j )
2 | y(i); Θ̂, D̂) = Σ̂j,−jΣ̂−1−j,−jE(Z(i)
t
−j Z
(i)
−j | y(i); Θ̂, D̂)Σ̂−1−j,−jΣ̂tj,−j + (σ˜(i)j )2
+ 2
φ(δ˜
(i)
j,y
(i)
j
)− φ(δ˜(i)
j,y
(i)
j +1
)
Φ(δ˜
(i)
j,y
(i)
j +1
)− Φ(δ˜(i)
j,y
(i)
j
)
[Σ̂j,−jΣ̂−1−j,−jE(Z
(i)t
−j | y(i); Θ̂, D̂)]σ˜(i)j
+
δ
(i)
j,y
(i)
j
φ(δ˜
(i)
j,y
(i)
j
)− δ˜(i)
j,y
(i)
j +1
φ(δ˜
(i)
j,y
(i)
j +1
)
Φ(δ˜
(i)
j,y
(i)
j +1
)− Φ(δ˜(i)
j,y
(i)
j
)
(σ˜
(i)
j )
2, (9)
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where Z
(i)
−j = (Z
(i)
1 , . . . , Z
(i)
j−1, Z
(i)
j+1, . . . , Z
(i)
p ) and δ˜
(i)
j,y
(i)
j
= [c
(i)
j −E(µ˜ij | y(i); Θ̂, D̂)]/σ˜ij.
In this way, an approximation for R¯ is obtained as follows:
r˜kl =
{
1
n
∑i=n
i=1 E(Z
(i)
k | y(i), Θ̂(m), D̂)E(Z(i)l | y(i), Θ̂(m), D̂) if 1 ≤ k 6= l ≤ p
1
n
∑i=n
i=1 E((Z
(i)
k )
2 | y(i), Θ̂(m), D̂) if k = l.
M-step. The M-step involves updating Θ by maximizing the expected complete
likelihood with an `1 penalty over the precision matrix,
Θ̂
(m+1)
λ = arg max
Θ
{log |Θ| − tr(R¯Θ)− λ||Θ||1}.
In our implementation, we use the glasso method for optimization (Witten et al.,
2011). A multi-core implementation of our proposed methods speeds up the com-
putational challenge, as all of the penalized optimizations are performed in parallel
across the available nodes in any multi-core computer architecture. This feature pro-
portionally reduces the computational time. Performing simulations, we noticed that
the EM algorithm converges quickly, within at most 10 iterations.
3.3 Selection of the tuning parameter
The penalized log-likelihood method guarantees with probability one that the preci-
sion matrix is positive definite. In addition, the method leads to a sparse estimator
of the precision matrix, which encodes the latent conditional independencies between
the genetic markers. Sparsistency refers to the property that all parameters that are
zero are actually estimated as zero with probability tending to one. A grid of regu-
larization parameters Λ = (λ1, . . . , λN) controls the level of sparsity of the precision
matrix. Since we are interested in graph estimation, one approach is to subsample the
data, measure the instability of the edges across the subsamples (Liu et al., 2010) and
to choose a λ whose instability is less than a certain cut point value (usually taken
as 0.05). However, in high dimensional settings, this approach is time consuming.
Alternatively, we compute various information criteria at EM convergence based on
the observed log-likelihood, which can be written as (Ibrahim et al., 2008)
`y(Θ̂λ) = Q(Θ̂λ|Θ̂(m))−H(Θ̂λ|Θ̂(m)), (10)
where Q is defined in (5) and H function is
H(Θ̂λ|Θ̂(m)λ ) = Ez[`Z|Y (Θ̂λ)|Y ; Θ̂λ] = Ez[log f(z)|Y ; Θ̂λ]− log p(y).
We consider the class of model selection criteria given by
ICH,Q(λ) = −2`z∈D(Θ̂λ) + bias(Θ̂λ).
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Figure 4: ROC curves for comparing different methods of recovering the true graph where p = 1000, n = 100 and,
k = 3. The data is simulated from (a) our the Gaussian copula graphical model, and (b) t(3) copula graphical model.
Our method (Gibbs) consistency outperforms other methods.
Different forms of the bias(Θ̂λ) lead to different information criteria for model se-
lection. As we are interested in graph estimation, we use the extended Bayesian
information criterion (eBIC) introduced for conditional independence graph selection
(Foygel and Drton, 2010)
eBIC(λ) = −2`(Θ̂λ) + (log n+ 4γ log p)df(λ),
where df(λ) =
∑
1≤i<j≤p I(θ̂ij,λ 6= 0) refers to the number of non-zero off-diagonal
elements of Θ̂λ and γ ∈ [0, 1] is the parameter that penalizes the number of models,
which increases when p increases. In case of γ = 0 classical BIC is obtained. Typical
values for γ are 1/2 and 1. To obtain the optimal model in terms of graph estimation
we pick the penalty term that minimizes EBIC over λ > 0.
3.4 Inference uncertainty
The classical likelihood-based method to estimate uncertainty by inverting the Fisher
information matrix does not directly apply to penalized likelihood approaches (Lehmann
and Casella, 2006). Instead, one way to compute uncertainty associated with the es-
timation of precision matrix under the penalized Gaussian copula graphical model
is through a non-parametric bootstrap. For the penalized likelihood bootstrap, we
replicate B datasets that are created by sampling with replacement n samples from
12
Table 1: The comparison between the performance of the proposed regularized approximated EM, regularized
Gibbs sampler EM, the nonparanormal skeptic Kendall’s tau, and the nonparanormal normal-score. The means of
the F1-score, sensitivity and specificity over 75 replications are represented. The high value of the F1-score is the
indicator of good performance. The best model in each column is boldfaced.
p=90, n=360, k=3 p=1000, n=200, k=3
Normal t(3) Normal t(3)
Gibbs
F1 oracle 0.83(0.02) 0.83(0.02) 0.75(0.04) 0.76 (0.02)
F1 0.76(0.03) 0.75(0.03) 0.74(0.04) 0.50 (0.06)
SEN 0.97(0.02) 0.98(0.01) 0.67(0.07) 0.26 (0.05)
SPE 0.97(0.00) 0.97(0.00) 0.99(0.00) 0.99 (0.00)
Approx
F1 oracle 0.80(0.02) 0.80(0.02) 0.73(0.03) 0.74 (0.02)
F1 0.70(0.03) 0.70(0.03) 0.73(0.03) 0.50 (0.35)
SEN 0.98(0.02) 0.96(0.01) 0.70(0.08) 0.50 (0.35)
SPE 0.96(0.01) 0.98(0.01) 1.00(0.00) 1.00(0.00)
npn-tau
F1 oracle 0.84(0.02) 0.84(0.02) 0.76(0.03) 0.76 (0.02)
F1 0.70(0.15) 0.70(0.15) 0.00(0.00) 0.00 (0.00)
SEN 0.94(0.19) 0.94(0.19) 0.00(0.00) 0.00 (0.00)
SPE 0.97(0.01) 0.97(0.01) 1.00(0.00) 1.00 (0.00)
npn-ns
F1 oracle 0.83(0.02) 0.83(0.02) 0.75(0.03) 0.75 (0.03)
F1 0.65(0.25) 0.56(0.32) 0.00(0.00) 0.00 (0.00)
SEN 0.86(0.32) 0.74(0.42) 0.00(0.00) 0.00 (0.00)
SPE 0.97(0.01) 0.98(0.01) 1.00(0.00) 1.00 (0.00)
the dataset Yn×p. We treat each replicate as the original data and run the entire in-
ference procedure of the proposed Gaussian copula graphical model to estimate Θ˜
(b)
λˆ
(b = 1, . . . , B). In this bootstrap, we take into account the uncertainty arising from
both empirical estimation of marginals and selection of the tuning parameter. Thus,
the above mentioned non-parametric bootstrap procedure adequately reflects the un-
derlying uncertainty in the estimation procedure of the proposed epistatic interaction
graph. We have implemented this procedure to evaluate the uncertainty associated
with the estimation of the epistatic interactions in the Arabidopsis thaliana experi-
ment in section 5.1.2.
4 Simulation study
We study the performance of the proposed method in a simulation study, mimicking
the small-sized genotyping study involving Arabidopsis and the medium-sized study
involving maize. For each dimension, we consider two different scenarios: in one
scenario the latent variables satisfy the multivariate Gaussian distribution, and in
the other scenario they do not. In the latter, we consider the t-distribution with a
3 degrees of freedom. The simulated data are obtained by different scenarios for the
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number of variables p ∈ {90, 1000}, the number of sample sizes n ∈ {200, 360}, and
a fixed genotype state k = 3.
The simulated graphs mimic a true underlying epistasis selection network. First, we
partition the variables into g linkage groups (each of which represents a chromosome),
then within each linkage group adjacent markers are linked via an edge due to genetic
linkage. Also, with probability α = 0.01 a pair of non-adjacent markers in the same
chromosome is given an edge. Trans-chromosomal edges are simulated with proba-
bility β = 0.02. In the low-dimension case (p = 90) we created 5 chromosomes, and
in high-dimension case (p = 1000) 10 chromosomes. The corresponding positive def-
inite precision matrix Θ has a zero pattern corresponding to the non-present edges.
For each iteration in the simulations a new random precision matrix was generated.
The latent variables are simulated from either a multivariate normal distribution,
Np(0,Θ
−1), or a multivariate t-distribution with 3 degrees of freedom and covariance
matrix Θ−1. We generate random cutoff points from the uniform distribution. And
we discretize the latent space into k = 3 disjoint states.
We compare our proposed method with other approaches in terms of ROC perfor-
mance. Also, we compare our model to other methods in terms of graph recovery.
The ROC curves in Figure 4 show the performance of the different graph estimation
methods. The area under the curve is used as a measure of the quality of the methods
in recovering the true graph. Here, we compare the following methods:
1. Our method with Gibbs sampler within the EM, (Gibbs).
2. Proposed method with approximation within the EM, (Approx)
3. Nonparanormal skeptic using Kendall’s tau, (NPN-tau) (Liu et al., 2012)
4. Nonparanormal normal-score, (NPN-ns) (Liu et al., 2009)
Figure 4 shows the average false positive and true positive rates over 75 repeated
simulations each at 30 grid points of the tuning parameter. In Figure 4(a), the
latent variable satisfy the Gaussian distribution, and (b) the latent variable is non-
Gaussian. Figure 4 shows how our proposed method, particularly the one employing
the Gibbs sampler, outperforms the nonparanormal approaches. This is true both
in the scenario of no model misspecification, i.e., that the data is simulated from
our the Gaussian copula graphical model, as in the case of model misspecification,
i.e., when the data is simulated from the t(3) copula graphical model. Our method
combined with the approximation approach performs somewhat better than both
nonparanormal approaches in both under the true model and in the case of model
misspecification. Based on our simulation studies the performance of the NPN-tau
and the NPN-ns are similar in the absence of outliers, as discussed in Liu et al. (2012).
Furthermore, we measure the methods’ performance in terms of graph accuracy and
its closeness to the true graph. The above penalized inference methods are a path-
estimation procedures, however, in practice, a particular network should be selected.
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Table 2: The computational cost comparison (in minutes) between the proposed method (Approx) and the
nonparanormal skeptic (NPNtau) method. For the larger p’s the nonparanormal skeptic method is faster than our
proposed method. However, neither the npn-tau nor npn-ns can deal with the missing values, while the proposed
approximation approach is developed to be able to deal with missing genotypes that commonly occur in genotype
data.
Number of variables
100 500 1000 2000 3000 4000
Approx 0.34 1.26 19.71 80.43 734.79 2623.68
npn-tau 0.03 0.16 1.76 14.05 62.76 –∗
∗ Exceeded step memory limit at some point
As we are interested in the global true interaction structure, but not in the indi-
vidual parameters, the extended Bayesian Information Criterion (eBIC) is partic-
ularly appropriate. To evaluate the accuracy of the estimated graph we compute
the F1-score (F1-score =
2TP
2TP+FP+FN
), sensitivity (SEN = TP
TP+FN
) and specificity
(SPE = TN
TN+FP
), where TP, TN, FP, FN are the numbers of true positive, true neg-
ative, false positive and false negative values, respectively, in identifying the nonzero
elements in the precision matrix. We note that high values of the F1-score, sensitiv-
ity and specificity indicate good performance of the proposed approach for the given
combination of p, n and k. However, as there is a natural trade-off between sensitivity
and specificity, we focus particularly on the F1 score to evaluate the performance of
each method. For each simulated dataset, we apply each of the four methods.
In Table 1, we compare these four methods in a low-dimensional case p = 90,
n = 360, and k = 3 mimicking the Arabidopsis dataset we consider later, and a
high-dimensional case of p = 1000, n = 200, and k = 3, mimicking the Maize geno-
type data. In both cases we consider two different scenarios: in one scenario the
latent variable satisfies the Gaussian distribution, and in the other scenario it is
overdispersed according to a t(3). We report the average values for F1-score, SEN
and SPE in 75 independent simulations. The value of F1 oracle indicates the best
values of F1 that can be obtained by selecting the best tuning parameter in the `1 op-
timization. Table 1 shows that the proposed method either using the Gibbs sampling
or the approximation method within the EM performs very well in selecting the best
graph. In both scenarios in the low dimension case, the NPN-tau chooses a better
graph compared to NPN-ns. However, in the high-dimension case neither of them
chooses a best graph. In fact, they select an empty graph. The other measurement,
namely sensitivity indicates the true edges that we recover in the inferred network.
The high value of specificity shows that the zero entries in the precision matrix, i.e.,
the absent edges in the network are accurately identified. These results suggest that,
though recovering sparse network structure from discrete data is a challenging task,
the proposed approaches perform well.
We perform all the computations on a cluster with 24 Intel Xeon 2.5 GHz cores
processor and 128 GB RAM. In our proposed method it is possible to estimate the
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Figure 5: The inferred network for the genotype data in cross between the A.thaliana accessions, Columbia-0
(col-0) and the Cape Verde Island (Cvi-0). (a) Each color corresponds to different chromosomes in A. thaliana. Nodes
(genetic markers) with similar colors belong to the same chromosome. The different edge colors show the positive
(red) and negative (blue) partial correlations. (b) represents the zero pattern of the partial correlation matrix.
conditional expectation either through Gibbs sampling, or the approximation ap-
proach. For large numbers of markers (p ≥ 2000) the Gibbs sampling approach is
not recommended due to excessive computational costs. However, the approximation
approach is able to handle such situations. The computational costs for the non-
paranormal skeptic and the normal-score methods are similar to each other. Thus, in
Table 2 we report the computational cost of the proposed approximation method and
the non-paranormal skeptic method versus the number of variables, for a sample size
fixed to 200. Both methods have a roughly similar increase in computational time,
which seems to be larger than quadratic in p. Our method is roughly a constant factor
10 slower than the nonparanormal skeptic. This is due to the EM iterations. The
EM has advantages, however, as our method is able to deal with missing genotype
values, which are very common in practice. However, by programming in multi-core
we have significantly reduced the computational costs. Further improvement will be
achieved by programming in C++ and interfacing it with R.
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5 Detecting genomic signatures of epistatic selec-
tion
5.1 Epistatic selection in Arabidopsis thaliana
We apply our proposed Gibbs sampling approach to detect epistatic selection in Ara-
bidopsis thaliana genotype data that are derived from a RIL cross between Columbia-0
(Col-0) and the Cape Verde Island (Cvi-0), where 367 individual plants were geno-
typed across 90 genetic markers (Simon et al., 2008). The Cvi− 0× Col − 0 RIL is
a diploid population with three possible genotypes, k = 3. The genotype data are
coded as {0, 1, 2}, where 0 and 2 represent two homozygous genotypes (AA resp. BB)
from Col-0 and Cvi-0, 1 defines the heterozygous genotype (AB). Some markers have
missing genotypes (0.2%).
The results of the analysis are presented in Figure 5. The first thing to note is
that the Gaussian copula graphical model groups together markers that belong to
one chromosome, because of genetic linkage. In the diagonal of Figure 5(b), the
5 chromosomes of the Arabidopsis are clearly identifiable. If there is no linkage
disequilibrium, markers in different chromosomes should segregate independently; in
other words, there should be no conditional dependence relationships between markers
in different chromosomes. Existence of trans-chromosomal conditional dependencies
reveal the genomic signatures of epistatic selection. Figure 5 shows that our method
finds some trans-chromosomal regions that do interact. In particular, the bottom of
chromosome 1 and the top of chromosome 5 do not segregate independently of each
other. Beside this, interactions between the tops of chromosomes 1 and 3 involve
pairs of loci that also do not segregate independently. This genotype has been studied
extensively in Bikard et al. (2009). They reported that the first interaction we found
causes arrested embryo development, resulting in seed abortion, whereas the latter
interaction causes root growth impairment.
Furthermore, in addition to these two regions, we have discovered a few other trans-
chromosomal interactions in the Arabidopsis thaliana genome. In particular, two
adjacent markers, c1 − 13869 and c1 − 13926, in the middle of the chromosome 1
interact epistatically with the adjacent markers, c3 − 18180 and c3 − 20729, at the
bottom of chromosome 3. The sign of their conditional correlation score is negative
indicating strong negative epistatic selection during inbreeding. These markers there-
fore seem evolutionarily favored to come from different grandparents. This suggests
some positive effect of the interbreeding of the two parental lines: it could be that
the paternal-maternal combination at these two loci protects against some underlying
disorder or that it actively enhances the fitness of the resulting progeny.
17
Table 3: A summary of model fit to the Arabidopsis genotype data.
Model df Log-likelihood Deviance P-value
Fitted model 237 −1098.75
Saturated model 4005 193.35
Fitted model vs Saturated model 3768 2584.2 1
5.1.1 Fit of model to A.thaliana data
Calculating the deviance statistics D allows us to assess the goodness-of-fit of the
proposed method,
D = −2[`m(Θ̂)− `s(Θ̂)],
where `m(Θ̂) and `s(Θ̂) denote the log-likelihood of the observations for the fitted
model and the saturated model, respectively.
In our modeling framework, the log-likelihood of the fitted model corresponds to the
`Y (Θ̂λ) that we obtain from the equation (10). Taking out the penalty term from (4)
we obtain the non-penalized log-likelihood of the saturated model, as follows:
`s(Θ̂) = `Y (R¯) ∼= −n
2
log |R¯| − 1
2
np,
where R¯ is the estimated covariance matrix that can be calculated through either
Gibbs sampling or approximation approaches in sections 3.2 A or B.
Table 3 shows how well the proposed model fits the A.thaliana data. The χ2 test
with 3768 degrees of freedom gives a p-value of 1, indicating that the proposed model
fits the data adequately.
5.1.2 Evaluating the estimated network in A.thaliana
We use a non-parametric bootstrapping approach to determine the uncertainty asso-
ciated with the estimated edges in the precision matrix in A.thaliana. We generate
200 independent bootstrap samples — as described in section 3.4 — from the geno-
type data of Col-0 and Cvi-0 cross. For each 200 bootstrap samples, we apply the
proposed Gaussian copula graphical model as described in section 3. Furthermore,
we calculate the frequency of each entry in Θ˜b
λˆ
(b = 1, . . . , 200) have the same sign as
the estimated Θ̂λˆ from the original Cvi-0 and Col-0 genotype data. In Figure 6, we
report the corresponding relative frequencies for a sign match of each link across the
200 bootstrap samples.
Figure 6 shows the uncertainty associated with the epistatic interactions between
markers in chromosomes 1 and 5. In particular, in all bootstrap samples we in-
fer a positive epistatic interaction between markers c1-26993 and c5-02900. Also
their neighboring markers interact epistatically. Another region in the A.thaliana
genome that contains epistatic interactions is between chromosomes 1 and 3. In all
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Figure 6: The uncertainty associated with the estimation of the precision matrix in A.thaliana using the non-
parametric bootstrap. The off-diagonal elements represent the probability of having positive or negative epistatic
interactions between markers in different chromosomes in bootstrap versions of the data, whereas the “thick” diagonal
elements show the relative frequency of having links between neighboring markers within the chromosomes in the
bootstrapped data.
bootstrap samples, we infer positive epistatic interaction between markers c1-05593
and c3-02968, including their neighboring markers. Bikard et al. (2009) show that
these two regions cause arrested embryo development and root growth impairment in
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Figure 7: The inferred network for 1106 markers in the cross between B73 and Ki11 in maize using approximated
method in Gaussian copula graphical model.
A.thaliana, respectively. In addition to these two confirmed regions, we have found
other trans-chromosomal regions with potential epistatic interactions. For example,
two neighboring markers in chromosomes 1, namely c1-138669 and c1-13869, have
quite consistent negative epistatic interactions with the two neighboring markers in
chromosome 3, namely c3-20729 and c3-18180.
5.2 Genetic inbreeding experiment in maize
The Nested Association Mapping (NAM) initiative in maize populations is designed
to reveal the genetic structure of underlying complex traits in maize (McMullen et al.,
2009, Rodgers-Melnick et al., 2015). As part of this study, an inbred Ki11 maize line
was crossed with the B73 reference line. This genotype data contains 1106 markers
genotyped for 193 individuals. The B73 × Ki11 RIL is a diploid population with
three possible genotypes, k = 3. We applied our proposed approximation method
to the B73 × Ki11 sample, aiming to reveal genetic regions in the maize genome
that interact epistatically and may lead to maize disease, e.g. growth impairments,
lower fertility or sterility. Exploring genomic signatures of such high-dimensional
epistatic selection has so far been left unexplored in previous analyses of this essen-
tial crop. Figure 7 shows that certain loci on different chromosomes do not segregate
independently of each other. For instance, marker PZA02117.1 in chromosome 1
interacts with markers PZA02148.1 in chromosome 6, and marker PZA00545.26 in
chromosome 5 interacts with three adjacent markers PZA00466.1, PZA01386.3, and
PZA02344.1 in chromosome 9. Existence of such trans-chromosomal conditional de-
pendencies indicates marker-marker associations that are possibly due to epistatic
selection. Statistically speaking, conditional dependence relationships between phys-
ically unlinked pairs of genetic regions contribute to some disorders in this crop that
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affect its viability.
6 Discussion
Epistatic selection involves the simultaneous selection of combinations of genotypes at
two or more loci. Epistatic selection can create linkage disequilibrium (LD) between
loci, within and across chromosomes. These LD distortions point to genomic regions
undergoing selection. Epistasis is widespread but it may often go undetected due
to lack of statistical power due to testing multiple hypotheses in a possibly very
high-dimensional setting, experimental challenges due to the large sample sizes that
are required in order to detect significant interactions, and computational challenges
which relate to dealing with missing genotypes and the large number of tests to be
evaluated.
In this paper, we have introduced an efficient alternative method based on Gaussian
copula graphical models that models the phenomenon of epistasis sparsely in a high-
dimensional setting. It is important to remember that this model is the simplest
possible multivariate ordinal model as it uses the least number of parameters —
p(p−1)
2
as Θ is symmetric and the diagonal of Θ−1 is constrained to be 1 — to describe
the full multivariate dependence structure. The proposed method can handle missing
genotype values, and it captures the conditional dependent short- and long-range LD
structure of genomes and thus reveals “aberrant” marker-marker associations that
are due to epistatic selection rather than gametic linkage. Polygenic selection on
loci that act additively can easily be detected on the basis of strong allele-frequency
distortions at individual loci. Epistatic selection, by contrast, does not produce strong
locus-specific distortion effects but instead leads to pair-wise allele frequency changes.
The proposed method explores the conditional dependencies among large numbers of
genetic loci in the genome. To obtain a sparse representation of the high-dimensional
genetic epistatic network, we implement an `1 penalized likelihood approach. Other
extensions of Gaussian graphical models have also been proposed. Vogel and Fried
(2011) extend Gaussian graphical models to elliptical graphical models, whereas Fine-
gold and Drton (2009) provide a latent variable interpretation of the generalized par-
tial correlation graph for multivariate t-distributions. They also employ an EM-type
algorithm for fitting the model to high dimensional data.
In the application of our method to a Arabidopsis RIL, we discovered two regions
that interact epistatically, which had prior been shown to cause arrested embryo de-
velopment and root growth impairments. In addition, we employed our method to
reveal genomic regions in maize that also do not segregate independently and may
lead to lower fertility, sterility, complete lethality or other maize diseases. Although
Arabidopsis thaliana and Maize are both diploid species, nothing in our method is
limited to diploids. For triploid species, such as seedless watermelons, or even de-
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caploid species, such as certain strawberries, the method can be used to find epistatic
selection by merely adjusting the parameter k (from 3 to, respectively, 4 and 11).
Appendix
The following results on the conditional first and second moment of the truncated
normal are used in (8) and (9). Suppose a random variable X follows a Gaussian
distribution with mean µ0 and variance σ0. For any constant t1 and t2, X|t1 ≤ X ≤ t2
follows a truncated Gaussian distribution defined on [t1, t2]. Let 1 = (t1 − µ0)/σ0
and 2 = (t2 − µ0)/σ0, then the first and second moments are
E(X|t1 ≤ X ≤ t2) = µ0 + φ(1)− φ(2)
Φ(2)− Φ(1)σ0
E(X2|t1 ≤ X ≤ t2) = µ20 + σ20 + 2
φ(1)− φ(2)
Φ(2)− Φ(1)µ0σ +
1φ(1)− 2φ(2)
Φ(2)− Φ(1) σ
2
0
where Φ−1 defines the inverse function of CDF of standard normal distribution.
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7 Supplementary Materials
In the Gibbs sampler, all samples can be accepted except those obtained from a
burn-in period. To find how many iterations need to be discarded (burn-in samples)
we perform the Heidelberger-Welch test (Heidelberger and Welch, 1983). In this
convergence test the Cramer-von-Mises statistic is used to test the null hypothesis
that the sampled values derived from a stationary distribution. First the test is
performed on the whole chain, then on the first 10%, 20%, . . . of the chain until either
the null hypothesis is accepted, or 50% of the chain has been discarded. The output
of the test is either a failure, meaning that longer iteration is needed, or a pass which
then reports the number of iterations that needed to be discarded.
In the implementation of the method, we took 1000 burn-in samples in order to
generate randomly from the truncated normal distribution. We show here that this
amount of burn-in period is more than sufficient. As an example we apply this test
in the Arabidopsis genotype data to check the number of needed burn-in samples to
calculate the conditional expectation. Table 4 shows that many variables need only
one iteration to pass the stationary test. Only very few variables need either 151 or
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Figure 8: Randomness of the derived p-values from performing the Heidelberger-
Welch test in the Col × Cvi genotype data.
101 iterations to pass the stationary test. Furthermore, we compare the derived p-
values from the test with the randomly generated values from the uniform distribution
(see Figure 8). From Table 4 and Figure 8, we conclude that we do not need many
burn-in samples; fixing it to 1000 is sufficient.
Furthermore, we address the sufficient number of samples Z
(i)1
? , . . . , Z
(i)N
? that is
needed to calculate the mean of the expectation. To address this issue, in our sim-
ulations and the real data implementation we study the autocorrelation of samples
within each variable. In Figure 9 we show the results of the autoregressive plot for
the first 9 variables in the A.thaliana genotype data. This Figure shows that the ob-
tained samples for each variable are almost independent. Thus, we need few samples
to calculate the mean of the expectation.
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