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Abstract 
In this paper, we propose a new Convolutional Neural Network (CNN) with biologically inspired 
retinal structure and ON/OFF Rectified Linear Unit (ON/OFF ReLU). Retinal structure enhances input 
images by center surround difference of green-red and blue-yellow components, which in turn creates 
positive as well as negative features like ON/OFF visual pathway of retina to make a total of 12 
feature channels. This ON/OFF concept is also adopted to each convolutional layer of CNN. We prefer 
to call this ON/OFF ReLU. In contrast, conventional ReLU passes only positive features of each 
convolutional layer and may loose important information from negative features. Moreover, it also 
happens to loose learning chance if results are saturated to zero. However, in our proposed model, we 
use both positive and negative information, which provides a possibility to learn through negative 
results. We also present the experimental results conducted on CIFAR-10 dataset and atrial fibrillation 
prediction for health monitoring, and show how effectively the negative information and retinal 
structure improves the performance of conventional CNN. 
 
Keywords: Healthcare monitoring, neural network, deep learning, biologically inspired structure. 
1 Introduction 
In recent years, computational theories emulating the concept of receptive fields found in 
biological visual systems have achieved breakthroughs in the field of image processing. 
This concept has many kind of applications, such as saliency maps (Ban, Lee, & Lee, 2008; Itti & 
Koch, 2001) and convolutional neural networks (LeCun, Bottou, Bengio, & Haffner, 1998). Notably, 
Convolutional Neural Networks (CNN), a variant of deep neural networks, achieved significant 
success in the field of image processing, achieving state of the art performance and accuracy compared 
to other well-known frameworks.  
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The CNN structure consists of simple cells and complex cells. This structure is inspired by the 
receptive field structures which are found in the human primary visual cortex, first discovered by 
Hubel and Wiesel (Hubel & Wiesel, 1962). In the human brain, there are many kinds of receptive 
fields. In the visual pathway, we observe this at first in the retina. The retinal ganglion cells perform 
center surround difference (Werblin & Dowling, 1969) which was the motivation for saliency maps. 
This visual information passes through an ON/OFF path. In the saliency map model, the ON/OFF path 
is often considered simply as a rule of combining information (Kim, Okuno, Yagi, & Lee, 2011). But 
recent biological research indicates that the ON/OFF pathway continues separately until it becomes 
integrated in the primary visual cortex (Schiller, 2010). Also recent research shows that this separated 
path increases data transfer rate and amount of information (Gjorgjieva, Sompolinsky, & Meister, 
2014).         
Originally the activation of the receptive fields in the retina, which is called graded potential, is 
similar to the mathematical sigmoid function, so the actual signal known as neural spike is generated 
from ON/OFF ganglion cells. The frequency of neural spikes from ganglion cells is proportional to 
input graded potential with a threshold. A structure inspired by this can be found in CNNs, called 
Rectified Linear Unit (ReLU) (Glorot, Bordes, & Bengio, 2011). 
Based on these biological aspects, in this paper, we propose a new CNN to contain biological 
systems such as retinal structure which mimics ON/OFF visual pathway by modifying conventional 
ReLU to ON/OFF ReLU. By modifying the CNN in this way, we can create more brain like structures 
that also achieve better performance in image processing tasks. 
This paper is organized as follows: Following the introduction in Section 2, we will explain the 
proposed ON/OFF ReLU and its application for CNN. The experimental results will be shown in 
Section 3 and finally, in Section 4, we suggest conclusion and further works. 
2 Proposed Model 
2.1 ON/OFF rectified linear unit 
Similar to how the convolutional neural network was inspired by simple cells and complex cells in 
the human visual cortex, a key obstacle in training deep neural networks, the vanishing gradient 
problem, has been alleviated through a biologically inspired activation function which is called the 
Rectified Linear Unit (ReLU). 
The rectified linear unit was first proposed in the paper of Nair and Hinton (Nair & Hinton, 2010) 
which evaluated the effectiveness of ReLU for training Restricted Boltzmann Machine (RBM). This 
study demonstrated the advantages of ReLU units but its importance was reevaluated by Glorot et al. 
(Glorot et al., 2011) where it was found that the rectifier corresponded with biology in that early parts 
of the frequency response of neural spikes is similar to the rectifier. For the visual perception process, 
these neural spikes are found firstly in ON ganglion cells of the retina as mentioned in Introduction. 
Because of the relative ease of investigating the eye compared to other nervous systems, the structure 
of retina is well known and made possible the discovery of the ON/OFF visual pathway (Hartline, 
1938). This separation can generate more visual information (Gjorgjieva et al., 2014) but from an 
engineering point of view, this effect was not given serious consideration before. Laurent Itti, who 
created saliency map, also simply considered the ON/OFF path to be a rule of combining information. 
But recent findings from biological research show that the ON/OFF path has more meaning. For 
example, Julijana Gjorgjieva et al. (Gjorgjieva et al., 2014) evaluated the benefits of visual pathway 
splitting. They show that ON/OFF pathway increases information and reduces required spikes for the 
same information compared with ON/ON path way (Pitkow & Meister, 2012). The shape of the ReLU 
is similar to the frequency response of neural spikes, just as the sigmoid is similar with graded 
potential. It follows that ON/OFF ReLU carries more information than conventional ReLU. Kaiming 
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He et al. (He, Zhang, Ren, & Sun, 2015) proposed a generalized rectified linear unit which is called 
parametric rectified linear unit (PReLU). PReLU has negative information with adaptively learned 
ratio and specific learning rule. Comparisons of results of ReLU and PReLU show that PReLU is 
better for every image scale (He et al., 2015), so this result also supports the importance of negative 
information. In this paper, we consider both of these two aspects, positive information and negative 
information. 
Figure 1 shows the proposed structure of ON/OFF ReLU. While the conventional neural networks 
usually consider one activation function to generate output value, we use same weighted sum result for 
both positive and negative ReLU activation functions. The two channel information in the positive and 
negative ReLU induces doubled number of output values. Because of this change, we need to redefine 
the forward propagation and back propagation learning formulas. 
 
 
The ON ReLU is calculated the same as conventional ReLU by Equation (1) but because OFF 
ReLU is the reversed ReLU, it is calculated by Equation (2). 
 
ݕ௝ைே ൌ ݕ௝ ൌ ݉ܽݔ൫Ͳǡ σ ݓ௜௝ݔ௜ ൅ ݓ଴௝௡௜ୀଵ ൯    (1) 
 ݕ௝ைிி ൌ ݕ௠ା௝ ൌ ݉ܽݔ ቀͲǡ െ൫σ ݓ௜௝ݔ௜ ൅ ݓ଴௝௡௜ୀଵ ൯ቁ   (2) 
 
where ݕ௝ைே  is ݆௧௛  output value of ON ReLU which is same as the conventional ReLU and the 
argument is weighted sum, whereas ݕ௝ைிி  is output value of OFF ReLU, where ݊ is the number of 
previous nodes and ݓ଴௝ means bias. If the number of conventional ReLU output nodes was ݉, then 
the number of ON/OFF ReLU output nodes is doubled, ʹ ൈ ݉. These formulas itself are not difficult 
to apply but after this forward propagation, doubled number of results come out. Resultantly, the 
number of weights in a current layer is same with the conventional neural network, but the number of 
weight in the next layer will be double because of the negative ReLU output as well as postivie ReLU 
output. 
Another consideration is to update the weight values by error back-propagation learning 
(Rumelhart, Hinton, & Williams, 1988). Equation (3) shows the learning algorithm based on error 
back-propagation with steepest gradient descent method for the network with ON/OFF ReLU. 
 
ߜ௝ ൌ ߶ை௡ᇱ൫σ ݓ௜௝ݔ௜ ൅ ݓ଴௝௡௜ୀଵ ൯σ ݓ௝௞ߜ௞௟௞ୀଵ
൅߶ை௙௙ᇱ൫σ ݓ௜௝ݔ௜ ൅ ݓ଴௝௡௜ୀଵ ൯ σ ݓሺ௠ା௝ሻ௞ߜ௞௟௞ୀଵ
   (3) 
Figure 1: ON/OFF ReLU structure. Weighted sum results pass through ON/OFF ReLU. Result of ON ReLU 
is positive information and OFF ReLU is negative information. 
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In Equation (3), ߜ௝ is ݆௧௛ delta, ߶ை௡ is ON ReLU, ߶ை௙௙  is OFF ReLU, ݈ is the number of ݇௧௛ output 
and ݓ is weight between two nodes according to its subscript. The first term of delta formula indicates 
well known delta rule and the second term is additional negative information. Since the OFF ReLU 
results make an additional output, weights are trained by addition of the deltas for ON and OFF 
ReLUs. 
In general, delta calculation requires the derivative of activation function. Since we use the ON and 
OFF ReLU activation functions, the derivative of activation function is shown in Equation (4), which 
is positive and negative signum functions. Owing to those characteristics of ON/OFF ReLU, we do not 
suffer from any vanish gradient problem. 
 
 
߶ை௡ᇱሺݑሻ ൌ ቄͳݑ ൐ ͲͲݑ ൑ Ͳ
߶ை௙௙ᇱሺݑሻ ൌ ቄͲݑ ൒ Ͳെͳݑ ൏ Ͳ
     (4) 
 
2.2 Proposed convolutional neural network with ON/OFF ReLU 
CNN structure, which is inspired by the brain’s primary visual cortex, is the most popular deep 
neural network model for image recognition. The operation itself is similar to conventional image 
processing but the significant difference is that the kernels are learned by a supervised learning 
process, rather than specified by human experts. When training is successful, the learned kernels 
reflect the common characteristics of training samples. 
The philosophy of conventional CNN is to find features through end-to-end training without any 
preprocessing. In the human visual processing system, we can find an image enhancement step in our 
retina. A faithful reconstruction of the retinal structure should yield a total number of 12 output 
features from a color input image, i.e. RGB 3 channels.  
Another key feature that motivates our model is the on/off pathway in the retina, modeled by the 
OFF ReLU, which adds the concept of negative information, which is not found in conventional ReLU.  
In CNN, ReLU performs the critical task of nonlinearity (Maas, Hannun, & Ng, 2013). It only 
passes positive information that it receives from the trained kernels. Without this nonlinearity, the 
CNN structure is merely a linear system. The problem then was to find a way to use negative 
information without losing ReLU’s role in nonlinearity. 
To solve this problem, the proposed model separates its path into two ways, positive and negative, 
through ON and OFF ReLU. The positive path is identical to that of the conventional CNN with 
conventional ReLU. But input features that were used for the positive path are also passed to the 
negative path through OFF ReLU. This in effect creates additional features which are called negative 
features. Therefore the total number of output features is doubled. 
Figure 2 shows how the convolutional network is constructed. Input image size is fixed to 32x32, 
and 3 channels for RGB features are passed as input to the first layer of CNN. The result of the first 
convolution is a 32 channel feature with the same size of 32x32. Then subsampling performed with 
2x2 size max pooling to yield features of size 16x16. The convolution operation in the CNN is the 
same as the weighted sum of neural network, after which the values are passed to the ON/OFF ReLU. 
ON/OFF ReLU doubles the number of inputs, so the result is 32 features of size 16x16. This operation 
is performed repeatedly through layer 2 and layer 3. The output of layer 2 is 32 channel, size 8x8 
features and the output of layer 3 is 64 channel, size 4x4 features. This feature map is vectorized to 
1024 input nodes and are passed through a fully connected layer. The final number of classes is 10 for 
CIFAR-10 dataset and 2 for atrial fibrillation prediction problem. 
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To evaluate the performance of ON/OFF ReLU, in this paper, we developed this model based on 
the model of Alex Krizhevsky (Krizhevsky & Hinton, 2009). The size of input is 32x32 and the model 
consists of three convolution layers with the size of 5x5 convolutional kernels. 
3 Experimental Results 
3.1 Evaluating the effect of ON/OFF rectified linear unit 
The expected role of ON/OFF ReLU is to provide additional negative information that will 
enabling the learning of features of the sample class that have been previously ignored. To see the 
effect of ON/OFF ReLU, we performed comparisons with the conventional CNN. We used the same 
parameters in both models to achieve objective comparison results. 
The comparison is carried out in two different ways. One is to include negative features 
additionally, and the other is to replace half of the features with negative features. Because the 
ON/OFF ReLU changes structure, originally we cannot do a complete comparison. The method of 
including negative features doubles the number of output features, and thus increases the size of model. 
The other experiment is to make the size of the output be the same as the original CNN, and cuts in 
half the original output, filling the remaining half with negative features. This keeps the number of 
outputs the same as the original. But this method also has a problem. Because the negative features do 
not need to be trained, the actual number of kernels is decreased in half. It means that the size of the 
model is decreased so the capacity of this model should be decreased compared to the original model. 
Table 1 shows performance comparison result between conventional ReLU and proposed ON/OFF 
ReLU.  
The proposed model is tested with the CIFAR-10 dataset (Krizhevsky & Hinton, 2009). The 
CIFAR-10 dataset consists of 60,000 color images with size of 32x32. The number of classes is 10, 
which consist of 6,000 images per class. There are 50,000 training images and 10,000 test images.  
The dataset is divided into five training batches and one test batch. Each of batch contains 10,000 
images. The test batch contains 1,000 randomly selected images from each class. The training batches 
Figure 2: Overall structure of proposed model. The layer that the size of output is same as input indicates the 
convolutional operation. The layer that the size of output is less than input indicates the subsampling. Subsampled 
features passes through not only ON ReLU but also OFF ReLU therefore it makes doubled number of output from 
input. In the end the fully connected layer gives output. 
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consist of other images which remain with random order. Between this, the training batches contain 
5,000 images from each class. 
The experiments were performed with the Caffe deep learning framework developed by Berkeley 
Vision and Learning Center (Jia et al., 2014). The baseline model of the experiments is the CNN 
model of Alex Krizhevsky, which is called AlexNet (Krizhevsky & Hinton, 2009). There are two 
types of models: One is a quick model consisting of 32 kernels for the first and second layers, 64 
kernels for the third layer, and finally MLP with 64 hidden nodes and 10 output nodes. The other is the 
full model which consists of the as same number of features as the quick model but with a 
normalization process included between each layer, and a fully connected final output layer instead of 
an MLP. For the experiment, we used full model to retrieve best performance. 
For the feature enhancing comparison, i.e. using additional features generated from ON/OFF 
ReLU, we increased the number of output to match number of trained kernels. The result, which is 
shown in second column of Table 1, indicates that additional negative information can offer extra 
training opportunity to increase performance. 
For the feature reducing comparison, i.e. only training half number of original kernels, we reduced 
number of kernels to match number of output. Since the ON/OFF ReLU provides doubled number of 
features compare with conventional ReLU, we have reduced the number of trained features to half of 
the original to match the number of outputs. The result, which is shown in third column of Table 1, 
indicates that even if we decrease the number of training kernels, the negative information can solve 
the lack of information efficiently. To support this opinion, we also performed another experiment 
with conventional CNN which only contains half of original number of features as shown in the fourth 
column of Table 1. From the -3.51% accuracy loss, negative information recovered 2.50% accuracy. 
 
 
Conventional 
CNN 
PReLU  
Conventional 
CNN 
with half 
features 
ON/OFF 
ReLU 
with half 
features 
ON/OFF 
ReLU 
(proposed) 
Accuracy 81.86% 81.87% 78.35% 80.85% 83.58% 
Standard 
deviation 
0.16% 0.10% 0.31% 0.07% 0.17% 
Accuracy 
gain 
- 0.01% -3.51% -1.01% 1.72% 
Table 1: Performance comparison result between conventional ReLU and proposed ON/OFF ReLU 
The comparison result between ON/OFF ReLU and PReLU was also evaluated. PReLU is another 
modified ReLU which was proposed by He et al. of Microsoft Research (He et al., 2015). The Caffe 
framework offers PReLU function internally, so accuracy gain of PReLU function evaluated with the 
same condition. PReLU showed performance increase for ILSVRC2012 ImageNet dataset from the 
paper (He et al., 2015) of 1.18% accuracy gain, from 66.18% to 67.36%. But for the CIFAR-10 
dataset, the effect was not so significant, at 0.01% accuracy gain. 
This 1.72% accuracy gain and 2.50% performance recovery is significant compared to other 
techniques. For example, the dropout technique has increased the performance of CNN on CIFAR-10 
dataset by a 0.66% gain (Srivastava, Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014) and 
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hyperparameter optimization increased the performance by 2.98% (Snoek, Larochelle, & Adams, 
2012). Because hyperparameter optimization takes very long time, the proposed model is easier and 
effective way for increasing performance. 
The reason why the proposed model increases performance is its capability to preserve negative 
information. Conventional ReLU has a saturation part which suppresses negative values for 
generalization performance, but this may lead to the loss of useful information, such as the degree to 
which a value was negative. If we simply use linear activation, the network can be converted as a 
linear function and we cannot obtain nonlinearity in the neural network. To solve this problem we 
adopted separated activation functions to preserve negative information and maintain generalization. 
The PReLU can also carry negative information and yield nonlinearity, but because the PReLU does 
not have a saturation part, we could lose generalization performance. 
The state of the art performance results for the CIFAR-10 dataset was achieved by various 
approaches. Without data augmentation, Deep Supervised Networks (DSN) achieved 90.23% accuracy 
(Lee, Xie, Gallagher, Zhang, & Tu, 2014). They suggested a novel objective function that considers 
not only the final output error, but is also discriminative of each hidden output. Another result was 
achieved from the connectionist perspective. The Network In Network (NIN) has achieved 89.59% 
accuracy without data augmentation (Lin, Chen, & Yan, 2013). They included an MLP structure to 
each convolution kernel. Those methods are based on a big structural change to the conventional CNN 
and also greatly increase training time. Without resorting to a big structural change of conventional 
CNN, the proposed model can increase the performance, and is easily adoptable to any other CNN 
structures. 
3.2 Atrial Fibrillation Prediction 
We also applied this method to the atrial fibrillation prediction problem. The data used is not 
public, but was gathered and labeled by the medical doctor Yoonnyun Kim and his team.  
 
 
We used a roughly 14 minutes length of heart beat ECG data from one patient and transformed this 
to spectrogram form with a 30 seconds window for each 1 second step. We divided this spectrogram 
in overlapped 1 minute images with 1 second stride. Finally the total number of image was 871. 
We separated the data into two classes. From the beginning, about 10 minutes data were 
considered as normal state and after 10 minutes, until the occurrence of atrial fibrillation, about 4 
Figure 3: Input spectrogram data example and its output. Even if human cannot understand the difference, the 
network accurately recognizes the difference. 
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minutes data were considered to be the abnormal state. From this data, 87 samples were randomly 
selected for test and never used for training, therefore 784 number of spectrogram images were used 
for training. 
This is one example of the ON/OFF ReLU usage. Even if this appears impossible for human expert 
(such as medical doctor) to classify normal case and abnormal case as shown in Figure 3, the CNN can 
discriminate the difference. The only change is size of input as 100x133 and output as 2.  
After 30,000 iterations, the conventional CNN achieved 100% accuracy as same as ON/OFF Net. 
But only after 10,000 iteration, The ON/OFF Net achieved better performance at 95.40% than 
conventional model at 90.80%. Therefore we can expect that the ON/OFF ReLU is more efficient for 
discriminated difficult classification task. 
4 Conclusion 
In this study, inspired by the human visual pathway, we tried to model this mechanism to improve 
convolutional neural network. The first stage of our visual pathway, the retina, consists of two 
different pathways, called ON path and OFF path. When the photoreceptor is illuminated, ON bipolar 
cell is activated and when illumination ceases, OFF bipolar cell is activated (Schiller, 2010). The 
information from the two pathways never merge until entrance to the primary visual cortex. This 
process corresponds to separation of color opponency information as positive and negative.  
The frequency of neural spikes generated from ganglion cells is proportional to input graded 
potential with a particular threshold. This frequency response corresponds to rectified linear unit 
(ReLU). The amplitude of the output value is proportional to the input value and the threshold 
corresponds to bias. If the ReLU is similar with the functionality of ganglion cell, we can accept the 
concept of ON/OFF path also. Based on this key idea, we define ON and OFF rectified linear unit 
(ON/OFF ReLU). 
Visual information finally enters visual cortex and the visual cortex recognizes the visual 
information. The visual cortex corresponds to convolutional neural network (CNN). The CNN 
structure is already inspired by biological findings about the primary visual cortex. The convolutional 
layer corresponds to simple cells and the pooling layer corresponds to complex cells in the primary 
visual cortex. Recently, most CNN models use ReLU as the activation function and the ReLU 
corresponds to the frequency response of active potential of our neuron. Our proposed model 
corresponds well to our visual processing mechanism itself. 
Although our key concepts were biologically motivated, they also correspond well to principles in 
engineering. The importance of negative information is a well known aspect in the research of 
machine learning, but has not been given much consideration in neural network research. Because we 
already know negative information offers more information about the data, we can easily expect that 
negative information will increase the performance of our model. 
Experimental results indicate that this negative information is effective. For the retinal structure, 
the negative information generated more features from input data and this allowed the model to learn 
well the characteristic of data. The experiment of retinal structure shows the effect of this structure. In 
this aspect, we developed ON/OFF ReLU to consider negative information that conventional ReLU 
ignored. When we tried to use negative information, preserving the generalization effect of the 
saturation part of conventional ReLU was a problem. However, by following biological hints, this 
problem is naturally solved by separating the pathways of information. Because this structure 
increased the number of features, we expected that this structure will increase the performance of the 
model. Experimental results show the effect of ON/OFF ReLU. As we expected, additional negative 
information significantly increased the performance. Compared to another modified ReLU which 
considers negative information, PReLU, our proposed model shows relatively higher performance and 
this result indicates that the separation of information is more effective. The other experimental results 
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also show impressive results. Even if we cut the number of kernels in half, negative information can 
effectively remedy this lack of information. This result indicates that negative information is very 
important characteristic of data. 
Also we applied this to health data, especially to atrial fibrillation prediction. Even if the problem 
seems too difficult from a human’s point of view, the proposed CNN with ON/OFF ReLU perfectly 
discriminated and learned faster than conventional CNN. 
Although we successfully mimicked a key aspect of human visual processing, the proposed model 
is not enough to explain human perception mechanism. In future work, we need to solve the higher 
level perception and cognition problems. Higher order neural network is one possible candidate. 
Through high level information processing, we can not only understand data better, but also 
understand more about context information or the relationship between different information. 
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