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Abstract
In this work, the Riemann-Hilbert problem for the integrable three-component coupled
nonlinear Schro¨dinger (itc-CNLS) equation is formulated on the basis of the corre-
sponding 4 × 4 matrix spectral problem. Furthermore, by applying nonlinear steepest
descent techniques to an associated 4 × 4 matrix valued Riemann-Hilbert problem, we
can find leading-order asymptotics for the Cauchy problem of the itc-CNLS equation.
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1. Introduction
As we all know, distinct approaches [1]-[13] had been presented to analyze the
nonlinear problems, among which the inverse scattering transform (IST) [14] had been
successfully applied to many important integrable systems. Particularly, Zakharov and
his collaborator [15] developed a Riemann-Hilbert formulation [16]-[24] which is a5
modern version of IST. At the beginning of the 90’s, the nonlinear steepest descent
technique (also called Deift-Zhou method) introduced by Deift and Zhou [25] present
a detailed rigorous proof to analyze the time asymptotic behaviors of the nonlinear
integrable partial differential equations (PDEs). This technique was inspired by ear-
lier work of Its [26] and Manakov [27]; for a detailed historical information, please10
see Ref.[28], further developed by Deift, Venakides, and Zhou [29]. This technique
has been successfully applied in determining asymptotic formulas for the initial value
problems of a large number of integrable systems associated with 2 × 2 and 3 × 3
Lax pairs such as nonlinear Schro¨dinger (NLS) equation, KdV equaton, modified KdV
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equation, sine-Gordon (SG) equation, Camassa-Holm (CH) equation, derivative NLS15
equation, Sasa-Satsuma (SS) equation, coupled NLS equation etc [30]-[47].
More recent years, the investigation of multi-component NLS equations has been
paid much attention, since they can describe a variety of complex physical phenom-
ena and admit more abundant dynamics of localized wave solutions than ones in the
scalar equations. In this work, we therefore focus on the well-known integrable three-
component coupled NLS (itc-CNLS in brief) equation [48]-[51], whose expression
yields 
iq1,t +
1
2
q1,xx +
(
|q1|2 + |q2|2 + |q3|2
)
q1 = 0,
iq2,t +
1
2
q2,xx +
(
|q1|2 + |q2|2 + |q3|2
)
q2 = 0,
iq3,t +
1
2
q3,xx +
(
|q1|2 + |q2|2 + |q3|2
)
q3 = 0, (x, t) ∈ R × [0,+∞),
q1(x, 0) = q1,0(x), q2(x, 0) = q2,0(x), q3(x, 0) = q3,0(x),
(1.1)
where qi(x, t)(i = 1, 2, 3) are complex-valued. Besides, q1(x, 0), q2(x, 0),q3(x, 0) lie in
the Sobolev space
H1,1(R) =
{
f (x) ∈ L 2(R) : f ′(x), x f (x) ∈ L 2
}
.
To our knowledge, much research work has been done for three-component models
[52]-[54]. For example, the initial-boundary value (IBV) problem for general the itc-
CNLS equation (1.1) on a finite interval is investigated via the Fokas method [53].
Besides, in Ref.[54] the authors derive novel dark-bright solion solutions for the itc-20
CNLS equation (1.1) and study the resulting soliton interactions. Recently, Tian have
studied the IBV problems for the two-component NLS equation on the interval and on
the half-line [55, 56]. However, the long-time asymptotics for the itc-CNLS equation
(1.1), to the best knowledge of the authors, has never been reported up to now.
As we all know, the Deift-Zhoumethod is a powerful technique to analyze the long-25
time asymptotics for integrable nonlinear PDEs. However, since the itc-CNLS equation
(1.1) admits a 4 × 4 matrix spectral problem, the RHP for the itc-CNLS equation [54]
is rather complicated to derive. The research in this work, to the best knowledge of
the authors, has not been considered so far. The chief purpose of the present article is
to analyze the long-time asymptotics for the itc-CNLS equation (1.1) by utilizing the30
RHP via nonlinear steepest descent technique.
T
2. Riemann-Hilbert Problem
The itc-CNLS equation (1.1) is of course completely integrable, it admits the result
of the compatibility between the following linear differential equations [48]ψx = (iλσ + U)ψ,ψt = (iλ2σ + V)ψ, (2.1)
2
with
σ = diag(1, 1, 1 − 1), U(x, t) = i
(
0 q†
q 0
)
,
q =

q1
q2
q3
 , V = λU + i(Ux + U2)σ/2, (2.2)
where the superscript “†” means Hermitian conjugate of a matrix, and Ψ = Ψ(x, t, λ) is
a column vector function of the spectral parameter λ.35
In the following, by introducing a new matrix function
ψ(x, t; λ) = µ(x, t; λ)ei(λx+iλ
2t)σ. (2.3)
Then the spectral problem (2.1) givesµx(x, t; λ) − iλ[σ, µ(x, t; λ)] = U(x, t)µ(x, t; λ),µt(x, t; λ) − iλ2[σ, µ(x, t; λ)] = V(x, t; λ)µ(x, t; λ). (2.4)
We next present two eigenfunctions µ±(x, t; λ) of x-part of (2.4) by the following
Volterra type integral equations
µ± = I +
∫ x
±∞
eiλ(x−ξ)σˆ[U(ξ, t)µ±(ξ, t; λ)]dξ, (2.5)
where σˆ represents the operators which act on a 4 × 4 matrix Ω by σˆ = [σ,Ω]. Then
eσˆ = eσΩeσ.
It can therefore be shown that the functions µ± are bounded and analytical for λ ∈ C,
while belongs to µ+ : (C+,C+,C+,C−),µ− : (C−,C−,C−,C+),
where C+ and C− represent the upper and lower half complex λ-plane, respectively.
Here taking iλσ = diag(z1, z2, z3, z4), we then haveC+ = {λ ∈ C|Rez1 = Rez2 = Rez3 > Rez4} ,
C− = {λ ∈ C|Rez1 = Rez2 = Rez3 < Rez4} .
(2.6)
The solutions of differential equation (2.4) can be related by a matrix independent of x
and t. As a result
µ−(x, t; λ) = µ+(x, t; λ)ei(λx+iλ
2t)σˆs(λ). (2.7)
Evaluation at t=0 arrives at
s(λ) = lim
x→+∞
e−iλxσˆµ−(x, 0; λ),
i.e.,
s(λ) = I +
∫
+∞
−∞
eiλxσˆ
[
U(x, 0)µ−(x, 0; λ)
]
dx.
3
The fact that U is traceless together with Eq.(2.5) indicates
det(µ±(x, t; λ)) = 1.
As a consequence, one can obtain
det(s(λ)) = 1. (2.8)
Additionally, we can know that
U = −U†.
Then from (2.1) we find
ψAx (x, t; λ) = (iλσ + U(x, t))
T ψA(x, t; λ), (2.9)
with ψA(x, t; λ) = (ψ−1(x, t; λ))T , where the superscript ‘T’ represents a matrix trans-
pose. As a result, we have
ψ†(x, t; λ¯) = ψ−1(x, t; λ). (2.10)
These relations mean that the eigenfunctions µ±(x, t; λ) meet
µ†±(x, t; λ¯) = µ
−1
± (x, t; λ), (2.11)
in which ‘†’ represents the Hermitian conjugate. To sum up, the matrix-valued function
s(λ) admits the following symmetry
s†(λ¯) = s−1(λ). (2.12)
In the next moment, without otherwise specified, by matrix blocking we rewrite the
5 × 5 matrix A as
A =
(
A11 A12
A21 A22
)
,
where A11 is a 3 × 3 matrix and A22 is scalar. It follows from (2.7)-(2.12) that
s
†
22
(λ¯) = det (s11(λ)) , s
†
12
(λ¯) = −s21adj(s11(λ)), (2.13)
where adj(B) represents the adjoint matrix of matrix B. Because of the above expres-
sion (2.13), we can rewrite s(λ) as
s(λ) =
(
a(λ) −adj(a†(λ¯))b†(λ¯)
b(λ) det(a†(λ¯))
)
, (2.14)
where a(λ) is a 3 × 3 matrix-valued function and b(λ) is a row vector-valued function.
It follows that a(λ) and b(λ) meet
a(λ) = I +
∫
+∞
−∞
q†(ξ, 0)µ−,21(ξ, 0; λ)dx,
b(λ) = −
∫
+∞
−∞
e2iξλq(ξ, 0)µ−,11(ξ, 0; λ)dx.
(2.15)
4
Obviously, it is not hard to see that a(λ) is analytic in C+.
Theorem 2.1. Let M(x, t; λ) be analytic for λ ∈ C \ R and satisfy the following RHP M+(x, t; λ) = M−(x, t; λ)J(x, t; λ), λ ∈ R,M(x, t; λ) → I, λ → ∞, (2.16)
where
J(x, t; λ) =
( I −e−itΘγ†(λ¯)
−e−itΘγ(λ) 1 + γ(λ)γ†(λ¯)
)
, (2.17)
and
M±(x, t; λ) = lim
ǫ→0+
M(x, t; λ±iǫ), Θ(x, t; λ) = 2
(
λx
t
+ λ2
)
, γ(λ) = b(λ)a−1(λ), (2.18)
with γ(λ) ∈ H1,1(R) and supλ∈R γ(λ) < ∞. Then the solution of this RHP exists and is
unique. Take
q(x, t) =

q1
q2
q3
 = 2 limλ→∞(λM(x, t; λ))21, (2.19)
which can tackle the Cauchy problem of the itc-CNLS equation (1.1).
Proof. The existence and uniqueness for the solution of the above RHP is a conse-40
quence of a “vanishing lemma” for the associated RHP with the vanishing condition at
infinity M(λ) = O(1/λ)(λ → ∞). This result holds because the jump matrix J(x, t; λ)
is positive definite (also see Ref.[57]).
From the symmetries of jumpmatrix J(x, t; λ), one gets that M(x, t; λ) and (M†)−1(x, t; λ)
suit the same RHP (2.17). As the uniqueness for the solution of the RHP, we can get
M(x, t; λ) =
(
M†
)−1
(x, t; λ). (2.20)
Note that the asymptotic expansion of M(x, t; λ)
M(x, t; λ) = I + M1(x, t)
λ
+
M2(x, t)
λ2
+
M3(x, t)
λ3
+ · · · , λ → ∞,
which shows that (M1)12 = −(M1)21.
We next derive that q(x, t) determined by (2.19) solves the itc-CNLS equation (1.1)
with the help of the dressing method. Take Mx = L M + iλ[σ, M] + UM,Mt = N M + iλ2[σ, M] + VM, (2.21)
where U and V are expressed by (2.2). A simple computation can lead to
(L M)+ = (L M)− J, (N M)+ = (N M)− J.
If q can be given by (2.19), the L M admits the homogeneous RHP (L M)+ = (L M)− J,(L M) = O(1/λ), λ → ∞, (2.22)
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which arrives at
L M = 0. (2.23)
Furthermore, by comparing the coefficients of O(1/λ) in the asymptotic expansion of
(2.23), one can have
M
(O)
1
= −iσU/2,
[
M
(D)
1
]
x
= iσU2/2,
where the superscripts “(O)” and “(D)” represent the off-diagonal and diagonal parts of
block matrix, respectively. As a consequence,N M meets the following homogeneous
RHP  (N M)+ = (N M)− J,(N M) = O(1/λ), λ → ∞,
which means that
N M = 0. (2.24)
The compatibility condition of (2.22) and (2.24) gives the itc-CNLS equation (1.1).45
This indicates that q(x, t) given by (2.19) can solve the itc-CNLS equation (1.1).
3. Long-Time Asymptotics
Inspired by earlier works of Deift and Zhou [25], the stationary point of Θ(λ) is
given by λ0, i.e.,
dΘ
dλ
= 0, where λ0 = −x/4t, as a result, Θ = λ2 − 2λ0λ. Here we put
our attention to physically interesting region |λ0| ≤ C, in which C is a constant.50
3.1. Factorization of the Jump Matrix
We now consider that the jump matrix admits two distinct factorizations
J =

( I 0
e−itΘγ(λ) 1
) ( I −e−itΘγ†(λ¯)
0 1
)
, I − e−itΘγ
†
(λ¯)
1+γ(λ)γ†(λ¯)
0 1


(
I + γ†(λ¯)γ(λ)
)−1
0
0 1 + γ(λ)γ†(λ¯)

 I 0− e−itΘγ(λ)
1+γ(λ)γ†(λ¯) 1
 .
We next present a function δ(λ) as the solution of the matrix problem δ+(λ) =
(
I + γ†γ
)
δ−(λ), |λ| < λ0,
δ(λ)→ I, λ → ∞.
(3.1)
As the jump matrix
(
I + γ†γ
)
is positive definite, the vanishing lemma arrives at the
existence and uniqueness of the function δ(λ). Additionally, we have det(δ+(λ)) =
(
1 + |γ|2
)
det(δ−(λ)), |λ| < λ0,
det(δ(λ))→ 1, λ → ∞.
(3.2)
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From the positive definiteness of the jump matrix I + γ†γ and the vanishing lemma
[57], one can infer that δ exists and is unique. A simple and direct calculation reveals
that det δ can be solved by the Plemelj formula [57]
det(δ(λ)) = eχ(λ), (3.3)
where
χ(λ) =
1
2πi
∫ λ0
−∞
 log
(
1 + |γ(ξ)|2
)
ξ − λ
 dξ.
In practice, the above integral is singular as λ → λ0. We therefore write the integral in
the another form∫ λ0
−∞
 log
(
1 + |γ(ξ)|2
)
ξ − λ
 dξ = log (1 + |γ(λ0)|2) log(λ − λ0)
− log
(
1 + |γ(λ0)|2
)
log(λ − λ0 + 1)
+
∫ λ0−1
−∞
 log
(
1 + |γ(ξ)|2
)
ξ − λ
 dξ
+
∫ λ0−1
λ0
 log
(
1 + |γ(ξ)|2
)
− log
(
1 + |γ(λ0)|2
)
ξ − λ
 dξ,
which can indicate that all the terms with the exception of the term log(λ − λ0) are
analytic for λ in a neighborhood of λ0. As a result, det δ can be written in the following
expression
det(δ(λ)) = (λ − λ0)iνeχ˜(λ),
where 
ν = − 1
2π
log
(
1 + |γ(λ0)|2
)
< 0,
χ˜(λ0) =
1
2πi

∫ λ0−1
−∞
 log
(
1 + |γ(ξ)|2
)
ξ − λ
 dξ
+
∫ λ0−1
λ0
 log
(
1 + |γ(ξ)|2
)
− log
(
1 + |γ(λ0)|2
)
ξ − λ
 dξ
 .
In addition, for |λ| < λ0, it follows from (3.1) that
lim
ǫ→0+
δ(λ − iǫ) =
(
I + γ(λ)†γ(λ)
)−1
lim
ǫ→0−
δ(λ + iǫ).
If we set f (λ) =
(
δ†(λ¯)
)−1
, we then get
f+(λ) =
(
I + γ†(λ)γ(λ)
)
f−(λ).
Thus, we know (
δ†(λ¯)
)−1
= δ(λ). (3.4)
7
Putting (3.4) into (3.1) yields
|δ−(λ)|2 =

2 − |γ(λ)|
2
1 + |γ(λ)|2 , λ < λ0,
2, λ > λ0,
|δ+(λ)|2 =

2 +
|γ(λ)|2
1 + |γ(λ)|2 , λ < λ0,
2, λ > λ0,
| det δ−(λ)| ≤ 1, | det δ−(λ)| ≤ 1 + |γ(λ)|2 < ∞,
for fixed λ ∈ R. Similar to Ref.[43], after a direct calculation, we can obtain
|δ(λ)| ≤ const < ∞, | det (δ(λ)) | ≤ const < ∞, (3.5)
for all λ, where we define |A| =
√(
trA†A
)
for all A. Then define
∆(λ) =
(
δ(λ)−1 0
0 det (δ(λ))
)
.
and
ρ(λ) =

−γ(λ)
1 + γ(λ)γ†(λ¯)
, λ < λ0,
γ(λ), λ > λ0,
Introduce
M∆(x, t; λ) = M(x, t; λ)∆−1(x, t; λ), (3.6)
and reverse the orientation for λ > λ0 as seen in Fig.1, then M
∆ admits the following
RHP  M
∆
+(x, t; λ) = M
∆
−(x, t; λ)J
∆(x, t; λ), λ ∈ R,
M∆(x, t; λ)→ I, λ → ∞, (3.7)
where
J∆ =
 I eitΘδ−1− (λ)ρ†(λ¯)det δ−(λ)
0 1

( I 0
e−itΘ det δ+(λ)ρ(λ)δ+(λ) 1
)
.
In the next subsection, we deform the contour. It is very convenient to analyze analytic
approximations of ρ(λ).
8
Figure 1. The oriented contour on R.55
3.2. Decomposition of ρ(λ)
Let L denote the contour
L :
{
λ = λ0 + αe
3πi
4 : −∞ < α < +∞
}
. (3.8)
Lemma 3.1 The vector-valued function ρ(λ) has a decomposition
ρ(λ) = R(λ) +H1(λ) +H2(λ), λ ∈ R, (3.9)
where R(λ) is piecewise rational and H2(λ) is analytically and continuously extended
to L. In addition,H1(λ) andH2(λ) satisfy
∣∣∣e−itΘ(λ)H1(λ)∣∣∣ . 1(
1 + |λ − λ0|2) tl , λ ∈ R,∣∣∣e−iTθ(λ)H2(λ)∣∣∣ . 1(
1 + |λ − λ0|2) tl , λ ∈ L,
(3.10)
where positive integer l is free. Taking the Schwartz conjugate
ρ†(λ¯) = H†
1
(λ¯) +H†
2
(λ¯) + R†(λ¯), (3.11)
leads to the same estimate for eitΘ(λ)H†
1
(λ¯), eitΘ(λ)H†
2
(λ¯) and eitΘ(λ)R†(λ¯) on the contour
R ∪ L¯.
Proof. As λ ≥ λ0, ρ(λ) = γ(λ). With the help of the Taylor’s expansion, we have
(λ − λ0 − i)m+5 ρ(λ) =
m∑
j=0
ρ j (λ0) (λ − λ0) j
+
1
m!
∫ λ
λ0
((ξ − λ0 − i)m+5ρ(ξ))(m+1)(ξ)(λ − ξ)mdξ,
9
and define
R(λ) =
m∑
j=0
ρ j(λ0) (λ − λ0) j / (λ − λ0 − i)m+5 , H(λ) = ρ(λ) − R(λ).
Then the following expression holds
d jρ(λ)
dλ j
∣∣∣
λ=λ0
=
d jR(λ)
dλ j
∣∣∣
λ=λ0
, 0 ≤ j ≤ m.
For fixed m ∈ Z+, we next assume that m is of the form
m = 3p + 1, p ∈ Z+,
for convenience. As the map λ 7→ Θ(λ) = 2(λ2 − 2λ0λ) is one-to-one in λ ≥ λ0, we
define
f (Θ) =

(λ − λ0 − i)p+2
(λ − λ0)p H(λ) =
(λ − λ0)2p+2
(λ − λ0 − i)2p+4
, Θ ≥ −2λ20,
0, Θ ≤ −2λ20,
(3.12)
where
g(λ) =
1
m!
∫ 1
0
(
(· − λ0 − i)m+5ρ(·)
)(m+1)
(λ0 + ξ(λ − λ0)) (1 − q1)mdξ,
which implies that ∣∣∣∣∣∣d
jg(λ)
dλ j
∣∣∣∣∣∣ . 1, λ ≥ λ0. (3.13)
By making use of the Fourier transform, we have
f (Θ) =
1√
2π
∫
+∞
−∞
eisΘ fˆ (s)ds,
where
fˆ (s) =
1√
2π
∫
+∞
−∞
e−isΘ fˆ (Θ)dΘ,
Thus, as 0 ≤ j ≤ p + 1,
∫
−2λ2
0
∣∣∣∣∣∣d
j f (Θ)
dΘ j
∣∣∣∣∣∣
2
dΘ =
∫
+∞
λ0
∣∣∣∣∣∣ (λ − λ0)
2p+2− j
(λ − λ0 − i)2p+4
∣∣∣∣∣∣
2
(λ − λ0)dλ . 1.
Resorting to the Plancherel theorem, we have∫
+∞
−∞
(
1 + s2
) j ∣∣∣ fˆ (s)∣∣∣2 ds . 1, 0 ≤ j ≤ p + 1.
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We now present the decomposition ofH(λ) as follows
H(λ) = (λ − λ0)
p
√
2π(λ − λ0 − i)p+2
∫
+∞
t
eisΘ fˆ (s)ds +
(λ − λ0)p√
2π(λ − λ0 − i)p+2
∫ t
−∞
eisΘ fˆ (s)ds
= H1(λ) +H2(λ).
For λ ≥ λ0, we obtain
∣∣∣e−itΘ(λ)H1(λ)∣∣∣ . |λ − λ0 − i|−2√
2π
∫
+∞
t
| fˆ (s)|ds . |λ − λ0 − i|−2 t−p−
1
2 , (3.14)
where 0 ≤ r ≤ p + 1. For λ on the line {λ : λ0 + ǫe 3πi4 }, ǫ < 0, we have∣∣∣e−itΘ(λ)H2(λ)∣∣∣ . |λ − λ0 − i|−2 t−p/2, (3.15)
Here m = 3p + 1 is sufficiently large such that p − 1/2 > p/2 are greater than l. The60
proof finishes here. Then the another case is also similar.
Figure 2.The orient jump contour Σ and domains {Ω j}61.
3.3. First Contour Deformation65
In what follows, the original RHP turns into an equivalent RHP formulated on an
augmented contour Σ, where Σ = L ∪ L¯ ∪ R is seen in Fig.2.
Note that J∆(x, t; λ) can be rewritten as
J∆(x, t; λ) = (b−)−1b+,
11
in which b± = I + ω± with
b+ = b
o
+b
a
+ =
(I + ωo+) (I + ωa+)
=
( I 0
e−itΘ det δ(λ)H1(λ)δ(λ) 1
) ( I 0
e−itΘ det δ(λ) (H2(λ) + R(λ)) δ(λ) 1
)
,
b− = bo−b
a
− =
(I − ωo−) (I − ωa−)
=
 I − e
itΘδ−1(λ)H†
1
(λ¯)
det δ(λ)
0 1

 I − e
itΘδ−1(λ)(H†
2
(λ¯)+R†(λ¯))
det δ(λ) )
0 1
 .
Lemma 3.2 Define
M♯(x, t; λ) =

M∆(x, t; λ), λ ∈ Ω1 ∪Ω2,
M∆(x, t; λ)(ba−)
−1, λ ∈ Ω3 ∪ Ω4,
M∆(x, t; λ)(ba+)
−1, λ ∈ Ω5 ∪ Ω6,
(3.16)
As a consequence, the function M♯(λ) admits the RHP on the contour Σ = L ∪ L¯ ∪ R
shown in Fig.2,  M
♯
+(x, t; λ) = M
♯
−(x, t; λ)J
♯(x, t; λ), λ ∈ Σ,
M♯(x, t; λ) → I, λ → ∞,
(3.17)
where
J♯ =
(
b
♯
−
)−1
b
♯
+ =

(
bo−
)−1
bo+, λ ∈ R,
I−1ba+, λ ∈ L,(
ba−
)−1 I, λ ∈ L¯.
(3.18)
We next construct the solution of the above RHP (3.17) by using the approach in Beals
and Coifman [58]. Assume that
ω♯ = ±
(
b
♯
± − I
)
, ω♯ = ω
♯
+ + ω
♯
−.
Then denote the Cauchy operators C± for λ ∈ Σ by
C± f (λ) =
1
2πi
∫
Σ
f (ξ)
ξ − λ± dξ,
where f ∈ L 2(Σ). Define
Cω♯ f = C+
(
fω
♯
−
)
+C−
(
fω
♯
+
)
. (3.19)
Theorem 3.3. [58] Assume µ♯(x, t; λ) ∈ L 2(Σ) +L ∞(Σ) satisfies
µ♯ = I + Cω♯µ♯. (3.20)
Thus
M♯(λ) = I + 1
2πi
∫
Σ
µ♯(ξ)ω♯(ξ)
ξ − λ dξ, (3.21)
12
is the solution of the RHP (3.17).
Theorem 3.4. The solutions (q1(x, t), q2(x, t), q3(x, t)) of the Cauchy problem for the
itc-CNLS equation (1.1) can be expressed by
q(x, t) =

q1
q2
q3
 = 2 limλ→∞
(
λM♯(λ)
)
21
=
i
π
(∫
Σ
(
µ♯(x, t; ξ)ω♯(x, t; ξ)dξ
)
dξ
)
12
=
i
π
((∫
Σ
(1 −Cω♯ )−1I
)
(x, t; ξ)ω♯(x, t; ξ)dξ
)
21
. (3.22)
Proof. It follows by (3.6), (3.17), Theorem 2.1 and he following expressions
∣∣∣e−itΘ(λ)H2(λ)∣∣∣ . |λ − λ0 − i|−2, λ ∈ Ω5 ∪ Ω6, λ → ∞,∣∣∣e−itΘ(λ)R(λ)∣∣∣ . |λ − λ0 − i|−5, λ ∈ Ω5 ∪ Ω6, λ → ∞, .
3.4. Second Contour Deformation
We next reduce the RHP M♯ on Σ to the RHP M′ on Σ′, where Σ′ = Σ \R = L∪ L¯70
is orientated as in Fig.2. In addition, we estimate the error between the RHP on Σ and
Σ
′. Then it is proved that the solution of the itc-CNLS equation (1.1) can be expressed
in terms of M′ by adding an error term.
Let ωe = ωa + ωb, where
(I) ωa = ω♯ ↾ R and composed of terms of typeH1(λ) andH†1 (λ¯);75
(II) ωb is supported on L ∪ L¯ and composed of the contribution to ω♯ from terms of
typeH2(λ) andH†2 (λ¯).
Define ω′ = ω♯ − ωe, then ω′ = 0 on R. Thus, ω′ is supported on Σ′ with contribution
to ω♯ from R(λ) and R†(λ¯).
Lemma 3.5. For sufficiently small ǫ, as t → ∞

‖ωa‖L ∞(R)⋂L 1(R)⋂L 2(R) . t−l,∥∥∥ωb∥∥∥
L ∞(L⋃ L¯)⋂L 1(L⋃ L¯)⋂L 2(L⋃ L¯) . t−l,
‖ω′‖L 2(Σ) . t−1/4, ‖ω′‖L 1(Σ) . t−1/2.
(3.23)
Proof. The proof of first two expressions in (3.23) follows from Lemma 2.2. From the
definition of R(λ), we have
|R(λ)| .
(
1 + |λ − λ0|5
)−1
,
on the contour {λ = λ0 + λ0αe3πi/4 : −∞ < α < +∞}. By means of inequality (3.5), we
obtain ∣∣∣e−itΘ det(δ(λ))δ(λ)R(λ)∣∣∣ . e−2α2t (1 + |λ − λ0|5)−1 , (3.24)
After a direct calculation, we can obtain the last expression in (3.23).80
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Lemma 3.6. In the case 0 < λ0 ≤ C, as t → ∞, the inverse (1 − Cω′ )−1 : L 2(Σ) →
L 2(Σ) exists, and has uniform boundedness∥∥∥(1 −Cω′ )−1∥∥∥
L 2(Σ)
. 1.
Besides ∥∥∥(1 − Cω♯)−1∥∥∥L 2(Σ) . 1.
Proof. See [25] and references therein.
Lemma 3.7. The integral equation has estimate as t → ∞∫
Σ
((
1 −Cω♯
)−1 I) (ξ)ω♯(ξ)dξ = ∫
Σ
(
(1 −Cω′ )−1 I
)
(ξ)ω′(ξ)dξ + O
(
t−l
)
. (3.25)
Proof. Via a simple calculation, we derive((
1 −Cω♯
)−1 I)ω♯ = ((1 −Cω′ )−1 I)ω′ + ωe + ((1 −Cω′ )−1 (CωeI))ω♯
+
(
(1 − Cω′ )−1 (Cω′I))ωe
+
(
(1 − Cω′ )−1 Cωe (1 −Cω♯ )−1) (Cω♯I)ω♯.
It follows from Lemma 7 that
‖ωe‖L 1(Σ) ≤ ‖ωa‖L 1(R) + ‖ωb‖L 1(L∪L¯) . t−l,
‖
((
1 − Cω′ )−1(CωeI
))
ω♯‖L 1(Σ) ≤ ‖ (1 −Cω′ )−1 ‖L 2(Σ)‖CωeI‖L 2(Σ)‖ω♯‖L 2(Σ)
≤ ‖ωe‖L 2(Σ)‖ω♯‖L 2(Σ) . t−l−1/4,
‖
(
(1 −Cω′ )−1 (Cω′I)
)
ωe‖L 1(Σ) ≤
∥∥∥(1 −Cω′ )−1∥∥∥
L 2(Σ)
‖Cω′I‖L 2(Σ)‖ωe‖L 2(Σ)
≤ ‖ω′
∥∥∥L 2(Σ)∥∥∥ωe‖L 2(Σ) . t−l−1/4,
‖((1 −Cω′ )−1Cωe (1 −Cω♯ )−1)(Cω♯I)ω♯‖L 1(Σ)
= ‖(1 −Cω′ )−1‖L 2(Σ)‖Cωe‖L 2(Σ)‖(1 −Cω♯ )−1‖L 2(Σ)‖Cω♯I‖L 2(Σ)‖ω♯‖L 2(Σ)
. ‖ωe‖L ∞(Σ)‖ω♯‖2L 2(Σ) . t−l−1/2.
This finishes the proof of the theorem.
Lemma 3.8 As t → ∞
q(x, t) =
i
π
(∫
Σ′
(
(1 − Cω′ )−1 I
)
(ξ)ω′(ξ)dξ
)
12
+ O
(
t−l
)
.
Proof A straightforward consequence of Theorem 3.4 and Lemma 3.8.
Corollary 3.9 As t → ∞,
q(x, t) = 2 lim
λ→∞
(
λM′(x, t; λ)
)
12 + O
(
t−l
)
, (3.26)
where M′(x, t; λ) satisfies the RHP M′+(x, t; λ) = M′−(x, t; λ)J′(x, t; λ), λ ∈ Σ′,M′(x, t; λ) → I, λ → ∞,
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where
ω′ = ω′
+
+ ω′−, b
′
± = I + ω′±, J′ = (b′−)−1b′+,
b′
+
=
( I 0
e−itΘ det(δ(λ))R(λ)δ(λ) 1
)
, b′− = I, on L,
b′
+
= I, b′− =
 I − eitΘδ−1(λ)R†(λ)det(δ(λ))
0 1
 , on L¯,
Proof Set µ′ = (1 −Cω′ )−1I and
M′(x, t; λ) = I + 1
2πi
∫
Σ′
µ′(x, t; ξ)ω′(x, t; ξ)
ξ − λ dξ.
Similar to Theorem 3.4, we can construct this corollary 3.9 in terms of (3.4).
85
Figure 3. The oriented contour Σ0.
3.5. Reduction of the Riemann-Hilbert Problems
In this subsection, we localize the jump matrix of the RHP to the neighborhood of
the stationary phase point λ0. Under suitable scaling of the spectral parameter, the RHP90
is reduced to a RHP with constant jump matrix which can be solved explicitly.
Let Σ0 denote the contour {λ = αe± iπ4 : α ∈ R} oriented as in Fig.3. Define the
scaling operator
N :L 2(Σ′) → L 2(Σ0),
f (λ) 7→ (N f )(λ) = f
(
λ0 +
λ
2
√
t
)
, (3.27)
and set ωˆ = Nω′. A direct change-of-variable argument means that
Cω′ = N
−1CωˆN,
15
where the operator Cω′ is a bounded map from L
2(Σ0) into L
2(Σ0).
One can infer that
ωˆ = ωˆ+ =
(
0 (Ns1)(λ)
0 0
)
,
on Lˆ = {λ = αe 3πi4 : −∞ < α < +∞}, and
ωˆ = ωˆ− =
(
0 0
(Ns2)(λ) 0
)
,
on ˆ¯L, where
s1(λ) = e
−itΘ(λ)(det δ)(λR)(λ)δ(λ), s2(λ) = e
itΘ(λ)δ−1(λ)R†(λ¯)
det(δ(λ))
.
Lemma 3.10 As t → ∞, and λ ∈ Lˆ, for an arbitrary positive integer l, then∣∣∣(Nδ˜)(λ)∣∣∣ . t−l, (3.28)
where
δ˜(λ) = e−itΘ(λ)R(λ) [δ(λ) − (det δ)(λ)I] . (3.29)
Proof It follows from (3.1) and (3.2) that δ˜ satisfies the following RHP δ˜+(λ) = δ−
(
λ)(1 + |γ(λ)|2
)
+ e−itΘ(λ) f (λ), λ ∈ (−∞, λ0),
δ˜(λ)→ 0, λ → ∞,
(3.30)
where f (λ) = [R(γ†γ − |γ|2)δ−](λ). The solution for the above RHP can be expressed
by
δ˜(λ) = X(λ)
∫ λ0
−∞
e−itΘ(λ) f (ξ)
X+(ξ)(ξ − λ)dξ,
X(λ) = exp
 12πi
∫ λ0
−∞
log
(
1 + |γ(λ)|2
)
ξ − λ dξ
 . (3.31)
Observe that
Rγ†γ − |γ|2R = (R − ρ)γ†γ − |γ|2(R − ρ). (3.32)
Similar to Lemma 3.2, f (λ) can be decomposed into two parts: f1(λ) and f2(λ), where
f2(λ) admits an analytic continuation to Lt satisfying
∣∣∣e−itΘ(λ) f1(λ)∣∣∣ . 1(
1 + |λ − λ0 + 1/t|2) tl , λ ∈ R,∣∣∣e−itΘ(λ) f2(λ)∣∣∣ . 1(
1 + |λ − λ0 + 1/t|2) tl , λ ∈ Lt,
(3.33)
where (see Fig.4)
Lt :
{
λ = λ0 − 1/t + αe 3πi4 : 0 ≤ α < +∞
}
. (3.34)
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As λ ∈ Lˆ, we have
(Nδ˜) = X
(
λ0 +
λ
2
√
t
) ∫ λ0
λ0−1/t
e−itθ(ξ) f (ξ)
X+(ξ)
(
ξ − λ0 − λ2√t
)dξ
+ X
(
λ0 +
λ
2
√
t
) ∫ λ0−1/t
−∞
e−itθ(ξ) f1(ξ)
X+(ξ)
(
ξ − λ0 − λ2√t
)dξ
+ X
(
λ0 +
λ
2
√
t
) ∫ λ0−1/t
−∞
e−itθ(ξ) f2(ξ)
X+(ξ)
(
ξ − λ0 − λ2√t
)dξ
= I1 + I2 + I3, (3.35)
and
|I1| =.
∫ λ0
λ0
f (ξ)
|ξ − λ0 − λ2√t |
dξ,. t−l log
∥∥∥∥∥∥1 − 2
√
2
λ
√
t
∥∥∥∥∥∥ . t−l−1/2,
|I2| .
∫ λ0−1/t
−∞
|e−itΘ(ξ) f1(ξ)|
|ξ − λ0 − λ/2
√
t|dξ ≤
√
2π
2
t−l+1 . t−l+1.
Following a similar way, as a result of Cauchy’s theorem, we can find I3 along the
contourLt take the place of the interval (−∞, λ0 − 1/t) and get |I3| . t−l+1. As a result,
it is not hard to see that (3.28) holds.95
Note There exists a similar estimate
|(Nδˆ)(λ)| . t−l, t → ∞, λ ∈ ˆ¯L, (3.36)
where
δˆ(λ) = eitΘ(λ)
[
δ−1(λ) − (det(δ))−1(λI)
]
R†(λ¯). (3.37)
Theorem 3.11 As t → ∞
q(x, t) =
1√
t
lim
λ→∞
(
λM0(x, t; λ)
)
21
+ O
(
log t√
t
)
, (3.38)
where M0(x, t; λ) meets the RHP M
0
+
(λ) = M
0
−(λ)J
0(λ), λ ∈ Σ0,
M0(λ) → I, λ → ∞.
(3.39)
Here J0 = (I − ω0+)−1(I + ω0−) and
ω0 = ω0+ =

(
0 0
η2λ2iνe−
1
2
iλ2γ(λ0) 0
)
, λ ∈ Σ01,(
0 0
−η2λ2iνe− 12 iλ2 γ(λ0)
1+|γ(λ0)|2 0
)
, λ ∈ Σ03,
(3.40)
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and
ω0 = ω0
+
=

(
0 η−2λ−2iνe−
1
2
iλ2γ†(λ0)
0 0
)
, λ ∈ Σ02, 0 −η−2λ−2iνe 12 iλ2 γ†(λ0)1+|γ(λ0)|2
0 0
 , λ ∈ Σ04,
(3.41)
with
η = (4t)−
1
2
iνeiλ
2
0
t+χ˜(λ0). (3.42)
Proof It follows from (3.28) and Lemma 3.35 in [25] that
∥∥∥ωˆ − ω0∥∥∥
L ∞(Σ0)
⋂
L 1(Σ0)
⋂
L 2(Σ0)
.
log t√
t
. (3.43)
As a result,∫
Σ′
(
(1 −Cω′ )−1 I
)
(ξ)ω′(ξ)dξ =
∫
Σ′
(
N−1 (1 −Cω′ )−1 NI
)
(ξ)ω′(ξ)dξ
=
∫
Σ′
((1 −Cωˆ)−1I)
(
2(ξ − λ0)
√
t
)
Nω′
(
2(ξ − λ0)
√
t
)
dξ
=
1
2
√
t
∫
Σ0
(
(1 −Cωˆ)−1 I
)
(ξ)ωˆ(ξ)dξ
=
1
2
√
t
∫
Σ0
(
(1 −Cω0 )−1 I
)
(ξ)ω0(ξ)dξ + O
(
log t
t
)
.
(3.44)
For λ ∈ C \ Σ0, let
M0(λ) = I + 1
2πi
∫
Σ0
(
(1 −Cω0 )−1 I
)
(ξ)ω0(ξ)
ξ − λ dξ. (3.45)
Then M0 can deal with the above RHP. From above expressions and Lemma 3.8, it is
very straightforward to derive this theorem.
Note Particularly, if
M0(λ) = I + M
0
1
λ
+ O
(
1
λ2
)
, λ → ∞, (3.46)
then
q(x, t) =
1√
t
(
M01
)
12
+ O
(
log t
t
)
. (3.47)
3.6. Solving the Model Problem
In order to give M0
1
explicitly, it is worthy to consider the following transformation
Ψ(λ) = H(λ)λ−ivσeiλ
2σ/4, H(λ) = ησM0(λ)η−σ, (3.48)
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which indicates that
Ψ+(λ) = Ψ−(λ)v(λ0), v = λivσˆe−iλ
2σˆ/4ησˆJ0. (3.49)
As the jump matrix is constant along each ray, we have
dΨ+(λ)
dλ
=
dΨ−(λ)
dλ
v(λ0), (3.50)
from which it follows that
dΨ−(λ)
dλ Ψ
−1(λ) has no jump discontinuity along any of the
rays. Additionally, from the relation between H(λ) and Ψ(λ), we have
dΨ(λ)
dλ
Ψ
−1(λ) =
dH(λ)
dλ
H−1(λ) +
1
2
iλH(λ)σH−1(λ) − iν
λ
H(λ)σH−1(λ)
= O
(
1
λ
)
+
1
2
iλσ − 1
2
iησ
[
σ, M01
]
η−σ. (3.51)
It follows from the Liouville’s theorem that
dΨ(λ)
dλ
=
1
2
iλσΨ(λ) + βΨ(λ), (3.52)
where
β = −1
2
iησ
[
σ, M01
]
η−σ =
(
0 β12
β21 0
)
. (3.53)
Particularly, (
M01
)
= −iη2β12. (3.54)
It is further possible to find that the solution of the RHP for M0(λ) is unique, and
therefore we have an identity (
M0(λ¯)
)†
=
(
M0(λ)
)−1
, (3.55)
which implies that β12 = −β†21. Let
Ψ(λ) =
(
Ψ11(λ) Ψ12(λ)
Ψ21(λ) Ψ22(λ)
)
.
From (3.52) we obtain
d2Ψ11(λ)
dλ2
=
(
β12β21 − i
2
− λ
2
4
)
Ψ11,
β21Ψ21(λ) =
dΨ11(λ)
dλ
+
i
2
λΨ11,
d2β12Ψ22(λ)
dλ2
=
(
β12β21 +
i
2
− λ
2
4
)
β12Ψ22(λ),
Ψ12(λ) =
1
β12β21
(
dβ12Ψ22(λ)
dλ
− i
2
λβ12Ψ22(λ)
)
. (3.56)
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As we all know, the Weber’s equation
d2g(ζ)
dζ2
+
(
a +
1
2
− ζ
2
4
)
g(ζ) = 0,
admits the solution
g(ζ) = c1Da(ζ) + c2Da(−ζ),
where Da(·) represents the standard parabolic-cylinder function and satisfies
dDa(ζ)
dζ
+
ζ
2
Da(ζ) − aDa−1(ζ) = 0,
Da(±ζ) = Γ(1 + a)e
iπa/2
√
2π
D−a−1(±iζ) + Γ(1 + a)e
−iπa/2
√
2π
D−a−1(∓iζ). (3.57)
As ζ → ∞, from [57] we have
Da(ζ) =
ζae−ζ
2/4
(
1 + O
(
1
ζ2
))
, |argζ | < 3π
4
,
ζae−ζ
2/4
(
1 + O
(
1
ζ2
))
−
√
2π
Γ(−a)e
aπi+ζ2/4
(
1 + O
(
1
ζ2
))
,
π
4
< argζ <
5π
4
,
ζae−ζ
2/4
(
1 + O
(
1
ζ2
))
−
√
2π
Γ(−a)e
−aπi+ζ2/4
(
1 + O
(
1
ζ2
))
, − 5π
4
< argζ < −π
4
,
(3.58)
where Γ is the Gamma function.
Choose a = iβ12β21, we have
Ψ11(λ) = c1Da
(
e−3πi/4λ
)
+ c2Da
(
eπi/4λ
)
,
β12Ψ22(λ) = c3D−a
(
e3πi/4λ
)
+ c2D−a
(
e−πi/4λ
)
,
As argλ ∈ (− π
4
, π
4
) and λ → ∞, we arrive at
Ψ11(λ)λ
−iνeiλ
2/4 → I, Ψ22(λ)λiνe−iλ2/4 → 1.
Then
Ψ11(λ) = e
πν/4Da
(
eπi/4λ
)
, ν = β21β12, β12Ψ22(λ) = β12e
πν/4D−a
(
e−πi/4λ
)
.
Consequently,
β12Ψ21(λ) = ae
π(ν+i)/4Da−1
(
eπi/4λ
)
, Ψ21(λ) = β12e
π(ν−3i)/4D−a−1
(
e−πi/4λ
)
.
For argλ ∈ (− 3π
4
,− π
4
) and λ → ∞, we have
Ψ11(λ)λ
−iνeiλ
2/4 → I, Ψ22(λ)λiνe−iλ2/4 → 1.
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Then
Ψ11(λ) = e
πν/4Da
(
eπi/4λ
)
, β12Ψ22(λ) = β12e
−3πν/4D−a
(
e3πi/4λ
)
.
Hence,
β21Ψ21(λ) = ae
π(ν+i)/4Da−1
(
eπi/4λ
)
, Ψ12(λ) = β12e
π(ν−3i)/4D−a−1
(
e−3πi/4λ
)
.
Following the ray argλ = − π
4
,
Ψ+(λ) = Ψ−(λ)
( I 0
γ(λ0) 1
)
,
β12e
π(i−3ν)/4D−a−1
(
e3πi/4λ
)
= eπν/4Da
(
eπi/4λ
)
γ(λ0) + β12e
π(v−3i)/4D−a−1
(
e−
πi
4 λ
)
.
It follows from (3.57) that
Da
(
eπi/4λ
)
= Γ(1 + a)eiπa/2D−a−1
(
e3πi/4λ
)
+
Γ(1 + a)e−iπa/2√
2π
D−a−1
(
e−πi/4λ
)
.
We then analyze the coefficients of the two independent functions and get
β12 =
eπν/2−πi/4Γ(1 + a)√
2π
γ(λ0) =
eπν/2+πi/4νΓ(iν)√
2π
γ(λ0). (3.59)
Summarizing the above results, the following Theorem 3.12 can be easily established.100
Theorem 3.12 Suppose that (q1, q2, q3) possesses the solution for the Cauchy problem
of the itc-CNLS equation (1.1) with q1,0, q2,0, q3,0 ∈ G. Then | xt | ≤ C, the leading
asymptotics of (q1, q2, q3) admits the following explicit form
q(x, t) =

q1
q2
q3
 = ν2√πtΓ(iν)(4t)iνγ(λ0)e2iλ20t+2χ˜(λ0)+ πν2 − πi4 + O
(
log t
t
)
, (3.60)
where λ0 = − x4t , C is a constant, Γ(·) represents a Gamma function, the vector-valued
function γ(λ) is expressed by (2.18). Additionally, ν and χ˜(λ0) are determined by (3.1).
Figure 4. The contour Lt.
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