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The combination of high optical nonlinearity in the electromagnetically induced transparency
(EIT) effect and strong electric dipole-dipole interaction (DDI) among the Rydberg-state atoms can
lead to important applications in quantum information processing and many-body physics. One
can utilize the Rydberg-EIT system in the strongly-interacting regime to mediate photon-photon
interaction or qubit-qubit operation. One can also employ the Rydberg-EIT system in the weakly-
interacting regime to study the Bose-Einstein condensation of Rydberg polaritons. Most of the
present theoretical models dealt with the strongly-interacting cases. Here, we consider the weakly-
interacting regime and develop a mean field model based on the nearest-neighbor distribution. Using
the mean field model, we further derive the analytical formulas for the attenuation coefficient and
phase shift of the output probe field. The predictions from the formulas are consistent with the
experimental data in the weakly-interacting regime, verifying the validity of our model. As the
DDI-induced phase shift and attenuation can be seen as the consequences of elastic and inelastic
collisions among particles, this work provides a very useful tool for conceiving ideas relevant to the
EIT system of weakly-interacting Rydberg polaritons, and for evaluating experimental feasibility.
I. INTRODUCTION
The effect of electromagnetically induced transparency
(EIT) involving Rydberg-state atoms is of great interest
currently. The Rydberg-state atoms exhibit the strong
electric dipole-dipole interaction (DDI) among each oth-
ers [1–5]. On the other hand, the EIT effect not only
provides high optical nonlinearity for the atom-light in-
teraction, but also gives rise to slow, stored, and sta-
tionary light for long interaction time [6–14]. Thus, the
combination of the strong DDI of Rydberg atoms and the
high optical nonlinearity of EIT can efficiently mediate
the interaction between photons via Rydberg polaritons
in the dipole blockade regime, where the Rydberg po-
lariton is the collective excitation involving the light and
the atomic coherence between the ground and Rydberg
states [15, 16]. The Rydberg-EIT mechanism can lead to
the applications of quantum optics and quantum infor-
mation processing [17–32].
To our knowledge, most of the present theoretical mod-
els dealt with the Rydberg-EIT system in the strongly-
interacting regime, i.e., r3B is comparable to r
3
a, where
rB is the blockade radius and ra is the half mean dis-
tance between Rydberg polaritons. In Ref. [17], J. D.
Pritchard et al. utilized the N -atom model to analyze
experiment phenomena of the optical nonlinearity and
attenuation in the Rydberg-EIT system. In Ref. [18], D.
Petrosyan et al. modeled the propagation of light field in
strongly-interacting Rydberg-EIT media by considering
the superatoms with the volume of the blockade sphere.
In Ref. [19], A. V. Gorshkov et al. proposed a theory
for the propagation of few-photon pulses in the system
of strongly-interacting Rydberg polaritons. In Ref. [24],
∗Electronic address: yu@phys.nthu.edu.tw
M. Moos et al. utilized a one-dimensional model to de-
scribe the time evolution of Rydberg polaritons and an-
alyze many-body phenomena in the strongly-interacting
regime. In Ref. [28], J. Ruseckas et al. proposed a method
to create two-photon states by making pairs of Rydberg
atoms entangled during the storage.
In this article, we considered the weakly-interacting
Rydberg-EIT system, and developed a mean field model
to describe the attenuation and phase shift of the output
probe field induced by the DDI effect. The Rydberg-
EIT system is depicted in Fig. 1(a), and the weakly-
interacting condition requires r3B  r3a [see Fig. 1(b)].
Under such condition, the system of Rydberg polaritons
can be considered as nearly the ideal gas. Thus, the
nearest-neighbor distribution (NND) shown by Ref. [33]
is utilized in our model. The DDI-induced frequency
shift between nonuniformly-distributed Rydberg excita-
tions results in the effective phase shift and attenuation
of light field. With the probability function of NND
and the atom-light coupling equations of EIT system,
we calculated the mean field results of transmission and
phase shift spectra, and further derived the analytical
formulas of the DDI-induced attenuation coefficient and
phase shift. The theoretical predictions from the formu-
las are in good agreement with the experimental data
in Ref. [34]. In the experiment of Ref. [34], we utilized
the Rydberg state of a low principal number, the laser-
cooled ensemble of a moderate atomic density, and the
weak probe field of a low photon flux to make the mean
number of Rydberg polaritons within the blockade sphere
lower than 0.1. The good agreement verifies our model.
Rydberg polaritons are regarded as bosonic quasi-
particles, and the DDI-induced phase shift and attenua-
tion coefficient can infer the elastic and inelastic collision
rates in the ensemble of these particles [35]. Weakly-
interacting Rydberg polaritons assisted by a long inter-
action time of the EIT effect can be employed in the study
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FIG. 1: (a) Transition diagram of the Rydberg-EIT system.
|1〉, |2〉, and |3〉 represent the ground, Rydberg, and intermedi-
ate states. The weak probe and strong coupling fields form the
ladder-type EIT configuration. (b) Top and bottom figures
depict the strongly- and weakly-interacting systems. Red and
blue balls represent the atoms with and without Rydberg ex-
citations; dashed circles indicate the blockade spheres. As an
example, let’s consider 8 photons in both systems. There are
8 Rydberg excitations or polaritons in the weakly-interacting
system, but only 4 in the strongly-interacting system due to
the dipole blockade effect.
of many-body physics such as the Bose-Einstein conden-
sation of polaritons [35–38]. The mean field theory de-
veloped in this work provides a useful tool to conceive
ideas relevant to weakly-interacting EIT-based Rydberg
polaritons and to evaluate feasibilities of experiments.
We organize the article as follows. In Sec. II, the theo-
retical model based on the probability function of NND,
the atom-light coupling equations of the EIT system, and
the ensemble average of the DDI-induced frequency shift
are introduced. We obtain the mean field results of the
real and imaginary parts of the steady-state absorption
cross section of the probe field. In Sec. III, we numer-
ically evaluate the integrals corresponding to the mean
field results and present the spectra of transmission and
phase shift of the output probe field. The DDI-induced
phenomena observed from the spectra are discussed and
explained. In Sec. IV, we derive the analytical formu-
las of the DDI-induced attenuation coefficient and phase
shift. From the formulas, one can see how the DDI ef-
fects depend on the system parameters such as the optical
depth, coupling and probe Rabi frequencies, coupling de-
tuning, two-photon detuning, and decoherence rate. It is
interesting to note that the DDI effects exhibit the asym-
metric behavior with respect to the coupling detuning.
In Sec. V, we briefly describe the experimental condi-
tion and data in Ref. [34], and calculate the predictions
corresponding to the experimental condition from the an-
alytical formulas. The predictions are in good agreement
with the data. Finally, we give a summary in Sec. VI.
II. THEORETICAL MODEL
In the system of Rydberg polaritons, the DDI induces
a frequency shift of the Rydberg state. Since Rydberg
excitations are nonuniformly distributed, the Rydberg-
state frequency shift is not a constant in the medium.
The system of low-density Rydberg excitations can be
considered as the ideal gas, in which the nearest-neighbor
distribution is given by [33]
P (r) =
3r2
r3a
e−r
3/r3a , (1)
where P (r) is the probability density, i.e., P (r)dr is the
probability of finding a particle’s nearest neighbor locat-
ing at the distant between r and r+dr, and ra is the half
mean distance between particles. The definition of ra is
ra ≡
(
3
4pinR
)1/3
, (2)
where nR is the Rydberg-polariton density. Figure 2(a)
shows P (r) as a function of r.
The frequency shift of a Rydberg state induced by
the DDI is C6/r
6, where C6 is the van der Waals co-
efficient [39] and r represents the distance between two
particles. In the ensemble of Rydberg excitations, the
Rydberg-state frequency shift consists of two parts. The
first part is C6/r
6 contributed from the nearest-neighbor
Rydberg excitation at the distance r, and the second part
is nR
∫∞
r
(C6/r
′6)4pir′2dr′ contributed from all the other
Rydberg excitations outside the sphere of the radius r.
Here, we consider the particles in the second part are uni-
formly distributed. Thus, the Rydberg-state frequency
shift is the following:
ω =
C6
r6
+
C6
r3ar
3
. (3)
Using Eqs. (1) and (3), we can obtain frequency shift
distribution P (ω), i.e., P (ω)dω is the probability of find-
ing the Rydberg-state frequency shifted by the amount
between ω and ω + dω, given by
P (ω) =
1
ωa
[
1 +
√
1 + 4(ω/ωa)
]2
4(ω/ωa)2
√
1 + 4(ω/ωa)
× exp
[
−1 +
√
1 + 4(ω/ωa)
2(ω/ωa)
]
,
(4)
where
ωa ≡ |C6|/r6a. (5)
Since the value of distance, r, is always positive, only
ω ≥ 0 is valid in P (ω). Figure 2(b) shows P (ω) as a
function of ω.
We utilize the optical Bloch equation (OBE) for the
time evolution of atomic density matrix and the Maxwell-
Schro¨dinger equation (MSE) for the propagation of probe
field in the theoretical model. In the EIT system here,
the weak probe drives the transition between the ground
state |1〉 and the intermediate state |3〉, and the strong
coupling field drives that between |3〉 and the Rydberg
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FIG. 2: (a) Probability density P (r) as a function of distance
r in the nearest-neighbor distribution. Units of ra defined by
Eq. (2) is the half mean distance between particles. (b) Prob-
ability density P (ω) as a function of frequency shift ω. Units
of ωa defined by Eq. (5) is the frequency shift corresponding
to ra.
state |2〉. The two transitions form the ladder configura-
tion. The OBE and MSE are shown below.
∂
∂t
ρ21 =
i
2
Ωcρ31 + iδρ21 −
(
γ0 +
Γ2
2
)
ρ21, (6)
∂
∂t
ρ31 =
i
2
Ωp +
i
2
Ωcρ21 + i∆pρ31 − Γ
2
ρ31, (7)
∂
∂t
ρ22 =
i
2
Ωcρ32 − i
2
Ωcρ
∗
32 − Γ2ρ22, (8)
∂
∂t
ρ32 =
i
2
Ωpρ
∗
21 +
i
2
Ωc(ρ22 − ρ33)
−
(
Γ2 + Γ
2
+ i∆c
)
ρ32, (9)
∂
∂t
ρ33 = − i
2
Ω∗pρ31 +
i
2
Ωpρ
∗
31 −
i
2
Ωcρ32
+
i
2
Ωcρ
∗
32 − Γρ33, (10)
1
c
∂
∂t
Ωp +
∂
∂z
Ωp = i
αΓ
2L
ρ31, (11)
where ρij is the density matrix element between states |i〉
and |j〉, Ωp and Ωc represent the probe and coupling Rabi
frequencies, ∆p and ∆c are the one-photon detunings of
the probe and coupling transitions, δ = ∆p + ∆c is the
two-photon detuning, γ0 is the decoherence or dephasing
rate of the Rydberg coherence ρ21, Γ is the spontaneous
decay rate of |3〉 which is 2pi×6 MHz in our case of the
state |5P3/2〉 of 87Rb atoms, Γ2 is the spontaneous decay
rate of |2〉 which is 2pi×5.4 kHz in our case of the state
|32D5/2〉, and α and L are the optical depth (OD) and
the length of the medium. Since Ωp  Ωc and Ωp  Γ
in this work, we treat the probe field as a perturbation
and keep only the terms of the lowest order of Ωp in each
equation. The value of Γ2 is small and, thus, we set it to
zero throughout this work.
We will determine the optical coherence, ρ31, which
is responsible for the attenuation coefficient and phase
shift of the probe field. The steady-state solution is con-
sidered here and, hence, all the time-derivative terms are
dropped in Eqs. (6)-(11). Equations (6) and (7) are used
to obtain the solution of ρ31 given by
ρ31(∆p,∆c) =
∆p + ∆c + iγ0
Ω2c/2− 2(∆p + iΓ/2)(∆p + ∆c + iγ0)
Ωp.
(12)
With above ρ31, we solve Eq. (11) and find the ratio of
output to input probe Rabi frequencies as the following:
Ωp(L)
Ωp(0)
= exp(iφ− β/2), (13)
where β and φ represent the attenuation coefficient and
phase shift of the probe field at the output, and the probe
transmission is exp(−β). We use β0 and φ0 to denote the
attenuation coefficient and phase shift without the DDI
effect. The optical coherence of the probe field deter-
mines β0 and φ0 as the followings:
β0(∆p,∆c) = αΓ Im
[
ρ31(∆p,∆c)
Ωp
]
, (14)
φ0(∆p,∆c) =
αΓ
2
Re
[
ρ31(∆p,∆c)
Ωp
]
. (15)
The effect of DDI on the attenuation coefficient and phase
shift of the probe field will be derived in the following.
Due to the DDI-induced frequency shift of the Rydberg
state, the one-photon detuning of the coupling field tran-
sition is shifted by the amount of ω, i.e.,
∆c → ∆c ± ω.
Because ω ≥ 0, the positive or negative sign in the
above corresponds to negative or positive C6, respec-
tively, and we use +ω which corresponds to negative C6
in the following. Under the DDI, the probe field propa-
gates through the atoms with different DDI-induced fre-
quency shifts, where the probability density P (ω) of the
frequency shift distribution has been shown in Eq. (4).
We obtain the values of β and φ by averaging ρ31 over
the frequency distribution as shown below.
β(∆p,∆c) = αΓ
∫ ∞
0
dωP (ω) Im
[
ρ31(∆p,∆c + ω)
Ωp
]
,
(16)
φ(∆p,∆c) =
αΓ
2
∫ ∞
0
dωP (ω) Re
[
ρ31(∆p,∆c + ω)
Ωp
]
.
(17)
The dipole blockade effect is that an atom inside the
blockade sphere cannot be excited to the Rydberg state,
where the blockade sphere centering with a Rydberg exci-
tation has the radius rB ≡ (2C6Γ/Ω2c)1/6 [20]. This effect
has already been included in the above formulas. In the
weakly-interacting system considered here, i.e., r3B  r3a,
the average number of Rydberg excitations per volume
of the blockade sphere is far less than one, and thus the
dipole blockade appears rarely.
To evaluate Eqs. (16) and (17), one needs to know the
value of ωa in P (ω). According to the definition of ωa in
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FIG. 3: (a-c) Transmissions of the probe field as functions of the probe detuning, ∆p. (d-f) Phase shifts of the probe field as
functions of ∆p. The left two, middle two, and right two figures correspond to the coupling detunings, ∆c, of +1.0Γ, 0, and
−1.0Γ, respectively. The vertical axes of the top three figures have the same scale, and those of the bottom three figures also
have the same scale. Black lines represent predictions without DDI. Red, green, and blue lines represent predictions with DDI
at Ωp,in = 0.05Γ, 0.1Γ, and 0.2Γ. All the predictions are calculated with α = 81, Ωc = 1.0Γ, and γ0 = 0 in Eqs. (16) and (17),
and |C6|[(4pi/3)natomε]2 = 0.35Γ in Eq. (18).
Eq. (5) and that of ra in Eq. (2), we can relate ωa to the
Rydberg-polariton density, nR, as ωa = |C6|[(4pi/3)nR]2.
The product of the atomic density, natom, and the aver-
age Rydberg-state population, ρ¯22, gives nR, and there-
fore ωa = |C6|[(4pi/3)natomρ¯22]2. The DDI-induced non-
linear and many-body effects make ρ¯22 no longer be the
steady-state solution of the OBE shown in Eqs. (6)-(10).
Nevertheless, one can phenomenologically associate ρ¯22
to the steady-state solution of Rydberg-state population
at the input, ρ22,in, by introducing a parameter ε. Sub-
stituting ερ22,in for ρ¯22, we obtain
ωa = |C6| [(4pi/3)natomερ22,in]2 , (18)
where ε is the phenomenological parameter representing
the average value of entire ensemble.
III. PREDICTIONS OF TRANSMISSION AND
PHASE-SHIFT SPECTRA
The spectra of probe transmission and phase shift un-
der the DDI effect are obtained by numerically evaluat-
ing the integrals of Eqs. (16) and (17) with the value of
ωa given by Eq. (18). Figures 3(a)-3(c) show the probe
transmission versus the probe detuning at the coupling
detunings of +1Γ, 0, and −1Γ; similarly, Figs 3(d)-3(e)
show the probe phase shift. The spectra without and
with the DDI are calculated with Eq. (14) [or Eq. (15)]
and Eq. (16) [or Eq. (17)], respectively.
The DDI-induced phenomena exhibited in the trans-
mission and phase shift spectra are summarized as fol-
lows: (1) A larger probe intensity results in a smaller
transmission or larger attenuation. (2) A larger probe in-
tensity results in a larger phase shift at δ = 0. (3) With
the same probe intensity, the attenuation at a positive
coupling detuning (e.g., ∆c = +1Γ) is smaller than that
at a negative coupling detuning (e.g., ∆c = −1Γ), where
the positive and negative detunings have the same magni-
tude. (4) With the same probe intensity, the phase shift
at δ = 0 of a positive coupling detuning (e.g., ∆c = +1Γ)
is larger than that of a negative coupling detuning (e.g.,
∆c = −1Γ), where the positive and negative detunings
have the same magnitude. (5) The position of the EIT
peak transmission at ∆c = +1Γ changes very little and
locates around δ = 0; that at ∆c = −1Γ shifts away from
δ = 0 significantly and a larger probe intensity induces
a greater shift. We will explain the first four phenom-
ena in the next three paragraphs and the last one in the
Appendix.
First of all, the peak transmission decreases against
the probe Rabi frequency [see Figs. 3(a), 3(b), and 3(c)].
This is expected, because the Rydberg-state population
is proportional to the probe intensity or Rabi frequency
square. A larger Rydberg-state population or Rydberg-
polariton density makes ωa larger as shown by Eq. (18).
The probability density P (ω) with the larger ωa has
a broader width and a longer tail as demonstrated by
Fig. 2(b). Under the broader P (ω), more atoms have the
Rydberg-state frequency shifted away from the EIT res-
onance condition, reducing the peak transmission more.
Secondly, the phase shift increases against the probe Rabi
frequency [see Figs. 3(d), 3(e), and 3(f)]. The explana-
tion is similar to that in the first phenomenon.
The third phenomenon observed in the spectra is that
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FIG. 4: The imaginary and real parts of ρ31/Ωp as functions
of the frequency shift ω, calculated with Eq. (12) in which we
make the substitution of ∆c → ∆c + ω and ∆p → −∆c. In
the calculation, Ωc = 1.0Γ, γ0 = 0, δ = 0, and ∆c = 1.0Γ in
(a,c) and −1.0Γ in (b,d).
the probe intensity or Ω2p,in has a smaller effect on the re-
duction of peak transmission at ∆c = +1Γ as shown by
Fig. 3(a) than that at ∆c = −1Γ as shown by Fig. 3(c).
This can be explained with the help of Figs. 4(a) and
4(b), which show Im[ρ31/Ωp] at ∆c = 1Γ and −1Γ, re-
spectively. To obtain the probe transmission, the in-
tegration of Eq. (16) is performed only for the region
of ω > 0. In Fig. 4(a), the value of Im[ρ31/Ωp] is al-
ways small for ω > 0, resulting in a smaller value of∫∞
0
dωP (ω)Im[ρ31/Ωp], i.e., a higher probe transmission.
On the other hand, in Fig. 4(b), the value of Im[ρ31/Ωp]
has a large peak for ω > 0, which corresponds to the
absorption due to the two-photon transition. This large
peak results in a larger value of
∫∞
0
dωP (ω)Im[ρ31/Ωp],
i.e., a lower probe transmission. Therefore, with the same
value of Ωp,in, the peak transmission at ∆c = 1Γ shown
by Fig. 3(a) is larger than that at ∆c = −1Γ shown by
Fig. 3(c).
The fourth phenomenon observed in the spectra is that
the probe intensity or Ω2p,in has a much larger effect on
the phase shift of δ = 0 at ∆c = 1Γ as shown by Fig. 3(d)
than that at ∆c = −1Γ as shown by Fig. 3(f). This can
be explained with the help of Figs. 4(c) and 4(d), which
show Re[ρ31/Ωp] at ∆c = 1Γ and −1Γ, respectively. To
obtain the phase shift, the integration of Eq. (17) is per-
formed only for the region of ω > 0. In Fig. 4(c), the
value of Re[ρ31/Ωp] is always positive for ω > 0, resulting
in a larger value of
∫∞
0
dωP (ω)Re[ρ31/Ωp], i.e., a larger
phase shift. On the other hand, in Fig. 4(d), Re[ρ31/Ωp]
has both positive and negative values for ω > 0, be-
cause the resonance of the two-photon transition locates
at ω > 0. The cancellation between positive and nega-
tive values of the integrand makes
∫∞
0
dωP (ω)Re[ρ31/Ωp]
nearly zero, i.e., almost no phase shift. Therefore, with
the same value of Ωp,in, the phase shift at ∆c = 1Γ shown
by Fig. 3(d) is significant, and that at ∆c = −1Γ shown
by Fig. 3(f) is little.
IV. ANALYTICAL FORMULAS OF THE
DDI-INDUCED ATTENUATION COEFFICIENT
AND PHASE SHIFT
We now derive the analytical formulas for the DDI-
induced attenuation coefficient, ∆β, and phase shift, ∆φ,
at the condition of γ0 = 0 and δ = 0 (or ∆p = −∆c).
Here, ∆β (or ∆φ) is defined as the difference between
the values of β (or φ) with and without the DDI effect,
i.e., ∆β ≡ β − β0 and ∆φ ≡ φ− φ0.
At γ0 = 0 and δ = 0, Eq. (12) gives β0 = 0 and φ0 = 0,
and thus ∆β = β and ∆φ = φ. Replacing ∆p by −∆c
in β of Eq. (16) and in φ of Eq. (17), we obtain ∆β and
∆φ as follows:
∆β = αΓ
∫ ∞
0
dωP (ω)
4ω2Γ
4ω2Γ2 + (4ω∆c + Ω2c)
2
, (19)
∆φ =
αΓ
2
∫ ∞
0
dωP (ω)
8ω2∆c + 2ωΩ
2
c
4ω2Γ2 + (4ω∆c + Ω2c)
2
.(20)
In the weakly-interacting or low-density system, the re-
gion of ω being the order of ωa is very near the center
of the EIT window, in which Im[ρ31/Ωp] and Re[ρ31/Ωp]
are nearly zero and contribute to the above two integrals
very little. On the other hand, the region of ω  ωa is
away from the center of the EIT window, and contributes
to the above two integrals predominately. Under ω  ωa,
in the integrands of Eqs. (19) and (20) we can make the
approximation of P (ω) as
P (ω) ≈
√
ωa
2ω3/2
≡ P ′(ω), (21)
where ωa is given by Eq. (18). In Eq. (18), the steady-
state solution of ρ22,in is
ρ22,in =
Ω2p,inΩ
2
c
4δ2Γ2 + (Ω2c − 4δ∆p)2
≈ Ω
2
p,in
Ω2c
, (22)
where δΓ, δ∆p  Ω2c is the typical condition in most of
the EIT experiments. Without any other approximation,
we use P ′(ω) in Eqs. (19) and (20) and replace ρ22,in in
ωa by Ω
2
p,in/Ω
2
c to obtain
∆β = 2SDDI
√
Wc − 2∆c
W 2c
Ω2p,in, (23)
∆φ = SDDI
√
Wc + 2∆c
W 2c
Ω2p,in, (24)
where
SDDI ≡ pi
2αΓ
√
C6natomε
3Ω3c
, (25)
Wc ≡
√
Γ2 + 4∆2c . (26)
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FIG. 5: (a,c) The DDI-induced attenuation coefficient ∆β and
phase shift ∆φ as functions of Ω2p,in under ∆p = ∆c = 0. (b,d)
∆β and ∆φ as functions of ∆c under δ = 0 and Ωp,in = 0.1Γ.
The horizontal axes of the left two figures have the same scale,
so do those of the right two figures. Red, cyan, and green solid
lines represent the numerical evaluations of the integrals in
Eqs. (19) and (20) at Ωc = 1.0Γ, 1.4Γ, and 2.0Γ. Dashed lines
are the results of the analytical formulas given by Eqs. (23)
and (24). All the predictions are calculated with α = 81,
γ0 = 0, and |C6|[(4pi/3)natomε]2 = 0.35Γ.
The above results being good approximations imposes
the condition that ωa is much smaller than the EIT
linewidth, ∆ωEIT, where ∆ωEIT = Ω
2
c
√
Γ2 + 8∆2c/(Γ
2 +
4∆2c) derived from the spectrum of Im[ρ31(ω)] at δ = 0.
More precisely, the accuracy of the analytical formula of
∆β requires (ωa/∆ωEIT)
3/2  1, and that of ∆φ requires
(ωa/∆ωEIT)
1/2  1.
In Fig. 5, we compare the results of the above two ana-
lytical formulas with those of the numerical integrations
of Eqs. (19) and (20) without the approximation of P (ω).
The agreement between the results of the analytical for-
mulas and numerical integrations is satisfactory except
the line of ∆φ at Ωc = 1.0Γ in the region of Ω
2
p,in >
0.02Γ2. In this region, (ωa/∆ωEIT)
1/2  1 is no longer
well satisfied, and the deviation between the analytical
formula and the numerical integration becomes observ-
able. Figures 5(a) and 5(c) demonstrate that both of ∆β
and ∆φ are proportional to Ω2p,in/Ω
3
c . Figure 5(b) [or
5(d)] shows the asymmetric phenomenon that the value
of ∆β (or ∆φ) at the coupling detuning of |∆c| is smaller
(or larger) than that at the coupling detuning of −|∆c|.
In reality, there exist a nonzero decoherence rate γ0
and the two-photon detuning δ in the system. We need
to consider the corrections of γ0 and δ to the analyti-
cal formulas. Under the condition of Ω2c  γ0Γ, δΓ, the
attenuation coefficient and phase shift without the DDI
effect, β0 and φ0, are approximately given by
β0 ≈ 2αγ0Γ
Ω2c
− 16αγ0δ∆cΓ
Ω4c
, (27)
φ0 ≈ αΓδ
Ω2c
− 4αγ0δΓ
2
Ω4c
+
4α(γ20 − δ2)∆cΓ
Ω4c
. (28)
To derive the DDI-induced attenuation coefficient, ∆β,
and phase shift, ∆φ, we first use the replacement of ∆c →
∆c +ω and the relation of δ = ∆p + ∆c in ρ31/Ωp shown
by Eq. (12). Then, we expand ρ31/Ωp with respect to γ0
and δ under the assumption of Ω2c/Γ γ0, δ to obtain
Im
[
ρ31
Ωp
]
= A0 +A1γ0 +A2δ + · · · , (29)
Re
[
ρ31
Ωp
]
= B0 +B1γ0 +B2δ + · · · , (30)
where
A0 =
4ω2Γ
4ω2Γ2 + (4ω∆c + Ω2c)
2
, (31a)
A1 =
2Ω2c [(4ω
2∆c + Ω
2
c)
2 − 4ω2Γ2]
[4ω2Γ2 + (4ω∆c + Ω2c)
2]2
, (31b)
A2 =
8ωΓΩ2c(4∆cω + Ω
2
c)
[4ω2Γ2 + (4ω∆c + Ω2c)
2]2
, (31c)
and
B0 =
8∆cω
2 + 2ωΩ2c
4ω2Γ2 + (4ω∆c + Ω2c)
2
, (32a)
B1 = − 8ωΓΩ
2
c(4∆cω + Ω
2
c)
[4ω2Γ2 + (4ω∆c + Ω2c)
2]2
, (32b)
B2 =
2Ω2c [(4ω
2∆c + Ω
2
c)
2 − 4ω2Γ2]
[4ω2Γ2 + (4ω∆c + Ω2c)
2]2
. (32c)
Next, we evaluate the two integrals of Eqs. (16) and (17)
by substituting Eqs. (29) and (30) for Im[ρ31/Ωp] and
Re[ρ31/Ωp] in the integrands. Since ωa is much less than
the EIT linewidth, P ′(ω) shown in Eq. (21) can be em-
ployed in Eqs. (16) and (17) to replace P (ω). The results
of the two integrals give β and φ. Finally, the analytical
formulas of ∆β(= β − β0) and ∆φ(= φ − φ0), including
the corrections of γ0 and δ are given by
∆β = 2SDDI
(√
Wc − 2∆c
W 2c
− 3γ0
√
Wc + 2∆c
Ω2c
+
3δ
√
Wc − 2∆c
Ω2c
)
Ω2p,in, (33)
∆φ = SDDI
(√
Wc + 2∆c
W 2c
− 3γ0
√
Wc − 2∆c
Ω2c
−3δ
√
Wc + 2∆c
Ω2c
)
Ω2p,in. (34)
Regarding ∆β as a function of Ω2p,in in Fig. 5(a), the slope
will decrease a little due to γ0, and become a little larger
(or smaller) due to positive (or negative) δ. Regarding
∆φ as a function of Ω2p,in in Fig. 5(c), the slope will de-
crease a little due to γ0, and become a little smaller (or
larger) due to positive (or negative) δ. When we consider
β and φ instead of ∆β and ∆φ in Figs. 5(a) and 5(c), β0
and φ0 make nonzero vertical-axis interceptions of those
lines.
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FIG. 6: Simulation of the experimental data shown in Fig. 2
of Ref. [34]. In the simulation, α = 81, Ωc = 1.0Γ, δ = 0,
γ0 = 0.012Γ, and |C6|[(4pi/3)natomε]2 = 0.35Γ. (a,c) Attenu-
ation coefficient β and phase shift φ as functions of Ω2p,in at
∆c = −2Γ (black), −1Γ (red), 0 (blue), 1Γ (magenta), and
2Γ (olive). (b,d) Slope of β versus Ω2p,in and that of φ versus
Ω2p,in as functions of ∆c.
V. SIMULATION OF THE EXPERIMENTAL
DATA
To verify the mean field theory developed in this
work, we systematically measured the attenuation co-
efficient, β, and phase shift, φ, of the output probe
field as shown in Fig. 2 of Ref. [34]. The experiment
was carried out in cold 87Rb atoms with the temper-
ature of 350 µK. The ground state |1〉, Rydberg state
|2〉, and excited state |3〉 in the EIT system here corre-
spond to |5S1/2, F = 2,mF = 2〉, |32D5/2,mJ = 5/2〉,
and |5P3/2, F = 3,mF = 3〉 in the experiment. We set
Ωc = 1.0Γ and Ωp,in ≤ 0.2Γ, and the atomic density
was about 0.05 µm−3. Hence, the blockade radius rB =
2.1 µm, and the half mean distance between Rydberg
polaritons ra ≥ 4.9 µm. The weakly-interacting condi-
tion of r3B  r3a was satisfied in the measurement. Other
experimental details can be found in Ref. [34].
In Fig. 6, we made the predictions with Eqs. (27), (28),
(33), and (34) for the comparison with the experimental
data in Fig. 2 of Ref. [34]. The calculation parameters of
OD, coupling Rabi frequency, two-photon detuning, and
decoherence rate were determined experimentally. As for
the value of SDDI, we used C6 = −2pi×260 MHz·µm6
of the state |32D5/2,mJ = 5/2〉, natom = 0.05 µm−3
estimated from the experimental condition, and ε = 0.43
determined by the experimental data. Figures 6(a) and
6(c) show the attenuation coefficient, β, and phase shift,
φ, of the output probe field as functions of Ω2p,in, where
Ωp,in is the peak Rabi frequency of the Gaussian probe
beam in the experiment. Figure 6(b) [or 6(d)] shows
the slope of the straight line of β (or φ) versus Ω2p,in as
a function of ∆c. Note that the decoherence rate, γ0,
of 0.012Γ makes the y-axis interception, i.e., β0 or φ0,
becomes nonzero according to Eqs. (27) and (28), and
changes the slopes very little according to Eqs. (33) and
(34).
In Fig. 2 of Ref. [34], the circles are the experimental
data and the lines are their best fits. One can clearly
observe the important characteristics of asymmetry in
the data of slope versus ∆c. The consistency between
the theoretical predictions in Fig. 6 here and the data
or best fits in Fig. 2 of Ref. [34] is satisfactory. The
discrepancies in the y-axis interceptions of straight lines
between the predictions and best fits are minor, and can
be explained by the uncertainties or fluctuations of δ and
γ0 in the experiment. Therefore, the mean field theory
developed in this work is confirmed by the experimental
data.
VI. CONCLUSION
In summary, a mean field theory based on the nearest-
neighbor distribution is developed to describe the DDI
effect in the system of weakly-interacting EIT-Rydberg
polaritons. Employing the theory, we numerically cal-
culate the spectra of probe transmission and phase shift
as shown in Fig. 3. We also explain the DDI-induced
phenomena observed from the spectra. To make the the-
ory convenient for predicting experimental outcomes and
evaluating experimental feasibility, analytical formulas of
the DDI-induced attenuation coefficient, ∆β, and phase
shift, ∆φ, are derived. As long as ωa is much smaller than
the EIT linewidth, the results of analytical formulas are
in good agreement with those of numerical calculations.
According to the formulas, ∆β and ∆φ are linearly pro-
portional to Ω2p,in as demonstrated in Fig. 5(a) and 5(c),
and ∆β and ∆φ as functions of ∆c are asymmetric with
respect to ∆c = 0 as demonstrated in Fig. 5(b) and 5(d).
We further consider the existences of nonzero but small
decoherence rate and two-photon detuning in the system,
and make corrections to the formulas of ∆β and ∆φ as
shown in Eqs. (33) and (34). Finally, we make the predic-
tions with the parameters determined experimentally and
compare them with the experimental data in Ref. [34].
The good agreement between the predictions and data
demonstrates the validity of our theory. Rydberg po-
laritons are regarded as bosonic quasi-particles, and the
DDI is the origin of the interaction between the particles.
Thus, the DDI-induced phase shift and attenuation coef-
ficient can infer the elastic and inelastic collision rates in
the ensemble of these bosonic particles. Our mean field
theory provides a useful tool for conceiving ideas rele-
vant to the EIT system of weakly-interacting Rydberg
polaritons, and for evaluating experimental feasibility.
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APPENDIX
The fifth phenomenon observed in the spectra as shown
by Fig. 3 is that the DDI effect shifts the position of
EIT peak transmission very little at ∆c = 1Γ as shown
by Fig. 3(a) and significantly at ∆c = −1Γ as shown
by Fig. 3(c). We will explain the phenomenon in this
Appendix.
There are two effects associating with the phenomenon.
The first effect relates to the decoherence rate. According
to Eq. (12), at ∆c 6= 0 the decoherence rate causes the
EIT peak position to shift from δ = 0 to
δpeak,γ =
2γ∆c
Γ
(A1)
under the condition of Ω2c  γ∆c, γΓ, where γ here can
be the intrinsic decoherence rate γ0, the DDI-induced
decoherence rate γeff , or sum of the two rates. Since the
DDI-induced attenuation at ∆c = +1Γ is less than that
at ∆c = −1Γ, the value of γeff in the former is smaller
than that in the latter. Thus, according to Eq. (A1)
the shift of the EIT peak position due to γeff at ∆c =
+1Γ (denoted δpeak,γ,+) has a smaller magnitude than
that at ∆c = −1Γ (denoted δpeak,γ,−), i.e. |δpeak,γ,+| <
|δpeak,γ,−| where δpeak,γ,+ > 0 and δpeak,γ,− < 0.
The second effect relates to the phase shift at δ = 0
(denoted as φδ=0). This nonzero φδ=0 implies that the
position of EIT peak transmission is shifted from δ = 0
to
δpeak,φ = −φδ=0
τd
, (A2)
where τd = αΓ/Ω
2
c is the propagation delay time. The
above equation shows the relation between the EIT peak
position, δpeak,φ, and the DDI-induced phase shift at δ =
0. Figures 3(b) and 3(e) demonstrate this relation. At
∆c = 0, γeff cannot cause the shift of EIT peak position
because of Eq. (A1), but φδ=0 can. Thus, the position
of the EIT peak transmission shifted away from δ = 0 as
shown by Fig. 3(b) must be due to φδ=0. In Fig. 3(e),
the phase shift spectra behave nearly straight lines. The
peak positions in the transmission spectra, i.e., δpeak,φ, of
Fig. 3(b) approximately match the zero-crossing points
of the corresponding straight lines in Fig. 3(e). In other
words, the zero-crossing point is δpeak,φ. The slopes of
these straight lines are equal to the propagation delay
time (τd), i.e., τd = −φδ=0/δpeak,φ where φδ=0 > 0 and
δpeak,φ < 0. One can clearly see the relation of Eq. (A2)
from Figs. 3(b) and 3(e).
Now, we use Eq. (A2) to determine the frequency shift
of the EIT peak caused by the second effect. Since the
value of φδ=0 in Fig. 3(d) is positive and significant, the
shift of the EIT peak position due to φδ=0 at ∆c = +1Γ
(denoted δpeak,φ,+) is negative and non-negligible accord-
ing to Eq. (A2). On the other hand, since the value of
φδ=0 in Fig. 3(f) is very little, the shift of the EIT peak
position due to φδ=0 at ∆c = −1Γ (denoted δpeak,φ,−) is
nearly zero according to Eq. (A2).
The frequency shifts due to above two effects are sum-
marized as δpeak,γ,+ > 0, δpeak,γ,− < 0, δpeak,φ,+ < 0,
δpeak,φ,− ≈ 0, and |δpeak,γ,−| > |δpeak,γ,+| ≈ |δpeak,φ,+|.
Combining the two effects, we obtain the results of
net frequency shift of the EIT peak in the followings:
δpeak,γ,+ + δpeak,φ,+ ≈ 0 at ∆c = +1Γ, and δpeak,γ,− +
δpeak,φ,− ≈ δpeak,γ,−(< 0) at ∆c = −1Γ . Hence, the
shift of the EIT peak position at ∆c = +1Γ is not ob-
servable in Fig. 3(a), and that at ∆c = −1Γ is obvious
and negative in Fig. 3(c).
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