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Abstract
In this paper, we study mathematical properties of an integro-differential equation that arises
as a particular limit case in the study of individual cell-based model. We obtain global well-
posedness for some classes of interaction potentials and ﬁnite time blow-up for others. The
existence of space homogeneous steady states as well as long-time asymptotics for the solutions
of the problem is also discussed.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
The aim of the present paper is to study some basic mathematical properties of the
following integro-differential equation
u(x, t)
t
= 
x
(
u(x, t)
∫
IR
V (x − y) 
y
u(y, t) dy
)
, x ∈ IR , t > 0 (1.1a)
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with initial condition
u(x, 0) = u0(x) for x ∈ IR. (1.1b)
The dynamics of the solutions of (1.1) depends very strongly on the particular form
of the function V. We will prove that Problem (1.1) is well-posed locally in time for a
large class of potentials V. It turns out that the solutions of (1.1) are globally deﬁned
for some choices of V, but they might blow-up for anothers. Moreover, the structure
of steady states depends very strongly on the particular form of V.
Some explanation for the richness of behaviours exhibited by model (1.1) can be
obtained from the context where this equation appears. This problem arises as a con-
tinuum limit for a system of particles placed at the points {Xk(t) : k ∈ ZZ} evolving by
means of the equations:
dXk(t)
dt
= −
∑
i∈ZZ\{k}
∇V (Xk(t) − Xi(t)), k ∈ ZZ, (1.2)
where V is the potential in (1.1).
The problem of deriving macroscopic limit equations for the cell density in the limit
of many particles has been extensively studied by different authors (cf. [12,14–16,19]).
Applications to speciﬁc biological problems of models arising as limits of individual
cell-based models can be found in [7,11,12]. A detailed discussion of the mathematical
difﬁculties that appear in the rigorous derivation of continuous models starting with
individual cell-based models is in [12,13]. In particular, the continuum limit equations
if the initial distance between the particles {Xk(t) : k ∈ ZZ} approaches zero are well
understood, at least for some classes of potentials V. In this case, we can “guess” the
asymptotics of the continuum particle density u with the following simple heuristic
argument. Let us deﬁne
u (y, t) = # {Xk(t) ∈ [y − h, y + h]}
2h
, (1.3)
where in the continuum limit under consideration, h satisﬁes
  h  1 (1.4)
and where  is a typical average distance between particles. In an equivalent manner,
[y − h, y + h] is a typical “macroscopic” interval containing a large number of particles
in the continuum limit.
The evolution law (1.2) implies that the velocity of the particle Xk (t) depends only,
to the leading order, on its position Xk (t). Moreover, to the leading order, the velocity
of all the particles included in each “macroscopic” interval [x − h, x + h] is the same
M. Bodnar, J.J.L. Velazquez / J. Differential Equations 222 (2006) 341–380 343
as h → 0. Due to (1.2) this velocity is given by
v (x, t) = −
∑
i∈ZZ
∇V (x − Xi(t)). (1.5)
We can approximate the sum in (1.5) by means of an integral in limit (1.4) using (1.3)
v (x, t) = −∇
(∫
V (x − y) u (y, t) dy
)
.
The evolution of the macroscopic cell density is given by means of the continuity
equation
u (x, t)
t
+ j (x, t)
x
= 0, (1.6)
where the particles ﬂux j is given by
j = uv. (1.7)
Combining Eqs. (1.5)–(1.7), (1.1a) follows.
The main difﬁculty to make rigorous the previous formal arguments is to prove that
the density of particles u deﬁned by (1.3) makes sense in limit (1.4). The solution of
this problem requires to handle two technical questions. The ﬁrst one is to choose the
initial distribution of particles in such a way that (1.3) holds for t = 0. The second
question is to show that (1.3) provides a meaningful deﬁnition of the particle density
for the particles conﬁgurations obtained from the original distributions by means of
the evolution equations (1.2). This analysis was made in a rigorous manner in [14].
A more detailed discussion of the heuristic arguments leading to (1.1a) as well as to
more general equations can be found in [6,12].
Suppose that we consider now Problem (1.1a) for a class of potentials V = Vd
supported in the interval [−d, d] satisfying ∫[−d,d] Vd (x) dx =  for some constant
 = 0. It would be then natural to approximate the family of potentials Vd by means
of Dirac masses as d → 0 :
Vd (x) ≈  (x) .
Then
∫
V (x − y) uy (y, t) dy ≈ ux (x, t) .
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With this approximation, (1.1a) becomes
ut = 2
(
u2
)
xx
. (1.8)
If  > 0, (1.8) is just a particular case of the well-known porous medium equation
that has been extensively studied (cf. [1–3]). On the contrary, if  < 0, Eq. (1.8) is a
backward parabolic equation, that is an ill-posed mathematical problem.
Let us remark that deriving the PDE (1.8) from the particle model (1.2) a double-limit
must be taken. The precise assumptions required on the initial particle distributions in
order to make the previous argument rigorous, for some classes of repulsive potentials
satisfying
∫
V (y) dy > 0, are in [14]. In any case, we notice that the main assumption
is
  d  1 (1.9)
or, stated in a more informal manner, the distance between particles must be smaller
than the range of interaction of the potential V, that must be smaller than the length
scale where the initial particle density has relevant variations.
Let us also emphasize the fact that the previous argument indicates that there is
a major difference between attractive and repulsive potentials. Indeed, for repulsive
potentials (1.8) is the classical porous medium equation that has very good mathematical
properties. On the contrary, for attractive potentials satisfying
∫
V (y) dy < 0, (1.8) is
ill-posed and therefore, we cannot expect to obtain it as a limit for the particle system
even if (1.9) holds. The situation has several analogies with phase transition problems
where ill-posed problems also arise in some asymptotic limits [4,5]. Nevertheless, in
such cases the ill-posedness is “cured” due to the onset in the models of regularizing
terms that become relevant for small length scales, as it happens, for instance, in the
study of the Cahn–Hilliard model [4,5]. Typically, such regularized problems exhibit a
huge number of steady states that are reminiscent of the ill-posedness of the original
model.
The main result derived in Section 4 of this paper is the existence, for suitable
potentials, of many nontrivial steady states for (1.1) exhibiting a clustering structure
analogous to the one for the Cahn–Hilliard equation. Moreover, we will also show in
Section 5 that similar clustering phenomena for the solutions of (1.1) can occur by
means of the formation of peaks having large particle densities as t → ∞. In another
words, (1.1) might exhibit rich pattern formation properties for attractive potentials.
The paper is organized as follows. In Section 2 we state the main assumptions on
the potentials V under consideration and study basic properties of Problem (1.1). In
particular, in Section 2.2 we prove theorems ensuring local existence and uniqueness
of the solutions of (1.1a) and in Section 2.3 we discuss the nonnegativity and mass
conservation property. In Section 3.1 we obtain global boundedness for the solutions of
(1.1a) under suitable assumptions on V. We also prove that for different choices of V
the solutions of (1.1a) might blow-up in ﬁnite time and study the form of the blow-up
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proﬁle. In Section 4 we derive classes of potentials V yielding nontrivial steady states,
and we discuss also some types of potentials for which the only steady states of (1.1a)
are the constants. In Section 5 some results concerning the long-time asymptotics for
the solutions of (1.1a) are obtained.
2. Basic properties
In this section we obtain classical solvability for (1.1). We remark that several
examples of nonuniqueness for nonlocal problems analogous to (1.1) with nonsmooth
initial data has been obtained in [8]. In this paper we will restrict our attention to
smooth solutions.
2.1. Basic deﬁnitions and assumptions
We begin formulating the main assumptions we will make on the potential V as well
as a suitable functional framework.
We will assume that the potential V satisﬁes the following:
• (A1) ∫IR |V (x)| (1 + |x|) dx < ∞;• (A2) ∫|x|>1 (∣∣V ′(x)∣∣+ ∣∣V ′′(x)∣∣) dx < ∞;
• (A3) V (x) = Vreg (x) + K(x)+, where (x)+ =
{
0 x < 0,
x x0;
• (A4) Vreg ∈ C2(IR) ∩ C3(IR \ {0}) and
∣∣∣V ′reg∣∣∣ (x)+ ∣∣∣V ′′reg∣∣∣ (x)+ ∫IR ∣∣∣V ′′′reg∣∣∣ (x) dx < ∞.
The ﬁrst two assumptions just provide suitable decay conditions for V and (A4) is
just a smoothness assumption for V. Notice that (A2) involves the values of V only in
the region |x| > 1, where V is smooth due to (A3), (A4).
Assumption (A3) just means that V (x) could have a jump on its ﬁrst derivative at
x = 0. The reason for not assuming just K = 0 (i.e. smooth potentials), is because
potentials having such a jump have been considered in numerical simulations of cell
models (cf. [9]), as well as and in more theoretical papers (cf. [14–16]) and we want
then to understand the effect of this assumption in the dynamics of the solutions.
Notice that K > 0 means that cells that are close to each other attract with a nonzero
force. On the contrary, if K < 0 nearby cells repel with a nonvanishing force.
There are many different equivalent ways of writing (A3). We have chosen this
particular form that will be convenient for later computations.
Some simple examples of functions V satisfying (A1)–(A4) are:
V (x) = e−a|x|, a > 0,
V (x) = − |x| e−a|x|, a > 0.
We now introduce some functional norms. We deﬁne
‖f ‖Ck = sup
x∈IR
{
|f (x)| + ∣∣f ′(x)∣∣+ · · · + ∣∣∣f (k)(x)∣∣∣} , k = 1, 2, . . .
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in the space Ck = Ck(IR) and
‖u‖XT = sup
t∈[0,T ]
(‖u(·, t)‖C1),
XT ≡
{
u ∈ C
(
(0, T ) ;C1 (IR)
)
: ‖u‖XT < ∞
}
,
where T > 0. We denote as ‖·‖p the standard norm in Lp(IR) for p ∈ [1,∞].
2.2. Local existence and uniqueness of the solutions
The main result that we will prove in this subsection is the following:
Theorem 2.1 (local existence and uniqueness). Suppose that V satisﬁes (A1)–(A4).
Then, for any given u0 ∈ C1(IR) there exists T > 0 and u ∈ XT which solves
Problem (1.1) in the classical sense. Moreover T depends only on ‖u0‖C1 and u is
unique in the class of functions XT .
For the sake of clarity we ﬁrst state in a formal manner the main heuristic idea
used in the proof of Theorem 2.1. Notice that Assumption (A1) implies that Eq. (1.1a)
might be rewritten as
ut =
(
Ku
∫ x
−∞
u (y, t) dy + u
∫
IR
V ′reg (x − y) u (y, t) dy
)
x
. (2.1)
Suppose that the initial data u0 is compactly supported. As it will be shown later this
implies that u(·, t) is compactly supported too. We then deﬁne  as
(x, t) =
∫ x
−∞
u(y, t) dy, (2.2)
whence x = u. Then after integrating (2.1) with the respect to the variable x and
using the fact that u(·, t) is compactly supported we obtain
t = Kx + x
∫
IR
V ′reg(x − y)x(y, t) dy. (2.3)
In the absence of the last nonlocal term, (2.3) would be the well-known Burgers
equation (cf. [20]) that might be easily solved using the method of characteristics. We
will deal with the nonlocal term in (2.3) treating it as a perturbation, by means of a
ﬁxed point argument. Finally, to solve the problem with noncompactly supported initial
data we will use a density argument. The main motivation for transformation (2.2) is
to replace the nonlocal term u
∫ x
−∞ u(y, t) dy in (2.1) by the local one x in (2.3).
We split the proof of Theorem 2.1 in the following sequence of lemmae.
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Lemma 2.2. Suppose that V satisﬁes (A1)–(A4). For any given u0 ∈ C2(IR) compactly
supported, there exists T > 0 and a unique solution of (2.3),  (·, t) ∈ C2(IR), deﬁned
for 0 tT with initial data  (0, t) = 0 (x) =
∫ x
−∞ u0(y) dy.
Proof. Let YT be the functional space
YT =
{
(·, t) ∈ C2(IR), 0 tT : ‖‖YT ≡ sup
t∈[0,T ]
‖(·, t)‖C2 < +∞
}
endowed with its natural norm ‖·‖YT .
We now introduce an operator S : YT → YT . As a preliminary step, for any ¯ ∈ YT
and for any  ∈ IR we deﬁne x(, t) and (, t) as the solutions of the following set
of differential equations:
dx
dt
= −
(
K+
∫
R
V ′reg(x − y)¯x(y, t) dy
)
,
d
dt
= 0, (2.4)
x(, 0) = , (, 0) = 0(). (2.5)
The functions x(, t) and (, t) are uniquely deﬁned for t ∈ [0, T ] due to (A4).
Moreover, the second equation in (2.4) implies that  is constant along characteristics.
Then, the ﬁrst equation in (2.4) can be transformed into
dx
dt
= −
(
K0() +
∫
R
V ′reg(x(, t) − y)¯x(y, t) dy
)
. (2.6)
Since ¯ ∈ YT , the function x(, t) is differentiable with respect to  and its derivative
can be computed solving
d
dt
(
x

)
= −K′0() −
(∫
R
V ′reg(x(, t) − y)¯xx(y, t) dy
)
x

,
x

(, 0) = 1. (2.7)
The solution of (2.7) is given by
x

(, t) = exp
(
−
∫ t
0
∫
R
V ′reg(x(, s) − y)¯xx(y, s) dy ds
)
−K′0()
∫ t
0
exp
(
−
∫ t
s
∫
R
V ′reg(x(, ) − y)¯xx(y, ) dy d
)
ds.
(2.8)
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Henceforth, expanding the exponential using Taylor’s, (A1)–(A4) as well as the regu-
larity assumptions made on u0, we obtain
∣∣∣∣x (, t) − 1
∣∣∣∣ CT (2.9)
for some constant C = C(∥∥0∥∥C2 ,
∥∥∥¯∥∥∥
YT
). Therefore, if T is assumed to be small
enough, x(t, ·) is invertible for 0 tT , due to Implicit Function Theorem. Let us
deﬁne (x, t) for 0 tT and x ∈ IR by means of
x((x, t), t) = x. (2.10)
Notice that  depends on the choice of ¯ but will not write this dependence explicitly
unless it is needed. For any ¯ ∈ YT we deﬁne an operator S as
(S¯)(x, t) = 0((x, t)). (2.11)
It can be readily seen that the solutions of the ﬁxed point equation  = S() are
exactly the solutions of Eq. (2.3) with initial data (x, 0) = 0(x). This follows from
the fact that the ODEs (2.4), (2.5) are the characteristics equations associated to (2.3)
if ¯ = .
In order to show that the operator S brings the space YT to YT we must prove that
the function  is twice differentiable with respect to x. This just follows from classical
regularity results for ODEs. Indeed, notice that 
2
x
2 solves
d
dt
(
2x
2
)
= −K′′0() −
(∫
IR
V ′′reg(x(, t) − y)¯xx(y, t) dy
)(
x

)2
−
(∫
IR
V ′reg(x(, t) − y)¯xx(y, t) dy
)
2x
2
(2.12)
with initial condition 
2
x
2 (, 0) = 0. We can now argue as in derivation of (2.9). Writing
the solution of (2.12), by means of variation of constants and using (A1)–(A4), as well
as the regularity on 0, ¯ we obtain, after some computations:
∣∣∣∣∣
2
x
2
∣∣∣∣∣ < CT. (2.13)
Moreover, using Gronwall’s Lemma, as well as (2.8) and (2.12) we obtain
∥∥S− 0∥∥YT CT,
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where C = C(∥∥0∥∥C2 ,
∥∥∥¯∥∥∥
YT
) is bounded for
∥∥∥¯∥∥∥
YT
bounded. Therefore, S transforms
the ball
∥∥∥¯− 0∥∥∥
YT
1 into itself for T > 0 small enough.
In order to apply Banach Fixed Point Theorem it only remains to show that the
operator S is contractive in this ball for T > 0 small enough. Let us assume that
¯1, ¯2 are in the ball
∥∥∥¯− 0∥∥∥
YT
1 and 1(x, t), 2(x, t) are the corresponding
functions deﬁned by (2.10), where x1 (, t), x2 (, t) are the solutions of (2.4) with
¯1, ¯2, respectively. Then
S(¯i ) = 0(i (x, t)) i = 1, 2. (2.14)
In order to prove the desired contractivity of S we need to show that
∥∥∥S(¯1) − S(¯2)∥∥∥
YT
(T )
∥∥∥¯1 − ¯2∥∥∥
YT
, (2.15)
with (T ) < 1 for T small enough. To this end, we ﬁrst estimate the right-hand side
of (2.15) using (2.14). Then
∥∥∥S(¯1) − S(¯2)∥∥∥
YT
C
∥∥0∥∥C3 sup
t∈[0,T ]
∥∥1(·, t) − 2(·, t)∥∥C2 . (2.16)
On the other hand, (2.10) implies
∫ 1(x,t)
2(x,t)
x1

(z, t) dz = x1(1 (x, t) , t) − x1(2 (x, t) , t)
= x2(2 (x, t) , t) − x1(2 (x, t) , t). (2.17)
Estimate (2.9) yields
1
2

∣∣∣∣x1 (, t)
∣∣∣∣ 2, 0 tT (2.18)
for small T. Combining this inequality with (2.17) we obtain
∣∣1(x, t) − 2(x, t)∣∣ 2 ∣∣x1(2, t) − x2(2, t)∣∣ . (2.19)
The right-hand side of (2.19) can be estimated using the fact that x1, x2 solves (2.6).
Using a Gronwall’s like argument we arrive at
∣∣x1(2, t) − x2(2, t)∣∣ CT ∥∥∥¯1 − ¯2∥∥∥
YT
.
350 M. Bodnar, J.J.L. Velazquez / J. Differential Equations 222 (2006) 341–380
Plugging this formula into (2.19) we then obtain
∣∣1(x, t) − 2(x, t)∣∣ CT ∥∥∥¯1 − ¯2∥∥∥
YT
(2.20)
for 0 tT and x ∈ IR. The terms 1,x − 2,x and 1,xx − 2,xx can be estimated in
an analogous manner. Indeed, (2.10) gives the following identities:
1,x − 2,x = −
(x1, − x2,)2,x
x1,
, (2.21)
1,xx − 2,xx =
(x2, − x1,)2,xx
x1,
+ (x2, − x1,)(2,xx)
2
x1,
+x1,
x1,
((1,x)
2 − (2,x)2), (2.22)
where we use the notations xi, = xi(i , t), xi, = 
2
2 xi
(
i , t
)
, . . .. Combin-
ing (2.18) with the identity i,x = 1xi, , we can see that deriving upper bounds for∣∣1,x − 2,x∣∣, ∣∣1,xx − 2,xx∣∣ equals to estimating the differences ∣∣x1, − x2,∣∣, ∣∣x1,−
x2,
∣∣
. This can be made using the fact that xi, and xi,, i = 1, 2 solve (2.7) and
(2.12), respectively.
We will give in detail an estimate for
∣∣x1, − x2,∣∣ because the estimate for∣∣x1, − x2,∣∣ can be obtained in an analogous, but simpler manner. Let us write
x1,(t, 1) − x2,(2, t) = (x1,(1, t) − x1,(2, t))
+(x1,(2, t) − x2,(2, t)). (2.23)
The last parenthesis can be estimated taking the difference of Eqs. (2.12) with x
replaced by x1, x2, respectively. Using Gronwall’s Lemma it then follows that
∣∣x1,(2, t) − x2,(2, t)∣∣ CT ∥∥∥¯1 − ¯2∥∥∥
YT
. (2.24)
On the other hand to estimate the ﬁrst parenthesis on the right-hand side of (2.23)
we need to control x1,. This can be made using the regularity assumptions on 0
as well as the smoothness of Vreg assumed in (A1)–(A4). Indeed, differentiating (2.12)
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we obtain
d
dt
(
3xi
3
)
= −K′′′0 () −
(∫
R
V ′′′reg(xi(, t) − y)¯xx(y, t) dy
)(
xi

)3
−3
(∫
R
V ′′reg(xi(, t) − y)¯xx(y, t) dy
)
xi

· 
2
xi
2
−
(∫
R
V ′reg(xi(, t) − y)¯xx(y, t) dy
)
3xi
3
with initial condition 
3
xi
3 (, 0) = 0. Using (A4) and Gronwall’s Lemma we deduce
that
∣∣∣∣3xi3 (, t)
∣∣∣∣ CT . Using then (2.20) we arrive at
∣∣x1,(t, 1) − x1,(t, 2)∣∣ CT ∥∥∥¯1 − ¯2∥∥∥
YT
. (2.25)
Combining (2.24), (2.25) we obtain
∣∣x1,(1, t) − x2,(2, t)∣∣ CT ∥∥∥¯1 − ¯2∥∥∥
YT
.
Estimates for
∣∣x1, − x2,∣∣ can be derived in a similar manner. Therefore
sup
t∈[0,T ]
∥∥1(·, t) − 2(·, t)∥∥C2 CT
∥∥∥¯1 − ¯2∥∥∥
YT
.
Plugging this inequality into (2.16) we ﬁnally obtain
∥∥∥S(¯1) − S(¯2)∥∥∥
YT
CT
∥∥∥¯1 − ¯2∥∥∥
YT
,
where C is independent on T, ¯i , i = 1, 2. Thus the operator S is contractive for T
small enough and Lemma 2.2 follows. 
Lemma 2.3. Suppose that potential V satisﬁes (A1)–(A4). For any given compactly
supported u0 ∈ C2(IR) there exists a unique solution u to (1.1) for t ∈ [0, T ] with
T > 0 small enough and u(·, t) ∈ C1(IR). Moreover, the function u (·, t) is compactly
supported for any t ∈ [0, T ].
Proof. This result is basically a reformulation of Lemma 2.2. Suppose ﬁrst that u is
a solution of (1.1), having the regularity stated in Lemma 2.3 for some u0 compactly
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supported. Then, u solves
ut = a (x, t) ux + b (x, t) u + Ku2 (2.26)
with a (x, t) = ∫IR V (x − y) y u (y, t) dy, b (x, t) = ∫IR V ′reg (x − y) y u (y, t) dy. Due
to (A1)–(A4) it follows that a (x, t) , a(x,t)x , b (x, t) are globally bounded. Therefore,
the speed of propagation of the characteristics associated to (2.26), as well as the rate
of change of u along characteristics are bounded, whence u(·, t) is compactly supported
for each t ∈ [0, T ].
It then follows that for a given u solution of (1.1), having the regularity stated
in Lemma 2.3, transformation (2.2) is well deﬁned and it yields a solution of (2.3).
Indeed, combining (2.1) and (2.2) we obtain, after integrating once on x:
t − Kx − x
∫
IR
V ′reg(x − y)(y, t) dx = f (t).
The boundedness of the support of u(·, t) implies that the support of (·, t) is con-
tained in the half-line [−R,+∞) for some R whence f (t) ≡ 0. Hence  solves (2.3).
Reciprocally, given a solution of (2.3) with initial data 0(x) =
∫ x
−∞ u0(y) dy we
immediately obtain a solution to (1.1) by means u = x . 
The following two lemmae just state that additional regularity assumptions on V pro-
vide better regularity estimates for the solution u. The ﬁrst lemma is basically a trivial
modiﬁcation of the previous one. We write it in a separate manner by convenience.
Lemma 2.4. Suppose that potential V satisﬁes Assumptions (A1)–(A4). Moreover, let us
assume that derivatives
∣∣∣V ′reg(x)∣∣∣ , . . . , ∣∣∣V (k+1)reg (x)∣∣∣ are bounded, where k = 2, 3, 4, . . .
and also that ∫
R
∣∣∣V (l)reg(x)∣∣∣ dx < +∞ where l = 2, 3, . . . , k + 1.
For any given compactly supported u0 ∈ Ck(IR) there exists a unique solution u to (1.1)
for t ∈ [0, T ] with T > 0 small enough and u(·, t) ∈ Ck−1(IR).
Proof. The main difference with the proof of Lemmae 2.2 and 2.3 is that additional
derivatives of the characteristics curves must be estimated. This might be made with the
same arguments as in proofs of those lemmae using the additional regularity requested
on u0 and Vreg. 
We now proceed to improve the regularity estimates for u in the following lemma.
Lemma 2.5. Suppose that the assumptions of Lemma 2.4 are fulﬁlled. Then the cor-
responding solution u is in Ck(IR) for k = 2, 3, . . . and 0 tT .
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Proof. Notice that we can rewrite (2.1) in form (2.26) where the coefﬁcients a, b are
given by
a(x, t) = K
∫ x
−∞
u(y, t) dy +
∫
IR
V ′reg(x − y)u(y, t) dy, (2.27)
b(x, t) =
∫
IR
V ′′reg(x − y)u(y, t) dy. (2.28)
We can obtain a representation of the solution to (2.26) using the characteristics
curves (x(t, ), u(, t)) deﬁned by means of
dx
dt
= −a(x, t), du
dt
= Ku2 + b(x, t)u, (2.29a)
x(, 0) = , u(0, ) = u0(). (2.29b)
Due to the fact u ∈ Ck−1(IR) it follows that a(·, t) and b(·, t) are bounded in Ck(IR).
Therefore, classical regularity theory for ODEs implies that the function (·, t) deﬁned
as in (2.10) is bounded in Ck(IR). Thus, since u(·, t) solution of (2.1) is given by
u(x, t) = u0((x, t)), the claimed regularity for u follows from the assumptions of the
lemma. 
Proof of Theorem 2.1. Existence: Given an initial datum u0 ∈ C1(IR) we construct
the sequence of compactly supported approximations u0,n ∈ C2(IR), uniformly bounded
in C1-norm and satisfying limn→∞ u0,n = u0 uniformly in compact set of IR. Using
Lemmae 2.2–2.5 it follows that there is a sequence of solutions un(·, t) ∈ C2(IR) to
Problem (1.1) deﬁned in 0 tTn. We will obtain uniform regularity estimates for the
sequence un as well as uniform lower bounds for their time of existence Tn.
To this end, notice that (A1)–(A4) imply that the function b deﬁned by (2.28) satisﬁes
|b(·, t)| C ‖u(·, t)‖∞ ,
where the constant C depends only on the potential V. Using (2.29b) we obtain
‖un(·, t)‖∞ 
∥∥u0,n∥∥∞ + C
∫ t
0
‖un(·, s)‖2∞ ds. (2.30)
Therefore, a Gronwall-like argument implies that there exists T > 0 independent on n
such that ‖un(·, t)‖∞ C for 0 t min {T , Tn}.
We can now use (2.30) to derive uniform estimates for the function a, b deﬁned
by (2.27) and (2.28). Indeed, if we denote as an the corresponding functions a, b
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associated to un, it follows from (2.30) as well as (A1)–(A4) that
‖an(·, t)‖∞ +
∥∥∥∥anx (·, t)
∥∥∥∥∞ C ‖un(·, t)‖∞ , (2.31)
‖bn(·, t)‖∞ +
∥∥∥∥bnx (·, t)
∥∥∥∥∞ C ‖un(·, t)‖∞ . (2.32)
Standard regularity theory for ODEs shows that (·, t) deﬁned by means of (2.10),
(2.29) is uniformly bounded in C1(IR). This implies the estimate
∥∥ux,n(·, t)∥∥∞ C for 0 t min{Tn, T }. (2.33)
Finally, we derive a lower estimate for Tn. Arguing as in the derivation of (2.31),
(2.32) and using the fact that un(·, t) is uniformly bounded in C1 it follows that∥∥axx,n(·, t)∥∥∞ and ∥∥bxx,n(·, t)∥∥∞ are uniformly bounded. Due to the regularity prop-
erties for the solution of Eqs. (2.29) it follows that ∥∥uxx,n(·, t)∥∥∞ C ∥∥uxx,0,n(·, t)∥∥∞
for 0 t min{Tn, T }. If Tn < T we might use Lemmae 2.3 and 2.4 to extend the
solution for later times.
We can now show that the sequence un converges uniformly in compact sets of
IR × [0, T ] to a function u∗ solving (1.1) in the sense of the characteristic equations
(2.29). More precisely, let us denote as xn (, t) the sequence of solutions of the
equations on the left of (2.29) with a = an (x, t). Using (2.31) and (2.7) it follows that∣∣∣xnt
∣∣∣+ ∣∣∣ xn
∣∣∣ C uniformly on IR× [0, T ]. Therefore, Arzela–Ascoli’s Theorem implies
that there exists the limit x∗ (, t) = limn→∞ xn (, t) uniformly on compact sets of
IR × [0, T ] where, from now on, we take subsequences whenever is needed. Moreover,
there exists also u∗ ∈ C (IR × [0, T ]), such that limn→∞ un (x, t) = u∗ (x, t) uniformly
on compact sets of IR× [0, T ]. Then limn→∞ an (x, t) = a∗ (x, t), limn→∞ bn (x, t) =
b∗ (x, t) where a∗, b∗ are deﬁned by means of (2.27), (2.28) with u = u∗. Writing
(2.29) as integral equations it is possible to pass to the limit as n → ∞. It then follows
that x∗ (, t) solves the equation on the left in (2.29) with a = a∗. Moreover, passing to
the limit also in the equations for u, it then follows that u∗ can be obtained integrating
by the characteristic curves (2.29). The regularity obtained for a∗, b∗ above then shows
that u∗ ∈ C1 (IR × [0, T ]), and therefore, it solves (1.1), whence the desired existence
part of the argument follows.
Uniqueness. Suppose that there exist two solutions u1 and u2 to (1.1) with the same
initial datum u0 with the regularity stated in Theorem 2.1. Therefore, ui,t , i = 1, 2 are
uniformly bounded in IR for small t, whence
‖u1(·, t) − u2(·, t)‖∞  ‖u1 (·, t) − u0 (·)‖∞ + ‖u2 (·, t) − u0 (·)‖∞ ,
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as t → 0. Subtracting u1, u2 and plugging them into (1.1a) we obtain
(u1 − u2)
t
= (u1 − u2)x
∫
R
V ′(x − y)u1(y, t) dy + Ku1(u1 − u2)
+(u1 − u2)
∫
R
V ′′reg(x − y)u1(y, t) dy + (u2)x
×
∫
R
V ′(x − y)(u1 − u2)(y, t) dy
+Ku2(u1 − u2) + u2
∫
R
V ′′reg(x − y)(u1 − u2)(y, t) dy.
Arguing as in derivation of (2.30) and (2.33), i.e. using Gronwall’s inequality on the
equations for the characteristic curves, it follows that ‖u1(·, t) − u2(·, t)‖∞ C for
0 tT . Then, the uniqueness result follows taking the limit  → 0. 
2.3. Nonnegativity and mass conservation
In this subsection we derive some properties of the solution of Problem (1.1) that
might be obtained using elementary arguments.
Proposition 2.6 (Nonnegativity and mass conservation). Suppose that the assumptions
of Theorem 2.1 hold. Then:
(i) If u00 the corresponding solution of Problem (1.1) u(x, t)0 for x ∈ IR and
t ∈ [0, T ].
(ii) Suppose that u0 ∈ L1(IR). Then the corresponding solution of (1.1) u(·, t) belongs
to L1(IR) for t ∈ [0, T ]. Moreover
∫
IR
u0(x) dx =
∫
IR
u(x, t) dx
∫
IR
|u0(x)| dx =
∫
IR
|u(x, t)| dx (2.34)
for t ∈ [0, T ].
Proof. The nonnegativity property of the solution u is just a consequence of the fact
that (2.29a) preserves the nonnegativity of initial data.
In order to show (ii) we ﬁrst prove that under the assumptions on the theorem
u(·, t) ∈ L1 (IR) for t ∈ [0, T ]. To this end we use the representation of the solution u
by characteristics that we have obtained in the proof of Theorem 2.1. Then
u(x, t) = U((x, t), t),
where (x, t) is as in (2.10) with x (, t) solution of the equation on the left in (2.29).
We denote by simplicity as U (, t) the solution of the ODE on the right of (2.29). Since
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T has been assumed to be sufﬁciently small, U is bounded, whence |U(t, )| C |u0()|.
Thus,
∫
R
|u(x, t)| dxC
∫
R
|u0((x, t))| dx.
Using then the fact that
∣∣x(x, t)∣∣ is bounded below (cf. (2.9)) it follows that
∫
R
|u(x, t)| dxC
∫
R
|u0()| d.
This shows that u ∈ L1(IR).
To prove the mass conservations properties stated above, we multiply (1.1a) by sgn(u)
to obtain that, in the sense of measures
 |u(x, t)|
t
= 
x
(
|u(x, t)|
∫
IR
V ′(x − y)u(y, t) dy
)
(2.35)
or, more precisely
∫ ∞
0
∫
IR
|u (x, t)|
[
−t (x, t) + x (x, t)
∫
IR
V ′(x − y)u(y, t) dy
]
dt dx
=
∫
IR
|u0 (x)| (x, 0) dx, (2.36)
where  ∈ C∞0 (IR × [0,∞)). The proof of (2.36) can be made writing an analogous
formula for u (x, t) using (1.1), separating in the integrals the regions of positivity and
negativity of u, multiplying then by sgn (u) and adding the resulting formulae. The ﬁrst
equation in (2.34) follows integrating (1.1) with respect to the x variable. The second
equation in (2.34) can be obtained taking in (2.36) a sequence of test functions n
that approach in the limit to the characteristic function of the set IR × [0, t¯] where
t¯ ∈ [0, T ]. Using the fact that n,t (x, t) converges to −
(
t − t¯), the second equation
in (2.34) follows. 
Remark. Notice that the same argument given in the proof of Proposition 2.6 shows
that the amount of mass of u contained between two zeros of u remains constant.
3. Global existence and blow-up
In this section we describe conditions that ensure that the solution obtained in The-
orem 2.1 is deﬁned for arbitrary long times. We will also obtain an initial data that
blows-up in ﬁnite time. The results in this section can be easily understood in an
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intuitive manner. Roughly speaking, if K in (A3) is positive, i.e. nearby particles tend
to approach to each other with nonzero velocity, the solutions of (1.1) might blow-up
in ﬁnite time. If K < 0, (i.e. close particles try to move away from each other with
positive speed), the solutions of (1.1) are globally bounded. Finally, if K = 0 the
solutions of (1.1) are globally deﬁned in time, but they can develop arbitrarily large
densities as t → ∞, as will be seen in Section 5.
3.1. Global existence
Theorem 3.1 (Global existence). Suppose that the assumptions of Theorem 2.1 are
satisﬁed and also that u00, u0 ∈ L1(IR). If K0, where K is as in (A3), then the
solution of Problem (1.1) is globally deﬁned, i.e. T = +∞. Moreover if K < 0 then
‖u(·, t)‖∞  max
⎧⎪⎨
⎪⎩‖u0‖∞ ,
∥∥∥V ′′reg∥∥∥∞ ‖u0‖1
|K|
⎫⎪⎬
⎪⎭ , t0. (3.1)
On the other hand, if K = 0 there exists 	 > 0 depending only on V such that
‖u(·, t)‖∞  ‖u0‖∞ e	t , t0.
Proof. Our assumptions on u0 imply that |b(x, t)| 
∥∥∥V ′′reg∥∥∥∞ ‖u0‖1 ≡ 	, where b is
as in (2.28). Therefore, since K0 it follows from the second equation in (2.29) that
‖u(·, t)‖∞  ‖u0‖∞ e	t .
The fact that a solution satisfying this estimate might be extended to arbitrarily long
times can be deduced as in the proof of Lemma 2.5. Indeed, in all arguments in
Lemma 2.5 and previous ones it was crucial to have x = 0. Differentiating (2.29a)
and using deﬁnition (2.27) it follows that
d
dt
(
x

)
= −
(
Ku +
∫
IR
V ′′reg(x − y)u(y, t) dy
)
x

,
x

(, 0) = 1. (3.2)
Therefore, 0 < C1 xC2 as long as u remains bounded, with C1, C2 depending on
‖u0‖∞ and T, whence u (·, t) might be extended to arbitrarily long times.
Estimate (3.1) for the case K < 0 can be also obtained using (2.29) that combined
with the previous bounds yields the inequality
ut − |K| u2 + 	u
that implies (3.1). 
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3.2. Blow-up
We will say that the solution u to Problem (1.1) blows up at time t∗ < +∞ if
there exists a sequence (tn) such that tn → t∗ and limn→∞ ‖u(·, tn)‖L∞ = +∞. We
will say that x∗ ∈ IR is a blow-up point if there are sequences xn → x∗ such that
limn→∞ |u(xn, tn)| = +∞.
Theorem 3.2. Suppose that the assumptions of Theorem 2.1 are satisﬁed. Let us assume
also that u00, u0 ∈ L1(IR) and let K > 0 with K as in Assumption (A3). Let us
deﬁne 	 = ‖u0‖1
∥∥∥V ′′reg∥∥∥∞. If there exists x0 ∈ IR such that u0(x0) > 	K the solution of
Problem (1.1) blows-up in a ﬁnite time.
Proof. The second equation in (2.29) and (2.28) imply that along characteristics
du
dt
Ku2 − 	u .
Therefore, if at particular point x = x0 we have u0(x0) > 	K , the solution u becomes
unbounded in a ﬁnite time. It only remains to show that u(x, t) does not have blow-up
in its derivatives before becoming unbounded, but this is just a consequence of the
arguments used in the proof of Lemma 2.5 that yield bounds for the derivatives of u
as long as u is bounded. 
Remark. Notice that the argument showing Theorem 3.2 is basically a local one, in
the sense that it depends only on the properties of u0 at a given point, and in the
total mass of u0. Therefore, the blow-up remains if the values of u0 are changed away
from the region where u0 takes its maximum value keeping the total mass constant (or
reducing it).
3.3. Blow-up proﬁle
In this subsection we will show that the asymptotic behaviour of the solutions to (1.1)
near a blow-up point can be computed using ideas similar to those used in the study
of the asymptotics of generation of shock waves for Burger’s equation. By simplicity,
we restrict our attention to compactly supported initial data. In that case the change
of variables (2.2) transforms the original equation (1.1a) into (2.3). Similar arguments
might be applied for initial data u0 decaying fast enough as |x| → ∞.
The solutions of (2.3) might generate shock waves in a ﬁnite time, even for smooth
initial data. Due to the regularity assumptions that we have made on Vreg it is possible
to approximate (2.3) locally near the point and time of generation of a shock wave as
t = Kx + cx, (3.3)
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where c is a constant. The asymptotic behaviour of solutions  for (3.3) can be readily
computed integrating by characteristics, and this yields the asymptotic behaviour of u
by means of (2.2). In the next theorem we make this argument precise and rigorous.
Theorem 3.3 (Blow-up proﬁle). Suppose that the assumptions of Theorem 2.1 are sat-
isﬁed. Let us assume also that u00, u0 ∈ L1(IR) ∩ C2(IR) and let K > 0 with K
as in (A3). Let us denote as u = u (x, t) the corresponding solution of (1.1). Let
us suppose that u blows-up at time t∗. Then u blows up in a bounded region, i.e.
|u(x, t)| < ∞ for 0 t < t∗, |x| > L and some L > 0 large enough. Moreover for
any blow-up point x∗ ∈ IR
u(x, t) ∼ A(t∗ − t)−1y
(
x − x∗
(t∗ − t) 32
)
+ o
(
(t∗ − t)−1
)
as t → (t∗)− (3.4)
uniformly on |x − x∗| C(t∗ − t) 32 , where the differentiable function (y) is uniquely
deﬁned by means of
y = −
1+ 
23, (0) = 0 (3.5)
and where the constants 
1 > 0, 
20 depend on the initial data u0.
Proof. Under the assumptions of the theorem, Problem (1.1) is equivalent to (2.3).
Notice that the solution of (2.3) cannot be continued in a classical sense if the char-
acteristic curves associated to this equation intersect. In an equivalent manner, it is not
possible to extend u (x, t) to arbitrarily long times if the function (·, t) cannot be
deﬁned in a smooth manner by means of (2.10). Arguing as in derivation of (2.6) we
have that the characteristics associated to (2.3) are given by
xt = −0() − R(x, t), (3.6a)
x(0, ) = , (3.6b)
where R(x, t) = ∫IR V ′reg(x − y)x(y, t) dy. Notice that the characteristic curves asso-
ciated to (1.1) do not cross as long as x = 0, where x(t, ) is the solution of (3.6).
Moreover, arguing as in a proof of Theorem 3.1, it follows that u remains bounded as
long as x does not vanish.
Differentiating (3.6) with respect to , and integrating the resulting equation using
variation of constants we obtain
x

= exp
(
−
∫ t
0
Rx(x(, s), s) ds
)
− u0()
∫ t
0
exp
(
−
∫ t
s
Rx(x(, ), ) d
)
ds.
(3.7)
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The integrability assumption on u0 combined with (2.34) imply that Rx is uniformly
bounded as long as the solution u is deﬁned. Therefore, since u0() approaches to 0
as || → 0, it follows that x does not vanish for |x| > L, if L is sufﬁciently large.
Then, the blow-up might take place only in bounded regions.
Suppose now that u blows up at (x∗, t∗). The previous argument yields
inf
∈IR
x

(, t) > 0 for t < t∗ and inf
∈IR
x

(, t∗) = 0. (3.8)
Let us denote as ∗ the initial value for a characteristic, that reaches a blow-up point,
i.e. x (
∗, t∗) = 0, x(∗, t∗) = x∗.
We rewrite (3.7) by shortness as
x

= (, t)e−
∫ t
0 G(,) d, (3.9)
where G(x, t) = Rx(x(, t), t) and
(, t) = 1 − u0()
∫ t
0
e
∫ s
0 G(,) d.
In order to study the asymptotics of u near (x∗, t∗) we use Taylor’s expansion in (3.9).
Let us denote as
X = − ∗, T = t − t∗.
Then
x

= B
(
(∗, t∗) + (∗, t∗)X + t (∗, t∗)T + (∗, t∗)X
2
2
+ t t (∗, t∗)T
2
2
+t(∗, t∗)T X + o(T 2 + X2)
)
, (3.10)
where (X, T ) → 0 and B = e−
∫ t∗
0 G(
∗,s) ds
. Due to (3.8) we have (∗, t∗) = 0.
Keeping only the leading terms in (3.10) we obtain
x

= B
(
t (
∗, t∗)T + (∗, t∗)X
2
2
+ o(T + X2)
)
as (X, T ) → (0, 0) .
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Integration with respect to  leads to
x(t) − x∗ = 
1TX + 
2X3 + o
(
(T + X2)X
)
as (X, T ) → (0, 0), (3.11)
where 
1 = Bt (∗, t∗) < 0 and 
2 = B (
∗,t∗)
6 0. On the other hand  is constant
along characteristics and using once more Taylor’s series we arrive at
 = 0(∗) + ′0(∗)X = 0(∗) + u0(∗)X + o(X) as X → 0.
Let us make the following change of variables:
X = (−T ) 12 , x − x∗ = (−T ) 32 y.
Using this change of variables (3.11) becomes
 = 0(∗) + u0(∗)(t∗ − t)
1
2 
(
x − x∗
(t∗ − t) 32
)
+ o
(
(t∗ − t) 12
)
as t → t∗. (3.12)
Differentiating (3.12) with respect to x we obtain (3.4). This differentiation is possible
by standard regularity results for the solution of ODE as well as the smoothness
assumed for u0 in the statement of the theorem. 
Remark. The constant 
2 in (3.5) seems to be positive for generic initial data.
4. Steady states
In this section we will study the steady states of Eq. (1.1a). There are several
reasons for doing this. Convergence to a steady state is one of the most natural long-
time behaviours that one could expect for a system like (1.1a) that will be seen in next
section to have a gradient ﬂow structure.
On the other hand, our study of the steady states is strongly motivated for the
fact that these particular solutions play a crucial role in the derivation of PDEs with
form (1.8) starting with evolution equations for particles like the ones in (1.2). Indeed,
we can consider Eq. (1.1a) as the model that describes an intermediate, mesoscopic
regime placed between the particle model (1.2) and the macroscopic equation (1.8).
In the rigorous derivations of equations like (1.8) starting from (1.2) a key idea is to
show that in the mesoscopic scale the particles are distributed according to a “local
equilibrium distribution”. More precisely, in the arguments in [14] it is shown that
particles converge rather fast to homogeneous equilibrium distributions in regions of
mesoscopic size. The equilibrium value for the density changes in macroscopic scales
and the difference of values for the density in different mesoscopic regions yields
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precisely the particles ﬂuxes that are required to obtain the macroscopic Eq. (1.8).
Steady states of (1.1a) are then the natural “local equilibrium distributions” in such
type of studies.
Notice that a key idea in the above-mentioned derivation of macroscopic equations is
to be able to show that particles are nearly homogeneously distributed in the mesoscopic
scale. Due to this reason it is important to assert if the equilibrium distributions for
(1.1a) are only the homogeneous ones or, if for the contrary, it is possible to have
steady states exhibiting “patterning” in mesoscopic scales.
Notice that u is a steady state of (1.1a) and only if:
u(x)
∫
IR
V ′(x − y)u(y) dy = J ∈ IR, u(x)0, x ∈ IR. (4.1)
For J = 0 there would be a ﬂux of particles moving from one side of space to
another. Therefore, we will restrict in this paper to the study of genuine steady states,
with particles at rest, i.e. J = 0. Then (4.1) reduces to
u(x)
∫
IR
V ′(x − y)u(y) dy = 0, u(x)0, x ∈ IR. (4.2)
We introduce here some families of potentials V of particular relevance.
We say that a potential V is purely repulsive if
V ′ (x) · sgn (x) 0, x ∈ IR.
We say that a potential V is purely attractive if
V ′ (x) · sgn (x) 0, x ∈ IR.
Finally we will say that a potential V is attractive–repulsive if V ′ (x) · sgn (x) might
take both positive and negative values for different values of x ∈ IR.
Notice that due to (4.2) the analysis of the steady states for purely repulsive potentials
is equivalent to the same study in the purely attractive case. However the long-time
asymptotics might be expected to be very different in both cases, because the sign of
 in (1.8) is positive in the repulsive case and negative in the attractive one.
The results in this section can be thought as a set of “counterexamples” showing
that not simple characterization might be given for the steady states of (1.1a) even in
purely attractive or purely repulsive cases.
The main results in this section are the following:
1. For purely attractive (repulsive) potentials:
(a) There exist a family within this class of potentials for which the only steady
states are the homogeneous ones (cf. Theorem 4.7).
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(b) There exist potentials of this class having nonhomogeneous steady states (cf.
Theorem 4.3).
2. For attractive–repulsive potentials:
(a) We have obtained a large family of potentials having only homogeneous steady
states (cf. Theorem 4.4 and also Theorems 4.8 and 4.7).
(b) There exist also a large family of this type of potentials for which there is a
large number of different nonhomogeneous steady states (cf. Theorem 4.2 and
also Theorem 4.1).
We have not studied the stability properties of the steady states considered in this
section. We just remark that in those cases in which a huge number of steady states
exist (cf. for instance Theorem 4.2) the dynamics of arbitrary solutions of (1.1a) is
complicated, because the steady states yield its own long-time asymptotics. Most likely
most of the steady states with complicated structure, as the ones found in Theorem
4.2, are unstable, as it happens for instance in Cahn–Hilliard equation (cf. [4,5]).
We remark that bounded steady states do not exhaust all the possible long-time
asymptotics for (1.1a), even if this equation has a gradient ﬂow structure. It turns
out that for some purely attractive (or repulsive) potentials V, the Dirac mass u (x) =
A (x − x0) , or some sums of Dirac masses with the form u (x) = ∑j Aj (x − xj )
are also steady states, i.e. solutions of 4.2. Moreover, such singular steady states provide
the long-time asymptotics for the solutions of (1.1a) for a general class of attractive
potentials. This phenomenon will be studied more in detail in Section 5 (cf. Theorem
5.3).
Finally, we recall that for potentials having a jump in the ﬁrst derivative at the origin
it is possible to have also blow-up in ﬁnite time as it was discussed in Section 3. In
this case the problem of the study of the long-time asymptotics is meaningless, at least
for smooth solutions.
4.1. Nontrivial steady states: potentials yielding pattern formation
In this subsection we will focus in the analysis of potentials having steady states
that are not homogeneous in space. Our ﬁrst example provides a class of potentials
whose main advantage is that they have steady states that are piecewise constant. The
interest of this example is that it shows with completely elementary arguments that
some attractive–repulsive potentials might exhibit “clustering”.
Theorem 4.1. Let the potential V be deﬁned as follows
V (x) =
⎧⎨
⎩
0 for |x| > r,
(x + r) for − 2r < x < 0,
(x − r) for 0 < x < 2r,
(4.3a)
where  is a compactly supported function satisfying
(x) = (−x), (−r) = (r) = 0. (4.3b)
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Let us deﬁne
u(x) =
∑
i
ci Ii , (4.4)
where the sum is extended over ﬁnite or countable set of index, ci are positive constants,
Ii are interval each of them having the length 2r and the distance between any of two
intervals Ii and Ij is greater then 4r . Then u solves (4.2).
Proof. It is basically an explicit computation. Notice that since the distance between
intervals is greater or equal than 4r the different intervals do not interact with each other.
Without loss of generality we might assume that Ii = [0, 2r] due to the invariance of
the problem under translations. Hence, for x ∈ [0, 2r] we have, under the assumptions
in the theorem
∫
R
V ′(x − y)u(y) dy = ci
∫ 2r
0
V ′(x − y) dy
= ci
∫ x
x−2r
V ′(t) dt = ci
∫ r
−r
V ′(t) dt = 0,
where we have used that by the deﬁnition of V, for any x ∈ [0, 2r] :
∫ x−2r
−r
V ′(t) dt =
∫ x
r
V ′(t) dt. 
The following result provides a large class of potentials yielding nontrivial steady
states. The class of potentials considered in next theorem does not make symmetry
assumptions on V so restrictive as those in Theorem 4.1. As a consequence the derived
steady states are not piecewise constant in general. Moreover, the precise form of the
steady states cannot be computed in a explicit manner for the potentials considered in
Theorem 4.2. The main idea in the proof of the theorem consists in formulating Eq.
(4.2) in terms of the spectral properties of a suitable operator in a Hilbert space.
Theorem 4.2. Suppose that V is a potential satisfying (A1)–(A4) with K < 0, as well
as the symmetry condition V (x) = V (−x). Let us assume that there exists 	 > 0 such
that V (0) < V (2	) and that V ′′(x) > 0 for x ∈ (0, 2	]. Then, there exists an interval
I ⊂ IR and a function u¯ ∈ L2(I ) ∩ L1 (I ) solving (4.2).
Remark. Notice that, the assumption V (x) = V (−x) implies that V ′(x) = −V ′(−x).
Hence, u ≡ const. satisﬁes condition (4.2), i.e. homogeneous functions are steady states
in this case.
Remark. The conditions K < 0, V (0) < V (2	) and V ′′(x) > 0 for x ∈ (0, 2	] in
Theorem 4.2 imply that the potential V belongs to the class of attractive–repulsive
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2β−2β
V(0)
Fig. 1. An example of a potential satisfying the assumptions of Theorem 4.2.
potentials. A typical example of a potential satisfying the assumptions on this theorem
is given in Fig. 1.
Proof of Theorem 4.2. Due to the structure of Eq. (4.2) we may assume without loss
of generality that ‖u‖L2 = 1.
Let I ⊂ IR be an interval [−, ], where  > 0. Deﬁne
Fu(x; I ) =
∫
I
V ′(x − y)u(y) dy.
With this notation condition (4.2) is equivalent to
Fu(x; I ) = 0 for x ∈ I. (4.5)
Differentiating (4.5) we obtain
F ′u(x; I ) =
∫
I
V ′′reg(x − y)u(y) dy + Ku(x).
Then (4.5) implies
−Ku(x) =
∫
I
V ′′reg(x − y)u(y) ≡ (TI (u))(x) , x ∈ I. (4.6)
We reformulate Problem (4.6) in a convenient variational form. To this end, we intro-
duce the following problem:
Maximize
〈u, TIu〉
〈u, u〉
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in the class of nonnegative functions u ∈ L2s (I ),
L2s (I ) = {u ∈ L2(I ) : u(x) = u(−x) a.e. in I }.
It is not hard to see that there exists a function u¯ ∈ L2s (I ), u¯0 due to the fact
that operator TI is compact in L2(I ) (cf. [17]). Our goal is to show that under the
conditions in Theorem 4.2 u¯ solves (4.5) for a suitable choice of I. To this end, we
deﬁne
(I ) = sup
u∈L2s (I ) u0
〈u, TIu〉
〈u, u〉 =
〈u¯, TI u¯〉
〈u¯, u¯〉 , (4.7)
where 〈·, ·〉 is a classical inner-product in L2(I ).
As a ﬁrst step we remark that u¯, solution of (4.7), solves the variational inequality
u¯(x)
(
TI0(u¯)(x) − (I )u¯(x)
) = 0 a.e. x ∈ I, (4.8a)
TI0(u¯)(x) − (I )u¯(x)0 a.e. x ∈ I. (4.8b)
In order to show (4.8) we use standard arguments. Indeed, due to (4.7) it follows that
〈(u¯ + ), TI (u¯ + )〉(I )〈u¯, (u¯ + ), (u¯ + )〉 (4.9)
for any test function  ∈ C∞(IR) such that + u¯0. Inequality (4.9) implies (4.8).
We now proceed to estimate (I ) for large small and large intervals I. We ﬁrst
remark that lim→0 (I ) = 0. This follows from (4.7) as well as from the inequality
|(TI u)(x)| 
∫
I
∣∣∣V ′′reg(x − y)∣∣∣ |u(y)| dy sup
x∈IR
∣∣∣V ′′reg(x)∣∣∣√|I | ‖u‖L2(IR) .
On the other hand plugging into (4.7) the test function
u =
{
1 x ∈ (−	, 	),
0 x ∈ (−	, 	),
with 2	 < |I | we obtain
(I ) 〈u, TIu〉〈u, u〉 = −K +
V (2	) − V (0)
	
> −K.
Deriving this inequality we have used the fact that
〈u, TIu〉 = Vreg(−2	) + Vreg(2	) − Vreg(0).
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Assumption (A3) implies
〈u, TIu〉 = 2 (V (2	) − V (0)) − 2	K.
Therefore, using the continuity of (I ) on I we can obtain that there exists an interval
I0 ⊂ [−	, 	], such that (I0) = −K . It then follows, due to (4.8), that the (4.7) holds
in the regions where u¯(x) > 0.
As a next step we will show that actually u¯ > 0 in the interval I0. This is just a
consequence of the fact, that the convexity of V on the interval (0, 2	] yields
TI0 u¯ =
∫
I0
V ′′reg(x − y)u¯(y) dy > 0,
hence, due to (4.8b), u¯ > 0 in I0.
Let us summarize. We have obtained that the function u¯ associated to the interval
I0 satisﬁes (4.6) on the interval I0, or in equivalent manner F ′¯u(x; I0) = 0 for any
x ∈ I0. On the other hand, since u¯ is symmetric with respect to origin it follows, that
Fu¯(0, I0) = 0. Henceforth, Fu¯(x, I0) = 0 for any x ∈ I0. Finally, since u¯ is compactly
supported we have that u¯ ∈ L1 (IR). This concludes the proof of the theorem. 
Remark. Notice that, the steady state obtained in Theorem 4.2 is in general nonho-
mogeneous in the interval I0. Indeed, T I0(x) = −V ′reg(x−)+V ′reg(x+). Therefore,
u = I0 does not satisfy (4.6) in general. In that case the solution whose existence has
been asserted in Theorem 4.2 would be necessarily nonconstant.
Remark. Notice that for potentials V compactly supported we may construct a compli-
cated steady state of (1.1a) putting together many solutions as in Theorem 4.2 separated
far enough as it was made in the derivation of (4.4).
Remark. The construction given in the previous remark is closely related to the one
given in Theorem 4.1, in the sense that solutions having a “clustering” structure have
been obtained for compactly supported potentials due to the lack of interaction between
the different regions. The main difference between both cases is the fact that under
assumption (4.3) the steady states are homogeneous in each connected component of
supp(u) and, on the contrary, u is not constant in each connected component of supp(u)
for the potentials considered in Theorem 4.2.
To conclude this subsection we remark that nonhomogeneous steady states can exist
even for purely attractive (repulsive) potentials. The following result provides examples
of such potentials.
Theorem 4.3. Suppose that the potential V ∈ C3(IR) satisﬁes V (x) = −V (x − r)+C,
for some constant C, x ∈ [0, r] and V (x) = 0 outside the interval [−r, r]. Then any
continuous positive periodic function with period r is a solution of (4.2).
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Fig. 2. Examples of potentials satisfying the assumptions of Theorem (4.3).
Proof. Using the periodicity of u and the assumptions on V made in the statement of
the theorem we obtain
∫
R
V (x − y)u(y) dy =
∫ r
−r
V (y)u(x − y) dy =
∫ 0
−r
V (y)u(x − (y + r)) dy
+
∫ r
0
V (y)u(x − y) dy
=
∫ r
0
(V (y − r) + V (y))u(x − y) dy = 0
and this concludes the proof. 
Remark. Notice, that there exists large class of the potentials satisfying Theorem 4.3.
For example, we may construct a function  : [0, r] → IR which is a skew-symmetric
with respect to r2 . We then extend it to the interval [−r, 0] as (x) = −(x + r)
for x ∈ [−r, 0]. Finally we construct the potential V (x) = (x) − (r). In this case,
the potential V is symmetric with respect to 0. However, it is possible to construct
also potentials satisfying Theorem 4.3, which are nonsymmetric. Examples of potential
satisfying the requirements in Theorem 4.3 can be seen in Fig. 2.
Remark. It is easier to obtain examples of potentials for which the steady states
are nonhomogeneous ones if the smoothness assumptions in (A1)–(A4) are slightly
weakened. For instance, any continuous, positive periodic function with period r is a
steady state of (4.2) for the potential V (x) = (r − |x|)+. In this case, Assumptions
(A1)–(A3) hold, but (A4) fails.
4.2. Potentials yielding trivial steady states
In this subsection we provide some sufﬁcient condition on the potentials V that ensure
that the steady states are homogeneous.
The ﬁrst result that we derive in this subsection is, in some sense, complementary to
Theorem 4.2. The theorem below provides a large class of monotonic potentials whose
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only steady states are the constant ones. As in the proof of Theorem 4.2 the key idea
is to study (4.2) by means of the spectral properties of suitable operators in Hilbert
spaces.
Theorem 4.4. Suppose that V satisﬁes (A1)–(A4) with K < 0, as well as the symmetry
assumption V (x) = V (−x). Suppose also that V ′′(x)0 for any x > 0. Then, the only
bounded solutions of (4.2) are the constant ones.
Proof. Arguing as in proof of Theorem 4.2 we can see that the stationary, bounded
solutions of (4.2) solve (4.6). Therefore, the theorem would follow proving that under
the assumptions of Theorem 4.4, for any solution of the integral equation TIu = au,
with a = 0 and I = supp (u) there holds:
|a| < |K| . (4.10)
Indeed, since V ′′reg0 we have TI (u)TI (|u|). For any ﬁxed  > 0 let us choose
x0, such that
∣∣u(x0,)∣∣  ‖u‖∞ − . Then
a(‖u‖∞ − )a
∣∣u(x0,)∣∣ TI (‖u‖∞ = ∥∥∥V ′′reg∥∥∥
L1
‖u‖∞ = K‖u‖∞ ,
whence taking the limit  → 0 we obtain |a|  |K|.
It only remains to show that |a| = |K|. Suppose then, that |a| = |K|. Then
u(x) = (TI u)(x)|K| . (4.11)
Due to (A1)–(A3) it follows that u(·) is a continuous function on I. Let deﬁne the set
U = {x ∈ I : u(x) = M = ‖u‖∞}.
This set is closed in I. Let us denote as [−, ] the connected component of the
support of V ′′reg(x) that contains x = 0. Given x0 ∈ U it follows from the representation
formula (4.11) that the interval (x0 − , x0 + ) ⊂ U . Therefore, U is open and closed
set in I. Hence, it ﬁlls each connected component of U with nonempty intersection
with U. Moreover, the same argument shows that I = IR and therefore, either U = IR
or U = ∅. In the ﬁrst case u would be a constant.
If, on the contrary, U = ∅ we argue as follows. Let us denote m = infx∈IR u(x).
The representation formula (4.11) implies, in an analogous manner, that u does not
reach the value of m at any point x0 ∈ IR. Therefore m < u(x) < M for any x ∈ IR.
Moreover, suppose that there exists a sequence xn → ∞ such that limn→∞ u(xn) = M .
Then, the representation formula (4.11) implies that there exists a sequence of numbers
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Ln satisfying limn→∞ Ln = ∞ such that
lim
n→∞ (inf{u(x) : x ∈ [xn − Ln, xn + Ln]}) = M. (4.12)
Indeed, (4.11) implies that
lim
n→∞ (inf{u(x) : x ∈ [xn − , xn + ]}) = M,
whence (4.12) follows iterating.
Moreover, similar estimates hold for u′(x). To check this we rewrite (4.11) as
u(x) =
∫
(x − y)u(y) dy, (4.13)
where (x)0,
∫
R
(x) dx = 1. Notice, that due to Assumption (A3)  is differen-
tiable and
∫
R
′(y) dy < +∞. Thus, differentiating (4.13) we obtain
u′(x) =
∫
R
′(x − y)u(y) dy =
∫
(x − y)u′(y) dy,
where u′ solves (4.11) and ∣∣u′(x)∣∣ is bounded. Therefore, analogous estimates can be
obtained for u and u′. It then follows that lim|x|→∞ u′(x) = 0, because M = 0 for u′
would imply the existence of arbitrary long intervals where
∣∣u′(x)∣∣ > 0. However, this
contradicts the boundedness of u. Therefore, lim|x|→∞ u′(x) = 0 and since u′ cannot
reach its maximum or minimum at any interior point it follows that u′(x) ≡ 0 and then
u(x) ≡ constant. 
Remark. We have proved Theorem 4.2 for repulsive potentials, but a completely anal-
ogous result could be proved for attractive potentials, just replacing V by −V .
Our next goal is to derive a perturbative result. More precisely, we will obtain ﬁrst
a class of repulsive potentials for which the steady state solutions (cf. (4.2)) can be
explicitly computed and shown to be homogeneous. We will prove later that small
perturbations of these potentials have only homogeneous solutions too. In particular,
some of the admissible perturbed potentials are of the attractive–repulsive type.
We then ﬁrst show that if the potential V is an exponential one the only steady states
are the constant ones. The key idea in this analysis is to show that (4.2) can be reduced
for these potentials to a second-order ODE.
Proposition 4.5. Suppose V (x) =  exp(− |x|) for some  = 0 and  > 0. Then the
only bounded steady states of (1.1a) are the constant functions.
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Proof. We may assume, without lost of generality, that  = 1. Let us deﬁne
f (x) =
∫
IR
V (x − y)u(y) dy. (4.14)
Notice that the equation satisﬁed by the steady states is equivalent to u(x)f ′(x) = 0.
Differentiating (4.14) twice we obtain
u(x) = 1

(
2f (x) − f ′′(x)
)
. (4.15)
Multiplying both sides of (4.15) by f ′(x) and using the fact u(x)f ′(x) = 0 we obtain
0 = f ′(x)
(
f ′′(x) − 2f (x)
)
.
Now, there are two possibilities: either f ′(x) = 0 for any x ∈ IR or alternatively f
is not globally constant. In the ﬁrst case it follows from (4.15) that u is identically
constant.
Suppose then that f is not identically constant. There exists some x0 ∈ IR such that
f ′(x0) = 0. Indeed, otherwise f will satisfy the equation f ′′(x) = 2f (x), for x ∈ IR.
Since the deﬁnition of f (cf. (4.14)) implies that f is bounded it follows that f ≡ 0. It
follows again from (4.15) that u ≡ 0.
Therefore, we can assume that there exists x0 such that f ′(x0) = 0 and some x1
such that f ′(x1) = 0. Due to the symmetry of the problem we might assume that
x1 > x0. Moreover, due to the continuity of f ′ the set of points in which f ′(x) = 0
is an open set. Let us denote as
x∗0 = sup{x < x1 : f ′(x) = 0}.
Notice that x0x∗0 < x1 and also that f ′(x) = 0 for x ∈ (x∗0 , x1]. Therefore
f ′′(x) = 2f (x) for x ∈ (x∗0 , x1].
The solution of this differential equation is f (x) = f (x∗0 ) cosh((x−x∗0 )) for x > x∗0 .
In particular f ′(x) would be different from 0 and f (x) would be unbounded unless
f (x∗0 ) = 0, but this implies that f (x) = 0 for x > x∗0 . It is not hard to see, using
the same argument for negative values of f that f (x) ≡ 0, whence u(x) ≡ 0 and the
proposition follows. 
In order to study the solutions of (4.2) for potentials V that are, in some sense, close
to the potentials V (x) =  exp(− |x|) we need the following technical lemma:
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Lemma 4.6. Let g ∈ W 2,∞(IR),  ∈ L∞(IR) satisfying
g′(x)(g′′(x) − g(x) + (x)) = 0 , a.e. in IR. (4.16)
Then either ‖g‖L∞ +
∥∥g′′∥∥
L∞ 2(1 + 2) ‖‖L∞ or g′ ≡ 0 a.e in IR.
Proof. Suppose that there exists x0 ∈ IR such that |g(x0)| > 2 ‖‖∞. Without lost of
generality we might assume g(x0) > 2 ‖‖∞. Suppose ﬁrst that g′(x0) = 0. Then due
to the symmetry of the problem with respect to reﬂections on the x-coordinate we can
assume that g′(x0) > 0, whence (4.16) gives
g′′(x) 14g(x)
for x ∈ [x0, x0 + ], for some  > 0. Then, by comparison, we get
g(x)g(x0) cosh
(
x − x0
2
)
for x ∈ [x0, x0 + ].
Since g is concave, g′(x) > 0 in the same interval. A continuation argument thus shows
that g(x)g(x0) cosh( x−x02 ) holds for any x > x0. Therefore, g would be unbounded
and this gives a contradiction.
It then follows that g′(x0) = 0. Let us denote I as the largest closed interval con-
taining x0 such that g′(x) = 0 for any x ∈ I . If I = IR the lemma follows. Otherwise,
there would exist x1 ∈ IR such that g(x0) > 23 ‖‖∞ and g′(x1) = 0. Arguing ex-
actly as before we obtain that g is unbounded and the contradiction concludes that
‖g‖L∞ 2 ‖‖L∞ .
In order to estimate g′′ we argue in the following way. Let us deﬁne
I = {x ∈ IR : g′(x) = 0}.
Due to the continuity of g′ the set I is closed one and I c is an open one. On the
other hand g′ is a Lipschitz continuous function and therefore, Rademacher’s Theorem
(cf. [10]) implies that g′ is differentiable almost everywhere. Suppose ﬁrst, that x0 ∈ I c.
Since I c is open (4.16) implies that g′′ = 2 − . Hence, ∥∥g′′∥∥
L∞ (1 + 22) ‖‖L∞ .
If x ∈ I we must distinguish two cases. Suppose ﬁrst that x0 is an accumula-
tion point of the set of points A ≡ {x ∈ I : there exists g′′(x)}. Then there exists
a sequence of points xn → x0, xn ∈ A, such that g′(xn) = 0, whence, g′′(x0) =
limxn→x0
g′(xn)−g′(x0)
xn−x0 = 0.
On the other hand, there exists only a countable number of points x0 ∈ I \A . Since
this is a set of zero measure the lemma follows. 
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Theorem 4.7 (Perturbative result). Let R : IR → IR be in C2(IR) ∩ W 2,1(IR). Suppose
that
V (x) = e−|x| + R(x), (4.17)
 = 0,  > 0. Then there exists 0 > 0 such that for || < 0 ≡ 12CR with CR = ‖R‖W 1,2 ,
any bounded steady state for (1.1a) with potential (4.17) is constant.
Remark. Notice that due to the fast decay of the exponential term e−|x| some of
the potentials in the class (4.17) are of the attractive–repulsive type.
Proof of Theorem 4.7. Without lost of generality we may assume that  = 1 and
 > 0. We deﬁne:
f (x) =
∫
IR
(
e−|x−y| + R(x − y)
)
u(y) dy.
Differentiating f (x) twice we obtain
u(x) = 2f (x) − f ′′(x) + (x), (4.18)
where (x) =  ∫IR (R(x − y) − R′′(x − y)) u(y) dy. Multiplying both sides of (4.18)
by f ′(x) and using the fact that for steady states f ′(x)u(x) = 0 we obtain
0 = f ′(x)
(
f ′′(x) − 2f (x) + (x)
)
.
Lemma 4.6 implies then that either f ′(x) ≡ 0 or ‖f ‖L∞ +
∥∥f ′′∥∥
L∞ < 2(1+2) ‖‖L∞
2(1 + 2) ‖R‖W 2,1 ‖u‖∞. In this last case using (4.18) we would obtain ‖u‖L∞ <
C¯ ‖u‖L∞ , where C¯ depends on  and on ‖R‖W 2,1 but not on , and this yields a
contradiction.
Suppose then that f ′′ ≡ 0. Thus f (x) =  where  is a constant and (4.18) becomes
u(x) = 2+ (x). (4.19)
A particular solution of (4.19) is the constant one u(x) = 21− ∫R R(y) dy . Actually, this
function is the unique bounded solution of (4.19). Indeed, assume that there exist two
such a solutions u1, u2. It then follows from (4.19)
‖u1 − u2‖L∞ <  ‖R‖W 2,1 ‖u1 − u2‖L∞ .
Henceforth, u1 = u2 = 21− ∫R R(y) dy and the theorem follows. 
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Finally, we conclude this subsection with an elementary argument that shows that for
potentials decaying fast enough, the steady states in L1(IR), must necessarily vanish
in some set of nonzero measure in IR.
Theorem 4.8. Suppose that the potential V in (A1)–(A4) satisﬁes |V (x)| + ∣∣V ′(x)∣∣ <
Ce−ax , x ∈ IR, V ≡ 0 for some positive constants a, C. Then, there are not solutions
of (4.2) u ∈ L1(IR), u ≡ 0 such that u(x) > 0 for any x ∈ IR.
Proof. Suppose that there exists u ∈ L1(IR) satisfying u(x) > 0 for x ∈ IR. Then,∫
IR V
′(x − y)u(y) dy = 0 for x ∈ IR. Taking the Fourier transform of these formula we
obtain
Vˆ ()uˆ() = 0, (4.20)
where the Fourier transform are understood in the sense tempered distributions (cf. [18]).
The exponential decay of V implies that Vˆ is analytic in the strip Im  < a. On the
other hand the assumptions on u imply that uˆ() = 0 in a subset of the real line having
at least one accumulation point. Therefore, (4.20) implies that Vˆ ≡ 0, whence V ≡ 0
and this gives a contradiction. 
5. Long-time asymptotics
In this section we discuss the possible asymptotic behaviour for the solutions to (1.1a)
as t → +∞ that are globally deﬁned in time. Notice, that as indicated in Section 3
there are solutions that are not globally deﬁned in time because they blow up in a
ﬁnite time.
Notice also, that the long-time asymptotic of the solution to (1.1a) depends very
sensitively on the choice of the initial data for some potentials V. Indeed, as we have
seen in Section 4, there exist many different steady states for some choices of V (cf.
Section 4.1).
In this section we show that, besides approximation to steady states as t → +∞
solution of (1.1a) might yield also Dirac mass formation as t → +∞.
As a preliminary state we describe the gradient ﬂow structure underlying (1.1a). Such
structure is inherited from the fact that the “microscopic” system of Eq. (1.2) is also
a gradient ﬂow.
5.1. Gradient ﬂow structure
In this subsection we assume that the potential V is an even function, i.e. V (x) =
V (−x). The potential whose gradient generates ﬂow (1.2) is the sum of the total energy
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of the particles:
1
2
∑
i
∑
j
V
(
xi − xj
)
.
Replacing formally the sums by integrals we obtain the following functional whose
gradient induces the evolution law (1.1a):
E [·] : L1(IR) → IR, E [u] =
∫
IR
∫
IR
V (x − y)u(x)u(y) dx dy, u ∈ L1(IR). (5.1)
The functional E [u] must then decrease along solutions. More precisely, the follow-
ing results holds:
Theorem 5.1. Assume that the potential V is en even function. Let u be a solution of
Problem (1.1) with u0 ∈ L1(IR). Let us deﬁne e(t) = E [u (·, t)]. Then the function e(t)
is decreasing as long as the function u(·, t) is deﬁned. Moreover, if u(·, t) is globally
deﬁned in time then there exists limt→∞ e(t) > −∞ and
∫ t+1
t
(∫
IR
u(x, s)
(∫
IR
V ′(x − y)u(y, s) dy
)2
dx
)
ds −→ 0, as t → +∞. (5.2)
Remark. Sufﬁcient conditions for global existence in time are given in Theorem 3.1.
Remark. The formula (5.2) shows approximation of u(·, t) in a very weak sense. In
order to prove the actual approximation of u(·, t) to a steady state as t → ∞, a more
careful local analysis near stationary solutions should be required. Nevertheless, the
structure of the steady states is rather complicated for some potentials V as it was seen
in Section 4. This detailed study of the stability of the steady states will not be pursued
in this paper. Moreover, as we will show in next subsection, u (·, t) can approach as
t → ∞ to a Dirac mass, or a sequence of Dirac masses for suitable choices of V and
u0, something that does not contradict (5.2).
Proof of Theorem 5.1. The proof of Theorem 5.1 is a standard one. The derivative
of e might be computed as
d
dt
e(t) =
∫
IR
∫
IR
V (x − y)ut (x, t)u(y, t) dx dy.
Using (1.1a) and integrating by parts we obtain
d
dt
e(t) = −2
∫
IR
u(x, t)
(∫
IR
V ′(x − y)u(y, t) dy
)2
dx0. (5.3)
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This implies that e(t) is decreasing. On the other hand
E [u (·)]  −
∫
IR
∫
IR
‖V ‖L∞ u(x)u(y) dx dy = −‖V ‖L∞ ‖u‖2L1 = −‖V ‖L∞ ‖u0‖2L1 .
Therefore, if u is globally deﬁned, there exists limt→+∞ e(t) > −∞. This follows
integrating (5.3) between t and t + 1 and taking the limit as t → +∞. 
5.2. Concentration to Dirac masses
In this subsection we describe the asymptotic of some solutions of (1.1) yielding
concentration to Dirac masses as t → +∞. Let us assume that V is smooth at x = 0,
i.e. K = 0 in (A3). Theorem 3.1 then guarantees that u (·, t) is globally deﬁned in
time.
It is interesting to mention some motivation for the results in this subsection. At a
ﬁrst glance it might seem strange the fact that the analysis of the steady states that
was made in Section 4 is exactly the same for both attractive and repulsive potentials.
Indeed, the heuristic derivation of Eq. (1.8) in the Introduction yields very different
type of equations for attractive and repulsive potentials. In the repulsive case (1.8) is
a well-posed parabolic problem, but in the attractive case (1.8) is ill-posed. Our next
theorem shows that for some general attractive potentials the solutions of (1.1) approach
asymptotically to the sum of several Dirac masses whose precise position depends very
sensitively on the initial data u0. In an equivalent manner, u (·, t) approaches a singular
steady state as t → ∞. On the contrary, such concentration as t → ∞ to Dirac masses
is not possible for repulsive potentials. Therefore, the difference between the ill-posed
and the well-posed cases from (1.8) is exhibited in different patterning properties for
the solutions in both cases.
Proposition 5.2. Suppose that the potential V satisﬁes Assumptions (A1)–(A4). Let us
assume also that V is an even function, and V ′(x)0 for x > 0. Let u be the solution
of (1.1) with the initial datum u0(x)0 compactly supported, satisfying the hypothesis
of Theorem 2.1. Then the solution u to (1.1) is also compactly supported. If the smallest
interval containing support of u(·, t) at time t0 is [x−(t), x+(t)] we have
dx−(t)
dt
> 0,
dx+(t)
dt
< 0.
Proof. This result is just a consequence of the fact that the equation for the evolution
of x−(t) and x+(t) are the same as the evolution of characteristics associated to (1.1)
starting at x−(0), x+(0), respectively, whence
dx−(t)
dt
= −
∫
IR
V ′(x−(t) − y)u(y, t) dy,
dx+(t)
dt
= −
∫
IR
V ′(x+(t) − y)u(y, t) dy.
The proposition then follows from the assumptions on the potential V. 
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Theorem 5.3. Suppose that V is an even function that satisﬁes (A1)–(A4) with K = 0.
Let us assume also that V ′(x)0 for x > 0 and that V (x) < 0 in the interval [−L,L].
Let u be the solution of (1.1) with initial datum u0(x)0, compactly supported with
the support contained in the interval (−L/2, L/2), satisfying the assumptions in The-
orem 2.1 as well as u0(x) = u0(−x). Then
lim
t→+∞ u(x, t) = M(x), where M =
∫
IR
u0(x) dx, (5.4)
where the convergence take place in the sense of distributions.
Moreover, if we assume also that V ∈ C3(IR) and V ′′(0) > 0 then
u(0, t) ∼ C1eV ′′(0)Mt , as t → +∞ (5.5)
and the support of u(·, t) is contained in the interval of the form
|x| C2e−V ′′(0)Mt , (5.6)
where C1, C2 are suitable positive constants depending on the initial data.
Proof. Let us denote as [x−(t), x+(t)] the support of u(·, t). Due to our assump-
tions we have x−(t) = −x+(t). Proposition 5.2 yields dx−(t)dt > 0. Thus, there exists
limt→+∞ x+(t) =  ∈ [0, L2 ).
Suppose that  > 0. Notice that
dx+
dt
= −
∫
IR
V ′(x − y)u(y, t) dy. (5.7)
We now claim that the right-hand side of (5.7) is smaller then a strictly negative number
− < 0 for t long enough. Indeed, given our assumptions on V as well as the mass
conservation property (Proposition 2.6), the only way in which this could not happen
is with u(·, t) concentrated near x = x+. But this is not possible due to symmetry of
the function u with respect to x. Then dx+
dt
< − < 0 which yields a contradiction.
Hence,  = 0 and due to the mass conservation property (cf. Proposition 2.6), (5.4)
follows.
In order to derive the more precise asymptotic (5.5) and (5.6) we linearize the
equations for the characteristics associated to (1.1a) that due to the assumption K = 0
takes the form
dx
dt
= −
∫
IR
V ′(x − y)u(y, t) dy, (5.8a)
du
dt
= u
∫
IR
V ′′(x − y)u(y, t) dy. (5.8b)
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Linearizing these equations near x = 0 we obtain
dx
dt
= −MV ′′(0)x,
du
dt
= MV ′′(0)u.
The error terms made in these linearizations are exponentially small and can be
easily estimated using standard ODEs arguments. Nevertheless, Eqs. (5.8) imply (5.5)
and (5.6). 
Remark. We have assumed that V (x) = V (−x), u0(x) = u0(−x) by simplicity. Oth-
erwise the statement would be similar with a little modiﬁcation Notice however, that if
V ′(0) = 0 the solution would translate asymptotically with a constant speed as t → ∞.
Remark. Notice, that the same argument used in the proof of Theorem 5.3 might be
used to show that for compactly supported attractive potentials with support in the
interval [−L,L], as in the statement of Theorem 5.3, and initial data u0 whose support
is a family of intervals separated more than 2L the long-time asymptotics of (1.1) is
a set of Dirac masses. More precisely each of the intervals that make the support of
u0 aggregates precisely to one of the Dirac masses, because, due to the compactly
supported character of the potential V, they do not interact with each other.
Remark. We ﬁnally remark that a similar study of the dynamics of the characteristics
shows that for repulsive potentials V and initial data u0 satisfying the smoothness
assumptions in Theorem 5.3, the support of u (·, t) is expanding and the solution
cannot approach to a Dirac mass in such a case. Therefore, the singular steady states
described in Theorem 5.3 as well as in the previous remark would be unstable for
repulsive potentials.
6. Concluding remarks
In this paper we have studied some basic mathematical properties of the integrod-
ifferential Eq. (1.1) that arises in the study of the dynamics of a system of many
particles that interact with each other by means of the sum of pair interactions. We
have obtained a theory of local classical well-posedness for the model (1.1). We have
obtained also global existence results for some classes of potentials as well as blow-up
phenomena for others. The key factor that determines if blow-up can occur is the sign
of the jump of the derivative of the potential V at the origin. We have also described
the asymptotics of the solutions of (1.1) near a blow-up point. We have studied the
form of the steady states associated to (1.1). In particular we have shown that all
the steady states are homogeneous for some classes of potentials V, but might exhibit
a complicated pattern structure for others. Finally, we have described the long-time
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asymptotics of the solutions of (1.1) for attractive potentials, and we have shown that
for compactly supported initial data the solutions of (1.1) approach to a sum of Dirac
masses whose precise position depends very sensitively on the form of the initial data.
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