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ダ ミ ー 変 数 に つ い て
遠 藤 薫
1.序
計量経済分析においてダ ミー変数は しば しば次のように用いられる。地域
別の時系列をプール したデータで推定を行なう場合は,定 数項あるいは係数
く　　
における地域差を表わすために,ま た時系列を二つの時期に分けた ときは,
前期 と後期での構造の変化を表わすために用いられる。 また季節調整を して
いない四半期データで季節要因を推定 した り,異常値を処理するために用い
(2)
られた りする。
本稿ではこのようなダ ミー変数は広 く線形回帰モデルの中でどのように位
置づけ られるかを相等性のテス トあるいは共分散分析 との関係で述べ,最 後
に地域あるいは時期に よって説明変数の変動に著 しい違いがある場合に生 じ
る一つの問題点について考察する。
2.回 帰 関係 の分散分析
回帰分析,共 分散分析,実 験計画法における分散分析はいずれ も線形モデ
ルの分散分析 として とらえることができるが,本 稿の基礎 となる回帰関係の
(3)
分 散 分 析 に つ い て 最 初 に 述 べ る 。
*本 稿 は長谷部亮 一教 授,久 次智雄教 授 の有荘 な御教 示に負 うものであ り,こ こ
に深 く感謝致 したい 。
(1)経済企画庁r全 国地域計量 モデルの研究』(大蔵省 印刷局,1968).
(2)しか しなが らダ ミー変数 の意 味す ると ころの ものにつ いて は注意深 く検討 され
ねばな らない.た とえば経 済企画庁,前 掲書,p.67.'
(3)本節 はJ.Johnston,EconometricMethods,2ndedition(McGraw-Hill,1972)
[竹内 ・関谷 ・栗 山 ・美添 ・舟岡訳 『計 量経 済学 の方法,上 ・下』,東洋経済新報
社],第5章 に拠 ってい る.
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線形回帰モデルを
Yi=β1+β2×2i+…+βκXki+Uiづ鵠1,…,n(1)
とす る。X2,X3,…,脇は説 明変数,yは 被説 明変数,Uは 携乱項 で ある。
撹乱項 は平均がo,分 散がa2の 正規分布に従 うとし,共 分散 はoと す る。
また説明変数 は確定変数 であ り,定 数項に関す るn個 の1と,各 説明変数
についての%個 の観測値 を成分 とす る 物×ん型行列の階数 は ん とす る。
最小二乗法に よる βの推定値 を β とす ると
ム ム ハ
Yi==βi+i92×2,+…+β,X,i十eii-1・ ・…n(2)
と な る 。 た だ し
ei=Yt-(β1+β2×2i十…+β,X,,)i・ 一='1・… ・n(3)
と す る 。'
一 方yとX2 ,Xs,…,Xkに つ い て 各 々 観 測 値 の 平 均 か ら の 偏 差 を と り そ
れ を 小 文 字 で 表 わ す と,
づヘ ム ム
ニγi-iB2〃2t+β3x3i+…+βkXki+eiづ・　1,…,n(4)
と な る 。 た だ しyi=:Yi-y,X2i=X2i-X2,… で あ り,Y=Σ 幽 端/n・ ・亀 鵠
Σ 畏1亀 ε/%,… で あ る 。(2)と(4)のeiは 同O値 と な る 。(4)式 を 行 列 で 表 わ
して ㌧
ア=.Xβ十e(5) へ
と す る 。 た だ しyはn×1,Xはn×(h・-1),β は(h-1)x1・eはn×1
の 行 列 で あ る 。 こ の と き
▲
β　 (x「x)-lx'y
あ
e'e・・y'y一β'x'y
と な っ て い る 。 こ こ で
z=xr'
た だ し
z-[綿:::亀
L亀納n4n 蝋讐lillii
?
??
ー
?
(8}
(9}
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とおいた とき,
れ
Σ9di2・=1,ブ ・=2,…,々 ⑳i=1
れ
Σ 靴2屍 驕0,ブ,1・・2,…,為;ブ ≠1⑳
盛=【
とな る よ うに ω の 値 を 掩,穐,…,毎 か ら 決 定 す る こ とが で き る。 しか も
ω22は 勉 だ け の 関 数 と して,ω32と ω83はX2iとAf3iだけ の 関 数 と して と
い う よ うに 表 わ す こ とが で き る。 こ の 結 果 任 意 の ブ に つ い て 靴 は 勧,袖,
…,Xdiまで だ け に よ っ て 決 定 され,κ'+1,i,Xd+2,i,…,Xkiとは 無 関 係 で あ る
こ とが わ か る。 さ ら に
β*・.rv-1βお よ び β*=M1β ㈱
と お く と ム
y=Zβ*+e(1鋤
■
を導 くことがで き,あ
β*=Z'V圃
は92,93,…,2iCを説 明 変 数 とす る 回 帰 モ デ ル に お け る係 数 の 最 小2乗 推 定 量
で あ る こ と を示 す こ とが で き る 。 ま た
Var[β*]=σ2(Z'Z)-1=σ21iC_1㈲
を 導 く こ と も で き る の で,β 盛*は平 均 βi*,分散 σ2で 独 立 に 正 規 分 布 に 従 う
こ と に な る 。 した が っ て&竺2(β,*'一i?`*)2/σ2は自 由 度h-1のx2分 布 に
従 う,一 方 Σ 凸6～/σ2は これ と 独 立 に 自 由 度n--kのx2分 布 に 従 う こ と
か ら,
ぬ あ
Σ(βz*一β¢*)/(h--1)
F4=1n(16)
Σ θ～/(π一 た)
i=1
は 自 由 度k-1,%一 ん のF分 布 に 従 い,仮 説 β2*・一β3*=…t=fiic*-0のも と
で は
ゐ 　
Σ β¢*2/(h-1)
F盟 崇(17)
Σθ〃@一 ん)
i=1
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が 自 由度k-1,n--kのF分 布 に 従 う。
こ の と き β,*につ い て の 上 記 の 仮 説 は 吻 よ り β・・oあ る い は β2・β3・a…
撃&=0と い う仮 説 と 同 じで あ る。 した が っ て 線 形 回 帰 モ デ ル(1)にお い て
係 数 β2,β3,…,βiCがと も に0と 有 意 に 異 な るか ど うか は 仮 説 β2・=β3==…
==β,s=:oのも と で ㈲ を 用 い て 検 定 され る こ とに な る。(8)と 圃 よ り
あム ム
Σ β,*2・,・β'x'y国
i=2
であるか ら分散分析表は表1の ようになる。
表1仮 説 β2=β3=…=擁ユoを 検定す るための分散分析表
平 方 和 髄 劇 平 均 平 方
＼
要 因
X2,X3,_,為
残
総
差
??
??
あ ム ム
、Σ βi*2=β'めt=2
Σ θ乞』e'e
i=1
Σyi2=y',y
i=1
k-1
η 一 ん
n-1
β'X,y/(k-1)
ete/(n--k)
,y'」7/(n--1)
働 は 亀,晶,…,擁 に よって 説明 され る平方和 が残差平方和に比 べて,
自由度で調整 した うえで どれだけ大 きいかみた もので あ り,こ の比が1近 く
の小 さな値 であ るときは説 明変数 の効果が誤差 と区別で きない ことにな り,.
仮説 β=oは 棄却 されない,す なわち説明変数x2,Xs,…,Xkは 全 体 と し
てYへ の影響 を持たないのでは ないか とい う仮説 を退け る ことはで きない。
正確には有意水準 あ るいは危険率を定 めてF表 か ら結論 を導 く。
次に説明変数 と してはは じめはX2,X3,…,Xrを用 いたが,さ らにXr+1,
Xr+2,…,澱とい うh-r個 の説 明変数をつけ加えた とき,そ の ことに意味
があるか どうかを 調べたい。 この ときは 仮説 と して β。+、==βr+2-…==Bic==o
をおき,
ん ム
Σ&*2/(k-一r)
F一 箏1ag)
Σei2/(n-h)
i==1
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が 自由度k-r,n-1のF分 布に従 うことを用 いて検定を行な う。 なお この
ときの仮説 はrv-1が上三角形行列であ るため β。+1*=β。+2*=…:β・*=oと
同 じであ る。分散分析表 は表2と な る。
表2β ・.、==βr+,=…=βiC=Oを検 定す る た め の 分 散 分 析 表
要 因
為,為,_,溝
爵+1,Xr+2,_,XiC
x2,x3,_,為
残
総
差
??
?
?
平 方 和{自 由劇 平 均 平 方
ア ら
Σ βi*2
i=2
ん ら
Σ βi*2
i=:r十1
ゐ ム ハ
Σ βi*2=β'め
i=2
Σei2=e/e
i=1
Σ ッ`2=ア争
i=1
r-1
k--r
h一1
π 一 ん
n--1
ア み
Σ 角*2/(r-1)
iニ2
な ム
Σ βi*2/(h--r)
i=r十1
み
β'X,y/(h-1)
ete/(n-h)
ン争/(%-1)
先 に み た よ うに 任 意 の グ に つ い て 鱗 は 砺,観,…,観 ま で に よ っ て 決
定 さ れ,Xj+1,i,η+2,i,・・r,XiCiとは 無 関 係 で あ る か ら,
ム れ
βj*自 Σ9diyi
i=1
あ
はx2i,x8i,…,観 とyiの み に よ って 決 定 され る 。 した が っ て Σ 毒 β蛋*2は
がミ ゐ バ
yi=β2x2i+βsXSi+…+βrXri+Siづ=1,…,n⑫ ①
た だ し,
うミ うミ タミ
5葛一ニソi-(β2x2i+βsx3i+…+βrXri)づ=1,…,n,tzの
に お け る,説 明 変 数 為,亀,…,鵜 に よ っ て 説 明 さ れ る 平 方 和 と 考 え る こ と
バ タミ バ
がで きる。 なお,β2,β,,…,βrはX2,X3,…,Xrを説明変数 とす る回帰モデ
ルに おけ る係数 の最小二乗推定 量であ る。㈲ を行列で表 わ してバ
y=」¥1β+s幽
ゐ
とす る 。#だ しXiはn×(r-1),β は(γ 一1)×1,sはn×1の 行 列 とす
る 。 この と き表2の 最 初 の 二 つ の 平 方 和 は 次 の よ うに 表 わ す こ とが で き る 。
●
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ダム ゑ
Σ β,*2「θり【1二y圏
i=2
な 　 あ ゐ ア ム
Σ β,*2=・Σ βε*2一Σ β¢*2
i=r十1i=2i=2
ゐ ゐ
.一βりr'y一β'x・'y図
ここで
ハ ゑ
β'x'y一β,Xl'Pt・=:.J7'.J,一一e'e-(カー5's)
:sts-e'e㈲
で あ るか ら㈲ は
F==(s's"-e'の/(h-")os
e'e/(n--h)
と表 わす ことがで きる。す なわち 説明変数 を ん一γ個追加 した ことに よる,
説 明 され る平方和 の増分 ぽ,説 明変数が追加 され た ことに よる残差平方和 の
減少分に等 しい。 ア争 は どち らでも同 じだか らである。
説 明変数 を一 つだけ 追加 した ときはx,'・Xk-1の場合 であ るか ら,仮 説
β,・=o(すなわち β,*…o)を検定す るためには ㈲ の分子を βk*2/[h-(h-1)]
=βk*2とすれば よい。
これ は'検 定 において ≠が 自由度 π一ん の 彦分布に従 うことと同 じこと
であ り,t2・,・-Fの関係に ある。
以上い くつか の説 明i変数 を線形 回帰 モデルの後のほ うに追加 した場合 を述
べたが,並 べ 変えを行な うことに よ り,途 中の説 明変数に関 してもまった く
同様 の ことがいえる。次に本節 の方法を用 いて,観 測値が追加 され た場合,.
それがは じめの観測値 と同 じ構造か ら得 られた ものか どうか,あ るいは相異
なる二つの組 の観測値 が同 じ構造か ら得 られ た ものであ るか ど うか の検定に
つ いてそれを説 明変数の追加 に帰せ しめて述べ る。
3.相 等性 の テ ス ト
地域1と 地域 皿,あ るいは前期 と後期に同 じ回帰直線をあてはめてよいか
どうか,別 々に回帰直線をあてはめたとして,そ れが統計的に有意に異なる
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ものなのか どうかを知 りたい。 この ときまった く違 う回帰直線があてはまる
と考えてよいのか,あ るいは一部分だけがちが う回帰直線があてはまると考
えてよいのかが問題 となる。二つの級(地 域,期 間等)の 構造について,そ
れがまった く同 じ構造 のものであるか,あ るいは一・部分が同 じで残 りの部分
は違 うのかとい うことに関するものである。具体的には回帰直線の切片と勾
配に関 してどれは同 じでどれは異なるかを調べることである。 このことにつ
いて,二 つの級で観測値の数に違いがあることも考慮 しなが ら,ど のような
くの
仮説をたててどのように検定を行 うかを述べる。
(1)すべての係数(定 数項も含む)に ついての相等性
二つの組について同 じ定式化を した線形回帰モデルを考え,最 初の級にあ
てはめ られた回帰直線を
み
ア・寓 】【・β・+e・ 鋤
二 つ 目 の 級 に あ 七 は め られ た 回 帰 直 線 を
Y2→x2β2+e2姻
と す る 。 た だ しy1はn×1,X1はva×h,β1はh×1,elはn×1の 行 列 と
し,Y2はm×1,X2はm×k,β2はh×1,e2はm×1の 行 列 と す る 。 た だ
し こ こ で は2節 で と違 っ て 観 測 値 は そ の ま ま の 形 で 用 い,偏 差 は 用 い な い 。
した が っ て β・ と β2の 内 容 は 定 数 項 と 係 数 の す べ て を 含 む も の で あ る 。 ま
たh<n・mと す る 。 こ の と き 最 初 の 級 と 二 つ 目 の 級 と で は 観 測 値 が 得 ら れ
た 構 造 に 違 い が あ る か ど う か は,仮 説 βi"β2を 検 定 す る こ と に よ っ て 行 な
。 わ れ る 。 も し こ の 仮 説 が 棄 却 さ れ た と き は あ る 有 意 水 準 の も と で,二 つ の
級 の 構 造 に 違 い が あ る こ と に な り,棄 却 さ れ な い と き は,構 造 が 同 じ で あ る
と い う 仮 説 が 受 容 さ れ る こ と に な る 。 こ の と き2節 で の 方 法 を 直 接 用 い る な
(4)小宮 隆 太 郎 「計 量 経 済 学 と共 分 散 分 析 」 森 嶋 ・篠 原 ・内 田編r新 しい 経 済 分 析 』
(創文 社,1960),第9章;Chow,G.C.,"Tes七sofEqualityBetweenSets
ofcoefficientsinTwoLinearRegressions,"Econometrica,28(Jul.1960),
pp.591--605.;内田 ・栗 林 ・矢 島 ・渡 部 『経 済 予 測 と計 量 モ デ ル 』(日本経 済新 聞
社,1966),第W章;Fisher,F.M.,"TestsofEqualityBetweenSetsof
CoefficientsinTwoLinearRegressions:AnExpositoryNote,"Econo-
metrica,38(Mar.1970),PP.361-6.;Johns七〇n, p・cit.,第6章.
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ら, ム
(;:)《謡)(受)+(::)㈲
に 関 して 仮 説 λ一・0を 検 定 す る こ とに な る。 た だ し λ・一β2一β、と す る 。 こ
の と き ㈲ の β・と 凶 の β・は い ず れ も(X1'X1)-IX'Ptであ り,ま た ㈲ の λ
　 ム
は 姻 の β2と 鋤 の β1の 差 で あ る こ も 確 か め る こが で き る,し た が っ て
鋤,圏 で の 残 差e1,e2と ㈲ で の 残 差e・,e2は 同 じ も の で あ る 。 い ま,
とす ると
耽一(Xl
o)玲 一(皇)
(;:)一嘔+畷::)
V==V1十V2 ㈲
・ β1)
とな り,分 散分 析表 は表2と 同 じように作 る ことがで きる。それ を表3と す
る。
表3仮 説R==Oを検定するための分散分析表
要 因 平 方 和 自 由 度 平 均 平 方
?
?
?
?
?
?
?
B
c
el/e1十e2/e2
D
?
?
?
?
2k-1
勉十m-2k
n十m-1
A/(h-1)
B/h
C/(2h-1)
el/el十e2/e2/(n十m-2為)
1)/(n十m-1)
このとき仮説R=Oの もとでは,
F・・
(e、,e+琢謙+m-2k)ee)
が 自由度h,n+m--2hの『F分布 に従 うことを用 いて検定を行な う。 ここで
Bは 幽 ～ ㈲ と同 じように して次 の ように求め られ る。 まず最小二乗法に よ
り
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(;1)…vA+s圃
ノし ム 　
とな る推 定 値 β と残 差sを 求 め る。 た だ し,β はk×1・sはn×1の 行
列 で あ る 。 この と き
1)…A十s's図
と な る。 次 に ㈱ よ り
D・=C+(e1'e1+e2'e2)圃
また
C・-A+B㈲
で あ る,し た が っ て 図 ～ 岡 よ り
B==s'・一(。、'e、+e,'e、)画
とな る。 以上に より幽 のF値 を求め るためには まず 綱 の よ うに 二つの級
の観測値 を あわせた ものに 共通 の回帰直線 を あてはめて 残差平方和S'Sを
求めt,次に81}のよ うに 説 明変数 の数(定 数項 も含めて)を2倍 に して観察
値V2'=(O,X2')を加 えた ときの 回帰 曲線を求めそ の ときの残差平方和e1'el
+e2/e2を求め るとよい。 しか しe・'el+e2/e2についてはe・'e・は 鋤 か ら,
e2,e2は圏 か ら計算 され るもの と 同 じなので,一 般には これ ら 伽,囲 か ら
求め られ る。 なお 馴 は,残 差 に関 してム
(;:)一(曽皇)(1:)+(1:)幽
くの
と同 じであ り,こ れは 鋤,圏 と同 じである。
以上は最初 の級の観察値 の数%も,二 つ 目の級 の観察値の数 卿 もともに
各 々の級 に共通に定式化 された 線形回帰 モデル の 係数(定 数項 も含めて)為
よ りも大 きい場 合であ ったが,二 つ 目の級では 初 が ん よ り小 さい ことも生
じる。 この場合は二つ 目の級 の観測値 に回帰直線を完全にあてはめる ことが
で きe2,82臨0とな る。 この ことか ら仮説,β1=β2あ るいは λ詔Oに 関す る
(5)Fisher,oク ・cit・,P.365.
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検定は,
F-(謙 暮 野B9)
くの
を用いて行なわれ る。
ところで@+m)×h型 行列V2の 一列 目はn個 の0とm個 の1か ら構
成 されてい る。 この ように0ま たは1の 値 を とる変数 は ダ ミー変数 と呼ばれ
る。 またV2の 二列 目はVの 二列 目の うち 最初 のn個 に0を かけ,残 り
のm個 に1を かけた ものであ る。 この よ うな ときは ダ ミー変数の乗法的使
(7)(8)
用と呼ばれる。あるいは前者を定数項 ダ ミー,後者を係数ダ ミーと呼ぶ。
② 一部の係数(定 数項 も含む)に ついての相等性
① では二つの級の観測値に 同一の線形回帰モデルを 想定 した とき,各 々 、
の級の定数項およびすべての係数が,全 体 として有意に異なるか どうかにつ
いての仮説検定であった。 しか しさらに細か く考えて,そ の中の憎部の係数
あるいは定数項だけが異なるか どうかを調べたい。 このとき残 りの係数ある
いは定数項については相異なることを前提 としてである。 まず最初の級の観
測値だけにあてはめ られた回帰直線をム あ
ア・一】【・β・+〃 ・α・+e・,㈹
二 番 目 の、組 に つ い て は 、"あ ム
y・=-X2β2+rv2a2+e2働 ム ハ
と す る 。 た だ しX1はn×hl,β1はk1×1・rv1はn×h2,a1はh2×1,e1
はn×1の 行 列,X2はm×hl,β2はh2×1・ 脆 はm×k2,a2はh2×1,
e2はm×1の 行 列 と す る 。 た だ しk・+h2〈n・mと す る 。 こ の と き 仮 説 β1
"・β2の 検 定 は
(;:)=:(ll)Pi+(皇)i+(服)(1:)+(1:)囮
(6)Chow,op・eit.,PP.598-9.
(7)森 口 親 司r計 量 経 済 学 』(岩 波 書 店,1974),pp.122-5;pp.145-153.
(8)経 済 企 画 庁,前 掲 書,pp.66-7.
の
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におけ る仮説 λ=oの 検定 と同 じである。 したが って ここで のe・'e・と
(;:)t==(墓)A+(服)(1:)+s囮
に お け るsls(た だ し β はh・ ×1,sは(n+m)×1の 行 列)を 用 い て,
F-
([S'S・一 (e、ノe、+e2/e2)]/k、el!e1十e2,e2)/[n十m-2(hl十h2)]ua
が 自 由 度h1,n+m-2(hi+h2)のF分 布 に 従 う こ と を 用 い て 検 定 を 行 な う。
.いま の場 合 各 々 の 級 に お け る観 測 値 の 数n,mは 鱒 あ る い は 圓 に お け る
定 数 項 お よび 係 数 の 数h,+k,よ り大 き い 場 合 で あ った 。 次 にm≦hl+k2(た
だ しm>h2)の と き は,
F一 鯉 鋤 ノe・)/(Ptk・)gs
el,ei/(n-hi--k2)
が 自 由 度m--h2,n-hi--h2のF分 布 に 従 う こ とが 知 られ て お り,こ れ を も
ち い て 検 定 を 行 な う。
さ て こ こで も(o/x・')はダ ミー 変 数 を 用 い て表 現 す る こ とが 出 来 る。 一 般
に よ く用 い られ る の は 二 つ の 級 の 観 測 値 に そ れ ぞ れ あ て は め られ た 回 帰 直 線
に 勾 配 の 差 が あ る か ら ど うか とい う こ と で あ ろ う。 この と き定 数 項 に つ い て
は 何 ら仮 定 を お か な い 。 そ こで も し勾 配 に 差 が な い と い う仮 説 が 受 容 さ れ た
り
なら,勾 配は 同じであるとして 切片に有意な差があるかを 調べることにな
る。このことについては次節で述べる。なお本節では二つの組だけに限 った
が二つ以上の級に関 しても同じである。
4.ダ ミ ー 変 数
計測 された 回帰直線にダ ミr一変数の利用が見出されるときは,前 節(2)で
の一部の係数に関す る相等性のテス トで,構 造の一部に違いはないとい う仮
説が受容され,そ れを前提 とした上で残 りの部分に違いがあるかどうかが検
定 され,そ こで同じとい う仮説が棄却 されたものであると考えることがで き
る。 この後半部分はは じめか らダ ミー変数を意識的に用いて検定を行な うこ
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とになる。
・(1)切片の差の検定
最も簡単な場合 として,説 明変数 は定数項の他に一つだけであるとし,そ
の説明変数の勾配は二つの級で差がないと仮定す る。 この とき定数項あるい
は切片に有意な差があるかどうかは
(;:)一(1)a・+(1)2+(ll)B+(::)96)
に おいて仮説 λ・-Oを検定す るとよい。ただ しX1は η×1,X2はm×1の
行列であ る。 この ときは0あ るいは1の 値 を とるダ ミー変数 を一つ追加 した
とき,そ の ことに意味 があ るか どうかの検定で あ り,2節 の方法 をその まま
適用で きる。 しか も この ときはF検 定 もt検 定で もどち らで もよ く,t検
定のほ うが容易であ る。 も し仮説が棄却 された ときは,両 方 の組 の説 明変数
をX,被 説 明変数 をYで 表わ しダ ミー変数 をDで 表わ した とき,
Yi一α1+λD+βXiづ=1,…,n+mgl
が推定 された 回帰線 とな る。
(2)異常値について
被説 明変数Yの 中に他 と比べて大 き く違 った観測値が ある とす る。 この
ときこの観測値は他の観測値 と同 じ構造か ら得 られた ものか ど うか検定 した
い。 この とき 前節(1)のすぺての係数 の相等性 のテス トの ところで二つ 目の
級の観測値の数 は1,す なわちm=1(<h)と して検定で きるであろ う。 京
た も しすべ ての係数 の勾配は 同 じと 仮定 され るな ら ㈹ の ように 切片だけに
ついて差が あるか ど うか検定 され ることになる。 このときは問題 の観測値が
i期に得 られた とす るとダ ミー変数 はi期 につ いてのみ1で,あ とはすべ て
oであ るようにす るとよい。
5.一 つ の 問 題 点
前節ではダ ミー変数の使用を主 として仮説検定の場面で考えてきたが,そ
こで測定された ことになる回帰直線を予測に用いる場合にはいろいろな問題
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点が出てくることになろう。本節では一つの問題点について考察す る。もっ
とも簡単な場合 として前節(1)のモデルを とりあげる。 もし二つの級で勾配
に差がないと仮定せず,各 々の級で別々に回帰直線を求めると
み ぬ
積'一 α・+β ・X・j+e・'ブ==1・ ・…n .asハ ノし
Y2ゴ===α2+β2X』d+e2fブ=1,…,m俸9
と な る 。 こ の と き
き 　 　
Σ(XiゴrXi)(Yli-Yt)ム
β、=-n'1㈲
Σ(Xl」-Xl)2
ゴ=1
および
れ 　 　
Σ(x2」-x2)(y2」-Y2)バ
β2=ゴ=1'¢50の
Σ(x2」-x2)2
ゴ=1
とな って いる。 ただ し 瓦 富Σノ告X1'/nであ り他 も同様で ある。 一方二つ の
級では 勾配には差 はないが,切 片については 差 がない とい う 仮説が棄却 さ
れ,
ハ ム ム
Yiゴ蟹α・+λD+βXiゴ+eiゴ づ司,2ブ ー1,…,ni働
とい う回 帰 直 線 が 計 測 さ れ た とす る 。 た だ しDは 最 初 のn個 が0で 残 りの
m個 が1の 値 を と る ダ ミー 変 数 と し,va1・=n・va2=・Mとす る。 こ の と き,
n1_ _n2__
Σ(Xl」-Xl)(Yl」・-Yl)+Σ(x2」一一X2)(Y2」-Y2)
β一=ゴ=1ゴ=1 　 ハぜ 　
Σ Σ(XlゴーXi)2
i=1ゴ=1
ハ れ　 ム れ　
β1Σ(Xlゴー X1)2+β2Σ(X2」-X2)2
'=1ゴ 司
　 ハご 　
Σ Σ(Xti-Xi)2
i=1」=1
　 　 れま
と な る 。 こ こでx臨 Σ ΣX認@1+n2)と す る と,
乞=lj=1
(9)た と え ば,Blumenthal,T.,"ATestoftheKlein-ShinkaiEconometric
ModelofJapan,"InternationalEconomic.Revieou,6(May,1965),PP.211-28.
、
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　 れオ 　 　 れオ 　 　 のぼ 　 へ
羅1鐸1(x・'-x)2ロ碁 、,4,(Xi・-Xi)2+乱峯(Xi-x)2働
とな り,右辺の第1項 は級内変動,第2項 は級間変動と呼ばれる。 したがっ
ム 　 ム
て 鯛 の β の分母 は級 内変動 その ものであ り,ま た分子は β1に変数Xlの
変動 Σ為(Xld-Xl)2をかけた もの と β2に変数x2の 変動 Σ掲(x12」一為 ソ
をかけ た ものの和 であ る。'
この よ うに二つの級 につ いて勾配は同 じで ある との仮定 の もとに計測 され
る 働 の よ うな回帰直線の勾配 β は二つの級 に別 々にあてはめ られた回帰直
線 の勾配 β1と β2か ら導 くことがで きるが,そ の とき二つ の級の勾配 の う
ち説 明変数 の変動が大 きいほ うの級の勾配が強 くきいて くることにな る。 こ
の ことは説明変数 のバ ラツキが大 きいほ どよ り精度 の高い推定値が得 られ る
とい う最小二乗法 の基本的性質 に基づ くものであ り,ま った く当然 の ことと
いえ る。
級が二つの場合 につ いて考 えたが,そ れ以上 の場合で も同様 であろ う。た
とえば級が三つ の ときは,第 三番 目の組にあてはめ られた直線 を
Y3」・α3+βsX3ゴ+esゴブ=・1,…,n3岡
と し,勾 配は同 じと して三つの級 の観測値全 体にあてはめ られ た回帰直線を
Yi」・・cr1+λ2D2+λ3D3+βXiゴ+eiゴ
ib_一_・・1,...,,3グ=1,...,dをi鯛
とす る。ただ しn3は 三つ 目の級の観測値 の数であ り,D2は 最初のn1個 と
最後のn3個 が0,中 間 のn2個 が1の 値 を とる ダ ミp-一・変数,D3は 最初の
nl+n2個が0,最 後のn3個 が1の 値 を とるダ ミー変数であ る。R2は α2と
α1の差,Z3は α3と α・の差を表 わ してい る。 鯛 の β8は
れヨ 　 　
Σ(x3d--Xs)(Y8」一一・Y3)
β8儲 ・』1一 ㈱れヨ 　
Σ(Xs」-x3)2
';1
み ム ぬ ほ
で あ り,鯛 の β は これ ら β・,β2,β8を用 い る と次 の よ うに な る 。
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ヨ れむ ム 　
、 Σ Σ β,(Xi5-Xi)2
β昌¢ニ1≒i 一 鮒
Σ Σ(x≧ゴー Xt)2
i=1」=1
β1,β2,β3の加重平均が βであるといえる。
ダ ミー変数を 國 あるいは 岡 のように用いた回帰直線に よって予測を行な
うときは,以 上のように各級における説明変数の変動の違いを考慮に入れる
必要があると思われる。
計量経済分析におけるダ ミー変数の使用について仮説検定 との関係で基礎
的事項について述べ,5節 で一つの特徴をとりあげたが説明変数が一つの場
合であった。二つ以上の説明変数がある場合についてみてみ ることがまだ残
されているが,た とえば地域経済モデルのシ ミュレーション等において,こ
れ らのことが有用になると考える。
