Abstract-Multimedia on-demand streaming applications is a trend over the Internet. However, a potential problem arises when it comes to ensure a low-cost service delivery and a high-quality content distribution among users. For this reason, this paper introduces a BitTorrent-like protocol named as Adaptive Window Interactive Streaming (AWIS) to run under interactive multimedia streaming. It has two variants: AdaptiveDefinite Window Interactive Streaming (ADWIS) and Adaptive-Stretching Window Interactive Streaming (ASWIS). These variants are mainly based on the adaption of the original piece-selection policy of the BitTorrent protocol. The validation of the proposals is carried out by means of simulations and competitive analysis. The final results indicate significant optimizations compared to other state-of-art protocols. For instance, the new variants have shown a throughput optimization of up to 65.0% in scenarios where the users are very interactive without compromising the user streaming experience.
INTRODUCTION
ULTIMEDIA on-demand streaming applications have rapidly increased traffic flow over the Internet [Aurelius et al., 22] . This has yielded an unprecedented demand for high-quality content distribution among users supported by different network technologies. The deployment of P2P systems has proven to be a real effective solution for such a new emerging scenario. These systems compel users to share their own resources, thus significantly reducing the overall bandwidth requirements encountered in the traditional client/server architectures [Huang et al., 9 ; D'Acunto et al. , 30] .
BitTorrent [Cohen, 2] , a widely used P2P protocol, is recognized by its reputation of fast file replication. Its operation is based on two core policies: peer selection policy and piece selection policy. These policies encompass a very clever cooperative incentive mechanism among users, and still provide a fast and balanced object replication in the network [Huang et al., 9 ; D'Acunto et al., 19; Xia & Muppala, 20] . Nonetheless, the use of this protocol for ondemand streaming is not adequate [Legout et al., 6] . This is due to the fact that real-time constraints need to be considered to ensure a satisfactory reproduction experience. So 32] , pursuing to adapt the BitTorrent protocol for multimedia streaming, have mainly focused on addressing these time requirements, while still maintaining the well-known replication efficiency provided by the protocol.
Although numerous works to date have competitively compared different BitTorrent-like piece selection policies, most of them often present their analyses on static (i.e., no interactivity) streaming scenarios [Vlavianos et [24] and Streit & Rodrigues [29] are within the few examples that go further and investigate different piece selection policies for interactive scenarios, where users have more liberty and are allowed to execute interactive actions during the file playback. Therefore, it is true that there is still space for considerations and further improvements concerning piece-selection policies to be used in interactive scenarios.
Considering the above, this paper introduces a BitTorrent-like protocol named as Adaptive Window Interactive Streaming (AWIS) to run under interactive multimedia streaming. It has two variants: Adaptive-Definite Window Interactive Streaming (ADWIS) and Adaptive-Stretching Window Interactive Streaming (ASWIS). These variants are based on the adaption of the original pieceselection policy of the BitTorrent protocol. The validation of these novel variants is carried out by means of simulations and competitive analysis with two other protocols from the literature. The final results indicate significant optimizations. For instance, the new variants have shown a throughput optimization of up to 65.00% in scenarios where the users are very interactive without compromising the user streaming experience.
The rest of this paper is structured as follows. Section 2 explains the main concepts to fully understand the BitTorrent paradigm and its extensions to multimedia streaming. In Section 3, several important works that influenced the new protocols are briefly discussed. In Section 4, the new BitTorrent-like protocol is introduced. The results and corresponding analysis lie in Section 5. Finally, conclusions and possible future work directions are found in Section 6.
II. BASIS OF A BITTORRENT SYSTEM
This section explains the main concepts to fully understand the BitTorrent paradigm and its extensions to multimedia streaming. To this end, in what follows, it is described the logical sequence of events that takes place, and all of the details then involved, when a user comes for the first time to download a file from a BitTorrent system. To participate in the file sharing process (i.e., swarm), a user needs to choose a static file with an extension .torrent from an ordinary web server. This file corresponds to the real media file the user wants to download. It keeps metadata related to the content of interest and also the IP address of the tracker, which is a centralized entity responsible for coordinating the swarm peers.
The tracker facilitates the communication among all the participants of the replication process. The existence of this entity is what normally classifies BitTorrent as a centralized P2P protocol, although it may be used in a decentralized fashion with the addition of different mechanisms provided by some modern clients (e.g., uTorrent, Azureus, BitComet) [Zhang et al., 23] .
A newcomer user requests a list of random peers participating in the swarm to the tracker and starts inviting the peers from the list to establish connections with him. It is at this time that the user makes the other participants aware of his existence inside the swarm. Every time an invitation is accepted, the user adds the peer to his neighbor set. This set contains the swarm peers the user knows about. For ease of explanation, a remote peer is considered herein to be a peer inside the neighbor set of a local peer.
The number of remote peers may vary. By default, the protocol defines a minimum of 20 and a maximum of 80 peers. Only 40 connection invitations may be though sent by the user, opening space for him to accept 40 more invitations sent by other peers. In the end, the whole swarm can be viewed as a big system containing several interconnected mini-systems representing the neighbor set of each peer [Rodrigues, 34] .
When the user is settled inside the swarm and connected with different peers, he may start exchanging content with its neighbors using the techniques determined by the BitTorrent's policies. The peer selection policy uses the choke algorithm as a strategy to select the peers inside the neighbor set. This algorithm, also called tit-for-that, focuses on promoting reciprocation between connected peers. The idea is to incentive them to cooperate and share their own resources by providing them higher download rates according to how high their upload rates are.
A local peer only unchokes peers which belong to its neighbor set and are interested in the parts of the file it has. It may happen that a remote peer is also choked. This means it is interested in the user but it was not elected to receive resources. By default, all the peers run this evaluation at regular intervals, typically of 10 seconds, and select four interested neighbor peers to share resources with. The choke algorithm also sets optimistic intervals to promote the discovery of better neighboring peers. In this case, the selection occurs at random for solely one interested peer and, by default, at every 30 seconds.
How the parts of a file are chosen for download is what is named the piece-selection policy. BitTorrent specifies that a file is divided into pieces of typically 256.0 kB and, subsequently, each piece is split into blocks of 16.0kB in size.
Each peer knows what pieces all the other peers belonging to its peer set have. Thus, there are several ways a peer can choose which pieces it may ask for download. Note that the selection occurs at the piece level, while the transmission unit corresponds to the blocks, where typically five-block requests are pipelined at once in order the avoid latency between the exchange of pieces.
The main strategy specified by BitTorrent for the selection of pieces is called rarest first. The idea is to select the less replicated pieces in the neighborhood of the local peer. The local peer must first be unchoked by a remote peer and, only then, may choose the rarest piece available on that remote peer, even if this piece is not the globally rarest one [Rodrigues, 34] . Nevertheless, this strategy is essential and highly influences the success of the piece-selection strategy of BitTorrent, avoiding cases where the swarm does not contain all the pieces available among its participants [Legout et al., 6] .
To end this subsection, the concepts of seed and leecher are explained. A seed is a peer already possessing the entire file and, therefore, does not need to make any download requests to its neighbors. The presence of at least one seed is important when starting a new swarm. On the other hand, the leecher is a peer that still has not finished the download of the file. A new peer starts as a leecher and normally ends up being a seed.
III. RELATED WORK
This section briefly explains some of the main BitTorrent-like piece-selection protocols designed when adapting the BitTorrent protocol for multimedia streaming applications. Despite the fact that some of these policies are not designed for interactive scenarios, they represent some of the state-ofart algorithms belonging to this area of study.
The policies are divided in three categories: (1) window; (2) priority; and (3) probability. The application of the window category is really evident in numerous works from the literature, to mention a few: Shah & Pâris [12] , Savolainen et al., [15] , Borghol et al., [21] , Hoffmann et al., [24] , Streit & Rodrigues [29] , and Rodrigues [35] . These works are mostly characterized by a sliding window comprising pieces that should be downloaded with higher priority since they are usually close (in time) to be played by the user. As the download progresses, the window dynamically slides through the media file, encompassing new pieces which were not yet downloaded by the user.
For example, Shah & Pâris [12] present a fixed window size containing high-priority pieces. The rarest-first policy is used for selecting pieces inside the window, which slides through the media file until it reaches the next not recovered piece. This proposal is designed for static scenarios. As an example of interactive scenarios using the window category, the work of Hoffmann et al., [24] presents two window sets: playback window and prevision window. Both of them have a fixed size of pieces inside its limits. Besides, these windows are chosen alternately and, once one of them is elected, the rarest-first strategy is applied. The playback window follows the playback point, sliding if its first piece is recovered or if the user executes an interactive action. However, the prevision window innovates when considers a user prediction behavior model based on hierarchical HMM (Hidden Markov Model) [de Vielmond et al., 10] .
The priority category features pieces divided into different sets. Each set determines a specific priority to more efficiently decide the next piece to request and which piece selection strategy to use. For example, Mol et al., [14] define three sets of priorities to the pieces close to be played. The pieces of these sets (namely high priority, mid priority and low priority) are selected for download following the highest priorities. At first, the pieces of the high-priority set have to be received, following the in-order piece selection strategy in case the user has already set play, or the rarest first otherwise. The in-order strategy differs from the rarest first strategy and, as implicit in its name, it refers to a sequential retrieval of pieces. After that, it is time to select the pieces of the midpriority set using the rarest-first piece selection strategy. Only then, the low priority pieces may be selected, also following the rarest-first piece selection strategy. Both sizes of the high and mid priorities are fixed and related to two different and fixed parameters. The size of the low priority set is not fixed, since it begins in the subsequent piece of the end of the mid set and ends in the last piece of the file. The probability category is characterized by the use of a probability distribution for the piece selection. For example, Charls et al., [16] designs a piece-selection protocol with the Zipf probability distribution. In the probability distribution expression, it is utilized a parameter, identified by , which corresponds to the size of the set. If θ is a fixed parameter, then the set is also fixed. The use of probabilities for the selection of pieces and sets are also mentioned, for instance, in the works of Vlavianos et al., [7] , Carlsson & Eager [11] and Hoffmann et al., [24] .
Finally, relatively recent works [Ma et al., 28 ; D'Acunto 30] have proven the differences achieved in the overall system performance when distinct piece and peer selection strategies are composed and tested in conjunction. Not only the piece selection policy needs to be adapted for on-demand streaming multimedia applications, but also the original peer selection policy of BitTorrent can drastically change the system dynamics of these applications. If the reader is interested, it is possible to check the studies of Rocha & Rodrigues [31] , Rodrigues [34] and Rodrigues [35] , where some insights about different BitTorrent-like peer selection policies that may completely change how the reciprocation and the potential piece exchange between peers may be affected.
IV. ADAPTIVE WINDOW INTERACTIVE STREAMING
This section introduces the novel protocol: BitTorrent-like protocol named as Adaptive Window Interactive Streaming (AWIS), for interactive multimedia streaming. As already mentioned, it has two variants: Adaptive-Definite Window Interactive Streaming (ADWIS) and Adaptive-Stretching Window Interactive Streaming (ASWIS). The AWIS protocol utilizes two windows to delimit two different priority sets: the high and the low priority sets, respectively. The playback window covers the high-priority set and, as the name implies, follows the playback point. It has an adaptive size rather than a fixed quantity of pieces inside its limits during the playback. Therefore, it updates its size according to Equations 1 and 2, defined in the following.
is the last contiguous recovered piece; is the playback position (i.e., the piece that is currently being played back); is the threshold that places a lower bound on the number of contiguous pieces required before and can grow; and are the scaling coefficients; and is the pre-defined minimum size for and . The prevision window has a fixed size. It follows a user behavior model and it is updated every time the user makes an interactive action. This update is relative to the point predicted by the user behavior model. The goal is to supply the user with pieces he might request in the future, avoiding interruptions in case he jumps. Both low and high priority sets follow the rarest-first strategy for the selection of pieces. Figure 2 is a general guideline for understanding the operation of the AWIS protocol. Procedure 1 describes how the window selection happens. As mentioned, this selection depends on a probability that can be influenced by different indicators, for example: the number of interruptions suffered by the user, the download velocity achieved inside the reproduction window, and the number of jump requests.
The probability of selecting the playback window is set to one only when the user suffers an interruption, that is, when the next piece to be played is not recovered in time by him. As described in Step 3, the playback is paused and the pieces of the reproduction window have priority to be downloaded. At this moment, the reproduction window does not slide, even if its first piece is recovered. Only when the user downloads all the pieces inside it, the playback returns, and pieces from the prevision window can be then selected for download again.
This work subdivides the AWIS protocol in order to emphasize a property referred here as stretching. Stretching means the expansion of the size of a window. It occurs to maintain the same amount of not recovered pieces inside the window in case a piece is recovered and the window does not slide.
This Local peer requests all the pieces inside the playback window using rarest first strategy. The window does not slide. To ensure a low delay, the playback window assumes its minimum size.
After playback started
Step 2: Interactive Actions
Play or Jump (forward or backwards):
a. Playback point is updated to the position chosen and playback window is placed over the first not recovered piece starting from this point.
b. User behavior model verifies the playback position and returns prevision point. Prevision window is placed in this point.
Step 3: Interruption, when piece is not downloaded in time to be played.
a. Playback is paused.
b. Local peer requests all the pieces not yet downloaded (inside the playback window) using rarest first strategy. The window does not slide. To ensure a low delay, the playback window assumes its minimum size.
c. Playback resumes.
Step 4: Piece from playback window downloaded a. If local peer is not interrupted or if local peer is interrupted and received the last not recovered piece from playback window, then playback window slides and updates its size, if necessary.
Step 5: Piece from prevision window downloaded:
a. Prevision window slides and updates its size, if necessary.
Procedure 1: Window selection, it happens every time a local peer downloads a piece or executes a jump.
a. Define in which window set the next piece for download will be. This selection is based on probabilities. The window with higher probability for selection is the one with higher priority.
b. If local peer is initializing or interrupted, the playback window set is selected with probability equal to1.
Procedure 2: Piece Selection, happens every time a local peer is unchoked by a remote peer.
a. The local peer verifies the pieces available at the remote peer.
b. If neighbor has at least a piece the local peer does not have inside the window elected for selection, local peer selects the rarest one.
c. Local peer request remote peer the selected piece.
Until local peer stops playback
Repeat number of not recovered pieces decreases and the number of recovered pieces increases in a compensatory way. The distance between these lines refers to how scalable the coefficients and are. Moreover, the cross markers represents all the possible playback window sizes, always with = . On the other hand, the big black dots in Figure 3 (b)(for the ASWIS proposal) represent the different values for the limit achieved, when adapting its value under the Equation 2. Until the playback window covers the same amount of pieces represented by a dot, its size can stretch between the cross markers line, in function of the number of downloaded pieces inside the window. The better the user's download rate is, the greater the stretching interval is. Besides, as the stretching interval gets larger, users can select for download different pieces that are not necessarily close in time to the playback position. The cross markers represents the situations in which = . The decreasing lines of this graph represent the behavior of the playback window when it has already reached , and so more pieces are recovered inside it. For instance, the small change between the AWIS's variants may generate different outcomes and benefits to the user. The non-stretchable window from ADWIS is characterized to remain with a constant size for a longer time as it only considers changing its size when the variables and are both updated. This is due to variations in the system dynamics and/or in the user's download capacity. Therefore, the ability to stretch is used by ASWIS as a tool to enhance the piece diversity in the swarm. [5] , for example, mention that users of real media services typically do not access the media sequentially, but often tend to execute interactive actions. Their research distinguishes real workloads in three different categories: high, medium and low interactivities, respectively. They observe that the workloads of the first category normally have streaming sessions with at least three interactive requests and average request duration under 20.0% of the media file duration. The medium interactivity workloads present typically less than three interactive requests, with average request duration under 20.0% of the media duration. And the low interactivity workloads usually present less than two interactive actions per streaming session, with average request duration of at least 20.0% of the media file duration.
V. PERFORMANCE EVALUATION

Simulation Scenario and Workloads
Another important characterization is the swarm size. For example, Zhang et al., [23] investigates a large amount of data measured from five of the most popular torrent discovery sites (Mininova, Pirate Bay, Torrent Reactor, BTmonster, and Torrent Portal). They find out that contents' popularity normally follow a long-tail distribution. Their data has shown that about 82.0% of the torrents have no more than 10 peers and only about 1.0% of the torrents have more than 100 peers.
Moreover, the study of Hoßfeld et al., [25] suggests that there is a clear relationship between the file size and the swarm size. The larger the content offered, the larger the average and maximum number of peers sharing this content in a swarm are. For characterizing the content size, Wang et al., [27] measures and analyzes real BitTorrent swarm systems. They conclude that, for video contents, 90.0% are larger than 100.0 MB, 5.0% are larger than 10.0 GB, and the maximum video reaches nearly 20.0 GB. On the other hand, for non-video contents, only 30.0% are larger than 100.0 MB, over 50.0% are less than 20.0 MB, whereas those small contents are very few in the existing video file swarms.
The simulation scenario herein considered admits that each reproduction begins with a play interaction and continues up to the end of the media or to a stop interaction. During the streaming sessions users can perform intermediate actions: Play, Stop, Pause, Jump Forwards (JF) and Jump Backwards (JB). It is not considered actions like Fast Forwarding and Fast Rewinding, once it is very rare that users execute them [Costa et al., 3] .
The workloads used in the simulations are synthetic and created separately according to the interactive level. They are generated using a user interactive model based on the work of Rodrigues [8] . This model has five different states, each of them corresponding to one of the interactive actions mentioned above. The duration of each state is defined by exponential distributions of mean , = 0, … ,4, and the transitions between these states occur with probabilities , = 0, … ,4. This work also considers an HMM model [de Vielmond et al., 10] in order to categorize the user in different interactive levels: High Interactivity (HI), Medium Interactivity (MI) and Low Interactivity (LI). This categorization depends on how many requests the user makes. Based on the above findings of past works, Table 1 presents the main parameters involved in each of the aspects considered: content, interactivity, and the BitTorrent swarm itself. The choice of each parameter value is conditioned to a general media streaming scenario. The results and analysis discussed herein are focused on the piece selection policy. The performance metrics used, further discussed in this section, also drive the analysis solely to this policy. However, the system dynamics highly depend on the relation and on the performance achieved by both policies (i.e., piece and peer policies). If both policies are not modeled, the results obtained would not be accurate and would not correspond to the ones obtained in a real BitTorrent application. Therefore, the original BitTorrent peer selection policy is also included in all the proposed models.
Additionally, the system to be evaluated in the simulations is considered to be in steady state. This means that even when peers join and leave the system, the number of active peers, represented by the sum of the parameters and , stays constant. Thus, the total number of peers emulated in a simulation run is different from the total number of simultaneous active peers.Finally, the simulation results have confidence intervals of 95.0%, which are within 5.0% around the average of the metric values presented.
The numerical values in Table 2 are mostly gleaned from past literature works [Shah & Pâris, 12; Hoffmann et al., 24] as well as from extensive experiments carried out during the elaboration of this text (not presented herein due to the sake of objectivity). For determining the number of pieces , and have, Shah & Pâris [12] finds that the optimal window size is 8.0% of the file size. Note that and refer to the size of the reproduction and prevision window, respectively. The variables , and also refer to a specific number of pieces and their values are chosen based on the work of Borghol et al., [21] . At last, the performance metrics used in the simulations are defined in Table 3 . 
Number of Peers Served PS
Mainly used to see whether an expressive number of peers have been served during the whole simulation.
Results and Competitive Analysis
Competitiveness between ADWIS and ASWIS
In this subsection, the focus lies on the analysis of the variants ADWIS and ASWIS. Four different cases are considered: (0.80), (0.90), (1.00), and no prevision window. The higher is, the higher the chance of selecting the playback window becomes. The Case (1.00) differs from the case with no prevision window since it still allows the selection of the prevision window in some specific situations; for example, when the playback window reaches the end of the file and has already recovered all the pieces inside it.
Figures 4 and 5 plot the average values obtained for ERC and NI with distinct probabilities for selecting the playback window instead of the prevision window. On one hand, it is clear that the performances of both variants are quite similar for ERC. On the other hand, it is observed a clear distinction between ADWIS and ASWIS for the NI. Observe that there is an inverse relation between ERC and NI. The Case (0.80) frequently presents the worst performance for the metric NI, immediately followed by the Case (0.90). Besides, it is observed that Case (1.00) and that with no prevision window perform similarly. Altogether, these observations suggest that the preview window may be unnecessary because introduces system complexity with no corresponding gain.
Finally, note that NI is usually higher for less interactive users, and it gets lower as more interactive the user becomes. This can be justified by the frequency in which some pieces are watched more than once in a same user session. For example, a high interactive user tends to watch some parts of the file more than once because he has a higher probability of executing JB than a low-interactive user. Considering the above, both ADWIS and ASWIS variants present better results in Case (1.00) and that with no prevision window. There is not a significant difference between both cases for both variants, indicating that the condition with no prevision window should be pointed out as the most adequate alternative for ADWIS and ASWIS, since it clearly shows one of the best performances without increasing the system complexity for the selection of pieces. Besides, in case of choosing one of these variants, the ADWIS should be identified as the most interesting choice, once it usually shows a better performance compared to ASWIS for the condition with no prevision; besides, it preserves a good throughput level in the system according to the ERC metric.
Overall Competitive Analysis
This subsection has the prior goal to understand if the variants ADWIS and ASWIS from the novel proposal AWIS are competitive comparing to two state-of-art piece selection policies: Shah-Paris and BIP-S. Taking into account the results observed in the last subsection, it is herein decided to consider for evaluation only the condition with no prevision window for both variants ADSWS and ASWIS.
Comparing the values obtained for ERC in Figure 6 (a), it is clear that the variants ADWIS and ASWIS outperform the two other literature protocols, no matter the interactivity level is. For instance, they have shown an improvement of about 50.0% compared to BIP-S, and of about 65.0% compared to Shah-Paris in scenarios where the users are very interactive. BIP-S performs better than Shah-Paris because it provides a second window for the selection of pieces, consequently enhancing the system throughput. However, since the playback window of BIP-S does not adapt or enlarge its size, its performance does not overcome the one provided by AWIS.
As for NI, referred in Figure 6 (b), Shah-Paris achieves the best results. However as the interactive profile gets higher, the difference between Shah-Paris and the variants ADWIS and ASWIS gets smaller. In fact, the variants rapidly decrease their NI. A partial conclusion is that protocols that make use of a playback adaptive window can recover a more diverse set of pieces without compromising the user experience. Note that ADWIS present better results than ASWIS. This particularly happens because ADWIS does not stretch its playback window as done by ASWIS. It only enlarges or shrinks in accordance with the user's download performance. Figure 7 (a) depicts the average time to return (TI). It may be seen that, even though Shah-Paris presents the less average number of interruptions, it still has the greater average time to return from an interruption. This is already expected since Shah-Paris does not encourage piece diversity in the system in comparison to the other proposals. BIP-S has a better performance than Shah-Paris. This is basically due to the employment of a second recovery set. The variants have a good performance because of their adaptive nature, enabling the window to change its size whenever it is advantageous. Finally, the results observed for the metric PS agree with the previous statements presented in this subsection. The protocols which promote piece diversity and enhance the bartering ability of the peers tend to have a higher throughput and a higher ERC. Thus, more users are able to participate in the swarm during the same amount of time. Nevertheless, the variant ADWIS without prevision window can be pointed out as the most adequate alternative among the others analyzed herein, since it is the one that best maintains a good equilibrium between user experience and system throughput.
VI. CONCLUSIONS AND FUTURE WORK
This work presented a novel BitTorrent-like protocol for interactive multimedia streaming: the Adaptive Window Interactive Streaming (AWIS). An adaptive playback window, which follows the playback point, as well as a prevision window confining parts of the file expected to be watched soon by the user, determined by a behavior model, are its main design concepts. The target is to promote a good trade-off between playback continuity and data diversity. Additionally, it has two variants named as Adaptive-Definite Window Interactive Streaming (ADWIS) and AdaptiveStretching Window Interactive Streaming (ASWIS). The ASWIS variant differentiates from the ADWIS since the former promotes a stretching playback window which may enlarge its size to optimize system piece diversity. Two important conclusions may be highlighted among those obtained in this work. First, both variants of the AWIS proposal showed to be very competitive compared to some of the literature state-of-art piece-selection policies, outperforming them in most of the experiments carried out herein. For example, they have shown a throughput optimization of up to 65.0% in scenarios where the users are very interactive without compromising the user streaming experience. This indicates that employing an adaptive playback window is really important, especially in high interactive scenarios. Second, the prevision window has turned out to be an unnecessary complement to the novel proposal, provided that it enhances the system complexity with no corresponding gain.
Finally, future work may include further analysis in more distinct simulation scenarios to better understand its properties and operation, including systems with much larger files and with a higher number of users with heterogeneous download and upload capacities.
