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SIMPLER GRASSMANNIAN OPTIMIZATION
ZEHUA LAI, LEK-HENG LIM, AND KE YE
Abstract. There are two widely used models for the Grassmannian Gr(k, n), as the set of equiv-
alence classes of orthogonal matrices O(n)/
(
O(k)×O(n− k)), and as the set of trace-k projection
matrices {P ∈ Rn×n : P T = P = P 2, tr(P ) = k}. The former, standard in manifold optimization,
has the advantage of giving numerically stable algorithms but the disadvantage of having to work
with equivalence classes of matrices. The latter, widely used in coding theory and probability, has
the advantage of using actual matrices (as opposed to equivalence classes) but working with pro-
jection matrices is numerically unstable. We present an alternative that has both advantages and
suffers from neither of the disadvantages; by representing k-dimensional subspaces as symmetric
orthogonal matrices of trace 2k − n, we obtain
Gr(k, n) ∼= {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n}.
As with the other two models, we show that differential geometric objects and operations — tangent
vector, metric, normal vector, exponential map, geodesic, parallel transport, gradient, Hessian,
etc — have closed-form analytic expressions that are computable with standard numerical linear
algebra. In the proposed model, these expressions are considerably simpler, a result of representing
Gr(k, n) as a linear section of a compact matrix Lie group O(n), and can be computed with at most
one qr decomposition and one exponential of a special skew-symmetric matrix that takes only
O
(
nk(n− k)) time. In particular, we completely avoid eigen- and singular value decompositions in
our steepest descent, conjugate gradient, quasi-Newton, and Newton methods for the Grassmannian.
1. Introduction
As a manifold, the Grassmannian Gr(k, n) is just the set of k-planes in n-space with its usual
differential structure; this is an abstract description that cannot be employed in algorithms and
applications. In order to optimize functions f : Gr(k, n)→ R using currently available technology,
one needs to put a coordinate system on Gr(k, n). The best known way, as discovered by Edelman,
Arias, and Smith in their classic work [23], is to realize Gr(k, n) as a matrix manifold [2], where
every point on Gr(k, n) is represented by a matrix or an equivalence class of matrices and from
which one may derive closed-form analytic expressions for other differential geometric objects (e.g.,
tangent, metric, geodesic) and differential geometric operations (e.g., exponential map, parallel
transport) that in turn provide the necessary ingredients (e.g., Riemannian gradient and Hessian,
conjugate direction, Newton step) for optimization algorithms. The biggest advantage afforded by
the approach in [23] is that a judiciously chosen system of extrinsic matrix coordinates for points
on Gr(k, n) allows all aforementioned objects, operations, and algorithms to be computed solely in
terms of standard numerical linear algebra, which provides a ready supply of stable and accurate
algorithms [30] with high-quality software implementations [5]. In particular, one does not need to
solve any differential equations numerically when doing optimization on matrix manifolds a` la [23].
1.1. Existing models. There are two well-known models for Gr(k, n) supplying such matrix co-
ordinates — one uses orthogonal matrices and the other projection matrices. In optimization, the
by-now standard model (see, for example, [22, 37, 49, 54, 62]) is the one introduced in [23], namely,
Gr(k, n) ∼= O(n)/(O(k)×O(n− k)) ∼= V(k, n)/O(k), (1)
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where V(k, n) := {V ∈ Rn×k : V TV = I} ∼= O(n)/O(n − k) is the Stiefel manifold. In this
homogeneous space model, which is also widely used in areas other than optimization [6, 7, 29,
31, 47, 48, 67], a point V ∈ Gr(k, n), i.e., a k-dimensional subspace V ⊆ Rn, is represented by
its orthonormal basis, written as columns of a matrix V = [v1, . . . , vk] ∈ V(k, n). Since any two
orthonormal bases V1, V2 ∈ V(k, n) of V must be related by V1 = V2Q for some Q ∈ O(k), such
a representation is not unique and so this model requires that we represent V not as a single
n × k orthonormal matrix but as a whole equivalence class JV K := {V Q ∈ V(k, n) : Q ∈ O(k)}
of orthonormal bases of V. A brief word about our notations: Throughout this article, we adopt
the convention that a vector space V ∈ Gr(k, n) will be typeset in blackboard bold, with the
corresponding letter in normal typeface V ∈ V(k, n) denoting an (ordered) orthonormal basis.
Equivalence classes will be denoted in double brackets, so JV K = V. Diffeomorphism of two smooth
manifolds will be denoted by ∼=.
It is straightforward to represent a point V ∈ Gr(k, n) by an actual matrix as opposed to an
equivalence class of matrices. Since any subspace V has a unique orthogonal projection matrix PV,
this gives us an alternative model for the Grassmannian that is also widely used (notably in linear
programming [55, 66] but also many other areas [14, 10, 16, 24, 46, 51]):
Gr(k, n) ∼= {P ∈ Rn×n : P T = P = P 2, tr(P ) = k}. (2)
Note that rank(P ) = tr(P ) = dim(V) for orthogonal projection matrices. The reader is reminded
that an orthogonal projection matrix is not an orthogonal matrix — the ‘orthogonal’ describes the
projection, not the matrix. To avoid confusion, we drop ‘orthogonal’ from future descriptions —
all projection matrices in our article will be orthogonal projection matrices.
As demonstrated in [33], it is also possible to derive closed-form analytic expressions for various
differential geometric objects and present various optimization algorithms in terms of the matrix
coordinates in (2). Nevertheless, the problem with the model (2) is that algorithms based on pro-
jection matrices are almost always numerically unstable, especially in comparison with algorithms
based on orthogonal matrices. Roughly speaking an orthogonal matrix preserves (Euclidean) norms
and therefore rounding errors do not get magnified through a sequence of orthogonal transforma-
tions [20, Section 3.4.4] and consequently algorithms based on orthogonal matrices tend to be
numerically stable (details are more subtle, see [63, pp. 124–166] and [35]). Projection matrices not
only do not preserve norms but are singular and give notoriously unstable algorithms — possibly
the best known illustration of numerical instability [60, 61] is one that contrasts Gram–Schmidt,
which uses projection matrices, with Householder qr, which uses orthogonal matrices.1 In fact,
the proper way to compute projections is to do so via a sequence of orthogonal matrices [57,
pp. 260–261], as a straightforward computation is numerically unstable [15, pp. 849–851].
The alternative (1) is currently universally adopted for optimization over a Grassmannian. The
main issue with the model (1) is that a point on Gr(k, n) is not a single matrix but an equivalence
class of uncountably many matrices. Equivalence classes are tricky to implement in numerical
algorithms and standard algorithms in numerical linear algebra [5] do not work with equivalence
classes of matrices. Indeed, any optimization algorithm [22, 23, 37, 49, 54, 62] that rely on the
model (1) side steps the issue by instead optimizing an O(k)-invariant function f˜ : V(k, n) → R,
i.e., where f˜(V Q) = f˜(V ) for all Q ∈ O(k). This practice makes it somewhat awkward to optimize
over a Grassmannian: Given a function f : Gr(k, n)→ R to be optimized, one needs to first lift it to
another function f˜ : V(k, n)→ R and the choice of f˜ is necessarily ad hoc as there are uncountably
many possibilities for f˜ . Nevertheless this is presently the only viable option.
Numerical stability is of course relative, we will see in Section 8, for reasons explained therein,
that the optimization algorithms in [23] for the model (1) are significantly less stable than those
1For example, computing the qr decomposition of a Hilbert matrix A = [1/(i+ j − 1)]15i,j=1, we get ‖Q∗Q− I‖ ≈
8.0× 100 with Gram–Schmidt, 1.7× 100 with modified Gram–Schmidt, 2.4× 10−15 with Householder qr.
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for our proposed model. In particular, the aforementioned loss-of-orthogonality remains very much
an issue when one uses (1) to represent a Grassmannian.
We would like to mention a noncompact analogue of (1) that is popular in combinatorics [1, 25,
27, 42, 45]:
Gr(k, n) ∼= Rn×kk /GL(k), (3)
with Rn×kk := {A ∈ Rn×k : rank(A) = k}. It has also been shown [2] that one may obtain closed-
form analytic expressions for differential geometric quantities with the model (3) and so in principle
one may use it for optimization purposes. Nevertheless, from the perspective of numerical algo-
rithms, the model (3) suffers from the same problem as (2) — by working with rank-k matrices,
i.e., whose condition number can be arbitrarily large, algorithms based on (3) are inherently nu-
merically unstable. In fact, since the model (3) also represents points as equivalence classes, it
has both shortcomings of (1) and (2) but neither of their good features. The natural redress of
imposing orthogonal constraints on (3) to get a well-conditioned representative for each equivalence
class would just lead one back to the model (1).
Looking beyond optimization, we stress that each of the aforementioned models has its own
(sometimes unique) strengths. For example, (3) is the only model we know in which one may
naturally define the positive Grassmannian [25], an important construction in combinatorics [42]
and physics [27]. The model (2) is indispensable in probability and statistics as probability measures
[46, Section 3.9] and probability densities [14, Section 2.3.2] on Gr(k, n) are invariably expressed in
terms of projection matrices.
1.2. Proposed model. We propose to use a model for the Grassmannian that combines the best
features, suffers from none of the defects of the aforementioned models, and, somewhat surprisingly,
is also simpler:
Gr(k, n) ∼= {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n}. (4)
This model, which represents k-dimensional subspace as a symmetric orthogonal matrix of trace
2k − n, is known but obscure. It was mentioned in passing in [9, p. 305] and was used in [39] to
derive geodesics for the oriented Grassmannian, a different but related manifold. Note that (4)
merely provides an expression for points, our main contribution is to derive expressions for other
differential geometric objects and operations, as well as the corresponding optimization algorithms,
thereby fully realizing (4) as a model for optimization. A summary of these objects, operations,
and algorithms is given in Table 1. From a differential geometric perspective, Sections 2–5 may be
regarded as an investigation into the embedded geometry of Gr(k, n) as a submanifold of O(n).
The two key advantages of the model (4) in computations are immediate:
(i) points on Gr(k, n) are represented as actual matrices, not equivalence classes;
(ii) the matrices involved are orthogonal, so numerical stability is preserved.
The bonus with (4) is that the expressions and algorithms in Table 1 are considerably simpler
compared to those in [2, 23, 33]. We will not need to solve quadratic eigenvalue problems, nor
compute exp/cos/sin/sinc of nonnormal matrices, nor even evd or svd except in cases when they
can be trivially obtained. Aside from standard matrix arithmetic, our optimization algorithms
require just two operations:
(iii) all differential geometric objects and operations can be computed with at most a qr decom-
position and an exponentiation of a skew-symmetric matrix,
exp
([
0 B
−BT 0
])
, B ∈ Rk×(n−k),
which may in turn be computed in time O
(
nk(n− k)) with a specialized algorithm based on
Strang splitting.
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objects/operations results
point Proposition 2.1
change-of-coordinates Proposition 2.2, Proposition 2.3, Proposition 2.4, Proposition 2.5
tangent vector Proposition 3.1, Proposition 3.2, Corollary 3.3
metric Proposition 3.4, Proposition 3.5
normal vector Proposition 3.6, Corollary 3.7
curve Proposition 4.2
geodesic Theorem 4.3, Proposition 4.5
geodesic distance Corollary 4.6
exponential map Corollary 4.4
logarithmic map Corollary 4.7
parallel transport Proposition 4.8
gradient Proposition 5.1, Corollary 5.3
Hessian Proposition 5.2
retraction and vector transport Proposition 6.4, Proposition 6.5, Proposition 6.6
steepest descent Algorithm 1, Algorithm 2
Newton method Algorithm 3
conjugate gradient Algorithm 4
quasi-Newton Algorithm 5
Table 1. Guide to results.
The problem of computing matrix exponential has been thoroughly studied and there is a plethora
of algorithms [36, 50], certainly more so than other transcendental matrix functions like cosine,
sine, or sinc [36]. For normal matrices, matrix exponentiation is a well-conditioned problem —
the numerical issues described in [50] only occur with nonnormal matrices. For us,
[
0 B
−BT 0
]
is
skew-symmetric and thus normal; in fact its exponential will always be an orthogonal matrix.
There are other algorithmic advantages afforded by (4) that are difficult to explain without con-
text and will be discussed alongside the algorithms in Section 7 and numerical results in Section 8.
1.3. Nomenclatures and notations. For easy reference, we will introduce names for the models
(1)–(4) based on the type of matrices used as coordinates for points.
name model coordinates for a point
orthogonal model O(n)/
(
O(k)×O(n− k)) equivalence class of n× n orthogonal matrices JV K
Stiefel model V(k, n)/O(k) equivalence class of n× k orthonormal matrices JY K
full-rank model Rn×kk /GL(k) equivalence class of n× k full-rank matrices JAK
projection model {P ∈ Rn×n : P T = P = P 2, tr(P ) = k} n× n orthogonal projection matrix P
involution model {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n} n× n symmetric involution matrix Q
Table 2. Matrix manifold models for the Grassmannian Gr(k, n).
We note that there are actually two homogeneous space models for Gr(k, n) in (1), one as a quo-
tient of O(n) and the other as a quotient of V(k, n). While they are used somewhat interchangeably
in [23], we distinguish them in Table 2 as their change-of-coordinates maps to the involution model
are different (see Section 2).
The name involution model is warranted for (4) because for any Q ∈ Rn×n, any two of the
following conditions clearly imply the third:
QTQ = I, QT = Q, Q2 = I.
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Thus a symmetric orthogonal matrix may also be viewed as a symmetric involution or an orthogonal
involution matrix. We will need the eigendecomposition of a matrix in the involution model for all
of our subsequent calculations; for easy reference we state this as a lemma. Such an eigendecom-
position is trivial to compute, requiring only a single qr decomposition (of the matrix 12(I + Q);
see Lemma 7.1).
Lemma 1.1. Let k = 1, . . . , n and Q ∈ Rn×n be such that
QTQ = I, QT = Q, tr(Q) = 2k − n.
Then Q has an eigenvalue decomposition
Q = V Ik,n−kV T = [y1, . . . , yk, z1, . . . , zn−k]

1
. . .
1
−1
. . .
−1


yT1
...
yTk
zT1
...
zTn−k

,
where V ∈ O(n) and Ik,n−k := diag(Ik,−In−k) = diag(1, . . . , 1,−1, . . . ,−1).
Proof. Existence of an eigendecomposition follows from the symmetry of Q. A symmetric involution
has all eigenvalues ±1 and the multiplicity of 1 must be k since tr(Q) = 2k − n. 
Henceforth, for a matrix Q in the involution model, we write
YQ := [y1, . . . , yk] ∈ V(k, n), ZQ := [z1, . . . , zn−k] ∈ V(n− k, n),
VQ = [YQ, ZQ] = V ∈ O(n) (5)
for its matrix of 1-eigenvectors, its matrix of −1-eigenvectors, and its matrix of all eigenvectors
respectively. While these matrices are not unique, the 1-eigenspace and −1-eigenspace
im(YQ) = span{y1, . . . , yk} ∈ Gr(k, n), im(ZQ) = span{z1, . . . , zn−k} ∈ Gr(n− k, n)
are uniquely determined by Q.
2. Points and change-of-coordinates
We begin by exhibiting a diffeomorphism to justify the involution model, showing that as smooth
manifolds, Gr(k, n) and {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n} are the same. In the next section,
we will show that if we equip the latter with appropriate Riemannian metrics, then as Riemannian
manifolds, they are also the same, i.e., the diffeomorphism is an isometry. The practically minded
may simply take this as establishing a system of matrix coordinates for points on Gr(k, n).
Proposition 2.1 (Points). Let k = 1, . . . , n. Then the map
ϕ : Gr(k, n)→ {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
ϕ(W) = PW − PW⊥ ,
(6)
is a diffeomorphism with ϕ−1(Q) = im(YQ) where YQ ∈ V(k, n) is as in (5).
Proof. One can check that Q = PW − PW⊥ is symmetric, orthogonal, and has trace 2k − n. So
the map ϕ is well-defined. If we write ψ(Q) = im(YQ), then ϕ(ψ(Q)) = Q and ψ(ϕ(W)) = W, so
ψ = ϕ−1. To see that ϕ is smooth, we may choose any local coordinates, say, representW ∈ Gr(k, n)
in terms of any orthonormal basis W = [w1, . . . , wk] ∈ V(k, n) and observe that
ϕ(W) = 2WW T − I,
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which is smooth. With a linear change-of-coordinates, we may assume that
W =
[
Ik
0
]
.
The differential (dϕ)W is given by the (clearly invertible) linear map
(dϕ)W
([
0
X
])
=
[
Ik
0
] [
0 XT
]
+
[
0
X
] [
Ik 0
]
=
[
0 XT
X 0
]
for all X ∈ R(n−k)×k. So ϕ is a diffeomorphism. 
Since the manifolds in Table 2 are all diffeomorphic to Gr(k, n), they are diffeomorphic to each
other. Our next results are not intended to establish that they are diffeomorphic but to construct
these diffeomorphisms and their inverses explicitly, so that we may switch to and from the other
systems of coordinates easily.
In the next proposition, JV K = {V [Q1 00 Q2 ] : Q1 ∈ O(k), Q2 ∈ O(n − k)} denotes equivalence
class in O(n)/
(
O(k)×O(n− k)).
Proposition 2.2 (Change-of-coordinates I). Let k = 1, . . . , n. Then
ϕ1 : O(n)/
(
O(k)×O(n− k))→ {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
ϕ1(JV K) = V TIk,n−kV
is a diffeomorphism with ϕ−11 (Q) = JVQK with VQ ∈ O(n) as in (5).
Proof. Note that Q = V1Ik,n−kV T1 = V2Ik,n−kV T2 iff
V2 = V1
[
Q1 0
0 Q2
]
for some (Q1, Q2) ∈ O(k)×O(n− k) iff JV1K = JV2K. Hence both ϕ1 and ϕ−11 are well-defined and
are inverses of each other. Observe that ϕ1 is induced from the map
ϕ˜1 : O(n)→ {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n}, ϕ˜1(V ) = V TIk,n−kV,
which is a surjective submersion. The proof that ϕ−11 is well-defined shows that the fibers of ϕ˜1 are
exactly the O(k)×O(n− k)-orbits in O(n). Hence ϕ1, as the composition of ϕ˜1 and the quotient
map O(n)→ O(n)/(O(k)×O(n− k)), is a diffeomorphism. 
The next result explains the resemblance between the projection and involution models — each
is a scaled and translated copy of the other. The scaling and translation are judiciously chosen so
that orthogonal projections become symmetric involutions, and this seemingly innocuous difference
will have a significant impact on the numerical stability of Grassmannian optimization algorithms.
Proposition 2.3 (Change-of-coordinates II). Let k = 1, . . . , n. Then
ϕ2 : {P ∈ Rn×n : P T = P = P 2, tr(P ) = k} → {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
ϕ2(P ) = 2P − I
is a diffeomorphism with ϕ−12 (Q) =
1
2(I +Q).
Proof. Note that 2P − I = P −P⊥ where P⊥ is the projection onto the orthogonal complement of
im(P ), so both ϕ2 and ϕ
−1
2 are well-defined. They are clearly diffeomorphisms and are inverses to
each other. 
In the next proposition, JY K = {Y Q : Q ∈ O(k)} denotes equivalence class in V(k, n)/O(k).
SIMPLER GRASSMANNIAN OPTIMIZATION 7
Proposition 2.4 (Change-of-coordinates III). Let k = 1, . . . , n. Then
ϕ3 : V(k, n)/O(k)→ {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
ϕ3(JY K) = 2Y Y T − I
is a diffeomorphism with ϕ−13 (Q) = JYQK with YQ ∈ V(k, n) as in (5).
Proof. Given JY K ∈ V(k, n)/O(k), the matrix Y Y T is the projection matrix onto the k-dimensional
subspace im(Y ) ∈ Gr(k, n). Hence ϕ3 is a well-defined map by Proposition 2.3. To show that its
inverse is given by ψ3(Q) = JYQK, observe that any Y ∈ V(k, n) can be extended to a full orthogonal
matrix V := [Y, Y ⊥] ∈ O(n) and we have
V TY =
[
Ik
0
]
, Q = 2Y Y T − I = V
[
2Ik 0
0 0
]
V T − I = V Ik,n−kV T.
This implies that ψ3 ◦ ϕ3(JY K) = JYQK = JY K. That ϕ3 is a diffeomorphism follows from the same
argument in the proof of Proposition 2.1. 
In the next proposition, JAK = {AX : X ∈ GL(k)} denotes equivalence class in Rn×kk /GL(k).
Also, we write A = YARA for the qr factorization of A ∈ Rn×kk , i.e., YA ∈ V(k, n) and RA ∈ Rk×k
is upper triangular.
Proposition 2.5 (Change-of-coordinates IV). Let k = 1, . . . , n. Then
ϕ4 : Rn×kk /GL(k)→ {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
ϕ4(JAK) = 2YAY TA − I
is a diffeomorphism with ϕ−14 (Q) = JYQK with YQ is as in (5).
Proof. First observe that V(k, n) ⊆ Rn×kk and the inclusion map V(k, n) ↪→ Rn×kk induces a dif-
feomorphism V(k, n)/O(k) ∼= Rn×kk /GL(k) — if we identify them, then ϕ−14 becomes ϕ−13 in
Proposition 2.4 and is thus a diffeomorphism. It follows that ϕ4 is a diffeomorphism. That the
maps are inverses to each other follows from the same argument in the proof of Proposition 2.4. 
The maps ϕ,ϕ1, ϕ2, ϕ3, ϕ4 allow one to transform an optimization problem formulated in terms
of abstract k-dimensional subspaces or in terms of one of the first four models in Table 2 into a
mathematically (but not computationally) equivalent problem in terms of the involution model.
Note that these are change-of-coordinate maps for points — they are good for translating expres-
sions that involve only points on Gr(k, n). In particular, one cannot simply apply these maps to
the analytic expressions for other differential geometric objects and operations in [2, 23, 33] and
obtain corresponding expressions for the involution model. Deriving these requires considerable
effort and would take up the next three sections.
Henceforth we will identify the Grassmannian with the involution model:
Gr(k, n) := {Q ∈ O(n) : QT = Q, tr(Q) = 2k − n},
i.e., in the rest of our article, points on Gr(k, n) are symmetric orthogonal matrices of trace 2k−n.
With this, the well-known isomorphism
Gr(k, n) ∼= Gr(n− k, n), (7)
which we will need later, is simply given by the map Q 7→ −Q.
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3. Metric, tangents, and normals
The simple observation in Lemma 1.1 implies that a neighborhood of any point Q ∈ Gr(k, n) is
just like a neighborhood of the special point Ik,n−k = diag(Ik,−In−k) ∈ Gr(k, n). Consequently,
objects like tangent spaces and curves at Q can be determined by simply determining them at
Ik,n−k. Although Gr(k, n) is not a Lie group, the involution model, which models it as a linear
section of O(n), allows certain characteristics of a Lie group to be retained. Here Ik,n−k has a role
similar to that of the identity element in a Lie group.
We will provide three different expressions for vectors in the tangent space TQ Gr(k, n) at a point
Q ∈ Gr(k, n): an implicit form (8) as traceless symmetric matrices that anticommutes with Q and
two explicit forms (9), (10) parameterized by k × (n − k) matrices. Recall from Lemma 1.1 that
any Q ∈ Gr(k, n) has an eigendecomposition of the form Q = V Ik,n−kV T for some V ∈ O(n).
Proposition 3.1 (Tangent space I). Let Q ∈ Gr(k, n) with eigendecomposition Q = V Ik,n−kV T.
The tangent space of Gr(k, n) at Q is given by
TQ Gr(k, n) =
{
X ∈ Rn×n : XT = X, XQ+QX = 0, tr(X) = 0} (8)
=
{
V
[
0 B
BT 0
]
V T ∈ Rn×n : B ∈ Rk×(n−k)
}
(9)
=
{
QV
[
0 B
−BT 0
]
V T ∈ Rn×n : B ∈ Rk×(n−k)
}
. (10)
Proof. By definition, a curve γ in Gr(k, n) passing through Q satisfies
γ(t)T − γ(t) = 0, γ(t)Tγ(t) = In, tr(γ(t)) = 2k − n, t ∈ (−ε, ε),
together with the initial condition γ(0) = Q. Differentiating these equations at t = 0, we get
γ˙(0)T − γ˙(0) = 0, γ˙(0)TQ+QTγ˙(0) = 0, tr(γ˙(0)) = 0,
from which (8) follows. Now take X ∈ TQ Gr(k, n). By (8), V TXV Ik,n−k = V T(XQ)V is skew-
symmetric and V TXV is symmetric. Partition
V TXV =
[
A B
BT C
]
, A ∈ Rk×k, B ∈ Rk×(n−k), C ∈ R(n−k)×(n−k).
Note that A and C are symmetric matrices since X is. So if
V TXV Ik,n−k =
[
A B
BT C
] [
I 0
0 −I
]
=
[
A −B
BT −C
]
is skew-symmetric, then we must have A = 0 and C = 0 and we obtain (9). Since Q = V Ik,n−kV T
and Q = QT, (10) follows from (9) by writing V = QV Ik,n−k. 
The implicit form in (8) is inconvenient in algorithms. Of the two explicit forms (9) and (10),
the description in (9) is evidently more economical, involving only V , as opposed to both Q and V
as in (10). Henceforth, (9) will be our preferred choice and we will assume that a tangent vector
at Q ∈ Gr(k, n) always takes the form
X = V
[
0 B
BT 0
]
V T, (11)
for some B ∈ Rk×(n−k). This description appears to depend on the eigenbasis V , which is not
unique, as Q has many repeated eigenvalues. The next proposition, which relates two represen-
tations of the same tangent vector with respect to two different V ’s, guarantees that the tangent
space obtained will nonetheless be the same regardless of the choice of V .
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Proposition 3.2 (Tangent vectors). If V1Ik,n−kV T1 = Q = V2Ik,n−kV T2 , then any X ∈ TQ Gr(k, n)
can be written as
X = V2
[
0 B
BT 0
]
V T2 = V1
[
0 Q1BQ
T
2
Q2B
TQT1 0
]
V T1 ,
for some Q1 ∈ O(k) and Q2 ∈ O(n− k) such that
V2 = V1
[
Q1 0
0 Q2
]
. (12)
Proof. This is a consequence of the fact that V1Ik,n−kV T1 = Q = V2Ik,n−kV T2 iff there exist Q1 ∈ O(k)
and Q2 ∈ O(n− k) such that (12) holds. 
Another consequence of using (9) is that the tangent space at any point Q is a copy of the tangent
space at Ik,n−k, conjugated by any eigenbasis V of Q; by Proposition 3.2, this is independent of
the choice of V .
Corollary 3.3 (Tangent space II). The tangent space at Ik,n−k is
TIk,n−k Gr(k, n) =
{[
0 B
BT 0
]
: B ∈ Rk×(n−k)
}
.
For any Q ∈ Gr(k, n) with eigendecomposition Q = V Ik,n−kV T,
TQ Gr(k, n) = V
(
TIk,n−k Gr(k, n)
)
V T.
With the tangent spaces characterized, we may now define an inner product 〈·, ·〉Q on each
TQ Gr(k, n) that varies smoothly over all Q ∈ Gr(k, n), i.e., a Riemannian metric. With the
involution model, Gr(k, n) is a submanifold of O(n) and there is a natural choice, namely, the
Riemannian metric inherited from that on O(n).
Proposition 3.4 (Riemannian metric). Let Q ∈ Gr(k, n) with Q = V Ik,n−kV T and
X = V
[
0 B
BT 0
]
V T, Y = V
[
0 C
CT 0
]
V T ∈ TQ Gr(k, n).
Then
〈X,Y 〉Q := tr(XY ) = 2 tr(BTC) (13)
defines a Riemannian metric. The corresponding Riemannian norm is
‖X‖Q :=
√
〈X,X〉Q = ‖X‖F =
√
2‖B‖F. (14)
The Riemannian metric in (13) is induced by the unique (up to a positive constant multiple)
bi-invariant Riemannian metric on O(n):
gQ(X,Y ) := tr(X
TY ), Q ∈ O(n), X, Y ∈ TQ O(n).
Here bi-invariance may be taken to mean
gV1QV T2
(V1XV
T
2 , V1Y V
T
2 ) = gQ(X,Y )
for all Q,V1, V2 ∈ O(n) and X,Y ∈ TQ O(n).
There are also natural Riemannian metrics [2, 23, 33] on the other four models in Table 2 but
they differ from each other by a constant. As such, it is not possible for us to choose our metric
(13) so that the diffeomorphisms in Propositions 2.2–2.5 are all isometry but we do have the next
best thing.
Proposition 3.5 (Isometry). All models in Table 2 are, up to a constant factor, isometric as
Riemannian manifolds.
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Proof. We verify that the diffeomorphism ϕ1 in Proposition 2.2 gives an isometry between the
orthogonal model and the involution model up a constant factor of 8. A tangent vector [23,
Equation 2.30] at a point JV K ∈ O(n)/(O(k)×O(n− k)) takes the form
V
[
0 B
−BT 0
]
∈ TJV K O(n)/(O(k)×O(n− k)), B ∈ Rk×(n−k);
and the Riemannian metric [23, Equation 2.31] on O(n)/
(
O(k)×O(n− k)) is given by
gJV K
(
V
[
0 B1
−BT1 0
]
, V
[
0 B2
−BT2 0
])
= tr(BT1B2).
At In, the differential can be computed by
(dϕ1)JInK
(
In
[
0 B
−BT 0
])
= 2Ik,n−k
[
0 B
−BT 0
]
= 2
[
0 B
BT 0
]
.
Since both g and 〈·, ·〉 are invariant under left multiplication by O(n), we have〈
(dϕ1)JV K
(
V
[
0 B1
−BT1 0
])
, (dϕ1)JV K
(
V
[
0 B1
−BT1 0
])〉
ϕ1(JV K) = 8 tr(B
T
1B2).
The proofs for ϕ2, ϕ3, ϕ4 are similar and thus omitted. 
As the above proof shows, the diffeomorphism ϕ1 may be easily made an isometry of the orthog-
onal and involution models by simply changing our metric in (13) to “〈X,Y 〉Q := 18 tr(XY ).” Had
we wanted to make ϕ2 into an isometry of the projection and involution models, we would have to
choose “〈X,Y 〉Q := 12 tr(XY )” instead. We see no reason to favor any single existing model and
we stick to our choice of metric in (13).
In the involution model, Gr(k, n) ⊆ O(n) as a smoothly embedded submanifold and every point
Q ∈ Gr(k, n) has a normal space NQ Gr(k, n). We will next determine the expressions for normal
vectors.
Proposition 3.6 (Normal space). Let Q ∈ Gr(k, n) with Q = V Ik,n−kV T. The normal space of
Gr(k, n) at Q is given by
NQ Gr(k, n) =
{
V
[
Λ1 0
0 Λ2
]
V T ∈ Rn×n : Λ1 ∈ R
k×k, Λ2 ∈ R(n−k)×(n−k)
ΛT1 = −Λ1, ΛT2 = −Λ2
}
.
Proof. The tangent space of a point Q ∈ O(n) is given by
TQ O(n) = {QΛ ∈ Rn×n : ΛT = −Λ}.
A tangent vector QΛ ∈ TQ O(n) is normal to Gr(k, n) at Q iff
0 = 〈X,QΛ〉Q = tr(XTQΛ),
for all X ∈ TQ Gr(k, n). By (11), X = V
[
0 B
BT 0
]
V T where Q = V Ik,n−kV T. Thus
tr
(
V TΛV
[
0 −B
BT 0
])
= 0 (15)
for all B ∈ Rk×(n−k). Since (15) must hold for all B ∈ Rk×(n−k), we must have
Λ = V
[
Λ1 0
0 Λ2
]
V T, (16)
for some skew-symmetric matrices Λ1 ∈ Rk×k, Λ2 ∈ R(n−k)×(n−k), and therefore,
QΛ = V Ik,n−kV TΛ = V
[
Λ1 0
0 −Λ2
]
V T.
Conversely, any Λ of the form in (16) must satisfy (15). 
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Propositions 3.1 and 3.6 allow us to explicitly decompose the tangent space of O(n) at a point
Q ∈ Gr(k, n) into
TQ O(n) = TQ Gr(k, n)⊕ NQ Gr(k, n),
QΛ = QV
[
0 B
−BT 0
]
V T + V
[
Λ1 0
0 Λ2
]
V T.
For later purposes, it will be useful to give explicit expressions for the two projection maps.
Corollary 3.7 (Projection maps). Let Q ∈ Gr(k, n) with Q = V Ik,n−kV T and
projTQ : TQ O(n)→ TQ Gr(k, n), projNQ : TQ O(n)→ NQ Gr(k, n)
be the projection maps onto the tangent and normal spaces of Gr(k, n) respectively. Then
projTQ(QΛ) =
1
2
(QΛ− ΛQ) = 1
2
V (S + ST)V T,
projNQ(QΛ) =
1
2
(QΛ + ΛQ) =
1
2
V (S − ST)V T,
(17)
for any decomposition QΛ = V SV T where S ∈ Rn×n is such that Ik,n−kS is skew-symmetric
Proof. We see from Propositions 3.1 and 3.6 that the maps are well defined, i.e., 12(QΛ − ΛQ) ∈
TQ Gr(k, n) and 12(QΛ + ΛQ) ∈ NQ Gr(k, n), and the images are orthogonal as
〈QΛ− ΛQ,QΛ + ΛQ〉Q = 0.
The alternative expressions follow from taking S = Ik,n−kV TΛV . 
4. Exponential map, geodesic, and parallel transport
An explicit and easily computable formula for a geodesic curve is indispensable in most Rie-
mannian optimization algorithms. By Lemma 1.1, any Q ∈ Gr(k, n) can be eigendecomposed as
V Ik,n−kV T for some V ∈ O(n). So a curve γ in Gr(k, n) takes the form
γ(t) = V (t)Ik,n−kV (t)T, (18)
with V (t) a curve in O(n) that can in turn be written as
V (t) = V exp(Λ(t)), (19)
where Λ(t) is a curve in the space of n× n skew-symmetric matrices, Λ(0) = 0, and V (0) = V . We
will show in Proposition 4.2 that in the involution model the curve Λ(t) takes a particularly simple
form. We first prove a useful lemma using the cs decomposition [28, 56].
Lemma 4.1. Let Λ ∈ Rn×n be skew-symmetric. Then there exist B ∈ Rk×(n−k) and two skew-
symmetric matrices Λ1 ∈ Rk×k, Λ2 ∈ R(n−k)×(n−k) such that
exp(Λ) = exp
([
0 B
−BT 0
])
exp
([
Λ1 0
0 Λ2
])
. (20)
Proof. By (7), we may assume k ≤ n/2. Let the cs decomposition of Q := exp(Λ) ∈ O(n) be
Q =
[
U 0
0 V
] cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 In−2k
[W 0
0 Z
]T
,
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where U,W ∈ O(k), V,Z ∈ O(n− k), and Θ = diag(θ1, . . . , θk) with θi ∈ [0, pi/2], i = 1, . . . , k. We
may write[
U 0
0 V
] cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 In−2k
 = exp([U 0
0 V
] 0 Θ 0−Θ 0 0
0 0 0
[U 0
0 V
]T)[
U 0
0 V
]
= exp
([
0 B
−BT 0
])[
U 0
0 V
]
,
where B := U [Θ, 0]V T ∈ Rk×(n−k) with 0 ∈ Rk×(n−2k). Finally, let Λ1,Λ2 be skew symmetric
matrices such that exp(Λ1) = UW
T and exp(Λ2) = V Z
T. 
Proposition 4.2 (Curve). Let Q ∈ Gr(k, n) with eigendecomposition Q = V Ik,n−kV T. Then a
curve γ(t) in Gr(k, n) through Q may be expressed as
γ(t) = V exp
([
0 B(t)
−B(t)T 0
])
Ik,n−k exp
([
0 −B(t)
B(t)T 0
])
V T (21)
for some curve B(t) in Rk×(n−k) through the zero matrix.
Proof. By (18) and (19), we have
γ(t) = V exp
(
Λ(t)
)
Ik,n−k exp
(−Λ(t))V T.
By Lemma 4.1, we may write
exp
(
Λ(t)
)
= exp
([
0 B(t)
−B(t)T 0
])
exp
([
Λ1(t) 0
0 Λ2(t)
])
,
which gives the desired parametrization in (21). 
Proposition 4.2 yields another way to obtain the expression for tangent vectors in (11). Differ-
entiating the curve in (21) at t = 0, we get
γ˙(0) = V
([
0 −2B˙(0)
−2B˙(0)T 0
]
Ik,n−k
)
V T ∈ TQ Gr(k, n).
Choosing B(t) to be any curve in Rk×(n−k) with B(0) = 0 and B˙(0) = −B/2, we obtain (11).
The key ingredient in most manifold optimization algorithms is the geodesic at a point in a
direction. In [23], the discussion regarding geodesics on the Grassmannian is brief: Essentially, it
says that because a geodesic on the Stiefel manifold V(k, n) takes the form Q exp(tΛ), a geodesic
on the Grassmannian V(k, n)/O(k) takes the form JQ exp(tΛ)K. It is hard to be more specific when
one uses the Stiefel model. On the other hand, when we use the involution model, the expression
(23) in the next theorem describes a geodesic precisely, and any point on γ can be evaluated with
a single qr decomposition (to obtain V , see Section 7.1) and a single matrix exponentiation (the
two exponents are transposes of each other).
Theorem 4.3 (Geodesics I). Let Q ∈ Gr(k, n) and X ∈ TQ Gr(k, n) with
Q = V Ik,n−kV T, X = V
[
0 B
BT 0
]
V T. (22)
The geodesic γ emanating from Q in the direction X is given by
γ(t) = V exp
(
t
2
[
0 −B
BT 0
])
Ik,n−k exp
(
t
2
[
0 B
−BT 0
])
V T. (23)
The differential equation for γ is
γ(t)Tγ¨(t)− γ¨(t)Tγ(t) = 0, γ(0) = Q, γ˙(0) = X. (24)
SIMPLER GRASSMANNIAN OPTIMIZATION 13
Proof. By Proposition 4.2, any curve through Q must take the form
γ(t) = V exp
([
0 B(t)
−B(t)T 0
])
Ik,n−k exp
([
0 −B(t)
B(t)T 0
])
V T,
where B(0) = 0. Since γ is in the direction X, we have that γ˙(0) = X, and thus B˙(0) = −B/2. It
remains to employ the fact that as a geodesic, γ is a critical curve of the length functional
L(γ) :=
∫ 1
0
‖γ˙(t)‖γ(t) dt
where the Riemannian norm is as in (14). Let ε > 0. Consider a variation of γ(t) with respect to
a C1-curve C(t) in Rk×(n−k):
γε(t) = V exp
([
0 B(t) + εC(t)
−B(t)T − εC(t)T 0
])
Ik,n−k exp
([
0 −B(t)− εC(t)
B(t)T + εC(t)T 0
])
V T.
We require C(0) = C(1) = 0 so that γε is a variation of γ with fixed end points. The tangent vector
of γε at time t is given by
V exp
([
0 B(t) + εC(t)
−B(t)T − εC(t)T 0
])(
−2
[
0 B˙(t) + εC˙(t)
B˙(t) + εC˙(t)T 0
])
exp
([
0 −B(t)− εC(t)
B(t)T + εC(t)T 0
])
V T
and so ‖γ˙ε(t)‖γ(t) = 2
√
2‖B˙(t) + εC˙(t)‖F where ‖ · ‖F denotes Frobenius norm. Hence,
0 =
d
dε
L
(
γε(t)
)∣∣∣
ε=0
= 2
√
2
∫ 1
0
tr
(
B˙(t)TC˙(t)
)
‖B˙(t)‖F
dt.
As γ(t) is a geodesic, ‖γ˙(t)‖γ(t) and thus ‖B˙(t)‖F must be a constant K > 0. Therefore, we have
0 =
1
K
∫ 1
0
tr
(
B˙(t)TC˙(t)
)
dt = − 1
K
∫ 1
0
tr
(
B¨(t)TC(t)
)
dt,
implying that B¨(t) = 0 and thus B(t) = tB˙(0) = −tB/2. Lastly, since
γ˙(t) = V exp
([
0 B(t)
−B(t)T 0
])(
−2
[
0 B˙(t)
B˙(t)T 0
])
exp
([
0 −B(t)
B(t)T 0
])
V T,
γ¨(t) = V exp
([
0 B(t)
−B(t)T 0
])(
−4
[
B˙(t)B˙(t)T 0
0 −B˙(t)TB˙(t)
]
− 2
[
0 B¨(t)
B¨(t)T 0
])
exp
([
0 −B(t)
B(t)T 0
])
V T,
(25)
and the differential equation for a geodesic curve γ is
projTγ(t)(γ¨) = 0, γ(0) = Q, γ˙(0) = X,
we obtain (24) from the expression for tangent projection in (17). 
Theorem 4.3 also gives the exponential map of X.
Corollary 4.4 (Exponential map). Let Q ∈ Gr(k, n) and X ∈ TQ Gr(k, n) be as in (22). Then
expQ(X) := γ(1) = V exp
(
1
2
[
0 −B
BT 0
])
Ik,n−k exp
(
1
2
[
0 B
−BT 0
])
V T. (26)
The length of the geodesic segment from γ(0) = 0 to γ(1) = expQ(X) is
L(γ) = ‖X‖F =
√
2‖B‖F. (27)
The Grassmannian is geodesically complete and so any two points can be joined by a length-
minimizing geodesic. In the next proposition, we will derive an explicit expression for such a
geodesic in the involution model. By (7), there will be no loss of generality in assuming that
k ≤ n/2 in the following — if k > n/2, then we just replace k by n− k.
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Proposition 4.5 (Geodesics II). Let k ≤ n/2. Let Q0, Q1 ∈ Gr(k, n) with eigendecompositions
Q0 = V0Ik,n−kV T0 and Q1 = V1Ik,n−kV T1 . Let the cs decomposition of V T0 V1 ∈ O(n) be
V T0 V1 =
[
U 0
0 V
] cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 In−2k
[W 0
0 Z
]T
(28)
where U,W ∈ O(k), V,Z ∈ O(n−k), Θ = diag(θ1, . . . , θk) ∈ Rk×k. Then the geodesic γ connecting
Q0 to Q1 is
γ(t) = V0 exp
(
t
2
[
0 −B
BT 0
])
Ik,n−k exp
(
t
2
[
0 B
−BT 0
])
V T0 ,
where B = −2U [Θ, 0]V T ∈ Rk×(n−k) with 0 ∈ Rk×(n−2k).
Proof. By Theorem 4.3, γ is a geodesic curve emanating from γ(0) = V0Ik,n−kV T0 = Q0. It remains
to verify that
γ(1) = V0 exp
(
1
2
[
0 −B
BT 0
])
Ik,n−k exp
(
1
2
[
0 B
−BT 0
])
V T0 = Q1,
when B = −2U [Θ, 0]V T. Substituting the expression for B,
γ(1) = V0
[
U 0
0 V
]
exp
 0 Θ 0−Θ 0 0
0 0 0
 Ik,n−k exp
0 −Θ 0Θ 0 0
0 0 0
[UT 0
0 V T
]
V T0
= V0
[
U 0
0 V
] cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 In−2k
 Ik,n−k
cos Θ − sin Θ 0sin Θ cos Θ 0
0 0 In−k
[UT 0
0 V T
]
V T0
= V0
[
U 0
0 V
] cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 In−2k
[W T 0
0 ZT
]
Ik,n−k
[
W 0
0 Z
]cos Θ − sin Θ 0sin Θ cos Θ 0
0 0 In−k
[UT 0
0 V T
]
V T0
where the last equality holds because we have
Ik,n−k =
[
W T 0
0 ZT
]
Ik,n−k
[
W 0
0 Z
]
whenever W ∈ O(k) and Z ∈ O(n− k). By (28), the last expression of γ(1) equals
V0(V
T
0 V1)Ik,n−k(V
T
0 V1)
TV T0 = V1Ik,n−kV
T
1 = Q1. 
The geodesic expression in Proposition 4.5 requires a cs decomposition [28, 56] and is more
expensive to evaluate than the one in Theorem 4.3. Nevertheless, we do not need Proposition 4.5
for our optimization algorithms in Section 7, although its next corollary could be useful if one wants
to design proximal gradient methods in the involution model.
Corollary 4.6 (Geodesic distance). The geodesic distance between Q0, Q1 ∈ Gr(k, n) is given by
d(Q0, Q1) = 2
√
2
(∑k
i=1
σi(B)
2
)1/2
= 2
√
2
(∑k
i=1
θi
)1/2
(29)
where B ∈ Rk×(n−k) and Θ ∈ Rk×k are as in Proposition 4.5.
Proof. By (27), L(γ) =
√
2‖B‖F = 2
√
2‖Θ‖F with B = −2U [Θ, 0]V T as in Proposition 4.5. 
The last expression in (29) differs from the expression in [23, Section 4.3] by a factor of 2
√
2,
which is exactly what we expect since the metrics in the involution and orthogonal models differ
by a factor of (2
√
2)2 = 8, as we saw in the proof of Proposition 3.5.
The notion of a logarithmic map is somewhat less standard and we remind readers of its definition.
Given a Riemannian manifold M and a point x ∈ M , there exists some r > 0 such that the
exponential map expx : Br(0) → M is a diffeomorphism on the ball Br(0) ⊆ TxM of radius
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r centered at the origin [21, Theorem 3.7]. The logarithm map, sometimes called the inverse
exponential map, is then defined on the diffeomorphic image expx
(
Br(0)
) ⊆M by
logx : expx
(
Br(0)
)→ TxM, logx(v) := exp−1x (v)
for all v ∈ expx
(
Br(0)
)
. The largest r so that expx is a diffeomorphism on Br(0) is the injectivity
radius at x and its infimum over all x ∈M is the injectivity radius of M .
Corollary 4.7 (Logarithmic map). Let Q0, Q1 ∈ Gr(k, n) be such that d(Q0, Q1) <
√
2pi. Let
V0, V1 ∈ O(n), and B ∈ Rk×(n−k) be as in Proposition 4.5. The logarithmic map at Q0 of Q1 is
logQ0(Q1) = V0
[
0 −B
BT 0
]
V T0 .
Proof. The injectivity radius of Gr(k, n) is well known to be pi/2 [64]. Write Br(0) = {X ∈
TQ0 Gr(k, n) : ‖X‖Q < r} and Bdr(Q0) = {Q ∈ Gr(k, n) : d(Q0, Q) < r}. By Corollaries 4.4 and
4.6,
expQ0
(
Bpi/2(0)
)
= Bd√
2pi
(Q0).
By Corollary 4.4 and Proposition 4.5, logQ0 : B
√
2pi(Q0)→ Gr(k, n) has the required expression. 
We end this section with the expression for the parallel transport of a vector Y along a geodesic
γ at a point Q in the direction X. This will be an essential ingredient for conjugate gradient and
Newton methods in the involution model (see Algorithms 3 and 4).
Proposition 4.8 (Parallel transport). Let Q ∈ Gr(k, n) and X,Y ∈ TQ Gr(k, n) with
Q = V Ik,n−kV T, X = V
[
0 B
BT 0
]
V T, Y = V
[
0 C
CT 0
]
V T,
where V ∈ O(n) and B,C ∈ Rk×(n−k). Let γ be a geodesic curve emanating from Q in the direction
X. Then the parallel transport of Y along γ is
Y (t) = V exp
(
t
2
[
0 −B
BT 0
])[
0 C
CT 0
]
exp
(
t
2
[
0 B
−BT 0
])
V T. (30)
Proof. Let γ be parametrized as in (23). A vector field Y (t) that is parallel along γ(t) may, by
(11), be written in the form
Y (t) = V exp
(
t
2
[
0 −B
BT 0
])[
0 C(t)
C(t)T 0
]
exp
(
t
2
[
0 B
−BT 0
])
V T
for some curve C(t) in Rk×(n−k) with C(0) = C. Differentiating Y (t) gives
Y˙ (t) = V exp
(
t
2
[
0 −B
BT 0
])[−12(BC(t)T + C(t)BT) C˙(t)
C˙(t)T 12
(
BTC(t) + C(t)TB
)] exp( t
2
[
0 B
−BT 0
])
V T.
Since Y (t) is parallel along γ(t), we must have
projTγ(t)
(
Y˙ (t)
)
= 0,
which implies that C˙(t) = 0 and thus C(t) = C(0) = C, giving us (30). 
A word about our notation for parallel transport, or rather, the lack of one. Note that Y (t)
depends on γ and to indicate this dependence, we may write Yγ(t). Other common notations
include τtY [32], P
γ
t Y [38], γ
t
s(Y ) [44] (s = 0 for us) but there is no single standard notation.
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5. Gradient and Hessian
We now derive expressions for the Riemannian gradient and Hessian of a C2 function f :
Gr(k, n)→ R in the involution model with (9) for tangent vectors. As a reminder, this means:
Gr(k, n) = {Q ∈ Rn×n : QTQ = I, QT = Q, tr(Q) = 2k − n},
TQ Gr(k, n) =
{
V
[
0 B
BT 0
]
V T ∈ Rn×n : B ∈ Rk×(n−k)
}
,
(31)
where Q = V Ik,n−kV T.
Let Q ∈ Gr(k, n). Then the Riemannian gradient ∇f at Q is a tangent vector ∇f(Q) ∈
TQ Gr(k, n) and, depending on context, the Riemannian Hessian at Q is a bilinear map:
∇2f(Q) : TQ Gr(k, n)× TQ Gr(k, n)→ R.
Proposition 5.1 (Riemannian gradient I). Let f : Gr(k, n) → R be C1. For any Q ∈ Gr(k, n),
write
fQ :=
[
∂f
∂qij
(Q)
]n
i,j=1
∈ Rn×n. (32)
Then
∇f(Q) = 1
4
[
fQ + f
T
Q −Q(fQ + fTQ)Q
]
. (33)
Proof. The projection of QX ∈ TQRn×n to TQ O(n) is Q(X −XT)/2. Therefore the projection of
fQ ∈ TQRn×n to TQ O(n) is (fQ − QfTQQ)/2. Composing this with the projection of TQ O(n) to
TQ Gr(k, n) given in (17), we get
∇f(Q) = projTQ
(
fQ −QfTQQ
2
)
=
1
4
(
fQ + f
T
Q −QfQQ−QfTQQ
)
as required. 
Proposition 5.2 (Riemannian Hessian I). Let f : Gr(k, n)→ R be C2. For any Q = V Ik,n−kV T ∈
Gr(k, n), let fQ be as in (32) and
fQQ(X) :=
[ n∑
i,j=1
( ∂2f
∂qij∂qkl
(Q)
)
xij
]n
k,l=1
, fQQ(X,Y ) :=
n∑
i,j,k,l=1
( ∂2f
∂qij∂qkl
(Q)
)
xijykl.
As a bilinear map, the Hessian of f at Q is given by
∇2f(Q)(X,Y ) = fQQ(X,Y )− 1
2
tr
(
fTQQ(XY + Y X)
)
(34)
for any X,Y ∈ TQ Gr(k, n).
Proof. Let γ be a geodesic curve emanating from Q in the direction X ∈ TQ Gr(k, n). Then
∇2f(Q)(X,X) = d
2
dt2
f
(
γ(t)
)∣∣∣∣
t=0
=
d
dt
tr
(
fTγ(t)γ˙(t)
)∣∣∣∣
t=0
= fQQ(X) + tr
(
fTQγ¨(0)
)
.
Since γ(t) is given by (23),
γ¨(0) = V
[−BBT 0
0 BTB
]
V T = −Qγ˙(0)2
and so
∇2f(Q)(X,X) = fQQ(X)− tr(fTQQX2).
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To obtain ∇2f(Q) as a bilinear map, we simply polarize the quadratic form above:
∇2f(Q)(X,Y ) = 1
2
[∇2f(Q)(X + Y,X + Y )−∇2f(Q)(X,X)−∇2f(Q)(Y, Y )]
=
1
2
[
fQQ(X + Y )− fQQ(X)− fQQ(Y )− tr
(
fTQQ(XY + Y X)
)]
= fQQ(X,Y )− 1
2
tr
(
fTQQ(XY + Y X)
)
. 
Our optimization algorithms require that we parameterize our tangent space as in (31) and we
need to express ∇f(Q) in such a form. This can be easily accomplished. Let Eij ∈ Rk×(n−k) be the
matrix whose (i, j) entry is zero and other entries are one. Let
Xij := V
[
0 Eij
ETij 0
]
V T ∈ TQ Gr(k, n). (35)
Then BQ := {Xij : i = 1, . . . , k, j = 1, . . . , n − k} is an orthogonal (but not orthonormal since
Riemannian norm ‖Xij‖Q = 1/
√
2) basis of TQ Gr(k, n).
Corollary 5.3 (Riemannian gradient II). Let f , Q, fQ be as in Propositions 5.1. If we partition
V T(fQ + f
T
Q)V =
[
A B
BT C
]
, (36)
where A ∈ Rk×k, B ∈ Rk×(n−k), C ∈ R(n−k)×(n−k), then
∇f(Q) = 1
2
V
[
0 B
BT 0
]
V T. (37)
Proof. By (36), we may rewrite (33) as
∇f(Q) = 1
4
(
V
[
A B
BT C
]
V T − V
[
A −B
−BT C
]
V T
)
=
1
2
V
[
0 B
BT 0
]
V T. 
In our optimization algorithms, (36) is how we actually compute Riemannian gradients. Note
that in the basis BQ, the gradient of f is essentially given by the matrix B/2 ∈ Rk×(n−k). So in
algorithms that rely only on Riemannian gradients, we just need the top right block B, but the
other blocks A and C would appear implicitly in the Riemannian Hessians.
We may order the basis BQ lexicographically (note that Xij ’s are indexed by two indices), then
the bilinear form ∇2f(Q) has the matrix representation
HQ :=

∇2f(Q)(X11, X11) ∇2f(Q)(X11, X12) . . . ∇2f(Q)(X11, Xk,n−k)
∇2f(Q)(X12, X11) ∇2f(Q)(X12, X12) . . . ∇2f(Q)(X12, Xk,n−k)
...
...
. . .
...
∇2f(Q)(Xk,n−k, X11) ∇2f(Q)(Xk,n−k, X12) . . . ∇2f(Q)(Xk,n−k, Xk,n−k)
 . (38)
In practice, the evaluation of HQ may be simplified; we will discuss this in Section 7.3. To summa-
rize, in the lexicographically ordered basis BQ,[∇f(Q)]BQ = 12 vec(B) ∈ Rk(n−k), [∇2f(Q)]BQ = HQ ∈ Rk(n−k)×k(n−k),
and the Newton step S ∈ Rk×(n−k) is given by the linear system
HQ vec(S) = −1
2
vec(B). (39)
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6. Retraction map and vector transport
Up till this point, everything that we have discussed is authentic Riemannian geometry, even
though we have used extrinsic coordinates to obtain expressions in terms of matrices and matrix
operations. This section is a departure, we will discuss two notions created for sole use in manifold
optimization [3]: retraction maps and vector transports. They are relaxations of exponential maps
and parallel transports respectively and are intended to be pragmatic substitutes in situations where
these Riemannian operations are either too difficult to compute (e.g., requiring the exponential of
a nonnormal matrix) or unavailable in closed form (e.g., parallel transport on a Stiefel manifold).
While the involution model does not suffer from either of these problems, retraction algorithms
could still serve as a good option for initializing Riemannian optimization algorithms.
As these definitions are not found in the Riemannian geometry literature, we state a version of
[3, Definitions 4.1.1 and 8.1.1] below for easy reference.
Definition 6.1 (Absil–Mahony–Sepulchre). A map R : TM → M , (x, v) 7→ Rx(v) is a retraction
map if it satisfies the following two conditions:
(a) Rx(0) = x for all x ∈M ;
(b) dRx(0) : TxM → TxM is the identity map for all x ∈M .
A map T : TM ⊕ TM → TM associated to a retraction map R is a vector transport if it satisfies
the following three conditions:
(i) T (x, v, w) =
(
Rx(v), Tx,v(w)
)
for all x ∈M and v, w ∈ TxM ;
(ii) Tx,0(w) = w for all x ∈M and w ∈ TxM ;
(iii) Tx,v(a1w1 + a2w2) = a1Tx,v(w1) + a2Tx,v(w2) for all a1, a2 ∈ R, x ∈M , and v, w1, w2 ∈ TxM .
The condition (i) says that the vector transport T is compatible with its retraction map R, and
also defines the map Tx,v : TxM → TxM . Note that v is the direction to move in while w is the
vector to be transported.
For the purpose of optimization, we just need R and T to be well-defined on a neighbourhood of
M ∼= {(x, 0) ∈ TM} ⊆ TM and M ∼= {(x, 0, 0) ∈ TM ⊕TM} ⊆ TM ⊕TM respectively. If R and
T are C1 maps, then various optimization algorithms relying on R and T can be shown to converge
[3], possibly under the additional assumption that M has nonnegative [17] or bounded sectional
curvature [59]. In particular, these results apply in our case since being a compact symmetric space,
Gr(k, n) has both nonnegative and bounded sectional curvature [13, 68].
Example 6.2 (Projection as retraction). For a manifold M embedded in Euclidean space Rn or
Rm×n, we may regard tangent vectors in TxM to be of the form x+ v. In this case an example of
a retraction map is given by the projection of tangent vectors onto M ,
Rx(v) = argmin
y∈M
‖x+ v − y‖,
where ‖ · ‖ is either the 2- or Frobenius norm. By [4, Lemma 3.1], the map Rx is well-defined for
small v and is a retraction.
We will give three retraction maps for Gr(k, n) that are readily computable in the involution
model with evd, block qr, and Cayley transform respectively. The latter two are inspired by similar
maps defined for the projection model in [33] although our motivations are somewhat different.
We begin by showing how one may compute the projection argmin
{‖A − Q‖F : Q ∈ Gr(k, n)}
for an arbitrary matrix A ∈ Rn×n in the involution model, a result that may be of independent
interest.
Lemma 6.3. Let A ∈ Rn×n and
A+AT
2
= V DV T (40)
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be an eigendecomposition with V ∈ O(n) and D = diag(λ1, . . . , λn), λ1 ≥ · · · ≥ λn. Then Q =
V Ik,n−kV T is a minimizer of
min
{‖A−Q‖F : QTQ = I, QT = Q, tr(Q) = 2k − n}.
Proof. Since Q is symmetric, ‖A−Q‖2F = ‖(A+AT)/2−Q‖2F +‖(A−AT)/2‖2F , a best approximation
to A is also a best approximation to (A+AT)/2. By (40), ‖(A+AT)/2−Q‖F = ‖D−V TQV ‖F and
so for a best approximation V TQV must be a diagonal matrix. Since the eigenvalues δ1, . . . , δn of
a symmetric orthogonal Q must be ±1 and tr(Q) = 2k − n, the multiplicities of +1 and −1 are k
and n− k respectively. By assumption, λ1 ≥ · · · ≥ λn, so
min
δ1+···+δn=2k−n
(λ1 − δ1)2 + · · ·+ (λn − δn)2
is attained when δ1 = · · · = δk = +1 and δk+1 = · · · = δn = −1. Hence V TQV = diag(δ1, . . . , δn) =
Ik,n−k as required. 
It is clear from the proof, which is a variation of standard arguments [36, Section 8.1], that a
minimizer is not unique if and only if λk = λk+1, i.e., the kth and (k+1)th eigenvalues of (A+A
T)/2
coincide. Since any Q ∈ Gr(k, n) by definition has λk = +1 6= −1 = λk+1, the projection is always
unique in a small enough neighborhood of Q in Rn×n.
In the following, let E : Rn×n → O(n) be the map that takes any A ∈ Rn×n to an orthogonal
matrix of eigenvectors of (A+AT)/2.
Proposition 6.4 (Retraction I). Let Q ∈ Gr(k, n) and X,Y ∈ TQ Gr(k, n) with
Q = V Ik,n−kV T, X = V
[
0 B
BT 0
]
V T, Y = V
[
0 C
CT 0
]
V T, (41)
where V ∈ O(n) and B,C ∈ Rk×(n−k). Then
REQ(X) = V E
([
I B
BT −I
])
Ik,n−kE
([
I B
BT −I
])T
V T
defines a retraction and
T EQ(X,Y ) = V E
([
I B
BT −I
])[
0 C
CT 0
]
E
([
I B
BT −I
])T
V T
defines a vector transport.
Proof. It follows from Lemma 6.3 that REQ defines a projection. The properties in Definition 6.1
are routine to verify. 
As we will see later, the exponential map in our Riemannian algorithms may be computed in
O
(
nk(n−k)) time, so a retraction map that requires an evd offers no advantage. Furthermore, the
eigenvector map E is generally discontinuous [43], which can present a problem. One alternative
would be to approximate the map E with a qr decomposition — one should think of this as the first
step of Francis’s qr algorithm for evd. In fact, we will not even require a full qr decomposition,
a 2× 2 block qr decomposition suffices. Let Q : Rn×n → O(n) be a map that takes a matrix A to
its orthogonal factor in a 2× 2 block qr decomposition, i.e.,
A = Q(A)
[
R1 R2
0 R3
]
, R1 ∈ Rk×k, R2 ∈ Rk×(n−k), R3 ∈ R(n−k)×(n−k).
Note that Q(A) is an orthogonal matrix but the second factor just needs to be block upper trian-
gular, i.e., R1 and R3 are not required to be upper triangular matrices. We could compute Q(A)
with, say, the first k steps of Householder qr applied to A.
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Proposition 6.5 (Retraction II). Let Q ∈ Gr(k, n) and X,Y ∈ TQ Gr(k, n) be as in (41). If Q is
well-defined and differentiable near Ik,n−k and Q(Ik,n−k) = I, then
RQQ(X) = VQ
(
1
2
[
I B
BT −I
])
Ik,n−kQ
(
1
2
[
I B
BT −I
])T
V T
defines a retraction and
TQQ (X,Y ) = VQ
(
1
2
[
I B
BT −I
])[
0 C
CT 0
]
Q
(
1
2
[
I B
BT −I
])T
V T
defines a vector transport.
Proof. Only property (b) in Definition 6.1 is not immediate and requires checking. Let the following
be a block qr decomposition:
1
2
[
I tB
tBT −I
]
=
[
Q1(t) Q2(t)
Q3(t) Q4(t)
] [
R1(t) R2(t)
0 R3(t)
]
= Q(t)R(t), (42)
with Q(t) ∈ O(n). Since Q(t)Q(t)T = 1 and Q(0) = I, Q′(0) is skew-symmetric and
d
dt
Q(t)Ik,n−kQ(t)T
∣∣∣∣
t=0
=
[
Q′1(0) +Q′1(0)T −Q′2(0) +Q′3(0)T
Q′3(0)−Q′2(0)T −Q′4(0)−Q′4(0)T
]
=
[
0 2Q′3(0)T
2Q′3(0) 0
]
.
Comparing the (1, 1) and (2, 1) entries in (42), we get
Q1(t)R1(t) = I, Q3(t)R1(t) = tB
T/2.
Hence Q3(t) = tB
TQ1(t)/2, Q
′
3(0) = B
TQ1(0)/2 = B
T/2, and we get
d
dt
Q(t)Ik,n−kQ(t)T
∣∣∣∣
t=0
=
[
0 B
BT 0
]
,
as required. 
If we use a first-order Pade´ approximation exp(X) ≈ (I+X)(I−X)−1 for the matrix exponential
terms in the exponential map (26) and parallel transport (30), we obtain another retraction map
and vector transport. This Pade´ approximation is the well-known Cayley transform C, which takes
a skew-symmetric matrix to an orthogonal matrix and vice versa:
C : Λ2(Rn)→ O(n), Λ→ (I + Λ)(I − Λ)−1.
Proposition 6.6 (Retraction III). Let Q ∈ Gr(k, n) and X,Y ∈ TQ Gr(k, n) be as in (41). Then
RCQ(X) = V C
(
1
4
[
0 −B
BT 0
])
Ik,n−kC
(
1
4
[
0 −B
BT 0
])T
V T
defines a retraction and
T CQ(X,Y ) = V C
(
1
4
[
0 −B
BT 0
])[
0 C
CT 0
]
C
(
1
4
[
0 −B
BT 0
])T
V T
defines a vector transport.
Proof. Again, only property (b) in Definition 6.1 is not immediate and requires checking. But this
is routine we omit the details. 
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7. Algorithms
We will now discuss optimization algorithms for minimizing a function f : Gr(k, n) → R in
the involution model. In principle, this is equivalent to a quadratically constrained optimization
problem in n2 variables [qij ]
n
i,j=1 = Q ∈ Rn×n:
minimize f(Q)
subject to QTQ = I, QT = Q, tr(Q) = 2k − n. (43)
Nevertheless, if one attempts to minimize any of the objective functions f in Section 8 by treating
(43) as a general nonlinear constrained optimization problem using, say, the Matlab Optimization
Toolbox, every available method — interior point, trust region, sequential quadratic programming,
active set — will fail without even finding a feasible point, never mind a minimizer. The Riemannian
geometric objects and operations of the last few sections are essential to solving (43).
We will distinguish between two types of optimization algorithms. The retraction algorithms, as
its name implies, will be based on various retractions and vector transports discussed in Section 6.
The Riemannian algorithms, on the other hand, are built upon true Riemannian geodesics and
parallel transports discussed in Section 4. Both types of algorithms will rely on the materials on
points in Section 2, tangent vectors and metric in Section 3, and Riemannian gradients and Hessians
in Section 5.
For both types of algorithms, the involution model offers one significant advantage over other
existing models. By (37) and (26), at a point Q ∈ Gr(k, n) and in a direction X ∈ TQ Gr(k, n), the
Riemannian gradient and the exponential map are
∇f(Q) = V
[
0 G/2
GT/2 0
]
V T, expQ(X) = V exp
([
0 −S/2
ST/2 0
])
Ik,n−k exp
([
0 S/2
−ST/2 0
])
V T
respectively. In the involution model, explicit parallel transport and exponential map can be
avoided. Instead of ∇f(Q) and expQ(X), it suffices to work with the matrices G,S ∈ Rk×(n−k) that
we will call effective gradient and effective step respectively, and doing so leads to extraordinarily
simple and straightforward expressions in our algorithms. We will highlight this simplicity at
appropriate junctures in Sections 7.2 and 7.3. Aside from simplicity, a more important consequence
is that all key computations in our algorithms are performed at the intrinsic dimension of Gr(k, n).
Our steepest descent direction, conjugate direction, Barzilai–Borwein step, Newton step, quasi-
Newton step, etc, would all be represented as k(n − k)-dimensional objects. This is a feature not
found in the algorithms of [2, 23, 33].
7.1. Initialization, eigendecomposition, and exponentiation. We begin by addressing three
issues that we will frequently encounter in our optimization algorithms.
First observe that it is trivial to generate a point Q ∈ Gr(k, n) in the involution model: Take
any orthogonal matrix V ∈ O(n), generated by say a qr decomposition of a random n× n matrix.
Then we always have Q := V Ik,n−kV T ∈ Gr(k, n). We may easily generate as many random feasible
initial points for our algorithms as we desire or simply take Ik,n−k as our initial point.
The inverse operation of obtaining a V ∈ O(n) from a given Q ∈ Gr(k, n) so that Q = V Ik,n−kV T
seems more expensive as it appears to require an evd. In fact, by the following observation, the
cost is the same — a single qr decomposition.
Lemma 7.1. Let Q ∈ Rn×n with QTQ = I, QT = Q, tr(Q) = 2k − n. If
1
2
(I +Q) = V
[
R1 R2
0 0
]
, V ∈ O(n), R1 ∈ Rk×k, R2 ∈ Rk×(n−k), (44)
is a qr decomposition, then Q = V Ik,n−kV T.
Proof. Recall from (5) that for such a Q, we may write V = [Y,Z] where Y ∈ V(k, n) and Z ∈
V(n−k, n) are a +1-eigenbasis and a −1-eigenbasis of Q respectively. By Proposition 2.3, 12(I+Q)
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is the projection matrix onto the +1-eigenspace im(Y ) = im
(
1
2(I + Q)
)
, i.e., Y is an orthonormal
column basis for 12(I + Q) and is therefore given by its condensed qr decomposition. As for Z,
note that any orthonormal basis for im(Y )⊥ would serve the role, i.e., Z can be obtained from the
full qr decomposition. In summary,
1
2
(I +Q) = Y
[
R1
0
]
=
[
Y Z
] [R1 R2
0 0
]
.
As a sanity check, note that
1
2
(I +Q) = Y Y T =
[
Y Z
] [Ik 0
0 0
] [
Y
Z
]
= V
[
Ik 0
0 0
]
V T,
and therefore
Q = V
[
Ik 0
0 −In−k
]
V T = V Ik,n−kV T. 
Our expressions for tangent vector, exponential map, geodesic, parallel transport, retraction,
etc, at a point Q ∈ Gr(k, n) all involve its matrix of eigenvectors V ∈ O(n). So Lemma 7.1 plays
an important role in our algorithms. In practice, numerical stability considerations in the presence
of rounding errors [20, Section 3.5.2] require that we perform our qr decomposition with column
pivoting so that (44) becomes
1
2
(I +Q) = V
[
R1 R2
0 0
]
ΠT
where Π is a permutation matrix. This does not affect our proof above; in particular, note that we
have no need for R1 nor R2 nor Π in any of our algorithms.
The most expensive step in our Riemannian algorithms is the evaluation
B 7→ exp
([
0 B
−BT 0
])
(45)
for B ∈ Rk×(n−k). General algorithms for computing matrix exponential [36, 50] do not exploit
structures aside from normality. There are specialized algorithms that take advantage of skew-
symmetry2 [11] or both skew-symmetry and sparsity [19] or the fact (45) may be regarded as the
exponential map of a Lie algebra to a Lie group [12], but all of them require O(n3) cost. In [23],
the exponential is computed via an svd of B.
Fortunately for us, we have a fast algorithm for (45) based on Strang splitting [58] that takes
time at most 12nk(n − k). First observe a matrix in the exponent of (45) may be written as a
unique linear combination [
0 B
−BT 0
]
=
k∑
i=1
n−k∑
j=1
αij
[
0 Eij
−ETij 0
]
(46)
where αij ∈ R and Eij is the matrix whose (i, j) entry is one and other entries are zero. Observe
that
exp
(
θ
[
0 Eij
−ETij 0
])
=
[
I + (cos θ − 1)Eii (sin θ)Eij
−(sin θ)Eji I + (cos θ − 1)Ejj
]
=: Gi,j+k(θ)
2The retraction based on Cayley transform in Proposition 6.6 may be viewed as a special case of the Pade´
approximation method in [11].
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is a Givens rotation in the ith and (j+k)th plane of θ radians [30, p. 240]. Strang splitting, applied
recursively to (46), then allows us to approximate
exp
([
0 B
−BT 0
])
≈ G1,1+k
(
1
2α11
)
G1,2+k
(
1
2α12
) · · ·Gk,n−1(12αk,n−k−1)Gk,n(αk,n−k)
Gk,n−1
(
1
2αk,n−k−1
) · · ·G1,2+k(12α12)G1,1+k(12α11). (47)
Computing the product in (47) is thus equivalent to computing a sequence of 2k(n− k)− 1 Givens
rotations, which takes time 12nk(n− k)− 6n. For comparison, directly evaluating (45) via an svd
of B would have taken time 4k(n− k)2 + 22k3 + 2n3 (first two summands for svd [30, p. 493], last
summand for two matrix-matrix products).
The approximation in (47) requires that ‖B‖ be sufficiently small [58]. But as gradient goes to
zero when the iterates converge to a minimizer, ‖B‖ will eventually be small enough for Strang
approximation. We initialize our Riemannian algorithms with retraction algorithms, which do not
require matrix exponential, i.e., run a few steps of a retraction algorithm to get close to a minimizer
before switching to a Riemannian algorithm.
7.2. Retraction algorithms. In manifold optimization algorithms, an iterate is a point on a
manifold and a search direction is a tangent vector at that point. Retraction algorithms rely on the
retraction mapRQ for updating iterates and vector transport TQ for updating search directions. Our
interest in retraction algorithms is primarily to use them to initialize the Riemannian algorithms
in the next section, and as such we limit ourselves to the least expensive ones.
A retraction-based steepest descent avoids even vector transport and takes the simple form
Qi+1 = RQi
(−αi∇f(Qi)),
an analogue of the usual xi+1 = xi − αi∇f(xi) in Euclidean space. As for our choice of retraction
map, again computational costs dictate that we exclude the projection REQ in Proposition 6.4
since it requires an evd, and limit ourselves to the qr retraction RQQ or Cayley retraction R
C
Q in
Propositions 6.5 and 6.6 respectively. We present the latter in Algorithm 1 as an example.
We select our step size αi using the well-known Barzilai–Borwein formula [8] but any line search
procedure may be used instead. Recall that over Euclidean space, there are two choices for the
Barzilai–Borwein step size:
αi =
sTi−1si−1
(gi − gi−1)Tsi−1 , αi =
(gi − gi−1)Tsi−1
(gi − gi−1)T(gi − gi−1) , (48)
where si−1 := xi − xi−1. On a manifold M , the gradient gi−1 ∈ Txi−1 M would have to be first
parallel transported to TxiM and the step si−1 would need to be replaced by a tangent vector in
Txi−1 M so that the exponential map expxi−1(si−1) = xi. Upon applying this procedure, we obtain
αi =
tr(STi−1Si−1)
tr
(
(Gi −Gi−1)TSi)
) , αi = tr((Gi −Gi−1)TSi−1)
tr
(
(Gi −Gi−1)T(Gi −Gi−1)
) . (49)
In other words, it is as if we have naively replaced the gi and si in (48) by the effective gradient
Gi and the effective step Si. But (49) is indeed the correct Riemannian expressions for Barzilai–
Borwein step size in the involution model — the parallel transport and exponential map have
already been taken into account when we derive (49). This is an example of the extraordinary
simplicity of the involution model that we mentioned earlier and will see again in Section 7.3.
Of the two expressions for αi in (49), we chose the one on the right because our effective gradient
Gi, which is computed directly, is expected to be slightly more accurate than our effective step size
Si, which is computed from Gi. Other more sophisticated retraction algorithms [3] can be readily
created for the involution model using the explicit expressions derived in Section 6.
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Algorithm 1 Steepest descent with Cayley retraction
1: Initialize Q0 = V0Ik,n−kV T0 ∈ Gr(k, n).
2: for i = 0, 1, . . . do
3: compute effective gradient Gi at Qi . entries ∗ not needed
V Ti (fQi + f
T
Qi)Vi =
[ ∗ 2Gi
2GTi ∗
]
;
4: if i = 0 then
5: initialize S0 = −G0, α0 = 1;
6: else
7: compute Barzilai–Borwein step . or get αi from line search
αi = tr
(
(Gi −Gi−1)TSi−1
)
/ tr
(
(Gi −Gi−1)T(Gi −Gi−1)
)
;
Si = −αiGi;
8: end if
9: perform Cayley transform
Ci =
[
I Si/4
−STi /4 I
] [
I −Si/4
STi /4 I
]−1
;
10: update eigenbasis . effective vector transport
Vi+1 = ViCi;
11: update iterate
Qi+1 = Vi+1Ik,n−kV Ti+1;
12: end for
7.3. Riemannian algorithms. Riemannian algorithms, called “geometric algorithms” in [23], are
true geometric analogues of those on Euclidean spaces — straight lines are replaced by geodesic
curves, displacements by parallel transports, inner products by Riemannian metrics, gradients and
Hessians by their Riemannian counterparts. Every operation in a Riemannian algorithm is intrinsic:
iterates stay on the manifold, conjugate and search directions stay in tangent spaces, and there
are no geometrically meaningless operations like adding a point to a tangent vector or subtracting
tangent vectors from two different tangent spaces.
The involution model, like other models in [2, 23, 33], supplies a system of extrinsic coordinates
that allow geometric objects and operations to be computed with standard numerical linear algebra
but it offers a big advantage, namely, one can work entirely with the effective gradients and effective
steps. For example, it looks as if parallel transport is missing from our Algorithms 2–5, but that
is only because the expressions in the involution model can be simplified to an extent that gives
such an illusion. Our parallel transport is effectively contained in the step where we update the
eigenbasis Vi to Vi+1.
We begin with steepest descent in Algorithm 2, the simplest of our four Riemannian algorithms.
As in the case of Algorithm 1, we will use Barzilai–Borwein step size but any line search procedure
may be used to produce αi. In this case, any conceivable line search procedure would have required
us to search over a geodesic curve and thus having to evaluate matrix exponential multiple times,
using the Barzilai–Borwein step size circumvents this problem entirely.
Unlike its retraction-based counterpart in Algorithm 1, here the iterates descent along geodesic
curves. Algorithm 1 may in fact be viewed as an approximation of Algorithm 2 where the matrix
exponential in Step 9 is replaced with its first-order Pade´ approximation, i.e., a Cayley transform.
Newton method, shown in Algorithm 3, is straightforward with the computation of Newton
step as in (39). In practice, instead of a direct evaluation of HQ ∈ Rk(n−k)×k(n−k) as in (38),
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Algorithm 2 Steepest descent
1: Initialize Q0 = V0Ik,n−kV T0 ∈ Gr(k, n).
2: for i = 0, 1, . . . do
3: compute effective gradient Gi at Qi . entries ∗ not needed
V Ti (fQi + f
T
Qi)Vi =
[ ∗ 2Gi
2GTi ∗
]
;
4: if i = 0 then
5: initialize S0 = −G0, α0 = 1;
6: else
7: compute Barzilai–Borwein step . or get αi from line search
αi = tr
(
(Gi −Gi−1)TSi−1
)
/ tr
(
(Gi −Gi−1)T(Gi −Gi−1)
)
;
Si = −αiGi;
8: end if
9: update eigenbasis . effective parallel transport
Vi+1 = Vi exp
([
0 −Si/2
STi /2 0
])
;
10: update iterate
Qi+1 = Vi+1Ik,n−kV Ti+1;
11: end for
we determine HQ in a manner similar to Corollary 5.3. When regarded as a linear map HQ :
TQ Gr(k, n)→ TQ Gr(k, n), its value on a basis vector Xij in (35) is
HQ(Xij) =
1
4
V
[
0 Bij +AEij − EijC
(Bij +AEij − EijC)T 0
]
V T, (50)
where A,C are as in (36) and Bij is given by
V T
(
fQQ(Xij) + fQQ(Xij)
T
)
V =
[ ∗ Bij
BTij ∗
]
,
for all i = 1, . . . , k, j = 1, . . . , n− k. Note that these computations can be performed completely in
parallel — with k(n− k) cores, entries of HQ can be evaluated all at once.
Our conjugate gradient uses the Polak–Ribie`re formula [53] for conjugate step size; it is straight-
forward to replace that with the formulas of Dai–Yuan [18], Fletcher–Reeves [26], or Hestenes–Stiefel
[34]. For easy reference:
βpri = tr
(
GTi+1(Gi+1 −Gi)
)
/ tr(GTiGi), β
hs
i = − tr
(
GTi+1(Gi+1 −Gi)
)
/ tr
(
P Ti (Gi+1 −Gi)
)
,
βfri = tr(G
T
i+1Gi+1)/ tr(G
T
iGi), β
dy
i = − tr(GTi+1Gi+1)/ tr
(
P Ti (Gi+1 −Gi)
)
.
(51)
It may appear from these formulas that we are subtracting tangent vectors from tangent spaces
at different points but this is an illusion. The effective gradients Gi and Gi+1 are defined by the
Riemannian gradients ∇f(Qi) ∈ TQi Gr(k, n) and ∇f(Qi+1) ∈ TQi+1 Gr(k, n) as in (37) but they are
not Riemannian gradients themselves. The formulas in (51) have in fact already accounted for the
requisite parallel transports. This is another instance of the simplicity afforded by the involution
model that we saw earlier in our Barzilai–Borwein step size (49) — our formulas in (51) are no
different from the standard formulas for Euclidean space in [18, 26, 34, 53]. Contrast these with
the formulas in [23, Equations 2.80 and 2.81], where the parallel transport operator τ makes an
explicit appearance and cannot be avoided.
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Algorithm 3 Newton’s method
1: Initialize Q0 = V0Ik,n−kV T0 ∈ Gr(k, n).
2: for i = 0, 1, . . . do
3: compute effiective gradient Gi at Qi
V Ti (fQi + f
T
Qi)Vi =
[
Ai 2Gi
2GTi Ci
]
;
4: generate Hessian matrix HQ by (38) or (50);
5: solve for effective Newton step Si
HQ vec(Si) = − vec(Gi);
6: update eigenbasis . effective parallel transport
Vi+1 = Vi exp
([
0 Si/2
−STi /2 0
])
;
7: update iterate
Qi+1 = Vi+1Ik,n−kV Ti+1;
8: end for
Algorithm 4 Conjugate gradient
1: Initialize Q0 = V0Ik,n−kV T0 ∈ Gr(k, n).
2: Compute effective gradient G0 at Q0 . entries ∗ not needed
V T0 (fQ0 + f
T
Q0)V0 =
[ ∗ 2G0
2GT0 ∗
]
;
3: initialize P0 = S0 = −G0, α0 = 1;
4: for i = 0, 1, . . . do
5: compute αi from line search and set
Si = −αiGi;
6: update eigenbasis . effective parallel transport
Vi+1 = Vi exp
([
0 −Si/2
STi /2 0
])
;
7: update iterate
Qi+1 = Vi+1Ik,n−kV Ti+1;
8: compute effective gradient Gi+1 at Qi+1 . entries ∗ not needed
V Ti+1(fX(Qi+1) + fX(Qi+1)
T)Vi+1 =
[ ∗ 2Gi+1
2GTi+1 ∗
]
;
9: compute Polak–Ribie`re conjugate step size
βi = tr
(
(Gi+1 −Gi)TGi+1
)
/ tr(GTiGi);
10: update conjugate direction
Pi+1 = −Gi+1 + βiPi;
11: end for
Our quasi-Newton method, given in Algorithm 5, uses l-bfgs updates with two loops recursion
[52]. Observe that a minor feature of Algorithms 1, 2, 4, 5 is that they do not require vectorization
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of matrices; everything can be computed in terms of matrix-matrix products, allowing for Strassen-
style fast algorithms. While it is straightforward to replace the l-bfgs updates with full bfgs, dfp,
sr1, or Broyden class updates, doing so will require that we vectorize matrices like in Algorithm 3.
Algorithm 5 Quasi-Newton with l-bfgs updates
1: Initialize Q0 = V0Ik,n−kV T0 ∈ Gr(k, n).
2: for i = 0, 1, . . . do
3: Compute effective gradient Gi at Qi . entries ∗ not needed
V Ti
(
fX(Qi) + fX(Qi)
T
)
Vi =
[ ∗ 2Gi
2GTi ∗
]
;
4: if i = 0 then
5: initialize S0 = −G0;
6: else
7: set Yi−1 = Gi −Gi−1 and P = Gi; . P is temporary variable for loop
8: for j = i− 1, . . . ,max(0, i−m) do
9: αj = tr(S
T
jP )/ tr(Y
T
j Sj);
10: P = P − αjYj ;
11: end for
12: set Z = tr(Y Ti−1Si−1)/ tr(Y
T
i−1Yi−1)P ; . Z is temporary variable for loop
13: for j = max(0, i−m), . . . , i− 1 do
14: βj = tr(Y
T
j Z)/ tr(Y
T
j Sj);
15: Z = Z + (αj − βj)Sj ;
16: end for
17: set effective quasi-Newton step Si = −Z;
18: end if
19: update eigenbasis . effective parallel transport
Vi+1 = Vi exp
([
0 −Si/2
STi /2 0
])
;
20: update iterate
Qi+1 = Vi+1Ik,n−kV Ti+1;
21: end for
7.4. Exponential-free algorithms? This brief section is speculative and may be safely skipped.
In our algorithms, an exponential matrix U := exp
([
0 B
−BT 0
])
is always3 applied as a conjugation
of some symmetric matrix X ∈ Rn×n:
X 7→ UXUT or X 7→ UTXU. (52)
In other words, the Givens rotations in (47) are applied in the form of Jacobi rotations [30, p. 477].
For a symmetric X, a Jacobi rotation X 7→ Gij(θ)XGij(θ)T takes the same number (as opposed
to twice the number) of floating point operations as a Givens rotation applied on the left, X 7→
Gij(θ)X, or on the right, X 7→ XGij(θ). Thus with Strang splitting the operations in (52) take
time 12nk(n− k). To keep our algorithms simple, we did not take advantage of this observation.
In principle, one may avoid any actual computation of matrix exponential by simply storing the
k(n− k) Givens rotations in (47) without actually forming the product, and apply them as Jacobi
rotations whenever necessary. The storage of Gij(θ) requires just a single floating point number θ
and two indices but one would need to figure out how to update these k(n − k) Givens rotations
from one iteration to the next. We leave this as an open problem for interested readers.
3See steps 3, 10 in Algorithm 2; steps 3, 7 in Algorithm 3; steps 7, 8 in Algorithm 4; steps 3, 20 in Algorithm 5.
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8. Numerical experiments
We will describe three sets of numerical experiments, testing Algorithms 1–5 on three different
objective functions, the first two are chosen because their true solutions can be independently
determined in closed-form, allowing us to ascertain that our algorithms have converged to the
global optimizer. All our codes are open source and publicly available at:
https://github.com/laizehua/Simpler-Grassmannians
The goal of these numerical experiments is to compare our algorithms for the involution model in
Section 7 with the corresponding algorithms for the Stiefel model in [23]. Algorithm 5, although
implemented in our codes, is omitted from our comparisons as quasi-Newton methods are not found
in [23].
8.1. Quadratic function. The standard test function for Grassmannian optimization is the qua-
dratic form in [23, Section 4.4] which, in the Stiefel model, takes the form tr(Y TFY ) for a
symmetric F ∈ Rn×n and Y ∈ V(k, n). By Proposition 2.4, we write Q = 2Y Y T − I, then
tr(Y TFY ) =
(
tr(FQ) + tr(F )
)
/2. Therefore, in the involution model, this optimization problem
takes an even simpler form
f(Q) = tr(FQ) (53)
forQ ∈ Gr(k, n). What was originally quadratic in the Stiefel model becomes linear in the involution
model. The minimizer of f ,
Q∗ := argmin
{
tr(FQ) : QTQ = I, QT = Q, tr(Q) = 2k − n},
is given by Q∗ = ΠV Ik,n−kV TΠT where
Π =
 1. . .
1
 and F + F T
2
= V DV T
is an eigendecomposition with eigenbasis V ∈ O(n) and eigenvalues D := diag(λ1, . . . , λn) in
descending order. This follows from essentially the same argument4 used in the proof of Lemma 6.3
and the corresponding minimum is f(Q∗) = −λ1 − · · · − λk + λk+1 + · · ·+ λn.
For the function f(Q) = tr(FQ), the effective gradient Gi ∈ Rk×(n−k) in Algorithms 2, 4, 5 at
the point Qi = ViIk,n−kV Ti ∈ Gr(k, n) is given by
V Ti FVi =
[
A Gi
GTi C
]
.
The matrices A ∈ Rk×k and C ∈ R(n−k)×(n−k) are not needed for Algorithms 2, 4, 5 but they
are required in Algorithm 3. Indeed, the effective Newton step Si ∈ Rk×(n−k) in Algorithm 3 is
obtained by solving the Sylvester equation
ASi − SiC = 2Gi.
To see this, note that by Proposition 5.2, for any B ∈ Rk×(n−k),
∇2f(Qi)
(
Vi
[
0 B
BT 0
]
V Ti , Vi
[
0 Si
STi 0
]
V Ti
)
= −1
2
tr
([
A Gi
GTi C
] [
XSTi + SiB
T 0
0 −BTSi − STi B
])
= − tr(BT(ASi − SiC)),
and to obtain the effective Newton step (39), we simply set the last term to be equal to −2 tr(BTGi).
Figure 1 compares the convergence behaviors of the algorithms in [23] for the Stiefel model and
our Algorithms 2, 3, 4 in the involution model: steepest descent with line search (gd) and with
Barzilai–Borwein step size (bb), conjugate gradient (cg), and Newton’s method (nt) for k = 6,
4Recall also that for any real numbers a1 ≤ · · · ≤ an, b1 ≤ · · · ≤ bn, and any permutation pi, one always have that
a1bn + a2bn−1 + · · ·+ anb1 ≤ a1bpi(1) + a2bpi(2) + · · ·+ anbpi(n) ≤ a1b1 + a2b2 + · · ·+ anbn.
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n = 16. We denote the ith iterate in the Stiefel and involution models by Yi and Qi respectively
— note that Yi is a 16 × 6 matrix with orthonormal columns whereas Qi is a 16 × 16 symmetric
orthogonal matrix. All algorithms are fed the same initial point obtained from 20 iterations of
Algorithm 1. Since we have the true global minimizer in closed form, denoted by Y∗ and Q∗ in the
respective model, the error is given by geodesic distance to the true solution. For convenience we
compute ‖YiY Ti −Y∗Y T∗ ‖F and ‖Qi−Q∗‖F, which are constant multiples of the chordal distance [65,
Table 2] (also called projection F-norm [23, p. 337]) and are equivalent, in the sense of metrics, to
the geodesic distance. Since we use a log scale, the vertical axes of the two graphs in Figure 1 are
effectively both geodesic distance and, in particular, their values may be compared. The conclusion
is clear: While Algorithms 2 (bb) and 3 (nt) in the involution model attain a level of accuracy
on the order of machine precision, the corresponding algorithms in the Stiefel model do not. The
reason is numerical stability, as we will see next.
Figure 1. Convergence behavior of algorithms in the Stiefel and involution models.
Figure 2 shows the loss of orthogonality for various algorithms in the Stiefel and involution
models, measured respectively by ‖Y Ti Yi − I‖F and ‖Q2i − I‖F. In the Stiefel model, the deviation
from orthogonality ‖Y Ti Yi − I‖F grows exponentially. In the worst case, the gd iterates Yi, which
of course ought to be of rank k = 6, actually converged to a rank-one matrix. In the involution
model, the deviation from orthogonality ‖Q2i − I‖F remains below 10−13 for all algorithms — the
loss-of-orthogonality is barely noticeable.
A closer inspection of the algorithms for nt [23, p. 325] and cg [23, p. 327] in the Stiefel model
reveals why: A point Yi and the gradient Gi at that point are highly dependent on each other — an
ε-deviation from orthogonality in Yi results in an ε-error in Gi that in turn becomes a 2ε-deviation
from orthogonality in Yi+1, i.e., one loses orthogonality at an exponential rate. We may of course
reorthogonalize Yi at every iteration in the Stiefel model to artificially enforce the orthonormality
of its columns but this incurs additional cost and turns a Riemannian algorithm into a retraction
algorithm, as reorthogonalization of Yi is effectively a qr retraction.
Contrast this with the involution model: In Algorithms 3 (nt) and 4 (cg), the point Qi and the
effective gradient Gi are both computed directly from the eigenbasis Vi, which is updated to Vi+1
by an orthogonal matrix, or a sequence of Givens rotations if one uses Strang splitting as in (47).
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Figure 2. Loss of orthogonality in Stiefel and involution models.
This introduces a small (constant order) deviation from orthogonality each step. Consequently, the
deviation from orthogonality at worst grows linearly.
8.2. Grassmann Procrustes problem. Let k,m, n ∈ N with k ≤ n. Let A ∈ Rm×n and B ∈
Rm×k. The minimization problem
min
QTQ=I
‖A−BQ‖F, (54)
is called the Stiefel Procrustes problem [23, Section 3.5.2] and the special case k = n is the usual
orthogonal Procrustes problem [30, Section 6.4.1]. Respectively, these are
min
Q∈V(k,n)
‖A−BQ‖F and min
Q∈O(n)
‖A−BQ‖F.
One might perhaps wonder if there is also a Grassmann Procrustes problem
min
Q∈Gr(k,n)
‖A−BQ‖F. (55)
Note that here we require m = n. In fact, with the involution model for Gr(k, n), the problem (55)
makes perfect sense. The same argument in the proof of Lemma 6.3 shows that the minimizer Q∗
of (55) is given by Q∗ = V Ik,n−kV T where
ATB +BTA
2
= V DV T
is an eigendecomposition with eigenbasis V ∈ O(n) and eigenvalues D := diag(λ1, . . . , λn) in
descending order. The convergence and loss-of-orthogonality behaviors for this problem are very
similar to those in Section 8.1 and provides further confirmation for the earlier numerical results.
The plots from solving (55) for arbitrary A,B using any of Algorithms 2–5 are generated in our
codes but given that they are nearly identical to Figures 1 and 2 we omit them here.
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8.3. Fre´chet mean and Karcher mean. Let Q1, . . . , Qm ∈ Gr(k, n) and consider the sum-of-
square-distances minimization problem:
min
Q∈Gr(k,n)
m∑
j=1
d2(Qj , Q), (56)
where d is the geodesic distance in (29). The global minimizer of this problem is called the Fre´chet
mean and a local minimizer is called a Karcher mean [41]. For the case m = 2, a Fre´chet mean
is the midpoint, i.e., t = 1/2, of the geodesic connecting Q1 and Q2 given by the closed-form
expression in Proposition 4.5. The objective function f in (56) is differentiable almost everywhere5
with its Riemannian gradient [40] given by
∇f(Q) = 2
m∑
j=1
logQ(Qj),
where the logarithmic map is as in Corollary 4.7. To the best of our knowledge, there is no simple
expression for ∇2f(Q) and as such we exclude Newton method from consideration below.
Figure 3. Convergence behavior of algorithms in the Stiefel and involution models.
We will set k = 6, n = 16, and m = 3. Unlike the problems in Sections 8.1 and 8.2, the problem
in (56) does not have a closed-form solution when m > 2. Consequently we quantify convergence
behavior in Figure 3 by the rate gradient goes to zero. The deviation from orthogonality is quantified
as in Section 8.1 and shown in Figure 4. The instability of the algorithms in the Stiefel model is
considerably more pronounced here — both gd and cg failed to converge to a stationary point as
we see in Figure 3. The cause, as revealed by Figure 4, is a severe loss-of-orthogonality that we will
elaborate below.
The expression for geodesic distance d(Y, Y ′) between two points Y, Y ′ in the Stiefel model (see
[2, Section 3.8] or [65, Equation 7]) is predicated on the crucial assumption that each of these
matrices has orthonormal columns. As a result, a moderate deviation from orthonormality in an
5f is nondifferentiable only when Q falls on the cut locus of Qi for some i but the union of all cut loci of Q1, . . . , Qm
has codimension ≥ 1.
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iterate Y leads to vastly inaccurate values in the objective function value f(Y ), which is a sum of m
geodesic distances squared. This is reflected in the graphs on the left of Figure 3 for the gd and cg
algorithms, whose step sizes come from line search and depend on these function values. Using the
bb step size, which does not depend on objective function values, avoids the issue. But for gd and
cg, the reliance on inaccurate function values leads to further loss-of-orthogonality, and when the
columns of an iterate Y are far from orthonormal, plugging Y into the expression for gradient simply
yields a nonsensical result, at times even giving an ascent direction in a minimization problem.6
For all three algorithms in the involution model, the deviation from orthogonality in the iterates
is kept at a negligible level of under 10−13 over the course of 100 iterations.
Figure 4. Loss of orthogonality in the Stiefel and involution models.
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