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A B S T R A C T
The behaviour of hydrogen isotopes in ITER monoblocks was studied using the code FESTIM (Finite Element
Simulation of Tritium In Materials) which is introduced in this publication. FESTIM has been validated by
reproducing experimental data and the Method of Manufactured Solutions was used for analytical verification.
Following relevant plasma scenarios, both transient heat transfer and hydrogen isotopes (HIs) diffusion have
been simulated in order to assess HIs retention in monoblocks. Relevant materials properties have been used.
Each plasma cycle is composed of a current ramp up, a current plateau, a current ramp down and a resting phase
before the following shot. 100 cycles are simulated. The total HIs inventory in the tokamak during resting phases
reaches ×1.8 10 mg3 whereas during the implantation phases it keeps increasing as a power law of time. Particle
flux on the cooling channel of the monoblock is also computed. The breakthrough time is estimated to be= ×t 1 10 s5 which corresponds to 24 cycles. Relevance of 2D modelling has been demonstrated by comparing
the total HIs inventory obtained by 2D and 1D simulations. Using 1D simulations, a relative error is observed
compared to 2D simulations which can reach -25% during the resting phase. The error during implantation
phases keeps increasing.
1. Introduction
In fusion reactors, plasma facing components (PFCs) are exposed to
intense particle flux of hydrogen isotopes (HIs) as well as very high heat
flux. These fluxes can respectively reach and 10 MW·m 2 in the divertor
region. The material chosen to sustain such high fluxes is tungsten (W)
in ITER. Fuel particles from the plasma can be implanted in the PFC and
then diffuse into the material. HIs particles can then get trapped. This
leads to several major issues.
First, the total tritium inventory must stay below the ITER safety
limit of 700 g in PFCs [1,2]. Secondly, HIs can eventually reach the
cooling pipes and contaminate the coolant. The amount of particles
reaching the coolant must then be predicted. Finally, local accumula-
tion of HIs particles and He produced by decay (as well as He plasma
implantation and impurities transmutation by neutron bombardment)
can lead to a modification of the material thermal properties such as its
thermal conductivity [3–6]. PFCs could then be unable to exhaust heat
from the plasma and could even be damaged by local melting.
In the present work, a code named ”Finite Element Simulation of
Tritium In Materials” (FESTIM) based on Macroscopic Rate Equations
(MRE) has been developed. This tool is built upon the previous work
made on MHIMS by Hodille et al. [7]. As in previous studies [8,9], this
new code relies on FEniCS [10] and Finite Element Methods. FESTIM is
able to simulate the diffusion and trapping of HIs as well as heat
transfer in 1/2/3D multi-material domains, which allows to simulate
laboratories experiments as well as PFCs in realistic tokamak environ-
ment. Section 2 describes the physical model chosen for the tool. We
will then detail in Section 3 both the experimental validation and
analytical verification of the code. Finally a simulation of a W mono-
block under both heat and particle fluxes is presented and results are
discussed in Section 4.
2. Model description
The model used in FESTIM is based on MRE models which have
been widely used in previous studies [7,11]. As it has already been
detailed in [7,12], only a general description will be made in this paper.
As in most of MRE models, HIs are split in several populations which
https://doi.org/10.1016/j.nme.2019.100709
Received 24 July 2019; Received in revised form 16 September 2019; Accepted 27 September 2019
⁎ Corresponding author.
E-mail address: remi.delaporte-mathurin@cea.fr (R. Delaporte-Mathurin).
Nuclear Materials and Energy 21 (2019) 100709
Available online 09 October 2019
2352-1791/ © 2019 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/BY/4.0/).
T
are the mobile and the trapped ones on the i-th trap, described using
their concentration (respectively cm and ct,i). The spatio temporal evo-
lution of these concentrations are commonly described by the following
reaction-diffusion system:
= +c
t
D T c
c
dt
S·( ( ) )m m t i ext, (1)
=c
t
T c n c T c( )· ·( ) ( )·t i m m i t i i t i, , , (2)
In Eq. 1 the first term on the right hand side is derived from Fick’s law,
where =D T D( ) ·exp Ek T0 ·Bdiff is the diffusion coefficient of HIs in the
considered material in m ·s2 1, T the temperature in K and= ×k 8.6 10 eV·KB 5 1 the Boltzmann constant. Sext corresponds to an
external source term corresponding to the HI implantation in PFCs
expressed in m ·s3 1 and cdt
t i, corresponds to the trapping and de-
trapping processes. In Eq. 2, the first term on the right hand side cor-
responds to the trapping of mobile particles. This process depends on
the number of empty trapping sites n c ,i t i, the amount of mobile
particles cm and the rate =m D Tn( )·2 solute in m ·s3 1 where λ is the lattice
constant in m and nsolute is the density of interstitial sites in m 3. The
second term describes the detrapping process characterised by the rate= ·expi Ek T0 · iB expressed in s 1 where ν0 is a pre-exponential factor, Ei
is the detrapping energy of trap i. The unit of the different concentra-
tion, cm, ct,i and nsolute are in m 3 but they can be expressed in atomic
fraction (at.fr.) by normalising them to the atomic density of the ma-
terial ρ (m 3).
The heat equation is described as follow:
=µ C T
t
T· ·( )p (3)
where μ is the density of the material in kg·m 3, Cp its specific heat
capacity expressed in J·kg ·K1 1 and λ the thermal conductivity ex-
pressed in W·K 1.
Eqs. 1 and 2 (and if needed Eq. 3) are then solved using FESTIM.
3. FESTIM validation and verification
To demonstrate FESTIM’s robustness and reliability, a thorough
verification and validation process has been carried out including
analytical verification and comparison against experiments.
3.1. Analytical verification against a known solution
Although validation against experiments could show that FESTIM is
able reproduce the data with a given set of parameters, objective ver-
ification against analytical solutions is first required to ensure that the
governing Eqs. 1 and 2 are solved correctly.
For this verification case, a 1D slab is considered with a thickness l.
The concentration of mobile particles was set to c0 on one side of the
slab and set to zero on the other side. Only one trap is considered in this
case and its density n1 is homogeneously distributed.
The trapping parameter ζ is defined in [13] as follow:
= +n
D n
E E
k T
c
n
exp
B
m
2 solute 0
0 1
diff 1
1 (4)
In our case, we choose the detrapping energy E1, the concentration
c0 and the temperature T so that cnm1 . This is known as the effectivediffusivity regime where the diffusion is almost identical to the case
where there are no traps. The coefficient D is then replaced by an ef-
fective diffusion coefficient:
= +D D1eff 1 (5)
The particle flux at the background surface is expressed in H·m ·s2 1
and finally defined in [13] by:
= + =t c Dl m D tl( ) 1 2 ( 1) expH m m0 1 2
2
eff
2 (6)
All the parameters are defined in Table 1. These parameters have been
chosen for the sake of verification and do not necessarily represent
realistic conditions as verification is a mathematical exercise.
One can notice on Figure 1 that the numerical results are in good
agreement with the analytical solution.
The maximum error between analytical and numerical solutions is
calculated to be ×6.56 10 H·m ·s20 2 1 with 50,000 piecewise linear
elements (P1) which corresponds to 1% of the maximum value.
According to finite elements theory, this value will decrease with the
stepsize and with the element size.
3.2. Analytical verification using MMS
To unravel the complexity of governing equations, the Method of
Manufactured Solutions (MMS) is often used [14,15]. Manufactured
solutions are exact solutions that have been modified with additional
source terms. The sets of source terms and boundary conditions ob-
tained are then fed into FESTIM and the error is measured.
At this extent the following manufactured solutions are chosen:= + += + +c x n tc x t1 ( )1 cos( )mt 2,1 2DD (7)
By combining Eqs. 1, 2 and 7, one can obtain the following source
terms:==f t n t Dg c c n c n tcos( ) ( ) 2( ) ( )t m m t1 1 ,1 1 ,1D D D (8)
where g1 is an additional source term in Eq. 2. The Dirichlet boundary
conditions for cm and ct,1 are:= + += + +c x n tc x t1 ( ) on1 cos( ) onmt 2,1 2 (9)
where ∂Ω is the boundary of the domain. Finally, initial values for cm
and ct,i are:= = += = +c t xc t x( 0) 1( 0) 2mt 2,1 2 (10)
Once all these parameters are fed into FESTIM, one can easily compare
the computed solution with the exact solution in Eq. 7. The L2-norm Ecm
Table 1
Parameters used for the analytical verification .
Parameter Units Value
ρ m 3 3.16×1022
n1 ×1.00 10 1
c0 ×1.00 10 4
nsolute 2 ρ
E1 eV ×8.6 10 3
Ediff 0
λ m ×3.16 10 8
l ×5 10 5
T K 1000
tf s 10 8
ν0 s 1 1013
D0 m ·s2 1 1
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can then be calculated as follow:
=E c c dx( )c m m 2m D (11)
The evolution of Ecm as function of the element size h is shown on Fig. 2.
One can notice that Ecm increases as A · hk. This is known as the
asymptotic regime and the coefficient k is called the convergence rate. k
typically tends to N+1 as h approaches 0, N being the order of the finite
elements. In this simulation, k approaches 2 as expected since elements
of order 1 have been used.
The results of the verification cases studied in Sections 3.1 and 3.2
show that FESTIM reliably solves the governing Eqs. 1 and 2. It has also
been shown that the convergence rate is in accordance with the theory
of finite elements meaning that the code is free of errors that could lead
to unreliable results in the future. Validation can then be performed to
ensure that the MRE model described in Section 2 can be used to re-
produce experimental results.
Fig. 1. Temporal evolution of the particle flux φH ( =t 10 sf 8 ).
Fig. 2. Evolution of the L2 norm of the error as function of element size h.
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3.3. Validation against experimental data
In order to further validate the model, the laboratory experiments
from Ogorodnikova et al [16] are simulated. We choose these particular
experiments as it has already been simulated several times in
[7,11,16,17]. Therefore, this simulation can be used as a benchmark
case for FESTIM.
In this experiment, after deuterium (D) implantation in hot-rolled
tungsten (W), Temperature Programmed Desorption (TPD) is per-
formed. TPD consists in heating the sample with a well controlled
temperature ramp and measure with a mass spectrometer the evolution
of the amount of desorbed particles with respect to temperature. This
results in a TPD spectrum. In order to reproduce this spectrum, three
phases are simulated.
The first one is the implantation phase where the source term in
Eq. 1 is =S r f x(1 )· · ( ),ext r being the reflection coefficient (i.e. the
proportion of particles which are reflected from the surface to the
plasma), φ the incident ion flux in m ·s2 1 and f(x) a Gaussian dis-
tribution with Rp its mean value and gma its width. The parameters of f
(x) are determined with the software SRIM [18]. This phase lasts timp
and the temperature is =T Timp.
The second phase is the resting period where the source is turned off
(i.e. =S 0ext ) for a time trest at =T Trest.
Finally, the last period is the TPD where temperature is increased
linearly with a given heating ramp β.
In order to fit the experimental results, three traps are needed: two
intrinsic traps and one extrinsic trap to account for the creation of ion-
induced defects during the implantation. Extrinsic traps can be created
by either supersaturation of HIs in the implantation range f(x) creating
monovacancies [19–23], that can lead to vacancy clusters and bubbles
[16,24] or local stress field [25,26]. According to [23], mono-vacancies
can be created in the implantation zone when W is exposed to D ion flux
if the flux is higher than a threshold limit for a given temperature. At
the temperature of the considered experiment (300 K), the threshold
flux is 10 m ·s18 2 1 which is lower than the flux in the experiment (see
Table 2).
The evolution of the extrinsic trap density is given by Eq. 12.
=
+ ( )
( )r f x
x
(1 ) [ 1 ( )
1 ( )
dn
dt
n
n a
n
n b xp
a
b
3 3
3 max
3
3 max (12)
where = <x x x( ) ,xp x p1p ηa and ηb are the rates of traps creation
and n a3 max and n b3 max are their maximum values. This formulation fol-
lows the one proposed in [7,17] based on the expression of Ogor-
odnikova et al. [16].
All the above parameters are presented in Table 2. These parameters
are in good agreement with those used in [7,11,17].
The simulated TPD spectrum is represented on Fig. 3.
One can see that the spectra produced by FESTIM and by
Ogorodnikova et al. [16] are in good agreement. One peak can be dis-
tinguished at 450 K with two pronounced shoulders at 500 K and 620 K.
As denoted by the arrow in Fig. 3, the peak at 450 K corresponds to the
detrapping from the low-energy high-concentration trap and the
shoulders at 500 K and 620 K correspond to detrapping from 1.00 eV
and 1.50 eV trap, respectively.
It has therefore been verified that FESTIM solves its governing
equations correctly and that it can be reliably used in order to re-
produce laboratory experiments.
4. Monoblock simulation
4.1. Problem description
Because of its high melting point, low solubility for hydrogen and
low sputtering yield, W is the chosen material for the divertor.
Thorough studies have been performed on W and its properties are well
known. For the coolant tube of the divertor, copper (Cu) and Cu alloys
are leading candidates as they feature very high thermal conductivity.
In this paper, W monoblocks with CuCrZr cooling pipes and Cu inter-
layers are simulated, according to Fig. 4. In our case, the dimensions of
the monoblock are =H 29 mm, =L 15 mm, =D 12 mm,1 =D 15 mm2
and =D 16 mm3 . The monoblock’s thickness is =l 12 mm.
The materials properties are presented in Table 3.
In accordance with [1], two intrinsic traps are used in the W
whereas only one is set in the CuCrZr. These traps are homogeneously
distributed. Ion-induced traps in the first μm are not taken into account
as their impact on the macroscopic behaviour is assumed to be quite
low. Traps parameters are described in Table 4. The rest of the para-
meters are defined in Section 3.3.
The upper surface of the monoblock (red on Fig. 4) is exposed to the
plasma and therefore to a heat flux φT and a particle flux φH.
A Robin condition is applied on the upper surface and takes into
account the implantation of incident ions and the recombination of HIs
ions to HIs molecules at the surface. This condition is defined as:
=D T c n r K T c( ) · (1 ) ( )m H r m2W (13)
where n is the normal vector. Only a part of the incident flux is im-
planted. The remaining part is reflected. The reflection coefficient r is
equal to the ratio of the reflected particles over the implanted ones. The
recombination coefficient KrW is defined as:
= ×K T
k T
( ) 3.2 10 exp 1.16r
B
15
W (14)
The above Anderl’s recombination coefficient [29] has been used in
several studies [30,31] and is expressed in H ·m ·s1 2 1. To reproduce
realistic tokamak scenario, 100 plasma cycles are simulated. Each cycle
is made of four phases as shown on Fig. 5. The first one is a current and
density ramp up phase which lasts 100 s and during which the sources
from the plasma are linearly increasing. Then there is a 400 s plateau
phase during which φH and φT are constant. The next phase is a current
and density ramp down where the sources are gradually switched off
Table 2
Parameters used for experimental validation.
Parameter Units Value
ρW m 3 6.3×1028
nsolute 6 ρW
n1 ×1 10 W3
n2 ×4 10 W4
n a3 max ×1 10 W1
n b3 max ×1 10 W2
Ediff eV 0.39
E1 0.87
E2 1.00
E3 1.50
ηa - ×6 10 4
ηb - ×2 10 4
λ m ×110 10 9
xp ×1 10 6
Rp ×4.5 10 9
gma ×4.5 10 9
Timp K 300
Trest 300
timp s 400
trest 50
ν0 s 1 1013
β K·s 1 8
D0 m ·s2 1 ×4.1 10 7
φ m ·s2 1 2.5×1019
r - 0
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followed by a resting phase of 1h. Each cycle thus lasts 4200 s.
On the cooling surface (blue on Fig. 4), a convective flux condition
is set with a heat transfer coefficient =h 70, 000 W·m ·K2 1 and a
coolant temperature =T 323.15 Kcoolant . These parameters are of the
same order of magnitude as the one used in [32]. The following re-
combination flux is also applied on the cooling surface:
=D T c n K T c( ) · ( )m r m2CuCrZr (15)
where:
= ×K T
k T
( ) 2.9 10 exp 1.92r
B
14
CuCrZr (16)
The above recombination coefficient expressed in H ·m ·s1 2 1 was
found in [33]. These conditions are constant throughout the plasma
cycle. Solute concentration continuity is assumed at interfaces between
Cu and CuCrZr and between Cu and W.
Every other surfaces (black in Fig. 4) are assumed to be insulated in
both thermal and HIs diffusion problems.
2D transient simulations on a 75,366-element unstructured mesh
have been performed with FESTIM in order to assess HIs diffusion and
retention in monoblocks. Piece-wise linear elements have been used.
4.2. Results
4.2.1. Temperature field
Due to the very high conductivity of the materials leading to a Biot
number Bi≫ 1 and a small thermal time constant = 1 s,C HLhD2 p 1 themonoblock responds quickly to the different phases and the tempera-
ture field is identical from one cycle to another. Temperature field
during the plateau is shown on Fig. 6.
One can observe the maximum temperature reached on the top
surface of the monoblock is 1239 K. The maximum temperature
reached in Cu and CuCrZr are respectively 636 K and 613 K. The
temperature field is consistent with the one obtained in [32]. The
temperature profile along the segment AB is shown on Fig. 7 and the
temperature profiles along the x axis are shown on Fig. 8.
4.2.2. Evolution of the retention
Retention fields are represented on Fig. 9 during the several resting
phases.
For visualisation purposes, the colour map has been modified. The
maximum value is then higher than ×1.0 10 m21 3 as shown on Fig. 10.
Fig. 3. TPD spectrum simulated by FESTIM compared to experimental data of Ogorodnikova et al. [16]. Arrows correspond to the three desorption peaks.
Fig. 4. Diagram of a monoblock showing W, Cu, CuCrZr alloy, surface exposed
to plasma and cooling surface.
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One can observe on Fig. 9a that the retention field at =t 5012 s (i.e.
2nd cycle) is already no longer 1D as the isovalues are not horizontal.
Edge effects have become non negligible.
Retention on the symmetry axis (i.e. segment AB on Fig. 4) is plotted
on Fig. 10. One can see the migration front goes deeper into the bulk
after several cycles and eventually reaches the Cu inter-layer and then
the cooling channel. The high retention zone near the W/Cu interface is
due to the relatively low local temperature and the relatively high trap
density compared to Cu.
The total HIs inventory in the monoblock is then obtained by in-
tegrating the retention field over the 2D domain and multiplying it by
its thickness =l 12 mm and its temporal evolution is presented on
Fig. 11.
It is shown that retention seems to be globally increasing. Over each
cycle, one can see two strong variations when fluxes are increased and
decreased. These are caused by the variation of the heat flux and the
particle flux during the ramp up and ramp down phases. As temperature
increases during the ramp up phase, traps in the near surface empty and
a part of the HIs particle desorb from the surface. During the plateau
phase, retention slowly increases as expected. When the sources are
then switched off, the temperature progressively decreases and reaches
Table 3
Materials properties used in the simulations [27,28].
Material C (J·kg ·K )p 1 1 (W·K )1 µ (kg·m )3 D (m ·s )0 2 1 Ediff (eV) ×( 10 m)10 ×( 10 m )29 3
W 137 150 19,300 ×4.1 10 7 0.39 1.1 3.7
CuCrZr 400 300 8960 ×6.6 10 7 1.00 1.1 3.7
Cu 380 350 8900 ×3.5 10 5 0.67 1.1 3.7
Table 4
Traps properties used in the simulations [1,7,28] .
Material Et,i (eV) n (m )i 3
Trap 1 W 0.87 ×1.3 10 W3
Trap 2 W 1.00 ×3.5 10 W4
Trap 3 CuCrZr 0.50 3.7× 1024
Fig. 5. Evolution of φT and φH during one plasma cycle.
Fig. 6. Temperature field during the plateau phase.
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Tcoolant. At the same time, the incident flux of particles also decreases
maintaining the concentration of mobile particles relatively high in the
material. Eventually, the temperature is low enough and the amount of
particle implanted is high enough so that trapping become predominant
over detrapping [34]. Since the ramp down only lasts a limited amount
of time, HIs concentration increases significantly only at the near sur-
face, as shown on Fig. 10. It can also be shown that the retention value
deeper in the bulk does not increase as much as in the near surface. The
increase of retention is therefore mostly caused by the variations in the
first mm. Once the fluxes have reached zero, the temperature in the
whole monoblock reaches Tcoolant. The low concentration of mobile
particles on the surface and the low temperature lead to very few
desorption on the top surface and on the cooling surface. Retention
during the resting phase is therefore nearly constant. As soon as the
wall is heated at the beginning of the next cycle, temperature on the
surface increases leading to surface desorption. On the other hand, re-
tention during the implantation phases increases from one cycle to
another and follows a power law.
The HIs inventory of the whole tokamak can then be obtained (as-
suming a similar behaviour for every monoblocks) by multiplying by
Fig. 7. Temperature profile along the segment AB during the plateau phase.
Fig. 8. Horizontal temperature profiles in the monoblock during the plateau phase.
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the total number of plasma wet monoblocks in the divertor. Considering
a surface of 10 m2, the number of monoblocks is 27,777. The total
amount of HIs retained in the tokamak after 100 plasma cycles would
then be 1.8 mg which represents ×2.5 10 %4 of the previously men-
tioned ITER safety limit. It is important to note that this estimation is a
lower limit as the temperature reached in this simulation will only be
encountered in the strike point region and not in all monoblocks. As
shown in [1], where the same trapping parameters were used, the re-
tention is maximum where the temperature is much lower (around
450 K).
4.2.3. Flux in coolant
Flux on the cooling surface (blue on Fig. 4) is computed with
FESTIM by integrating on the cooling channel and multiplying it by the
thickness l of the monoblock. It is shown on Fig. 12.
By using the steepest tangent one can estimate the breakthrough
time at approximately =t e s1 5 which corresponds to 24 cycles. Firstly
the flux derivative increases and then reaches an inflexion point. After= ×t 16 10 s,4 the derivative decreases and the flux value seems to
reach a maximum below ×1.2 10 g·s11 1. This could imply a pseudo-
steady state solution for the total inventory. Again by extrapolating to
the whole divertor, the total flux for 27,777 monoblocks could reach
Fig. 9. Retention fields.
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×3.19 10 g·s7 1.
4.2.4. Comparison with 1D simulations
To investigate the relevance of 2D modelling, 1D simulations have
been performed. The uni-dimensional domain AB on Fig. 4 is con-
sidered and the same boundary conditions are set. By integrating the
retention profile and multiplying it by the dimensions l and L, the re-
sulting inventory is represented on Fig. 11. The relative error between
1D and 2D simulations is shown on Fig. 13 and calculated as follow:
= inv inv
invinv
1D 2D
2D (17)
where
= +lL c c dxinv ( )
AB m D t i D1D ,1 , ,1 (18)
and
Fig. 10. Retention profiles along segment AB after several plasma cycles during resting phases.
Fig. 11. Temporal evolution of the HIs inventory in the monoblock over 100 cycles.
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= +l c c dx dyinv ( )m D t i D2D ,2 , ,2 (19)
Only 10 cycles are shown on Fig. 13 as Δinv behaves in a similar way
throughout the simulation and varies between 95% and 20%. During
the resting phases, the error is approximately 25%. These differences
result from the assumption made in the 1D simulation that the simu-
lated retention profile is homogeneous in the monoblock. In this case, it
has been shown on Fig. 9 that this assumption was not relevant. It
would therefore result in significant errors which could be critical for
PFCs design. Moreover, the error during implantation phases keeps
increasing with time.
4.2.5. Influence of interfaces conditions
In the Section 4.2.4, the influence of the dimension assumptions on
the retention results has been investigated. This comparison is based on
a very simple assumption for the bi-material interfaces, which is the
continuity of the mobile HIs concentration cm and the related normal
flux φ. A more relevant condition, however, relies on the continuity of
both the hydrogen chemical potential μ and φ (in a stress-free config-
uration) [35]:
Fig. 12. Temporal evolution of the particle flux through the cooling surface.
Fig. 13. Temporal evolution of the absolute relative error Δinv.
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= +µ µ RT c
S
ln m0 (20)
in which μ0 represents the hydrogen standard chemical potential and S
the hydrogen solubility in the considered material. φ is defined as:
= c M µ n·m (21)
where =M DRT is the hydrogen mobility and n is the normal vector.Such an interfacial condition has been implemented in FESTIM, fol-
lowing the strategy proposed in [36–38] to investigates its influence on
the 1D HIs inventory. For the sake of simplicity S is assumed tem-
perature independent in each material. This assumption is valid since
this region stays at 400 K throughout the plasma cycles.
The comparison is shown on Figs. 14 and 15, using the following
values for the different solubilities at 400 K:
• for W, ×1.33 10 m ·Pa16 3 0.5 [27]• for Cu, ×1.90 10 m ·Pa17 3 0.5 [28]• for CuCrZr, ×3.23 10 m ·Pa20 3 0.5 [28]
As expected, on Fig. 14, the concentration profiles are no longer
continuous at the interfaces. In tungsten, it appears that the interfacial
condition has little influence on the retention profile throughout the
simulation time. However, due to solubility differences, cm notably
Fig. 14. Influence of the material interfacial conditions on the mobile concentration profile along the AB segment, after several plasma cycles during resting phases.
Fig. 15. Influence of the material interfacial conditions on the temporal evolution of the HIs inventory in the monoblock over 100 cycles.
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increases in Cu, before decreasing in the CuCrZr layer. These differ-
ences induce an increase of the local minima of the HI inventory
(Fig. 15), the local maxima being unchanged; the HI inventory evolu-
tion exhibits a low sensitivity to the material interface condition.
5. Conclusion
A new code named FESTIM based on MRE model has been devel-
oped and includes extrinsic traps creation, transient heat transfer and
2/3D multi-material simulations. Validation and verification have been
performed using a well-known TPD experiment from literature, the
Method of Manufactured Solutions and a well-known analytical solu-
tion. It has been shown that FESTIM can reliably reproduce experi-
mental results and that its governing equations were solved correctly.
FESTIM offers the ability to simulate large problems quicker thus
opening up the possibility of performing reactor size simulations of HIs
migration.
FESTIM has then been used to simulate HIs behaviour in mono-
blocks during a relevant plasma scenario. At this extent, heat transfers
have been simulated at the same time. 2D simulations were needed as
edge effects in the resulting fields were significant. In this case, uni-
dimensional approximation could not be made. The error between 1D
and 2D simulations was indeed varying between 95% and 20%, thus
showing the need of 2D modelling. Results show that for 27,777
monoblocks, the total HIs inventory in the tokamak could reach 1.8 mg
after 100 pulses and that it is mostly dominated by retention in the near
surface of the monoblocks. Breakthrough time for particle flux at the
cooling channel is estimated to be = ×t 1 10 s5 which corresponds to 24
cycles. The particle flux stays below ×1.2 10 g·s11 1.
One must however be aware that several assumptions have been
made. Some properties of Cu and CuCrZr are not yet well known but it
is assumed that they have few impact at the macroscopic scale. The
plasma scenario encountered in a real tokamak environment could also
differ from the one presented here. By extrapolating to the whole to-
kamak, the assumption is also made that the implantation flux and the
heat flux are homogeneous along the whole divertor. Finally, flux and
concentration continuity is assumed at the interfaces between the dif-
ferent materials. The effect of interfacial conditions has been in-
vestigated and shows low impact on maximum retention. Further work
is still required in order to fully investigate these effects. Having a
discontinuity induced by an energy barrier would tend to increase re-
tention and decrease or at least delay the flux on the cooling pipe.
Further characterisation studies are also required to clearly identify the
influence or interfaces on HIs behaviour.
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