In this paper, the problem of spatial error concealment for real-time applications is addressed. The proposed method can be categorized in exemplar-based error concealment approaches. In this category, a patch of corrupted pixels are replaced by another patch of the image that contains correct pixels. For splitting the erroneous block to different patches, a novel context-dependent exemplar-based algorithm based on a previously proposed segmentation method is proposed. The capability of the proposed method for concealment in diverse image regions is depicted. Our detailed conducted experiments show that the proposed method outperforms the state-of-the-art spatial error concealment methods in terms of output quality.
Introduction
Over the last decades, great improvements have been made in video communication by a growing demand for efficient video compression. Bandwidth limitations and the huge amount of data in raw image sequences were the very first problems in this type of communication. Therefore, a wide range of video compression methods was proposed for addressing this problem. Among different video compression methods, block-based approaches have been exploited extensively in video coding standards. In block-based approaches, a video frame is first split to nonoverlapping blocks and then processed blockwise. Compressed blocks are then transmitted to the receiver through an error prone network (Internet, wireless, etc.) and decompressed to reconstruct the original data. During data transmission through the network, the transmitted bitstream might be affected by different types of error. Two possible error control methods have been studied in the literature for recovering erroneous blocks in the receiver.
The first error control method is based on informing the transmitter and requesting for retransmission of the entire (or a part) of the erroneous frame [1] . This method suffers from the imposed retransmission delay that might be impractical in real-time applications. The second method performs by recovering the corrupted block using correctly received data. In the latter method, two general approaches have been proposed in the literature; error resilient and error concealment. Error resilient methods add some redundant information to the original data in the transmitter side and employ them in the receive side when error occurs [2] [3] [4] [5] . For better resiliency, more added redundant data is needed that is in contrast with compression purposes. Error concealment methods, on the other hand, employ the inherent spatial and temporal redundancy of the received data to conceal the error [6, 7] . In contrast with retransmission-based and resilient-based methods, these methods add no delay and no redundant data. However, they might suffer from higher computational complexity at the receiver side and less reconstructed image quality.
In this paper, a novel spatial error concealment method is presented that outperforms the state-of-the-art approaches in terms of reconstructed image quality and performs almost in real-time. The rest of this paper is organized as follows. In Section 2, previous works on error concealment are shortly introduced. The focus of this section is on spatial methods. The proposed method is presented in detail in Section 3. The conducted experimental results in diverse situations and in comparison with other existing methods are presented in Section 4. The time complexity of the method is also presented in this section. In section 5, conclusion and future work are drawn.
Previous Work
Numerous error concealment techniques have been reported in the literature. These can be categorized into two main groups: spatial and spatiotemporal. Spatial error concealment methods employ the correctly received data of the current frame to conceal the erroneous data. Spatiotemporal methods, on the other hand, exploit the data of neighboring frames in addition to the data of the current frame to conceal the corrupted data. For instance, in [8] a global motion is assumed for the object which is compensated using previous time instances and refined by a local motion. The method proposed in [9] utilizes a self organizing map (SOM) to predict the corrupted motion vectors (MVs). A greedy suboptimal approach accompany with Kalman filtering technique is employed in [10] to conceal the corrupted motion vectors. In [24] , at first a boundary matching approach is exploited to find the best MV candidate in the reference frame, and then a partial differential equation (PDE)-based method is employed to reduce the blocking artifacts caused by directly copying the corresponding macro block (MB) from the reference frame. In contrast with the proposed approach that separates the erroneous block according to the image context, the whole MB is concealed at once in this method.
Spatial error concealment methods can be categorized in four main types: interpolationbased, stochastic-based, tensor voting-based and exemplar-based.
Interpolation-based methods conceal each corrupted pixel by interpolation; using the correctly received neighboring pixels. In [11] and [12] for instance, directional interpolation methods are proposed that utilize edge directions for interpolation. The method proposed in [12] outperforms the method in [11] by taking into account some complex situations such as edge intersections inside the erroneous block. The weakness of interpolation-based methods is that although they perform very fast, texture preservation is not their intrinsic characteristic and should be imposed separately. In [25] an interpolationbased method is proposed to conceal the alpha planes in an object-based image or video. This method employs B-Spline curves to conceal the boundaries of the objects. The object of this method is similar to the object of the proposed method in interablock boundary recovery section. However, the proposed method computes the contours of different region and fills the erroneous regions with appropriate textures.
Stochastic-based methods consider each pixel of the frame as a random variable and employ the Bayes rule to approximate the best pixel values of the corrupted block. For example, methods proposed in [13] and [14] utilize the maximum a posteriori (MAP) to estimate the best approximation for the corrupted pixels. In [15] , the main assumption is that the input image is a stationary Gaussian random process and satisfies the N th order
Markov property. Considering these assumptions, the MAP estimation boils down to a linear minimum mean-squared error estimation problem. The main disadvantage of these methods is their stationary assumption for input images.
In tensor voting approaches, a tensor vector (containing the intensity and gradient information of each pixel) is calculated for each correctly decoded pixel. Using a voting scheme, tensor vectors of the corrupted pixel are approximated and translated to the intensity values [16] . The main drawback of tensor voting approaches is their high computational complexity that is not affordable in real-time applications.
Error concealment task in exemplar-based methods is performed by cloning the best patches from the correctly received region of the image to the corrupted block. As an example, in [17] each block is considered as one patch and is copied from the most similar patch of the correctly received region. In this method, the similarity is measured by the sum-squared difference of the outer boundaries. In [18] , each block is split by a predefined structure and then each subblock is concealed by the method proposed in [17] . In this approach, the subblocks near the edge are concealed first. While texture preservation is an intrinsic characteristic of exemplar-based approaches, obtaining a proper region boundary is not guaranteed.
In this paper, a novel exemplar-based approach is proposed. To achieve an appropriate region boundary, an efficient segmentation algorithm is employed [19] . High quality concealed images accompanied by fast concealment performance introduce the proposed method as a suitable option for intra coded frames (I frames) concealment in advanced video coders. Since the number of transmitted I frames per second in real scenarios such as video conferencing, is rarely more than 2, the optimized implementation of the proposed method can conceal the intra coded frames in real-time.
Spatial Error Concealment

a. Overview
As illustrated in Fig. 1 , the proposed algorithm is consisted of four main steps. In the first step, a patch around the corrupted block is cropped from the input image. The cropped patch is segmented in the second step. Segment boundaries are recovered in the third step. By recovering the segment boundaries, erroneous block is split to some subregions. In the fourth step, each subregion is inpainted, independently. 
b. Region Cropping
The main idea of the proposed method is based on the local similarity property in each image. According to this property, and considering each image as a Markov process with a limited order, one can take into account only a local window around the processing region to conceal that block. Moreover, on one hand, the high computational complexity of segmentation and inpainting algorithms imposes to process in a local window. On the other hand, using larger local windows leads to more image information and thus more chance for better concealment quality. Consequently, to achieve the best tradeoff between complexity and performance, in this work an adjustable rectangular patch is cropped around the erroneous block. The location of top left corner of the patch is obtained by
in which E x , E y , E w, and E h denote the horizontal and vertical location of the top left corner of the erroneous block and the width and height of the erroneous block, respectively. Also, P w and P h stand for the patch width and height, respectively. In a specific application, the tradeoff between quality and complexity can be controlled by adjusting P w and P h .
c. Segmentation
The objective of this process is to segment the input image into connected homogeneous regions that contain similar pixels. The similarity measure of segmentation process is discussed later in this section.
In order to segment the input image, a graph-based segmentation method [19] is adopted which is capable of preserving details in low variable image regions while ignoring details in high variable regions. The algorithm includes the following steps.
Each image pixel is considered as a region if it corresponds to a node (v in V) in overall image graph G(V, E).
Neighboring pixels are connected by undirected edges (e in E). For each edge, a weight coefficient is computed according to dissimilarities among pixels.
Similar regions (A and B) are merged together to form a larger region if the following condition is held
here, E is the graph edge set and for each node, w ((v i ,v j ) ) is the weight between vertices v i and v j . Moreover
where MST represents the minimum spanning tree of graph G(V, E). Also, the value of 'k' defines the sensitivity level of segmentation algorithm (larger 'k' is preferred for larger regions). Note, however, that 'k' is not the minimum segment size. In fact, smaller segments are allowed when there is a sufficiently large difference among neighboring regions. 
d. Intrablock Boundary Recovery
The purpose of this step is recovering the boundaries of segmented regions inside the corrupted block. For achieving this purpose, the following steps are performed.
1. Find the intersection between boundary points and erroneous block borders.
2. Approximate those boundaries that have intersection with corrupted block by a line.
3. Create a feature vector for each point found in step 1.
4. Find correspondence boundaries.
5. Calculate the parameters of approximated boundary lines inside the corrupted block.
After finding the intersection points p j =(x j ,y j ), j=1..k, where k is the number of intersection points, corresponding boundary points are gathered and a least squared line fitting method is utilized to calculate the parameters of the best fitted line to these points. The slope and y-intercept of the best fitted line are obtained by , and class number of the region in the other side of the intersection point C 2j ,. The process of creating a sample feature vector is depicted in Fig. 3 . For finding the entry and exit points of the corrupted boundary regions, every pair of intersection points p i and p j is examined through the following conditions. Each pair that satisfies all conditions is returned as a recovered region boundary.
The line between p i and p j should intersect with the corrupted block.
Feature vectors V i and V j should have at least one common class number.
The angle between the approximated line in p i and the approximated line in p j should be obtuse.
Above mentioned conditions are checked through (11) which returns 1 when points p i and p j are a correct pair, and 0 otherwise.
e. Segment Mask Creation
After recovering the boundaries of segments, the erroneous block is split into some patches (see Fig. 4 ). For each match, a particular mask is created and utilized in the next step for patch recovery. Before creating a mask for each patch, pixels of the corrupted block that belong to a specific patch should be distinguished. Therefore, an ID value for each pixel inside the corrupted block is calculated using Here, x 1 and y 1 show the start point, and x 2 and y 2 show the end point of each recovered region boundary. In (12) , Bit j of ID(x,y) is equal to 1 if the pixel is above the j line, and 0 otherwise. Therefore, the ID value of each pixel determines the location of that pixel corresponding to these lines. Consequently, pixels with the same ID value belong to the same patch.
Each mask is then created through the following steps.
1. Create the smallest rectangle that encloses the patch.
2. Set pixels of the rectangle that correspond to the patch pixels to 1, and the rest to 0.
3. Extend the rectangle by d pixels in the sides that have boundary pixels equal to 1.
4. Set the extended pixels to -1 if their corresponding boundary pixel is 1, and 0 otherwise.
To better illustrate this process, the created mask for patch 'a' of Fig. 4 -b is shown in Fig. 5-b . For easier manipulation, in the created mask, pixels with value 1 are the corrupted pixels, pixels with value -1 are correct pixels around the erroneous block that are employed for finding the best replacement patch, and pixels with value 0 are added to created a rectangular mask. 
f. Patch Concealment
The created mask for each patch is then utilized to conceal that patch. First, a copy of this mask-called sliding mask (SM)-is created. The original mask which is located on top of the corrupted patch is called reference mask (RM). In the following, RM 1 denotes the location of those pixels of RM that have the value of 1 in the cropped image. Furthermore, I c (RM 1 ) is the set of pixel values in the cropped image for which the RM mask has the value of 1. Using these definitions, the best recovering patch is obtained through the following algorithm (see Fig. 6 ). (17) where E w and E h are the width and height of the corrupted block and P w and P h are the width and height of the cropped patch. Weighting factor w, ensures the preference for closer matches. It is worth to mention that in some situations, the corrupted patch might be larger than the existing corrected data around the erroneous block and because the whole patch is concealed at once, poor concealment result might be obtained (see Fig. 7 ). Figure 7 . An example of a situation in which the erroneous block is not split into smaller patches and thus no proper match is available for the corrupted block in the cropped image:
(a) cropped image, (b) segmentation result.
To resolve this problem (when the cost of replacement for the best match is more than a predefined threshold) an alternative patch concealment algorithm is employed. This is explained next.
g. Alternative Patch Concealment
Previous step finds the best match for each patch and also returns a nonsimilarity measure (defined in the righthand side of (16)). If the nonsimilarity value divided by the number of compared pixels is more than a predefined threshold, the alternative patch concealment algorithm is employed. The method with less nonsimilarity value is selected for concealing the corrupted patch. The following steps describe the alternative method.
1. Split the erroneous block into four similar rectangular subblocks; by splitting the erroneous block in vertical and horizontal directions.
2. Calculate the gradient magnitude of outer boundary pixels of corrupted block.
3. First conceal the subblock with the maximum sum of gradient magnitudes on its outer boundary.
Iterate
Step 3 until the erroneous block is concealed. (Note that the concealed subblock in the previous step is also utilized for concealing the current subblock.)
For all four subblocks, the maximum nonsimilarity value is considered as the nonsimilarity value of the alternative method. This value is compared to the nonsimilarity value obtained from the previous patch concealment method. The method with less nonsimilarity value is chosen for patch concealment.
h. Boundary Smoothing
In the patch concealment step, the only parameter that is utilized to adjust the intensity of the best match with the outer boundary pixels is the mean value. Therefore, it is not guaranteed to have a smooth change in erroneous block boundaries. The goal of this section is to reduce such discontinuities by smoothing along block boundaries. To achieve this goal, the inner and outer boundary pixels are updated by 2 ) ( ) ( ) ( 
Experimental Results
In this section, our conducted experimental results are presented. For obtaining the results, the proposed algorithm was implemented in C++ using the OpenCV functions on a computer with an Intel Core 2, 6300 @ 1.86 GHz CPU and 2GB RAM.
In deducted experimental result only the isolated block loss situation is considered, because using the flexible macroblock ordering (FMO) of H.264 codec and the pattern proposed in [26] , every burst error in a slice results in an isolated error pattern in the reconstructed image.
The results are classified into two sets. In the first set, the capability of the proposed method in concealing large erroneous blocks is shown. In the second set, in order to be comparable with other reported methods, the results of the proposed method are depicted in a situation identical to that of other reported methods and the obtained results are compared using the PSNR measure.
Unlike most of previously reported methods that use only 8×8 or 16×16 corrupted block sizes, the results of the proposed method (in some manually selected areas) for corrupted block sizes 32×32 are shown in Fig. 9 and Fig. 10 . The selected areas are sorted from simple to complex situations. As illustrated in these figures, the proposed method has been able to properly conceal a region containing a flat region, sharp edges, complex texture, and a combination of them.
For performance comparison purposes, the scenario described in [15] is exploited. Fig.  11 and Fig. 12 demonstrate the result of the proposed method over Lena, Zelda, Pepper, and Baboon images. In Table 1 , the results of some previous methods (obtained from [5] ) accompanied with the results of the proposed method are listed using the PSNR measure. Note that the PSNR value is calculated only over the corrupted blocks (and not over the entire image). The results listed in Table 1 clearly show that the proposed method outperforms the previous approaches by at least 0.3 dB. As mentioned above, the parameters P w and P h can be utilized to control the tradeoff between time complexity and output quality. In Fig. 13 , the effect of these parameters is demonstrated by capturing the running time and the output quality (PSNR) for concealing corrupted Lena image shown in Fig. 11 . Also, in Table 2 , the running time for different steps of the algorithm is reported. 
Conclusion
In this paper, a novel error concealment method that utilizes spatial information is proposed. Unlike interpolation-based, statistical-based, and tensor voting-based algorithms, texture preservation is the intrinsic characteristic of the proposed method. The novelty of this approach among previously proposed methods is in its context-dependent patch creating inside erroneous blocks. The performance of the proposed method is evaluated through a large number of experimental results in different scenes. Our proposed method achieves an improvement of at least 0.3dB in average in comparison with the state-of-theart methods with a loss rate of about 10%. The computational cost can be further reduced using a more efficient implementation of the codes.
