Databases are now often huge and growing at a high rate. Large tables are then typically hash or range partitioned into segments stored at different storage sites. Current Data Base Management Systems (DBSs), e.g., SQL Server, Oracle or DB2, provide static partitioning only. The database administrator (DBA) in need to spread these tables over new nodes has to manually rede redistribute the database (DB). A better solution has become urgent. This situation is similar to that of file users forty years ago in the centralized environment. The Indexed Sequential Access Method (ISAM) was in use for ordered (range partitioned) files. Likewise, only static hash access methods were known. Both approaches required file reorganization whenever the file grew too large. B-trees and extensible (linear, dynamic) hash methods were invented to avoid this need for file reorganization. Instead of reorganizing a complete file, these methods deal with file growth by incremental splitting one or a few buckets (pages, leaves, segments ...) at certain inserts. These dynamic methods were successful enough to make ISAM and centralized static hashing obsolete. Efficient management of distributed data adds specific needs. Scalable Distributed Data Structures (SDDSs) address these needs for files. SDDS can use hashing, rangepartitioning or k-d trees to distribute its data in buckets spread over the nodes of a multicomputer. These nodes can form a peer-to-peer (P2P) or grid network. An SDDS grows to more buckets by splitting the overflowing ones. The splits are triggered by the (overflowing) inserts. In [1] , the analogous concept of a Scalable Distributed DBS (SD-DBS) appeared for databases. The SD-DBS architecture supports scalable (distributed relational) tables. As
To prove the feasibility of an SD-DBS, we have built a prototype called SD-SQL Server. The system generalizes the basic SQL Server capabilities to scalable tables. We have chosen SQL Server since, to the best of our knowledge, it was the only DBMS proposing the updatable distributed union-all partitioned views. SD-SQL Server runs on a collection of SQL Server linked nodes. For every standard SQL command under SQL Server, there is an SD-SQL Server command for a similar action on scalable tables or views. There are also commands specific to the management of the SD-SQL Server client image or SD-SQL Server client node. In this paper, we present the architecture of our prototype and its application command interface in its 2005 version. This architecture contains more features than the reference architecture in [1] [2] . We discuss the syntax and semantics of the commands. Numerous examples illustrate their actual use. We hope to convince the reader that the use of the scalable tables is in practice as simple as that of static tables, despite some limitation of our current interface. We view our current prototype as a proof-of-concept system. The scalable table processing must create some overhead with respect to the processing of the static tables. We discuss our internal design of the prototype, aiming at the minimization of this overhead. This design expands that in [2] . We aim now especially also on the efficiency and the serializability of the concurrent processing, in presence of splits and of image adjustment operations. We present the performance analysis proving that we can neglect the SD-SQL Server overhead in practice. We benchmark our processing using scalable tables loaded with experimental data from the well-known SkyServer database. The present capabilities of SQL Server apparently let it link up to 250 nodes. A scalable table may reach that many segments accordingly. This size should suffice for Petabytes. To the best of our knowledge, SD-SQL Server is the first system with the proposed capabilities. It should pave the way towards the use of the scalable tables as the standard technology.
