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Abstract
In this paper, based on the contributions of Tucker (1983) and Sebo˝ (1992),
we generalize the concept of a sequential coloring of a graph to a framework in
which the algorithm may use a coloring rule-base obtained from suitable forcing
structures. In this regard, we introduce the weak and strong sequential defining
numbers for such colorings and as the main results, after proving some basic
properties, we show that these two parameters are intrinsically different and
their spectra are nontrivial. Also, we consider the natural problems related to
the complexity of computing such parameters and we show that in a variety of
cases these problems are NP-complete. We conjecture that this result does not
depend on the rule-base for all nontrivial cases.
1 Introduction
Graph coloring, as a special case of the graph homomorphisms problem, is widely
known to be among the most fundamental problems in graph theory and combina-
torics. On the other hand, a long list of applications of the problem within and out
of graph theory itself, not only adds to the importance of the problem, but also,
asks for efficient and easy-to-use solutions in different cases (e.g. see [13, 18, 19]).
Unfortunately, based on some recent deep nonapproximability results (e.g. among
other references see [1, 16] for the applications of the PCP theorem), it is known
that the coloring problem is among the hardest problems in NP and does not ad-
mit an efficient solution/approximation, unless P = NP (or similar coincidence for
randomized classes as RP). Therefore, it is quite important, at least as far as the
applications are concerned, to acquire a good understanding of the coloring struc-
tures of graphs, and to develop efficient algorithms for the tractable cases.
Sequential coloring of a given graph is an alternative approach to the classical col-
oring problem that may not lead to the same solution (e.g. see [17, 23, 24, 25]),
however, based on the algorithm and its rule-base, it is conceivable to seek a set
of vertices with preset colors that guides the algorithm to the ideal solution. This
approach not only can be considered as a partial solution to the original problem,
but also will give rise to a hierarchy of graphs, based on their coloring structures,
which is ordered using the rule-base of the algorithm.
1Correspondence should be addressed to daneshgar@sharif.ir.
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Probably, the most popular algorithm of this type is the so-called greedy algorithm
that uses the very simple (and independent of the structure) rule of setting the first
color available, regardless of the neighborhood structure of the vertex visited. Our
approach in this paper, is to enhance such an algorithm to be able to use a local
coloring rule-base, depending on the neighborhood structure of the vertices, and use
these rule-bases to introduce a hierarchy of graphs based on their coloring structures.
To the best of authors’ knowledge, sequential coloring of graphs is formally first in-
troduced by A. Tucker in [25] to study perfect graphs and is also studied afterwards
(Particularly, see [24] for a very interesting application and connections to other
classes of graphs as perfect and uniquely colorable graphs). The very closely related
concept of online coloring of graphs in which one assumes that the vertices are or-
dered (say {v1 , · · · , vn}) and the algorithm at the k’th vertex vk is only informed
about the data of vertices {v1 , · · · , vk−1}, is also extensively studied for its impor-
tant applications in real industrial problems, where the greedy version is sometimes
called the first fit or Grundy coloring. However, in sequential coloring of graphs, we
assume that the algorithm at each vertex is informed about the structure and the
data of a neighborhood of the vertex (regardless of the indices). Therefore, from an
algorithmic point of view, the main difference between the online and the sequential
approaches falls in the way that the algorithm is informed about the structure of
the graph. In this article we concentrate on the concept of sequential coloring of
graphs, while most of the results can be extended to the online version applying the
necessary modifications.
In our approach, we generalize the sequential model in two ways. Firstly, we let
the algorithm have access to a neighborhood of radius d of each vertex, where d
is a constant of the algorithm, and secondly, we confine the coloring rules of the
algorithm to be only accessible through a fixed rule-base R. Such rule-bases are
introduced by using the concept of a forcing structure discussed in Section 1.1 (see
[3, 4, 5, 6, 7, 8] for the background). Our results in this section show that there is
a general machinery to generate a variety of rule-bases to match the user’s needs.
Our main objective in this paper is to study the defining sets of sequential colorings
of graphs and analyze the computational complexity of the related problems. As a
brief historical note we may note that the concept of a defining set of graph colorings
is extensively studied (e.g. see [14]), specially for the case of Cartesian product of
complete graphs which is essentially what is already known as critical sets of Latin
squares (e.g. see [2, 20, 21]). To the best of the first author’s knowledge, the con-
cept of an online critical set for a Latin square is first introduced by E. Mendelsohn
(the first author heard about this from E. Mendelsohn during meetings and talks at
Sharif University of Technology on November 1998). The concept was soon gener-
alized to the concept of a defining set of an online graph coloring by M. Zaker and
the first results on these are published by him (see [26, 28, 29, 30, 31]).
As far as we are aware, the concept of a defining set of sequential colorings of a
graph is first introduced by the first author and it is appeared in the main result
of [12], where it is proved that any boolean function can be simulated by a graph,
where to compute the function for some given values, one may use the values as
colors of a defining set of a sequential coloring of the corresponding graph.
Needless to say, the contributions of A. Tucker and A. Sebo˝ ought to be considered
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as the origins of sequential colorings of graphs, however the approach in [12] and in
this paper is mainly inspired by the applications of the concept of effective defining
sets in cryptography (also see [32]). Therefore, in the rest of this section we present
a short overview of the contributions of A. Tucker and A. Sebo˝ and we also provide
the basic concepts we need in the rest of the article, namely forcing structures and
graph amalgams.
In Section 2 we precisely define the concept of a sequential coloring of a graph, as
well as the spectra of weak and strong defining numbers, and moreover, we prove
some basic results in this regard. Specially, among our main results in this section
we show that the two concepts of weak and strong defining numbers are intrinsically
different (Theorem 1) and also we show that each spectrum is completely nontrivial
(Theorem 2).
Our main contribution in Section 3 are a couple of NP-completeness results (gen-
erally) stating that computation of weak and strong defining numbers are NP-
complete problems. Although we have not been able to obtain efficient and easy to
present proofs for the fact that the NP-completeness result does not depend on the
rule-base in general, we strongly believe that this is the case for almost all nontrivial
cases, where Theorems 3, 4 and 5 as the main results of this section are positive
justifications in this regard.
Throughout the paper we will be considering finite simple graphs. The vertex set of a
graph G is denoted by V (G) and the edge set by E(G), and for any subset A ⊆ V (G)
the notation G[[A]] stands for the vertex induced subgraph on A. An edge with two
end vertices u and v is denoted by uv and NG(v)
def
= {u ∈ V (G) | uv ∈ E(G)} is
the set of neighbours of the vertex v in G. Throughout the paper, |A| denotes the
size of the set A. Also, Kn is the complete graph on n vertices and cl(G) is the
clique number of the graph G. A graph G is said to be t-colorable if it admits a
proper vertex t-coloring. Also, G is said to be t-chromatic if t = χ(G), where χ(G)
is the ordinary chromatic number of G. For basic concepts of graph theory we refer
to [27].
In what follows we recall a more or less standard notation for amalgams which is
adopted from [12] (the interested reader may also consult [12] for more on this or
read the Appendix of this article).
Let X = {x1 , x2 , . . . , xk} and G be a set and a graph, respectively, and also, con-
sider a one-to-one map ̺ : X −→ V (G). Evidently, one can consider ̺ as a graph
monomorphism from the empty graph X on the vertex set X to the graph G, where
in this setting we interpret the situation as a labeling of some vertices of G by the
elements of X. The data introduced by (X,G, ̺) is called a marked graph G marked
by the set X through the map ̺. Note that (by abuse of language) we may in-
troduce the corresponding marked graph as G[x1 , x2 , . . . , xk ] when the definition of
̺ (especially its range) is clear from the context. Also, (by abuse of language) we
may refer to the vertex x
i
as the vertex ̺(x
i
) ∈ V (G). This is most natural when
X ⊆ V (G) and vertices in X are marked by the corresponding elements in V (G)
through the identity mapping. We use the following notation
G[x1 , x2 , . . . , xk ] + H[y1 , y2 , . . . , yl ]
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for the graph (informally) constructed by taking the disjoint union of the marked
graphs G[x1 , x2 , . . . , xk ] and H[y1 , y2 , . . . , yl ] and then identifying the vertices with
the same mark (for a formal and precise definition see the Appendix). It is under-
stood that a repeated appearance of a graph structure in an expression as G[v] +
G[v,w] is always considered as different isomorphic copies of the structure marked
properly by the indicated labels (e.g. G[v] + G[v,w] is an amalgam constructed by
two different isomorphic copies of G identified on the vertex v where the vertex w
in one of these copies is marked).
By K
k
[v1 , v2 , . . . , vk ] we mean a k-clique on {v1 , v2 , . . . , vk} marked by its own set of
vertices. Specially, a single edge is denoted by ε[v1 , v2 ] (i.e., ε[v1 , v2 ] = K2 [v1 , v2 ]).
As one more simple example note that ε[v1 , v2 ] + ε[v2 , v3 ] is a path of length 2 on
the vertex set {v1 , v2 , v3}.
1.1 Forcing in graph coloring
Given a graph G, consider a set L = {Lv}v∈V (G) with Lv ⊆ {1, . . . , t} such that
t ≥ χ(G) is a fixed integer. Hereafter,
‖L‖
def
=
∑
v∈V (G)
|Lv |.
The list coloring problem, (G,L, t), is to find a coloring σ : V (G) −→ {1, . . . , t} such
that for all pairs of distinct vertices u and v,
(σ(v) ∈ Lv) and (uv ∈ E(G)⇒ σ(u) 6= σ(v)).
To see that this can also be viewed as an embedding problem, assume that the list
coloring problem (G,L, t) is given, and let H = G ∪ Kt with V (Kt) = {v1 , . . . , vt}.
Also, assume that (without loss of generality) we have fixed the colors of vertices
V (Kt) = {v1 , . . . , vt} such that vi has taken the color i for all i ∈ {1, . . . , t}. Now,
one may construct a new graph, H˜
G,Φ,t
, such that for each u ∈ V (G) and Lu ∈ L
we add new edges Φu = {uvi}i6∈Lu to the graph H. If
Φ
def
=
⋃
u∈V (G)
Φu,
then it is clear that there is a one-to-one correspondence between the set of t-colorings
of the graph H˜
G,Φ,t
and the set of solutions (t-colorings) of the list coloring problem
(G,L, t) (given by restriction). A graph G is called uniquely L-list-colorable, if
the list coloring problem, (G,L, t), on G with lists L = {Lv}v∈V (G) has a unique
solution. Also, when the lists are all equal to the set {1, . . . , t}, such a graph is
called a uniquely t-colorable graph or a t-UCG for short if the list coloring problem
has a unique solution up to permutation of colors which means that the color classes
are fixed for all solutions. For more on this subject see [11, 19].
Hereafter, we will freely switch between the embedding setup and the list coloring
approach. Also, we write L ⊆ L′ as a shorthand for Lv ⊆ L
′
v
for all v.
Consider a list coloring problem (H,L, t), and a subgraph G ≤ H such that
A
def
=
⋃
u∈V (G)
Lu , and |A| = k ≤ t,
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Figure 1: A minimal 3-UCG (see Examples 1 and 2).
where the list coloring problem (G,L, k) has a unique solution (up to permutation
of colors). Then for any vertex v 6∈ V (G) whose neighborhood in G intersects all
color-classes of (G,L, k), one may replace Lv by Lv −A without any change in the
solution-set of the list coloring problem (H,L, t). Such a situation is called a type 1
forcing on v by G [3, 4, 5, 8]. Note that a special case of this situation is when
G ≤ H is a k-UCG.
Example 1. Consider the minimal 3-UCG of Figure 1, and let’s try to find a 3-
coloring σ of it. It is quite easy to see that without loss of generality we have
σ(v1) = σ(v4) = 1, σ(v2) = 2 and σ(v3) = 3.
Then it is clear that the set of possible colors for both of the vertices v5 and v6 is
{2, 3}, and consequently, by a type 1 forcing on the K2-clique induced on {v5 , v6}
we have σ(v7) = 1. ♣
Let us recall the following definition and theorem from [6]. For a (t− 1)–chromatic
graph G, a list (repetition is allowed)
F = {(i,W
i
) | 1 ≤ i ≤ l}
with W
i
⊆ V (G) is called a transverse system for G if either
G = Kt−1 & F = {(1, V (G))},
or both of the following conditions are satisfied;
• For every (t− 1)–coloring σ of G, if (i,W ) ∈ F then W has nonempty inter-
section with all color–classes of σ.
• For every t–coloring σ : V (G)
onto
−→ {1, . . . , t} of G, there exists (i,W ) ∈ F such
that W has nonempty intersection with all color–classes of σ.
Theorem A. [6] Let H be a t–chromatic graph such that in every t–coloring of H
there is a fixed color–class V
∗
consisting of m specified vertices v1 , . . . , vm , (m ≥ 1);
and consider G = H− V
∗
. Also define F = {(i,N
G
(v
i
)) | v
i
∈ V
∗
}. Then,
a ) χ(G) = t− 1 and F is a transverse system for G.
Moreover if cl(H) ≤ t− 1 then,
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b ) cl(G[[W ]]) ≤ t− 2 for every (i,W ) ∈ F , and cl(G) ≤ t− 1.
Conversely, let G be a (t−1)–chromatic graph and let F ⊆ N×2V (G) be a transverse
system for G. Then the graph H obtained by adding to G new vertices v
i
, for each
((i,W
i
) ∈ F), and joining each v
i
to all vertices in W
i
is a t–chromatic graph such
that in any one of its t–colorings the class V
∗
= {v
i
| (i,W
i
) ∈ F} is fixed. If in
addition (b) is also fulfilled then cl(H) ≤ t− 1.
Consider a list coloring problem (M,L, l), and subgraphs G ≤ H ≤ M, with
V
∗ def
= V (H)− V (G), such that G and H satisfy all conditions of Theorem A. Then
one may replace the lists of all vertices in V
∗
by
L
def
=
⋂
u∈V
∗
Lu ,
without any change in the solution-set of the list coloring problem (H,L, l). Such a
situation is called a type 2 forcing on V
∗
by G [3, 4, 5, 8]. Note that a special case
of this situation is when H is a t-UCG.
Example 2. Again, consider the minimal 3-UCG of Figure 1, and let’s try to find
a 3-coloring σ of it. It is quite easy to see that without loss of generality we have
σ(v1) = 1, σ(v2) = 2 and σ(v3) = 3.
Then it is clear that the set of possible colors for the vertex v5 is {2, 3} and the
set of possible colors for the vertex v8 is {1, 2}. Now, by a type 2 forcing on the
subgraph induced on {v5 , v6 , v7 , v8}, in which both v5 and v8 have the same color in
any 3-coloring, we may replace the list of colors of these vertices by the intersection,
which shows that,
σ(v5) = σ(v8) = 2.
♣
Hence, using type 1 and 2 forcings along with a suitably chosen uniquely colorable
graph one may construct a variety of forcing structures to analyze or construct new
coloring structures.
1.2 Sequential coloring and perfect graphs
In [25] Tucker introduces an algorithmic approach to the Strong Perfect Graph Con-
jecture. He calls a t–UCG, G, sequentially t–colorable, if the n vertices of G can be
indexed as v1 , . . . , vn such that v1 , . . . , vt are in a clique (and initially are arbitrarily
given different colors) and after v1 , . . . , vm−1 (m > t) are colored, vm has a forced
coloring by one of the following sequential coloring rules.
1 ) If vm is adjacent to previously colored vertices of t − 1 (but not t) different
colors, then vm must be given the one color not used by its previously colored
neighbors.
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2 ) If vj and vm , (j < m), are each adjacent to all vertices of a clique of size t− 1
(but vj and vm are not adjacent to each other), then vm must be given the
same color as vj .
3 ) If all vertices of color i have been sequentially colored (using rules 1 and 2),
these vertices can be deleted and t can be reduced by one in subsequent use
of rules 1 and 2.
Tucker also calls a t–UCG strongly sequentially t–colorable if it can be sequentially
colored starting from any t–clique and using only rule 1. In these directions he
proves
Theorem B. [25] If G is a comparability graph or the complement of a comparability
graph, then G is uniquely t–colorable if and only if G is sequentially t–colorable.
Theorem C. [25] If G is a chordal graph or the complement of a chordal graph,
then G is uniquely t–colorable if and only if G is sequentially t–colorable.
Tucker also proposes the following conjecture.
Conjecture 1. [25] For perfect graphs, unique t–colorability is equivalent to sequen-
tial t–colorability.
It is known that G−v is a uniquely colorable graph for any minimal imperfect graph
G and any one of its vertices v. A well-known approach to the Strong Perfect Graph
Conjecture (SPGC) is to study the following two problems:
• Prove the existence of Tucker forcing structures in uniquely colorable perfect
graphs, and specially in cases where the graph is obtained from a minimal
imperfect graph by excluding one of the vertices.
• Prove that a minimal imperfect graph with enough Tucker forcing structures
is either an odd hole or an antihole.
For more on this the reader may refer to [15, 22, 24] where in [24], among other re-
sults, some nice reformulations of SPGC in relation with Tucker’s forcing structures
and unique colorability are given.
2 Sequential coloring of ordered list-graphs
Definition 1. Any marked graph ̺ : {1, 2, . . . , |V (G)|} −→ G will be called an
ordered graph and will be denoted in an abbreviated style as G[̺] or G[n] when
|V (G)| = n and ̺ is clear from the context (usually assumed to be i 7→ vi).
Let t be a fixed integer and L = {L1 , L2 , . . . , Ln} be a set of lists for which Li ⊆
{1, 2, . . . , t} for each i. Then a graph G with n = |V (G)| marked by L is called a
list-graph and is denoted by G[L] (when we assume that the mapping is Lv 7→ v).
Similarly, a graph G marked by a set {(1, L1), (2, L2), . . . , (n,Ln)} is called an ordered
list-graph and is denoted by G[n,L].
In all cases G will be referred to as the base-graph. Also, when the list assignment
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L determines a proper coloring γ of G[n] (i.e. for any vertex v we have |Lv | = 1)
then G[n, γ] is called an ordered colored-graph1 . ♠
Definition 2. A local t-coloring rule R on the base-graph H is an updating rule for
the lists of a list-graph H[L] that changes it to a new list-graph H[L′] in which the
base-graph is not changed and,
a) For each vertex v ∈ V (H) we have L′
v
⊆ Lv .
b) The list coloring problems (H[L], t) and (H[L′], t) have the same set of solutions.
c) If using R, H[L1 ] is changed to H[L
′
1
], H[L2 ] is changed to H[L
′
2
] and L1 ⊆ L2
then L′
1
⊆ L′
2
.
Such a replacement of lists is usually denoted as
R : condition ⇒ L← L′
which means that the list L is replaced by the list L′ if condition is satisfied. ♠
Note that a standard way of constructing such coloring rules is through constructing
forcing structures, e.g. type 1 or type 2 forcing introduced in Section 1.1. In what
follows we formulate a couple of well-known rules based on what has already been
discussed in previous sections.
Example 3. The following rule is called the Tucker’s first rule, and is denoted by
R
Tu
1
(see Section 1.2 for motivations).
∃ t > 1, |A| def= | ⋃
xt 6=xi∈V (Kt [x1 ,x2 ,...,xt ])
Lx
i
| = t− 1

⇒ (Lxt ← Lxt −A
)
.
(1)
Note that Tucker’s first rule is a type 1 forcing on a clique. Also, define T
2
t
[u, v] as
follows,
T
2
t
[u, v, x1 , x2 , . . . , xt−1 ]
def
= Kt [u, x1 , x2 , . . . , xt−1 ] + Kt [v, x1 , x2 , . . . , xt−1 ].
Also, the following rule is called the Tucker’s second rule, and is denoted by R
Tu
2
(see Section 1.2 for motivations).
∃ t > 1, | ⋃
w∈V (T2
t
[u,v,x1 ,x2 ,...,xt−1 ])
Lw | = t

⇒ (Lu ← Lu ∩ Lv) . (2)
It is also clear that Tucker’s second rule is a type 2 forcing on a clique. ♣
1Note that considering the contents of the previous section, and by abuse of notation, e.g.
G[̺, γ][u, v], stands for a marked, ordered and colored graph where the ordering ̺, the coloring γ
and marks u, v are clear from the context.
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Hereafter, we adopt the notation R
T
def
= {R
Tu
1
,R
Tu
2
}. Moreover, we refer to a such an
specific rule as R
Tu
1
(t0) for some t = t0 . It is also instructive to consider the special
case of t = 2 for both Tucker rules. Note that in the first case, R
Tu
1
(2) states (the
well-known and simple rule) that, in any coloring problem, if one end of an edge
has a fixed color, then this color may be excluded from the list of the other end of
this edge. This can be considered as the most natural coloring rule coming directly
from the definition of a proper coloring of a graph, and consequently, from now on,
we assume that R
Tu
1
(2) is contained in any coloring rule-base.
Also, R
Tu
2
(2) states that in a 2-coloring of a path of length two, both vertices of
degree one must have the same color.
Definition 3. A t-coloring rule-base R, with r ≥ 0 structural rules and the non-
structural rule R∗, is a finite set
R
def
= {R1 ,R2 , . . . ,Rr} ∪ {R
∗}
such that,
• For each 1 ≤ i ≤ r, Ri is a local t-coloring rule on a base-graph Hi .
• The nonstructural rule R∗ is a coloring procedure to change a list L ⊆ {1, 2, . . . , t}
to a list L′ ⊆ L that must be compatible with R
Tu
1
(2). This rule may not satisfy
properties (b) and (c) of Definition 2.
A t-coloring rule-base is said to be d-bounded, if for every 1 ≤ i ≤ r, the diameter
of the base-graph H
i
, of the local rule R
i
, is not greater than the constant d. A
t-coloring rule-base is said to be structural, if it consists, only, of structural rules. ♠
Example 4. A standard example for the nonstructural coloring rule R∗, is the greedy
coloring rule, R
Gr
, which is defined as follows,
R
Gr
:

A def= ⋃
x∈N(u) & |Lx |=1
Lx

⇒ (Lu ← {min(Lu −A)}) . (3)
Hereafter, R
G
def
= {R
Gr
}. ♣
Definition 4. If R is a d-bounded t-coloring rule-base, then the list coloring
problem (G[n],L, t) is said to be (R, d, r)-solvable if the following algorithm,
OLG-R-Col: (G[n],L, t, d, rounds,Done),
ends up with a t-coloring of G[n] as a solution with Done = true, rounds < r, where
rounds returns the number of rounds that the algorithm has scanned the graph and
the returned list assignment L is a proper coloring of G[n] such that for any vertex
v we have |Lv | = 1.
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OLG-R-Col: (G[n],L, t, d, rounds,Done)
0) rounds := 0,Done := True,
1) colored := True,
2) For i from 1 to n do
Local-R-Update(G[n],L, t, v
i
, d,Done,Col),
If (NOT Done) Then Halt and write(Failure),
If (NOT Col) Then colored := False,
End (For),
3) rounds := rounds+ 1,
4) If (NOT colored) Then goto: (1)
Else Halt and write the coloring,
End (OLG-R-Col).
The procedure Local-R-Update locally updates the lists according to the rule-
base of the algorithm and, moreover, we assume that this is done in a canonical
order. In more details we have,
Local-R-Update: (G[n],L, t, v, d,Done,Col)
0) Col := True,
1) Focus on a d-neighborhood of v in G and update the list of v using
the local rules (R
i
’s) in R and all subgraphs of the neighborhood
(in a canonical ordering).
2) Update the list of v using R∗ (if any such rule exists in the rule-base),
3) If |L(v)| = 0 Then Done := False,
4) If |L(v)| 6= 1 Then Col := False,
End (Local-R-Update).
A list coloring problem (G[n],L, t) is said to be (R, d)-solvable if it is (R, d,∞)-
solvable (which means that it is (R, d, r)-solvable for some natural number r). ♠
2.1 Sequential defining sets
Definition 5. Given a t-coloring γ of a graph G, and a subset A ⊂ V (G) then the
list assignment L
A,γ
is defined as follows,
L
A,γ
v
def
=
{
{γ(v)} v ∈ A
{1, 2, . . . , t} v 6∈ A.
Given an ordered colored-graph G[n, γ], a subset A ∈ V (G) is called an sequential
R-defining set (or an sds
R
for short) for G[n, γ] with respect to the d-bounded t-
coloring rule-base R, if the list coloring problem (G[n],L
A,γ
, t) is (R, d)-solvable,
and returns the coloring γ. In that case, the number
ι
G[n,γ],R
(A)
def
= |A|+ rounds− 1
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is called the index of A with respect to G[n, γ].
The subset A ⊆ V (G) is called a weak minimum sequential R-defining set (or a
WmsdsR) for G[n, γ] with respect to the d-bounded t-coloring rule-base R (or a
Wmsds(G[n], γ,R) for short), if A is an sds
R
for G[n, γ] of minimum size.
Also, a strong minimum sequential R-defining set (or a Smsds
R
) for G[n, γ] with re-
spect to the d-bounded t-coloring rule-base R (or a Smsds(G[n], γ,R) for short), is
an sds
R
for G[n, γ] of minimum index. The minimum numbers are called the weak se-
quential defining number and the strong sequential defining number of G[n, γ] with re-
spect to the d-bounded t-coloring rule-base R, and are denoted by Wsdn(G[n], γ,R)
and Ssdn(G[n], γ,R), respectively.
On the other hand, the bounded versions of these parameters are defined similarly
as the minimum numbers of the size or index, respectively, on the space of all
k-bounded sequential R-defining sets, i.e. the subsets A for which the sequential col-
oring algorithm OLG-R-Col(G[n],L
A
, t, d, rounds,Done) succeeds and ends with
Done = true and rounds ≤ k. These numbers are denoted as Wsdnk(G[n], γ,R)
and Ssdnk(G[n], γ,R), respectively. Also, sdsk
R
, Wmsdsk
R
and Smsdsk
R
are defined
accordingly. ♠
In what follows we consider some basic properties of these concepts.
Proposition 1. Given any ordered t-colored graph G[̺, γ], any d-bounded t-coloring
rule-base R, and A ⊂ V (G), if the list coloring problem (G[̺],L
A,γ
, t) is (R, d)-
solvable then it is also an (R, d, ‖L
A,γ
‖ − |V (G)|)-solvable problem.
Proof. Clearly, if the algorithm does not stop after ‖L
A,γ
‖ − |V (G)| rounds, it
means that there has been a round during which no list is changed and, since OLG-
R-Col is a deterministic algorithm, this means that after this round no list can be
changed. 
Proposition 2. Given any t-colored graph G[γ], any d-bounded t-coloring struc-
tural rule-base R, with two orderings ̺1 and ̺2 for G, if A is a WmsdsR for G[̺1 , γ],
then A is also a WmsdsR for G[̺2 , γ].
Proof. Let S
def
= ((t
i
, v
i
,X
i
))
i∈{1,2,...,s}
be the sequence of vertices, as v
i
, along with
their d-neighborhoods X
i
(as an ordered list-graph), such that v
i
is the i’th vertex
whose list is changed (made smaller) by the algorithm
OLG-R-Col(G[̺1 ],L
A,γ
, t, d, rounds,Done).
at time t
i
. Note that this is a well-defined sequence since by the hypothesis at least
one list is changed in each round (or the algorithm will fall in a loop-state which is
a contradiction).
Consider the same sequence S′
def
= ((t′
i
, v′
i
,X′
i
))
i∈{1,2,...,s′}
for the algorithm
OLG-R-Col(G[̺2 ],L
A,γ
, t, d, rounds,Done).
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Let f be the increasing function that presents the best-fit embedding of S in S′, i.e.
f(i) is the smallest index in the sequence S′ such that v′
f(i)
= v
i
. Now since the rules
in R does not change the set of possible colorings of the neighborhood structure they
are applied to (and consequently does not change the set of possible colorings of the
whole graph), each list of the graph X′
f(i)
is a subsets of the corresponding list in the
graph X
i
for each i. This proves that the second algorithm for G[̺2 ] will eventually
reach the same coloring γ but possibly in a longer period of time bounded by the
function t′
f(i)
. 
It is important to note that the condition of being structural for the rule-base in
Proposition 1 can not be removed since, for instance, on K3 [v1 , v2 , v3 ] with v1 colored
red one can easily see that by reversing the order on the other two vertices the whole
coloring is changed when using the greedy sequential algorithm.
Proposition 3. Given any ordered t-colored graph G[n, γ], and any d-bounded
t-coloring rule-base R, with Ssdn(G[n], γ,R) <∞, then
a) ∀ k ≥ 1 Wsdnk(G[n], γ,R) ≤ Ssdnk(G[n], γ,R).
b) A subset A is a Smsds1
R
for G[n, γ] if and only if it is a Wmsds1
R
, and conse-
quently, Ssdn1(G[n], γ,R) = Wsdn1(G[n], γ,R).
c) If 1 ≤ i ≤ j then
Ssdn(G[n], γ,R) ≤ Ssdnj(G[n], γ,R) ≤ Ssdni(G[n], γ,R) ≤ n.
Moreover, the upper bound is tight.
d) If 1 ≤ i ≤ j then
Wsdn(G[n], γ,R) ≤Wsdnj(G[n], γ,R) ≤Wsdni(G[n], γ,R).
Moreover, if R is a structural rule-base then,
t− 1 ≤Wsdn(G[n], γ,R)
and the lower bound is tight.
Proof.
a) If A is a Wmsdsk
R
for G[n, γ], then the list coloring problem (G[n],L
A,γ
, t) is
(R, d, k+1)-solvable. Any other set B that is an Smsdsk
R
for G[n, γ] must have
a greater cardinality than A due to the definition of Wmsdsk
R
, since it takes at
least 1 round for
OLG-R-Col(G[n],L
B,γ
, t, d, rounds,Done)
to be finished and ι
G[n,γ],R
(B) = |B|+ rounds− 1.
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b) If A is a Smsds1
R
for G[n, γ] then the list coloring problem (G[n],L
A,γ
, t) is
(R, d)-solvable in exactly one round. Therefore,
ι
G[n,γ],R
(A) = |A|+ rounds− 1 = |A|
and from the definition, one deduces that A is also a Wmsds1
R
. The converse
implication follows in the same way.
c) If A is an Smsdsk
R
for G[n, γ] then the list coloring problem (G[n],L
A,γ
, t) is
(R, d, k + 1)-solvable. Also, note that for the empty graph of size n we have
Ssdn
1(Kn [n], γ,RT ) = n,
with respect to any t-coloring γ.
d) Let A be aWmsdsR for G[n, γ] and the structural rule-baseR. Then, by defini-
tion G[n,L
A,γ
] is a uniquely list t-colorable graph and consequently, |A| ≥ t−1.
Also, Wsdn(K3 [n], γ,RT ) = 2 for any 3-coloring γ which shows that the in-
equality is sharp.

Definition 6. For each k ≥ 1 the ordered marked graph D
k
[̺][u, v] is defined as
follows (see Figure 2). For k = 1 we define,
D1 [̺][u, v, z]
def
= ε[u, z] + ε[v, z], (4)
with
̺
def
=


̺(u) = 1,
̺(v) = 2,
̺(z) = 3,
and for k ≥ 2,
D
k
[̺][u, v]
def
= ε[u, z] + ε[u, x
k
] + ε[v, x
k
] + ε[z, x1 ]
+
k−1∑
i=1
K3 [xi , v1,i , v2,i ] + K3 [xi+1 , v1,i , v2,i ]
+
k−1∑
i=1
ε[z, v1,i ],
(5)
with the ordering
̺
def
=


̺(u) = 1,
̺(v) = 2,
̺(z) = k + 3,
̺(x
i
) = i+ 2 ∀ i,
̺(v1,i) = k + 2i+ 2 ∀ i,
̺(v2,i) = k + 2i+ 3 ∀ i.
♠
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̺(v) = 2
̺(u) = 1
̺(x
k
) = k + 2
̺(x
k−1
) = k + 1
̺(v
2,k−1
) = 3k + 1
̺(v
1,k−1
) = 3k
̺(v
2,1
) = k + 5
̺(x
2
) = 4
̺(v
1,1
) = k + 4
̺(x
1
) = 3
̺(z) = k + 3
̺(v
2,2
) = k + 7
̺(v
1,2
) = k + 6
̺(x
3
) = 5
Figure 2: The graph D
k
[̺][u, v].
Definition 7. The k’th coloring closure of a subset A of G[̺, γ], with respect to
a d-bounded t-coloring rule-base R, denoted by CCk(A,G[̺, γ],R), is defined to be
the induced subgraph H[˜̺, γ˜] of G[̺, γ] with the induced ordering ˜̺, and the induced
coloring γ˜, on all vertices that has a list of size one, when the algorithm
OLG-R-Col(G[̺, γ],L
A,γ
, t, d, rounds,Done)
is forced to stop after k rounds (if it has not already halted). ♠
The following corollary is a direct consequence of the definition which is stated to
be used and referred to in later applications.
Corollary 1. Given any d-bounded t-coloring rule-base R, and a graph G[̺, γ],
a) CC∞(A,G[̺, γ],R) is well-defined.
b) Let k ≥ 1 be an integer and let V (G) be 2-partitioned as V (G) = V (G1)∪V (G2)
with V (G1)∩V (G2) = ∅, where G1 [̺1 , γ1 ] and G2 [̺2 , γ2 ] are induced subgraphs
on V (G1) and V (G2) with the induced orderings and colorings, respectively.
Moreover, assume that,
⋆) If A is either a Wmsdsk(G1 [̺1 ], γ1 ,R), or a Wmsds
k(G2 [̺2 ], γ2 ,R), then
as induced subgraphs
CCk(A,G[̺, γ],R) 6= G,
then,
Wsdn
k(G[n], γ,R) > max{Wsdnk(G1 [n], γ,R),Wsdn
k(G2 [n], γ,R)}.
Proof. For part (a) note that by Proposition 1 if r0
def
= ‖L
A,γ
‖ − |V (G)| we have,
CC∞(A,G[̺, γ],R) = CCr0(A,G[̺, γ],R).
Part (b) follows from the definitions and the hypothesis (⋆). 
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Theorem 1. For any given integer k ≥ 2 there exist an ordered colored graph G[̺, γ]
and a rule-base R such that,
Ssdn
k(G[̺], γ,R) 6= Wsdnk(G[̺], γ,R).
Proof. Fix k ≥ 2 and consider the graph D
k
[̺][u, v] as defined in Definition 6 (see
Figure 2). Also, consider the 3-coloring γ of D
k
defined as,
γ
def
=


γ(u) = 3,
γ(v) = 1,
γ(z) = 1,
γ(x
i
) = 2 ∀ i,
γ(v1,i) = 3 ∀ i,
γ(v2,i) = 1 ∀ i.
Let A1
def
= {u, v}. Then it is easy to see that the list coloring problem (D
k
[̺],L
A1 ,γ , 3)
is (R
T
, 2)-solvable in exactly k rounds with the coloring γ as its solution. Also, it is
easy to see that the vertex v can not be colored by any one of the rules in R
T
, and
consequently, must be contained in any sds
R
T
of γ. Hence,
CC
∞
({v},D
k
[̺, γ],R
T
) 6= D
k
[̺, γ] ⇒ Wsdnk(D
k
[̺], γ,R
T
) = 2.
On the other hand, note that for A2
def
= {u, v, x1}, the list coloring problem
(D
k
[̺],L
A2 ,γ , 3) is (R
T
, 2)-solvable in exactly 1 round with the coloring γ as its
solution, which shows that
Ssdn
k(D
k
[̺], γ,R
T
) ≤ 3.
Again, by considering the vertex v, it is easy to see that
Ssdn
k(D
k
[̺], γ,R
T
) ≥ 2,
and that v must be in any such Smsds
R
T
. Moreover, it is easy to check that
CCk({v, x},D
k
[̺, γ],R
T
) 6= D
k
[̺, γ],
for any vertex x ∈ V (D
k
), which shows that
Ssdn
k(D
k
[̺], γ,R
T
) = 3.

Theorem 2. Given integers ξ ≥ 1 and k ≥ 1, there exist ordered colored graphs
G[̺, γ] and H[̺′, γ′], and also rule-bases R and R′ such that
Wsdn
k(G[̺], γ,R) −Wsdnk+1(G[̺], γ,R) = ξ,
and
Ssdn
k(H[̺′], γ′,R′)− Ssdnk+1(H[̺′], γ′,R′) = ξ.
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Proof. For each ξ ≥ 1 consider the following ordered marked graph,
G
ξ
[ρ][u, v]
def
=
ξ∑
j=1
Dj
k+1
[̺][u, v],
where each the ordering ̺ is defined in Definition 6, and the ordering ρ is given by,
ρ(w)
def
=


1 w = u,
2 w = v,
(3k − 1)(j − 1) + ̺(w) {u, v} 6∋ w ∈ V (Dj
k+1
[u, v, z]).
Also, consider the following 3-coloring γ1 for each D
j
k+1
[̺][u, v],
γ1
def
=


γ1(u) = 3,
γ1(v) = 1,
γ1(z) = 1,
γ1(xi) = 2 ∀ i,
γ1(v1,i) = 3 ∀ i,
γ1(v2,i) = 1 ∀ i.
Define the coloring γ on G
ξ
[ρ] to be the coloring whose restriction on each copy of
Dj
k+1
[̺][u, v] is γ1 . By considering the vertex v and the fact that it must be contained
in any sds
R
T
for γ, one may check that
Wsdn
k+1(G
ξ
[ρ], γ,R
T
) ≥ 2.
Also, by setting A = {u, v}, it is easy to see that the list coloring problem
(G
ξ
[ρ],L
A,γ
, 3) is (R
T
, 2)-solvable in exactly k + 1 round and returns the coloring γ
as its solution, which proves that A is a Wmsdsk+1(G
ξ
[ρ], γ,R
T
), and consequently,
Wsdn
k+1(G
ξ
[ρ], γ,R
T
) = 2.
On the other hand, we prove Wsdnk(G
ξ
[ρ], γ,R
T
) = ξ + 2, using induction on ξ.
For the initial case ξ = 1 we must prove that
Wsdn
k(D
k+1
[̺], γ1 ,RT ) = 3,
which follows from the facts that
∀ z ∈ V (D
k+1
) CCk({v, z},D
k+1
[̺, γ1 ],RT ) 6= Dk+1 [̺, γ1 ],
and
CCk({v, u, x1},Dk+1 [̺, γ1 ],RT ) = Dk+1 [̺, γ1 ].
Therefore, we assume that the claim is true for ξ = t, i.e.
Wsdn
k(Gt [ρ], γ,RT ) = t+ 2.
Let X1 be the induced subgraph of Gt+1 [ρ, γ] on the vertex set of the copy Gt [ρ, γ],
and also let X2 be the the induce subgraph, formed on the vertices
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V (Gt+1 [ρ, γ]) − V (X1). Note that these two subgraphs satisfy the conditions of
Corollary 1 and let B1 be a Wmsds
k(X1 , γ|X1
,R
T
). Then it is easy to check that
CCk(B1 ,Gt+1 [ρ, γ],RT ) ( Gt+1 [ρ, γ].
Hence, since by induction hypothesis we have
Wsdn
k(X1 , γ|X1
,R
T
) = t+ 2
and Wsdnk(X2 , γ|X2
,R
T
) is at least equal to 1, by Corollary 1 we have
Wsdn
k(Gt+1 [ρ], γ,RT ) > max{t+ 2, 1} = t+ 2.
On the other hand, by taking B2
def
= B1 ∪ {x
t+1
1
}, the list coloring problem
(Gt+1 [ρ],L
B2 ,γ , 3) is (R
T
, 2, k + 1)-solvable, which shows that
Wsdn
k(Gt+1 [ρ], γ,RT ) = t+ 3,
and the induction is complete.
For the second part, first we prove the following,
• Claim 1. Let A ⊆ V (G
ξ
[ρ, γ]) be such that the list coloring problem (G
ξ
[ρ],L
A,γ
, 3)
is (R
T
, 2, k + 1)-solvable, then |A| ≥ ξ + 2.
We prove this by induction on ξ. For ξ = 1 it is easy to see that
CCk({v},D
k+1
[ρ, γ1 ],RT ) = {v}.
Also, note that for every x ∈ V (D
k+1
), if A = {v, x} then
CCk({v, x},D
k+1
[ρ, γ1 ],RT ) ( Dk+1 [ρ, γ1 ],
while for A = {u, v, x1} we have,
CC1(A,D
k+1
[ρ, γ1 ],RT ) = Dk+1 [ρ, γ1 ],
which shows that |A| ≥ 3.
Hence, let the claim be true for any ξ ≤ s. For ξ = s+1 let Gs+1 be partitioned
into X1 a copy of Gs , and X2
def
= Gs+1 −Gs . Now, by the induction hypothesis
and Corollary 1, any sdsk(X1 , γ|X1
,R
T
) is of size at least s+2. Since any such
set for X2 has at least one vertex, and one can verify that the hypothesis of
Corollary 1 is satisfied, we have
|A| ≥Wsdnk(Gs+1 , γ,RT ) ≥ s+ 3 = ξ + 2.
As a direct consequence of this claim we have
Ssdn
k(G
ξ+k
[ρ], γ,R
T
) ≥ ξ + k + 2,
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and the fact that for A
def
= {u, v, x
1
1
, · · · , x
ξ+k
1
} the list coloring problem
(G
ξ+k
[ρ],L
A,γ
, 3) is (R
T
, 2)-solvable, in k rounds, shows that equality holds and
we actually have,
Ssdn
k(G
ξ+k
[ρ], γ,R
T
) = ξ + k + 2.
Moreover, we show that
Ssdn
k+1(G
ξ+k
[ρ], γ,R
T
) = k + 2.
For this, again, by considering the coloring properties of the vertex v and the set
A = {u, v}, it is easy to see that the list coloring problem (G
ξ+k
[ρ],L
A,γ
, 3) is (R
T
, 2)-
solvable, in exactly k + 1 rounds and returns the coloring γ, which shows that
Ssdn
k+1(G
ξ+k
[ρ], γ,R
T
) ≤ k + 2.
To prove equality, by contradiction, let’s assume that A1 is an arbitrary set such
that the list coloring problem (G
ξ+k
[ρ],L
A1 ,γ , 3) is (R
T
, 2, k + 2)-solvable, with
ι
G
ξ+k
[ρ,γ],R
T
(A1) < k + 2.
• Claim 2. The list coloring problem (G
ξ+k
[ρ],L
A1 ,γ , 3) is (R
T
, 2, k+1)-solvable,
i.e. rounds ≤ k.
For this, again note that,
CCk({v},G
ξ+k
[ρ, γ],R
T
) = {v},
and as in the previous case, |A1 | ≥ 2 with v ∈ A1 , which shows that
2 + rounds− 1 ≤ |A1 |+ rounds− 1 < k + 2 ⇒ rounds ≤ k.
Therefore, using Claim 1 we deduce,
ι
G
ξ+k
[ρ,γ],R
T
(A1) ≥ |A1 | ≥ ξ + k + 2 > k + 2,
which is a contradiction. 
3 Some complexity results
In this section we consider a couple of basic computational problems related to defin-
ing sets of sequential coloring of graphs and we settle their computational complexity
in the class of NP-complete problems. It should be noted that similar results in
the case of greedy online coloring of graphs have already been settled by M. Zaker
(see [28, 29, 30, 31]). In this article we have considered the more general setup of
sequential coloring of graphs which asks for new proofs, even in the case of greedy
algorithms, however, in what follows we not only state and prove our theorems in
this general framework, but also we focus our proofs on the case of structural rule-
bases to show that the NP-completeness results are true even in this more restricted
case.
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Also, we would like to mention, in spite of the fact that we have not been able to
present concise NP-completeness proofs that hold for any given rule-base, but we
conjecture that our results are true for any such nontrivial rule-base in general. Our
results in this regard, (Theorem 3(b) and Theorem 5) can be considered as justifi-
cations of this conjecture, where one should note that the condition of having the
rule R
Tu
1
in the rule-base, is just a bit stronger than the natural condition of having
R
Tu
1
(2) as a necessary condition.
To begin let us consider the 3-colorability problem as follows,
Problem 1. (3COL)
Given: A graph G.
Query: Is G 3-colorable?
which is used to prove the NP-completeness of the following problems as it is stated
in the next forthcoming theorem.
Problem 2. (COLWDSk
R
)
Constant: A d-bounded t-coloring rule-base R and an integer k ≥ 1.
Given: An ordered graph G[n], and an integer ξ ≥ 1.
Query: Is it true that there exists a t-coloring γ such that Wsdnk(G[n], γ,R) ≤ ξ?
Problem 3. (COLSDSk
R
)
Constant: A d-bounded t-coloring rule-base R and an integer k ≥ 1.
Given: An ordered graph G[n], and an integer ξ ≥ 1.
Query: Is it true that there exists a t-coloring γ such that Ssdnk(G[n], γ,R) ≤ ξ?
Theorem 3.
a) For every integer k ≥ 1, both problems COLWDSk
R
T
and COLSDSk
R
T
are
NP-complete.
b) For every d-bounded 3-coloring structural rule-base R that contains Tucker’s
first rule R
Tu
1
, both problems COLWDS1
R
and COLSDS1
R
are NP-complete.
Proof. To prove part (a) note that clearly both problems are in NP. We show
that 3COL ≤
P
m
COLSDSk
R
T
and 3COL ≤
P
m
COLWDSk
R
T
.
Let G = (V (G), E(G)) be a 3-colorable ordered graph with |V (G)| = n, vertex
ordering ς and the edge ordering ǫ. We construct the new graph G˜ by substituting
every edge uv of G by a copy of
∑n
i=1D
i
k
[u, v], i.e.
G˜[ρ]
def
=
∑
uv∈E(G)
n∑
i=1
D
i,ǫ(uv)
k
[̺][u, v],
where D
i,j
k
[u, v]’s are isomorphic copies of the graph D
k
[̺][u, v] defined in Defini-
tion 6. Also, we define the ordering ρ on vertices of G˜,
ρ(z)
def
=
{
ς(z) z ∈ V (G),
n+ (3k − 1)(n(j − 1) + i− 1) + ̺(z) {u, v} 6∋ z ∈ V (Di,j
k
[u, v]),
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where ̺ is as defined in Definition 6. We show that G is 3-colorable if and only if
among all 3-colorings of G˜[ρ], there exists a 3-coloring γ such that,
Wsdn
k(G˜[ρ], γ,R
T
) ≤ n.
To see this, consider a proper 3-coloring γ1 of G and let
A
def
=
⋃
v∈V (G)
v ⊆ V (G˜).
Now for every uv ∈ E(G), the 3-coloring γ1 of G assigns colors γ1(u) and γ1(v).
These colors induce a coloring γ
γ1 (u),γ1 (v)
on the graph
∑n
i=1D
i,ǫ(uv)
k
[̺][u, v]. This
can easily be verified from the Definition 6. Define γ on vertices of G˜[̺], to be the
accumulation of all such induced colorings:
γ(z)
def
=
{
γ1(z) z ∈ V (G),
γ
γ1 (u),γ1 (v)
z 6∈ V (G) & z ∈ V (
∑n
i=1D
i,ǫ(uv)
k
[̺][u, v]),
It is easy to verify that the list coloring problem (G˜[ρ, γ],L
A,γ
, 3) is (R
T
, 2)-solvable,
in exactly k rounds and returns the coloring γ, which shows that A is a
sds
k(G˜[ρ], γ,R
T
), and consequently,
Wsdn
k(G˜[ρ], γ,R
T
) ≤ |A| = n.
On the other hand, if G is not 3-colorable, then for every 3-coloring γ2 of G, there
exists an edge xy ∈ E(G) such that γ2(x) = γ2(y). But since RT is a structural
rule-base, it is easy to see that
CCk({x, y}, G˜[ρ, γ2 ],RT ) = G˜|{x,y} ≃ K2 ,
which means that the algorithm can not color the structure between x and y. Now,
the same kind of induction used in Theorem 2 can be used to show that every sdsR
T
for G˜[ρ, γ2 ] needs at least one vertex in each copy of Dk , to prove that
Wsdn
k(G˜[ρ], γ2 ,RT ) > n,
which is a contradiction.
For the case of Ssdnk, using the same approach as in the previous case, we define
H˜[ρ′]
def
=
∑
uv∈E(G)
n+k∑
i=1
D
i,ǫ(uv)
k
[̺][u, v],
with ordering ρ′, which is defined in the similar fashion that ρ was defined. One
may prove that G is 3-colorable if and only if among all 3-colorings of H˜[ρ′], there
exists a 3-coloring γ such that,
Ssdn
k(H˜[ρ′], γ,R
T
) ≤ n+ k − 1,
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and this completes the proof of part (a).
Part (b) can also be proved using the same method along with part (b) of Proposi-
tion 3, using the graph
N˜
def
=
∑
uv∈E(G)
n∑
i=1
D
i
1
[u, v].

In what follows we focus on the following problems which are natural specialization
of the previous problems to colored graphs.
Problem 4. (WDSk
R
)
Constant: A d-bounded t-coloring rule-base R and an integer k ≥ 1.
Given: An ordered colored graph G[n, γ], and an integer ξ ≥ 1.
Query: Is it the case that Wsdnk(G[n], γ,R) ≤ ξ?
Problem 5. (SDSk
R
)
Constant: A d-bounded t-coloring rule-base R and an integer k ≥ 1.
Given: An ordered colored graph G[n, γ], and an integer ξ ≥ 1.
Query: Is it the case that Ssdnk(G[n], γ,R) ≤ ξ?
Given a graph G = (V (G), E(G)), a (vertex) covering set S ⊆ V (G) is a subset of
vertices such that every edge in E(G) is incident to at least one vertex in S. In this
regard one may consider the following problem,
Problem 6. (VertexCover)
Given: A graph G and an integer ξ.
Query: Does G have a covering set of size at most ξ?
Let us also define a couple of graphs as follows.
Definition 8. For each k ≥ 2 we define the ordered colored graph F
k
[µ,ψ][u, v, x, y]
as follows (see Figure 3),
F
k
[µ,ψ][u, v, x, y]
def
= ε[z1 , x] + ε[z˜1 , y] + ε[z1 , v] + ε[z˜1 , v] + ε[u, z3 ]
+ε[u, z˜3 ] + ε[u, z5 ] + ε[u, z˜5 ]
+K3 [z1 , z2 , z3 ] + K3 [z˜1 , z˜2 , z˜3 ] + K3 [z4 , z2 , z3 ] + K3 [z˜4 , z˜2 , z˜3 ]
+K3 [z5 , z4 , y] + K3 [z˜5 , z˜4 , x]
+
k−1∑
i=1
(K3 [yi , x1,i, x2,i ] + K3 [yi+1 , x1,i , x2,i ])
+
k−1∑
i=1
(ε[u, x1,i ])
+ε[x, y
k
] + ε[y, y
k
] + ε[v, y
k
],
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with the ordering
µ
def
=


µ(u) = 1, µ(v) = 2,
µ(x) = 3, µ(y) = 4,
µ(z1) = 5, µ(z˜1) = 6,
µ(z4) = 7, µ(z˜4) = 8,
µ(z5) = 9, µ(z˜5) = 10,
µ(z3) = 11, µ(z˜3) = 12,
µ(z2) = 13, µ(z˜2) = 14,
µ(y
i
) = 15 + (i− 1) ∀ i,
µ(x1,i) = 15 + k + 2(i− 1) ∀ i,
µ(x2,i) = 16 + k + 2(i− 1) ∀ i,
and the coloring (as depicted in Figure 3)
ψ
def
=


ψ(u) = 1, ψ(v) = 2,
ψ(x) = 1, ψ(y) = 1,
ψ(z1) = 3, ψ(z˜1) = 3,
ψ(z4) = 3, ψ(z˜4) = 3,
ψ(z5) = 2, ψ(z˜5) = 2,
ψ(z3) = 2, ψ(z˜3) = 2,
ψ(z2) = 1, ψ(z˜2) = 1,
ψ(y
i
) = 3 ∀ i,
ψ(x1,i) = 2 ∀ i,
ψ(x2,i) = 1 ∀ i.
♠
Theorem 4. Given an integer k ≥ 2, both problems SDSk
R
T
and WDSk
R
T
are
NP-complete.
Proof. It is clear that both problems SDSk
R
T
and WDSk
R
T
are in NP for any
k ≥ 2. To prove the completeness we show that VertexCover ≤
P
m
SDSk
R
T
. The
other case VertexCover ≤
P
m
WDSk
R
T
can be proved using a similar argument.
Let G = (V (G), E(G)) and an integer t constitute an instance of VertexCover
with |V (G)| = n. We construct an ordered colored graph G˜[ρ, ψ1 ] and an integer
t˜ = t+k+1 that constitute an instance of SDSk
R
T
such that G admits a vertex-cover
of size at most t if and only if
Ssdn
k(G˜[ρ], ψ1 ,RT ) ≤ t˜ = t+ k + 1.
For this, assume the vertex ordering ς, and an edge ordering ǫ on the vertices and
edges of G, respectively, and also choose two new vertices u 6∈ V (G), v 6∈ V (G) and
define,
G˜
def
=
∑
xy∈E(G)
n+k+2∑
i=1
F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y],
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µ(v) = 2
µ(u) = 1
µ(x) = 3 µ(y) = 4
µ(z˜
1
) = 6
µ(z˜
2
) = 14 µ(z
2
) = 13
µ(z˜
3
) = 12
µ(z˜
5
) = 10
µ(z
3
) = 11
µ(z
5
) = 9µ(z˜4 ) = 8 µ(z
1
) = 5
µ(z
4
) = 7
µ(y
k
) = 14 + k
µ(y
k−1
) = 13 + k
µ(y
k−2
) = 12 + k
µ(y
2
) = 16
µ(y
1
) = 15
µ(x
2,k−1
) = 12 + 3k
µ(x
2,k−2
) = 10 + 3k
µ(x
2,1
) = 16 + k
µ(x
1,k−1
) = 11 + 3k
µ(x
1,k−2
) = 9 + 3k
µ(x
1,1
) = 15 + k
Figure 3: The graph F
k
[µ,ψ][u, v, x, y].
where each F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y] is a copy of the graph F
k
[µ,ψ][u, v, x, y] defined in
Definition 8. Moreover, we define the ordering ρ on V (G˜) as follows,
ρ(z)
def
=


1 z = u,
2 z = v,
ς(z) z ∈ V (G),
n+ µ(z)− 2+
(3k + 8)[(n + k + 2)(ǫ(xy) − 1) + i− 1] z 6∈ {u, v} &
z 6∈ V (G) &
z ∈ V (F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y]),
23
as well as the coloring ψ1 of G[ρ] as,
ψ1(z)
def
=


1 z = u,
2 z = v,
1 z ∈ V (G),
ψ(z) z ∈ V (F
i,ǫ(xy)
k
[µ][u, v, x, y]).
Now, consider a vertex covering set A of G with |A| ≤ t. First, note that the list
coloring problem (F
i
k
[µ,ψ],L
{z,u,v},ψ
, 3) is (R
T
, 2)-solvable in k rounds. Therefore,
for A1
def
= A ∪ {u, v} as a defining set, the algorithm
OLG-R
T
-Col(G˜[ρ, ψ1 ],L
A1 ,ψ1 , 3, 2, rounds,Done)
stops with Done = true and rounds = k resulting in coloring ψ1 , which shows that
A1 is a sds
k(G˜[ρ], ψ1 ,RT ), and consequently,
Ssdn
k(G˜[ρ], ψ1 ,RT ) ≤ t+ k + 1.
On the other hand, assume that A is a Smsdsk(G˜[ρ], ψ1 ,RT ) of index less than or
equal to t+ k + 1 for G˜.
• Claim 1. If (G˜[ρ, ψ1 ],L
A,ψ1 , 3) is (R
T
, 2, k)-solvable then the intersection of
A with V (
∑n+k+2
i=1 F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y]) − {u, v, x, y} for each edge xy, is of
size at least n+ k + 2.
To prove this, one may use a similar induction as used in Theorem 2 to show
that the intersection of A with each component is nonempty.
• Claim 2. The algorithm OLG-R
T
-Col(G˜[ρ, ψ1 ],L
A,ψ1 , 3, 2, rounds,Done)
stops in exactly k rounds. Because, if this is not the case, then by Claim 1,
ι
G˜[ρ,ψ1 ],RT
(A) ≥ |A| ≥ |E(G)|(n + k + 2) > t+ k + 1,
which is a contradiction.
• Claim 3. We show that there exists another sdsk(G˜[ρ], ψ1 ,RT ), say B, of
index less than or equal t+ k + 1 such that B ⊆ V (G) ∪ {u, v}.
For this let
Sxy
def
= A ∩
(
V (
n+k+2∑
i=1
F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y]) − {u, v}
)
.
It is easy to see that |Sxy | ≤ 2, since if |Sxy | > 2 for an edge xy, then one
may exclude all vertices of Sxy from A and add x and y to obtain a new
sds
k(G˜[ρ], ψ1 ,RT ), A
′, with a smaller index, which is a contradiction.
Hence, if |Sxy | = 2 for an edge xy, we may form the new set A
′ def= (A−Sxy)∪
{x, y} to obtain a new sdsk(G˜[ρ], ψ1 ,RT ) with the same index.
Also, if |Sxy | = 1 for an edge xy, one may form the set A
′ def= (A− Sxy) ∪ {z},
where z is the first vertex in {x, y} whose color is fixed when the algorithm
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OLG-R
T
-Col is coloring the graph G˜. Note that, the structure of F
k
ensures
that the colors of x and y can not be set in the same round of the sequential
coloring algorithm using only one vertex in Sxy . Also, the mapping for the case
|Sxy | = 1 is one-to-one, since otherwise, again by replacement, one obtains a
sds
k with a smaller index which is a contradiction.
Applying this procedure for all edges of G will give rise to a sdsk(G˜[ρ], ψ1 ,RT ),
B, with the same index as A.
• Claim 4. For each edge xy, we have |Sxy | 6= 0.
This is clear, since otherwise, the graph
∑n+k+2
i=1 F
i,ǫ(xy)
k
[µ,ψ][u, v, x, y] can not
be colored in k rounds, i.e.
CC
k
(B, G˜[ρ, ψ1 ],RT ) 6= G˜[ρ, ψ1 ].
Clearly, Claim 4 shows that B − {u, v} is a vertex covering set of G with
|B − {u, v}| ≤ (t+ k + 1)− rounds+ 1− 2 = t.

Now we try to generalize the previous result to any structural rule-base. In this
regard we define,
Definition 9. For each n ≥ 2 we define the ordered colored graph Hn [ω, η][x, y, v]
as follows (see Figure 4).
Hn [ω, η][x, y, v]
def
=
n∑
i=1
(K3 [x, u1,i , u2,i ] + K3 [y, u1,i , u2,i ])
+
n∑
i=1
ε[v, u1,i ],
(6)
with the ordering,
ω
def
=


ω(v) = 1,
ω(x) = 2n + 2,
ω(y) = 2n + 3,
ω(u1,i) = 2i ∀ i,
ω(u2,i) = 2i+ 1 ∀ i,
and the coloring (as depicted in Figure 4)
η
def
=


η(v) = 3,
η(x) = 1,
η(y) = 1,
η(u1,i) = 2 ∀ i,
η(u2,i) = 3 ∀ i.
♠
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ω(y) = 2n+ 3ω(x) = 2n+ 2
ω(u
1,1 ) = 2
ω(u
2,1 ) = 3
ω(u
2,2 ) = 5
ω(u
1,2 ) = 4
ω(u
2,n ) = 2n+ 1
ω(u
1,n ) = 2n
ω(v) = 1
Figure 4: The graph Hn [ω, η][x, y, v].
Theorem 5. For every d-bounded 3-coloring structural rule-base R that contains
Tucker’s first rule R
Tu
1
, both problems WDS1
R
and SDS1
R
are NP-complete.
Proof. It is clear that SDS1
R
T
and WDS1
R
T
for k ≥ 2 are in NP. Also, using
part (b) of Proposition 3, it is sufficient to show that
VertexCover ≤
P
m
SDS1
R
=WDS1
R
.
Let G = (V (G), E(G)) and an integer t constitute an instance of VertexCover
with |V (G)| = n. We construct an ordered colored graph G˜[ρ, η1 ] and an integer
t˜ = t+1 that constitute an instance of SDS1
R
such that G admits a vertex-cover of
size at most t if and only if
Wsdn
1(G˜[ρ], η1 ,R)) ≤ t˜ = t+ 1.
Since the proof is more or less the same as the previous proof of Theorem 4, we just
introduce the necessary data and an sketch of the necessary steps. For this, assume
the vertex ordering ς, and an edge ordering ǫ on the vertices and the edges of G,
respectively. Choose a new vertex v 6∈ V (G) and define,
G˜
def
=
∑
xy∈E(G)
H
ǫ(xy)
n
[ω, η][x, y, v].
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Also, define the ordering ρ on V (G˜),
ρ(z)
def
=


1 z = v,
2n|E(G)|+ 1 + ς(z) z ∈ V (G),
1 + (2n(ǫ(xy) − 1)) + ω(z) z 6∈ {v, x, y} &
z ∈ V (H
ǫ(xy)
n
[ω, η][x, y, v]).
as well as the coloring η1 of G[ρ] as,
η1(z)
def
=


3 z = v,
1 z ∈ V (G),
η(z) z 6∈ {x, y} &
z ∈ V (H
ǫ(xy)
k
[ρ][x, y, v]).
Now, consider a vertex cover A of G with |A| ≤ t, and note that A1
def
= A∪ {v} will
constitute a sds1(G˜[ρ], η1 ,RT ) whose size is less than or equal to t+ 1.
One may also prove the other side using the same method used in Theorem 4. 
4 Appendix: graph amalgams
Following [12], and what we discussed in Section 1, note that if ς : X −→ Y is a
(not necessarily one-to-one) map, then one can obtain a new marked graph (Y,H, τ)
by considering the push-out of the diagram
Y
ς
←− X
̺
−→ G
in the category of graphs. It is easy to check that the push-out exists and is a
monomorphism. Also, it is easy to see that the new marked graph (Y,H, τ) can be
obtained from (X,G, ̺) by identifying the vertices in each inverse-image of ς. Hence,
again (by abuse of language) we may denote (Y,H, τ) as G[ς(x1), ς(x2), . . . , ς(xk)]
where we allow repetition in the list appearing in the brackets. Note that with
this notation one may interpret x
i
’s as a set of variables in the graph structure
G[x1 , x2 , . . . , xk ], such that when one assigns other (new and not necessarily dis-
tinct) values to these variables one can obtain some other graphs (by identification
of vertices).
On the other hand, given two marked graphs (X,G, ̺) and (Y,H, τ) with X =
{x1 , x2 , . . . , xk} and Y = {y1 , y2 , . . . , yl}, one can construct their amalgam (X,G, ̺)+
(Y,H, τ) by forming the push-out of the following diagram,
H
τ˜
←− X ∩Y
˜̺
−→ G,
in which τ˜
def
= τ |
X∩Y
and ˜̺
def
= ̺|
X∩Y
. Following our previous notations we may
denote the new structure by
G[x1 , x2 , . . . , xk ] + H[y1 , y2 , . . . , yl ]
if there is no confusion about the definition of mappings. Note that when X∩Y is the
empty set, then the amalgam is the disjoint union of the two marked graphs. Also,
27
by the universal property of the push-out diagram, the amalgam can be considered
as marked graphs marked by X, Y , X ∪ Y or X ∩ Y .
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