the case that more than one body of data is available. The data may relate to various sources, different types of crosses and consist of parts supplying information for one or more of the segments. In such cases, it is, obviously, desirable to combine the data in order to make joint estimation of the parameters. The estimates, thus obtained, are the most efficient when different parts of the data are homogeneous which can, however, be directly verified by testing whether the estimates closely fit in with the various parts of the data. Fisher (1935) put forward a method of scoring which seems fitted for general use where combination of data, tests of homogeneity and pooled estimates are considered. This method consists of replacing each body of data by appropriate scores and information which are directly used in arriving at pooled estimates and tests of homogeneity.
In a paper Fisher (1946) used this method of scoring in estimating three recombination fractions (arising out of two consecutive segments and subject to Kosambi's (i4) restriction) from data which in parts supply information only for the individual segments. If the data giving the simultaneous segregation of three or more factors are available then two questions arise. What is the most appropriate method of scoring such data and how does it compare with the alternative method of scoring for each recombination fraction by considering the classification with respect to the two relevant factors only and ignoring the rest? The latter method of scoring may be called the individual segment method. 37 
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When the simultaneous segregation of more than two factors has been recorded, the scores obtained by the individual segment method are less efficient in the sense in which Fisher (1935) defines efficient scores. The estimates to which they lead differ from the maximum likelihood estimates and hence are less efficient than the best estimates.
The purpose of this article is to study these problems in the simplest case of scoring data on three factors arranged in eight phenotypical classes.
Firstly, a method appropriate and efficient for such data has been developed for the estimation of recombination fractions in the two different situations, viz. (i) when they are taken as free parameters and (2) when they conform to Kosambi's formula. Secondly, the relative efficiencies of the estimates in each of the two cases obtained by the individual segment method as compared with the above method have been calculated in a particular case to measure the loss in efficiency due to the individual segment method. The method of efficient scores involves a slightly heavier computational procedure and, though undoubtedly more efficient, can be recommended in practice only when even a small gain in efficiency is of considerable importance.
THEORETICAL ASPECTS OF THE METHOD OF SCORING AND NOTATIONS
Let there be k sets of data, each part supplying information on one or more of a set of p unknown parameters 61, 0, . . . , L1, L2, . . . Lk represent the probability densities of the observations corresponding to the k sets of data then L, the likelihood of the parameters, is defined by the product, L=L1L2. . . L
The best estimates of the parameters are those values of O, . . . , which maximise the above expression. A formal proof of this statement is given elsewhere (Rao, 1947 The quantity log L/d01 is defined as the i-th efficient score and since loLbloLi oLk 90, it follows that the efficient scores for the whole data are the sums of the corresponding scores for the several sets of data. Similarly I = .
. +I where I is an element of the information matrix for the r-th part of the data.
Thus the problem of estimation reduces to replacing each part of the data by the efficient scores and information matrix at some trial values and finally obtaining the corresponding quantities for the whole data by simple addition. These supply linear equations in small additive corrections to the trial values.
It has been demonstrated in section 6 that the method of scoring offers a quickly converging process and hence is extremely useful in practice.
The scores for various parts of the data calculated at the best estimates are directly useful in tests of homogeneity as explained in sections 4 and 5 and illustrated in section 6. The theoretical aspects of such tests are fully discussed by the author in (Rao, 1948 where S stands for summation, n for the frequency of a class and IT for the corresponding probability. The total scores for the whole body of data are represented by , (1)3.
, 1I3 represent the scores for Yi and y3 when Kosambi's formula is used.
(i) and (I)) represent the information matrix per single observation and for the whole sample in the k-th part of the data. If n, is the sample size then the relation (I) = k(i) is identically true.
It is known that, \ir8yrLays
aYr'7tYs (Trs) or simply denoted by T stands for the total information matrix (Trs) = S(I)).
The inverse of T is denoted by T j• The method of finding this is to solve the equations
and take the three sets of equations as the three rows of T 1. J and J stand for information matrices per single observation and for the whole body of data when Kosambi's formula is used. All the above quantities calculated at y, ), y and j, 52, y3 are represented with a single dot and two dots above respectively.
SCORING OF DATA FROM BACK CROSSES AND

INTERCROSSES
The eight different gametes due to a triply heterozygous parent can be classified into four complementary pairs, the members of each pair having equal chance of being transmitted to an offspring. Let the recombination fractions for the segments connecting the first and second, second and third and third and first loci be represented by y, y and y. Also let S0, Si, S2 and S3 represent respectively the frequencies of gametes involving all three recessive genes, only the first, only the second and only the third recessive gene. The S's and y's are interrelated in the four types of heterozygotes as given in table i. The probabilities of the eight phenotypical classes and the appropriate scores, expressed in terms of S-functions, in the case of a back cross of a triple heterozygote with a triple recessive are given in values are determined by the following rule. The value of the derivative of the probability for a phenotype with respect to y is or according as the letters other than the i-th in the representation of the phenotype is an old or a new combination, the old combinations being determined by the representation of the triple heterozygote. Thus in deciding the values of 10, l2, 13 and 11, one need only find which of the combinations BC, bC, Bc, bc, are old and which are new and take the i's corresponding to old combinations as -j and the rest as + i. The values of these coefficients for the various types of heterozygotes are given in table 3 for ready use. If the whole data consist only of results from back crosses the maximum likelihood estimates can be obtained without the evaluation of the efficient scores. It is easily seen that for such data the equations giving the best estimates are (2) and (12) are the totals of observed frequencies from all sets of data corresponding to no cross overs, cross overs in the first segment only, cross overs in the second segment only and double cross overs respectively.
These equations yield the solutions
or, writing in terms of they's, they become
The above estimates fory1,y2 andy3 are the same as those obtained by considering the data as classified according two factors each time.
Thus ) could be obtained by considering only the second and third factors and ignoring the classification due to the first factor. Thus a complete classification with respect to three factors in the case of back crosses does not suppiy additional information so far as the problem of estimation of recombination fractions in various segments is concerned. This is true with more than three factors also.
The variances and covariances of the above estimates are
Coy. (j1j3) y1+y3-Y2-291Y3
2N
(b) lntercross of a triple heterozygote
The frequencies and their derivatives in terms of S-functions for any type of intercross are given in table 4. The information matrix is evaluated by the formul
Yr-Yk where n is the total of observed frequencies. The maximum likelihood estimates, in this case, are obtained by successive approximations as explained in the next section.
MAXIMUM LIKELIHOOD ESTIMATES OF THE RECOMBINATION FRACTIONS TAKEN AS FREE PARAMETERS
When the data from various sources and different types of crosses giving information on only one or all the three recombination fractions are available, there arise the problems of obtaining the best estimates from the combined data and testing homogeneity of different .parts of the data. The numerical computation of the above problems can be arranged as follows. To start with the scores and the information matrix, at the approximate values of y, )2' Y3 are calculated for separate portions of the data as shown in table 5. J (1) J (1) (1)
(1)
'P1 'P2 'P3 11 12 13 22 23 33 T11 T12 T13 T22 T23 T33 In the above table, if any part of the data gives information for only one segment, say the first, then only q3 and 133 are present and the rest are zero for that part. The methods of scoring in such cases have been fully discussed by Fisher (3946) and Bhat ('947) and also illustrated in this article in section 7 (c). For scoring parts of the data giving the simultaneous segregation of three factors the expressions derived in section 3 may be used.
Using the totals of table 5, the three linear equations in dy1, dy2 and dy3, which are additive corrections to the first approximations of .Y1,.Y2 andy3 respectively, can be written
These calculations require to be repeated until the values of )i, .Y2 andy3 for which the total scores are negligible are obtained.
If the scores and information matrix for the i-tb part of the data at the estimated values are represented by , and (f) then using the elements of the matrix (Ia)) reciprocal to (J)) a can be calculated by the formula = SS I() If the i-th part of the data concerns only two of the factors, say the first and second, then x is simply [)]2/J. To test for heterogeneity the total x2=x+... +x can be used as x2 with degrees of freedom d1+ . . . +d-where d2 = i or 3 according as the i-tb part of the data relates to the segregation of only two or three factors. A significant x2 at a chosen probability level indicates that different parts of the data are not homogeneous.
MAXIMUM LIKELIHOOD ESTIMATES SUBJECT TO KOSAMBI'S FORMULA
The general formula tanh 2X = 2) giving the relation between the map distance x and the recombination fractiony is given by Kosambi (i94.4). In terms ofy1,y2 andy3, the relation becomes -_____ There are only two parameters y and y to be estimated, the third one, )2, being obtainable from the above formula. The scores and information matrix fory1 andy3 can be conveniently calculated from the corresponding expressions fory1,y2 andy3 taken as free parameters and in any practical problem the data may be scored fory1,y2 andy3 taken as free parameters and then the appropriate scores fory1 andy3, when Kosambi's formula is applicable, can be deduced. If and 
If2 is the total score fory2 and (TTh) is the inverse of the total information matrix calculated as in table 5 fory1,y2,y3 at the estimated values f, ), j', subject to Kosambi's formula, then = 2(T22+pi"+/.LT33+2jL1p3T '3 -2p1T12 -2L3T23) can be used as x2 with i d.f. to test the agreement with Kosambi's formula. The estimates, obtained subject to Kosambi's formula, are valid only when the above test does not show significance. If the data contained some parts giving only two factors segregations then the scores arising from them have to be added to the above values. Such data can supply only one of the efficient scores, the others being considered as zero. In such cases the appropriate scores for intercrosses are given on p. 6i and for back crosses on p. 58 in Mather's book, The Measurement of Linkage in Heredity (first edition).
The information matrix per single observation is the same for both the above sets at the trial values. 
The total information matrix T is The total 2 = o2II+2o48 = 2259 is considerably smaller than its expectation 3+3-3 = 3, the degrees of freedom.
The two sets of data may be regarded as homogeneous.
The variances of the estimates from the combined data are given by the diagonal elements of the matrix T-1. This needs the evaluation of the total efficient score at these estimated values. As before, a good approximation to this value can be obtained by using the formula By comparing these variances with those obtained before, we find the percentage increase in efficiency by using Kosambi's formula as 294, 59.66, 2O6
fory,,y2 andy3 respectively.
THE INCREASE IN PRECISION BY THE USE OF EFFICIENT SCORES
In the previous sections, methods have been developed for the appropriate scoring of data relating to the simultaneous segregation of three factors. It is, however, of importance to calculate the gain in efficiency by following this method instead of replacing the data by three marginal distributions obtained by ignoring one factor each time and treating the distributions as independent. In such a case the data can be scored by considering only one segment at a time.
It is seen in section 3 that this makes no difference in the case of back crosses. The general investigation of this problem in the case of 2 intercrosses is difficult but an example may be considered to
give an idea of the increase in efficiency.
Let the data consist of the results of the F2 of -classified in aBc eight phenotypical classes. The variances and covariances of the estimates, from the data of the above type of .y1, y, y considered as (i) free parameters and (2) subject to Kosambi's formula, can be calculated in each case by using (a) the method of efficient scores and (b) the individual segment method, and the relative efficiency of the method (b) in each case can be found out. The following are the calculations in the particular case wherein the recombination fractions are = 28 andy2 = 30. = .0125 S2 = 1(2-ya-y2-yj) = 3475 S1 = 1 (Y2+.,'1-Y3) .1375 S0 = = o025
The values of the i's, rn's, n's of table 3 with i replaced by are l2=i3-m2=m0=n2--n1=-11=10==rn1=m3=n0=n3=
The probabilities, derivatives and scores are given in table 7. The information matrix j, per single observation, for y1, y in this case is obtained from i, calculated above, by using the formula given in section 5 and illustrated in section 6.
The procedure of computation is as follows :- The covariance matrix u, per single observation, of the estimates of y andy3 is the inverse of j. In the individual segment method, only two factors are considered each time and the data are scored for the corresponding recombination fraction. The results of the cross AbC x aBc supply data in repulsion for the estimation ofy3 andy1 and in coupling fory2. To score fory1, it is necessary to consider the scores appropriate to data in repulsion as given in Mather's book, The Measurement of Linkage in Heredity, p. 6 i (first edition). The observed frequencies in the eight phenotypical classes are represented by nIJk as in table 2. Ignoring the classification with respect to the first factor we get the scores aty1 = D2 in the four phenotypical classes and observed frequencies as given in table 8. If the total score for Ji by this method is represented by Q1, then
+7 142857(n100+n000)
The scores fory2 and y are similarly calculated. Q = -.5S2249(fl1 +n101) +2 '745098(n110 +n00 +n011 +n001)
-2857 143 (n010 +n000)
= .029986(fl111+fl110) -.060054(fl +n100 +n011 +n010) +66 66€667(n001 +n000)
The estimate of y is found, by this method, by choosing that value of y which makes the score Q. zero for the observed set of frequencies. The estimates differ from the true values unless the 
P002248
The covariance of the estimates ofy andy is given by m1/m11m so that, using the above elements, we can set up the covariance matrix v * of the estimates ofy1,y2,y5.
.014731
997804
(d) Individual segment method, y's being subject to Kosambi's formula In this there are two parameters, and y, to be estimated. The scores P1, P3 fory1 and3 by this method are,
so that, knowing Q1, Q2, Q3 considered above, and the differential coefficients p, the P's can be calculated. As the covariances of the Q's are known the covariances of P's can be calculated as follows This is a triple product of the matrices a', d and a-'. To evaluate this the product a'd may be found first and then multiplied by a-'. The method of multiplying two matrices is to construct a matrix whose element in the i-th row and the j-th column is the sum of products of the ordered elements in the i-th row of the first matrix and j-th column of the second matrix. 
SUMMARY
The following results have been discussed in this article.
i. The appropriate scoring of data giving the simultaneous segregation of three factors and the method of arriving at the best estimates of recombination fractions from data relating to various sources and types of crosses have been discussed in the two cases (i) when they are taken as free parameters and (ii) when they conform to Kosambi's formula. It has been observed that the scores and information matrix in the latter case are connected with those in the former by simple relations and in any practical example it is convenient to score the data considering the recombina Lion fractions as free parameters and then deduce the total scores appropriate to the latter case.
It has been found, in the examples discussed in the article, that the estimates found by using Kosambi's formula have considerably smaller variances. This is so, for when this formula is true there are only two parameters to be estimated (the third one being deduced from the formula) and any method of estimation which does not make use of the formula, being different from the maximum likelihood method appropriate to the two parameters, is bound to be inefficient.
The use of such empirical relations as the one considered above among the parameters to be estimated, when known, enhances the precision of the estimates although they may not be strictly accurate. The assumption of a slightly inaccurate relationship may introduce bias in the estimates but such estimates are more useful than the less efficient estimates so long as the bias, in any case, is small in comparison with its standard error. This, in some way, is secured when the test for a hypothesis specifying some restrictions indicates close agreement with the observations. Kosambi's formula is very useful from this point of view, as its use considerably enhances the precision of the estimates. A test has been proposed to judge the validity of this formula in any particular case.
2. In view of the slightly heavier computation involved in the method of efficient scores an investigation has been made to find out the loss in efficiency due to the simpler method of scoring by considering the data as classified with respect to only two factors each time and considering them as independent distributions. The latter method is called the individual segment method.
It has been found that if the data consist of only back crosses both the methods lead to identical estimates, when the recombination fractions are considered as free parameters. This, however, is not true when the estimates are found subject to Kosambi's formula but the ioss in efficiency is not expected to be considerable.
In the case of intercrosses a particular example has been chosen to find the relative efficiency of this method in the two cases when the recombination fractions are considered as (i) free parameters and (ii) subject to Kosambi's formula. It is found that the loss of information due to the simpler analysis is negligible when the recombination fractions conform to Kosambi's formula. This may not be generally true, but the loss in any case is not expected to be considerable. Similar results may be expected in the case of data giving the simultaneous segregation of more than three factors. Their exact treatment involves some complications because some extraneous parameters have to be estimated and accounted for in the evaluation of the variances of the estimates of the recombination fractions. This, however, awaits further study.
