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1. INTRODUCTION 
We shall study various properties of the differential equations of the form 
L,y+py=O, 03 
where the differential operator L, is defined by 
k = 1, 2,..., n. 
The functions ro, r, ,..., r, in (1) are assumed to be continuous and positive 
on an interval [a, co) and p is continuous and has constant sign on [a, co). 
Equation (E) has been studied by Nehari [20,2 11, Elias [4-71, and others 
[ 1, 2, 10, 18, 241. Since any disconjugate differential operator cafl be 
represented in the form L, [ 17, 221, many equations which may not appear 
to be of the form (E) can be put in the form (E) (cf. [5]). This represen- 
tation, if it exists, is not necessarily unique; however, it is known that there 
exists such a representation for which 
Jmr~‘(x)dx=~, k=l,...,n-1, (21 
hold, and condition (2) determines ro, r , ,..., r, up to positive multiplicative 
constants with product 1 124, Theorem 11. We shaI1 assume (2) in our 
investigation, unless the contrary is explicitly stated. Following Nehari 1211 
we shall say that a function ~7 is a solution of (E) if v(x) = r;‘(x) v,(x), and 
the functions u1 , L’~ ,..., U, are a set of continuous solutions of the first-order 
differential system 
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and 
k = 1, 2 ,..., n - 1, 
(3) 
P(X) 
uA = - To(X) r,(x) ul* 
Since (3) has a unique solution satisfying given initial conditions, (E) has a 
unique solution y such that the quasi-derivatives L, y, L, y,..., L,-, y have 
specified values at a point of [a, co). 
A quasi-derivative Li y is said to have ti zero of order k at [ if Liy([) = 
Li+lJ’(C)= .‘* =Li+k-1J7 (4) = 0. Equation (E) is said to be disfocal on an 
interval I if for every nontrivial solution y of (E), at least one of the quasi- 
derivatives L, y, L, y ,..., L,-, y does not vanish on I. If (E) is not disfocal on 
I, there exist an integer k, 1 < k < n - 1, a pair of points b, c E I, b < c, and 
a nontrivial solution ~1 such that k of the functions L, y, L, y,..., L,-, J 
vanish at b and the remaining n - k functions vanish at c, i.e., 
Lji y(b) = 0, 
Lj,Y(c) = O, 
i = 0, l,..., k - 1, 
i = k,..., n - 1, 
(4) 
0 <j, <j, < *.. <j,-,<n-1, O<j,<j,+,<..-<j ,,-, <n-l, where the 
n - k is even or odd according as p < 0 or p > 0 [2 11, that is, 
(-l)“-kp(x) < 0. (P> 
Inequality (P) is known as the parity condition. Equation (E) is said to be 
(.h,j, ,.T.,jk-l) - (j,,..., j+,) disfocal on an interval I if for every pair of 
points 6, c E I, b ( c, the. only solution satisfying the boundary conditions 
(4) is the trivial solution; in particular, if ji = i, i =.O, l,..., n - 1, it is said to 
be k - (n - k) disfocal on I. A nontrivial solution of (E) is said to be 
oscillatory on [a, co) if it has an infinite number of zeros on [a, co); 
otherwise, it is said to be nonoscillatory on [a, cc). Equation (E) is said to be 
nonoscillatory if every nontrivial solution is nonoscillatory; otherwise, it is 
said to be osciZZatory. 
In this study we first partition the set of nonoscillatory solutions of (E) 
into a relatively small number of classes Aj in Theorem 1; this is achieved 
with the help of assumption (2)---we may have to consider a much larger 
number of classes if (2) is not assumed (cf. [ Ill). Then various properties of 
these classes Aj -are investigated. In ,Lemmas 1, 2, and 3, asymptotic 
behaviors of the solutions belonging to Aj are studied. Extending some well- 
known results, we prove in Theorems 2 and 3 that certain classes are always 
nonempty; for example, A,, and A,,z are shown to be never empty if n is even 
and p < 0. The relations between disfocality and existence of certain 
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nonoscillatory solutions, i.e., nonemptiness of certain class Aj, EUY 
established in Theorems 4 and 6. As a corollary we deduce that if (E) is 
(jo,...*j&r) - (jk,..., j,_ r) disfocal on [b, co) for some b > a, then ji = i, 
i = 0, I,..., II - 1. Problems associated with determining the number of 
soiutions belonging to class Aj are presented in Lemmas 4 and 5 and 
Theorems 7 and 8. Settling a well-known conjecture, Elias [6] recently 
proved that (E) is eventually disconjugate on [a. CO) if it is nonoscillatory on 
[Q, co). In the above statement “disconjugate” cannot be replaced by 
“disfocal,” but we prove in Theorem 9 that (E) is nonoscillatory on [a. co) if 
and only if (E) is eventually k - (n - k) disfocal for all values of ii- 
consistent with the parity condition (P). 
2. PRELIMINARY RESULTS 
Due to the special form of Eq. (E), the quasi-derivatives L,y, k = 0, l..... 
iz - 1, of a nonoscillatory solution y are of constant sign for sufficiently large 
x. How these signs change in the sequence L,y, L, y,,.., L,,- 1 y will be shown 
to depend on p, the parity of n, and the sign of p in (E): 
6) n even, p > 0, 
(ii) n odd, P > 0, 
(iii) 12 even, p < 0, 
(iv) n odd, p < 0. 
Equation (E) satisfying (i), for example, is denoted by (Pi): (E,,), (E,,,), and 
(Ei,.) are similarly defined. 
It is possible to classify the nonoscillatory solutions J of (E) according to 
the way in which sign changes occur in the sequence L, .v, L, J:,..~? L ,,-, y (cf. 
[3? 12, 231). It may at first appear that we have to consider 2”-’ classes of 
nonoscillatory solutions [ 11, Theorems 3.6 and 6.11. With the help of 
condition (2), however, we can substantiahy reduce the number of possible 
ways in which the signs can change, as shown in the following theorem. 
THEOREM Ii. Let y be a nonoscillatory solution of(E) such that y > 0 m 
[b, CO) for some b > a. Define [K] to be the greatest integw less than or 
equal to K. 
If y is a solution of (Ei) or (E,,.), there exists arz integer j, 0 <j < 
[(H - 1)/2], szach that 
LieV > 07 i = 0, I,..., 2j: (51 
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on [c, a~) for some c > b, 
(-q’+‘Lg > 0, i = 2j + l,..., n - 1, (6) 
on [b,co),andLiy(x)-+Oasx+co, i=2j+2 ,..., n-l. 
llfy is a solution of (Eii) or (Eiii), there exists an integer j, 0 <j < [n/2], 
such that 
LiY > O, 
on [c, co) for some c > b, 
i = 0, I,..., 2j - 1, (7) 
(-l)iLiy > OY i = 2j,..., n - 1, (8) 
on [b,co),andLiy(x)+Oasx-+co,i=2j+1 ,..., n-l. 
Proof. Since L, y > 0 or L, y ( 0 on [b, co), all the quasi-derivatives are 
eventually of constant sign, i.e., L, y > 0 or L, y < 0 on [c, co) for some 
c > b, k = 0, l,..., n. The proof is based on the following two observations. 
(a) Two consecutive quasi-derivatives cannot be both negative: If 
Ljy,<Oon [b,co), thenLj-,y>Oon [b,a), l<j<n. 
(b) IfLj-,y>OandLjy>Oon [c,oo),2~j~n,thenLj_,y>Oon 
[c, a>. 
To prove (a), assume the contrary: suppose that Ljel y(c) < 0 for some 
CE [b, co) and somej, 1 <j<n. Since Ljy=rj(Lj-,y)’ <O on [c, co) and 
rj > 0, Lj-, y is eventually a decreasing negative function, and there exists a 
positive constant K such that L,-, y = rj-,(Lj-2 y)’ < -K on [d, co) for 
some d. Integrating (Ljd2 y)’ < -KrJ:-‘, from d to x yields 
Lj-*Y(X) < -KJl rJ?,(t> dt + Lj-zy(d), 
where the integral approaches co as x -+ co by (2). Thus, Lj-z y(x) --f --oo as 
x--1 co. If j = 1, (a) holds trivially since L,y > 0 on [c, co). If j = 2, this 
implies that L, y(x) -+ --a~ as x -+ co, contrary to the assumption that 
L, y 2 0 on [b, co). If j > 2, we may repeat a similar procedure until we 
again reach the conclusion that L,y(x) --) -co as x + 00, completing the 
proof of (a). Statement (b) may be proved in a similar way. 
Since the remainder of the proof differs depending on the parity of n and 
the sign of p, we shall consider (Eiii) for definiteness: L, y = -py > 0 on 
[b, co) in this case. If L,-, y > 0 on [c, co), then L,y > 0 on [c, co), 
k = 0, l,..., n - 2, by (b). If, on the other hand, L,-, y < 0 on [c, oo), then 
L n-, y < 0 on [b, co) and L,-?y > 0 on [b, co) by (a). Moreover, 
L n-, y(x) --f 0 as x--t co, for otherwise we can easily deduce that L,-, y(x) --f 
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-co as x--t co contrary to (a). If L,-, y > 0 on [c, co), then L,y > 0 on 
[c, co), k=O, I,..., n - 4, again by (b). If L, -3 .y < 0 on [c, co), then 
L ,t-34) < 0 on [b, co) and L,-,y > 0 on [b, co) by (a), which in turn 
requires that Ln-2 v(x) -+ 0 and L,-, y(x) + 0 as x -+ co. Continue in this 
manner until the inequahties L I 4’ < 0 and L, J’ > 0 on [b: co j are obtained. 
This proves the theorem for (Eiii). 
Proofs for the other cases are similar. 
The above theorem remains valid for the case p > 0 or p < 0 on [a, co), 
provided p f 0 on [a,, co) for every a, > a. 
A nonoscillatory solution y of (Ei) or (Ei,) is said to belong to class Aj if 
4’ or -y satisfies (5) and (6), 0 <j < [(n - 1)/2]. Similarly, a nonoscillatory 
solution y of (Eii) or (E,ii) is said to belong to class A,i if y or -J satisfies (7) 
and (8), 0 <j < [$2]. 
Using the classes Aj we can partition the set N of all nonoscillatory 
solutions of (E). In fact, Theorem I states that 
N=A,UA,V... VA+,,,, for (Ei) 
=A,UA,U... UAcn-rJ12 for (Eii) and (EiY) PI 
=A,UA,u s-. VA,,,? for @iii), 
and 
AjnA,=O, j # k. 
LEMMA 1. If u and z’ are nonoscillatory solutions of(E) such that u E Ai 
and v & Aj, i <j, then w  EE v + Cu E Aj and eventually sgn z: = sgn M~~OT clrj 
constant C. 
Proof. Let 
h(k) = 2k for (Ei) and (Ei,) 
=2k-1 for (Eii) and (Eiii). 
i 10) 
For proof we may assume that u > 0 and L’ > 0 on [b, 00) for some b > R. If 
C > 0, then w  > 0 on [b, co). If C < 0, then 
Lh(j)W=Lh(j)U + CL,(j)” > O 
on [c, co) for some c > b since L hi > 0 and L,,j>tt < 0 on [c, COO> by 
Theorem 1, and w  must be nonoscillatory. Hence, w  is nonoscillatory for any 
constant C, and w  E A, for some p due to (9). For h(i) + I < I< h(j) - 1, 
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L,v > 0, Ll+,v > 0, and L,+?v > 0 on [c, co); thus L,+,v > B > 0 on [c, co) 
for some constant B. Integrating 
from c to x E [c, a), we see that L,u(x) --f co as x -+ co because of (2). On 
the other hand, (L,u( is bounded on [b, co), according to (6) or (8) as the 
case may be. Hence L/w(x) + co as x -+ co, h(i) + 1 < I< h(j) - 1. This 
shows that w is eventually positive, i.e., sgn v = sgn W, and w E A, for some 
p >j. Now it only remains to prove that IV E A,, p <j + 1. If j = o, where 
0 = [(n - 1)/2] for (Ei) and (Ei,) 
= [n/2] for (Eii) and (Eiii), 
there is nothing more to prove. If j < w, then Theorem 1 states that 
LhCj)+2~(~)-+0 and L,,j,+zv(x)-+O as x--t co, i.e., L,,i)+2w(x)+0 as 
x+ co. Moreover, LhCI,+2w and Lh(j,+3 bv are eventually of constant sign 
because u’ is nonoscillatory, and the relation 
requires that d(L,( j) + z cv)/dx be eventually of constant sign. Therefore, it 
follows from the asymptotic behavior LhCj, +Z w(x) + 0 as .X --f co that 
on [cr , oo) for some sufficiently large cr. Consequently, MJ E A,, for some 
p <j+ 1. 
LEMMA 2. If u and L’ are nonoscillatory solutions of(E) such that u E A, 
and v E Aj, i <j, then. 
LkG) = o 
.E L,v(x) ’ 
k = 0, l,..., n. 
Proof. To prove that the limits in (11) exist, assume the contrary: 
for some m, 0 < m < n. Choose a constant C, such that a < C; ’ < ,& Then 
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L,Jv - C, U) has an infinity of zeros on [a, co). But this is impossibie 
because u - C, ZJ E Aj by Lemma 1, and L,(v - C, U) must be eventually of 
constant sign by Theorem 1. Hence, the limits in (11) exist. 
in view of Theorem 1 and (lo), we may assume that L,u > 0, q = 
0, I,..., /z(i), and L,v > 0, q = 0, l,..., h(j), on [c, 00) for some c > a. without 
loss of generality. Suppose that 
for some m, 0 < m < n. If 0 < m < h(j), then 
Lm4x) > K-‘ 
=m v(x) 
or knu(x) < -K-l 
Ltnv(x) ) 
x E [d, co): 
for some constants K > 0 and d > c. This means that L,(v -Ku) < 0 or 
L,n(v +Ku) < 0 on [d, a~), which is absurd: According to Lemma 1, 
v i Ku E Aj and it is eventually positive since LJ > 0 on [c. <xi), thus 
L,(v st Ku) > 0 on [c,, oo) for some ci by Theorem 1. This proves (11) fat 
k = 0, I,..., h(j). 
For h(j) + 1 < k < n, we have sgnL,u= sgn L,c on [c, a~) by 
Theorem 1. Hence, if h(j) + 1 < m < n, then 
La 4x> 
J%n 4x1 
>K,‘>O, x E [d,, CQ), 
for some K, and d, > c, i.e.? 
L,(v - K, u) 
L, 1’ 
<o 
on [d,. co). But this is again impossible because v -K, u E Aj and cven- 
tually sgn zi = sgn(v - K,u) by Lemma 1, and therefore eventually 
sgn L, u = sgn L,(v - K, u) due to Theorem 1. 
LEMMA 3. If the class A, of Eq. (E) contains two solutions v, and v2 @ 
which every nontrivial linear combination again belongs to A,, then A,- 
contaitis two eventually positive solutions y, and yz, each a lineal 
combination of v, and v2, such that 
.  Lk.l’l(X) =o 
.E L,y*(x) ' 
k = 0, l,..., n. (12) 
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Conversely, ify, , yz E A, such that 
. VI(X) =o 
kz3 -l+(x) ’ (13) 
then every nontrivial linear combination of y, and yt belongs to A, and (12) 
holds. 
ProoJ: Without loss of generality, we may assume that v2 > v, > 0 on 
[b, co) for some b >, a. Since vi - Kv, is nonoscillatory for any constant K, 
lh-,IvdW2(x)~ exists. If the limit is zero, put yj = vi, i = 1, 2. If the 
limit is equal to C # 0, then 
lim vI(x) - cv*(x) = 0. 
X’cc h(X) ’ 
in this case, put y, = vi - Cv, or y, = -(v, - Cv,) according as v, - Cvz is 
eventually positive or negative, and yZ = v2. Then y, and y, defined in this 
way are eventually positive, belong to A,, and lim,,,{ y,(x)/y,(x)} = 0. 
Furthermore, YK E y2 - Ky, belongs to A, and is eventually positive for any 
constant K. Therefore, Li Y,, i= 0, l,..., n, are of constant sign on [c, co) for 
some c > a by Theorem 1, implying that the limits lim,+,{Liy,(x)/Li yz(x)}, 
i = 0, l,..., n, exist. Suppose that 
L,Y,(X) +. 
EL L,y,(x) (14) 
for some m, 0 < m < n. Then 
L,Y,(X) 
L, y2(x) > M-‘, x E [4 ~1, 
for some constant M > 0 and d > a, i.e., 
L Ykf(x) < 0 
LY&) ’ 
XE [d, oo), 
where Y, = y, -My,. But this cannot happen because Y, and yZ eventually 
have the same sign and, therefore, L, Y, and L, y, eventually have the same 
sign. Hence (14) cannot hold for any m, 0 Q m ,< n; this proves (12). 
Conversely, if (13) holds, every nontrivial linear combination of yi and y, 
is nonoscillatory and it belongs to Aj for some j < 1 by Lemma 1. Suppose 
that Y= C, y, + C, y, E Aj for some j < I and some nonzero constants C, 
and C,. Then 
lim Y(x) --Cc, lim - 
Xdaz Y*(X) 
Yl(X> + c 7, 
x-+cJz Yd-e - 
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where the left-hand side is zero by Lemma 2, while the right-hand side is 
C, # 0 by (13). This contradiction proves that every nontrivial linear 
combination of y1 and y, belongs to A,. Assuming without loss of generality 
that y, and yz are eventually positive and following the earlier proof of (12), 
we can easily show that (13) implies (12). 
Johnson [ 101 proved that (E,,,) has a solution w  such that (-1)’ L,BV ? 0: 
i = 0, l,..., n - 1, on [b, co) for some b > a, i.e., A, is nonempty for (Eiii). 
We shall establish that this result is valid for a much more general class of 
equations of the form 
Lurp,(x)L.u +pn-lL,-,u + ‘a- +p&)L,u=O, 
where P,, , P, ,..., P,, are continuous and pn > 0 on [a, co}. 
(15) 
THEOREM 2 (cf. [9]). 1f (-l)“-l-kpk > 0, k= 0, 1: . . . . n - 1, o/r ]a, co), 
Eq. (15) has a solution w  such that (-l)‘L,iv >O, k=O, l,..., IZ - 1, on 
[a, m). 
Proof. Putting TV/ = (-l)‘-’ Lip, w, i = 1, 2 ,..., n, we obtain 
vj = -ui+ 1/ri(x), i = I, 2...., n - I, 
and (16) 
from (15). The relations in (16) may be regarded as a system of first-order 
differential equations in v = (v, , v2 ,..., v,); in short, (16) may be written as 
v’ = -P(x) v, i (17) 
where the n x rr matrix P(x) > 0, i.e., every entry in P(x) is nonnegative on 
\a, co). Since the system (17) has a nontrivial solution u such that 2) > 0 and 
U’ < 0 on [a, 00) [9], the theorem is proved. 
Similarly, using the well-known result that 
24’ = R(X)& (18) 
where the 17 x n matrix R(X) > 0, x E [a, co), has a nontrivial solution 11 
such that u > 0 on [a, co) [ 13, 191, we can prove the following statement. 
THEOREM 3. If pk < 0, k= 0, l,..., n - 1, on [a, co), Eq. (15) has a 
solution w  such that Li w  > 0, i = 0, l,..., n - 1, on [a, 00). 
In the case of Eq. (E), the inequalities (-l)‘L,.w > 0 in Theorem 2 may 
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be replaced by strict inequalities (-l)i Liw > 0, by virtue of Theorem 1. 
From Theorems 2 and 3 for which the parity condition (P) is not required, 
we thus obtain 
COROLLARY 1. The class A, is nonempty for (Eii) and (EiJ, and A,,,,zI 
is nonempty for (Eiii) and (Ei,). 
3. DISFOCALITY AND NONOSCILLATORY SOLUTIONS 
In a recent paper, Elias [8] proved that (E) is k - (n - k) disfocal on 
(a, p) if and only if (E) has a solution J such that 
LiY > O> i = 0, 1 ,..., k, 
(q--k Li y > 0, i = k + l,..., n, 
on (u,/3). An examination of this result revealed that it admits the following 
generalization, which plays an important role in obtaining our main 
theorems. 
THEOREM 4. Assume that Eq. (E) is (j,,,j, ,..., j,- ,) - (j, ,..., jn-l) 
disfocal on an interval [b, c) for some b > a. Define ut = u,(x, s), I = 1, 2,..., n, 
b < s < c, to be the solution of (E) sati&ing the n - 1 boundary conditions 
obtained from 
Lj, u(b) = Lj, u(b) = . . . = Lj,_,u(b) = 0 = Lj,u(s) = ... = Lj,-,u(s), (19) 
when the condition on Lj,_lZl is deleted, and normalized by 
Lj,_, u/(b, S> = (Lj,-, U/)x=b = 1 if I< k, 
Lj,_lu/(s, s, = tLjlmlul),=, = (-1)1-k-’ if I > k. 
(20) 
Then the ut, 1= 1, 2 ,..., n, has the following properties: 
Liu,>O or Li”, < O? i = 0, 1 ,..., n - 1, 
LjiUl ’ Lji+ 1 u/ > ‘7 i = 0, I,..., k - 1, 
Ljiul . Lji+ 1 u/ < O, i = k,..., n - 1, 
on (6, s) for every s, b < s < c. 
(21) 
Conversely, tf there exists a solution y satis&dng the inequalities in (2 1) on 
(b, c), then Eq. (E) is (j,, ,..., j,- ,) - (j, ,..., j, _ ,) disfocal on (b, c). 
Proof Since (E) is (j, ,j, ,..., j,- 1) - (j, ,..., j,_ ,) disfocal on [b, s], the 
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u,, I= 1, 2 )...) n, are uniquely determined by (19) and (20). Indeed, we may 
express uI in terms of a fundamental system yi, jiZ,...,yn of solutions of (Ej 
in the following way. Let IV&, s) be the FZ x n determinant obtained from 
the array 
Lj,-, Yl(ls) Lj,-, YZCs> ' * ‘ Lj,,_l Ynis? 
after deleting the row containing the differential operator L,i,_i + i.e., the 
(1 + 1)th row. Then 
U/(X, s) = W,(h; s> Lj,-, Wh 4 
= (q-k- I Wlb s> 
Lj,-i w!(s, s> 
if 1 <k, 
if I > k, 
(22) 
where Lj,_, W,(b, s) # 0 if I< k and Ljrm, Wr(s, sf # 0 if I > k because (E) is 
kv.& Y-J- 1) - (j/o..., n-i j ) disfocal on [b, s]. Hence, W,(x, s) f 0 on the x- 
interval [b, s], b < s < c, and we deduce from (22) that Ljul(x, s) is a 
continuous function of x and s, j = 0, l,...) n - 1, 1= 1,2 ,... i n. 
To prove that Lju,: j= 0, l,..., n - 1. cannot vanish on (b, s), assume the 
contrary: Lmu, has zeros on (b, s) for some nt, 0 < m < n - I. Since every 
one of the quasi-derivatives Ljour,..., LjlyzuI, Ljpl,..., LJnmIuI has a zero at 
x = b or x = s by (19), a repeated application of Rolie’s theorem indicates 
that LIIm,zll has zeros x = t,, & E (b, s), m = 1,2 . . . . jj v. Note in this case that 
Lj,_, u,(x, s) cannot be of constant sign on the x-interval (b, s), b < s < c. If 
Ll,_,u,(.u, s) > 0 or GO, x E (b, s), with the help of the boundary conditio,ns 
satisfied by z+, we may successively prove that Lj,_i~ir.n.r Lou,, L,,u~.-* 
L. 1Jm,+ L U/ are of constant sign on (b3 s). But this is a contradiction because 
L. ,lml+l uI cannot be of constant sign if Ljl_,ul(x, s) > 0 or GO, x E (b, s). 
Evidently, the zeros <, of Lj,_,u,(x, s) depend continuously on s. As s 
approaches b in a continuous manner, none of the zeros <,,, can disappear 
from the interval (b, s) by crossing the boundary point bjs] if /< k [l > ki 
since (E) is (j,,..., j,-,) - (jk,...,jnml) disfocal on [b, s]. Similarly, the 2ems 
cannot cross the other boundary point s[b] if I < k [I > k], in violation of the 
parity condition. Some of the zeros 5, may coalesce into even-order zeros of 
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Ljl-,u, and disappear from (b, s) without crossing the boundary point b or s; 
however, all of the zeros cannot disappear from (b, s) in this manner since 
Ljl-,nl(X, s) cannot have constant sign for all x E (b, s). Consequently, at 
least one odd-order zero of Lj,-,U, remains in (b, s) until s coincides with b. 
Hence, there exists a sequence of solutions ur(x, si), i = 1,2,..., with si -+ b as 
i -+ 00, such that Lj,-, u,(&, si) = 0 for some C E (b, si). When the sequence 
u/(x, si), i = 1, 2 ,..., is normalized so as to guarantee a nontrivial limit 
U,(x) = limi,oo 2+(x, si) (e.g., Cfr + . ’ * + cfn = 1, 2.$(x, SJ = ci, y, + * *. + 
Gl Yn 9 where y, ,..., y,, are a fundamental system of (E)), then U, is a 
nontrivial solution of W satisfying Ljo U,(b) = Lj, U,(b) = . . . = 
Lj,-, U,(b) = 0, which is absurd. Therefore, Lju, cannot have a zero on (b, s), 
j = 0, I)...) n - 1. 
The sign changes in the quasi-derivatives L,u,, L, u!,..., L,-, u[ can be 
determined from the boundary conditions (19) imposed on uI. If 
Ljul(b, s) = 0 for some j, then Lju,(b + E, s) . Lj+, u,(b + E, s) > 0 for a 
sufficiently small E > 0. On the other hand, if LIuI(s, s) = 0 for some i, then 
L,ul(s - E, s) . Li+r ur(s - E, s) < 0 for a sufficiently small e > 0. Since Ljul, 
j = 0, I,..., n - 1, have constant signs on (6, s), the above relations between 
signs of the consecutive quasi-derivatives must hold throughout the interval 
(b, s), that is, 
Lji u[(xY s> ’ Lji+ 1 ul(x, s> > O, i = 0, I,..., k - 1, 
Ljiu/(xP s, * Lji+ 1 ul(xY s, < O7 i = k,..., n - 1, 
(23) 
x E (b, s), provided i # I - 1. (Recall the boundary condition (20) imposed 
on Ljr-I u!*) 
Next we shall show that (23) holds even for i = I - 1: 
L’ < k 
1 > k. 
(24) 
For this purpose, we consider the number of sign changes in the following 
sequence of quasi-derivatives 
Ljl-,+*u[¶ Ljl-,+*u[,..*,L,U/, LOU/, L*Ur,..., Lj,_,Ur. 
Since L,,u, = -pu, and u, . Lou, > 0, we have 
L,u,-L,u,>O if p < 0, 
LnU/ *L,u, < 0 if p>O. 
When l< k, there are n - k or n - k + 1 sign changes in (25) according to 
whether p ( 0 or p > 0, by virtue of (23) and (26). But n - k is even ifp < 0 
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and is odd if p > 0 by the parity condition (P). Hence, there is an even 
number of sign changes in (25), i.e., Ljl-l~l. Lj ,-,+, uI > 0, provided 1 <k. 
On the other hand, if I > k, there are n - k - 1 or n - k sign changes in (25) 
according to whether p < 0 or p > 0. Again from the parity consideration, we 
conclude that the number of sign changes in (25) is odd. This implies that 
Lil-lul * Ljr-l+ I uI ( 0 if I > k, and completes the proof of (24). 
Turning now to the proof of the converse, assume to the contrary that 
there exists a solution g of (E) such that, for some a, ,8, b < CL < /I < cI 
Lji g(a) = Ov i = 0, l,..., k - I, 
F9 
Lji gCg) = O* i = k,..., n - 1. 
We may assume that y > 0 on [a, ,8] and g > 0 on some subinterval of [a, p] 
(take -y and/or -g, if necessary). Define w, =y -pg, where p is a 
nonnegative number, and let 
A = {p 1 Liw, > 0 or Ljw, < 0 on [a, p]: i = 0, l,..., n - 11. 
Evidently, li is nonempty because L,y > 0 or Liy < 0 on [a,/?], i = 0, I,..., 
rz - 1, i.e., 0 E A. Moreover, n is bounded above since y > 0 on [a, pj and 
g > 0 on some subinterval of [a, p]. Let L = sup d, then for some 1, 0 < 1< 
n - 1, L,w, has a zero on [a, p]. If this were not the case, there would be an 
E > 0 such that J. + E E A, contrary to the choice of /2. Now the proof will be 
complete if we can show that Liwn cannot vanish on [a, ,8], i = 0, l,..., n - 1, 
In view of (21), (27), and the choice of d, 
Liw,,>O or LiW*<Oon [&P]s i = 0, l,..., n - 1, 
L.jiW,l ’ Lji+, IV.* 2 0, LjiK'.l(a) = LjjY(aj, i = 0, l,..., k - 1, 
Lji w.$ . Lji+ 1 wA < O, LjiwA(p) = LjiY@)? i = k,,.., n - 1. 
Hence, for i = 0, l,..., k - 1, LjiwJ, is either a positive, increasing function 
with Lj,w,(u) > 0, or else it is a negative, decreasing function with 
Lji W*(O1) < 0. In either case, LjiwA cannot vanish on [a, fi], i = 0, 1, . . . . k - I. 
For i = k,..., n - 1, Lji We is either a positive, decreasing function with 
Lj,y@) > 0, or else it is a negative, increasing function with Lliy(j3) < 0. 
Again, in either case Ljiw, cannot vanish on [a, p], i = k,..., n. 
From the above results which are valid on a finite interval, we can easily 
deduce analogous results valid on an infinite interval fb, co) b > a, on which 
Eq. (E) is to be studied. 
COROLLARY 2. I f  Eq. (E) is (j, ,..., j,- ,) - (j, ,‘.., j,- I) disfacal on 
[b, m)for some b > a, there exist solutions vi3 I= 1,2,..., n, such that 
LjiUl(b) = 0, i = 0, l,..., k -- 1, 
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where L j,_, v,(b) = 0 is deleted if1 ,< k, 
Liv, > 0 or LiV[ < 0, i = 0, I,..., n - 1, 
Lji v* * Lji+I Vi > 03 i = 0, l,..., k - 1, (3) 
Ljiv[ * Lji+ 1 Vi < O, i = k,..., n - 1, 
on the interval (b, co). 
Conversely, if there exists a solution y satisfying the inequalities in (28) on 
(b, co); then (E) is (j, ,..., j,-,) - (j, ,..., j,_ ,) d&focal on (b, a~). 
ProoJ: Let {sm} be a sequence of real numbers such that s, > b and 
s, --) co as m + co, and let u,(x, s,,J be the solution of (E) satisfying (19) and 
(20) with s replaced by s,. For a fixed 1, the sequence (U/(X, s,)} of 
solutions may be so normalized as to guarantee a nontrivial limit as tn -+ co: 
Suppose 
u[(x3 stiz) = i: Plmi Yi(su>3 I = 1, 2 ,..., n; m = 1, 2 ,..., 
i=l 
where y, , y2 ,..., yn are a fundamental set of solutions of (E). Define 
and (29) 
I = 1, 2,..., n (taking subsequences if necessary). 
For any fixed 1, 1 < I< n, Lj vl > 0 or Ljv, < 0 on (b, co), j = 0, l,..., n - 1, 
since Ljul(x, s,), j = 0, l,..., n - 1, do not vanish on (b, s,J by Theorem 4 
and s,+ co as m-t 00. Hence, Ljv, is monotone on [b, co); thus, 
Ljv,(<) = 0 for some <E (b, co) implies that Ljv,(x) = 0 for all x > < or for 
all .x, b < x< e. But Ljvl cannot vanish identically on any subinterval of 
[b, a~) because vl is a nontrivial solution of (E). Therefore, Ljvl cannot have 
a zero on (b, co), i.e., L,v, > 0 or Ljvl < 0 on (b, oo), j= 0, l,..., n - 1. It is 
obvious that the limit function Ljvl has the same sign as Ljul(x, sm) on 
(b, s,); consequently, (28) follows from (21). 
Proof of the converse is similar to the corresponding part of the proof of 
Theorem 4. 
Suppose that y is a nonoscillatory solution of (E). Theorem 1 states that if 
there is a sign change between two consecutive quasi-derivatives, say, L,g . 
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L n,f 1 2’ < 0, then there must be a sign change between any two consecutive 
quasi-derivatives of order higher than m, i.e., L, y . Li, 1 y < 0, i= m, 
M + l,.... n - 1. This means that Corollary 2 would violate Theorem 1 unless 
jkSi = j, + i, i = 1,2,..., n - 1 - k. Since the condition j,,; = j, + i, 
i = I, 2,..., n - k - 1, holds if and only if ji = i, i = 0, 1, . . . . n - 1, we obtain 
the following statement. 
THEOREM 5. If Eq. (E) is (j, ,..., j,-,) - (j, ..,., j+,) d&focal on jb, co) 
for some b > a, then ji = i, i = 0, l,..., rz - 1. 
This theorem implies that in so far as (jO,...,jkel) - (j,,...,jndlj 
disfocality of (E) on an infinite interval [b, co), b > a, is concerned, we only 
need to consider k - (n - k) disfocality. Hence, Carollary 2 is vacuous 
except for the cases covered in the following theorems. 
THEOREM 6. If Eq. (E) is k - (n - k) disfocai on (b, oo).for some b > a, 
the solution vi, I = 1, 2 ,...) n, defined in (29) has the following properties: 
L+,(b) = 0, i = 0: I,.,., k - 1, 
where L [-, v,(b) = 0 is deleted when I< k, 
LjC, > 0, i = 0, l,..., k - 1, 
(-1)i-k L,v, > 0, i = k...., n - 1, 
(30) 
on (b, CD). 
Conversely, if (E) has a solution J! satisfying the inequalities in (30) on 
(b, co), it is k - (n - k) disfocal on (b, 00). 
It was recently proved that nonoscillation of (E) implies eventual discon- 
jugacy of (E) [6]. I n view of this result, one might ask: Does nonoscillation 
of (E) imply its eventual disfocality? The answer is, of course? no; indeed, 
Theorem 5 states that (E) cannot be eventually (jO,...J_,) - (j,....,j,,_,> 
disfocal on [a, co) unlessji = i, i = OF l,..., n - 1. However, we shall prove in 
Corollary 3 that (E) is nonoscillatory on [a, co) if and only if it is eventually 
k - (n - k) disfocal on [a, co), for all values of k consistent with the parity 
condition (P). 
It easily follows from Theorem 6 that (E) is eventually k - (n - k-j 
disfocal on [a, co) if and only if the class At,,,1 is nonempty. However, a 
word of caution is in order for this statement. Due to the underlying parity 
condition, the k in ALklZ1 must be odd for (EJ and (Ei,) a,nd even for ‘(Pii) 
and (Eiii), and 1 <k < n - 1. 
We now take up the problem of determining the number of solutions in 
A ,k:2,. Obviously, the term “number” would have to be made more precise. 
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A moment of reflection shows that determining the (maximum) number, 
q(AIk,21>, of solutions in AIklz,, of which every nontrivial linear combination 
again belongs to A tk,2l, is of fundamental importance. It is easily seen that 
some linear combination of two linearly independent solutions in A,,,,, may 
be oscillatory, or may belong to Aj, for some j < [k/2]. Our goal is to prove 
that q&,,,J = 0 or 2 (Theorem 8). In view of what was said in the 
preceding paragraph, all we need to prove is that q(A,k,Zl) = 2 if (E) is even- 
tually k - (n - k) disfocal on [a, co). By means of solutions vk and vk+, as 
defined in (29), we shall first show that q(A,,,,,) > 2 if (E) is eventually 
k - (n - k) disfocal. This step involves examination of properties of the 
solution Y(x) E Cl vk(x) + C, vk+ ,(-XT). By (29), we have Y(x) = 
lim, oc, Y,(x), where Y,Jx) = C, v,(x, s,,J + CZvL+ ,(x, sm). As it turns out, 
the desired conclusions can be obtained from studying certain properties of 
Y The 
,“;,Y,(s,)= 
solution Y, satisfies L,Y,(b)= .a. =Lke2Y,,(b)= 
L . . . = L,I-,(s,) = 0, and we shall prove that if Lk-, Y,(a) = 
L, Y,(J) = 0 for some a,p E [b, sm], then a > p, provided (E) is eventually 
k - (n - k) disfocal on [a, co). In the following lemma, we shall establish 
the above assertion in a more general setting. 
LEMMA 4. Assume that (E) is (j, ,..., j,_,) - (j, ,..., j,_,) d&focal on 
[b, c), b > a. Let y be a nontrivial solution of (E) satisfying the n - 2 
boundar)? conditions obtained from 
L/J’(b) = . . . = Lj,-,y(b) = 0 = Lj,y(s) = ... = Lj,-,~fs), b<s<c, 
by deleting Lj,lfb) = 0 for some i, 0 < i < k - 1, and Lj,y(s) = 0 for some I, 
k,<l<n- 1. 
(A) IfLji y(a) = Lj, J@) = Ofor some a, /3 E [b, s], then a > p. 
IJ; in particular, J, = V, v = 0, l,,.., n - 1, i = k - 1, and I = k, then 
(B,) the quasi-derivatives L, y ,... 3 L,- , y, L, + , y ,..., L,- , y can have 
at most one zero and L, y at most two zeros on (b, s), counting multiplicities, 
(B,) L,-,y(a)=L,y(jl)=O~~rsomea,~E[b,s] impliesu>P,and 
(B,) Y > 0 on (b, s) impZies 
Lk+, y < 0, Lk,,Y > 0 ,...) (-l)n-k-’ L,-, y > 0, 
on [b, s). 
Proo$ When s is sufficiently close to b, Ljiy and Lj,y’cannot both have 
zeros on [b, s); for otherwise we can construct a nontrivial solution Y with 
L, Y(b) = L, Y(b) = . . . = L, _ L Y(b) = 0, which is absurd. Hence the 
assertion is trivial in this case. 
Define H = {t 1 every nontrivial solution of (E) satisfying the n - 2 
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boundary conditions with s < t has property (A)}, and let d = sup H. For the 
proof of (A) it suffices to show that d > c. Assume to the contrary that 
d < c, and choose a sequence of real numbers {r,R}, d < rn8, such that r,, -+ d 
as m 4 co. Since t, & H, there exists a nontrivial solution W, of (E) such 
that, for some CJ,, d < CT,,, -C T,,, , 
LjolV,(b) = . .I = Ljkm, )V,(b) = 0 = LjkIVng(Om) = “. = Ljn_! lt’m(Bm): 
with conditions Lj,w,(b) = Lj,wm(am) = 0 deleted, but 
L~pm(ff,) = Ljp~,@,n) = 0. 
for some u, andp,, b<a,,, <&,<o,,,. Normalize the sequence {w,~] so as 
to guarantee a nontrivial (subsequential) limit W. The limit w is a solution of 
(E) satisfying 
Ljo w(b) = - *. = Ljk_, w(b) = 0 = Ljkw(d) = . . L = L,;e-I w(d), (311 
where Lji I = Lj, w(d) = 0 are deleted, and 
L,w(a) = Lj,“(p) = 0 
for some CI and,& b<u<fl<d. 
(32) 
Evidently, it is not possible to have b = a and d =B because (E) is 
(/,?...,j,-,) - (jkY...,j,_,) d&focal on [b, d]. Neither is it possible to have 
b = CI = ,8 or ix = ,8 = d, in violation of the parity condition (I?)~ Therefore, 
either b<a<d or b</?<d. But, if b<u<d [b<,B<dj, then af-d 
jb f o] by Theorem 4. Thus, we only need to consider two possibilities: (Ij 
b<u</?<dand(II)b<a:=p<d. 
In case (I) we assert that CX[P] cannot be an odd-order zero of LjiwjLjlw/. 
Consider a solution 
p(x) = F@; p, dj, 
where @(<u; /?, d) is the determinant formed from the array 
Yl(X) yz(x) ‘a. Y,z~X~ 
Lj,Y,(b) Lj,Yz(b’J ..- Ljoy,(b) 
(331 
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after deleting the line involving the differential operator Lji and replacing d 
by ,8 in the line containing Ljl. Here, y, , yZ ,..., y, are a fundamental system of 
(E). By virtue of Theorem 4, Lji v(b) # 0 and therefore m(x) f 0. This 
implies that w(x) = Km(x;,8, d) for some constant K and that Lj,,W, v = 
0, I,..., n - 1, are continuous functions of x, /I, and d. If (Y were an odd-order 
zero of Ljiw, i.e., L,w(a - a) . L,w(a + a) ( 0 for sufficiently small e > 0, 
then we could choose an E, > 0 and u, such that the solution 
wl(x) = I?+; /3, d - E,), b<u, <P<d--E,, (34) 
satisfies (3 1) and (32) with d and 111 replaced by d - E, and a,, respectively. 
But this contradicts the choice of d and proves that a cannot be an odd-order 
zero of Ljiw. In a similar manner, we may prove that ,8 cannot be an odd- 
order zero of Ljrw. Hence, Ljiw(a) = Lji+, w(a) = Lj,w@) = Lj,+ 1 I@) = 0; 
but this contradicts a lemma of Elias [5, Lemma I] which states: Let 1’ be a 
solution of (E), and let a =x, <x1 < s-0 < x, = b be the zeros of the quasi- 
derivatives of y. If n(x,) is the multiplicity of the zero xi, let 
I = {i 1 xi = a or xi = b or n(x,) is even}. 
J={jja<xj<bandn(xj)isodd}. 
Then N(y) = xi,, n(x,) + CjCJ[n(xj) - l] < n. In the case of our solution MI, 
we have N(w) = n + 2 violating the above result. Therefore, (I) b < a < ,Ll < d 
cannot hold and (A) is proved. 
In view of (A), (B,) will be proved if we can show that w #/I under the 
additional condition that J, = V, v = 0, l,..., n - 1, i = k- 1, and I = k. 
Suppose that (II) holds. Then we may assume that (r is a zero of Lk-, IV of 
order at most 3 and L k- I~’ has no other zeros on [b, d]; for otherwise a 
repeated application of Rolle’s theorem to Lk-, w would indicate that w 
satisfies (Q-using the identity Lnti w = Liw, if necessary. Hence, either 
(a) L,_, w(a) = L,w(a) = 0, Lkfl w(a) f 0, 
or 
(b) Lk-l~(a)=Lk~~(a)=Lk+l~(a)=O, L,+,w(a)#O. 
If (a) holds, the double zero a =p of L,-, w must separate into two simple 
zeros of L,-, w, as d in @(x; p, d) defined in (33) approaches b, with /3 kept 
fixed. Evidently, there is a zero of L,w between the two simple zeros of 
L k-l w, and we are again led to a nontrivial solution of the form (34). 
contrary to the choice of d. 
If (b) holds, it is again easily seen with the help of Rolle’s theorem that w 
has exactly one zero, say, y on (b, d). Assume that w > 0 on (b, y) and w < 0 
on (y, d). If n - k is odd [even], then p > 0 [p < 0] by the parity condition, 
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and L,w=-pw<O [>O] on (b,y) and L,w>O [<O] on (~,d), If 
k=n- 1, then L,_2w(a)=Ln-,~~(a)=L,~~(~)=0 by (bj, p>O since 
n-k = 1, and w(a) = -p-‘(a) L,,w(a) = 0. Recalling that I+ has exactly 
one zero on (b, d), we conclude u = y. Thus, L,w = --pw < 0 on (6,~). 
L,w > 0 on (y, dj and L,w(y)=O, that is, L,-,w > 0 on (6,g)V (r, dj. 
Now it follows from L,-,w(y) = 0 that LnAzw < 0 on [b, IT), which in view 
of Low(b)= .*. = L,-, w(b) = 0 implies that 1%’ ( 0 on (b, v). But this 
contradicts our assumption that IV > 0 on (6, JJ) If k # n - I9 then 
L ,-,w(dj = 0 and either L,-, w < 0 [>O] on (b, n): or else there exists 
c n-lE(b,dj such that L,-,w>O [CO] on (b.~,,-~) andL,,-,w<O [>O] 
on (c,-, , a”,. The first alternative cannot hold, for if it were true we can 
deduce successively from Lk+ 1 n?(d) = . . . = L, _, n!(d) = 0 and 
that (-ly L,,-jw > 0 [<O] on [b, d),j= 2, 3 ,..., n - k - I. In particular, for 
j=n-k-l,wehaveL,+, 1%’ > 0 on [b, dj, contrary to L, + I w(a) = 0. If the 
second alternative holds, we may prove in a similar successive manner that 
there exists cnPj E (b, d) such that (--ly’L+jn~ < 0 [>O] on (b. c,-~) and 
(-l,i L ,-j~~>O [<O] on (~,-~,d),j=2,3 ,..., U-k-l.Forj=n-k-i. 
we thus have L k+,~~‘<O on (b,cx) and L,+,w(u)>O on (a,d) because 
CI = cki 1 in this case. Therefore, (b) implies that L,w > 0 on [b, a] and L,cc 
has no zeros other than c( on [b, d], from which we conclude that L,_ 1 n* < 0 
on [b, u), L,_, w(aj = 0, and L,-,w > 0 on (a, dj. The conditions 
L,w(b)= .*. = L,-zw(b) = 0 and the inequality L,_, tt’ < 0 on [b. uj again 
yield the inequality 1%’ < 0 on (b, w], contradicting our assumption that \tl > 0 
on (6,)~). Consequently, (b) cannot hold and therefore (II) cannot hold. This 
completes the proof of (B?). Now (B,) easily follows from (B,). From the 
relation 
L v(s) = 0, r;‘p > 0 [vi ‘JJ < O]. and y > 0 on (b, s), we conclude that n--l. 
L +,.Y > 0 IL,-,y < 0] on [b,s). Similarly, from (35) with M’ and d 
replaced by J and s, respectively, and LZPjy(s) = 0,j = 2, 3,..., n - k - 1, we 
successively obtain (-l)‘L,,-jy < 0 [> O] on (b, s), j = 2, 3,..., n - k -- 1. 
When the parity condition is taken into account, we get on ]b, s), 
&+,.Y < 0,Lkf2J > 0 )..., (-1)+--l L,-,4’> 0, 
proving (B) j. 
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This lemma generalizes an earlier result of the author 115 J and will be 
instrumental in proving that the class At,,?] contains at least two solutions of 
which every nontrivial linear combination again belongs to A,klZl, provided 
(E) is eventually k - (n - k) disfocal on [Q, co). 
Assuming that (E) is eventually k - (n - k) disfocal on [a, co), take the 
two solutions u&) and ~~+r (x) defined in (29). The solutions vk and vk+ 1 
both belong to Afk,Zl, but they may or may not be linearly independent. If 
they are linearly independent, we assert that every nontrivial linear 
combination of uk and vk+, belong to Afk,21. Since 
B, C constant, 
and W, = Bv,(x, s,) + CU~+,(X, s,), m = 1, 2,..., satisfy (B,) of Lemma 4 on 
(b, So), MI is nonoscillatory. Hence, w  belongs to a class Aj for somej. But w  
cannot belong to Aj, j > [k/2], due to Lemma 1. Therefore, it suffices to 
prove that w  cannot belong to Aj, j < [k/2], for any constants B and C, not 
both zero. Assume to the contrary that w  E Aj, j < [k/2]. If w  > 0 on [c, 0~)) 
for some c > b (take -w if necessary), then Lk-2~~ > 0, Lk-] w < 0, and 
L, w > 0 on [c, co) by Theorem 1. Since L, W, -+ I., w  as m -+ co, v = 0, I,..., 
n - 1, uniformly on any finite subinterval of [b, co), we have L,-? w, > 0, 
L k-l wI < 0, and Lkwl > 0 on some subinterval I, of (b, s,) fl [c, co) for 
sufficiently 1arge.i. Moreover, it follows from (20) and (29) that Lk-, w,(b) = 
EL k-, vk(b, sr) # 0. But LkdI w,(b) cannot be positive, for L,- 1 w,(b) > 0 and 
the inequalities Lk-, W[ < 0 and L,w, > 0 on I, together would imply that 
L k-l W[(CI) = L, w&j?) = 0 for some a, p E (b, sJ, u < fi, contrary to (BJ of 
Lemma 4. On the other hand, if Lkel w,(b) < 0, we may deduce from 
Lk-2Wl(b)=BLk_*v,(b,s,)fCL,-,v,+,(b,s,)=0, L,-,tv,>O, and 
L k-, tv[ ( 0 on I,, that Lkdl “I, has at least two zeros on (6, sJ, contrary to 
(B,) of Lemma 4. Hence, w  cannot belong to A,, j < [k/2]; thus, w  E Alklzj, 
proving our assertion. 
If ok(x) and ZJ~+~(X) are linearly dependent, let 
where V&Z, s,), i = k, k + 1, are defined in (29). Evidently, the sequence 
{ g,l of solutions has a converging subsequence (g,,}, which we again 
denote by ( g,,,} to simplify notation. Let 
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If g,(xj = Cr=, amiyi(~), where 
Ykmi - Yk+ I,mi 
Gi= [G~=‘=1(ykmi-~~k+I.mij?j113 ’ 
m = 1, 2 ,...) i = 1, 2 ,..., n, then from Theorem 6 and the assumption that L’, 
and uk+, are linearly dependent, we obtain 
(cf. [ 15]), which means that g and tlk+ r are “orthogonal.” Therefore g and 
L’~+, are a fortiori linearly independent. 
We assert that g E AlkiIl. Since g, is subject to (,B,) of Lemma 4 on 
(b: s,J, we conclude from (37) that g is nonoscillatory on [tr, co). Suppose 
that g E A, for some u, 17 > (k/2]. According to Theorem 1, Lj g > 0 ot 
Lig < 0, i= 0, l,..., k + 2, on [c, co) for some c > b. In view of (29), (35), 
and (37), we have Li g = lim,,, Li g,, i = 0, I,..., IZ - 1, uniformly on any 
finite subinterval of [b, 03); hence, given a finite subinterval I, of [c, ~3 ), 
there exists a number N such that m > N implies 
Ljg*>oV i = 0, I,..., k c 2, 
or 
L,g, co, i = 0, I,..., k + 2, 
on 1,n (b, sm). Furthermore, we have 
(35) 
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&I Rm(b) = L, g,(b) = .-- = L,+2 g,(b) = 0, L,-: g,(b) > 0, (@j 
L k+lg,(s,)=~..=L,-,g,(s,~)=O, L, &A%l) < O? (41) 
from (19), W), CD), and (36). Therefore, g, can have at most one zero on 
(b, s,J by (B,) of Lemma 4, and g, > 0 on (b? b + E) for some E > 0. If g, 
does not vanish on (b, .s,J, then g,, > 0 on (6, s,), and Li g,, i = k + I,..., n, 
cannot vanish on (b, sm). Signs of these nonvanishing quasi-derivatives can 
be easiiy determined from (E) and (41): 
L,,,g, < O,Lk+lgm > o,.... (--ly-‘L,,gm < 0 (42) 
on (b, sm>. But the first two inequalities in (42) conflict with (3&j and (39). 
Thus, g, must have exactly one zero (counting multiplicityj at some point 
i E (6, s,). Since g, > 0 on (b, b + E), we see that g, < 0 on (i, s,). In this 
case, we obtain 
Lk& < o,Lk+lgm > o,..., (-l)“+’ L,g, > 0 (,a) 
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on (q, s,) for some q <s,. If I, A (q, s,J # 0, (43) conflicts with (38) and 
(39). Hence, I, n (r, s,) = 0. If (38) holds, then L, g, > 0 and LR+ L g, > 0 
on JZ; on the other hand, L, g, < 0 and Lkt L g, > 0 on (Q s,,,). These four 
inequalities imply that Lk+, g,,, has at least two zeros on (b, s,,J, contrary to 
(B,) of Lemma 4. If (39) holds, we take Lk+, g, < 0 and Lk+2 g, < 0 from 
(39) and Lkel g, > 0 and L,,,g, < 0 from (43) and similarly conclude that 
L k+2gm has at least two zeros on (b, sJ, But this again contradicts 
Lemma 4 and proves that g G A,, v > [k/2], i.e., g E A, for some v < [k/2]. 
Next suppose that g E A, for some v < [k/2]. From Theorem 1, we have 
Lk--2 g > 0, L,-,g<o, L,g>“, 
or 
Lk-2 g < 0, L,+, g 1 0, L,g<“, 
on [c’, co) for some c’ > b, according as g > 0 or g < 0 on [c’, co j. For any 
finite subinterval I’ of [c’, co), there exists a number N’ such that m > N’ 
implies 
or 
L,-2 g, > 0, Lk-,gm co, L,g,>O, (44) 
J&-2&<% L,-,g,>o, L,g,<O, (45) 
on 1’ f7 (b, s,). Due to (B,) of Lemma 4, L,- 1 g, can have at most one zero 
on (b, s,,). If Lk-l g, does not vanish on (b, sJ, then Li g,, i = 0, l,..., k - 2, 
cannot vanish on (b, s,) because of (40), i.e., 
Lig,>“> i = 0, l,..., k - 1, (46) 
on (b, s,,J since L,-, g,(b) > 0. Evidently, neither (44) nor (45) are 
compatible with (46). Therefore, L,-, g, must have a zero at some point 
CE (b, sm). In this case L,- r g, > 0 on [b, 5) and the inequalities in (46) 
hold on (b, 0, which contradicts Lemma 4 as we shall see: If (44) holds, it 
follows from L,-, g, < 0, L,g, > 0 on I’ n (6, sm) and Lk-, g,(b) > 0 that 
L,-, g,(a) = L, g,@) = 0 for some a, /3 E (6, s,,J, GI < p, contrary to (B2) of 
Lemma4. If (45) holds, we take L,-,g, < 0, L,-, g, > 0 on I’ f7 (b, s,) 
and Lkwz g, > 0, Lk-, g, > 0 which hold on (b, 5) and similarly conclude 
that Lk-,g, has at least two zeros on (b, s,). However, this again 
contradicts Lemma 4, and proves that g $ A,, v < [k/2]. Therefore, 
g E A tkizl, as asserted. 
Examining the earlier proof that every nontrivial linear combination of vk 
and uk+l belong to AtklZ1 if they are linearly independent, we see that the 
proof remains valid when uk is replaced by g. Consequently, every nontrivial 
linear combination of g and vk+, belongs to Alk,21. 
We summarize the results we obtained so far in the following lemma. 
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LEMMA 5. If Eq. (E) is k - (n - k) disfocat and the parity condition (Pj 
holds on [b, 00) for some b > a, the class AI,,?) contains at least two 
solutions yi and yz of which every nontrivial linear combination again 
belongs to A,k,,21 and 
(cf Lemma 3). 
Our next task is to prove that AIk,21 cannot contain more than two 
solutions of which every nontrivial linear combination again belongs to 
A ,k!21. This will be concluded in Theorem 8 as a consequence of Theorem 7. 
But first we need an adaptation of [ 16, Lemma 6] to our Eq. (Ej. 
LEMMA 6 [ 16, Lemma 61. Assume that (E) has two nonoscillator>, 
solutions y1 and y2 such that y2 > y1 > 0 on fb, 00) jor some b > a and 
(47) 
If(E) has a solution w  with the property that 
lim sup w(x) 
X”cc ylo= O” 
and lim sup 
w(x) ----= 0, 
I-+.x y&j 
(48j 
then for any given 5 > 6, there exists a solution v 3 C, y1 + C2 yz + C3 IV? C, , 
C2 > 0, C, < 0, such that L, v > 0 on [b, co) and L,v(i) = I. I v(i) = 0 for 
some 5 > t. 
THEOREM 7. Ifa class A ,k,,Zl of solutions of(E) contains two solutions y, 
and y2 such that y2 > y1 > 0 on [b, co) for some b > a and (47) holds. then 
lim sup 
w(x) 
---#cc or 
w(x) 
x-m yl(x) 
lim sup -- f 0 
x-cc Y?(X) 
for every soiution w  of (E). Similarly9 tf Y is an eventually positive sot’ution 
Of(Eiii) [(&)I belonging to AnI2 [Ac,-1,,,2], then 
for every solution w  of (E,,,) [(Ei,)]. 
Proof Assume the contrary: (48) holds for some solution w of (Ej. Let 
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(&} be an increasing sequence of numbers such that & > b and ri + cc as 
i-r co. For each i there exists by Lemma 6 a solution 
“i~“i~~+~i~2+yiw~ Cliy pi > O, yi < 0, ai’ + PT + y: = l, 
such that ui > 0 on [b, co) and L, vi(&) = L, vi(&) = 0 for some ci > Ti. By 
Lemma 3, fi f Gli yi + pi J7~ E At,,,1 for all i. Furthermore, J;. > 0 on [b, 03 ) 
and 
(49) 
by (48). Hence hi =J - Kw is nonoscillatory for any nonnegative constant 
K, and therefore hi E A, for some 1. Now by Lemma 2, 
hi(x) 
.!%A si(x)= I 
0 if I < [k/2] 
I 
w(x) 
co if I > [k/2] =l-K;L~fjf~ 
which contradicts (49). Thus, hi E At,,,, , and consequently ui E AlklZl for all 
i. Let 
u = lim ai, 
i+m 
P= . ! ! t  Pi, Y  = :L! Yi 
(taking subsequences if necessary), and define Vr ayl + PJJ~ + yw, a, p > 0, 
y < 0, a2 +p’ + y* = 1. Then V> 0 on [b, co) since V(x) = lim,,m vi(x) and 
ui > 0 on [b, co). In addition, it will be shown that VE ALk,21. Suppose that 
p = 0. If w is oscillatory, V must be also oscillatory by (48) unless y = 0. 
Since V > 0 on [b, co) and V cannot have an infinite number of zeros on 
[b, co), y= 0 and V=Y, EAt,,,, in this case. If w is nonoscillatory, V must 
be negative at some points of [b, co) again by (48) unless y = 0. Therefore, 
again V = y1 E ,4 ,k,21 . If p # 0, then /Iv < 0, PJJ, + yw E A ,k,,21 (as was shown 
earlier for hi) and it is eventually positive due to (48). Thus, By2 + yw < 
Cry, + pJ72 + YW = VE 4,2, by Lemmas 1 and 2. This proves that V E A lk12, 
in any case. Since V > 0 on [b, co), 
L,V> 0, L, v > 0 )...) Lk&, v > 0 (50) 
on [c, co) for some c > b by Theorem 1. (Recall that k is odd for (Ei) and 
(EiY) and even for (Eii) and (Eiii), due to the parity condition (I’).) Choose a 
number N such that i > N implies ti > c and 
LiVi(C) > + L.V(c) > 0 , j = 0, l,..., k - 1. 
Note that L,vi > 0 on [b, co) for all i by Theorem 1, because ui E AtklZ1 and 
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ui> 0 on [b, oo) for all i. This means that (L,_, vi)’ > 0 on [b, co), and 
therefore 
L k- * VI(C) G-b- 1 Vi(T), 7E [C? co). 
When the above inequality is substituted in (5 1) with j = k - 1. we get 
L 
L k-,L'i(5)> 
k-L v(c> 
2 3 
or 
(Lk_z r’ift))’ > Lk-; 
Integrating (52) from c to x > c and substituting (5 I) with j = k - 2 in the 
resulting expression, we obtain 
L k-2 ui(x) > 
L 
k-;‘(‘) (.I r;~,(tj d7 + Lk-;v(c) 
“C 
OF 
(L,& L’JZ)) > Lk-; 
L k-?v(C? 
+ 2 
(53? 
(54) 
The procedure that led us from (52) to (53) may be again applied to (54). 
provided an appropriate inequality in (5 1) (j = k - 3) is used. In fact. if we 
repeat a similar procedure k .- 2 times starting from (54), we arrive at 
+LI V(c) Lo V(c> --+,(x,cj-fTT .Y E [c, co), (55j 
where 
Since Qj(X, c) > 0, c < x < to, j = 1, 2 ,..., k - I, and Iii V(c) > 0, j = 0. I...., 
k - 1, by (50), the right-hand side of (55) is positive throughout the intervai 
394 W. J. KIM 
[c, co). But &vi(&) = 0 f or some & > ci > c, violating (55). Hence, no 
solution w of (E) can satisfy (48), and the first part is proved. 
For the second part we first remark that the desired solution Y exists by 
Corollary 1. Assume to the contrary that (Eiii) [(Ei,)] has a solution w such 
that 
(56) 
If Y > 0 on [b, co) for some b > a, there exist an increasing sequence of 
numbers loi), cri --t co as i -+ 03, and a solution 
ui~BiY+ COW, Bi > 0, Ci < 0, B; + C; = 1, 
such that ui > 0 on [b, oi) and ~,(a,) = 0 for each i. Let 
B = lim Bi, 
i+m 
C= lim Ci 
i-cc 
(taking subsequences if necessary). Then B > 0, C < 0, B2 + C’ = 1, and 
U=BY+ Cw> 0 on [b, co), i.e., U is a nonoscillatory solution of (Eiii) 
[(E,“)]. If w is oscillatory, (56) requires that U be oscillatory unless C = 0; 
therefore, C must be zero and U = YE A,,,? [Acn _, ,,2]. If w is nonoscillatory, 
then Ci -+ 0 as i + 00 due to (56) and the following property of ui: ui > 0 on 
[b, oil, ui(ai) ~0, an cr-+ooasi+c~.ThusC=OandagainU=YEA,,~ d i 
[A(,-,,,,I in any case, and by Theorem 1 
L,U> 0, L 1 u > 0 ,...) L,- 1 u > 0, (57) 
on [c,, a~) for some c, > b. As was seen earlier, there exists a number N, 
such that i > N, implies 
LjUi(c,) > 2 
Lj"(cl) > 0 
9 j = 0, l)..., n - 1, (58) 
and oi>c,. Since Lnui = -pi > 0 on [c,, ui], L,_,ui(c,) < L,-Iui(z), 
r E [c,, oil, and from (58) forj= n - 1, we get 
L 
L ,2--l UC,> 
n-lUiCt) > 2 ) z E [c, 7 ai]* (59) 
Dividing (59) by r,- 1, integrating from c, to x E [c,, oi], and substituting 
(58) with j = n - 2, yield 
DISCONJUGATE DIFFERENTIAL OPERATORS 39 
Repeating a similar procedure (as in the proof of the first part) n - 2 times, 
we obtain 
L a-l WI> 
LOui( 2 fjndl(x, c,) + Ln-22u(u,! #,2-2(~, c,j + I.* 
+ Lo U(c,> 
2 ’ 
X E [C, ) Ui]~ 
However, (60) cannot hold throughout the interval [c, , ci]: for x = ui the 
left-hand side L,z4,(ai) = 0, while the right-hand side is positive by (57). 
Therefore, no solution w of (E,,,) [(E,)] can satisfy (56). This completes the 
proof. 
Suppose that &4t,,,,) = 3, that is, AlkiZ1 contains three solutions ~7~ q j’? 
and y3 of which every nontrivial linear combination again belongs to Ajklzj. 
According to [ 14, Lemma 21, we may assume for these three solutions that 
which is incompatible with Theorem 7. Hence? q(AtkiZ,) < 2 and it followjs 
from Lemma 5 that q(ACk;21) = 2 if (E) is eventually k - (M - kj disfocal on 
[a, a). On the other hand, q(A[k,21) = 0 if (E) is not eventually k - (n - k) 
disfocal on [a, co) due to Theorem 6. Consequently, q(A,,,,,) = 0 or 2. 
The class An,,2 IAtn-,,,,I Of (&ii> I(Eiv>l is nonempty according to 
Corollary 1, and it is easily seen from Lemma 3 and Theorem 7 that 
q(A,,,,,) = 1 for (E,,,) and (EiB). Recall that the class A, of (EJ and (Eiii) is 
not covered by Theorem 6 since the class is not tied to eventual k - (n - k) 
disfocality. In this case, however, we can conclude the desired result directly 
from Theorem 1. First of all? A, is nonempty for (Eii) and (Eiii) by 
Corollary 1. If q(A,) > 1, then A, contains yi and yZ such that bl’ = a~! t 
by2 E A,, L,w(c) = 0, and L, LI? > 0 on (5, co) for some 5 > a. Evidently, 
L, +I! > 0 on (<, < + E) for some E > 0. But this contradicts Theorem 1 and 
proves that q(A,) = 1 for (Eii) and (Eiii). 
We summarize the above results in the following theorem. 
THEOREM 8. Let q(Aj) be the maximum number of solutions in Aj of 
which every nontrivial linear combination again belongs to A,i. The 
nonoscillatory solutions of(E) are distributed among the classes Aj subject to 
the following conditions: 
q(Aj) = 0 or 2, j = 0, l,..., (n - 2)/‘2, for (Ei); 
q(A,) = 1 and q(Aj) = 0 or 2, j= 1, 2, . . . . (n - 1)/2, “for (Eii)S 
q(A,) = 1, q(Ai) = 0 or 2, j = 1, 2 ,..., (n - 2)/2, aizd q(A,zj2j = Ii ‘for 
@iii); 
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and 
q(Aj) = 0 OY 2, j = 0, I,..., (n - 3)/2, and q(A,,- lj,z) = 1 for (Ei,). 
If Aj is nonempty for all j, it follows from Theorem 8 and Lemma 1 that 
(E) has a fundamental system of nonoscillatory solutions of which every 
nontrivial combination is nonoscillatory, i.e., (E) is nonoscillatory. For 
example, in the case of (Eiii), we take the fundamental system ( y, , y2 ,..., y, }, 
where 1’1 EA,, Ir2i, Y2i+l EA, such that every nontrivial linear combination 
again belongs to Ai, i = 1, 2 ,..., (n - 2)/2, and y, E An,?. Conversely, Aj is 
nonempty for all j if (E) is nonoscillatory. To prove this converse, assume 
that A, is empty for some 1. More precisely, let A,,, Aj ,,..., A,;-,, j, < 
j, < .** <js-l, be nonempty classes and let A,,,..., A,,, j, < a.. <j,, be 
empty classes, where m = [(n - 1)/2] for (Ei) and (EiV) and m = [n/2] for 
(Eii) and (Eiii). I n view of Theorem 8 and Lemmas 2 and 3, we can choose a 
set N= {Y,,Y~,...,Y~-, } of eventually positive solutions with the property 
that 
Y 44 
?i: y,(x)= ** i<j; 
indeed, we merely have to take 
Y,i+l, Y?~+I E Aji such that lim,,,(Y2i+2(x)/l)2i+ ,(-xl) = ~0, i = 0, l,--, 
s - 1, q = 2s + 1, for (E,); 
Y, EA,, J’,T~, Y?i+l EAji such that lim,,,(.l’2i+1(x)/y2i(-~))= ~0, i= 
1, 2 ,..., s - 1, q = 2s, for (Eii); 
yi E A,, yzi, J’~~+, e Aji such that lim,,,(vzi+I(-)c)/~fzi(x)) = co, i = l,..., 
s - 2, y2s-2 E An,2, q = 2s - 1, for (Eiii); 
Y>i+ 1, .YZ~+Z E Aji such that lim,,,(~~2i+2(X)/~2i+ i(x)) = 00, i = 0, l,..., 
s- 2, -YZ~--~ EA(.-,jp, q= 2~3 for (Ei,). 
Evidently, the set N can be extended to a fundamental system 
F= {J 1 ,*.., Yq- 1, l.vq,..., iv, 1 (61) 
of (E) by adjoining bvq,..., w,. We claim that the H -q + I solutions 
wq,..., w, may be assumed oscillatory. Suppose that M’[ is nonoscillatory for 
some 1, q<l <n. Then wlEAjb for some k, O< k<s - 1, by Theorem 1; 
but that means that three solutions in F are contained in Aj,. In this case, it 
is easily confirmed that some linear combination $‘I = wI - c:Z: ciyi is 
oscillatory. Due to Theorem 8 and L.emma 1, some linear combination of the 
three solutions in Ajk is either oscillatory or else it belongs to A,ir for some 
j, <j,. If it is oscillatory, 6, merely involves the three solutions. If it belongs 
to A,,, we repeat a similar argument and conclude that G’r = IV! - CT:: Ciyi 
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is oscillatory for some constants c,, cZt..., c,-, . Since we may replace WI E F 
by G, and obtain a new fundamental system, the claim is proved. 
Thus, we have established the following result (cf. [ 141 j. 
THEOREM 9. Equation (E) is nonoscillatory on [a, ~0) f and Ortl4’ is 
q(dj) = 2, j = 0, l,..., (12 - 1)/2, for (EJ; 
q(d,) = 1 and q(Aj) = 2, j = 1, 2,..., (n - 1)/2, for (E,i); 
.(62j 
q(A,) = 1, q(A4j) = 2, j = 1, 2,..., (n - 2)/2, atzd q(A,;,) = 1 for (Eii;); 
q(dj) = 2, j = 0, l,..., (R - 3)/2, and q(A,,- L)lz) = 1 for (E,,). 
Equation (E) is said to be disconjugate on an interval I if no nontrivial 
solution of (E) has more than n - 1 zeros (counting multiplicities) on 1. 
Equation (E) is said to be eventuall?? disconjugate on [a, ~33) if it is discon- 
jugate on [b, 0~) for some b >, a. 
The word “nonoscillatory” may be replaced by “eventually disconjugate” 
in Theorem 9, since these two concepts are equivalent for (E) [S i. 
Furthermore, recalling that (E) is eventually k - (IZ - kj disfocal on [a, or3.j 
if and only if AI,,,11 is nonempty (Theorem 6) and collecting a few other 
results, we obtain 
COROLLARY 3. For Eq. (E) the following statemenis are equisalelent: 
(1) (E) is eventually disconjugate on [a, rx ). 
(2) (E) is nonoscillatory on [a. ax), 
(3) Eq. (62) holds for (E), 
(4) (E) is eventually k - (11 - k) disfocal on [a, cx)) for ail oaiues o/f k 
consistent with the parity condition (P). 
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