We introduce power Hadamard matrices, in order to study the structure of (group) generalized Hadamard matrices, Butson (generalized) Hadamard matrices and other related orthogonal matrices, with which they share certain common characteristics. The new objects turn out to be as interesting, and perhaps as useful, as the objects that motivated them.
GH's and BH's
There are many ways to generalize Hadamard matrices. Let us begin by discussing two of them.
Butson Hadamard matrices
In 1962 Butson [2] introduced what he called "generalized Hadamard matrices", and which we shall call Butson Hadamard matrices, namely n × n matrices H whose entries are complex roots of unity and which satisfy HH * = nI ,
1 Supported by an NSERC grant. 2 Supported by an NSERC Undergraduate Student Research Award. E-mail addresses: craigenr@cc.umanitoba.ca (R. Craigen), rogerw@math.ubc.ca (R. Woodford). where H * is the Hermitian adjoint of H. Since H has only finitely many entries, there is some number k such that all of the entries of H are kth roots of unity. For brevity we shall say that H is a BH(n, k), or simply a BH, if n, k are unknown or unimportant in context. For example, if is a primitive cube root of unity, then the following circulant matrix,
0012-365X
is a BH (3, 3) , for = 3I .
We will encounter many circulants in this paper, so we shall write circ(r) to denote the circulant matrix determined by first row r. For example, in (2) , H = circ (1, , ) .
If one multiplies all the entries in any row or column of a Butson Hadamard matrix H by a root of unity, permutes the rows or columns, or performs a sequence of such operations, another Butson Hadamard matrix is obtained. We say that matrices thus obtained from H are (Butson-) equivalent to H, and the set of all matrices equivalent to H is its (Butson-) equivalence class.
Observe that every BH(n, k) is also a BH(n, tk), for any positive integer t. But there is always a smallest value of h for which it is a BH(n, h): the least common multiple of the multiplicative orders of its entries. Necessarily, h|k. Let h 0 be the least possible value of h among all the BH's equivalent to H. We call this number the characteristic of the class (or of H).
Every BH(n, k) can be transformed into an equivalent BH with first row and column consisting of 1's, as follows. Permute the rows and columns of the matrix so that the (i, j ) entry is moved into the (1, 1) position. Then divide every row by its first entry, and then do the same for every column. We call this procedure normalizing the matrix relative to the (i, j ) position.
Since there are n 2 choices for the pair (i, j ), a Butson Hadamard matrix can be normalized in n 2 essentially different ways-"essentially", because we have not specified the final order of rows other than the ith and columns other than the jth. The (n − 1) × (n − 1) matrix obtained by stripping off the first row and column of a normalized matrix is called its core.
Normalizing a matrix may lead to several different cores. However, there are not necessarily many distinct normal forms-there may be only one: normalizing (2) relative to any position in the matrix always gives (up to permutations of the core) the following matrix. 
Proof.
Given that H is a BH(n, k), the minimum value with which k can be replaced is the least common multiple of the multiplicative orders of the entries of H.
Normalizing H involves permuting the entries and dividing by kth roots of unity, so the normalized matrix H will remain a BH(n, k), although it might also be a BH(n, h) for some h < k, h|k. Since normalizing does not increase the parameter k, the characteristic of the class will be the least common multiple of the entries of some normalized matrix in the class,
Since H is a normalized form of H 0 , h|h 0 . Since h 0 is minimal, h = h 0 .
A Hadamard matrix of order n is a BH(n, 2); a complex Hadamard matrix of order n is a BH(n, 4). Thus Butson Hadamard matrices generalize both of these types.
See [6, 14, 20, 22, 25] for some background about Hadamard and complex Hadamard matrices. See [1] [2] [3] 13] for more on Butson Hadamard matrices.
(Group-)generalized Hadamard matrices
We reserve the term "generalized Hadamard matrix" for the following objects, which are sometimes called groupgeneralized Hadamard matrices. This is purely a convention of terminology-all the objects we consider herein are generalizations of Hadamard matrices of one sort or another.
Let G={g 1 , . . . , g m } be a finite group and let H be an n×n matrix whose entries are elements of G. For convenience, we identify the group G with the naturally embedded copy of G in the group ring 3 
, which we shall call conjugation, is defined by
(that is, the linear extension of group inverse to the group ring). Then, for matrices with entries in
That is, the adjoint is performed by first taking the transpose of the matrix and then conjugating each entry. Finally, by an abuse of notation we shall also use "G" to denote the sum of the elements of
We say that an n × n G-matrix (i.e., one whose entries are in G) H is a generalized Hadamard matrix if it satisfies (1) modulo the ideal generated by G (∈ Z[G]). In other words,
For brevity, we say that such a matrix H is a GH(n, G) or, even more briefly, a GH. For example, the following is a GH(4, C 2 × C 2 ), where a and b are generators of the group.
It is evident, upon considering the elements of HH * , that H can only be a GH(n, G) if n is a multiple of |G|. The number = n/|G| is called the index of H. A generalized Hadamard matrix of order n with index 1 is known to imply the existence of a projective plane [10] -one reason why generalized Hadamard matrices are of interest.
Obviously, a GH(n, C 2 ) amounts to the same thing as a Hadamard matrix of order n. More generally, if p is any prime number, a BH(n, p) is equivalent to a GH(n, C p ), which can be seen by identifying a generator of the cyclic group C p with a primitive pth root of unity. But neither type of matrix is a strict generalization of the other, for there are groups G for which a GH(n, G) does not obviously imply a BH and BH(n, q), for nonprime q, does not imply a GH(n, C q ).
As with BH's, there are operations defined for Z[G]-matrices, under which the set of GH(n, G)'s is invariant: One can permute the rows and/or columns in any way and multiply, on the left 4 , the entries of any row or, on the right, the entries of any column, by any group element without affecting property (4). 3 There is no particular reason we must develop the group ring over the integers-it is just unnecessary to use a more general ring, such as the set of rational numbers, in most situations. 4 The requirement that the multiplication be on the left for rows and on the right for columns is easily seen to be necessary if G is a nonabelian group, although it makes no difference in the abelian case.
As with Butson Hadamard matrices, GH(n, G)'s can be normalized in n 2 essentially different ways so that the first row and column consist of 1's.
There are many open questions concerning generalized Hadamard matrices, such as whether they can occur in a particular order, with elements from a given group, or with a particular index. In general, small index is more difficult to obtain than large index; index 1 is known for all prime power orders, but only in these cases. Not many instances of generalized Hadamard matrices relative to nonabelian groups are known (see, for example, [11] ).
BH's and GH's are the best known generalizations of interest to us here; the next section considers two more of historical interest, also closely related to the new one we shall be introducing in Section 3. Signed group Hadamard matrices [4] are also related, but not discussed here.
Other generalizations
Although Butson Hadamard matrices strictly generalize what we now call Hadamard matrices (Butson Hadamard matrices with real entries), they are less general than the matrices studied by Hadamard [16] , and by Sylvester [24] before him.
Unit Hadamard matrices
Hadamard considered n×n matrices H whose entries are merely constrained to the complex unit circle (not necessarily roots of unity or even algebraic numbers), which satisfy 5 (1) . We call such a matrix H a unit Hadamard matrix [3] , a UH or a UH(n).
Hadamard observed that, for every on the complex unit circle,
is a unit Hadamard matrix. It is a BH whenever is a root of unity. It is a Hadamard matrix only for = ±1.
Inverse orthogonal matrices
Sylvester [24] studied an even more general type: Let H = [h ij ] be an n × n matrix whose entries h ij may be any nonzero complex numbers, and define an "adjoint" by
If H satisfies (1) using this operation, we say that H is inverse orthogonal, an IO, or an IO(n).
is an IO (2) , since
If is any nonzero complex number, then (5) is inverse orthogonal. Since −1 = for complex units , a unit Hadamard matrix is simply an inverse orthogonal matrix, all of whose entries are on the unit circle.
The classification problem
Unit Hadamard and inverse orthogonal matrices are each invariant with respect to permuting rows and columns and multiplying rows or columns by complex units, and nonzero complex numbers, respectively. The orbits obtained by these operations from single matrices of these types, as with Hadamard, Butson Hadamard and generalized Hadamard matrices, are called equivalence classes.
As with BH's and GH's, every UH, and every IO, is equivalent to a normalized matrix-i.e., whose first row and column consist only of 1's. For example, the IO(2) shown above can be normalized by multiplying the first row by 1 2 , the second row by 2, and the second column by Sylvester pointed out that the Vandermonde of the nth roots of unity is an IO(n), for any value of n-it also gives a UH(n) and a BH(n, n). Therefore, the basic existence question for IO's and UH's is completely solved, but there remains the problem of classifying them-by giving a complete, irredundant set of class representatives.
Observe that a complete classification of either inverse orthogonal or unit Hadamard matrices would resolve the famous Hadamard matrix conjecture [16] .
Historically this field began with the classification problem for inverse orthogonal matrices [24] . Sylvester's error in thinking he had completely solved this problem (see [3] ) led Hadamard to produce array (5) as a counterexample, since it gives an uncountably infinite number of classes of order 4 (Sylvester gave only two).
Only in 1991 was the classification UH's and IO's of order 4 completed [3] , by associating a unique representative of the form (5) with each class. Although it may seem that this result reveals all there is to know about the structure of UH (4)'s and IO (4)'s, the new structures we introduce here lead us to a startling new fact about these matrices which has lain hidden until now.
The classification of IO (5) and UH(5) was finished even more recently [15, 18] -evidence of the difficulty of classifying orthogonal matrices.
Power Hadamard matrices
We now introduce yet another generalization of Hadamard matrices that overlaps, in a way, all types discussed so far. It will be evident, as we proceed, that the new type is an appropriate tool for studying the others.
This time we consider matrices whose entries are elements of the ring of formal Laurent polynomials
and for L-matrices M = [m ij (x)] we define the adjoint
As the above notation indicates, the entries of such a matrix M are functions of the variable x. Similarly we regard M = M(x) as a (matrix-valued) function of x, which will be helpful when we find ourselves wanting to substitute other expressions, such as x 2 or , for x.
Let us say that the degree of a Laurent polynomial is the difference between the highest and lowest powers among its nonzero terms. Thus 2x 3 has degree 3 − 3 = 0, while x + x 2 + x 11 has degree 11 − 1 = 10 and x 2 − x −2 has degree 2 − (−2) = 4. We leave the degree of the zero Laurent polynomial undefined. Clearly, degree is invariant under multiplication by nonzero monomials.
If an n × n matrix H, whose entries are integer powers of x, satisfies (1) mod f (x), where f is some Laurent polynomial of degree greater than 0, then we say that H is a power Hadamard matrix (relative to f (x)), and say that H is a PH(n, f (x)), or a PH.
For example, H =
Observe that, since x is a unit in the ring L, we can ignore monomial factors of the modulus f (x). Thus we can always assume that f (x) ∈ Z[x], and that f (0) > 0. In the following sense, every square {1, x ±1 , x ±2 , . . .}-matrix can be treated in the same terms as a PH, for if
, it is seen that the entries of HH * = [f ij (x) ] are Laurent polynomials. Since L is a unique factorization domain, any set of elements of L has a greatest common divisor (which is defined up to multiplication by units).
Taking f (x) = gcd i =j f ij (x) , and observing that the diagonal entries of HH * are automatically equal to n, we see that
Of course, in most cases, the degree of f will be 0, so the above property will signify nothing, and H will not qualify as a PH. So power Hadamard matrices may be defined as {1, x ±1 , x ±2 , . . .}-matrices H such that the greatest common divisor of the nondiagonal entries of HH * has degree greater than 0.
Lemma 2.
Let H be an n × n matrix whose entries are powers of x and let f (x) be the greatest common divisor of the nondiagonal entries of HH * . If f (x) has degree greater than 0, then H is a PH(n, f (x)).
The most common polynomials we shall encounter in this context are cyclotomic, so let us remind the reader at this point that, for k ∈ Z + , the cyclotomic polynomial of order k, which we shall denote by k (x), is defined by
where the product is taken over all primitive kth roots of unity .
It is easy to see that, in general,
which determines the cyclotomic polynomials recursively, and may be taken as an alternative definition of n . The first few cyclotomic polynomials are therefore
The following connection between PH's and BH's follows from the basic property of cyclotomic polynomials, namely that for any primitive kth root of unity , f ( ) = 0 if and only if f (x) is a multiple of k (x).
Lemma 3. Let be any primitive kth root of unity. Then H (x) is a PH(n, k (x)) if and only if H ( ) is a BH(n, k).
In this light, it may be seen that PH's generalize BH's. What is not so obvious is that a PH(n, k (x)) may represent more information than is found in the corresponding BH(n, k), because many choices for the exponents of x that are indistinguishable when x is interpreted as a kth root of unity give very different results, in terms of their effect on the formal orthogonality of H over L-that is, when x is simply treated as an indeterminate. Subsequently interpreting the indeterminate x as various roots of unity (not an option in the case of BH's) can then yield vastly different results.
To illustrate this observation, consider the following Butson Hadamard matrices:
Notice the remarkably similar structure of A, a BH (6, 4) , and B, a BH(6, 3): they are both normalized 6 × 6 matrices with circulant, symmetric cores of the form circ(abccb). Aside from this there is no obvious connection between the two matrices; the existence of one appears to have no bearing on the existence of the other, insofar as we know about Butson Hadamard matrices. Now, however, consider the following array, which satisfies the same coarse description:
). The significance of this fact is that the two factors of the polynomial modulus are the cyclotomic polynomials 4 (x) and 3 (x), respectively. Thus C is also both a PH (6, 4 (x) ) and a PH (6, 3 (x) ). Replacing x with i and , in turn, gives us back the arrays A and B above.
Previously it appeared that the visible similarity between Butson Hadamard matrices A and B above was simply a matter of coincidence-the so-called "law of small numbers", since there is no obvious direct relationship between arrays involving cube roots of unity and those involving fourth roots of unity. But in C we have a parent from which both can be derived; A and B are not unrelated after all-they are long-lost siblings, and we have reunited them! There is more to this example than meets the eye but, before proceeding any further with it, let us lay down some basics in the theory of PH's.
Basic theory of power Hadamard matrices
Some elementary principles go a long way towards understanding how PH's work. We begin with a very simple fact, the first part which we have already used.
Lemma 4. If H is a PH(n, f (x)g(x)), then H is also a PH(n, f (x)) and a PH(n, g(x)). Further, if H is both a PH(n, f (x)) and a PH(n, g(x)), then H is also a PH(n, lcm(f (x), g(x))).
One of the first things one often asks upon discovering that a matrix has some property is whether its transpose must also have the property. We show more than this. Here is a useful result, whose proof is immediate.
Theorem 5. Suppose H is a PH(n, f (x)). Then
For k > 1 let us refer to the replacement of x throughout an array with x k as inflation (by k), replacement of x k with x as deflation (by k), and interchanging x and x −1 , inversion. A matrix is reduced if it cannot be deflated.
Since inflation is a trivial manipulation of PH's, it is unnecessary to list inflated PH's separately, but in Section 6 we illustrate why inflated forms should not be ignored entirely.
Equivalence for PH's is defined analogously to other orthogonal matrices: A PH(n, f (x)) remains a PH(n, f (x)) when its rows or columns are permuted and/or multiplied by powers of x; any two matrices related in this way are equivalent. As with other orthogonal matrices, PH's may be normalized by multiplying by powers of x so that any row and column consist of 1's and then permuting so that these become the first row and column.
Consider the PH(2, 1 + x 2 ) given in the last section. It can be normalized by multiplying the second row by x, giving the PH(2,
Neither of these normalizations of H are reduced since they can be deflated, giving H 1 = 
when it is inflated by 2. We obtain
, ostensibly a richer object. With this construction in mind we record the following simple result, which relates to inflation. 
Lemma 7. Let h and k be positive integers, and suppose k has factorization

Further, if H (x) is a PH(n, h (x)), then H (x k ) is a PH(n, r|w|k wh (x)).
Proof. Let be a root of h (x k ).
Equivalently, k is a primitive hth root of unity. Thus, the order of is divisible by h and divides hk, so is a primitive hwth root of unity, for some w|k. Now suppose r w-that is, for some prime factor p of gcd(h, k), wp|k. Then ( k ) h/p = ( wh ) k/wp = 1, so k is not a primitive hth root of unity-contradiction. Therefore r|w.
Conversely, if is a primitive hwth root of unity, r|w|k, then we have k = wq, where gcd(q, h) = 1. It follows that k = ( w ) q is a primitive hth root of 1, so is a root of h (x k ). It follows that the irreducible factors of h (x k ) are those cyclotomic polynomials whose orders are of the form wh, r|w|k. Because it divides x hk − 1, each of these factors occurs exactly once.
For example, we shall see later that there exists a circulant H = PH (18, 18 (x) ). Taking h = 18 and k = 100 in Lemma 7 we have r = 4 and the possible values of w are 4, 20, 100. Accordingly, the inflated matrix H (x 100 ) is a PH (18, 72 (x) 360 (x) 1800 (x) ).
The following simple fact allows us to richly vary the internal appearance of certain PH's.
Lemma 8. Let i, j ∈ Z, k ∈ Z + . Let p(x) be any expression involving sums and products of polynomials, and let q(x) be obtained from p(x) by replacing some instance of x i in p(x) with x i+jk . Then p(x) ≡ q(x) mod k (x).
Proof.
which is a multiple of x k − 1, which is divisible by k (x). The result now follows by algebra modulo k (x).
We use the term shifting to refer to the modification of a PH(n, k (x)) by adding integer multiples of k to the exponents of its entries.
Theorem 9. Suppose H = [x a ij ] is a PH(n, k (x)). If H = [x a ij +t ij k ] (obtained from H by shifting the exponent of x in the (i, j ) position by t ij k, 1 i, j n) then H is also a PH(n, k (x)).
Proof. This follows immediately from the definition of PH's and Lemma 8.
Equivalently, if f (x)|x N − 1 then PH(n, f (x))'s are preserved by shifting by N.
Thus, since
, and H =
To understand that power Hadamard matrices provide more structural information than Butson Hadamard matrices one need only observe that, while such transformations have an interesting effect on PH's, they have no effect whatsoever on the corresponding BH's.
For example, if a matrix is both a PH(n, 2 (x)) and a PH(n, 3 (x)) then adding 3 to the exponent of x in some position gives another PH(n, 3 (x)), but it is almost certainly not a PH(n, 2 (x)), while adding 2 to the exponent in some position has the reverse effect; adding multiples of 6 = lcm(2, 3) leaves both properties unchanged. Now let us see how shifting "explains" the relationship between A, B and C in Section 3. 
(x)) and a PH(n, k (x)). By Lemma 4, H is also a PH(n, h (x) k (x)). By Lemma 3, and our construction here, H ( ) and H ( ) are as claimed.
The matrix C at the end of section 3 can be obtained from matrices A and B by interpreting them as power Hadamard matrices and applying Theorem 10. This construction does not require A and B to have the same core structure, but the fact that they do suggests that their existence is a consequence of C rather than the other way around.
We end this section with a simple necessary condition that must be satisfied by the modulus of any power Hadamard matrix. If H is a PH(n, f (x) ), then f (1) Thus we rule out the possibility of PH(n, x − 1), n > 1. Unfortunately, in light of the following fact the scope of Theorem 11 has limited application in the case of PH's with cyclotomic modulus.
Theorem 11.
Lemma 12. If p is prime then
If n is not a prime power, then n (1) = 1.
Proof. The result is clear for prime p order cyclotomics, since p (x) = 1 + x + · · · + x p−1 . Now let n be any integer; since 1
By induction we have p k = p k−1 p k (1) for prime p and k ∈ Z + , from which the first case follows.
Now writing n as a product of distinct primes n = p It is already known [27] that BH(n, p k ) exists only if p|n, so Theorem 11 gives no new information in this case. But we can infer more interesting things about noncyclotomic polynomial moduli. For example, PH(n, 2x 2 + x + 2) can exist only if n is a multiple of 5 and, while PH(n, p k (x)) may be constrained only by p|n, PH (n, p (x) k ) is constrained to the case p k |n.
PH's and generalized Hadamard matrices
Power Hadamard matrices are also related to generalized Hadamard matrices. The following result is an obvious consequence of the fact that, for prime p, p (x) = 1 + x + · · · + x p−1 .
Theorem 13. If p is prime, is a primitive pth root of unity and c is a generator of C p , then H ( ) is a BH(n, p) if and only if H (c) is a GH(n, C p ).
If p is not prime, a BH(n, p) does not imply a GH(n, C p ). For example, there exists a complex Hadamard matrix of order 6, which is a BH (6, 4) , but if a GH(6, C 4 ) existed, applying a homomorphism C 4 → C 2 entry-wise would produce a GH(6, C 2 ) which, by Theorem 13, would imply BH(6, 2), a Hadamard matrix of order 6-which does not exist [16] .
On the other hand, GH(n, C p ) implies BH(n, q) for any p ∈ Z + , q|p. Therefore, any GH(n, G) , where G has a nontrivial cyclic homomorphic image, gives rise to Butson Hadamard matrices. But not every group has a nontrivial cyclic group as a homomorphic image, so not every GH leads to a BH in this way. But there is a two-way implication between GH's relative to cyclic groups of any order and certain PH's; once more, the proof is obvious.
Theorem 14. Let p be any positive integer. Let c be a generator of C p . Then H (c) is a GH(n, C p ) if and only if H (x)
is a PH(n, 1 + x + · · · + x p−1 ).
where is a primitive dth root of unity. We thus obtain several BH's, one for each divisor of k, either from the PH(n, k (x)), or from its equivalent GH(n, C k ). This much is well-known.
It is perhaps not as well known, although it should seem reasonable, that we can reverse the construction and piece together the original GH(n, C k )-or, more precisely, the corresponding PH-from its "component" BH's by the following result, which similar to Theorem 10, except that it eliminates the Chinese Remainder Theorem and associated restrictions. For each s =1, . . . , h, let H s be a PH(n, k s (x) ). Let f (x)=lcm h s=1 k s (x). Suppose that for 1 i, j n, there is a simultaneous solution to the congruences y ≡ a s mod k s , s = 1, . . . , h,   where a s is the (i, j )-entry of H s . Then there exists a PH(n, f (x)), H, such that, for each s = 1, . 
Theorem 15.
. . , h, H ( ) = H s ( ),
where is any primitive k s th root of unity.
Proof. Similar to the proof of Theorem 10, without the Chinese Remainder Theorem.
Theorem 15 gives the conditions under which BH(n, d)'s may be "combined", entry-wise, into a PH (n, 1 + x + · · · + x k−1 ) (or the corresponding GH(n, C k )): we require one for each divisor d > 1 of k, and each of the resulting n 2 systems of simultaneous congruences must have a solution.
In other words, such BH's contain sufficient information to reconstruct the "parent" PH from which they may be derived by Lemmas 3 and 4.
As noted earlier, the most interesting GH's have index 1, and are equivalent to projective planes of the same order. Theorem 15 suggests a possible way to construct a projective plane of non-prime power order n (which would be very significant; see [23] The smallest positive integer that is not a prime power is 6, but this program will not work in order 6, not just because we know the projective plane does not exist, but because the program fails in the first step: although there exist BH (6, d) for d = 3 and 6, BH(6, 2) does not exist, since Hadamard matrices exist only in orders 1, 2 and multiples of 4.
For the same reason, this program will fail for all orders n ≡ 2 mod 4, n > 2. The first likely candidate is order 12, since BH (12, d) exists for each d = 2, 3, 4, 6 and 12 (all except the BH (12, 3) , which may be found in [7] , follow from the Hadamard matrix of order 12). But since the BH (12, 2) and BH (12, 4) are both unique, it can be shown directly that the congruences of Theorem 15 cannot be satisfied [8] . Therefore there is no projective plane of order 12 of the type one would obtain from a GH (12, C 12 
This approach fails for n = 15 because BH (15, 5) and BH (15, 3) do not exist (see [9] , Theorem 5.1) although BH (15, 15) does, as we shall see shortly. The next suitable case is n = 20. We know that there exist BH (20, d) for d = 2, 4, 10, 20 because there is a Hadamard matrix of order 20; there is a BH (20, 5) by a theorem of Seberry [21] . A projective plane order is not ruled out by the Bruck-Ryser theorem [19] , so it is possible at this point that one may be found in this way.
Shifting and deflation to escape equivalence classes
Another intriguing possibility is the use of power Hadamard matrix techniques such as shifting, inverting, inflating and deflating to "jump" from one equivalence class of Butson Hadamard matrices to another, something not readily done by common transformations of BH's themselves.
Consider the following PH (4, 22 (x) ),
which corresponds to a BH (4, 22) . We shift (Theorem 9) to make every exponent divisible by 7: Thus we see that the process of shifting and deflation, even when it returns us to a power Hadamard matrix of the same parameters, may introduce some nontrivial variation into the matrix. It is clear that, if H comes thus from H, then H can also be obtained from H by suitable applications of shifting, inverting, inflation and deflation. An interesting way to achieve this end in this case is by iterating the same process, beginning by shifting H to obtain 
Infinitely many circulant PH's
We now construct an infinite family of circulant power Hadamard matrices, one in every order, generalizing de Launey's construction for circulant GH's of odd prime orders [12] . PH's appear to be the "right" setting in which to explore this construction.
In odd orders we need not alter the construction (for BH's, that is; it only gives a GH when the order is prime). When n is even and greater than 2, a power Hadamard matrix is still obtained, but the parameters of the derived BH behave a bit differently in this case. 
Theorem 16. For
Now, this is a circulant matrix whose nondiagonal entries are polynomials of the form
for s = 1, . . . , n − 1. Now let us fix s ∈ {1, 2, . . . , n − 1}.
For the remainder of the proof, when n is even we will reduce the exponents of x modulo 2n and when n is odd we will reduce them modulo n. Observe that s 2 ≡ (n − s) 2 mod n, and mod 2n if n is even. Further, 2sj ≡ 2(s − n)j mod 2n (1, x, x 4 , x 9 , 1, x 9 , x 4 , x) PH (8, 16 
BH(10, 20) * and so also mod n. Therefore, (13) can be treated as a monomial multiple of
Let us consider when two terms in this sum can be congruent. For odd n, we have 2sj ≡ 2sj mod n if and only if sj ≡ sj mod n, which in turn implies tj ≡ tj mod m, which implies j ≡ j mod m. Therefore, the exponents in the sum (13) Since the above analysis holds for all s = 1, . . . , n − 1, C is a PH(n, n (x)). For even n, we have 2sj ≡ 2sj mod 2n if and only if sj ≡ sj mod n, which in turn implies tj ≡ tj , and then j ≡ j mod m. It follows that sum (13) is a multiple of 1 + x 2d + · · · + x 2d(m−1) , which in turn is a multiple of 2n (x). The result now follows as for odd n.
Applying Lemma 3 to the infinite family of PH's constructed in Theorem 16 gives circulant BH's of characteristic n for all odd n and of characteristic 2n for all even n; for odd primes n the matrix is the circulant GH(n, C n ) constructed in [12] . Table 1gives the first few matrices constructed by Theorem 16, with exponents reduced modulo n or 2n, as appropriate, and the implied BH's; those not belonging to the classical series given in [12] are marked with an asterisk. Now let us investigate the first interesting case: n = 4. In this case, taking to be a primitive 8th root of unity, we obtain the Butson Hadamard matrix C( ) = circ(1, , −, ) (here −1 = 4 ). Verifying that this is orthogonal by hand, one finds that it is unnecessary to know that is an 8th root of unity-the array is formally inverse orthogonal! This observation leads to some rather startling conclusions about matrices of order 4.
An amazing fact about IO(4)'s, UH(4)'s and BH(4, k)'s
When Sylvester introduced inverse orthogonal matrices in 1867 he pioneered the whole field of orthogonal matrices, and the first problem he considered was that of equivalence. His bold but unjustified claim-that there is the same number of equivalence classes of IO's (and also of UH's) of order n as there are distinct factorizations of n, was refuted in 1893 when Hadamard produced array (5).
It is known that there is a circulant Hadamard matrix of order 4, ⎛ ⎜ ⎝ and H 2 = circ(x, 1, 1, 1) are inequivalent PH(4, 1 + x)'s that give equivalent Hadamard matrices. Thus, equivalence for PH's cuts across equivalence classes for Hadamard matrices. The former has circulant core, but the latter is circulant itself; as Hadamard matrices this appears to be coincidence, but using PH's one can observe a definite relationship between the two forms. What other insights do PH's provide about the structure of Hadamard matrices? Finally, there are questions peculiar to PH's themselves. What is the true spectrum of transformations obtainable via shifting, inflating, deflating and inversion, as introduced in Section 4? It seems very likely to be connected to the action of the Galois group on the entries of Butson Hadamard matrices, and may provide the key to unlocking a broader form of equivalence among BH's and GH's. This equivalence may be a natural step in the classification of such objects, and the production of new ones. Theorem 6 tells us that H (x k ), a PH(n, f (x k )), can always be deflated to H (x), a PH(n, f (x)). Further, it is possible to have PH(n, f (x k )) in which not all elements are powers of x k , say by multiplying a row or column of an inflated matrix by x. But could it be that PH(n, f (x k )), k > 1, is always equivalent to an inflated matrix? This is easy to rule out, for there exists PH(6, 1 + x 2 ) (complex Hadamard matrix of order 6), but no PH(6, 1 + x) (Hadamard matrix of order 6). We can determine if a given PH(n, f (x k )) is inflated by normalizing it.
By Lemma 4 and Theorem 5, the modulus f (x) of a PH may always be taken to be symmetric (that is, f (x) = x k f (x −1 ), for some k ∈ Z) in the following sense: if H = PH(n, g(x)) exists, then there is a symmetric polynomial f (x) such H = PH(n, f (x)) and g(x)|f (x). It seems likely that the polynomial modulus must always be symmetric, though no proof presents itself immediately.
