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Abstract
We study the C∗-algebras arising in the construction of Guionnet-Jones-Shlyakhtenko
(GJS) for a planar algebra. In particular, we show they are pairwise strongly Morita
equivalent, we compute their K-groups, and we prove many properties, such as sim-
plicity, unique trace, and stable rank 1. Interestingly, we see a K-theoretic obstruction
to the GJS C∗-algebra analog of Goldman-type theorems for II1-subfactors. This is the
second article in a series studying canonical C∗-algebras associated to a planar algebra.
1 Introduction
A finite index subfactorN ⊂M is studied by analyzing its standard invariant, which has been
axiomatized in three similar ways, each emphasizing slightly different structure: Ocneanu’s
paragroups [Ocn88, EK98], Popa’s λ-lattices [Pop95], and Jones’ planar algebras [Jon99].
In [Pop93, Pop95, Pop02], Popa starts with a λ-lattice A•,• = (Ai,j) and constructs a
II1-subfactor whose standard invariant is A•,•. In [PS03], Popa and Shlyakhtenko identified
the factors in certain cases of Popa’s reconstruction theorems. They showed every subfactor
planar algebra arises as the standard invariant of some subfactor N ⊂ M such that N,M
are both isomorphic to L(F∞).
These results were recently reproduced using a combination of planar algebra and free
probability techniques. In [GJS10, GJS11], starting with a subfactor planar algebra P•,
Guionnet-Jones-Shlyakhtenko (GJS) gave a diagrammatic proof of Popa’s celebrated recon-
struction theorem, and they showed that the resulting factors are interpolated free group
factors when P• is finite depth. When P• is infinite depth, Hartglass showed the factors are
L(F∞) [Har13].
From the subfactor planar algebra P•, GJS use a graded multiplication ∧k and the
Voiculescu trace τk to form a tower of graded algebras (Grk)k≥0 which completes to a Jones
tower of II1-factors (Mk)k≥0 which recovers the planar algebra.
τk(x ∧k y) = τk
(
x yk k k
)
= δ−k
x y
Σ TL
k
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Starting with the tower of graded algebras (Grk)k≥0, we could instead look at the C∗-
algebra completion to get a tower of C∗-algebras (Ak)k≥0. Two motivations for doing so are
as follows:
(1) Non-commutative topology: A unital abelian C∗-algebra A is isomorphic to C(X) for
a compact Hausdorff X, and the space X can be recovered from A via its characters.
Thus an arbitrary C∗-algebra can be thought of as functions on a non-commutative
topological space. However, taking the von Neumann completion of a C∗-algebra forgets
the non-commutative topology remembered by the C∗-algebra. Hence the algebras Ak
in the C∗-tower remember topological invariants of the planar algebra P•, e.g. K-theory,
while still allowing us to recover P• from the relative commutants.
(2) Non-commutative geometry: For the planar algebra of non-commutative polynomials,
where tangles act by contracting indices, Gr0 is an algebra of non-commutative poly-
nomials, and A0 is Voiculescu’s reduced C∗-algebra generated by free semi-circular ele-
ments. Thus we may view Gr0 as an algebra of non-commutative polynomials inside the
algebra of non-commutative continuous functions A0. This is precisely the situation to
look for non-commutative geometry a` la Connes via Dirac operators and spectral triples
[Con94].
This article addresses the first motivation listed above: determining properties of the Ak’s,
and computing K-theory. We work primarily with an unshaded factor planar algebra P•
with one strand type, and we provide remarks to translate to the case of a shaded subfactor
planar algebra. The principal graph of P• is denoted Γ.
Our main tool is the functorial construction from the first part of this series [HP14], based
on Pimsner’s algebras in [Pim97]. In [HP14], we constructed a canonical Hilbert C∗-bimodule
X (P•) associated to a planar algebra P•, producing the Pimsner-Toeplitz algebra T(P•), the
Cuntz-Pimsner algebra O(P•) [Pim97], and the free semicircular algebra S(P•). We will see
in Lemma 3.3 that S(P•) is isomorphic to the semi-fnite GJS algebra [GJS11] defined below
in Subsection 3.1.
Taking (reduced) compressions of these algebras yields numerous canonical C∗-algebras,
including the universal (Toeplitz-)Cuntz-Krieger algebras T~Γ,O~Γ [CK80, FR99], the free
semicircular graph algebra S(Γ) [HP14], the Doplicher-Roberts algebra Oρ [DR89], and the
zeroth GJS algebra S0(P•) ∼= A0 [GJS10, JSW10]. In fact, all the Ak arise as compressions
of the semifinite algebra. See Section 3 and [HP14] for more details.
Using the free graph algebra S(Γ), we prove the following main theorems about the
Ak. First, for the Jones tower (Mk)k≥0, we know that Mk is strongly Morita equivalent
[Rie74a, Rie74b] toMk+2 for all k ≥ 0 for a shaded subfactor planar algebra. For unshaded
factor planar algebras, we get the following theorem.
Theorem A. The algebras Ak are pairwise strongly Morita equivalent.
When P• is shaded, we get two flavors of algebras: those equivalent to A0,+, and those
equivalent to A0,−, where the ± refers to the shading. More precisely An,± is strongly Morita
equivalent to An+1,∓ for all n ≥ 0. When P• is finite depth, Theorem A has a simple proof
for k > depth(P•)− 1 using a Pimsner-Popa basis for Pn over Pn−1.
Second, since the Ak’s are all compressions of S(P•), we have the following.
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Theorem B. K0(Ak) ∼= Z[{[pα]|α ∈ V (Γ)}] and K1(Ak) = (0).
As a corollary of Theorem A, we get the existence of Pimsner-Popa bases for Ak+1 over
Ak, but interestingly, there are K-theoretic obstructions to the size of these bases. We
immediately see that Ak ⊂ Ak+1 has the same Watatani index [Wat90] as Mk ⊂ Mk+1,
which must be equal to the Jones index [Jon83]. See Section 6 for more details. Interestingly,
we get the following corollary.
Corollary. For the planar algebra P• associated to the group subfactor M ⊂ M o G for a
finite group G, A1 is not isomorphic to A0 oG (see Example 6.15).
Next, using free probability techniques, we prove the following.
Theorem C. A0 is simple, has unique tracial state Tr, has stable rank 1, and
K0(A0)+ = {x ∈ K0(Ak)|Tr(x) > 0} ∪ {0} and
Σ(A0) = {[p]|p ∈ P (A0)} = {x ∈ K0(A0)|tr(x) ∈ (0, 1)} ∪ {[1], [0]}.
Surprisingly, the above theorem gives a strict dichotomy depending on the quantum di-
mensions of the vertices of Γ.
Corollary. If Tr(pα) ∈ N for all α ∈ V (Γ), then A0 is projectionless. Otherwise Tr(Σ(A0))
is dense in [0, 1].
1.1 Outline
In Section 2, we briefly recall the canonical constructions from Part I [HP14]. In Section 3,
we discuss the graded (GJS, Voiculescu) and filtered (Walker) conventions for the algebras
arising from [GJS10, JSW10]. We prove our results on strong Morita equivalence in Section
4, and we use free probability techniques to prove Theorem C in Section 5. Finally, we
discuss the C∗-Watatani tower (Ak)k≥0 in Section 6, along with K-theoretic obstructions.
1.2 Future research
First, we would like to investigate further properties of A0. For example, it would be inter-
esting to determine its Cuntz semigroup and determine when it has real rank zero. The fact
that the trace of the scale of A0 is often dense in [0, 1] gives positive evidence to A0 having
real rank zero in many cases.
Second, we would like to address the second motivation posed in the introduction, and
study spectral triples associated to A0. As an example, the number operator which maps
x ∈ Pn ⊂ Gr0 to nx is an example of a θ-summable Dirac operator D with compact resolvent.
Incorporating a factor of δ2n corresponding to the grading on Gr0 makes it p-summable for
all p > 1. In particular, we would like to compute the Chern character of D, the associated
cyclic cocycle, and the induced topology on the state space of A0. It would also be interesting
to compute K∗(A0) and its pairing with K∗(A0).
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2 The canonical C∗-Hilbert bimodule of P•
We now rapidly recall the construction from Part I [HP14]. We refer the reader to [BHP12] for
the definition of a factor planar algebra and its principal graph. A subfactor planar algebra
is a shaded factor planar algebra (see [Jon12] for more details). As in [BHP12, HP14], we
use the convention that the outer rectangle is omitted, and the ? on each rectangle is on the
bottom.
In this article, P• is a (sub)factor planar algebra with δ > 1 and Γ is its principal graph.
We usually assume P• is unshaded, and we provide remarks along the way for the alterations
needed in the shaded case.
2.1 The C∗-Hilbert bimodule F(P•)
Definition 2.1 (The ground algebra B). For n ≥ 0, let Bn = Bn(P•) be the external direct
sum
Bn =
n⊕
l,r=0
Pl,r,
where Pl,r = Pl+r, and we picture an element of b ∈ Pl,r as bl r .
We define a multiplication and (non-normalized) trace Tr on Bn by
al
r · bl′ r′ = δr,l′ al r b r′ and Tr(b) = δl,r b
l r
.
We equip Bn with involution † defined as follows. If b ∈ Pl,r, then
b† = b∗
r l ∈ Pr,l,
where the ∗ is the standard involution on P•. Notice that Bn is a finite dimensional C∗-algebra
under †, so Bn has a unique C∗-norm. Since Bn is canonically a hereditary C∗-subalgebra of
Bn+1, we define B = lim−→Bn.
Definition 2.2 (The bimodules Xn). Fixing n ≥ 0, we define
Xn =
∞⊕
l,r=1
Pl,n,r
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where diagrammatically, an element x ∈ Pl,n,r can be seen as x = xl r
n
. The vector space
Xn comes equipped with a ∪k≥0Bk-valued inner product which is the sesquilinear extension
of
〈x|y〉B = δl,l′
n
x∗
r l y r
′
for x ∈ Pl,n,r and y ∈ Pl′,n,r′ . The algebra ∪k≥0Bk naturally acts on the left and right, namely
b
l r · xl′ r′ = δr,l′ · bl r r′x and
xl
′ r′ · bl r = δr′,l · bl′ l rx .
We complete Xn to form Xn = Xn(P•), which is naturally a B −B Hilbert bimodule. There
is an involution † on Xn given by the continuous conjugate-linear extension of
x† = x∗
n
r l ∈ Pr,n,l .
for x ∈ Pl,n,r. We write X = X1, and note B = X0.
Definition 2.3 (The Fock space F(P•)). The Pimsner-Fock space of P• F(P•) is the B−B
Hilbert bimodule
F(P•) =
∞⊕
n=0
Xn.
We define creation and annihilation operators on F(P•) as follows. Let x ∈ Pl,1,r ⊂ X .
We define the x creation operator L+(x) on F(P•) by the linear extension of its action on
y ∈ Pl′,n,r′ :
L+(x) ·
(
l′ r′
n
y
)
= δr,l′ l r r′
n
x y .
We define the x annihilation operator L−(x) on F(P•) by the extension of
L−(x) ·
 l′ r′ny
 = δr,l′ l r r′n− 1x y .
Note that (L+(x))
∗ = L−(x†).
In [HP14], we showed that the C∗-algebra generated by B and the operators L+(x) is
isomorphic to the Pimsner-Toeplitz algebra T (X ) [Pim97].
Definition 2.4. The free semicircular algebra of P• S(P•) is defined to be the C∗-algebra
generated by B together with the elements L+(x) + L−(x) where x ∈ X and x = x†.
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Facts 2.5.
(1) The work of Germain [Ger] allowed us to use this presentation to compute the K-groups
of S(P•). Recalling that Γ is the principal graph of P•, we have
K0(S(P•)) ∼= Z[{[pα]|α ∈ V (Γ)}] and K1(S(P•)) = (0).
(2) In [HP14], we showed that S(P•) can be pictured as generated by elements x ∈ Pl,n,r
where the action on F(P•) is given by
x ·
(
m
y
)
=
min{n,m}∑
k=0
k
x y ,
and this diagram also represents how to multiply x and y in S(P•).
(3) Let 1k be the diagram in B which consists of k horizontal through strings. In [HP14],
we showed that 10S(P•)10 ∼= A0 (see Section 3 below). Similar arguments show that
1kS(P•)1k ∼= Ak for all k ≥ 0.
2.2 Free graph algebras
We begin with some notation which will be useful for the rest of this artilce.
Notation 2.6. Let A be a C∗ algebra equipped with a lower semicontinuous tracial weight
Tr (which might not be finite). We write
A =
p1A1
µ1
⊕ · · · ⊕
pnAn
µn
⊕D
if pk is a projection in A which serves as the identity of the C∗-algebra Ak, and Tr(pk) = µk.
The algebra D may be unital or not.
Let Λ be an undirected graph with a weighting µ : V (Λ) → R>0. We place a semi-finite
trace Tr on C0(V (Λ)) by requiring Tr(pα) = µ(α) with pα the indicator function at α. We
now construct the free graph algebra of Λ [HP14], which for our purposes, will be defined as
a reduced amalgamated free product.
Definition 2.7. For  ∈ E(Λ), we will define algebras S with trace Tr as follows:
(1) If  is a loop at α, then
(S,Tre) =
pα
(C[0, 1], dλ)
µ(α)
⊕ C0(V (Λ) \ {α}, µ)
where dλ is integration against Lebesgue measure.
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(2) If the endpoints of  are α and β with α 6= β and µ(α) = µ(β), then
(S,Tr) =
qα+pβ
(M2(C)⊗ C([0, 1]),TrM2(C)⊗dλ
2µ(β)
)⊕
rα
C
µ(α)−µ(β)
⊕ C0(V (Λ) \ {α, β}, µ)
where pα = qα + rα and qβ and pα are embedded along the diagonal of M2(C)
(3) If  has α and β as endpoints with α 6= β and µ(α) = µ(β), then set D to be the following
C∗-algebra
D = {f : [0, 1]→M2(C)|f is continuous and f(0) is diagonal}
then
(Se,Tre) =
pα+pβ
(D,TrM2(C)⊗dλ)
2µ(α)
⊕ C0(V (Λ) \ {α, β}, µ).
Each S comes with a Tr-preserving conditional expectation E onto C0(V (Λ)), and Tr
restricted to C0(V (Λ)) is integration against µ. We therefore define S(Λ, µ) as
(S(Λ, µ), E) = ∗
C0(V (Λ))
(S, E)∈E(Λ)
where the amalgamated free product is reduced.
Remark 2.8. All the free products in this article are reduced, and we simply use the notation
∗ to denote our reduced free products.
From the free product construction, Tr extends to a lower semicontinuous semi-finite
tracial weight on S(Λ, µ) by Tr ◦E. In [HP14], we computed the K-groups of S(Λ) using
[Ger]. The following result will be used in the proofs in Subsection 5.1.
Fact 2.9. K0(S(Λ, µ)) ∼= Z[{[pα]|α ∈ V (Λ)}] and K1(S(Λ, µ)) = (0).
2.3 Compressing the system
For each α ∈ V (Γ), we choose a representative pα ∈ P2 depth(α) ⊂ 1depth(α)B1depth(α). Let C be
the C∗ algebra generated by the pα and note that C ∼= C0(V (Γ)). The free graph algebra of P•
S(Γ) is the C∗-algebra generated by CS(P•)C.
It was shown in [HP14], based on ideas in [GJS11], that S(Γ) ∼= S(Γ, µ) as in Subsection
2.2 for µ the quantum dimension weighting induced from the trace on P•, which satisfies the
Frobenius-Perron condition for the modulus δ. It was also shown in [HP14] that S(P•) =
S(Γ)⊗K for K the algebra of compact operators on a separable, infinite-dimensional Hilbert
space.
Given the principal graph Γ of P•, we have an auxiliary directed graph ~Γ which is instru-
mental in our computations.
Definition 2.10. Suppose Λ is an undirected graph. We define a directed graph ~Λ =
(V (~Λ), E(~Λ), s, t) as follows:
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(1) V (Λ) = V (~Λ).
(2) For each  ∈ E(Λ) which is a loop, i.e.,  only connects to one vertex α, we have a single
edge  ∈ E(~Λ) such that s() = t() = α.
(3) For each  ∈ E(Λ) which is not a loop, i.e.,  connects to two distinct vertices α, β, we
have two edges ′, ′′ ∈ E(~Λ) such that s(′) = t(′′) = α and t(′) = s(′′) = β.
There is an involution op on E(~Λ) given by op =  if  is a loop, and (′)op = ′′ if  is not a
loop.
Remark 2.11. One can also define the free graph algebra S(Λ, µ) from Subsection 2.2 as a
subalgebra of T~Λ [FR99], a Toeplitz extension of O~Λ. See [HP14] for more details.
The point of the above definition is the highly useful edge elements, defined as follows.
Definition 2.12 ([HP14]). Let E(α → β) denote the edges in ~Γ with source α and target
β. Let  ∈ E(Γ) and ′ and ′′ as in Definition 2.10.
(1) If E(α → α) is of size n, then pαXpα is n-dimensional and has an orthonormal basis
{g} indexed by  ∈ E(α→ α). We can and will choose the g to be self adjoint.
(2) If E(α → β) is of size n, then pαXpβ is n-dimensional and has an orthonormal basis
indexed by g′ such that  ∈ E(Γ) with α and β as endpoints and s(′) = α. We also
have corresponding elements g′′ ∈ pβXpα. We choose the indexing so that g†′ = g′′ .
We have the following facts about the edge elements g and g′ , which help one explicitly
realize the isomorphism S(Γ) ∼= S(Γ, µ) from Subsection 2.2.
Facts 2.13 ([GJS11, HP14]).
(1) S(Γ) is generated as a C∗-algebra by C and the elements g and g′ above where the
multiplication is as in Facts 2.5.
(2) There is a conditional expectation, E : S(Γ) → C which is defined on polynomials in C
and the ge, g′ , which sends a polynomial to its term that lies in C.
(3) If  is a loop, let g be as above, and if  is not a loop, let h = g′ + g′′ . Then the
elements g, h are all free with amalgamation with respect to E, and furthermore, Tr ◦E
is a lower-semicontinuous tracial weight on S(Γ) where Tr is as in Subsection 2.1.
(4) If  is a loop at α then the distribution of g2 in pαS(Γ)pα with respect to Tr ◦E is
Free-Poisson with no atoms whose support contains 0.
(5) Let  ∈ E(Γ) with α and β as endpoints, µ(α) > µ(β), and s(′) = t(′′) = α. The
distribution of g∗′g′ = g′′g′ in pβS(Γ)pβ with respect to Tr ◦E is a Free-Poisson with
no atoms and is supported away from the origin. In particular, g∗′g′ is invertible in
pβS(Γ)pβ. This means that the distribution of g∗′′g′′ in pαS(Γ)pα has an atom of size
µ(α)−µ(β) at 0 and the same absolutely continuous portion as the distribution of g∗′g′ .
(6) Let  ∈ E(Γ) with α and β as endpoints, α 6= β, µ(α) = µ(β), and s(′) = t(′′) = α. The
distribution of g∗′g′ in pβS(Γ)pβ with respect to Tr ◦E is a Free-Poisson with no atoms
whose support contains 0. The same is true of the distribution of g∗′′g′′ in pαS(Γ)pα.
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3 The graded and filtered conventions
In this section, we recall the Guionnet-Jones-Shlyakhtenko construction [GJS10] and the
orthogonal version [JSW10]. The first constructs a graded algebra, and the second constructs
a filtered algebra. In Part I [HP14], the free semicircluar algebras developed use the filtered
convention described below. After this section, we will frequently identify the C∗-algebras
arising from these two conventions since they are isomorphic. We will only explicitly state
which convention we are using when it is needed.
3.1 The Guionnet-Jones-Shlyakhtenko construction
Definition 3.1. Given a factor planar algebra P•, we form the vector space
Grk =
∞⊕
n=0
P2k+n.
Recall from [GJS10, JSW10, GJS11] that Grk has the structure of a graded algebra with
graded multiplication ∧k and normalized Voiculescu trace τk acts on itself by left and right
multiplication which is bounded with respect to ‖ · ‖2.
τk(x ∧k y) = τk
(
x yk k k
)
= δ−k
x y
Σ TL
k
We use the following notation:
• Ak is the unital C∗-algebra generated by the left action of Grk on L2(Grk, τk),
• Mk = A′′k = Gr′′k on L2(Grk, τk). The algebras (Mk)k≥0 form a Jones tower where
(i) the inclusion Mk ↪→Mk+1 is the extension of the inclusion Grk ↪→ Grk+1 given
by
x
n
k k 7−→ x
n
k k ,
(ii) the Jones projections are given by ek = δ
−1 k − 1 ∈ Grk+1, and
(iii) the trace-preserving conditional expectationMk+1 →Mk is the extension of the
conditional expectation Grk+1 → Grk given by
x
n
k k 7→ δ−1 x
n
k − 1 k − 1
.
• A∞ is the C∗-algebra generated by
Gr∞ =
∞⊕
`,n,r=0
P`,n,r
9
where we picture x ∈ Pl,n,r as x
n
l r . The multiplication on A∞ is given by
x
n
l r ∧∞ y
m
l′ r′ = δr,l′ x
n
y
m
l r r′ ,
and it carries a non-normalized semi-finite trace
τ∞
(
x
n
l r
)
= δl,r
x
n
Σ TL
r
.
Note that Ak = 1kA∞1k where 1k ∈ P2k is the diagram with k horizontal strands.
• M∞ = A′′∞ = Gr′′∞ on L2(Gr∞, τ∞).
Remark 3.2. Note that the restriction of τ∞ to P2k ⊂ Grk is the usual non-normalized
trace on P2k. We denote this restriction by Tr.
3.2 The filtered convention
Gr∞ also comes equipped with a filtered algebra structure. The multiplication · is given by:
x · y = δr,l′ ·
min{n,m}∑
j=0
l r′
n− j
j
m− j
x y
for x ∈ Pl,n,r and y ∈ Pl′,m,r′ . There is a trace Tr on Gr∞ given by
Tr(x) = δn,0 · δl,r xl
r
for x ∈ Pl,n,r. Consider the map Φ : Gr∞ → Gr∞ given by:
Φ(x) =
∑
T∈Epi(TL•) x
T
where Epi(TL•) is the set of Temperley-Lieb diagrams with marked points on the top and
bottom so that every string which has an endpoint on the top has its other endpoint on the
bottom. Note that Φ preserves elements in Pl,0,r and Pl,1,r. From the arguments in [JSW10,
Section 5], Φ is a bijection with the property that
Φ(x ∧∞ y) = Φ(x) · Φ(y) and τ∞(x) = Tr(Φ(x)).
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This shows that A∞ is isomorphic to the C∗-algebra generated by Gr∞ acting on L2(Gr∞,Tr)
via the multiplication ·.
We now want to identify A∞ with S(P•). To do so, we need a few definitions. First,
let L2(B,Tr) be the closure of {x ∈ B|Tr(x∗x) <∞} with respect to the norm ‖ · ‖2 where
‖x‖22 = Tr(x∗x). Notice that B has an obvious faithful left action on L2(B,Tr).
Next, let H∞ = F(P•) ⊗B L2(B,Tr), and note that H∞ has a left S(P•)-action. Since
B acts on the right of F(P•) faithfully, the induced representation of L(F(P•))) on H∞ is
faithful, so the left S(P•)-action is faithful.
Finally, recall from [HP14, Section 5.5] that there is a conditional expectation E∞ :
S(P•) → B given by the extension of E∞(x) = δn,0x for x ∈ Pl,n,r ⊂ S(P•). Moreover, the
GNS Hilbert space L2(S(P•),Tr ◦E∞) can be naturally identified with L2(Gr∞,Tr).
Lemma 3.3. There is a unitary V from H∞ to the GNS Hilbert space L2(Gr∞,Tr) inter-
twining the left S(P•) and left A∞ actions. Hence A∞ ∼= S(P•).
Proof. We define V on elementary tensors of the form x ⊗ a where x ∈ Pl,n,r ⊂ Xn and
a ∈ Pr,s ⊂ B by
x⊗ a 7→
n
l r sx a .
For y ∈ Pl′,n′,r′ ⊂ Xn′ and b ∈ Pr′,s′ ⊂ B, we calculate that
〈x⊗ a|y ⊗ b〉C = 〈a|〈x|y〉Bb〉L2(B,Tr) = δl,l′δn,n′δs,s′
n
sx∗ y ba∗ .
The rest is straightforward.
Since the map Φ is the identity on B, we have the following corollary:
Corollary 3.4. 1kS(P•)1k ∼= Ak.
For the rest of this article, we identify A∞ with S(P•), and we always write A∞.
3.3 The shaded case
When P• is a subfactor planar algebra, then as in [GJS10, JSW10], we define
Grk,± =
∞⊕
n=0
P2k+n,±(−1)k .
As before, we picture elements in Grk,± as boxes of the form x
n
k k with the marked region
on the bottom of the box. In this manner, the upper left corner will be shaded ± and the
shading in the marked region depends on the parity of k.
As in the first two sections, we can complete these to form C∗-algebras Ak,± and von
Neumann algebras Mk,±. As was shown in [GJS10], M′0,± ∩Mk,± ∼= P2k,±.
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We also form semifinite algebras Gr∞,± which are given by
Gr∞,± =
∞⊕
l,n,r=0
Pl,n,r,±
where the marked region is on the bottom of the box and is always ±. Just as in the
previous two sections, Gr∞,± completes to C∗-algebras A∞,± and M∞,± using either of the
two multiplications and traces introduced there. If 1k,± is the element in P2k,± with k through
strings, then we have the following:
• 1k,±A∞,±1k,± ∼=
{
Ak,± for k even
Ak,∓ for k odd.
• S(P•,±) ∼= A∞,±.
Throughout the rest of this article, we assume that P• is unshaded or that the shading is
implicit. If we need a specific shading for an example, it will be explicitly mentioned.
4 Strong Morita equivalence
The main result of this section is showing that A0 is Morita equivalent to S(Γ) from Sub-
section 2.3. This will show that A0 is strongly Morita equivalent to Ak for all k and that
A∞ ∼= A0 ⊗K(H). The computation of the K-groups of the Ak will follow as a result.
After recalling the basic definitions and properties of strong Morita equivalence, we will
exhibit a simple planar algebraic proof of Morita equivalence in finite depth. We will then
collect some facts about reduced free products which will allow us to show our desired Morita
equivalence computations.
4.1 Strong Morita equivalence
To begin, we recall the basic notions of strong Morita equivalence. In [Rie74a, Rie74b], Rieffel
defined the notion of strong Morita equivalence for C∗-algebras via equivalence bimodules.
We will use an equivalent definition below. To simplify our definitions, we will assume all
our C∗-algebras are separable.
Definition 4.1. Two C∗-algebras A,B are strongly Morita equivalent, denoted A ∼ B, if
there is a C∗-algebra C such that A,B are full hereditary subalgebras of C. Recall that
A ⊂ C is full if CAC is dense in C and hereditary if a ∈ A+ and 0 ≤ c ≤ a implies c ∈ A.
We also use the following facts.
Facts 4.2.
(1) A ∼ B if and only if A,B are stably isomorphic, i.e. A⊗K ∼= B⊗K [BGR77, Theorem
1.2].
(2) If A ∼ B, then K∗(A) ∼= K∗(B).
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Recall that a C∗-algebra is simple if it has no closed 2-sided ideals. The following propo-
sition is well known, but we include a short proof for the reader’s convenience.
Proposition 4.3. Suppose A ∼ B via C as in Definition 4.1. Then simplicity of A, B, or
C implies the simplicity of all three.
Proof. If A is simple, then A ⊗ K is simple. Since A ⊗ K ∼= C ⊗ K, we get that C ⊗ K is
simple, and thus so is C. The other cases have similar arguments.
4.2 Some easy consequences
In this subsection, we use the graded convention, in which the cup elements ∪j,k in Fact 4.5
are invertible.
Lemma 4.4. For i < j, Ai ∼ Aj if Aj = 1jA∞1iA∞1j.
Proof. Set A = Ai, B = Aj, and C = (1i + 1j)A∞(1i + 1j) as in Definition 4.1. It is clear
that A = 1iC1i, so A ∼ B if Aj = 1jC1j. The latter is true if Aj = 1jA∞1iA∞1j.
Fact 4.5 ([GJS10, Lemma 2], [BHP12, Lemma 3.17]). Since δ > 1, the cabled cup element
∪j,k = j k is positive and invertible inMk, so it is invertible in Ak by spectral permanence.
Definition 4.6. We denote the inverse of ∪j,k by the formal symbol ∪−1j,k , even though it
is not in Grk.
We can now show that for finite depth P•, eventually the GJS C∗-algebras are all strongly
Morita equivalent.
Theorem 4.7. Suppose P• has depth n <∞. Then An−1 ∼ Ak for all k ≥ n− 1.
Proof. Since P• has depth n, we know that PnenPn = Pn+1, and hence n+1 through strings
factors through n − 1 through strings. This means there is a finite Pimsner-Popa basis
{b} ⊂ Pn such that
∑
b benb
∗ = 1n+1. In diagrams, we have
n+ 1
= b b∗n n− 1 n ,
and we immediately see that 1n+1A∞1n−1A∞1n+1 = An+1, and thusAn−1 ∼ An+1 by Lemma
4.4. Also, Ak ∼ Ak+2 for k ≥ n follows similarly since k+ 2 strings factors through k strings
by taking a Pimsner-Popa basis for Pk+1 over Pk.
Finally, we show An−1 ∼ An. As above, let {b} ⊂ Pn be a Pimsner-Popa basis for Pn
over Pn−1. Then we have
n
=
n
∪−11,n = b b∗n n− 1 n ∪−11,n n .
Hence 1nA∞1n−1A∞1n = An, and again An−1 ∼ An by Lemma 4.4.
Remark 4.8. If P• is shaded, then this argument shows that Ak,± ∼ Ak±1,∓ for all k ≥
depth(P•)−1. However, in general, it is not the case that Ak,± ∼ Ak+1,± (see Example 6.16).
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4.3 Some useful free product theorems
The upcoming Morita equivalence arguments, as well as the arguments for simplicity, unique
trace, and the positive cone of K0(A0), rely on some results about reduced free products.
The first of these is due to Avitzour. We remind the reader that all free products in this
article are reduced.
Theorem 4.9 ([Avi82]). Let (B, tr) = (B1, tr1)∗(B2, tr2) where tri is a faithful tracial state
on Bi for i ∈ {1, 2}, and tr is the canonical free product tracial state. Suppose that there
exist unitaries u1 ∈ B1, and u2, u′2 ∈ B2 satisfying
tr(u1) = 0 = tr(u2) = tr(u
′
2) = tr(u
∗
2u
′
2).
Then B is simple, and tr is the unique tracial state on B.
If B1 and B2 contain such unitaries, we say that B satisfies the Avitzour condition. A
unital C∗-algebra B has stable rank 1 if the set of invertible elements is dense in B. Dykema,
Haagerup, and Rørdam showed that certain reduced free products have stable rank 1.
Theorem 4.10 ([DHR97]). Suppose (B, tr) = (B1, tr1)∗(B2, tr2) satisfies the Avitzour con-
dition as in Theorem 4.9. Then B has stable rank 1.
Recall that for a C∗-algebra B, the positive cone K0(B)+ of K0(B) is the set
K0(B)
+ = {x ∈ K0(B) : x = [p] for p ∈ P (Mn(B))}.
Dykema and Rørdam observed that K0(B)
+ can be quite large for B a free product.
Theorem 4.11 ([DR98]). Suppose (B, tr) = (B1, tr1)∗(B2, tr2) satisfies the Avitzour condi-
tion as in Theorem 4.9. Let ji be the canonical inclusion of Bi ↪→ B and K0(ji) the induced
map on K-theory. Let G be the subgroup K0(j1)(K0(B1)) +K0(j2)(K0(B2)) of K0(B). Then
K0(B)
+ ∩G = {x ∈ G : tr(x) > 0} ∪ {0}.
A tracial C∗-algebra (B, tr) contains a diffuse abelian C∗-subalgebra C = C(X) if the
Borel measure on X induced from tr contains no atoms. Dykema was able to recover the
results of Theorems 4.9 and 4.10 under a slightly different condition on the free product.
Theorem 4.12 ([Dyk99]).
(1) Suppose (B, tr) = (B1, tr1)∗(B2, tr2) where (B1, tr1) contains a diffuse abelian C∗-
subalgebra and B2 6= C. Then B is simple, has stable rank 1, and has unique tracial
state tr.
(2) Suppose (B, tr) = (B1, tr1)∗ · · · ∗(Bn, trn), where each Bi has the form
Bi = D
µi
⊕ C
where D contains a diffuse abelian subalgebra. Then B is simple and has unique trace if
and only if
∑n
i=1 µi > tr(1). B always has stable rank 1, regardless of the weighting.
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Finally, we finish this section with a technical tool for compressions of free products. Also
see [Dyk93, Theorem 1.2] for a von Neumann algebra version.
Lemma 4.13 ([Dyk93, Dyk99]). Suppose that A, B, and C are tracial C∗-algebras with
D = (
p
A⊕B)∗C,
and D is endowed with the canonical free product trace. Then pDp = A∗p
(
(
p
C⊕B)∗C
)
p.
4.4 Morita equivalence of A0 and S(Γ)
We will now prove the following theorem.
Theorem 4.14. A0 ∼ S(Γ).
Proof. We note that A0 = p?S(Γ)p? for µ the quantum dimension weighting, so we need to
show that p? is full in S(Γ). Let α be a vertex connected to ? by an edge, , and let ′ ∈ E(~Γ)
have s(′) = ? and t(′) = α so that g∗′g′ = g
∗
′p?g′ is supported under pα. Let 1, . . . , n be
the collection of edges having target α. Then by Facts 2.13, pαS(Γ)pα contains the following
free product
n∗
i=1
C[0, 1]
min{µ(s(i)),µ(α)}
⊕ C
where the trace on C[0, 1] is integration against Lebesgue measure. The Frobenius-Perron
condition implies
n∑
i=1
min{µ(s(i)), µ(α)} ≥ µ(α)
so that this free product is simple by Theorem 4.12. This shows that pα is in the ideal
generated by p?. Continuing inductively shows that pβ is in the ideal generated by ? for
every β ∈ V (Γ).
From this, we deduce the following three corollaries.
Corollary 4.15. A∞ ∼= A0 ⊗ K for K the algebra of compact operators on a separable,
infinite dimensional Hilbert space.
Proof. The isomorphism A∞ ∼= S(Γ) ⊗ K was proven in [HP14]. The corollary is then
immediate from Facts 4.2 and Theorem 4.14.
Corollary 4.16. A0 ∼ Ak for all k ≥ 0.
We provide two proofs of this corollary.
Proof 1 of Corollary 4.16. Note that 1k is a linear combination of projections equivalent to
pα for α ∈ V (Γ(k)). The result is now immediate from Theorem 4.14.
Corollary 4.17. K0(Ak) = Z {[pα]|α ∈ V (Γ)} and K1(Ak) = {0} for all k ≥ 0.
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Remark 4.18. The first corollary is analogous to the fact that M∞ ∼= M0 ⊗ B(H) for H
separable and infinite dimensional [GJS11]. If P•,± is a subfactor planar algebra, the second
and third corollaries need to to be modified, since Ak,± is a corner of A∞,∓ for k odd. In
this case, we have Ak,± ∼ Ak+1,∓ for all k. For the K-groups, we have the following:
K0(Ak,±) =
{
Z {[pα]|α ∈ V (Γ±)} for k even
Z {[pα]|α ∈ V (Γ∓)} for k odd
K1(Ak,±) = {0} for all k ≥ 0
While the following is not needed for the rest of the article, it is interesting to note
that it is actually sufficient to prove Corollary 4.16 only using the An Coxeter-Dynkin di-
agram (n ∈ {3, 4, . . . } ∪ {∞}), which is the principal graph for Temperley-Lieb TL•(δ) for
δ ∈ {2 cos(pi/(k)|k ≥ 3} ∪ [2,∞). Indeed, since TL• sits inside every factor planar algebra,
we have S(An) ⊂ A∞. Let f (k) be the kth Jones Wenzl idempotent in TL2k, so it is a
representative of the depth k vertex of An. We also set gk = g if  has s() = k − 1 and
t() = k.
Proof 2 of Corollary 4.16. It is sufficient to show that for all k, f (k) is in the ideal (in A∞)
generated by p? = f
(0) since 1k is a linear combination of projections equivalent to various
f (j) for j ≤ k. Note that the element
gk−1 · · · g0g∗0 · · · g∗k−1 = gk−1 · · · g0p?g∗0 · · · g∗k−1 = (constant) · f (k) f (k)
k k
k k
is nonzero, in the ideal generated by p?, and in f
(k)S(An)f (k) ⊂ f (k)A∞f (k). The algebra
f (k)S(An)f (k) is simple by the same arguments as in the proof of Theorem 4.14. The result
follows.
5 Properties of the GJS C∗-algebras
We now turn our attention to deriving many properties about the C∗-algebras Ak. Specifi-
cally, we show that these algebras are simple with unique tracial state. Furthermore we will
show that the K0 group of each Ak is weakly unperforated as an ordered abelian group and
that each Ak has stable rank 1. As a consequence, we show that A∞ has a comparability
of projections and that a strong dichotomy occurs regarding projections in A0. Either A0 is
projectionless, or {tr(p)|p ∈ P (A0)} is dense in [0, 1].
Along the way, we observe that the known results for free products over the scalars are
insufficient to help derive these results for a (sub)factor planar algebra P•. We therefore
develop analogous theorems for amalgamation over C2 which prove useful in our analysis.
5.1 Simplicity, unique trace, and weak unperforation
We now show that the algebras Ak are simple with unique trace, and their K0 group is
weakly unperforated, i.e. nx > 0 for some n ∈ N implies x > 0. It turns out that the
analysis simplifies considerably if Γ has a particular decomposition. This is where we begin.
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Theorem 5.1. Suppose that one of the following conditions hold:
(1) Γ can be written as the union Γ1 ∪Γ2, where Γ1 and Γ2 each have at least one edge, and
the intersection Γ1 ∩ Γ2 only consists of the vertex ?.
(2) P• is irreducible, i.e., Γ has only one vertex at depth zero, only one vertex at depth 1,
and only one edge between them.
Then A0 is simple with unique tracial state, and K0(A0)+ = {x ∈ K0(A0) : Tr(x) > 0}∪{0}.
Proof. Throughout this proof, we assume that µ is the quantum dimension weighting on
V (Γ) coming from P•. If (1) holds, then
A0 ∼= p?S(Γ1)p?∗ p?S(Γ2)p?.
Let 1 ∈ E(~Γ1) and 2 ∈ E(~Γ2) with t(i) = ?. Then g∗igi generates a diffuse abelian C∗
algebra for i ∈ {1, 2}, so it follows that A0 satisfies the Avitzour condition. Furthermore,
the proof of Theorem 4.14 implies p? is full in both S(Γ1) and S(Γ2). Therefore, if α ∈ V (Γ),
then [pα] is in the K0 group of at least one of the C
∗ algebras in the free product. Thus A0 is
simple, has unique tracial state, and the positive cone of K0(A0) has the desired properties.
If (2) holds, let  denote the (unique) edge in ~Γ with t() = ? and s() = α, the single
depth 1 vertex. Note that pα = f
(1) and Tr(f (1)) = δ > 1. Therefore, g∗ g = (constant) · ∪
is invertible in A0, so both elements on the right side of the polar decomposition g = w|g|
are in S(Γ, µ). Set
A = wC∗(g∗ g)w∗ and AΓ\{} = f (1)C∗(Γ \ {})f (1).
Then from Lemma 4.13, we see that
A0 ∼= wA∞w∗ = A∗ww∗
((
ww∗
C ⊕ C
)
∗AΓ\{}
)
ww
∗

The algebra A is diffuse abelian, and from [Har13], the second algebra in the free product
completes to an interpolated free group factor, so it contains a unitary of trace zero. There-
fore A0 satisfies the Avitzour condition. Furthermore, the arguments in Theorem 4.14 imply
that ww
∗
 is full in AΓ\{} so we can deduce that each [pβ] for β a vertex of Γ appears in the
K0 group of at least one of the two algebras in the free product. Therefore, we again deduce
that A0 is simple, has unique tracial state, and the positive cone of K0(A0) has the desired
properties.
We now suppose that our planar algebra P• does not satisfy either of the conditions in
Theorem 5.1. Then the principal graph Γ must satisfy the following condition.
Assumption 5.2. There is an edge  in Γ connecting ? to a vertex α 6= ?, and there is a
path from ? to α which avoids .
We now show the algebra A0 is simple with unique trace with the above assumption, even
though we are no longer able to express A0 as a free product over the scalars. In order to
analyze this case we will need some additional free product lemmas which are in the spirit
of Subsection 4.3 for amalgamation over C2.
We start with the following lemma, which is an analogue of Lemma 4.13 for amalgamated
free products, and the techniques used in the proof mirror the techniques used in [Dyk93].
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Lemma 5.3. Suppose there are two unital, tracial, C∗-algebras
p+r
B ⊕
r′
C and C which both
contain D =
p
C⊕
q
C as a unital C∗-subalgebra with q = r + r′. Assume that the algebras are
equipped with conditional expectations E1D and E
2
D onto D respectively as well as traces tr1
and tr2 so that tri = tri ◦EiD for i = 1, 2, and the restrictions of tr1 and tr2 to D coincide.
Form the reduced amalgamated free product
A =
(
p+r
B ⊕
r′
C
)
∗
D
C.
Then
(p+ r)A(p+ r) = (B,E1D′)∗
D′
(p+ r)
((
p
C⊕
r
C⊕
r′
C
)
∗
D
C ,E2D′
)
(p+ r)
where D′ =
p
C ⊕
r
C, the conditional expectations EiD′ onto D′ are the trace preserving ones,
and the free product is reduced.
Proof. The case r′ = 0 is tautologically true, so we assume r′ > 0. Let
C ′ =
(
p
C⊕
r
C⊕
r′
C
)
∗
D
C.
We first note that A is generated by B = (p + r)B and C ′. Since p + r is the unit of B, it
follows that if an alternating word in C ′ and B is compressed by p+ r, then the compressed
word is a word in B and (p+ r)C ′(p+ r).
Let B0 ⊂ B and ((p + r)C ′(p + r))0 ⊂ (p + r)C ′(p + r) be the respective subspaces of
elements with zero expectation onto D′. In addition, let (C ′)0 ⊂ C ′ be the subspace of
elements with zero expectation onto D, and notice that ((p + r)C ′(p + r))0 ⊂ (C ′)0, and
that elements in B0 also have zero expectation onto D in A. Now, consider an alternating
word w = x1y1 · · ·xnynxn+1 where xi ∈ B0 for 2 ≤ i ≤ n, x1, xn+1 ∈ D′ ∪ B0, and yi ∈
((p+ r)C ′(p+ r))0. We need to show that ED′(w) = 0.
In C ′, let a = (p+r)−(αp+βq) where α and β are chosen so that ED(a) = 0. Notice that
α = 1 and β < 1 since r′ > 0. Expectationless elements in C ′ are therefore norm limits of
sums of alternating words in {a} and C0 (the D-expectationless elements in C), and hence
we approximate each yi by a linear combination of alternating words in {a} and C0. Since yi
is supported under p+r, we may assume that the coefficient of the single word a is zero since
(p+ r)a(p+ r) has nonzero expectation onto D′. Inserting these words for each yi in w, and
distributing and regrouping, gives a linear combination of alternating words in (B0 ∪ {a})
and C0 which has expectation zero by freeness.
We now use the following lemma, which is a special case of [Iva11, Theorems 3.5 and 4.5].
Lemma 5.4 ([Iva11]). Let C1 and C2 be unital C
∗ algebras containing the unital C∗ subalge-
bra D unitally. Suppose each Ci is equipped with a trace tri such that tr1 and tr2 coincide on
D and that there exist trace preserving conditional expectations EiD of Ci onto D. Consider
the reduced amalgamated free product with conditional expectation E
(C,E) = (C1, E
1
D)∗
D
(C2, E
2
D).
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Then C is simple and has unique trace tr = tr1 ◦ED = tr2 ◦ED provided the following
conditions hold:
(1) There exist unitaries u1 ∈ C1 and u2, u′2 in C2 such that ED(u1) = 0 = ED(u2) =
ED(u
′
2) = E(u
∗
2u
′
2).
(2) For every a1, ..., an ∈ D with zero trace, there exists a unitary u ∈ (C2)0 such that
ED(uaiu
∗) = 0 for each i.
(3) There are unitaries w, v ∈ (C2)0 such that ED(wav) = 0 for all a ∈ D.
Furthermore, let G be the subgroup of K0(C) which is generated by K0(j1)(K0(C1)) and
K0(j2)(K0(C2)) with ji : Ci → C the canonical inclusion. If the above three conditions hold,
then
K0(C)
+ ∩G = {x ∈ Γ : tr(x) > 0} ∪ {0}.
We now prove our desired theorem:
Theorem 5.5. The C∗ algebra A0 is simple and has unique trace when Γ satisfies Assump-
tion 5.2. Moreover, K0(A0)+ = {x ∈ K0(A0) : tr(x) > 0} ∪ {0}.
Proof. Set D =
p?
C
1
⊕
pα
C
µ(v)
, and let ′ be the edge in E(~Γ) affiliated to  which has s(′) = α
and t(′) = ?. Note that
DS(Γ)D = C∗(p?, pα, g′)∗
D
D(S(Γ \ {}, µ))D.
Let q ≤ pα be the support projection of g′g∗′ . If the polar part of g′ is not in C∗(g′),
then µ(α) = 1 and q = pα. Otherwise, the polar part of g′ is in C
∗(g′), so q ∈ C∗(g′).
Lemma 5.3 implies
(p? + q)S(Γ)(p? + q) = D∗
D′
(p? + q)
((
p?
C
1
⊕
q
C
1
⊕
pv−q
C
µ(v)−1
)
∗
D
S(Γ \ {}, µ)
)
(p? + q)
where D′ =
p?
C⊕
q
C, and D ∼= M2 ⊗ C[0, 1] if q 6= pv and
D ∼= {f : M2(C)→ [0, 1] : f is continuous and f(0) is diagonal}
if q = pv. Recall that in either case, the trace on B is trM2(C)⊗dλ with dλ integration with
respect to Lebesgue measure. We will show that (p? + q)S(Γ)(p? + q) satisfies properties
(1)-(3) of Lemma 5.4.
The projections p? and q are identified with the matrix units e11 and e22 of the copy of
M2 in B. In either case, B contains a Haar unitary with expectation zero, namely
V =
(
e2piit 0
0 e2piit
)
.
Let C ′ be the second algebra in the free product expansion of (p? + q)S(Γ)(p? + q), and let f
be an edge different from ′ with t(f) = ?. The continuous functional calculus applied to g∗fgf
19
produces a Haar unitary u ∈ p?C ′p?. Furthermore, the von Neumann algebra generated by
qC ′q is an interpolated free group factor [Har13], so it follows that qC ′q contains a unitary
v of trace zero. Therefore, u + v is an expectationless unitary in C ′, and we see that
(p? + q)S(Γ)(p? + q) satisfies (1) in Lemma 5.4.
To see (2), consider the unitary
U =
(
cos(2pit) − sin(2pit)
sin(2pit) cos(2pit)
)
∈ B.
(Note U ∈ B regardless if q = pv or not.) We observe that the traceless elements in D′ form
a 1 dimensional subspace of D′ spanned by
a =
(
1 0
0 −1
)
.
Note that
UaU∗ =
(
cos2(2pit)− sin2(2pit) 2 cos(2pit) sin(2pit)
2 cos(2pit) sin(2pit) sin2(2pit)− cos2(2pit)
)
which is expectationless, and thus (2) in Lemma 5.4 holds.
If b ∈ D′, then b is a diagonal matrix with b1 and b2 on the diagonal, and V bV is
easily seen to have expectation 0. Thus (3) holds, so by Lemma 5.4, we have simplicity of
(p? + q)S(Γ, µ)(p? + q) and hence A0 = p?S(Γ, µ)p?, which is a full corner.
Finally, we have also shown that (p? + q)S(Γ)(p? + q) has unique trace, and simplicity
implies [q] represents an element in K0(A0). This implies that (p? + q)S(Γ)(p? + q) is
isomorphic to a compression of Mn(A0) for some n. Therefore, Mn(A0) has unique trace by
Lemma 5.6 below, implying A0 has unique trace.
Note that q is full in pαS(Γ \ {})pα, so for each vertex β of Γ, [pβ] is represented in the
K0 group of at least one of the algebras in the free product expansion of (p?+q)S(Γ)(p?+q).
Since A0 is a full corner of (p? + q)S(Γ)(p? + q), we have
K0(A0)+ = {x ∈ K0(A0) : tr(x) > 0} ∪ {0}.
By Theorems 5.1 and 5.5, A0 is always simple with unique trace. By Proposition 4.3 and
Corollary 4.16, Ak is always simple for all k > 0.
We now show Ak has unique trace for all k > 0. We use the following lemma, which
comes from [Dyk99]. We provide a short proof for the reader’s convenience.
Lemma 5.6. Suppose B is a unital C∗-algebra, p ∈ B is a full projection (BpB = B), and
C = pBp. If C has unique tracial state trC, then B has at most one tracial state.
Proof. Suppose tr1, tr2 are two tracial states on B. Since trC is the unique tracial state on
C, for i = 1, 2, tri |C = λi trC for some λi ≥ 0. Then if b ∈ B, we can write b =
∑n
j=1 xjpyj,
so for i = 1, 2,
tri(b) =
n∑
j=1
tri(xjpyj) =
n∑
j=1
tri(pyjxjp) = λi
n∑
j=1
trC(pyjxjp).
Since tri is a state, λi > 0 for i = 1, 2, so tr1 is proportional to tr2. Since tr1(1) = tr2(1),
tr1 = tr2.
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Note that the polar part of k is in A∞ since k is invertible in A0 using the graded
convention by Fact 4.5. Therefore A0 ∼= pAkp for some projection p ∈ Ak. As Ak is simple,
p is full in Ak. Since each of the Ak comes equipped with a tracial state, we conclude the
following.
Corollary 5.7. Ak has unique trace for all k ≥ 0.
5.2 Stable rank one
In this section, we will show A0 has stable rank 1, and use this to deduce some statements
about of comparability of projections in A∞. Of course, Theorem 4.10 already implies A0
has stable rank 1 if Γ is as in Theorem 5.1. We will need to eastiblsh this fact if Γ satisfies
the Assumpton 5.2. We begin with the theorem that will allow us to do just that.
Theorem 5.8. Suppose that B1 and B2 are unital separable C
∗ algebras both containing
D = C2 as a subalgebra. Assume that B1 and B2 are equipped with faithful traces tr1 and
tr2 respectively such that tr1 and tr2 agree on D, and there exist trace preserving conditional
expectations EiD from Bi to D. Form the reduced amalgamated free product
(B,E) = (B1, E
1
D)∗
D
(B2, E
2
D).
Let p and q be the two minimal projections in D, and assume tri is non-normalized and has
the property tri(p) = 1 = tri(q). Suppose B1 contains a unitary u1 and B2 contains unitaries
u2 and u
′
2 with v = pvp+ qvq for v ∈ {u1, u2, u′2} which also satisfy
E(u1) = 0 = E(u2) = E(u
′
2) = E(u
∗
2u
′
2).
Then pBp and qBq both have stable rank 1.
The proof follows from the arguments given in [DHR97]. We will sketch how to translate
these arguments to the case of amalgamation over C2, and we will borrow the notation from
[DHR97].
Let Λ0(B1, B2) the set of alternating words of expectationless elements in B1 and B2, and
note that D + span(Λ0(B1, B2)) is dense in B. Observe that for i ∈ {1, 2}, the subspaces
pBip, pBiq, qBip, and qBiq
are mutually orthogonal under the inner product given by 〈x, y〉 = tri(y∗x), and under EiD.
For each Bi, we can form an orthonormal basis Xi = {p, q} ∪ {xij : j ≥ 1} so that each xij is
in one of the subspaces above for all j. Following along the lines of Lemma 2.1 of [DHR97],
we may also assume that span(Xi) is a dense ∗-subalgebra of Bi for i ∈ {1, 2}. Note that
the requirement on the xji forces the elements in Xi to be orthogonal under E
i
D.
Borrowing the notation of [DHR97], Y0 = {p, q} and Yn is the subset of alternating words
in the x1j and x
2
j . The fact that the x
i
j are supported on either side by p or q and the
condition tr(p) = tr(q) = 1 imply that if w is a word in Yn, then either w = 0 or ‖w‖2 = 1.
Furthermore, distinct words in Yn have to be orthogonal under ED and also under tr.
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Define Y = ∪∞n=0Yn and note that Y is an orthonormal basis for L2(B, tr) and spans a
dense ∗ subalgebra of B. Furthermore, note that Y is the basis X1 ∗
D
X2. We will try to
establish a relation between ‖x‖2(=
√
tr(x∗x)) and ‖x‖ for x ∈ span(Yk). To start, we let
Ek be the orthogonal projection from span(Y ) to span(Yk).
Lemma 3.1 from [DHR97] can be translated to our case with a slight modification. Specif-
ically, we have the following:
Lemma 5.9. Let v ∈ Yk and w ∈ Yl and n ≥ 0 be fixed.
(1) Assume |k−l| < n ≤ k+l. Let q be the integer satisfying k+l−n = 2q or k+l−n = 2q+1.
Set
v = v1xv2 v1 ∈ Yk−q−1 x ∈ X0i v2 ∈ Yq
w = w2yw1 w1 ∈ Yl−q−1 y ∈ X0j w2 ∈ Yq
Then
En(vw) =
{
δi,j
∑
u∈X0i tr(v2w2) · tr(u
∗xy)v1uw1 if n is odd
(1− δi,j) tr(v2w2)v1xyw1 if n is even.
(2) Assume n = |k − l|. If k − l 6= 0, set q = min{k, l} meaning k + l − n = 2q. Write
v = v1v2, v1 ∈ Yk−q, v2 ∈ Yq
w = w2w1, w1 ∈ Yl−q, w2 ∈ Yq.
Note that v1 or w1 is in {p, q}, and En(vw) = tr(v2w2)v1w1.
If k = l, then n = 0, and
E0(vw) =

0 if v 6= w∗
p if v = w∗ and pv = v
q if v = w∗ and qv = v.
(3) If n < |k − l| or n > k + l, then En(vw) = 0.
Given y ∈ span(Y ) we write y = ∑i aiyi for ai ∈ C and yi ∈ Y , and note that all but
finitely many ai are zero. For i ∈ {1, 2}, define Fi(y) to be the set of x ∈ Xi where x appears
in a yi with a nonzero coefficient. We now state the analogue of Lemma 3.3 in [DHR97]
for our case, and the proof will function exactly the same as in that paper, with the only
difference being that some of the newly formed words in ab could be zero.
Lemma 5.10. Given y ∈ Y , set
K(y) = max
i∈{1,2}
 ∑
x∈Fi(a)
‖x‖2∞
1/2 .
Suppose a ∈ Yk and b ∈ Yl. Then
‖En(ab)‖2 ≤
{
‖a‖2‖b‖2 if k + l − n is even
K(a)‖a‖2‖b‖2 if k + l − n is odd.
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Notice that the possibility of some of the newly formed words in ab being zero does not
effect this bound. This lemma implies, via the same arguments as in Lemmas 3.4 and 3.5 of
[DHR97], the following lemma:
Lemma 5.11. For each y ∈ span(∪kn=0Yn), ‖y‖∞ ≤ (2k + 1)3/2K(y)‖y‖2.
Now, let u1 ∈ B1, and u2, u′2 be the unitary elements satisfying
ED(u1) = 0 = ED(u2) = ED(u
′
2) = ED(u
∗
2u
′
2)
and v = pvp + qvq for v ∈ {u1, u2, u′2}. Now assume that {pu1p, qu1q} ⊂ X1 and that
{pu2p, qu2q, pu′2p, qu′2q} ⊂ X2. Notice that if w ∈ Y , then vw = pvpw or qvqw based on how
the basis elements in Xi were chosen. Suppose y ∈ span(∪kn=0Yn). Following Lemma 3.7 of
[DHR97], we set u′ = (u1u∗2)
l and w = (u1u
′
2)
l where l ≥ (k + 3)/2. It follows from their
arguments that
u′yw =
M∑
j=1
αjyj
where each yj ∈ Y has length at most 2l+ k, begins with either pu1p or qu1q, and ends with
either pu′2p and qu
′
2q. Choose m ≥ (2l + k + 1)/2, and set r = (u1u2)(u1u′2)m(u1u2). Notice
that since m is sufficiently large, the elements ryi1ryi2 · · · ryin and ryj1ryj2 · · · ryjn are either
0 or have 2-norm 1. If they are nonzero, they are equal if and only if ik = jk for all k, and
are orthogonal otherwise. Setting u = r′u, we see that
(uyv)n =
∑
in,...,in
αi1 · · ·αinryi1 · · · ryin ,
so we see that K((uyv)n) ≤ K(uyv), and ‖(uyv)n‖2 ≤ ‖uyv‖n2 (since some of the words
ryi1 · · · ryin may be zero even though the yik are not). This establishes the following lemma:
Lemma 5.12. Given y ∈ span(Y ), There are unitaries u and w in span(Y ) and a constant
K <∞ such that ‖(uyw)n‖2 ≤ ‖uyw‖n2 and K((uyw)n) ≤ K for all n.
Note the slight difference between this statement and Lemma 3.7 in [DHR97]. Denote
U(B) and GL(B) as the unitary group and group of invertible elements of B respectively.
If r(y) denotes the spectral radius of y, then it is straightforward to see that
inf
u∈U(B)
r(uy) ≥ dist(u,GL(B))
(see the discussion before Theorem 3.8 in [DHR97]). We are now ready to prove the theorem.
Proof of Theorem 5.8. Following the proof of Theorem 3.8 in [DHR97], let y ∈ span∪kn=0Yn,
and u, and w be as in the statement of Lemma 5.12. Note that there is an l with
u, v ∈ span
(
l⋃
n=0
Yn
)
.
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This implies
(uaw)m ∈ span
m(k+2l)⋃
n=0
Yn
 ,
and hence we see
‖(uyw)m‖ ≤ K(2m(k + 2l) + 1)3/2‖(uyw)m‖2 ≤ K(2m(k + 2l) + 1)3/2‖uyw‖m2 .
From these inequalities, we have:
inf
u∈U(B)
r(uy) ≤ r(uyw) = lim inf
n→∞
‖(uyw)m‖1/m ≤ ‖y‖2
which implies from the discussion above that dist(y,GL(B)) ≤ ‖y‖2 for all y ∈ span(Y ),
and thus dist(pyp,GL(pBp)) ≤ ‖pyp‖2 for all y ∈ span(Y ). If pBp did not have stable
rank 1, there would be some a ∈ pBp with ‖a‖ = 1 = dist(a,GL(pBp)) [Rør88]. As a is a
limit of elements in p span(Y )p, it follows that dist(a,GL(B)) ≤ ‖a‖2, which implies that
‖a‖ = 1 = ‖a‖2. Hence a is unitary in pBp which is a contradiction, as a was chosen to be
not invertible. Therefore pBp has stable rank 1, and similarly, qBq has stable rank 1.
Remark 5.13. The authors strongly believe that this is not the most general statement
that can be proven about stable rank of amalgamated free products over finite dimensional
algebras. We chose to set the traces of the minimal projections in the amalgam equal to
each other in order to give an easy (and helpful) description of B orthonormal bases.
Theorem 5.14. The algebra A0 has stable rank 1.
Proof. Theorem 4.10, together with the proof of Theorem 5.1 shows that A0 has stable rank
1 whenever Γ satisfies the hypotheses of Theorem 5.1, so we may assume that Γ satisfies
Assumption 5.2.
In this case, then consider the algebra (p?+ q)S(Γ, µ)(p?+ q) in the proof of Theorem 5.5.
By the proof of Theorem 5.5, the amalgamated free product expansion of (p?+q)S(Γ, µ)(p?+
q) satisfies the conditions in Theorem 5.8, and p? is in the amalgam. Therefore, by Theorem
5.8, A0 has stable rank 1.
Corollary 5.15. Ak has stable rank 1 for all k.
Proof. We note that A0 ∼= pAkp for some projection p. From [Bla04], since p is full, Ak has
stable rank 1.
We will now use stable rank 1 to show that A∞ has comparison of projections in the
following sense:
Theorem 5.16. Suppose p and q are projections in A∞ with Tr(p) > Tr(q). Then there
exists v ∈ A∞ such that v∗v = q and vv∗ ≤ p.
Proof. By Theorems 5.1 and 5.5, there exists r ∈ P (A∞) such that in K0, [p] − [q] = [r].
This means that there exist projections q′ and r′ in A∞ with q′r′ = 0, [q′] = [q], [r′] = [r],
and [q′+ r′] = [p]. Since A0 has stable rank 1 and A∞ = A0⊗K(H), it follows from [Rie83]
that q′ + r′ is Murray von Neumann equivalent to p, and that q is Murray von Neumann
equivalent to q′. These observations give the desired result.
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Remark 5.17. Note that this does not mean that if tr(p) = tr(q) then p and q are equivalent
in A∞. For example, if P = TL•(
√
2), then Tr(f (0)) = 1 = Tr(f (2)) but [f (0)] 6= [f (2)] in
K0(A0).
Recall that the scale Σ(A) of a C∗-algebra A is defined as the following subset of K0(A):
Σ(A) = {[p]|p ∈ P (A)} .
We have the following corollary, which is easily deduced from Theorems 5.1, 5.5, and 5.16.
Corollary 5.18. Σ(A0) = {x ∈ K0(A0)|tr(x) ∈ (0, 1)} ∪ {[1], [0]}.
Principal graphs of (sub)factor planar algebras have the following property, which was
pointed out to us by Noah Snyder.
Fact 5.19. Suppose µ(V (Γ)) ⊂ Q>0, and for each α ∈ V (Γ), denote µ(α) = mαnα where
mα, nα ∈ N is in lowest terms. Then either µ(V (Γ)) ⊂ N, or {nα|α ∈ V (Γ)} is unbounded.
We deduce the following corollary, which shows one of two extremes for the algebras A0.
Corollary 5.20. A0 is projectionless if and only if µ(V (Γ)) ⊂ N. If A0 is not projectionless,
then {tr(p)|p ∈ P (A0)} is dense in [0, 1]
Proof. If µ(V (Γ)) ⊂ N, then {Tr(p)|p ∈ P (A∞)} = N. Since Tr(p?) = 1 and A0 = p?A∞p?,
the result follows. If µ(V (Γ)) 6⊂ N, there is a vertex α such that µ(α) is either irrational, or a
noninteger rational number. In either case, the group generated by µ(V (Γ)), which is equal
to tr(K0(A0)), is dense in R. From Corollary 5.18, {tr(p)|p ∈ P (A0)} is dense in [0, 1].
6 The C∗-tower
Recall from [GJS10] that the II1-factors (Mk)k≥0 form a Jones tower. In this section, we
analyze the tower (Ak)k≥0 and show they form a Watatani C∗-tower (see Definition 6.5). Of
particular interest are our results on the sizes of Pimsner-Popa bases.
6.1 Watatani index and Pimsner-Popa bases
We provide some background from [Wat90] on the basic construction for C∗-algebras.
Definition 6.1. Suppose A ⊂ B is an inclusion of C∗-algebras with a conditional expectation
E : B → A. A quasi-basis for B over A is a finite subset {(ai, bi)}ni=1 such that for all x ∈ B,
x =
n∑
i=1
aiE(xbi) =
n∑
i=1
E(aix)bi.
The inclusion A ⊂ B is said to be of index-finite type if there is a quasi-basis for B over
A. In this case, the Watatani index is given by
[B : A] =
n∑
i=1
aibi,
which is an invertible element of Z(B)+, the positive cone of the center of B, and is inde-
pendent of the choice of quasi-basis.
25
Definition 6.2. Suppose A ⊂ B is an inclusion of index-finite type. Let LA(B) denote the
C∗-algebra of adjointable operators on B considered as an A − A bimodule. (Note that if
T ∈ LA(B), then T commutes with the right A-action.) It was shown in [Wat90] that the
following are all equal:
(1) The C∗-algebra LA(B).
(2) The C∗-subalgebra KA(B) ⊂ LA(B) of “compact operators.”
(3) The C∗-subalgebra 〈A, eA〉 ⊂ LA(B) generated by A and the projection eA onto A ⊂ B
as an A−A invariant Hilbert subbimodule. In this case, aeAb∗ = |a〉〈b| ∈ KA(B) for all
a, b ∈ B.
The above algebra is called the basic construction of A ⊂ B, denoted 〈B,A〉. Moreover,
there is a canonical isomorphism from the basic construction to:
(4) The C∗-algebra pi(B)epi(B) where pi : B → B(H) is a faithful representation on a Hilbert
space H, and e ∈ B(H) is a projection satisfying ebe = E(b)e for all b ∈ B such that
the map A→ B(H) given by a 7→ pi(a)e is injective.
Remark 6.3. In the event that the inclusion A ⊂ B is of index-finite type, the existence
of a quasi-basis is equivalent to the existence of a Pimsner-Popa basis {b} ⊂ B, i.e., a finite
subset such that one of the following equivalent statements hold, where eA is as in the above
definition:
(1)
∑
b beAb
∗ = 1LA(B)
(2) x =
∑
bE(xb)b
∗ for all x ∈ B
(3) x =
∑
b bE(b
∗x) for all x ∈ B.
See [Con80, Wat90, PP86] for more details.
Remark 6.4. If the inclusion A ⊂ B is of index-finite type, then 〈B,A〉 is strongly Morita
equivalent to A via B as a 〈B,A〉 − A Hilbert bimodule.
Definition 6.5. The dual conditional expectation EB : 〈B,A〉 → B is given by the unique
extension of the map aeAb 7→ [B : A]−1ab. If {b} is a Pimsner-Popa basis for B over A, then
{beA[B : A]1/2} is a basis for 〈B,A〉 over B, so B ⊂ 〈B,A〉 is of index-finite type.
Moreover, if [B : A] ∈ A, then [〈B,A〉 : B] = [B : A] ∈ Z(A) ∩ Z(B) ∩ Z(〈B,A〉). In this
case, we define the Watatani C∗-tower of A ⊂ B as the tower of C∗-algebras obtained from
iterating the basic construction.
6.2 The Watatani C∗-tower of the GJS algebras
In the tower of II1-factors (Mk)k≥0, the diagram for the inclusion Mk ↪→Mk+1 is given by
xk k 7→ xk k ,
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and we identify Mk with its image in Mk+1 and Ak with its image in Ak+1. The trace
preserving conditional expectation Ek :Mk →Mk−1 is given by the diagram
Ek(y) = δ
−1
y
k − 1 k − 1
.
The map Ek is operator norm continuous, so Ek takes Ak onto Ak−1. The following lemma
as in [PP86] is easily verified on diagrams and then on all of Ak+1 by continuity.
Lemma 6.6 (Pull-down). For all x ∈ Ak+1, xek = δ2Ek+1(xek)ek.
Proposition 6.7. The inclusion Ak ⊂ Ak+1 is of index-finite type.
Proof. Since Ak+1 is unital and simple, by [Wat90, Lemma 2.1.6], we are guaranteed the
existence of a finite subset {x} ⊂ Ak+1 such that
∑
x xekx
∗ = 1k+1. Lemma 6.6 implies that
for each of the x ∈ {x} ⊂ Ak+1, there is a b ∈ Ak such that xek = bek, which immediately
gives us
∑
b bekb
∗ = 1k+1.
Corollary 6.8. The Watatani index [Ak : Ak−1] equals the Jones index [Mk :Mk−1] = δ2.
Proof. A Pimsner-Popa basis for Ak over Ak−1 is also a basis for Mk over Mk−1.
Proposition 6.9. A′0 ∩ An = P2n.
Proof. P2n ⊆ A′0 ∩ An =M′0 ∩ An ⊆M′0 ∩Mn = P2n by [GJS10].
Definition 6.10. Define the projection ek = δ
−1 k − 1 ∈ Ak+1.
We have ekxek = Ek(x)ek for all x ∈ Ak viewed as an element in Ak+1 under the identifi-
cation above. Hence Ak+1 is canonically isomorphic to the basic construction of Ak−1 ⊂ Ak.
Definition 6.11. Given a positive real number, a, we define N(a) = min {n ∈ N|n > a}.
Note that if a ∈ N, then N(a) = a+ 1.
Remark 6.12. Note that by [PP86] there exists a Pimsenr-Popa basis ofMk overMk−1 of
sizes N(δ2) for δ2 6∈ N and δ2 for δ2 ∈ N. Our results on comparability of projections and
K0(A0) allow us to prove a slightly different version of this result for the C∗-tower.
Theorem 6.13. Suppose P• has modulus δ. Then for each k, there exists a Pimsner-Popa
basis of size N(δ2) for Ak over Ak−1, and the bound is sharp in the following sense. For
every δ (even when δ2 ∈ N), there exists a factor planar algebra P• with modulus δ so that
there is no Pimsner-Popa basis for A1 over A0 with size less than N(δ2).
Remark 6.14. For the proof of Theorem 6.13, we will work in A∞. Note that the algebras
Ak are not identified with their images in Ak+1 under the inclusion above when we consider
them as corners of A∞.
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Proof of Theorem 6.13. We first note that in A∞, tr(ek) = δk−1 and tr(1k+1) = δk+1 =
δ2 tr(ek). Set n = N(δ
2), and let p1, . . . , pn be orthogonal projections in A∞ each of which
is equivalent to ek. By Theorem 5.16, these exists w ∈ A∞ with w∗w = 1k+1 and ww∗ ≤∑n
i=1 pi. Let vi ∈ A∞ be so that v∗i vi = ek and viv∗i = pi for 1 ≤ i ≤ n. Note that for each i,
w∗vi ∈ Ak+1, and
n∑
i=1
w∗viekv∗iw =
n∑
i=1
w∗viv∗iw =
n∑
i=1
w∗piw = w∗w = 1k+1.
This shows that there exist y1, . . . , yn ∈ Ak+1 satisfying
∑n
i=1 yieky
∗
i = 1. Lemma 6.6
produces a Pimsner-Popa basis of size n.
Now, assume δ2 6∈ N, and let m ∈ N with m < N(δ2) (so that m < δ2). If there exists a
Pimsner-Popa basis {bi}mi=1 of size m, then the matrix v ∈M1×m(Ak+1) whose (1, i)-th entry
is biek has the property that vv
∗ = 1k+1 and v∗v ≤ ek ⊗ idm, where, ek ⊗ idm ∈ Mm(Ak+1)
denotes the m×m matrix with ek along the diagonal. This contradicts Tr(1k+1) > mTr(ek).
If δ2 ∈ N, then the above argument also implies that there is no Pimsner-Popa basis of size
m < δ2 for Ak over Ak−1 when P• has depth at least 2. From our computation in K-theory, if
P• has depth at least 2, then [12] 6= δ2[10]. If there were a Pimsner-Popa basis b1, ..., bδ2 , then
the above matrix trick shows that in K0(A0), [12] ≥ δ2[10]. Since Tr(12) = δ2 = δ2 Tr(10)
and Tr is faithful, this would imply [12] = δ
2[10], a contradiction.
6.3 Examples
In this section, we will use our results on bases, as well as the results in Section 5 to state
some interesting consequences about A0 and the C∗-tower.
Example 6.15. Suppose P• is the subfactor planar algebra of the group subfactor R ⊂ RoG
for G a finite group of order at least 2 acting by outer automorphisms on the hyperfinite
II1 factor R. Despite the fact that M1,+ ∼= M0,+ o G [PP91, Corollary 1.1.6], we have
A1,+  A0,+oG. Indeed, if this equality held, then there would be a Pimsner-Popa basis of
unitaries {ug|g ∈ G} of size |G| for A1,+ over A0,+. In K-theory, this means [12,+] = |G|[10,+],
which is impossible since P• has depth 2.
In particular, if P• = TL•(
√
2), then [A1 : A0] = 2, but this K-theoretical obstruction
shows that A1  A0 o Z/(2Z). This is in stark contrast with Goldman’s Theorem [Gol59],
which states that index two II1-subfactors are always of the form M ⊂M o Z/2Z.
Example 6.16. If P• is shaded, then for the von Neumann algebrasMk,±, we always have
Mk,+ ∼=Mk,−, but in general, Ak,+  Ak,−. Indeed, if P• is finite depth where Γ+ and Γ−
have a different numbers of vertices, e.g., R ⊂ R oG for G finite and nonabelian, then the
two algebras are not even Morita equivalent as they have non-isomorphic K0-groups.
Example 6.17. Our analysis also has an application to subalgebras of a free semicircular
system. Let P• be the planar subalgebra of C〈X1, . . . , Xn〉 for n ≥ 2 which is generated by
the monomials XiXj. Notice that P• has zero-dimensional odd box spaces. The principal
graph of P• consists of two vertices joined together by n edges.
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The algebra A0 in this case is the C∗-subalgebra of Voiculuecu’s free semicircular algebra
A˜ = C〈X1, . . . , Xn〉‖·‖ which is generated by the monomials XiXj. A0 can be seen as the
fixed points of the outer action of Z/(2Z) on A˜ given by Xi 7→ −Xi. Despite the fact that
A0 is finite and projectionless, it has a nontrivial K0-group, namely K0(A0) ∼= Z2.
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