Abstract. The convergence, as e $0, of the functional F()=aN u(x)(x,x/e) associated with a given L function u with support in a fixed compact set is studied. The test functions (x, y) are continuous on R rv x R N and periodic in y. A convergence theorem is proved under the weaker assumption that u remains in a bounded subset of L2. Finally, the use of multiple-scale expansions in homogenization is justified, and a new approach is proposed for the mathematical analysis of homogenization problems.
1. Introduction. The mathematical analysis of homogenization problems for partial differential equations (see [1] , [9] ) utilizes the functionals of the type In view of convergence studies in the theory of homogenization two distinct situations may be considered" (i) The sequence (u) is assumed to contain a subsequence, still denoted by (u) for simplicity, that converges strongly to a function Uo in L2() as e , 0 (e.g., u H(II), 0f smooth, and (u) is bounded in H(I'I)). Hence, the corresponding sequence (F ()) converges to the integral Uo(X)(x) dx.
(ii) The more difficult situation, which we study here, is that in which the sequence (u) only remains in a bounded subset of L:(f). We may surely extract a weakly convergent subsequence, but we do not have any classical argument that allows us to pass to the limit in F(V) for the corresponding subsequence. Indeed, for the convergence of the scalar product of two sequences in L2([), we classically need strong convergence for at least one of them.
Several aspects of this situation arise in homogenization. Let us point out two particularly interesting aspects:
(1) u is some derivative of a function v (i.e., u =Ov/Ox) that is the solution of a boundary value problem considered in the framework of homogenization, and the sequence (v) is bounded in H(fl) (see 6) . In general, this is typical of the so-called regular homogenization problems; that is, the class of the homogenization problems associated with a formal expansion (of the solution) of the type (1.1) where the leading term Vo, which does not depend on the local variables y-x/e, "ignores" the local effects.
For the study of convergence, i.e., lim v v0 as e $ 0, which is one of the main objects in homogenization, we possess a method, the so-called Energy Method (see [i] , [9] ), that solves most of the problems of the above type. However, it does not exhibit the weak limit of the gradient Ov/Oxi, i-1,..., N (that is, concretely, the local behaviour of v), which is interesting from the physical point of view. (2) and, to our knowledge, there is no systematic way of proving convergence for related homogenization problems, referred to as singular homogenization problems (see [4] , [5] , [7, Chaps. 7, 8] for typical examples of this). Although we do not consider that question in this work, we believe the study of singular homogenization problems requires an appropriate approach that should be based on an extensive analysis of functionals of the type Our basic result is the proof of a convergence theorem for the functional F() aN u(x)(x, x/e) dx (u having its support in a fixed compact set) under the weaker hypothesis that the sequence (u) remains bounded in L2. There is no need to assume the possibility of extracting a strongly convergent subsequence.
Next, based on the above result, we give a complete justification of the use of multiple-scale asymptotic expansions (such as 1.1 or (1.2)) in the theory of homogenization: Assuming that u L2(fl), with u bounded in the L 2 norm, Theorem 2 gives the leading-order approximation to u (in (1.2) ). If u lies in HI(fl) and is bounded in the H norm, Theorem 3 gives the next-order approximation to u. Theoretically, the higher-order approximations are naturally given by similar theorems provided that u H2() with u bounded, u H3() with u bounded,.. however, that is quite labourious.
Finally, we propose an alternative way of proving convergence in homogenization.
Our approach is carried out on a classical problem (to arrive at a correct understanding of a method, we prefer to start with a classical example). Nevertheless, we anticipate that its flexibility and its "spontaneity" make it more adaptable for unusual problems than the often very fastidious Energy Method. Indeed, the reader familiar with the so-called natural multiple-scale asymptotic method [1] will easily realize that our approach is nothing but its mathematical version. Furthermore, as we shall see in 6, our approach exhibits the local behaviour of the solution. This is not accessible to the Energy Method, whose basic ingredient is strong convergence. This paper is organized as follows. In 2 we present some general notation and preliminaries. Section 3 is devoted to our basic result, the case of the whole space R N. We now give the idea and the main steps of the proof. The first step is to show that a subsequence (still denoted by e for simplicity) can be extracted from e such that for w Cp the sequence uw converges in L2-weak as e $ 0, where w (x) w(x/e).
Thus, given a function w in Cp, there will exist Zw in L2(R ) such Finally, the last step is devoted to the characterization of the right of (3.4 We are now in a position to prove the main result in this section. First, we must give some notation used frequently in the sequel.
Given w in L we denote by w the e-periodic function in Lo( u) defined by (3.6) w(x) w(). for all n and all e < eo (where c is constant with respect to both e and n).
Finally, let r/> 0. Choose in (4.6) the natural number n so that ClllW,-
Then letting e $ 0 and using (4.4), it follows that the limit of the left-hand side of (4.6) is bounded from above by r/. The desired conclusion then results from the arbitrariness of .
Remark 5. Let u be as in Theorem 2. First, let us observe that, by weak compactness, we may assume that in addition to (4.2) and (4.3) in Theorem 2, the subsequence e satisfies the following property.
There exists u e L(fl) such that u --> u in L2(fl)-weak. Next, taking w 1 in (4.3)
we easily obtain u(x)= y Uo(X, y) dy (u is the mean value of Uo). which makes it a Hilbert space.
Sometimes it is more convenient to consider, instead of H, its closed subspace 1. eH, wdy=O on which the norm
is equivalent to the above H-norm.
We will need the following lemma. (Loc) N (see, e.g., [10] ). See, e.g., [6, Appendix] Our approach is illustrated by a regular homogenization problem. Nevertheless, the basic ideas can easily be extended to problems of the singular type.
6.1. Setting of the problem. In all that follows, unless otherwise specified, the summation convention is used. where a(x)=au(x/e) (see (3.6) ).
Clearly, from (6.2) (the first assumption) and (6.3), we see (6.4) uniquely determines u. Our aim is to find lim u as e $ 0. In other words, we must study the homogenization problem associated with (6.4) . Note that this problem has been solved in [1] , where the results of the formal analysis were made rigorous by applying the Energy Method.
As mentioned in 1, we propose an alternative approach that should be more flexible and thus more adaptable for the study of unusual problems. We should stress that, contrary to the classical method, the resolution of the above problem does not concern us since u has been constructed in Theorem 3. We only observe that u is unique (i.e., independent of the subsequence extracted above) as soon as u is well determined. 
