We present crystalline structures for 60-, 256-, and 320-atom supercells of binary Lennard-Jones solids. These structures, based on cubic close packing, are much lower in energy than the disordered structures usually considered for this model glass former. We present a disconnectivity graph for a database of minima and transition states for the 320-atom system, which has been simplified using a grouping technique based on the canonical rate constants.
I. INTRODUCTION
Binary mixtures of Lennard-Jones atoms have been used to simulate glassy materials extensively in recent years, [1] [2] [3] owing to their reluctance to crystallize on the timescale of molecular dynamics ͑MD͒ simulations. The origin of this failure to crystallize could either be that crystallization takes place too slowly to be observed by MD, or that there are no low-energy crystalline minima. In the present work we characterize low-lying crystalline minima for a much-studied binary Lennard-Jones mixture, confirming that the lowtemperature equilibrium phase is not disordered. Our results emphasize the need for future studies to investigate the kinetic inaccessibility of the crystal, as well as the phenomenology of the supercooled liquid. As a first step in this direction we also present a disconnectivity graph for the lowenergy region of a crystal potential energy surface. This graph reveals numerous low-lying minima connected to the crystal only via relatively high barriers.
The Lennard-Jones potential has been very popular in the simulation of interatomic interactions since 1924, 4 and for two atoms separated by a distance r, it is given by:
where ⑀ is the depth of the potential energy well, and 2 1/6 is the equilibrium pair separation. In this paper, we present crystalline minima for 60-, 256-, and 320-atom supercells of binary Lennard-Jones mixtures ͑BLJ͒, which consist of 80% A atoms and 20% B atoms, with parameters AA ϭ1.0, AB ϭ0.8, BB ϭ0.88, ⑀ AA ϭ1.00, ⑀ AB ϭ1.5, and ⑀ BB ϭ0.5. The number density of all systems was 1.2 atoms AA Ϫ3 . We truncated and shifted the potential using a quadratic function, 3, 5 so that the energy and its first derivative were continuous at the cutoff point. During optimization we used cutoffs of 1.842 ␣␤ for the 60-atom supercell, where ␣, ␤ϭA or B, and 2.5 ␣␤ for the 256-and 320-atom supercells. Other authors have preferred to shift the potential with a constant, so that only the energy is continuous at the cutoff. 1, 2, 6 This shift gives lower energies, but can be problematic for minimization because the derivatives of the energy are discontinuous. We recalculated the energies of low-lying minima using both shifting techniques for a cutoff of 2.5 ␣␤ , and for a cutoff of 1.842 ␣␤ with the quadratic shifting function, so our results would be directly comparable with previous publications. These energies are tabulated in Table I .
The present parameters were first used by Kob and Andersen in 1994, 1 although Weber and Stillinger previously employed a similar potential in simulations of Ni 80 P 20 . 7 Kob and Anderson modified the parameter set of Ernst et al. 8 because they found that this binary system, which had previously been used in studies of the glass transition, crystallized at low temperatures. A selection of recent studies employing the resulting potential are given in Refs. 3, and 9-17.
Previous studies, in which the ratio of diameters in a binary mixture of hard spheres were varied, 18, 19 have confirmed the empirical Hume-Rothery rule for metallic alloys, 20 namely that the formation of a substitutional solid solution is very unlikely if the sizes of the atoms vary by more than 15%. Here, AB ϭ0.8 AA , so the formation of such a disordered alloy is not expected.
II. 60-ATOM SYSTEM
We found a crystalline minimum for a 60-atom system in a cubic box, using a stochastic global optimization method, which combines the basin-hopping approach, 21, 22 with kinetic Monte Carlo steps between local minima. 23 In this procedure the energy at a point in configuration space becomes the energy of the ''nearest'' minimum, transforming the potential energy surface into a collection of plateaus, or basins of attraction. 24 The structure is illustrated in Fig. 1 . The potential energy of the ordered minimum is Ϫ4.71⑀ AA per atom, which is significantly lower than the Ϫ4.59⑀ AA of the lowest amorphous minimum. 25 At first glance, it appears to consist of cubic-close-packed regions of A atoms, which meet coherently at the ͑010͒ and ͑020͒ planes. The B atoms rest in trigonal prismatic holes, produced by the coherent boundaries. The 60-atom supercell appears to consist of three 20-atom unit cells, with unit cell dimensions, of aϭbϭ3.684 AA , cϭ1.228 AA packed parallel to the z axis. However, the interatomic distances vary between the three unit cells by 1-4 %, and there appears to be some buckling of the structure. The three unit cells become identical when the structure and box lengths are optimized at a constant pressure of 0.6087⑀ AA AA Ϫ3 that gives a number density of 1.2 AA Ϫ3 , but different box lengths. The dimensions of the 20-atom unit cell of the lowest energy structure are aϭ3.7708 AA , bϭ3.9255 AA , and c ϭ1.1246 AA , and with a cutoff of 1.842 ␣␤ the 60-atom supercell has an energy of Ϫ4.85⑀ AA per atom. Hence we conclude that the broken symmetry of the three unit cells is a consequence of forcing the structure into a cubic supercell.
III. 256-ATOM SYSTEM
We carried out a ''basin-hopping'' global optimization search 22 for a 256-atom system. It is impossible to create an exact 80-20 mixture with this number of atoms, but nevertheless this system size has been popular in previous simulation studies. 3 We created a starting configuration that was essentially face centred cubic A, with a unit cell dimension one quarter of the supercell box length, and one A atom replaced by a B atom in 51 of the fcc unit cells. Obviously it was impossible to spread the B atoms completely uniformly, because there were 51 B atoms and 64 fcc unit cells in our simulation box. The geometry was explored, starting from this configuration, using Monte Carlo sampling of the transformed potential energy surface ͑PES͒ at a temperature of 0.8⑀ AA k b Ϫ1 . The random displacement of atomic coordinates for proposed steps was adjusted to give an acceptance ratio of about 0.5. Figure 2 shows the lowest minimum located in a run of 20 000 basin-hopping steps.
The lowest minimum has energy Ϫ7.20⑀ AA per atom, significantly lower than the previous lowest energy found for this system of Ϫ7.05⑀ AA . 25 It is highly crystalline, again based upon fcc A atoms, but here one layer of the lattice has been replaced by B atoms. The remaining B atoms are spread throughout the supercell, where the B atoms replace A atoms in the fcc lattice. The B atoms in the layer are each surrounded by an approximate square prism of A atoms, with separations between 0.90 AA and 0.92 AA . This range compares favorably with the equilibrium pair separation for the AB interaction of 0.898 AA .
IV. 320-ATOM SYSTEM
It is not possible to obtain an ordered minimum with a unit cell any smaller than the supercell for the 256-atom system, simply because there are 51 B atoms and 205 A atoms. We therefore created a 320-atom system, which consisted of 10 face-centered-square ͑fcs͒ layers of atoms stacked parallel to the z axis to create an fcc lattice. The first and sixth fcc layers were B atoms. Using this as a starting configuration, we carried out another basin-hopping global optimization run, using the same parameters as in Sec. III. The lowest energy structure found was qualitatively the same as the starting configuration. We then reoptimized this structure allowing the box lengths to vary, keeping the x and y box lengths equal, and the number density constant at 1.2. We converged the box lengths to a precision of 10 Ϫ8 AA . The box length and subsequent geometry optimization produced the structure illustrated in Fig. 3 . It has energy of Ϫ7.33⑀ AA per atom, significantly lower than that of the 256-atom system. For comparison with the 60-atom system, we shortened the cutoff to 1.842 ␣␤ , and reoptimized the geometry. The energy was Ϫ4.90⑀ AA , significantly lower than the Ϫ4.71⑀ AA of the 60-atom system. The unit cell is illustrated in Fig. 3 . It contains eight A atoms, and two B atoms, and has aϭbϭ1.091 AA , and cϭ7.003 AA . The space group is I4/mmm. The positions of the atoms, given in terms of the unit-cell dimensions are: A atoms at Wyckoff 4e positions, with coordinates ͑0, 0, 0.327͒ and ͑0, 0, 0.191͒, and B atoms at Wyckoff 2a positions, with coordinates ͑0, 0, 0͒. 26 We label the A atoms of the former type A 1 and the latter A 2 . The first to fifth nearest neighbors are described in detail in Table II , and it is worth noting that in this structure the A atoms form a square prism around the B atoms, with distances 0.9921 AA , which is 4% larger than the equilibrium pair separation for this interaction. This basic crystal structure has previously been seen for Ir͑UC͒ 2 where the Ir atoms are in the B positions, and the U and C atoms are approximately in the A 1 and A 2 positions, respectively. 27, 28 Atomic coordinates for this minimum are available from the Cambridge Cluster Database. 29 We used this low-energy minimum as the starting point for a series of searches for transition states and connected local minima to investigate the surrounding PES, at constant volume using the box lengths of the lowest energy crystal. Obviously the constant volume constraint is somewhat artificial, but all the stationary points in our database are sufficiently similar that it is unlikely to affect our results significantly. We are currently developing constant pressure techniques, and intend to use these in the future. The methods we employed to find these stationary points have been described in detail elsewhere. 25, [30] [31] [32] [33] [34] [35] [36] [37] In brief, we used hybrid eigenvector-following techniques to find transition states, where diagonalization of the Hessian matrix is avoided. The Hessian was calculated analytically and the eigenvector corresponding to the lowest nonzero eigenvalue was obtained by shifting and iteration. Uphill steps were taken in this eigendirection using the implementation of eigenvector-following described elsewhere. 34, 35, 38, 39 Minimization was performed in the tangent space using Nocedal's limited memory Broyden-Fletcher-Goldfarb-Shanno ͑BFGS͒ routine. 30 For each transition state, the pathways to the pair of connected minima were calculated using energy minimization with Nocedal's limited memory BFGS routine, following small displacements of order 0.01 AA parallel and antiparallel to the reaction vector. For all the stationary points, between one and three full eigenvector-following steps were taken in order to converge the root-mean-square force to less than 10 Ϫ6 ⑀ AA AA Ϫ1 . Starting points for the transition state searches were obtained by considering hard sphere collisions, as described elsewhere. 25 We performed up to 40 searches from each minimum, moving to a new connected minimum if it had lower energy than the minimum from which we started the search. Pathways in which neither minimum was connected to the existing database were rejected. We stopped searching when we had obtained 5011 minima and 6605 transition states.
Disconnectivity graphs have been used to visualize the topology of various multidimensional PES's, 40, 41 but one of their disadvantages is that they rapidly become hard to understand as more points are added. The maximum number of points that can be shown on a graph will vary depending on the nature of the PES, and also the level of clarity that is required, but graphs containing more than 1000 minima are usually rather cluttered. As we frequently deal with databases containing tens of thousands of minima, this is a problem. The graph can be simplified by plotting only the lowest n minima, 40 or by removing minima that are both energetically and structurally similar to another minimum, 42 or by plotting only those minima that lie at the bottom of monotonic se- quence basins. 43 A monotonic sequence is a series of connected minima in which the energy decreases with every step. The collection of monotonic sequences leading to a particular minimum is referred to as the monotonic sequence basin ͑MSB͒ surrounding that minimum. The graph can also be simplified by removing dead-end minima, on the grounds that they are unlikely to contribute significantly to the dynamics. 44 A minimum is defined as a dead end if it is only connected to one other minimum in the database. Either all dead-end minima can be removed, or just those where the rate between them and the minimum to which they are connected falls below a threshold value.
A major drawback with the first of these approaches is that the lowest n minima may not be representative of the topography of the whole PES, especially if the total number of minima in the database is much greater than n. The second approach requires a meaningful definition of ''structural similarity,'' which is nontrivial for the system studied here, due to the large number of permutational isomers.
The MSB approach initially looks attractive, as it essentially operates by dividing the landscape into large subunits, and examining the connectivities between them. This is of course the whole basis of the disconnectivity graph approach, but instead of using minima as the basic unit, we use MSB's, which are collections of minima. The main problem with the MSB technique is that it takes no account of the heights of the barriers between minima in an MSB and the minimum at the bottom. Thus minima that could be separated by high barriers may be grouped together. This grouping could lead to a misleading representation of the topology of the surface.
Here we present an algorithm for ''coarse graining'' the disconnectivity graph that does not rely on any structural information, and which also takes into consideration the barrier heights between minima. The algorithm is entirely general, and can be applied to any system. It has four distinct stages:
͑1͒ Calculate canonical rate constants using, for example, Rice-Ramsperge-Kassel-Marcus ͑RRKM͒ theory [45] [46] [47] at a specified temperature, T, for all pairs of minima that are directly connected.
͑2͒ Choose a threshold rate constant, k max . ͑3͒ For each pair of minima i and j that are directly connected by a single transition state, if k i→ j Ͼk max and k j→i Ͼk max then i and j are assumed to be in equilibrium. The line leading to whichever of i and j is higher in energy is removed from the graph. i and j are said to be grouped together.
͑4͒ Finally, we consider pairs of minima i and j that are connected by a single transition state, but which have not been placed in the same group by stage 3. Let minimum iЈ be the lowest energy minimum in the same group as i after stage 3, and jЈ be the corresponding minimum for the group containing j. If k i→ j Ͼk max and iЈ is higher in energy than jЈ, then the line corresponding to iЈ is removed from the graph.
If necessary, only the n groups lowest in energy ͑as defined by the energy of the lowest minimum in the group͒ of those remaining can be plotted. The effect of this algorithm should be twofold; it will group together minima that are separated by low barriers in both directions and it will also remove from the diagram minima ͑or groups of minima͒ that quickly relax to a lower energy structure. The value for k max must be chosen with some care-if it is set too high then the number of lines required on the graph will not be significantly reduced, and so will not have solved the problem. Conversely if k max is too low then the landscape will become too coarse grained and we will lose too much of the structure. Figure 4 illustrates the effect of our algorithm on the disconnectivity graph for a simple one-dimensional PES with five minima and four transition states. In this instance we assume that all of the rate constants have been calculated, and that we have set our threshold value k max such that the rate constants k A→B , k B→A , k C→B , k D→E , and k E→D are all above k max , and all other rate constants are below k max .
Stage 3 of the algorithm places minimum A in equilibrium with B and minimum D in equilibrium with minimum E. The effect of this on the graph is to remove the nodes corresponding to minima B and D ͑the highest in energy of each pair͒. Finally, at stage 4 node C is removed, as the rate constant from C to B is greater than k max . As by this stage minimum B is represented by node A, we are left with just two nodes, A and E. It should be emphasized at this point that although minima are removed from the graph, they are still considered when thinking about the connectivity. Thus in the coarsegrained disconnectivity graph nodes A and E are joined at the highest energy level, even though the only path connecting them passes through minima B, C, and D, which are not shown.
This algorithm is similar to the MSB approach, and indeed for the simple example in Fig. 4 the two methods lead to the same disconnectivity graph. The important difference between the approaches is that the new algorithm takes into account barrier heights between minima by means of the parameter k max , which if chosen carefully will avoid the inappropriate groupings of minima that can occur with the MSB approach. Figure 5 was obtained using this new technique. The temperature used for the calculation of the canonical rate constants was 0.6⑀ AA k b Ϫ1 , and the rate used to group the minima was 10
, assuming unit mass for both A and B atoms. The graph shows the lowest 250 minima left in the database after the grouping was carried out. The energy scale, on the y axis, is in ⑀ AA per supercell rather than per atom, as the barriers to rearrangements are expected to be intensive. Visual comparison of the ''full'' disconnectivity graph of 5011 nodes ͑not shown here͒ confirmed that its essential features were retained when the graph was coarse grained using this technique.
Within the energy range considered all the minima exhibit a high degree of crystallinity. The minima with energies Ϫ8 , the temperature used to calculate the canonical rate constants was 0.6, and only the lowest 250 minima are shown here. The salient features of the ''full'' tree, which contains 5011 minima, are retained in this simplified diagram. The energy scale is in ⑀ AA per supercell.
around Ϫ2338⑀ AA generally contain one permutation of an A and a B atom, and those with around Ϫ2332⑀ AA , contain two such defects. Figure 5 shows that high barriers exist between some of these defective crystalline minima, resulting in a ''willow tree'' pattern, 48 illustrating that this region of the PES acts as a gentle funnel towards the lowest crystalline minimum. The presence of these low-lying minima provides a first indication of how the resistance of the binary Lennard-Jones system to crystallization arises at an atomic level.
The geometric mean values of the vibrational normalmode frequencies, ϭ⌸ iϭ1 Table III . The normal mode frequencies, i , were obtained from the matrix of second derivatives of the energy using the harmonic approximation. These are of interest, as within the harmonic approximation the vibrational contribution to the entropy at a minimum, S vib , is given by
where N is the number of atoms, k B is Boltzmann's constant, and h is Planck's constant. The vibrational contribution to the entropy has recently been related to Angell's classification of glass-forming liquids as ''strong'' and ''fragile.'' 49, 50 The vibrational frequencies may also contribute to the excess entropy of the glass over the liquid.
The phonon wavelengths will be bounded by the box lengths of the supercells: hence the normal mode frequencies will have a minimum value depending on the supercell size. Naively, one might expect that would decrease with increasing supercell size. The values of are presented in Table III , for the lowest energy crystalline minima of the 60-, 256-, and 320-atom systems. The range of values for a sample of 9275 minima generated in previous work 25 is included for comparison. The geometric mean for the partially crystalline 256-atom minimum is in the middle of the range of values of for the amorphous minima. The 60-and 320-atom systems have similar, but slightly lower mean vibrational frequencies than the amorphous minima. Thus, the results presented here suggest that the vibrational entropy of the crystalline and amorphous minima is not significantly different in the BLJ system.
V. CONCLUDING REMARKS
The number of atoms and the shape of the supercell obviously affect the configuration with the lowest possible energy. Nevertheless, even for systems that do not have a fully ordered minimum, a configuration with a high degree of crystallinity can be achieved, as for the 256-atom supercell studied here.
We have shown that the binary Lennard-Jones solid possesses low-lying crystalline minima. Thus, it is clear that the resistance of the BLJ system is not due to the absence of low-lying crystalline minima, but is instead a consequence of an insurmountable free energy barrier to crystallization at the melting point. Future work will focus on a more detailed explanation for the microscopic origin of the free energy barrier to crystallization. 
