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ABSTRACT 
T h i s  r e p o r t  cons ide r s  a c l a s s  of s t o c h a s t i c  opt imal  c o n t r o l  problems 
a s s o c i a t e d  with the task of c o n t r o l l i n g  2 r o c k e t  o r  space  vehicle undcx 
circumstances of no isy  measurzments and s t r i c t l y  bounded c o n t r o l  i n p u t s .  Per- 
formance c r i t e r i a  of minimum t i m e ,  minimum expected f u e l  consumption and l e a s t  
upper bound f u e l  consumption are cons idered ,  
Optimal. i e e d b e c k  g a i n s  a r e  p reca lcu la t ed  i n  terms of t h e  d e s i r e d  
performance c r i t e r i o n ,  a p r i o r i  known s t a t i s t i c a l  informction about the 
measurements and o t h e r  randon q u a n t i t i e s ,  and t h e  known system dynamics 
and cons t r a in t s . ?he  c losed  loop  p r e s t r u c t u r e d  opt imal  c o n t r o l  c o n s i s t s  
B 
of a combination of t h e  p reca lcu la t ed  feedback ga ins  and t h e  h i s t o r y  
of noisy  measurements on the system. 
2. 
I. INTRODUCTION 
1.1 THE PHYSICAL PIROBLEE1 
This r e p o r t  cons iders  a c l a s s  of s t o c h a s t i c  opt imal  c o n t r o l  problems 
a s soc ia t ed  wi th  t h e  t a s k  of c o n t r o l l i n g  a rocket o r  space  v e h i c l e  under 
circumstances of noisy  measurements and s t r i c t l y  bounded c o n t r o l  i npu t s ,  
s i d e r  a rocke t ,  which is modelled dynamically as a p o i n t  mass, which i s  on an 
COR- 
approach mission t o  a near  p l a n e t ,  
guidance maneuver wi th  r e s p e c t  t o  a nominal t r a j e c t o r y  i n  order  t o  achieve  a 
c e r t a i n  te rmina l  o b j e c t i v e  t o  w i t h i n  a prescr ibed  to l e rance .  
i n  p o s i t i o n  and v e l o c i t y  wi th  r e s p e c t  t o  t h e  nominal t r a j e c t o r y  are unknown ran- 
dom q u a n t i t i e s .  These smal l  e r r o r s  c o n s t i t u t e  t h e  s ta te  of t h e  system dynamics; 
f o r ,  i n  t h e  absence of f u t u r e  control. o r  d i s tu rbance  f o r c e s ,  they s u f f i c e  t o  
determine exac t ly  the  corresponding e r r o r s  a t  any f u t u r e  time, 
te rmina l  o b j e c t i v e  of t h e  mission i s  convenient ly  descr ibed i n  terms of a t a r g e t  
set of s ta te  v a r i a b l e s ,  i.e. i n  terms of some combination, s t a t i s t i c a l l y  aver- 
It must execute  a continuous te rmina l  
The smal l  e r r o r s  
The des i r ed  
aged over an ensemble of miss ions ,  of t h e  t e rmina l  va lues  of t h e  s ta te  v a r i a b l e s .  
Control  i s  based on measurements of t h e  s t a t e .  Ty.nical measurements'mig3t 
b e  t h e  angle  subtended by t h e  p l a n e t  diameter  and t h e  angle  between the  c e n t e r  
of t h e  p l a n e t  and a d i s t a n t  star. 
ments are determined by t h e  nominal t r a j e c t o r y  and a r e  known, 
t h e  e r r o r  i n  measuring t h e  p l a n e t  diameter depends only  on t h e  d i s t a n c e  t o  t3e 
p lane t  cen te r .  
coupled i n t o  t h e  de te rmina t ion  of t h e  s ta te  i s  predetermined t o  a very good 
approximation by t h e  nominal t r a j e c t o r y  provided only t h a t  t h e  dev ia t ions  from 
t h e  nominal t r a j e c t o r y ,  which d e f i n e  t h e  s ta te ,  are s u f f i c i e n t l y  small. 
The s t a t i s t i ca l  p r o p e r t i e s  of t h e s e  measure- 
Thus f o r  example 
As a r e s u l t  t h e  exac t  manner i n  which t h e  observa t ions  are 
3 
For s i m p l i c i t y  only motion i n  a plane wi th  two components of p o s i t i o n  and 
two of v e l o c i t y  i s  considered. 
pair  of back-to-back i o n  engines which are s t r i c t l y  t h r u s t  l imi t ed .  
t o  f i n d  a c o n t r o l  l a w ,  i , e .  a po l i cy  f o r  genera t ing  t h e  bounded t h r u s t  which 
depends on t h e  h i s t o r y  of p a s t  measurements and which con t ro l s  t h e  motion of t h e  
rocke t  t o  a d e s i r e d  t a r g e t  set wi th  a s p e c i f i e d  minimum c o s t ,  
A s i n g l e  component of c o n t r o l  i s  exer ted  by a 
It is des i r ed  
The s t o c h a s t i c  n a t u r e  of t h e  problem is  such t h a t  c o n t r o l  can only be 
exer ted  on t h a t  p o r t i o n  of t h e  s t a t e  which can be  measured. 
p o r t i o n  of t h e  s ta te  components are of course s t a t i s t i c a l  q u a n t i t i e s .  
i t  is  reasonable  t o  d e f i n e  t h e  t a r g e t  set a l s o  as a s t a t i s t i c  i n  terms of t h e  
measureable p o r t i o n  of t h e  s ta te  a t  a s p e c i f i e d  te rmina l  time. 
The measurea5le 
Therefore, 
There are t h r e e  performance c r i t e r i a  of i n t e r e s t  and these  t u r n  ou t  t o  b e  
c lose ly  r e l a t e d :  
PXOBLEM 1 : IfINIbIIJI~-TT.NE 
The rocket  coas t s  u n t i l  time t and then exerts c o n t r o l  i n  the i n t c c v d  
such tha t  t h e  i n t e r v a l  [t ,T]  is  of minimum length  
1.( lJ 
11 
[ t , ,Tl .  
and also f i n d  t h e  c o n t r o l  law. 
Find t h e  t i m e  t 
PROBLEM 2 .  NINIXUM EXPECTED FUEL-CONSUMPTION 
For a c o n t r o l  i n t e r v a l  [ t o , T ]  of  l eng th  g r e a t e r  than  [ t  ,TI as i n  problem 1, 
1.I 
flnd the cnnt ro l  law whfch m i n i m i z e o  the expected fupt-consumption. 
c o n t r o l  bignala are only allowed t o  t a k e  t h e  va lues  +1,0,-1 then f u e l  ronsrlntptlon 
is equiva len t  t o  t h e  l eng th  of t h e  burning i n t e r v a l ,  i n  which t h e  s i g n a l s  are 
3-1 o r  -1, 
depending on t h e  measurement h i s t o r y .  
PROBLEH 3. 
I f  t h e  
The a c t u a l  fuel consimption i n  t h i s  problem is  a randoin quan t i ty  
LEAST UPPER BOUND FUEL CONSUG'TION 
The control s i g n a l s  are cons t ra ined  to  t h e  va lues  +1,0,-1 over t h e  f ixed  
i n t e r v a l  [t, ,T]. Find t h e  set  of burning i n t e r v a l s  i n  which t h e  signals are I 
4 
+1,-1 
and f i n d  t h e  c o n t r o l  l a w  over t h e  burning i n t e r v a l s ,  
do not  depend on measurement h i s t o r y  b u t  only on t h e  dynamics and s ta t is t ics  
which are known ‘a p r i o r i .  
quan t i ty  i n  c o n t r a s t  t o  t h e  random f u e l  consumption of Problem 2. 
such t h a t  t h e  set  has  minimum leng th  i n  t h e  sense  of Lebesque measure 
The burning i n t e r v a l s  
Hence t b e  f u e l  consumption is  a d e t e r m i n i s t i c  
Typica l  c o n t r o l  func t ions  f o r  t h e  t h r e e  problems are sketched i n  Fig.1. 
Note t h a t  i n  problem 1 burning t akes  p l ace  only i n  t h e  i n t e r v a l  I t  ,TI, i n  problem 
2 burning can t ake  p l ace  anywhere on t h e  i n t e r v a l  [t , T I ,  and i n  problem 3 
burning takes  p l ace  only i n  t h e  burning i n t e r v a l s  i nd ica t ed  by t h e  heavy l i n e s .  
The turn-on time t i n  problem 1, and t h e  l eng th  afid l o c a t i o n  of t?ie burning 
i n t e r v a l s  i n  problem 3 are p reca lcu la t ed  as a func t ion  of t h e  known system 
dynsmics and measurement s t a t i s t i c s .  
i n  t h e  burning i n t e r v a l s  and only t h e  d i r e c t i o n  of t h r u s t  i s  a random vsr iab le ,  
depending on t h e  measurement h i s t o r y .  
end l o c a t i o n  of t h e  burning i n t e r v a l s  a r e  a l l  random v a r i a b l e s ,  depending on t h e  
measurement h i s t o r y .  and T are assumed to  b e  
known. 




I n  these  two problems burning i s  continuous 
I n  problem 2 t h e  t h r u s t  d i r e c t i o n ,  l ens th ,  
I n  a l l  t h r e e  problems t h e  times t 
0 
A more complete d i scuss ion  of t h e  t h r e e  problems, and s e v e r a l  
From a p r a c t i c a l  p o i n t  of view Problem 3 is  t h e  most i n t e r e s t i n g  f o r  it 
s p e c i f i e s  exac t ly  how much f u e l  should be  c a r r i e d  i n s t e a d  of an average amount. 
It is  a reasonable  con jec tu re  t h a t  t h e  Least Upper Bound (L.U.B.) f u e l  con- 
sumption w i l l  b e  g r e a t e r  than t h e  expected f u e l  consuraption of Problem 2. 
i s  l i k e l y  t o  be so  because i n  Problem 3 t h e  burning i n t e r v a l s  ar-2 f ixed  and ir 
should be expected t h a t  t h i s  c o n s t r a i n t  w i l l  imoose a cost  penalty.  
This 
1 
















5 .  
T 
Figure 1: Typica l  c o n t r o l  func t ions  f o r  a) the m€n€mum t h e  problem, b) th? 
minimum expected fuel problem, and c )  the least-upper  bound f u e l  consumption 
problem, 
6 .  
I n  o rde r  t o  a p p r e c i a t e  t h e  p a r t i c u l a r  p o i n t  o€ viev adopted i n  t h i s  r e p o r t  
i t  is f i r s t  necessary to  cons ider  some of t h e  d i f f i c u l t i e s  a s soc ia t ed  with some 
other po in t s  of view. One such a l t e r n a t i v e  p o i n t  of view is b r i e f l y  descr ibed  
ins ight  i n t o  the s t r u c t u r e  of t h e  probl-em frornour OBR p o i n t  of view. 
Suppose a system whose cont inuously evolving dynamics can be desc r ibed  by a 
s t a t e  v e c t o r ,  - x ( t ) ,  a c o n t r o l ,  u ( t )  , and poss ib ly  random i n i t i a l  conditions, 
parameters, and d i s t u r b i n g  f o r c e s  is  t o  be optimized by choosing t h e  c o n t r o l  
u ( t )  t o  be a func t ion  of t h e  s e t  of p a s t  observa t ions  g(5);o.L t ,  so as t o  
minimize t h e  performance c o s t  f u n c t i o n a l  
T -  
(1.2'1) 
The above opt imiza t ion  b70Uld i n  a d d i t i o n  s a t i s f y  two classes of c o n s t r a i n t s .  
F i r s t l y ,  t h e  random c o n t r o l  ,u ,is s t r i c t l y  bounded. Secondly, t h e  
motion of t h e  system a t  t h e  te rmina l  t i m e ,  T, is  cons t ra ined  i n  some sense t o  a 
t a r g e t  set r eg ion  whose dimensions are determined from physfcal condi t ions .  
For example i t  may be r equ i r ed  t h a t  - x ( T ) C  Target  Se t  w i th  a p r o b a b i l i t y  g r e a t e r  
than P.  
The only known method which i s  s u f f i c i e n t l y  gene ra l  t o  encompass t h e  
formulat ion of Eq. (1.2@1) is  Dynamic Programing [ 9 ) ,  [163 [22] .  This  r q u i r e s  
f i r s t l y  that an  e s t ima to r , s ,  be  pos tu l a t ed  for -  t h e  s ta te ,z ,which  
contains  all - the  information about the observa t ions  z ( 5 )  f o r  
OLt. Then Eq,(1.2.1) can b e  reformulated i n  terms of 2 . IJe . require  - 
- 
the  eva lua t ion  of a p a r t i a l  d i f f e r e n t i a l  equat ion f o r  t h e  q u a n t i t y  
(1.2.2) 
(1 .2 .3 )  
then 
J = E  f V ]  
7. 
The major draw3ack t o  Eq.  (1.2.1) i s  t h a t  i t  does not  i nc lude  a l l  problems 
of in te res t .  I n  p a r t i c u l a r  t h e  l ea s t  upper bound f u e l  consumption problem i s  not  
On t h e  o t h e r  hand f o r  t h e  problem descr ibed by t h e  forniulation of Eq.  (1.2.1). 
of miiiimum expected fuel  consumptioc t h e  above formulat ion is  q u i t e  n a t u r a l .  
Where time of f l i g h t  i s  involved i n  t h e  c o s t  t o  b e  minimized then Eq. (1.2.2) 
leads n a t u r a l l y  t o  a f i r s t - c r o s s i n g  problem. 
which involve  t h e  simultaneous opt imiza t ion  of parameters and con t ro l s  
It is p o s s i b l e  by va r ious  arguments 
to  employ the s t r u c t u r e  of Sq. (1.2.1) f o r  all three problems. However, 
the  Dynamic Programming foriualism i n  t h e  case of t h e  L.U. B .  problem 
espec ia l ly  does n o t  y i e l d  a s o l u t i o n  algori thm b u t  only some s t r u c t u r a l  
p rope r t i e s  of t h e  s o l u t i o n .  y e  r eade r  i s  r e f e r r e d  t o  Sec t ion  3 .  
Even if the formulat ion of Eq.(1.2.1.) i s  accepted as being appropr i a t e  t o  
the p a r t i c u l a r  problem of i n t e r e s t  t h e r e  are s t i l l  some r a t h e r  formidable 
obstacles t o  i ts  use, 
so lu t ion  t o  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion  f o r  V. 
T!ie ch ie f  o b s t a c l e  is t h e  d i f f i c u l t y  of obtnj-ning a 
No genera l  method sccnls t o  
be a v a i l a b l e  and only s p e c i a l  ca ses  have been solved completely. There arc  i n  
addi t ion  c e r t a l n  minor d i f f i c u l t i e s  involv ing  the  t a r S e t  s e t .  Fcr example if 
t h e  p r o b a b i l i t y  of f i r s t  e n t r y  i n t o  the  t a r g e t  r eg ion  is a c o n s t r a i n t  then an 
add i t iona l  d e s c r i p t i o n  i s  requi red  f o r  t h e  evo lu t ion  of p r o b z b i l i t y  t r a n s i t i o n  
funct ions.  Such ques t ions  are beyond t h e  scope of our  i n t e r e s t  here .  
I n  s u m a r y  t h e  general-problem forniulat ion of Eq. (1.2.11, vhere  i t  i s  
appropr ia te ,  is  of i n t e r e s e  p r imar i ly  i n  so  f a r  as i t  yields i n s i g h t  into t h e  
s t r u c t u r e  o r  p r o p e r t i e s  of t h e  opt imal  c o n t r o l  r a t h e r  than  as a means of 
Generating an algori thm, Perhaps t h e  b e s t  known r e s u l t  concerning s t r u c t u r e  I s  
t h e  Separa t ion  Theorem. This states that f o r  l i n e a r  systems 3rd c e r t a i n  convex 
Cost f u n c t i o n a l s  i nc lud ing  t h e  q u a d r a t i c  a s u f f i c i e n t  s t a t i s t i c  f o r ’  t h e  h i s t o r y  
of p a s t  observa t ions  exists 2nd i s  g lvcn  Sy 
- &(t) = E: ' [x( t )  I z ( 0 ) ;  0 5 t] 
Moreover, t h e  opt imal  c o n t r o l  depends on t h e  observa t ions  only  t 
[ 4 ] , [ 5 3 ] , ' [ 2 3 1 .  
problems of i n t e r e s t  i t  would appear t h e t  t h e  choice  of the cond i t ion  
as an e s t ima to r  
While t h i s  r e s u l t  has no t  been shown t o  
is a very  reasonzble  assunpt ion .  
The philosophy adopted i n  t h i s  r e p o r t  i s  t o  reduce t h e  basic s t o c h a s t i c  
problem t o  an equ iva len t  d e t e r m i n i s t i c  problem d i r e c t l y  i n  t h e  problem formu- 
l a t i o n .  T h i s  r e q u i r e s  t h a t  an equ iva len t  d e t e r n i i n i s t i c  s ta te  must be  found t o  
represent  t h e  dynamics of t h e  system. 
cond i t iona l  mean which i s  an 
Gaussian, r e p r s s c n t s  a s u f f i c i c n t  s t a t i s t i c ,  The d e t e r m i n i s t i c  s t a t e  thcu 
This i s  bascd on t h e  not ion  t h a t  t h e  
p r i o r i  zero  mean raudom v a r i a b l e ,  approximately 
becomes t h e  s e t  of momcnts a s soc ia t ed  w i t h  t h e  covariance mat r ix  of tSe conc?it.!onal 
mecn , 
formulat ion t o  f i n d  an 
u = u(g(t) ,  t ) ,  
the vec to r  - b,  t u r n s  o u t  t o  be the  c o r r e l a t i o n  of t h e  cond i t iona l  mcen ~ ( t )  wi th  
We denote  this mom2nt mat r ix  by X ( t ) .  It i s  a l s o  necessary i n  t h i s  
equ iva len t  d e t e r m i n i s t i c  r ep resen ta t ion  f o r  t h e  c o n t r o l  
The corresponding deterrniniSt ic  cont ro l  q u a n t i t y ,  denoted by 
A 
t h e  c o n t r o l  u ( t ) .  
unknown c o n t r o l  system parameters  which correspond t o  feedback ga ins s  th re sho lds  
This  c o r r e l a t i o n  quan t i ty  must  be eva lua ted  i n  terms of 
and o t h e r  such in s t rumen ta t ion  q u a n t i t i e s .  These quantitztes are denoted by t h e  
parameters C,v,a,oc. Our d e t e r m i n i s t i c  formula t ion  then  becomes 
T 
J = lilin I L ( X ( T ) , T ,  k,v,a,a)d.r (1.2.5) 
k,v , a ,a -- 
and t h e  s o l u t i o n  of Eq, ( l ,2 .5)  involves a set  of ord ina ry  d i f f e r e n t i a l  equat ions  
with both initial and terminal boundary condi t ions .  The above approach i n  a 
s imp1 er i n  163 2nd r73 
9. 
While Eq ,  ( 1 , 2 , 5 )  yields a ‘solut-lon there are  soim ques t ions  as t o  fts exac t  
neaning and va l id i ty .  
when t h e  terminal target s e t  2s def ined  i n  tcms of thc s t a t e  rnatrf-x, x(T’), 
fie rel.atiosis21ip of ~ u c h  a target  set  d e s c r i p t i o n  t o  a t a r g e t  s e t  t rh th  p h y s i c a l  
d-ilmnciotis can only bc inIi.irucc1 i f  one assigns i? p r o b a b i l l t y  d i c t r i b u t l o n  t o  t h e  
For one th ing  i t  is only poss ib le  t o  solve Eq. (1.2.5) 
to  c a l c i i h  Le t hc  s t o c h a s t i c  c o n t r o l  q u a n t i t y ,  - h ,  dctcrmincd by t h z  c o r r c l a t l o n  
of - x and u. c- The assumption of Gaussian s t n t f s t i c s ,  which is s t r - i c t 3 . y  non-vnl id  
due t o  t h e  l i in i t j .ng  imposed on u ,  l e a d s  t o  e r rors  i n  the . s t o c h a s t i c  s t a t e  mntr fx  
and c o n s e q u e n t l y  t o  an only  approximate cxraluation of Fq.  (I, 2.5). The r e s u l t a n t  
perZoriiiancc l o s s  ‘ i s  a t t r i b u t e d  t o  t h 2  f a c t  that: all- r:~oncnts i n  the distribution 
phys ica l  nrguimit: %an h o u e v c r  be- made t h a t  t l i ese  moments a r e  m a l l .  
.In sumnsry t h e  philosophy of t h i s  r e p o r t  i s  t o  adopt  the problem Zormulatfon 
of Eq.(l.2,5) r a t h e r  than  t h a t  of Eq.(l.2.1) and t o  t r y  t o  l i v e  wi th  the 
inadequac5.e.s t h a t  i t  r e p r e s e n t s ,  
function of - x ( t )  are large 
\?hen hlghcr order  rno~ments in the  d i s t r i b i l t i o n  
A 
then the formal%sm of Eq,(1.2.5) I s  incomplete.  
The j u s t i f i c a t i o n  of t h e  above approach on phys ica l  grounds is t h a t  i t  is 
only poss ib le  t o  c o n t r o l  what can be measured, 
reasonable t o  attenpt t o  c o n t r o l  the moment- mateix oE t h e  conditionel meen since,  
for exaaple, i f  the c o n d i t i o n a l  mean Ztself represents an  .% pr%o-ri random error. 
thm i f  t h e  second moments of t h e  c o n d i t i o n a l  mean are smsll then  the random 
error will a l s o  be small. 
order minents w i l l -  also be sinal1 SG t h a t  t h e  l o s s  of info-m-at-on due t o  the 
Consequently,  it is  verg 
Moreover, if the second moments are small then  hlgher 
non-Gaussian cherwtea: of the s t a t i s t i c s  may well be anlnportant  . 
1.3 HISTORICAL BACKGROUND 
An e x c e l l e n t  i n t r o d u c t i o n  t o  t h e  problem of space guidance and naviga t ion  
can be  found i n  B a t t i n  [l], Probably t h e  beginnings of t h e  s t o c h a s t i c  c o n t r o l .  
problem as appl ied  to  space  guidance appeared i n  t h e  important  paper by B a t t i n  
i n  1961 [21.  The b a s i c  no t ions  of B a t t i n ' s  scheme were as follows: 1) The use 
of state space n o t a t i o n  t o  d e s c r i b e  t h e  propagat ion of p o s i t i o n  and v e l o c i t y  
dev ia t ions :  2) The use  of a r e c u r s i v e  
v e c t o r  condi t ioned on p a s t  observa t ions ,  which is equ iva len t  t o  t h e  Kalman 
F i l t e r  [31; 3) The s p e c i f i c a t i o n  of a v e l o c i t y  t o  be gained v e c t o r p  AV, as a 
l i n e a r  func t ion  of the  c u r r e n t  b e s t  estimate of t h e  s ta te  which would n u l l  t h e  
ex t r apo la t ed  terminal b e s t  e s t ima te  of t h e  s ta te ;  4 )  A s t o c h a s t i c  control. law 
based on a threshold  concept; namely, t h e  c o n t r o l  AV is  executed a t  any time if 
t h e  r a t i o  of t h e  r.m.s. magnitude of AV t o  t h e  r.mrs. unce r t a in ty  i n  AV exceeds 
a p respec i f i ed  threshold .  
least-mean square  estimate f o r  the s ta te  
The above schene wh i l e  no t  opt imal  wi th  r e s p e c t  t o  any performance c r i t e r i o n  
does enable  t h e  des igner  t o  cope ~ 7 i t h  some of t h e  basic trade-offs inhe ren t  . 
i n  t h e  problem by a d j u s t i n g  the threshold  l e v e l ,  
is t h a t  when c o n t r o l  i s  exer ted  e a r l y  i t  is very e f f e c t i v e  i n  t h a t  a small 
v e l o c i t y  c o r r e c t i o n  ripplied e a r l y  can c o r r e c t  a l a r g e  position e r r o r .  
o t h e r  hand, t h e r e  is a l a r g e  unce r t a in ty  as t o  j u s t  what t h e  v e l o c i t y  c o r r e c t l o n  
should be s i n c e  only a few measurements have been made. 
measurements, t h e  u n c e r t a i n t y  i n  t h e  v e l o c i t y  c o r r e c t i o n  is small; howeverp 
the  c o r r e c t i o n  is  r e l a t i v e l y  i n e f f e c t i v e  an t h a t  a l a r g e  v e l o c f t y  c o r r e c t l o n  is 
r equ i r ed  t o  c o r r e c t  a r e l a t i v e l y  small p o s i t i o n  error. 
measurements are accumulated, t h e  magnittade of t h e  r equ i r ed  r.m.s. c o r r e c t i o n  
tends t o  grow, whi le  t h e  Y . ~ . s .  unce r t a in ty  i n  t h e  c o r r e c t i o n  tends t o  dirninlsh, 
hence the  r a t i o  must increase aad even tua l ly  c r o s s  t h e  threshold .  
The fundamental cons ide ra t ion  
On t h e  
L a t e r ,  a f t e r  many 
As more and more 
11. 
If t h e  above problem were formulated d i r e c t l y  as a s t o c h a s t i c  opt imal  
c o n t r o l  problem, then t h e  s o l u t i o n  would inhe ren t ly  s o l v e  t h e  trade-of E between 
c o n t r o l  e f f e c t i v e n e s s  and c o n t r o l  unce r t a in ty .  
opt imal  c o n t r o l  problem were confined t o  t h e  case of minimizing an  expected 
Ear ly  a t tempts  a t  t h e  s t o c h a s t i c  
quadra t i c  c o s t  f u n c t i o n a l  141, [SI. Here t h e  estimate of thc! s t a t e  i s  always 
t h e  Kalman F i l t e r  and t h e  b e s t  c o n t r o l  po l i cy  i s  a linear combination of t h e  
c u r r e n t  b e s t  e s t ima te  of t h e  s ta te  as i n  [2 ] .  The c o n t r o l  law however bears  a 
c l o s e  r e l a t i o n  t o  t h e  corresponding d e t e r m i n i s t i c  c o n t r o l  law. 
An e a r l y  a t t empt  t o  s o l v e  t h e  problem of minimun expected f u e l  consumption 
by Breakwell and Tung [ 6 ] ,  and see also [7], considered a performance index  
* /  2 of t h e  form J = f YEI l u l l  
T 
d t  as an approximation t o  the, des i r ed  c o n t r o l  law 
0 
o f  t h e  form J = E 11 lul Id t .  The c o n t r o l  law was chosen t o  be  a l i n e a r  
0 
combination of t h e  c u r r e n t  b e s t  estimate of the s ta te  v e c t o r  as defined by t h e  
Kalman F i l t e r .  I n  [7]  a ve r s ion  of t h e  s t o c h a s t i c  mintmum tine c o n t r o l  w i t h  
measurement u n c e r t a i n t i e s  was a l s o  attempted. Here second-order pe r tu rba t ions  
t o  a d e t e r m i n i s t i c  c o n t r o l  law were obtained t o  account f o r  small random 
measurement e r r o r s .  
Two recen t  books i n  t h e  genera l  area are [ 8 ]  and [9 ] ,  which d e a l  l a r g e l y  
Mote a lso [ lo ] ,  and one of wi th  quadra t i c  c o s t  func t ions  and wi th  s t a b i l i t y ,  
t h e  e a r l y  papers on S t o c h a s t i c  D i f f e r e n t i a l  Games [Ill e 
1.4 OPERATION OF TBE OFTIMAL CONTROLLER 
This sectLon desc r ibes  i n  some d e t a i l  t h e  implementation and ope ra t ion  of 
t h e  optimum c o n t r o l l e r  f o r  t h e  performance c r i t e r i a  of minimum t i m e ,  minimum 
expected fue l  consumption and least upper bound f u e l  consumption. A t t en t ion  is 
r e s t r i c t e d  t o  t h e  context of t h e  rocke t  mission, It is  hoped t h a t  t h e  folloTYring 
d i scuss ion  w i l l  he lp  t o  c l a r i f y  t h e  exac t  d e f i n i t i o n  of t h e s e  problems and 
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c o n t r a s t  them wi th  o the r  poss ib ly  r e l a t e d  problems of i n t e r e s t .  A t  the same 
t i m e  some r e s u l t s  from la ter  s e c t i o n s  are introduced h e r e  fo r  t h e  purpose of 
f a m i l i a r i z i n g  t h e  reader .  
1.4.1 THE MTNIMUM TIME PROBLEM 
The turn-on t i m e ,  t is precomputed i n  terms of system dynamics and 
5.1' 
statist ics and t h i s  s p e c i f i e s  t h e  burning i n t e r v a l  [t ,TI. The t h r u s t  po l i cy  i s  
5.1 
based on a p reca lcu la t ed  feedback ga in  vec to r  - k ( t ) .  
During f l i g h t  measurements are taken, i o e t g  OQ celestial  bodies ,  and these  
r. 
are used t o  c a l c u l a t e  on-l ine t h e  cu r ren t  b e s t  estimate of t h e  s ta te ,  2, from 
Eq,(2,2.4). The control-, u, is  then generated by 
u =  I o  I . t < t  P (3.2.10) 
T A  I jsgn (t)x( t )  tl.l T j 
\ A 
The only  a p r i o r i  unlcnown quantity I s  t h e  statistic, E. The above problem 
may be  con t r a s t ed  wi th  t h e  problem, not t r e a t e d  112 t h i s  r e p o r t ,  where t h e  time, 
t is  a l s o  a random v a r i s b l e  and i t  i s  des i r ed  t o  minimize t h e  expected length  
of t h e  i n t e r v a l  [t ,TI. I n  our problem t h e  minimum i n t e r v a l  [t ,TI depeads only 
on t h e  dynamics and measurement statist ics which are known a p r i o r f  r a t h e r  than 
on a measureilaent h i s t o r y .  
P 9  
ti v 
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1.4.2 THE MLNTMUM EXPECTED FUEL P3OBEEM 
Prior t o  f l i g h t  we s e l e c t  a s u i t a b l e  t i m e  i n t e r v a l  [to,??] which is g r e a t e r  
than  [t ,TI f o r  the minimum t i m e  problem. 
t i m e  a t  which a required mlnimum number of measurements have been taken and ft 
rablgig+Bents the firBt tine burning -7ay occur,  The thrust j-olicy i? based on a 
p reca lcu la t ed  and s t o r e d  vec to r ,  - k ( t )  , and a scelar threshold ,  a ( t )  0 
The i n i t i a l  t i m e ,  to, t h e  f i r s t  
P 
h 
The c u r r e n t  b e s t  estimate of t h e  state,  ~ ( t ) ,  i s computed as I n  t h e  minimum 
t i m e  problem on l i n e  from c e l e s t i a l  measurements and is given by Eq,(2,2*4). 
Burning may occur anywhere i n  the i n t e r v a l  [ t  ,TI and t h e  con t ro l ,  u, i s  
generated by t h e  pol icy  
0 
13 
a k k  /T -- (3.2.11) 
* 
Consequently, t h e  burning times when u = 
Thus t h e  a c t u a l  f u e l  consumption i s  random and depends on a s p e c i f i c  measurement 
h i s t o r y  but  the expected f u e l  consumption is not  and i n  f a c t  is preca lcu la ted  i n  
a r e  random as w e l l  as t h e  estimate - x. 
terms of t h e  dynamics and measurement s t a t i s t i c s .  
1.4.3 THE LEAST WPER BOUND FUEL PROBLEY. 
The s i g n i f i c a n t  f e a t u r e  of t h i s  problem is  t h a t  t h e  e n t i r e  set of burning 
i n t e r v a l s ,  Q C  [t  ,TI m & t  b e  preca lcu la ted  and s to red  p r i o r  to  f l i g h t ,  
i t  is predetermined J u s t  exac t ly  when burning w i l l  o r  will not occur on t h e  b a s i s  
of t he  dynamics and measurement s ta t is t ics .  
rocket  by an i n d i c a t o r  func t ion  parameter, iu, which takes  on thz va lue  4-1 during 
burning and 0 during coas t ing .  
Fence 
0 
This information is s to red  i n  t h e  
By consstruction of the con t ro l ,  t h e  a c t u a l  f u e l  
consumption is  i d e n t i c a l  t o  t h e  leng'ih of t he  burning i n t e r v a l , h ;  hence the  a c t u a l  
f u e l  consumption i s  a l s o  non-random and i s  precomputed. 
sumption is minimized : p r i o r i  i n  terms of t h e  dynamics and measurement s t a t i s t i c s .  
Hence t h e  f u e l  con- 
A s  before.we a160 r e q u i r e  the preca lcu la t ion  of a vec to r  1.. 
On board,  the  es t imator  - is ca lcu la t ed  on-line from c e l e s t i a l  measurements 
from Eq.(2,2.4) as before .  The cornCrol u is  given by 
(4.5 10) 
9 f_ - 0  J w 0 
' n u s  the  d i r e c t i o n  of t h e  c o n t r o l  ts i s  random whl le  t h e  magnitude is precomputed. 
The Least Upper Bound Problem may proper ly  be  considered t o  b e  a general iza-  
t i o n  of t h e  Minimum Time Problem where w e  minimize the l eng th  of an i n t e r v a l  set 
R i n s t ead  of t h e  length  of an i n t e r v a l ,  The i n t e r v a l  [ to ,T]  which conta ins  Q 
14 
has t h e  same s i g n i f i c a n c e  as i n  the  problem of minimum expected fuel. consumption, 
This problem might also b e  regarded as a s p e c i a l i z a t i o n  of a more gene ra l  
problem i n  which t h e  t o t a l  f u e l  consumption must be  f ixed  bu t  i n  a d d i t i o n  t h e  
burning i n t e r v a l s  are allowed t o  b e  random. 
becomes necessary  t o  c a l c u l a t e  a p r i o r i  eolnditions f o r  when the des i r ed  f i x e d  
amount of f u e l  w i l l  b e  burned. This is  a form of t h e  c l a s s i c a l  " f i r s t  c ros s ing  
problem" s o l u t i o n s  f o r  which are gene ra l ly  unknown. 
The d i f f i c u l t y  he re  is t h a t  i f  
\ 
Hence i t  is d e s i r a b l e  t o  
avoid t h i s  problem. 
1.4.4 GENERALIZED L.U.B. PROBLENS 
Up t o  t h i s  p o i n t  no th ing  has  been said concerning t h e  d i r e c t i o n  of t h r u s t  
and t h e  effects on t h e  system dynamics r e s u l t i n g  from l o s s  of mass due t o  burning, 
Maximum s i m p l i f i c a t i o n  is achieved by simply assuming t h a t  t h r u s t  t akes  ? l a c e  -In 
a t a n g e n t i a l  d i r e c t i o n  i n  the o r b i t a l  plane and moreover that t h e  change i n  mass 
i s  small enough t o  be  n e g l i g i b l e .  Thesc. s i ixpl l fying asmmptlons a r e  i n  f a c t  
u t i l i z e d  i n  most of t h e  following s e c t i o n s ,  
The L.U.B. problem i s  however, r e a d i l y  genera l ized  t o  account f o r  a f i n i t e  
mass flow. This g e n e r a l i z a t i o n  involves a modi f ica t ion  of system dynamics: 
however, t h e  s p e c i f i c  form of t h e  ins t rumenta t ion  is unchanged and i n  f a c t  is  
i d e n t i c a l  w i t h  t h a t  of Sec t ion  1.4.3. A s  a f u r t h e r  g e n e r a l i z a t i o n  it is  p o s s i b l e  
t o  consider t h r u s t  vec to r  d i r e c t i o n s  o t h e r  than  tan.gentia1, One p o s s i b i l i t y  -. i s  t o  
p r e c a l c u l a t e  t h e  d8 rec t ion  of t h r u s t  in terms of t h e  system dynamics and 
statist ics.  The t h r u s t  angle  u ( t )  i s  then  s t o r e d  along wi th  the feedback ga in  
v e c t o r  & and indtcaeoor func t ion ,  ilu. Again t h e  form of t h e  instrumentation i s  
unchanged from t h a t  i n  Sec t ion  1.4 3. 
F i n a l l y  w e  cons ider  t h e  case 57here t h e  t h r u s t  vec to r  is random and depends 
on t h e  measurement h i s t o r y ,  i.e, on - 2 the c u r r e n t  b e s t  estimate of t h e  s ta te  
which is c a l c u l a t e d  on board. The loss of mass is  not taken i n t o  account. 
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The t h r u s t  angle,a, has  t h e  form 
T^ 
a = a0 +-I75 (6 ,O. 1) 
Here t h e  parameters a (t) and - v ( t )  are p reca lcu la t ed  and s t o r e d  along w i t h  
0 
t he  c o n t r o l  parameter k(t) and the i n d i c a t o r  function i 
need only be  s t o r e d  for those  times f o r  which ih = 1, 
u is given as before by Eq.(4.5.10) of Section (1.4.3). 
Actua l ly  ao9 k, 
The form of t h e  c o n t r o l  
0' 
16 2.  Dyn2rnical Equations of S tochas t i c  Control  
Dynamiczl system which can be descr ibed by f i n i t e  order  d i f f e r e n t i a l  
equat ions can be convecient ly  represented by a set of first order  s ta te  e- 
qua t ions ,  see f o r  example 2131, as i n  E q .  (2.0.1). 
8 
- x =  F x _ - f - G ~ + t J  (2.0 1) 
- 2 =€ii-!-x 
Here, x, i s  an n vec to r  denoting the  s t a t e ,  2, i s  a p vec to r  denoting the 
input  aiid 2 i s  an r vec to r  denoting the  observa t ions .  The n vec to r ,  E, 
r ep resen t s  a random fo rc ing  tern and t h e  r vec to r ,  v, reprcscnt-9 n randrnn 
add i t ive  unce r t a in ty  t.a the  observat ions.  The canonical  form of Eq.  (2.0.1) 
i s  used gene ra l ly  throughout xefercnccs [1]-[0] and only w i t h  minor 
modif icat ions i n  [9] End [IO] . 
2.1 Motion O f  The  Vehicle I n  S t a t e  Space 
It 5s of i n t e r e s t  t o  relate tke  genere1 canonical form of Eq. (2.0.1) 
t o  the physical parmeters involved in the  example of the  orbiting rocke t .  
Following B a t t i n  1 3 . 3 ,  [ 2 f  a vcry genera l  desc r ip t ion  of a mass p e r t i c l e  
i n  a perhaps conpl icered g r a v i t a t i o n a l  f i e l d  can b6 given by 
d2 r = g(rJ (2. P e 1) - -  
2 
$bere E is  t h e  r e d i a l  
snd g is the g r m i t a t i o n a l  f o r c e  vec tor .  
vec to r  t o  t h e  poin t  mass fron some spec i f i ed  or igin 
Define t h e  v e l o c i t y  vec to rg  1, by 
v d r  (2 '1.2) - = -  
dt 
Then a set of f irs t  order  d i f f e r e n t i a l  equat ions i s  obtained from 
(2 e 1.3) 
17 
The motion of t h e  moss p a r t i c l e  under E q .  (2.1.3) and s u i t a b l e  boundary 
condi t ions  c o n s t i t u t e s  the  nonina l  t r a j e c t o r y .  Our p r ina ry  i n t e r e s t  w i l l  be 
the small pe r tu rba t ions  f r o n  t h e  noninol  cczused by fo rc ing  a c c e l e r a t i o n s ,  f. 
The no t ion  of t h e  small p e r t u r b a t i o n s  i s  obtained by applying the per tu rba t ion  
opera tor ,  6, t o  Eq. ( 2 . 1 . 3 )  end no t ing  t h a t  the ope ra t ions  of pe r tu rba t ion  
and d i f f e r e n t i a t i o n  cen be interchenged.  
i 
( 
d 6L 0 6u 
dt - d 6~ -- G62 + fi  
dt .- 
Where G i s  t h e  Jacobian matrix whose e l enen t s  a re  
Define a s ta te  vector 
and n fo rc ing  vec to r  
! O  ' 
and a n e t r i x  F by i 
(2.1.4) 
(2.1.5) 
Then Eq.  (2.1.4) can be w r i t t e n  i n  t e r n s  of the s t z t e ,  2, as 2 = F z i .  2,. 
(2.1.6) 
To complete the comparison of Eq. (2.1.6) wi th  t h e  canonica l  model of Eq. 
(2.0.1) it is  necesse ty  t o  in t roduce  t h e  rendorr, v c c t o r s  ~ n d  -v and the  ob- 
s e rve t ions .  We t h e r e f o r e  cons ider ,  f 
each of t h e  p components of 2 s a t i s f y  the c o n s t r z i n t  
to c o n s i s t  of e con t ro l ,  DLI, where -1' 
(2.1.6) bJi i 1==1,2,. ,p  
and i n  a d d i i i o n  an addi t5ve  randon fo rc ing  term, E. 
18 
The random a c c e l e r a t i o n ,  w, ney be employed as a node1 of any of the 
following phys ica l  phenonena : 
a) unknown f l u c t u e t i o n s  i n  s o l a r  winds 
b) unce r t a in ty  i n  t h e  t h r u s t  vec to r ,  Dg, due t o  a t t i t u d e  c o n t r o l  e r r o r s .  
I n  the nore  gene ra l  prsblem of 29. (2.0.1) where t h e  state, &(t), need 
no t  r e f e r  t o  t h e  motion of a rocke t ,  t h e  q u a n t i t y ,  E, may r e f e r  t o  8 wide 
v a r i e t y  of rendom f o rc ing  terns. 
It i s  f u r t h e r  assumed t h a t  no isy  observa t ions ,  E,  are made continuously.  
These observa t ions  ere always l i n e a r  i n  t h e  s ta te  v a r i a b l e s ,  E,  and corrupted 
with a d d i t i v e  white  Gaussian no i se  as i n  [l] [2 ] ,  131 [6 l  171. The gene ra l  
model of Eq. (2.0.1) is  now complete. 
A s i m p l i f i c a t i o n  t h e t  w i l l  be edopted throughout t h i s  r e p o r t  i s  t h a t  t h e r e  
is  only one c o n t r o l  v a r i c b l e .  With r e spec t  t o  t h e  phys ica l  node1 of t h e  
rocke t ,  suppose t h a t  t h e  g r a v i t a t l o n  field. ,  g ( 2 )  of Eq. (2,101) i s  eaused by 
a s i n g l e  body, i .e.  
rJ 
where M is t h e  mess of the  p l a n e t ,  m t he  ness of t h e  rocke t ,  G t h e  uni- 
ve r sa1  g r a v i t a t i o n  cons tan t  and y i s  now t h e  d i s t z n c e  from t h e  cen te r  of 
0 
g r a v i t y  of t h e  rocket: p l ane t  system t o  t h e  rocke t .  Then t h e  motinn of t h e  
rocket i s  a con ic  i n  c? plane  determined by t h e  angular  momentum vec to r  h. The 
s i n g l e  c o n t r o l  u i s  d i r e c t e d  i n  t h e  p d i r e c t i o n ,  i n  t h e  plane,  i , e .  i n  the 
d i r e c t i o n  r x h, Thus the  motion renains in i? plane and t h e  e f f e c t  of c o n t r o l  
i s  e s s e n t i a l l y  t o  modify t h e  mc?gnitude of t h e  angular  nonentun of t h e  o r b i t ,  
Note a l s o  t h z t  p lannr  motion i m p l i e s  t h a t  t h e  state has only f o u r  components, 
With t h e  above s i m p l i f i c a t i o n  of a single cont ro l  Eq .  (2.0.1) becomes 
- -  
;E(t) = F ( t ) Z ( t )  -I- i ( t ) u ( t )  4- ~ ( t )  ? i 1 I - z ( t )  = H(t)r,( t)  4- ~ ( t )  
3.. .- (2.1.7) 
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Where F ( t ) ,  d(t), H ( t )  are a l l  t ine  - vary ing  q u a n t i t i e s .  W t h  t h i s  
understanding t h e  a r g u n e n t , t ,  niay subsequent ly  be  dropped. 
We assume t h a t  J and v are independent whi te  n o i s e  processes, 
j o i n t l y  Gaussian , which s a t i s f y  t h e  cond i t ions  
Al so  t h e  "trhite" p rope r ty  nay be expressed as  
-,I, 
E [ v(t)g( t  +- T)]= R,(t)b(s) J 
where 6 ( - r )  i s  t h e  b i r a c  6 func t ion .  
(2.1. sa) 
(2.1. f!b) 
The tirne t = 0 i s  an a r b i t r a r y  time re fe rence  p o i n t  DO chosen 
>O. I n  the rocke t  problem, t h i s  n i g h t  correspond p ' t o  such t h a t  T> t 
t o  t h e  time of f i n a l  s t a g e  s e p a r a t i o n .  The i n i t i a l  e r r o r ,  ~ ( 0 ) ~  i s  
assumed t o  be a zero  mean Gaussian random v a r i a b l e .  Ilote a l so  t h a t  
EIE,l = 0 ,  
The first  Equation of Eq. (2.1.7) i s  somctiincs w r i t t e n  
d x  Fx - d t  -f- - d u d t  -k Cld0 -
T where Cl ( t )C1 (t) = q ( t ) .  
and - o ( t )  is  a normalized Wiener process, ( 9 3 .  ?ICE d o  is i d e n t i f i e d  
wi th  normalized white n o i s e  2nd 2 (t) 
r e l a t i o n ,  as i n  19) 
i s  def ined  t o  s a t i s f y  t h e  
(2.1.9) 
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2.2 The Optimal Es t iRator  
The ques t ion  of a simultaneous s o l u t i o n  of optimum es t imat ion  and 
c o n t r o l  is very cha l lenging  and y e t  not  compl.etely solved.  The b e s t  r e su l t s  
t o  d a t e  appear to  be given i n  [ 2 3 ] .  Following t h e  examples of 121, [GI, and 
[ 7 ] ,  and the  j u s t i f i c a t i o n  of [ 4 ] , [ 5 ] ,  and [ 2 3 ]  t he  estimator is  
s p e c i f i e d  t o  be the cond i t iona l  mean given the entire hiseory of p a s t  
observa t ions .  
n 
(2 * 2.1) 
A < <  
I x (t) = E [  x(t)l z ( ( J ) ,  O-=-r= t 1 
Xt is  well-known, [35, t h a t  the e r r o r  def ined  by 
h 
(2 8 2 t 2) 
% - x ( t )  = x (t) - x ( t )  , 
has t h e  important p r o p e r t y  t h a t  
< 
(2.2.3a) T E[ p(t)& ( 0 )  ,o =t  3 = 0 
or equiva len t ly  
(2.2.3b) 
It t u r n s  o u t  t h a t  the es t ima to r  given by Eq.(2.2.1) o r  a l t e r n a t i v e l y  by 
Eq.(2.2.3) will minimize t h e  expected value  of any convex l o s s  func t ion  
of the e r r o r ,  5 , condi t ioned on the 
func t ions  might be 2 ,C(x) - and s o  on. 
% 
history of p a s t  observations. Typica l  Loss 
%T% % 4 
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The r cade r  is r d e r e d  t o  Ralman's o r i g i n a l  work, f 3 ) ,  f o r  a f u l l e r  d i s -  
cussion.  The e s t ima to r  which s a t i s f i e s  Eq.(2.2.1) f o r  t h e  system of Eq. 
(2.1.7) i s  g i v w  by Kalman t o  s a t i s f y  Eq.(2.2.4) 
(2 .2.4a)  
(2.2.41,) 
(2.2.4d) 
(2  2 . 4 ~ )  
T -1 c = P 11 Rn 
T -1 P = FP -1- PFT+ Q - P1.l R tip n 
P(0) i s  coinputcd f r c n  phys ica l  arguments a s  an independent problem. 
The i n t e r p r c t a t i o n .  of t he  ma t r ix ,  P ,  i s  t h a t  of a mc2surc of t?ie average 
uncc r t a in ty  i n  the  s t a t e .  I f  we assc1rr.e no neasurenznt  information a t  t = 0 ,  
then i n  thclory P (0 )  s h o u l d  be  chosen t o  s a t i s f y  a phys i ca l ly  d e t c i m i n ~ ? d  
i n i t i a l  error covariance.  O n  thc o t h a r  hand, i n  o rde r  t o  ob ta in  a conserva- 
tive es t ima to r ,  one cEin chose P(0)  = u I , whzre - I is an i d c n t i t y  mat r ix  and 
p is very l a r g e .  
It follows d i r e c t l y  from E q .  (2.23a) and Eq.(2.2.4b) t h a t  t h e  vcc to r ,  
-. e (t), has the important  proper ty  of being o r t h o g o n d  t o  the  h i s t o r y  of p e s t  
observa t ions ,  :(a), cr < t .  The fol lowing elementary argument based on E q s .  
(2.2.3a and b) demonstrates  t h n t  t h e  v e c t o r ,  e-("), is  also orthogonal  t o  
p a s t  va lues ,  ~ ( c r ) ,  so t h a t  e(t) can be regarded as whi te  no ise .  For t > 0 a 
T w r i t e  E[ I e(a)e (t) ] from Eq.(2.2.4b) as 
The f i r s t  tern in the  above express ion  i s  n u l l  from Eq.(2.2.3r) and Chc 
second i s  n u l l  from Eq.(2.2.3b).  The remaining two terms zzre n u l l  by the  
assumption t h a t  f u t u r e  observa t ion  n o i s e  is e n t i r e l y  independent of any p a s t  
i npu t s .  Q.E.D 
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The whit2 noisE proper ty  of g(t) PES used i n  161 and m o t h e r  damonstra- 
t i o n  was g iven  i n  [ 2 3 ] .  O f  course,  I e( t )  must be  Gaussian s i n c e  i t  is  a l i n e a r  
combinntion of o ther  Gaussian r m d o n  v a r i a b l e s  and it: must s a t i s f y  Eq , (2.2.5) : 
The covericnce q u m t i t y  E ( t)  i s  c a l c u l a t e d  d i r e c t l y  f r o c  Eq. ( 2 . 2 . 4 b )  
0 
R* (2.2 .GI 
11 Phys ice l ly ,  g(t), ccn be i n t e r p r e t e d  as " new i n f o r n a t i o n  i n  t h a t  i t  con- 
s t i t u t e s  t h a t  po r t ion  of t h e  obscrvEtions, ~ ( t ) ,  which cannot be p red ic t ed  
f r o n  pEst observe t ions .  T1.e rcatri:: covar lmcr :  Cuzi i t i t j r  CE C cc~i  I e i n t e r r r e t e d  
B S  t h e  expected rcte a t  which neiq i n f o r n a t i o n  i s  obtn jned  from the o b s c r v n t i o n s  
T 
0 
2.3 An I n t e g r a l  Formulation 
Valuclble i n s i g h t  i s  obte incd  by expressing Eq. (2.2.40) i n  in t cg r s l -  forn.  
The i n t e g r c l  forn uses  e t r e n s i t i o n  na t r ix  Q ( t , - r )  which hes the p r o p e r t i e s :  
Q (t,t) = I, t h e  u n i t  d iagonal  matrix 
- 
A more conp le t e  d i scuss ion  of t h e  i n t e g r a l  s o l u t i o n  t o  Eq.  (2.2.4b) and i t s  
p r o p e r t i e s  may be found i n  Athzns b Falb  [13]. Since  5 (0) = 0, the i n t e g r a l  
s o l u t i o n  t o  Eq.  ( 2 . 2 . 4 b )  is  
6 
A t -1 






I n  what follows t h e  second argument of t h e  t r a n s i t i o n  matrix w i l l  always 
be  0. Sicnce w e  s h a l l  d e f i n e  
0 (t) 2 0 ( t , O )  (2 .3 .3 )  
Note t h a t  since t h e  second arguclent i s  0 we  do not  have f u l l  freedom t o  use  
t h e  second equat ion of Eq. ( 2 . 3 . 1 ) .  One consequence of t h i s  is  that  the i nve r se  
opera tor  n u s t  be used. luforeover, t h e  s i n g l e  argument, t, i n  Eq. ( 2 . 3 . 3 )  w i l l  
always be  p o s i t i v e .  
c. 
Note t h a t  i n  Eq. (2.3.2) ~ ( t )  depends on p e s t  ve lues  of %(T> and u('I) , 
< 
T = t e The c o n t r o l  U(T)  i s  non-ont ic ipatory and depends only on preceding 
obscrvarions. I n  p a r t i c u l a r  U ( T )  can be regzrded es a func t ion  of e - ( '~ )~  
0 = 'I = t . Eq. ( 2 . 3 . 2 )  as i t  s t ands  describcs t h e  evolu t ion  o f ,  xp a ran- < < n 
don! q u a n t i t y  depending on a s p e c i f i c  measurement h i s t o r y .  What is  required 
to  e l imina te  the dependence on s p e c i f i c  measurements i s  an ensemble nveroge 
quan t i ty  which desc r ibes  the  stilte 5 s t e t l s t i c e l l y .  Such a quan t i ty  i s  t h e  
h 
c o r r e l a t i o n  ma t r ix ,  x I  hencefor th  c a l l e d  STATE HATRZX, de f ined  by 
In order  t o  desc r ibe  t h e  evolu t ion  of t h e  s ta te ,  X ( t ) ,  t h e  following cor- 
r e l e t i o n  q u a n t i t i e s  are requi red :  
( 2 . 3  .4b) 
r( t)  r ( t g t )  (2.3.4b 1 
a r ( t , t )  = E 1 u ( t > u ( r l  ) I  
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The vector, b(t>', in Eq. ( 2 . 3 . 4 ~ )  above, .trill be c a l l e d  t h e  STOCHASTIC 
< COXTF-OL. Note t h r t  ;?. cont ro l  p o l i c y  u ( t )  = U(Z(T),T - t ) deternines k(t)> 
but b(t) clone does no t  detersxine a c o n t r o l  pol-lcy. 
We now proceed t o  evaluatc t h e  s t c t e  m t r i x ,  X ( t ) ,  i n  terns of t h e  con- 
t r o l ,  b(t), end o t h e r  c o r r c l a t i o n  q u a n t i t i e s  defined by Eq. ( 2 . 3 . 4 ) .  
P o s t m l t i p l y i n g  Eq .  (2.3.2) by u ( t )  and ensenble averag-lng yields i: 
relation involvii>g b ( t ) .  
Also from E q .  (2.3.2) a reJ.ati.cn in X ( t )  is o b t x i n d  RC fo3Iow:: : 
(2.3.6) 
0 0  
We wish t o  so lve  f o r  X ( t )  i n  terms of b(t) so  as t o  eliminzte r ( T I O )  
f(d,T). From Eq. (2.3.5) we ob tz in  t h e  i d e n t i t i e s  Lc.(2.3.78) X I S  
and 
Eq.  (2 .3 .7b)  




0 0  
0 0 
(2.3.7b) 
It follows t h a t  t h e  SUE of the c i i d d l c  two in tegrEls  of Eq.  (2.3.6) 
can be m i t t e n  es t h e  conbina t ion  of Eqs. (2.3.73) and (2.3.7b) 
0 0 
0 0  
But note the i d e n t i t y  
0 0  
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obtained by interchanging the order of Integration, a permissible opere t ion  
since the integrand is contiiiuotss 
ft follows tha t  the two m u l t i p l e  integral-s in the SbX combine i n t o  
a s i n g l e  n u l t i p l e  integral..  The q u a n t i t y  SUM cad therefore be written 
0 0  
Returning to Eq. ( 2 . 3 . 6 )  i f  t h e  q u m t i t y  5In.I i s  s u b s t i t u t e d  f a r  the middle 
two i n t e g r c l s  the l a s t  tsrm i n  Supl cancels t h e  first  term in Eq. ( 2 . 3 . 6 )  
and Eq. ( 2 , 3 , 6 )  becones 
( 2 . 3 . 8 )  
Note t h a t  the f i r s t  eexm on the r i g h t  of Eq. (2,3.8) contains the  cont ro l  
term, b(r), while the second 
.- 
tern on t h e  right:  contains the information 
obtained fram observations in %he form of E (T) 
henceforth be called the OBSERVL$TXOM HATRIX and w i l l  be called 4(t)0 





It w i l l  a l so  be convenient t o  defi~e a Target  Matrix by D(t) 
according t o  
A 
D ( t >  r- Q(t) - X(t)Q,-'(t) (2  a 3 10) 
We s h a l l  r e q u i r e  the o b s e r v a b i l i t y  conditicsn t h a t  Q(t)  be p o s i t i v e  
definite f o r  all t = to . This  will. make X(t)  positive d e f i n i t e  f o r  
t = t 0 .  Recall from t h e  problem s ta tements  Q €  Sect ion  (1,l) that control 
does not take p lace  ptio- r t o t =  
systems which have the  proper ty  t h a t  
t = to 
> 
> 
e We s h a l l  restrict  a t t e n t i o n  to  those  
X ( t )  remains p o s i t i v e  d e f i n i t e  f o r  
to 
> 
under condi t ions  of con t ro l .  
On s u b s t i t v t i n g  Eqs , (2 .3 , !3 )  and (2.3.10) i n t o  Eq,(2.3,8) t h e  target 
matr ix ,  D ( t ) ,  can be d i r e c t l y  re la ted  t o  t h e  c o n t r o l  vec to r  b-(r!. 
Observe t h a t  i f  t h e  c o n t r c l  u ( t )  c 0 ,  s o  t h a t  b(t) 3 0, then D ( k )  1: 0 .  
In this event X ( t )  is r e l a t e d  t o  t h e  observa t ion  matrix by X(t)  =: 
O(t)4(tImT(t) 0 
Eq.(2.3,11) is  a l so  needed i n  a d i f f e r e n t i a l  fonn f o r  t h e  Halzllltonian 
fomuLat ion  of 
iu(t) and postmultiply i t  by Q, (k) to yield Eq. (2 .3 .12)  
Chapter 4 .  A s  a firat: s t e p p  p r e  mul t ip ly  Eq.(2,3.8) by 
- T 
Next differentizte X ( t )  w i t h  respect t o  t, r e c a l l i n g  t h a t  
i ( t)  = F ( t ) + ( t )  and 4 ( t ) T  = O(t) tr T F (t). This y i e l d s  
(2.3 e 12)  
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Eqs. (2e30111) and (2.3.113) ere the desired resulta of t h i s  aectiun 8g.d 
constitute t he  basic dynmical relations for the  system oE Eq. (2.1.71. Mote 
however that Eqs, (2*3,IAJ and (2 .3.23)  axe incomplete Ln tha t  we  hsve aoE 
given a relation between a control  law, U(E] = u(z (T) ,  T = t) and the 
quant i ty  b(t) defined 5y Eq. ( 2 , 3 . 4 c ) .  This  relation is the subject of 
Chapter 3 
< 
and wX!.h ~ o t  be discussed further here, 
F ina l ly  note that there is a correspondence bceween the dynamics of the 
deteminis t ic  system of Eq. (2.’s..).4)g and Eqs- C2.3.111 and (2-3.13). The 
detertninis t i c system 
has an integral  soJ-uticn, [23] 
(2 3 I 14a) 
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associated cost  r ay  be prohibitive or eveii i n f i n i t e  o r  otherwise a well.- 
behaved svlutPon may not ex;J.st. There i s  gene ra l ly  no physical  reason 
to dfrect1-p spec i fy  e Ron - zero X(T) . There i s  ,however, physical J u s t i f i c a t l o n  
For requiring that X(T) c a t i s f y  (I t a rge t  set ccndrltion of the form' 
(2.3.15) 
Since Eq. (2 3.15) does no t  un ique ly  dcter~Lne X(T) or D(T). t h e  formulation 
of the opt-~.~luot C O R t r @ l  problem must cons ider  Eq,  (2.3.15) d i r e c t l y ,  
The target se t  condition of Eq.(2.3.15) is a statemcnt abortt average 
measure quant : t t les  and co t  about distances end v e l o c i t i e s  i n  a physj cal. 
space tha t  are  u n r e l a t e d  t o  observa t ions .  It is ehtrs poss ib l e ,  though h igh ly  
u n l i k e l y ,  for  a "gcccl" tarcet  o e t  of E q .  (2.3.15) t o  be ontisfied' bu t  yet: t.0. 
have tbs rocket impact the p l z n e t  instead of o r b i t i n g  because t h e  measurment: 
h i s t o r y  was a poor ncn- typica l  meribcr oC the cnser&lc. 
P r o b l m s  in uhich  the ta rge t  s e t  is descrlbcd i n  terms of thc s t a t e ,  5 , 
of Eq.(2.1.7) ra ther  than  i n  terms of -X belcnz t o  t h e  c lzss  of " f i r s t  - cross- 
i ng  problems." 7.11 such a probkern, the issue i s  t o  s p e c i f y  a p r o b a 5 i l i t y  of 
of Eirs t -c ross ing  i n t o  t h e  des i r ed  rezicn such thc?t: cost  is  ninimlzed. Such 
- t 
The target matrix Sly> is zssumed p o s i t i v e  d e f i n i t e  f o r  p rac t ica l  
. _  
convenieace. In practice the elements of s(T) can De made arbitrarily s ~ a l 1  
without vanj-shifig if so required. 
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3. The Parametric Structure Of The Controller 
Recall front the discuss ion  following Eq. ( 2 . 3 - 4 )  thae the control 
u(t )  = u(z(a),  a = t) i s  not  ye% spec i f i ed  by the  stochastic control b(t). 
Xn order for the stochastic control,  k(t)3 to specify a p o l i c y  it is 
< 
necessary to make the further assumptioln of a parametric structure for t h e  
control, u ( t ) ,  which of course satisZfes the eclnsrraint lu( t )  1 = 1,TAls 
i s sue  is the subject of this chapter, 
< 
While there  may exist an. optimal structure a f u l l  description of it 
is as y e t  elusive.  However, by employing the concepts of Dynamic Programming 
as  In, [9] ,  much insight can be g a i x d ,  A structure is postulated which appears 
t o  b e  n suitcble f lrst q p r c , x i m t i c n  to t h e  c p t h u u G  Soxe prtJ3.ctncry not ions  
are iequfted first. 
3.1 The Weak Differentizl Operator 
In the Oynamic Programming fornulation of t h c  stochastic o p t i m a l  control.  
probl.ems 1,2, and 3 ,  a certaSn limiting opera tor  appears, w h i c h  has bcml 
named the weak differential operator or or the weak differential generatorp 
[ 9 ) ,  The weak differential operarol: of a function, V(x(s>,t)  .- is denoted by 
.* v A &V(g(t))t) and is defined by Eq. ( 3 2 1 e l )  
h 
A h 
e f A E f V(x(tiLA) t + A )  ] - V(gZbl(t) ,t) 63 0 I. 1) 
w - , .  p__- ci,V(x(t) >t) 7 %im 
A+o A 
For the opt5lnal estinaeo-r of Eq. (2 .2 .4a)  
( 3  e a,  2) 
(3.1.3) 
31 
.c \r A The weak d i f f e r e n t i a l  operator ,i V, is given by, 19 J $ A , V ( ~ (  t) , t> -.I 
V -x f (& - + - d u) -4- 1/2 trace (V''; CEoCT) 4- - 
a t  
whers the subscripts denote partial differentiation. Thus 
V^ z -I_ av i3 T a v  7 
-7f aa 
viG = 
The der ivat ion of Eq. (3*1*4) from the  definition of Eq.  (3.1.1) is i n s t r u c t i v e .  
Assume V(x,C) I s  smooth i n  
n n A 
and t. Then expanding V(_x_(t 4- A ) , t  9 A) 5n a 
Taylor Series yields 
L c 
(3  .a* 5 )  
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h 
Taking the expected value of both sides asswing x ( t )  given yields - 
33 
See also Dynkin's Formula [SI 
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3 . 2  A Dynamic Programming Evaluat ion of The Control  Law S t r u c t u r e  
For The Minimum Time, Minimum Expected Fue l  and Least Upper 
Bound F u e l  Problems. 
I n  t h i s  s e c t i o n  t h e  methods of Dynamic Programming are used t o  e v a l u a t e  
a cont ro l  law s t r u c t u r e  fOK the s t a t e d  problenis of i n t e r e s t .  I n  o rde r  t o  set 
UP t he  Dynamic Programmiiig arguments i n  a convenient and y e t  r i go rous  
fashion t h e  concept of a pena l ty  func t ion  w i l l  be in t roduced .  Then we s h a l l  
argue t h a t  choosing t h e  pena l ty  func t ion  a p p r o p r i a t e l y  i s  equ iva len t  t o  
specifying a boundary cond i t ion  a t  t h e  te rmina l  t i m e  of theform 
E [ i ( T ) T  S i ( T ) ]  = wo (2 3.15) 
A 
Recal l  i n  Sec t ion  2 t h a t  t h e  e s t i m a t o r ,  - x ( t ) ,  de f ined  by t h e  KaIman 
Fi l ter  was chosen a s  a s u f f i c i e n t  s t a t i s t i c  over t h e  s e t  of p a s t  observa t ions  
< 
~ ( C T )  , (5 = t .  Hence a l l  c o s t  f u n c t i o n a l s  are  chosen t o  depend on t h e  observa- 




J = Min E h x T .  - . -  , . , 
u E f t , , T ]  
(3.2.1) L 
P *  "1 
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belongillg t o  the parameter set p i s  a l s o  considered. 
The s o l u t i o n  of Eq.(3.2.1) by Dynamic Programming r e q u i r e s  t h e  following 
general assumptions : 
h A 
Al) Given x(t) t h e r e  ex i s t s  a scalar  func t ion  V,(x(t) - , t )  whose va lue  
equals t h e  minimum remaining c o s t  . 
T 
h ^T 
Vl( i ( t ) , t )  = plin E[(vx  - (T)Sx(T) - -I- ,i(T))dT) l&(t)] 




A2) V1 has  a conSinuous second p a r t i a l  d e r i v a t i v e  wi th  r e spec t  t o  
5, V; . Bol tyansk i i ,  [ 2 0 ] ,  has shown t h a t  t hese  d e r i v a t i v e s  of V need no t  
exis t  a t  every p o i n t  i n  t h e  space ,  
n 
* 
A3) As - x ( t )  evolves  cont inuously according t o  E q .  (3.1.2), V def ined  by 
Eq.(3.2.2) remains optimum. T h i s  i s  t h e  p r i n c i p l e  of op t ima l i ty .  
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(3.2.3) 
1 Let us now cons ider  the problem of minimum t i m e .  We are t o  choose t 
such tha t  t h e  i n t e r v a l  [ t , T ]  i s  minimum s u b j e c t  t o  t h e  c o n s t r a i n t  of Eq.  
(2.3.15). To put  t h i s  formulat ion i n t o  t h a t  of Eq.(3.2.1) set  t -p 
and L1 = 1. We p ick  i n i t i a l  v a l u e s  f o r  t 
When the  t i m e  i n t e r v a l  T-t E[vx - (T)Sx(T)]  - 
w i l l  b e  small  and vice-versa.  Hence t h e r e  i s  a v a l u e  of t =t (v) such 
t h a t  J i s  mhimized .  Now f o r  v a l u e s  of t = t  (v) compare E[x - (T)Sx(T)]  - wi th  
w . If v is  t o o  l a r g e  then E[x - (T)Sx(T)]  - w i l l  b e  t oo  s m a l l  s i n c e  t h e  pena l ty  
on terminal e r r o r  was t o o  large.  A con t ra ry  argumciit ho lds  i f  v i s  too 
1- 
% 
and v and s o l v e  f o r  u ( T ) .  1 
i s  l a r g e  then t h e  pena l ty  ^T 
n 
1 
1 l J  
AT A 
1 l J  
AT A 
0 
small. Consequently, t h e r e  i s  some va lue  o i  v such t h a t  Eq.(2.3.15) i s  
exac t ly  s a t i s f i e d .  
The problem of minimum expected f u e l  consumption i s  even s i m p l e r  €o r  
1 0  
QJ 
now t =t  
values of v 
and L~ = 1.1. T h e  performance c r i t e r i o n  J i s  minimized f o r  a l l  
and then v i s  chosen t o  s a t i s f y  E q .  (2.3.15). 
For t h e  case  of l ea s t  upper bound f u e l  consumption we must s p e c i f y  an 
i n t e r v a l  set,R, of non- overlapping i n t e r v a l s .  Q i s  de f ined  by an i n d i c a t o r  
func t ion ,  i 
pick  v and 
w 
% which i s  1 on 
t h e  set  C2 and s o l v e  f o r  U ( T )  t o  minimize J .  
and o elsewhere, Then tl=to and.L = i . We l w  
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then t h e  Le  besque 
and vice-versa. Hence there is  some set  of i n t e r v a l s  R depending on v ,  
~ ( v ) ,  such t h a t  J i s  minimized. For a l l  Q(v) choose t h a t  R 
measure of R i s  l a r g e  then t h e  pena l ty  w i l l  b e  small 
corresponding 
t o  t h e  v such t h a t  Eq.(2.3.15) is  s a t i s f i e d .  It can be seen  tha t  t h i s  
L.U.B. problem i s  simply a g e n e r a l i z a t i o n  of t h e  minimum t i m e  problem. 
We remark t h a t  the above arguments are n o t  intended t o  demonstrate a 
computational a lgori thm bu t  only s t r u c t u r a l  p r o p e r t i e s  of t h e  s o l u t i o n .  
The  p r j n c j p l c  of Optiiiia3.it.y s t a t e s  t l i n t  17 slioulcl hc optiiwl.  f o r  a l l  t .  
Consequently f o r  a l l  A > 0 
n .-. 
A 
V( & ( t ) , t )  = M i n  { E[  V( - x(tt-A),t+A I - x ( t )  ) 
(3.2.4) 
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Note t ha t  thc expectation over fu ture  tiaes ta?res i n t o  account on21 
measureraents up t o  and including 
also on the random 
t .r.ilzicl-t deccrrrfne. ;(t), Hence .--- G ( t - f - A )  d e p c ~ d s  
€ variables, -.. e ( T ) ,  t < T T t -'r A , On rearranging 
terms in ~ q .  ( 3 . 2 . 4  ) and d i v i d i n g  throvgh 3y b , vte obta in  
1' 
Passing to t he  l i m i t  as A -+ t he  f i r s t  two tcxns bec9;nz t%e 
cp weak dif ferent ie l  opera tor ,  9 V ,  d e f i n e d  by xCi.  (3.3.,1-) and given by 
(3.2.6) 
On substituting the. expressicn f o r  d V  from C q .  ( 3 . 2 . 4 )  
inta Eq. ( 3 . 2 . 6 )  above the result 
(3.2 ' 7 )  
Eq. (3.2.7) together with the impose6 houndary conditions of Eq. (3.2.3 
determines the control pol i cy  u = u(x) -
A 
over the Pixed t ime  i n t e r v a l  
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General methods f o r  t h e  s o l u t i o n  of Eq.(3.2.7) are n o t  a v a i l a b l e ,  bu t  
as a l ready  noted ,  the equa t ion  is  u s e f u l  t o  i n d i c a t e  gene ra l  f e a t u r e s  of 
the  c o n t r o l .  
Ql < 
Returning t o  Eq. (3.2.7) w i t h  LI = 1 and t h e  c o n s t r a i n t  [ul = 1 
the  s o l u t i o n  f o r  u i n  terins of V i s  e a s i l y  obtained and i s  given by 
~ q .  (3.2.8) 
u = -sgn vql’c~ -x - ( 3 . 2 . 8 )  
Consequently, t h e  minimum time c o n t r o l l e r  m u s t  be  bang-bang it e, 
take on oiily t h e  values +l,-l. 
Ql For t h e  problem of minimum expected f u e l  consumption where L - 1.1 1- 
and aga in  t h e  c o n t r o l  i s  cons t ra ined  t o  he  bounded by t h e  r e l a t i o n  
.- .- . < .  1.1 = 1 t he  s o l u t i o n  f o r  u i n  ternis of V becomes 
3.‘ 
-3. < v d < 1 (3.2.9) -x -- 
For the problem of l e a s t  upper bound f u e l  consuziptlcn { u l z  1 OD 
fu1= o elsewhere.  Hence on R u has  the s t r u c t u r e  of Eq,(3.2.8) and is 
i d e n t i c a l l y  zero  elsewhere.  I n  terms of the i n d i c a t o r  f u n c t i o n , i  
write 
we may w ’  
(3.2.10) 
Eps.  (3.2,8), (3 ..2.9) , (3.2.10) do not y e t  spec i fy  the c o n t r o l  s t r u c t u r e  
s ince V+ is unknown. Our approach is t o  a t tempt  a r ep resen ta t ion  f o r  
V ( G ( t ) ,  - t) and then  approximate t h e  r ep resen ta t ion .  The  r e s u l t l n g  s t r u c t u r e  
7E 
w i l l  n o t  
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sa t i s fy  Eq. (3.2.7) but it appears t o  be a reasonable approximatfon. 
* 
Suppose V(x(k):),t) could  b s  represented by an expansion of t h e  
4- ..,., 4- (3 .2  11 )’ 
If the f i r s t  term i n  t h e  expansion 5s a s u i t e b l e  approximation then 
(3.2.12) 
from which it follocrs t h a t  t he  tc;:m 
is srlmply C? ] .hear  cornhination of  t h e  elements oT 




For the mininula time problem and i,.U.p. problems, if w e  r ep resen t  the term 
T *  VAT & by 
u ( t )  = s g n  k ( t>G(t>  - 
u(t)=i,ogn ( t ) x ( t )  ....- 
- Ir - -  x, then  Eq . ( 3 . 2 . 8 )  and (3.2.10) become 
( 3 . 2 . 1 3 )  T 
T A  
-% 
(3.2.14) 
where k(c) is sonie t ine-vary tag  vector depending on ly  on the a p r i o r i  
knovn ‘dynmics  2nd stctist ics.  Note t h a t  the control does not  d e p m d  on t h e  
mzgi*A.tude of & . 
For t h e  minirr,um expected f u e l  problem it is ccfnveniezt t o  express 
the term vAT d by - -- kTG / aJ which i s - i n d e p e n d e n t  o f  the  - x -  
magnitude 05 & Then Eq , (3.2.9) tecoxes 




-1. i ! 
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The parameter a in Eq. (3.2.15) above cowrespcnds t o  a threshold ,  In 
particuler when a 0 then E q .  (3.2.15) reduces t o  Eq.(3,2.13). Thus 
the propcsed paramet r ic  structure of the ixtnlmurn t i m e  problex cail be *> 
regarded as i? special- case of the p a r a n e t k t c  s t r u c t u r e  of the minimum 
expected E w l  problern. 
. .  
. .  
It i s  of sone i n t e r e s t  t ha t  the structpre proposed in B q s .  (3.2.15) 
and (3.2.1.3) 
a p p r o x i m t i o n  V Z - x I' - x. Thus i n  Lim [143 where t h e  asynptot ic  s o l u t f o n  
niay a c t u a l l y  be  more g m c r a l  tharr t h a t  Irnplled by t he  
. ^T 
is f0ur.d f o r  a ~eJ . l .~~an-f !ami l~on-Jacobl  equat ion  f o r  a q u a d r a t i c  perforinancc 
with bounded control ,  a bang-bang cont ro l  sirrcilar t o  E q ,  (3.2.13 ) is seen 
fro comespond t o  R 
n 
V conta in ing  bo th  clhiic and q u a d r s t i c  terms in 2. 
piore r e c e n t l y ,  Dcys t  ( ? 6 ) ,  worked o u t  a second-order s m p l e d  
min-jcrurn expect& f u e l  probl  ern dircct1.y l j i t h  Dynamic PxoSram:niug i n  ~ h i . c h  
he solvr-d f o r  t he  cost  func t ion ,  V( ~ ( h )  , zccursTvely s t a r t i n g  at the 
t h  tcrininal t h e  and trorking baclwards t o  t h c  12 sample :hie. T h i s  exac t  
s o l u t i o n  tock t h e  f c l r m  of xq.(3,2.15) i.e. a l i nea r  func t ion  of 5 
c. 
0. 
being cornpared with a symetr ic  threst lold.  T h i s  r c su l t  Is rzttier cncouragjfig 
f o r  t h e  assumpticns which l ead  t o  Eq.(3,2.15). 
3 .3  Evaluation of The  S t o c h a s t i c  Cont ro l  Vector, k. 
Recall t ha t  the s t o c h a s t i c  contrcl vec to r ,  5, appearlng i n  Eqs.  
(2.3.11) end (2.3.13) arzd defined by 
- b x E [ & ]  - (2.3.4b) 
tms l e f t  undefined i n  chepter 2. fn this section, the contzol, b, is 
determined s r o x i n s t e l y  -- i n  terms of the gcncral paramet r ic  s t r u c t m e  
pl- as t ic of Eq. (3.2.1'1). Hence it w l l l  then be posssble to express t h e  s ~ G . .  I 
4 3  
s t a t e o  X , of Eq 
a ,  to thc dzgree of approximation tha t  it! i s  poss ib l e  t o  e v a l u a t e  E q .  
(2.3.13) d i r e c t l y  in tenm of the paramtexs,  k and 
( 2 . 3 . 4 b ) .  
A 
Xf the e s t i m t e d  quan t f ty ,  E, were t r u l y  Gaussian then our 
evaluation of Eq.. ( 2 . 3 , 4 b )  which fof.1ov-s is cxact e The approximatian in our 
h 
evelua t ion  of I b in E q .  ( 2 . 3 . 4 b )  comes about: by r ep resen t ing ,  5, as  a 
Gaussian randoni vector and n e g l e c t h g  
distribution func t ion .  Reca l l  tha t  the  evo lu t ion  of is  given by 
E q .  (2.24a) i n  f.efms of t he  White G a u s s l o n  infornintion vector ,  -.. e ,  
3" anc? h i s h e r  order alarncmrs c d  jtc 
A 
and 
non-Gaussian bounded control.  U ,  By assunipt ion,  i . c .  thc sinall cngiilc,  &he 
h 
ef fec t  of thz  c o n t r o l  , c ,  on 
tha t  only int:cgrnt,ed e f f e c t s  over long.  i n t e r v a l s  axe s i g n i f i c a n t  B u t  i f  
futurc? c o n t r o l s  tend t o  b e  
control.  \.rill tcnd  t o  a Gaus.si.cn by rhc 
thc? a s sunp t ion  of Gaussian, 5 , while n o t  s t r i c t l y  t r u e  sr3ems t o  be very 
reasacblc  appraxjmation f o r  purposes  of calculation. 
5 is small over any smal l  t iw i n t e r v a l  s o  
indepcndcnr of present con t ro l s  the il;lt-egrated 
Centrna L i n i t  Theorem. Elcnce 
,-. 
A s  a f i r s t  s t e p  i n  t he  eva lua t ion  of in Eq. (2 ,3 .43 )  under the 
Baussinn hypo thes i s ,  consider the s i m p l e r  problem of cal .culat ing the  sczlar  
quantity, B, def ined  i n  terms 04 an arbitrary vector; &, by Eq.(3c3.1) 
8 =: L\ E [ C ~ U ]  T ^  (3 .3 .1)  
If 8 is knom fo r  all 2, then  I b can be found from B e  
Define the quantities C 
is the  s t a t i s t i c  r e l a t i n g  
t o  the c o n t r o l , u ,  of Eq. 
and 5 where 
'(3.3.2) 
t he  past  measurements 
(3.2.10) ani! 
z ( s ) ,  Q =' t 1 
(3 .3 .3)  
On substituting E q ,  (3 .3 .3 )  i n t o  Eq. (3,3.l) the pro3lem now is 
4 4  
t o  eva lua te  
8 = E [ C U ]  ( 3 . 3 . 4 )  
i n  terms of t h e  statistic, z; , given by Zq. ( 3 . 3 . 2 )  I n  t h i s  regerd it 
is conven imt  t o  regard 6 ils conposed of .q sum of txro 
orthogonal components, t h e  f i r s t  being 6 , t h e  Si'LstLstic, and the o t h e r  
a component c a l l e d  n othogonal t o  r; . 
T ~ U S  we w r i t e  
r 4- q ( 3 . 3 . 5 )  
Then the  condi t ion  t h a t  E [ ~ r l  3 = 0 determines a by t h e  
follGwing scb f -cv idmt  c a l c u l a t i o a .  
2 
E [ C r  J =  ct E I ? ;  . ]  4- E [ n  t ]  
L kT x jc- 
S u b s t i t u t i n g  Eq.  ( 3 . 3 . 6 )  i n t o  Eq.  ( 3 . 3 . 5 )  y i e l d s  
By cons t ruc t i cn  an2 n are cncorrel-ated zero mean 
variables, with var iances  cs end u respectively. 
- x is a zero mean randmu v a x l ~ b l e  as is  t h e  t rm  
Recall from Eq. ( 3 . 3 . 6 )  t h a t  
z; rl 
A 
Thus t h e  j o i n t  d i s t r i b u t i o n  of 5 and TI is 
( 3 . 3  .G) 
- 
(3 .3 .7)  
Gaussial; random 
rn  his i s  3ecav.se 
state, & . See Appendix R !  
( 3 .3 .8 )  
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Substituting Eq. ( 3 . 3 . 7 )  2nd ( 3 . 3 . 8 )  into Eq, (3 .3 .9)  yields 




Then Eq . (3.3.11) becomes 
from which it re.iidi1.y fo?lows t h a t  
- b = E [ x u ' )  = y X k  I
h 
( 3 . 3  1.3) 
Eq. ( ? I  .3.13) is  the niaiii resclt of this secticjri. Zt shows e x p l i c i t l y  how 
the paraineters k and a of the c o n t r o l  s trwtwe of (3.2.1.0) ?.re 
related to t h e  s t o c h a s t i c  c o n t r o l  q u a n t l t y  -- b.  
control., def ine  
F i n a l l y  on s u h s t i  Curing Eq. ( 3 . 3 . 1 3 )  i n t o  E q  . ( 2.3.13) tie ob ta ln  
the f undamentel dynxnicaf  equat ions f o r  s t o c h a s t i c  evc lu t ion .  
X ( t o )  = 0 
t race ( S(T)X(T) ) = w 0 
(3.3.15a) 
An alternate integral f o r m u l a r i m  based on E q .  (2,3,11) I s  
T 
0 
Before cop.clud5ng t h i s  section it is of soae in te res t  to c o q a r e  
is a l i n e a r  eznbinatiog of E q .  (3.3.13) wi'ch the linear case, If u 
the state variEbles 
T "  u = k  x - -  
4 8 -51 
Then 
n 
for any d i s t r i b u t i o n  of x ,  Hence t h e  ecalar fac tor  y represents the  
main difference between l i nea r  contzol 
c 
bang-bang control arr'd 
thresfiold control ,   his implies that  a l i n e a r  cont;:ol covariance y x 
y i e l d s  the s m e  stochast-tc control. - h as a th re sho ld  cont ro l  with y 
g?-sen' by E?. (3.3112) or a carvrat ing control.  with y = y given by 
~ q .  ( 3 . 3 . 1 4 )  Since Eq. (3 .3 .16 )  is independent of s t a t i s t i c s  137e might  
0 
conjecture t h a t  the s t ruc ture  of Eel. (3.3.15) is a sonev~hat general 
result with thc parameter y d e p c n d h g  on t h e  s t a t i s t i c s  and on t h e  
control  constraints. Hence s n a l l  deviations f ron  Gaussian s tstistj.cs 
w o d c l ,  under th2.s con jec tu re ,  zuount t o  nothing nore than small d e v i a t i o n s  
P a  y .  X f  Eq. (3.3.15a) i s  ' s t a b l e  L I n n  errors i n  X d u e  
damp oxt .  - 
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4. The kIan5ltoniofi Forrr;zulc?tion (Minimun P r i n c i p l e )  For  The 
The Hc?l;'.iltcJnian f o r n u l a t i o n  has becmle a stendard method G€ attaclcing 
optill1al c o n t r o l  problems, 1121, [13], [123, and i t  has been used i n  
[6], 171 ,  and  1 x 4 2 .  A br i e f  d e s c r i p t i o n  of t h e  method i s  2iven in 
~ e c t i o n  4 < 2 ,  For a more dcta.j.led treatwent the interested reader is 
referred t o  the above references. 
Thc prj.nary s t e p  i s  to reduze thr. stoc!mstic probI.cn t o  an  equiva len t  
Beteminis t i c  problem following the  reascni r t~  of Eq ( 1 . 2 . 4 ) ,  2s was done 
fo r  example i n  €63 and 171. Recall t h a t  this i s  accoapbished a t  t h e  pr ice  
of continuously Oiscar6iag a l l  i n f o r m t i o n  t h a t  i s  n o t  conta ined  i n  t h e  
co.ir2rbanc.e matrix, X ,  of t h e  conrlit3ons-? m e a  T h i s  is achieved by 
the  d e s c r i p t i o n  of t h e  systcns dynan-lcs i n  terms s/:  X and the stochastic 
A 
contro!. k 2s in E q .  ( 3 . 3 . 1 5 )  and the evaluation of - b i n  terns of X 
as i n  Eq.(3.3.13). Consequently i n  c r d e r  t o  coinpletely d e f i g e  the 
equivalent 'determlnistlc probleril i t  on ly  remains t o  f i n d  t h e  c o s t  f u n c t i o n e l  
of E9.!1.2.4) and t h i s  i s  done i n  Sec t ion  4.1. 
Section 4 . 2  describes t h e  Minimun Principle. The succeesing Sect ions  
apply t h e  Pfirtinum Principle t o  @Stain necessary, and in soiw cases 
Ssff ic ien t ,  c o n d i t i o n s  f o r  optimal pe.rfomance f Or t h e  pro3lems of 
minimum tine ,mlnimuar expected fuel. c o n s ~ q t i o n  and least u p p r  bound 
fwl c.onsu:ap t i o n .  
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4.1 Deterministic Cost: 
The general formulat ion for the equivalent  deterministic optimal c o n t r o l  
problem fol lows t h e  po in t  04 view of Eq. (1 .2 .4 )  which is rewritten here i n  
terns of 
J =  
The 
s t r aint s 
see t h a t  
minis tic 
(4.1.1) 
optimizat ion of ~(4.1.1) is to be carrled out sub jec t  t o  t h e  con- 
o f  E+ (3'3.15). By comparison with t he  pofnx of view of Eq. (I. 2.1) we 
t h e  requi red  relation between the  random cos t  r a t e  L and the deter- 
cost rate J, is- 
., 
F i r s t  consider  the case of raininlux rime, Xenca I, 9 1. 'Eunus the mfninturn 
time problem can b e  s t a t e d  as foll-ows: 
Find the  q u a n t i t i e s  kCt), a( t ) ,  t such thee: 
IJ - 
T 
J =j de 
is mhirnized s u b j e c t  t o  Eq, ( 3 . 3 . 1 5 ) .  
Xn t h e  l e a s t  upper bound f u e l  pr&lern w e  take note of the f e e t ,  from 
Eq. (3 .5 , l )  that s i n c e  c o n t r o l  takes on only t he  va lues  3. I., 0, --I, the 
- fuel consumption is  identical with  t h e  burning irttewal. Hence def ine the  
burning intelb-crel by the iodicator func t ion  
I if u = 21 
0 if u =  0 - 
(4.1.21 
We assume t h a t  € 
iw = 0 we know a prior'i t h a t  u = 0 and hence It fol.tows t h a t  t he  s t o c h a s t i c  
coll trol  = 0. Eq.(3.3.15) must be n o d l f i e d  to account f o r  t h i s .  This rnodifi- 
c a t ion  is m a s t  e a s i l y  accomphished by replacing y by 1 y as lad icated by Eq 
i a  a non-random funceiori ~Jk?Pch can be solved a p r i o r i ,  When w 
CLI 
3.5.2)- 
5 4  
The l eas t  upper bound fuel problem may now be stated as follows : Find the 
IJ quantities, k(t), a(t) ,  iw!t) over a f ixed  interval[ t ,TI tJhesre to t 0 
such t h a t  
T 
= I . r ( t ) d t  JLuD w (4.1.3) 
is minimized subject t o  the modified Eq. (3*3.15). 
In  the problem of minimum Expected fue l  consumption, which was 
approximated iu fa3 and E73, L = i u l .  Hence it 2s necessary t o  
.“ 
calculate  the quantity E l u i  
now proceeds : 
in orde r  t o  represent the cost ,  This  ca lc t i la t ion  
For the ccntrol give11 by Eq. (3.2.10) conslder again the s t a t i s t i c  
g iven  by 
T whose mean is 0 and variance o = I C X k  
z; 
Then it f d l l o i q s  from Eq.  (3.2.10) t ha t  
00 
f 
Define the integxaZ Q f (2) by 
- t  2 ” 2. 
! e  dt 1 Q,(d = - 
K c Q  
(3  e 3.2) 
{4.1 5) 
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Renee the minimum expected fue l  cozlsumptlon prob.kem can be stated thusly 
Find the  quantities k (t>, a( t )  such t h a t  - 
C4.l.7) 
is rninimiz8d for fixed ‘F, t: subject  t o  . (3.3,LEi) 
0 
4*2 Optimality Condit ions 
In thie sec t ion  the  Hamiltonian fomula+,ioa,  a l s o  knom as thz 
Mininun Frinciple  w i l l  he stated i n  terns suff rtciently general ta encoapass 
a general scs1a.r deterministic cost  function, such as E q .  (4.1,7) subject to 
reader is referred to already cizzd references for acre conp3,ete d@tal%ss 
The problem is as fo l lows  : 
Mtnirnize the cost functinnal 
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by choosing t h e  piece - wise continuous parmeters, r~ , which belong to 
the subset ,.P. to s a t i s f y  the constraints 
so that the problem is auton~mous. The boundary cond i t ion  is  
trace 1 S(T) X (T) } = wo ( 4 2 . 3 4  
at  the fixed terrcinai t h e ,  T. Initially X ( t  )is determined by I n t e g r a t i n g  
Eq.(3.3,15a) wlth = 0 from 0 to tl. (4,2.3b) 
1 
Tn the abcive the control paraneter, E , may be identified with the  
quantities, kS a, i. previously def ined  i n  Eq, (3,2,10) and Sect icg  4.1. 
Although the i n i t i a l  time 
in the mfnlm~gl time problem it need n ~ t  be free i n  other problems of interest .  
w 
> 
I I s  le€t free -In the  ab;ve formulatiox as - to 
is Elxed is simply a specfalSzation of the more '1 The cas2 where 
general case where it is free, 
The so lu t fon  to the above problem according t o  the  lfiniiuum Pr-inc5pl.e 
is ax: optimum cont ro l  E and an optimum trajeccory X* defined .in terms 
of an ADJGXP91: MATRIX., A (  X*, p ) and a scalar EamiLtonian, E, 
given by 
H L 6 trace I AT $2 1 (4 .2 .4 )  
* 
k 
The adjoint matrix A satisfies ' 
I 
(4 .2 .7 )  
kn elementary argument: is nOi*? presented t o  j - J s t l € y  t h e  matrix vera ion  
of the  Min-lmum P r i n c i p l e  given above 
The assumption is made chat a Lagrange m l t i p ? . i e r  m a t ~ i x , A ,  end A 
scalar c o n s t e d t , ~  , both  mist so t h a t  the ninirolz.ation of J in E q .  
( 4 . 2 . 1 )  s t h j c c t  t o  tilie constyaints of E q .  ( 4 . 2 . 2 )  and ( 4 . 2 . 3 )  is 
equivalent t o  t he  n:inimizacioa of t h e  s i n g l e  s c a l a r  q u a n t i t y ,  
0 
V ,  d e f i n c d  by 
On &ubstitu.tJng Eq. (4,2,4) i n t o  V, Eg, ( 4 , Z . S )  becones 
T 
(4.2.9) 
Since V is t o  be minimurn, var ia t ions  in V , 6 V ,  due to vareations 
_. 





Variaticns in t-l ( h  X , E due to variations in E can be 
and 6, H 
due to 6 E aswd1as  higher- - orde r  tenns in 6 X and Sg 
is a general t e n  which contains t he  f i r s t - o r d e r  var ia t ion i n  I;f .& 
I: 6 p H 6 p 3 other  terns 1 
T a i 3  3 . -  
PP - 632 -- 
6 J d  3. 
3 2 2  2 
(4 .2 .12)  
Using F,C/S .1 (4.2,231) an2 (4 .2 .12)  consider variations in V as 
follows : 
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6 V  = v trace { S(T) 6 X(T) } 4- d v E  trace ( S(T)X(T) ) - wo 1 
T m 
( 4  2.13) 
Note also the following integration by par t s  
'I 
(4.2.26) 
Since the i n i t i a l  p o i n t ,  t is variable write 1 *  
* 
6 X ( t , )  +5 A X ( t l )  - X ( t  > S  tl 1 ( 4  a 2.15) 
ing E q a .  (b.2.1.4) 
( 4 . 2  16) 
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On S e t t i n g  : 
trace [ S(T) X (T) 3 = w0 
* 
X = H h  51 . / 
A ~i - H X  
A X ( t l )  = 0 i.e. X(t,) 
m 
6 V = I 61 H d.r 
(4.2.17) 
(4 ,2  18) 
Ilr > so t h a t  f f  a = E js such t h a t  6 H = 0 then 6 V 2. 0 . Q.E.D 
Remark : 
It i s  e a s i l y  shown tha t  d o n g  an optimal trajectory v a r i a t i o n s  in 
H due t o  variations in X and A ezncel o u t .  
Eence 
as 
= L -  
d H 
dt a t  
- 
men t h e  t i m e  i s  not an e x p l i c i t  argument H is cons tan t ,  In  the 
p a r t i c u l a r  case when 
Remark : 
IR t h e  cases of 
problems t h e  con t r a1  
H ( t l )  = 0 then H is everywhere 0. 
t h e  minimum expected f u e l  and least  upper bcund 
inl-erval [t, , T] is fixed, Consequently one 
f 
merely eliminates t h e  cond i t ion  H ( t l )  
Remark : 
.I The s a t i s f a c t i o n  oE Epa. ( 4 . 2 . 5 1 ,  
conditions fo r  a l o c a l  minimum for t h e  
= 0 , and a l l  else is t h e  same. 
( 4  e 2.6) and (4.2 73 are R ~ C ~ S S Z E Y  
f u n c t i o n a l  J . 
0 
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I n  addition, if there is no conjugate  po in t  f261 , then the abose 
condi t ions  may be taken as s u f f i c i e n t  f o r  a l o c a l  mii i i rnt lm.  Pontryagiii e t  
a1 1171 demonstrated equiva len t  condi t ions  f o r  a l o c a l  minimum under 
condi t ions  more general than t h a t  permitted by the usua l  arguments of 
/ 
the calculus of v a r i a t i o n s ,  i .e. allowing E t o  belong t o  a closed 
set P rather than an open set. 
The s a t i s f a c t i o n  oE a l o c a l  minimum does not guarantee that  a global  
opt imal  s o l u t i o n  has been found. I n  fact it must be shown t h a t  an opt imal  
s o h t i o n  e x i s t s .  There are cases ,  fo r  example, i n  which 
an infinurn but not a strict minimum. 
Jo 
posesses 
The m u l t i p l i e r ,  A , has an i n t e r e s t i n g  geometric interpretation, 
Considez an op t ima l  pa th  where 6 HI 2 0 propagating backwards from T. 
Then only t h e  last r e m s  i n  E ~ .  ( 4 . Z e I . 6 )  survive a.t the  free left end 
and hence 
6 V ( t )  = t r a c e  [ A  (t) AX (t) 3 - H ( t )  6 t 
The above leads n a t u r a l l y  t o  the interpretation : 
a v  
a x  
a v  H n: -- 
a t  
( 4  I 2.191 1 
(4.2.20a) 
(4.2.20b) 
The impl jxa t ion  of Zq.  (4.2.20a) is t h a t  A is t h e  outward .namal  t o  
the surface V ( t )  = c where V is given by Eq, ' ( 4 + 2 * 9 ) *  Note a l s o  t h a t  
EQ.(4.2.20b) i s  t h e  Hamilton Jacobi Equation which i t s e l f  can s e r v e  as 
the s t a r t i n g  po in t  of the theory.  We are l e d  t o  t he  following geometr ical  
p i c t u r e  of the  Mnimum P r i n c i p l e ,  
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Then considcr the set  of augmented edmissible i n i t i a l  cond.it ions which 
can be. c i r i k n  t o  the target sec w i t h  cos t  
by ( t ) .  
~ ( t . > ’ = .  c ant: denote t h i s  set: 
Then the cti twerd normal t o  t.he set )c(t) i s  f 1, A(r) } by 
cons t ruc t ion .  Next consider t h e  motion of the system i .e;  the  e v o l u t i o n  of 
the auimented st ‘ates { x x I f r o n  a p i n t ,  on rlie boulldary oi: “‘-(t), 
We must have t he  i n n e r  p roduc t  
0 ’  
= H < t ) - d t  a s C , + O  ( 4 . 2  23) 
Cmsequently, if -H is m i m h i z e d  the  m t t i o n  of the system i s  direczed 
maxT~umly inwasd 
condi t ions t o  the t a rge t  s e t  i n  an o p t i m a l  fash ion .  
which tends t o  C O ~ I ~ F S ~  the  s e t  of augEented initis? 
_LI- 
I+, 5s n o t  hard to v i s u a l i z e  how the above in t e rp re fadan  &ads t o  
nonsccaical r esd ts  if the boundary of >G - /  IS i r r e g u l a r .  ~.ii this esse 
there’ is no suppor t ing  tangent  hyperplane whose nsrmai  .is determined’ 5y 
(1, A ) .  It would appear that a s u f f i c i e n t  condi t ion  f o r  cp t ima l i ty  i s  t h a t  
the s e t  35 bs closed and convex ; f o r  then tll’e pa th  which rninlinizes the 
63-64 
/Hamiltonian i s  unique. 
Su f f i cFen t  cond i t ions  f o r  o p t i m a l i t y  are g iven  by TJeef19] 
Mangasarian 127) and Dem’yanov [18]. Unfortunately we cannot simply 
use any of t h e i r  r e s u l t s  d i r e c t l y  because i n  a l l  cases considered i n  
t h i s  r e p o r t  the s ta tes ,  X ,  and t h e  c o n t r o l s ,  k, a,  i are coupled. 
It is  t h e r e f o r e  necessary i n  g e n e r a l  t o  make a d d i t i o n a l  tests such as 
t h e  conjugate  p o i n t  cond i t ion  [26] on even t o  submit t o  sea rch  
w - 
techniques i n  o rde r  t o  d i scove r  a l l  t h e  l o c a l  minima. 
. 
4 . 3  S o l u t i o n f o r  A Loca l  Minimum For The Minimum T i m e  Problem 
I n  t h i s  sec t ior i  t h e  Minimum Princip1.e of t h e  l a s t  s e c t i o n  is  app l i ed  
t o  t h e  problem of f i n d i n g  t h e  minimum time [ t , T) such t h a t  t h e  
t a r g e t  set 
1.I 
condi t ion  of E q .  (4.2.3a) i s  s a t i s f i e d  s u b j e c t  t o  t h e  dynamics 
of Eq.(3.3.15). 
Reca l l  f i r s t  of a l l  t h a t  t h e  c o s t  r a t e  L L- 1 and t h a t  y = yo as 
i n  Eq.(3.3.14). Consequently, on s u b s t l t u t i n g  E q .  (3.3.15) f o r  E q .  (4.2.2) 
t h e  Hamiltonian becomes 
( d kT X + X k dT 11) T H = 1 + trace { A 1 FX -I- X F ~  -I- C E ~  cT + ti- - 1 -- -- 
( 4 . 3 . 1 )  
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We are to find k t o  minimize E. Note that since Y doe% nut depend 
on the magnitude of 
-_ 
k , Ikl ,  we can only choose eir, optimal direction. 
The tern in I? which contains , k, af te r  some manipulation, becomes 
/ 
with respect t o  & it: is s u f f i c i e n t  to ' N " D  
minimize subject  to $he constraint that 
To minimize- 
( or +: 1 is cons tan t .  4, 
This y i e l d s  
The optirnal multiplier, A , is obtaimed from 
1 e -  
yo \iR &--<;-- where 
VI 
The boundary conditions are 
A fT) = y S (TI = y S I T )  ; y > 0 T -7 c. 
i 
\ r;(tli) = 0 
( 4 . 3 . 4  ) 
{ 4.3.5 1 
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( 4 . 3 . 7 )  
' to for times t iJ 
4 ,ft S o l u t i o n  For  A Local M i n i m u m  1-or The Minlmum Expected 
FUZZ Problez: 
Applying t h e  methods of Section ( 4 . 2 )  t o  the  rr,lnimum exyzcted fuel 
consurnption problem, the 1 I a ~ ~ l t o n i a 1 - t  c m  bc. constructcd by substituting 
E q s .  (3.3.15) and ( 4 , 3 . . 7 )  i n t o  E q .  ( 4 . 2 ' 4 )  
H = 2  x -  I 3 
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Define the  q u a n t i t y  
Then tlie terns h v o l v i n g  k end a can be wr i t ten  - 
2 
and we are  t o  choose ( & , a )  t o  m i n i m i z e  U , T ~ E  racges of p arid 
a are both [ 0,” 3 and fo r  any k, a determines P u n i q u e l y , o r  f f  b 
is  d e s i r e d  i t  c a n  be u n i q u e l y  specifled by 
0 
p . Coris~~.iic:i!tIl.y, {k , p j  
foru a s l ? f f i c j c n t  p a i r  of control v a r i a b l e s  and i t  is  o n l y  ncxcssni-y 
t o  minimize w w i t h  r e spec t  t o  { k , 01. 
As i n  t h e  previous  sect lcn t h e  asterisks d e w t i n g  optfmal. 
quantities will be  d ropped  there the optima1 q u m t i t i e s  a r e  c lear ly  
0 
understood, 
The min imiza t j -on  of W wi th  respect t o  k is  exac t ly  the  problem 
G 
Of n i n h i z i n g  Eq. (4 .3 .2 )  i n  the minimcn time problem arid y i e l d s  
( 4.4 .4)  




( 4 . 4 . 6 )  
on s e t t i n g  d~ 0 )  there rcsul c s  
0 = o  --
dc, 
1 or a = -.-- 
To determine whether P 3 s  indeed a minhxm calcii late 
( 4 e 4 . 7 )  
(4.4.8) 
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The o p t i m s l  multiplier, A , is obtained Erors 
The boundary cc?oditions are  
; v > o  T A(T) V S  (T) VS(T)  





a '1 w i t h  t* 
(4 .4.10)  
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4,s Solut$on FOX A Local  Ninimum For  The L.U.B.  Problem 
Before app ly ing  the ne thods  of Sectfon 4.2  t o  the solution 
L . u . B .  problem recall  the brief‘ d i s c u s s i o n  of t h e  L.U.B ,  yerfonnance 
of the 
criterj.oi1 of %q. ( 4 . 3 . .  31 Durine, c o a s t h g  i n t e r v a l s  c b -- 0, edd etlis 
f ac t  can be put i n t o  the dynanica l  equations of rcation Eq.  (3.3.15) by 
Eq. (3 .3 .15a)  nov becomes 
Conseqvently: t h e  perFormnce criterion of E q .  (4.1.3) irnplics thee t h  
(4.5.2) 
k’e ?..ye t o  rnin-lnize H wi th  respect to t h e  p a i r  { i , } and t h e  





which is  the same as Eq. ( 4 . 3 . 3 ) .  Since t h e  above k may b e  presumed 
t o  hold when i * 0 I.e. during coas t ing  when i t  has  no physical 
- 
w 
e f f e c t  aq. (4,5.4) can be thought of holding throughout t h e  
i n t e r v a l  [ to $ TI, On s u b s t i t u t i n g  Eq. ( 4 . 5 . 4 )  i n t o  E q .  ( 4 . 5 . 3 )  
w is a func t ion  of a s i n g l e  var iable  iu 
. ,  
/ 
W 
( 4 . 5 . 6 )  





The optimum muPtipLier,  A i s  obtained from 
T T  
( A T d  kT +k& .A ) T T T  = A  F - t P A  G i w y o  - -
( 4 . 5 . 8 )  
where y i s  given by Zq, (4.3.5) A{T) = v SCT) ; v > 0 
0 
( 4 . 5 . 9 )  
X ( t o ) i s  determined by Eq. ( 4 . 2 . 3 b )  wlth t = ta, 
The control i s  given by 
u, = sgn - -  k X ; i,= 1 
0 
T *  > ( 4 )  5 0 LO) 
f o r  t h e  optimum. 
4.6  Inc lus ion  Of 142s~ Flow Rate 
Problems 
I f  we ccns ide r  t h e  rocke t  problem 
/ 
I n  The S t o c h a s t i c  
then t h e  dynainics 
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Optimization 
of %he system 
must be rncidified t o  account f o r  t h e  physical effects of mass flow r a t e  
during burning. The a d d i t i o n a l  complexi t ies  of a f i n i t e  mass flow ra te  
m e  discussed i n  some d e t a i l  below. 
4 . 6 . 0  The Modified F Matrix 
It i s  easy to shcw tha t  the effect  of mass f3.01.r i s  t o  modify the F 
matr ix  of E q .  (3.3.15): This can be demonstrated by modifying ~ q .  (2.1.3) 
(2.3..4)$ and (2,l.S) in t h e  original derivation of F.  These equatfons 
then should become 
Hence t h e  yair of eqca t ions  
impl ies  t h a t  
(4.6.0.1) 
( 4  6.0.2) 
so  t h 2 t  F depends l i n e a r l y  on m We s h a l l  adopt: t h e  n o t a t i o n  
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(4.6 ,O .  4) 
4 .6 .1  The Mass Flow Rate I n  The Piinimun T i m e  Problem. 
For the  ceae of t h e  miniixum time problem the inc lus jon  of t h e  
8 e 
m term is p a r t i c u l a r l y  simple.  Once t i s  determiried rn is a fixed 
constant and rn i s  known from 
!J 
(4.6.1.1) 
Hence we may r ep lace  @ by F 4- Fl i n  Eq. (3.3.15) and t h e  dynamics 
of s e c t i o n  4 . 3  are otherwise unchanged. Of COUL^SC t hc  contputation of 
from Xq. ( 4 . 3 . 7 )  i s  unchanged as well. 
X(t,,) 
4.6.2 The Elass Flow Rate In The Ninimum Expeccecl Fuel  Problen: 
The tnFnLmura expected f u e l  problem is  considerably complicated i n  
p r i n c i p l e  by t h e  inc lus ion  of t he  mass flow rare. This is because 
8 
now 1~ is a random quantity and 
equat ion  EOK t h e  s ta te  given by 
hence the  dynernics of boeh t h e  
Eq.  (3 3.15) and t.he C E0C equation 
X 
for the observa t ion  ra te  gLven by the  I.%. (2.2.4) depend on the . 
random term, 
While we do not have a very  good way of handl ing t h i s  problem the  
f o l b w i n g  approach is a t  f e a s t  t r a c t a b l e  : 
I n  Eq. (2.1.7) whPch we now write 
- = (I? 4- F1) zf. C - dtt 
k?e calculate F on the b a s i s  of a mean va.2ue of m and then - inco rpora t e  
the d w i a t i o n  from t he /mean  i n t o  t h e  fo rc ing  tern 




( 4 . 6 . 2 . 2 )  
which is d e t e m l n i s t i c .  I f  t h e  forc ing  term, I w, i s  t r u l y  a white noise 
process then i t s  e f f e c t  i s  t o  add uncerta-fnty t o  the  b e s t  estimate,: , 
or equivalently t o  reduce t h e  observation fate C E C which i s  
h 
0 
computed from t h e  Kaiman F i l t e r  of Eq. (2 .2 .4 ) ' .  Now the  uncer ta in ty  i n  
the dynamics due t o  t h e  randan mass rate can be expressed by the matrix 
L 
( 4 . 6 . 2 . 3 )  
so that the random fo rc ing  f u n c t i o n , Z ,  i n  Eq, (4 .6 .2 ,1 )  i n  f a c t  i s  
given by 
1 7  = x ( 4 . 6 . 3 .  4 )  
I -* 
'L 
where both  FI and 2 are random, I f  we assume, arid t h i s  i s  not  
s t r i c t l y  accura te ,  t h a t  i s  independent of 9 then 
(4 .6 .2 .4 )  
2 The expression f o r  E[; - E f m 3 3 cen be calculated as follows : 
Suppbse m is normalized so t h a t  
2 Then s i n c e  E [ u 3 = E 1 u I , a qlantity less than un i ty , s ince  
V 
u = * (h , 0 )  it folkotrs that 
. )  
' 2  b E [ m  ] = E [ m ]  
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( 4  e 6.2.6) 
Hence i t  is  t r i v i a l  t o  show t h a t  
(4 6 2.7) E [ A - E [ A ] ]  2 = E [ A ] - ( E ( i ] ) 2  
/ 
The remaining d i f f i c u l t i e s  are a s soc ia t ed  wi th  t h e  Zependence 
o€ both E [ A 1 and cov f I w ] on X. T h i s  i s  n o t  r e f l e c t e d  i n  the  
fornulation of t h e  dynamics given by Eq. (3.3.15) 
i n  the f o r n i l a t i o n  of t h e  Kalman F i l t e r  given by Eq. ( 2 . 2 . 4 ) .  It i s  
necessary t o  r e s o r t  t o  sucess ive  approximations i n  fac t  i n  o rde r  t o  
implement t h e  above model. 
cx f o r  t h a t  matter 
We t h e r e f o r e  suppose a given E[ m 3 and a given va lue  €or cov 
and f i n d  a complete s o l u t i o n  f o r  X, k , a from the method of 1 ,  :? 3 
s e c t i o n  ( 4 . 4 ) .  Then using tllc.cz cal.culstc6 x p ~ ,  a Fie conpijte E[ & 3 
and cov [ 2 ] and again s c l v e  for X, IC, a from sectfog ( 4 . 4 ) .  The 
process  is repeated u n t i l  a s t o p p i n g  condi t ion  on X, %, -- a I s  reached. 
Convergence of t h i s  process  is l i k e l y  i f  
because i n  this case t h e  e f f e c t  o f  
X, k , a 
m is second order anyway and 
i s  not  s t r o n g l y  a f f e c t e d  by i t .  
4 . 6 . 3  The Mass Flow Rate In  The L*U,B. Problem 
The effect: of mass flow ra te  i n  t h e  L.U.B. pxobl-ern is i n  
some r e s p e c t s  t h e  most i n t e r e s t i n g .  W e  note t h a t  m is constant  when 
i 1 1, and m i s  zero  when iu = 0. Consequently we r ep lace  
w 
F by F + iw F1. ( 4 . 6 . 3 . 1 )  
i n  both Eq.(2.2.4) f o r  the Ralman F i l t e r  and Eq. (3.3.15) fo r  t h e  
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equations of motion. The equa t ions  of no t ion  Eeccxfie 
( d kTX 4- Y, k dT ) T T "Yo - -  --  i s FX -P XP 3- la ( HI X 4- X F1 ) 9 CEoCT 4. 
( 4 . 6  . .3.2) 
Note t h a t  t h e  e q w t i o n s  for t h e  Kalman Fi1.tc-t a r s  nox fncl-tided in 
t!ie equat ions  of n o t i o n  s i n c e  they are a f fec ted  by t h e  c o n t r o l i  
P equations must bc a d j o i n e d  t o  the  Ean i l ton ian  by a new Lagrange 
. The 
w 
m mu1tipl:'Ler whlch we s h a l l  des igna te  by . C c n s e q u e n t l y ,  t he  
Xarniltonian becones 
A5 i n  Section ( 4 . 5 )  17e a re  t o  ninirnize H with respect t o  the p a i r  
( 1 , k and t h e  consCxain!( i = 0, I ) a The tenw invo lv ing  (i k ) w w w ' -  
arc 
( 4 . 6 . 3 . 4 )  
A l l  arguments are now pa ra l l e l  to those of the  lest section. Hence 




Note t h a t  CE,CT =PI1 R HP s o  t h a t  i n  t h e  ea l cu la t io l l  of t h e  a d j o i n t  n 
T 
ua t ions  t h e r e  w i l l  b e  a con t r ibu t jon  t o  H from the  CE,C t e r m .  P 
The a d j o i n t  e q m t i o n s  are : 
( 4  a G .3.7a) 
( 4  6.3 it)() 
Tfie ques t ion  of op t ima l i ty  i n  t h e  case of ma‘ss f l o w  i s  even 
more unce r t a in  than  i n  t h e  case of RO mass f low.  However,if a 
s a t i s f a c t o r y  s o l u t i o n  can be obtained f o r  t h e  zero m a s s  f low case 
w i t h  F -0 then t h i s  s o l u t i o n  may b e  taken  as a s t a r t i n g  guess f o r  
the s o l u t i o n  of t h e  mass f l o w  problem. 
1- 
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4.7 Optimization O f  Thrust  D i rec t ion  For The L.U.B .  Probfem 
The problems considered thus  f a r  have assumed that the rocke t  is 
s t e e r e d  by a s i n g l e  control., u ( t ) ,  and t h a t  optimization c o n s i s t s  so le ly  
o€ f ind ing  a po l i cy  u ( t )  = u (  5 , t ) fo r  determining u 
of t h e  current bzst  estimate of the state, . 
A 
as a function 
- 
With respect t o  the rocke t  problem, i t  must be noted tha t  the 
thrust of the steer ing engines nust be pointed i n  a s p e c i f i e d  d i r e c t i o n  
determined by t h e  v e c t o r  of Eq.(2.1.7), I n  t h e  context: of t h e  prwlour ;  
problem, the  vec to r ,  
t h r u s t  always points i n  t h e  t a n g e n t i a l  direction of the o r b i t a l  plane. 
However, i f  t h e  t r u s t  d i r e c t i o n  i s  determined by an angle, a , then 
, is regarded as f ixed ,  perhaps chosen so that 
I 
1-19 f a c t  the complete d e s c r i p t i o n  of the c o n t r o l  is determined by t h e  
p a i r  ( u,  c1 ) Ideally, both  u and CY. should  be regarded as randmi 
q u a n t i t i e s  trhich depend on - x i.ee 011 t h e  mmxmmieat history, This 
* 
rather ideal. Earmulation w i l l  be reserved  f o r  future work. Ins t ead ,  i n  
t h i s  sec t ion  the  s t i e r i n g  angle ,  a , will be regarded as a deterministic 
quan t i ty  which depends only  on t h e  systea dynamics and on the statistics 
of t h e  measurements, 
Reca l l ing  tha t  the fo rc ing  func t ion  - du of Eq . (z . l .+7)  
phys ica l ly  can only cause a c c e l e r a t i o n s ,  t h e  vec to r  can be writrf;en in 
(4.1.7) 
where 01 = 0 corresponds f l ~  t a n g e n t i a l  t h r u s t i n g  and where K is a 
constant propor t iona l  to t h e  mass flow rate and speetfic impulse of the 
f u e l  and i n v e r s e l y  p r o p o r t i o n a l  to t h e  total 'maGs of the roclrzt. 
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Now r e c a l l i n g  the results of the last chapter  i t  i s  necessary to 
minimize the Hamiltonian €I with respect: t o  the triple ( ius  , M 
or equiva len t ly ,  as i n  ~ q .  ( 4 . 6 . 3 . 4 )  t o  miniiilize w ( i, & 2 a ' )  
given by 
w = iw( I + t r a c e  { A  1.1 + y 1 - 3  + \($ I z1 
. 
r-- 




With no l o s s  of g e n e r a l i t y  w can be first minimized with respect 
to k , regarding 1 and 01 as cons tan t  t o  yield E' = 25( i ,k(i ,a) $ a  1. 
The optimal k Is given. by ~ q .  (4 .6.4)  f o r  i, f 0 and as before I s  
undefined far iw = 0. 
w w w 
w L 
On substituting Eq.(4,7.3) i n t o  (4.7.2) there resu l t s  
- 
Next l e t  us minimize w with r e spec t  t o  a again assuming i .- 1 
and M undefined f o r  iU 4: 0 ,  
the quan t i ty  
w M = \)dT<U> ( A + A T )  x ( A + A  ( a )  
w 
This  involves finding -...- d(u)  to maxj-mize 
--- _I________ I _ __ 
T I 
Crp0 7 . 5 )  
Then wa given by 74. (4.7.5) can be expressed in terns of the 
r n t  s of $Q. (4.7.6) as follows : i j  
SO 
2 m33 -+ 2i i  s i n  acos  a + m 4 4  COS. u * 2  G sin ci 3G *' Q 
TO maximize w we ernploy t h e  condi t ion a 
( 4 . 1 . 7 )  
( 4 . 7 . 8 )  
i (4.7.9) 
--- 
We must now f i n d  a ccr tdi t ion f c r  ;:hen c1 I.s thc wiximiz iug  sol .ut icn 1 
t o  Eq, ( 4 . 7 . 7 )  wherl c: is t h e  mc?ximj.zing s o l u t i o n  The  c o n d i t i o n  f o r  
a to be maxirr,izing as oypossd t o  
2 
I s  t h a t  a2 1 
'IF 
1 + 2  S i m e  CI = 01 2 1 '  we can express w i n  terms of a c112 




s i n  ( cy1 -i r) = cos a 
cos ( orf -I. L) = - sin u, 
Employing the above i d a t i t b e s  in Eq. (4:7.7) yields f o r  a2 . 2 
2 
1' sin ff cos ff 4- m44 sin c1 
2 
1 *33 -- 2u44 1 w = cos a "2 
> It: follows t ha t  the condi t ion  w - w = 0 can be written 
2 2 
2 
I 1 33 34 1 44 
a1 m33 +- 2m sin ax cos a - m44 sin a1 
2 2 
w - w = sfn a m + 2m s i n  a1 cos a + m cos c1 
"1 u2 
2 
34 - cos 
) 4Sfa GICQS C2. m34 > 0 = ( cos 01 - s i n a l  1 
4- 2Sin2rnL rn3& > 0 1 ( m44 - m33 = cos 201 
(4.7.10) 
Since Eq.(4.7,8) is satisfied for 01 = a , it follows that 1. 
1. 
Ll 
cos 2 5  = - 
2m36 1 sin 2a -. 1- 
7 I 
where A 
Eq. (4.7.10) can now be  written in t h e  more compact form. 
Fina l ly ,  or a2 is seen to maximize w in pq. ( 4 . 7 . 7 )  according 




( 4 . 1  .ax) 
w 
5. 
The11 by the s m e  arguments as in Eq. ( 4 . 6 . 3 . 6 )  
\:here A aird %’ are detlnccl by Cq. (4.6.3.7) 
Tbe opt . imizzt ion or‘ the. thrcst d i r e c t i o n  f o x  t h e  case of niiniritux 
tint and min5ntm f u e l  consmpt i cn  ar 3 bas ica l ly  similar EO t he  Ereatnent 
presented zbove f o r  the L.U.B. problem. In 211 cases a i s  preconputed 
from dyiainics and s ta t i s t ics .  
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4.8 D i s  cuss i o n  
The L , U . G .  and mininun time problem 2s fcrnulated above are 
seen t o  be clascXy mthernzticaLly related.  In fact tSe L . U . 3 .  prcbrcm 
can be regarded essenti.e!.ly as a generelized minimum t jc le  problem, The 
major s i m p l i f i c a t i o n  arising from tliz i .ntreduct1on 01 the ind icacor  
fu?ictZon, i i n  t h e  L.U.B. problem is  the e l imina t ion  of the many 
t w a n s v e r s n l i t y  condi t ions  a t  the t r a n s i t i o n s  betraeen burning and coar;ting 
w )  
The above formulat ion i s  by n o  means i d z a l ,  It would be very nlce 
t o  be rtble t o  fornu.late an L . U . R .  problem whcrc t h e  t o t a l  fuel  C O ~ I S J ~ ~ ~ -  
t i o n  is non - raiidcm but t h e  actual b u r n i n g  times arc  randoin and depend 
on the measwement h i s t o r y .  T h i s  r m u l d  involvcl a randoig i n d i c a t o r  func t ion ,  
i ' wkich \rouSd no  doubt  be  c o r r e l a t e d  w i t h  the burning c o n t r o l  u 




( 4 . 8 . 1 )  
where C 
measurenent s t a t i s t i c s  which j.s t o  be minimized. Sjnce c o n t r o l  is t o  
is a constant depending only  on the systcn dynanics ilnd r 
be tennina ted  t h e  f i rs t  t i m  that  Eq. (4.8.1) is  s a t i s f i e d  with t h e  
equa l i ty  s i g n  i t  i s  clear tha t  t h i s  i s  a t y p e  of 
Our formulation of the L . U . B ,  prcblem is delZberzte1-y cooked up to 
f i r s t  crossing problen: l'. 
avoid t h e  d i f f i c u l t i e s  of " f i r s t -  crossj.rlg problems ". 
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5 .  Numericel Techniques And Examples 
Numerical methods E D r  t h e  s o l u t i o n  of the optircal contxels oE 
~(t;aptr,r 4 are discussed i n  t h i s  chapter .  S p e c i a l  reference is m3de 
t o  the  
interest than the  nin5aul-n expected f u e l  p roblen  17hic'n is I l 3 t  spec i f i za . l l g  
L . U . S o  problem of ydctlon 4.6.3.  ThSs FrobLca! 1s of g r e a t e r  
mentioned; first-I .y,  becr?use the  i n d i c a t o r  f u n c t i o n  111 ;he s o l u t i o n  I s  
highly discont lnuous  and secondly because the b a s i c  argumnts apply c l s o  
to  the  random t h r u s t  d i r c c t i o n  L.U.3. problem o f i h a p t e r  6 .  
As a pre l iminary ,  two f i rs t  - o r d e r  cases  a r e  ~ o r k t . d  out and a 
nwxr ica l  graph i s  obtcir,erI co i l . l u s t r a t e  the  pexfonoccc  i n  term5 cf 
system parameters. Sec t ion  5 . I  t r e a t s  a sii?ple f i r s t  o rder  m.ir!imu:n tIrcc! 
problem. An a n a l y t i c a l  cxprc.ssion i s  obtained f o r  t h e  e u r n  on time 
and hence t h e  time of f l i g h t .  Section 5.2 t rkats  thc s a x  system as  a 
L . U . E .  fuel pl-ohlcc 2nd it t u r n s  o u t  t h a t  f o r  t h i s  s p e c i a l  case t h e  
. .  
rnfnimgm t h e  and L.U.E. fuc l  pe r fo rmncc  c r i t e r i a  lead t o  i d e n t i c a l  
c o n t r o l  laws. fIot,rever, the L . U . 3 .  f o rmula t ion  y i e l d s  a d d i t i o n a l  j n s i g h t  
t h a t , c o u l d  not  have been obta ined  d i r e c r l y  frcm t he  mininurn time 
f omul . a~ -~ ,on .  
5 .2  First Order Nininum T i m e  Problen 
The mztrix equat ions  f o r  t h e  minitcum time prob3em.of Sectioii 4 . 3  
' 
are given by Eqs. (3 .3 . l5a) ,  ( 4 . 3 . 1 ) , ( 4 , 3 . 4 ) , ( 4 , 3 . 5 ) , f 6 , 3 . 6 ) ,  an6 (4.3.7). 
For &e first ordilr  exmiple. t h s  s t o c h a s t i c  s t a t e  matr3-x becomes a 
scalar q u a n t i t y s  x 
Ve s h a l l  take the dynamics irjatrix, F ,  t o  be a scalarj - a ,  
Under t h e  assumption t h a t  the Kalman F i l t e r  has reached a s t eady  
s t a t e  t h e  e r r o r  covariance m a t r i x , P , i s  cons tan t  and henee CE C 
. -  




cons tan t ,and  i n  the  s c a l a r  case  i s  j u s t  a constant ,c .The s t o c h a s t i c  
c o n t r o l , k , i s  I now a scal.a?-,k.Taking d = l ,  - and S ( T ) = l  a s  well w e  have 
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( 5 .  i. 2) 
(5 .I. . 4 )  
$&l?ce Eq,(5,1,4) is first order and X(T) is positive it follows that 
Conscquencly, thc o n l y  ciay x ( t j > o  f o r  all t T .  - 
of eyer t ine  control on E<. (5.1.3) is by t he  specification of turn-on 
time, t . 11: is convenient to consider t h i s  q u a n t i t y  f i r s t .  
1-1 
The form1 c o n d i t i o n  f o r  turn-on tine is thei: the  Hsmilton5-ai-! 
(5.1.5) 
Since A >  o for all t,G(t is negative as might be expected.The 
I-r 
multiplier u>o is determined from the condition that x(T)=w . 
0 
The physical control is given by the expression 
f o r  t > t 
1.1 
h 
where x is related to x by 
* 2  x = E [ x  3 
As shown above t h e  turn-on time is  ultimately related t o  the  
tt?minal c o n d i t h n  
~ 9 .  (5.1.3) t o  f i n d  f: . 
Integrating t h e  first equation of Eq. (5.1.3) yields 
x(T)'= wo . Consequ~nt1.y rit is necessary tn s03vc 
IJ 
-2at -2ar -2at 
C C x(tp) = e p x ( o )  $. ( 1 - e  ' " I =  ( 1 - e  
(5.1.7) C when x(0) =O, Taking a t  >> 1 t h i s  becomes x ( t  )':/- u i-I 2a 
The second equat ion of ~ q .  (5.1.3) i.s solved by separsi-icni uf vnr;shlcr,, 
F i r s t  write 
__ I^__._ _ _  - --- -- ax 
(5 0 1.81 0- 
d t  - 
2 a x 4 - 2  4- G - c  
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i (5-1 D 10) 
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From Dwight t24J  formula 160.11 





i 2  y ( t U >  2 a x 4- 2 V -  x - c n 
i I =  
is given by formula 160.01 in [ 2 4 ]  2s 
Writing out the  complete expression for T - t in terms of y(T) and 
y(t 1 yields the fol lowing 
1.1 
u 
2 2  1 2  
2 a y (t,) + 2:; a y f t V )  - ac : 
- log (5.1.11) 
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Ir; SS i n t e re s t ing  t h a t  t h e  terms 2 
E 
2 4 7  a w  2 a G 
0 
- t? ac and 6 a -Go -+ 1 - d I 4- T ac both  vanish t~lien 
When C q .  (5.1.13) is s a t i s f i e d  the log terms in E q *  (5$1.12) blow up.  
The dimensionless time quantity a ( T  - t ) given by 39. (5.1.12) u 
is p l o t t e d  i n  F ig .  2 as a function of the parmeeer ac f o r  fixed values 
of t he  parmerer a 6 . The range of 
and (5.X.53). Thus the cord i t ion  
ac is detemined by Eqs a (5.1.10) 
0 
(5. I * 3.44 2 y( tLt > YO) -p ac > 2 ( a Jwc" 
Q 

















t ha t  t h e  varience, x, c8n reach a s p e c i f i e d  value vit'nool: any control 
~ c t i o n .  This i s  beeacse t h e  system of E q .  (5.1.3) is s t a b l e  
and hence x t ends  to-run down. Next under  c o n t m l  act ion t h e  s y s t e m  i s  
n o m  stabl.9 mid te i ids  to run down faster. The n a t u r a l  s c a b i l i c y  of the 
systern tend  'co decrease the variance,  x , w h i l e  the  n e w  i n f o r m a t i m  cciiiing 
in to  t he  SyStCTn which is determined by e t e n d s  t o  increase the 
var%ance, x .  A t  a balanctng c o t i d i t i o n  of these oppctsing forces  the 
variance x is in a steady s t a t e ,  
From Eq. (5.1.3) th.e cond i t ion  of bala-nce between the  forces of 
cbntsro3 and information shsuld  occur when 
(5.1.151 
(S.S.16) 
taxget  conditricn at time T in 
l.J-S)arP. identic& . Hence fo r  
i s  simply not posalble  to regula te  to 
(5.3.6) a6 srocflastic 
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F i r s t  Order I , .U ,E .  Problem 5 . 2  
The matrix equations f o r  the L.U.B. problem are given by Eqs.(4.S.l), 
( 4 , 5 s 4 ) F  ( 4 4 5 - 7 1 ,  ( 4 . 5 . 8 ) ,  (4.5.9). Enployirig the same notation as i n  the 
f i r s t  order mhxlnum t h e  problem we arrlve a t  t h e  fo l lowing  first 
The a d j o i n t  equac~ion from ~ q .  ( 5 . 1 . 4 )  ,s ince 
*-- 
The control  k I s  given by 
is  p o s i  
and the i n d i c n t o r  function is given  by the cc i id i t icn  
- 
The boundary c o n d i t i o n s  are as before 
%(to> = 0 x(T) == w . a ( ~ ) =  
0 
The ccntrol- is given by 
6 




( 5  a 2, S) 
(5.2.6) 
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The numerical  'solt i l ion of .Eqs .  ( 5 . 2 , l )  (5.2.2) and (5 .2 .4 )  may 
procede ,  on the assumption that  an i n i t i a l  va lue  X ,  h (t,) is  given. 
Then i t  is  poss ib le  t o  i n t e g r a t e  Eqs. (5.2.1)9 and (5.2.2) forward 
s imultaneously.  This "shoot ing method" is shown t o  have numerical 
i n s t a b i l i t i e s  s i n c e  Eq.  (5.2.2) i s  uns tab le  i n  the forward d i r e c t i o n .  
A more p r a c t i c a l  numerical method is  sugeested i n  Section 5.3, Note 
that when x = 0, i = 0 s o  t h a t  the X equat ion  never has an 
i n f i n i t e  d e r i v a t i v e .  
id 
A t  t i t ra  t=T we compare X(T) w i th  ofo . If X ( T )  > wo then  t h i s  
c88 be cortectcacf. by decreasing 
t and makes i t ake  on the  value zero more of t en .  Conversely, i f  x(T) 
< wo , A ( t o )  should be increased. A very sPmple l i nea r  updating schene 
f o r  X ( t o )  i s  proposed In gqe (5.2,7) where AX (t } is the change i n  





For the numerical i n t e g r a t i o n  of E ~ S  .(5 e 2.1) and (5.2.2) a simple 
first-order Eular method may suffice. Thus a gene ra l  equat ion  of the  
(5 . 2  .8 a) 
might be integrated with  the algoxithm 
% (k +- 1) J: Y k )  +- g (..&(IC), i (k) (5.2 8b) 
f l  P 
where h is the step - siae increment. Perlaaps the  most i n s i g h t  can be 
obtained fro3 a phase plztne sketch i n  the  x t  X 





( 5 . 2 . 9 )  
Eq. ( 5 . 2 . 9 )  y i e l d s  the  equat ion for the isoclines. I n i t i a l l y  when x=O 
it foLllows from EP, (5.2.4) that i = 0 so t h a t  
0 
C 
E - - - -  
dx 
dh  l x r o  2 ah 
-
(5.2.10) 
There are two c r i t i c a l  regions i n  the phase plane corresponding 
t o  i, = 0 an3 i = 1. as sho.tm in F i g .  3 3 ,  b, E q .  (5.2.4) 
gives t he  equat ion f o r  the separating boundary, shoin In Big. 3a, b which 
w 
is w r i t t e n  as Eq. (5.2.11) 
2 '  TT A x  = - 8 (5 I 2 . 1 1 )  
Note t h a t  Eq. (5 2 e 2) inipLj-cs t h a t  h increases monotonically 
with time. Consequently, t h e  x ,  h contov;rs sketched i n  Fig.3a b 
are equiva len t  t o  x, t contours  on a d i f f e r e n t  scale for t h e  abscissa. 
As A ( o r  t) increases Eq. (5.2.11) implies t h a t  x must decrease 
s o  t h a t  the swi tch ing  boundary must approach x = 0 for large X or 
large To However? the actual var iance  x never drops below t h e  value 
determined by the t a r g e t  value, w . We argue that once the region 
i +i f is entered, motion never  again enters t he  -i = 0 region,  Consider w -w 
t h e  two p o s s i b l e  cases illustrated i n  F i g . 3 a  and FSg.3b. Fig.  3a 
illustrates the circuwtance in which motion once having entered  the 
interfar of the reg ion  
exactly t o  the case o€ miniam time performance discussed in section 5.1 
0 
i, = 1. remains in the I n t e r i o r .  This  corresponds 
FIG. 3 
PI-l,4SE PLANE SKETCHES OF X, A CONTOURS. TIME ___ INCREASES _ _  I N  ’fHE DIRECTION 




because QS soon as the 
as i f  it were under minimcnn time c o n t r o l .  Fig .  3b i l lustraces a 
poss ib l e  c i r c w s t a n c e  of c h a t t e r i n g  d o n g  t h e  switching boundary; a 
i,= 1 region has been en tered  the system behaves 
circuolstance which we s h a l l  show is impossible. lcr: is clear in any case 
t h a t  once motion has en te red  t h e  i, = 3. and then decayed dctm t o  
t h e  switching boundary i% cannot a c t u a l l y  re-enter  the 
f o r  any d i s t ance .  This  is because as soon as control termhates t.ke a c t i o n  of 
i,= 0 reg ion  
the forcing term c makes x increase so t h a t  i t  again re-enters the 
i = 1 boimdary. We now argue tha t  i n  f ac t  once the switching boundary 
w 
is reached and c o n t r o l  Is a p p l i e d  motion does not  chat ter  dawn t h e  
boundary but does i n  fact p e n e t r a t e  i n t o  the iw = 1 reg ion  as in 
F i g .  3a 
dx -_- 
dX I f  c h a t t e r i n g  d i d  occirr on the boundery then the s lope  
given by Eq (5.2.9) f o r  i 
of t h e  boundary i t s e l f  as given fro in^^ .(5.2.11). That is f o r  cha t t e r ing  
= 1 would be more neg i t t l ve  t han  the s lope  w 
we m u s t  have 
1 2  x 
V K  x 
2aX -1- i -  - 
(5 e 2.12) 
where x and A are r e l a t e d  by El .  (5.2.11). On eliminating x 
i n  favcr  of A and s u b s t i t u t i n g  i n t o  (5.2,12), the c h a t t e r  condi t ion  
reduces t o  
-.c > 2ax (5.2 i 3 )  
which i s  impossible  s i n c e  all. q u a n t i t i e s  i n  (5.2.13) are posftive. 
Hence charter does not: occur. 
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Since i t  has now been e s t a b l i s h e d  t h a t  t h e  f i r s t  o rde r  L.U.B. 
problem and the  f i r s t  o rde r  minimum time problem are i d e n t i c a l  i n  the  
region iw = 1 it is of i n t e r e s t  t o  i n t e r p r e t  t h e  curves of Ffg.2 
i n  terms of t h e  
contours  f o r  curves  L and 2 which correspond t o  Fig.2 . Recall also 
t h a t  since A i nc reases  monotonically wi th  time t h e  X a i s  i s  
equiva len t  t o  a t ine  ax i s  wi th  d i f f e r e n t  s c a l e .  Each dashed curve i n  Fig.  
x, h phase plane.  F ig .  4 i l l u s t r a t e s  the  phase plane 
4 corresponds t o  both curve and curve 2 i n  FCg.2. However, 
curve - 1 of Fig.2 corresponds t o  motion of e i t h e r  dashed curve i n  F ig .  2 
cxer t h e  range from t h e  switching curve t o  t h e  lower 
curve - 2 
upper w l i n e .  Thus i t  i s  clear why t i m e  must i n c r e a s e  as wo 
decreases .  Fig.  4 a l s o  i l l u s c r a t e s  why time tends  t o  inc rease  wi th  
increas ing  ac. Note t ha t  t h e  curves,  i f  continued, would l e v e l  off  a t  
w l i n e  whi le  
0 
of F i g .  2 corresponds t o  motion from the  switching curve t o  t h e  
0 
a va lue  of x given by Eq. (5 1 .16) .  
5 . 3  ' I terative So lu t ion  Of  The Tangent ia l  Thrust ing L.U.B, 
Problem O f  Sect ion  4 . 6 . 3  
Given a s o l u t i o n  of Eq. (2.1.3) nominal va lues  of ._ I and of 
t he  t r a j e c t o r y  Ere determined. Eased on these  n o m i n d  va lues  It is  
poss ib l e  t o  genera te  t h e  q u a n t i t i e s  F, F19 and d. A good di.scussion 
of these  pe r tu rba t ion  q u a n t i t i e s  may b e  found i n  B a t t i n  t 13 ,[zl 
For the  remainder of t h i s  chapter  only t h e  per turbed  motion w i l l  
be considered and it w i l l  be  assumed t h a t  
Consequently, t h e  bas i c ' s tochas t i c  equat ions  of motion t h a t  must be 
solved are given b y E q .  ( 4 . 6 . 3 . 2 )  toge ther  with o t h e r  prev ious ly  given 
dt;fining r e l a t i o n s  which are  here r e w r i t t e n  a s E q  .(5.3,1) f o r  t h e  i n t e r v a l  
FsF1' and & are known. 
FIG. 4 
---- ACSMALL 
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X(t,) I- constanr  
p ( co> := eons tznt 
7: -1 
c = PH R n (5e3.1) 
Eo n Tr R 
Note t h a t  t h e  P equct ion  gewrates  the  rnatxix q u a n t i t y  CBCT, 
io, “ O f  
T -I C = PH Rn 
-. - Rtl 
X ( t  ) is positive d e f i t l i t e  
0 
(5.3.2) 
Having determined ; p Z ( t O )  and P(t,) from Eq .(S.3.2) we mz.y not? 
employ % q .  (5.3.1) to d e f i n e  the motion of che system in t.er?rrs cf the 
c o n t r o l  var iables  i 
a t such t h a t  s(t0) is p o s i t i v e  de f in i r e  wes to s a t f s f y  the 
sufficlenr conditions fo2 optimality. The remaining descriptZ-on of the 
L.U.B.  problea is the ad jo in t  equations and the  deterr3.nation 05 the 




c o n t r o l  var iables .  
The adjoint  equa t ims  are given by Eq. ( 4 . 6 . 3 . 7 )  and are rewritten 
here as Eq. (5.3.3) 
The controj-  quantitics from . ( 4 . 6 . 3 - 5 )  and ( [1 .6 . j . 5 )  ere 
( 5 . 3 . 4 ?  
otherwise (5.3.5) 
Note a l so  the ta rge t  s e t  cond i t ion  which determines the m u l t i p l i e r  v 
(5.3.6) 
0 
trace I S(T)x(T) 1 = OJ 
The basic i terative procedure t h a t  is preposcd has elements c ~ m m  
to currently i n  vogue 
t h t  it will s h a r e  most 05 the difficulties comnoialy associated ~71th these 
gra&ient: or sweep aerhods and it is expected . 
methods, which bas i ca l ly  involve nunericzl. i n s t a b i l i t i e s .  A list of 
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such methods,  a l l  of them h w i n g  mvch i.n co-mon,. End n o m  ~f them 
quaranceeing conversence i s  given i n  [. .21]. Nunerical conputation 
xeioains an art r a t h a  than a sc ience .  
It is  an axion of numerical computation t h a t  continuity is a 
hfghly des i rab le  attribute. The i n d i e &  func t ion  defined by Eq. 
(5.3.5) does n o t  hrtve cont:inuous derivatvcs and cocsequently ~ m n l l  
t o  l a r g e  changes in the  i n d i c a t o r  f u u c t j  on. C o n t t n u i t y  can 1 i o i . r ~ ~ ~ ~  bc 
introGxced with the following a r t i f i c e  : The indicator Zunctton 
.f < L x = = o  
can be approximated by the  contLnuous f u s c t i o n  
which has the p r o p e r t y  t h a t  
(5 .3 .72 )  
x > o  45.3.7.b) L o  
10 1 
the E j . . ~ s t  step i n  OUT computational procedure Is t~ replace 
h 
i (x) by i w ( ” ’ E )  i n  Eq. (5.3.5). 
w 
Next since i t  can be  assumed t ha t   mas^ fkow ~ $ 1 1  be a ema3.1 
perturbing effect on the Sinal  calculackon we e h d l  solve r h e  coastant 
snags case which is simpler and use the  r e s u l t i n g  roluthm as a s tast lng  
p o i b t  for the variable toass problem. Thus set  
(5.3. a) 
as a f i r s t  approximation 
d The P equa t ions  can n e b e  jntregrafscd ahead of the actiral 
iterative process and the values for  CECT rcta-hnecl in storage. 
Proceeding to the actual iterative process we choose a value 
of E in Fsy, (5.3.7) and a s t e p - s i z e  f o r  the integration as well 
as ;tn i n t e g r a t i o n  al.goricI-m. One uf the  
more p o p u l a r  i n t e g r a t i o n  algorittcms i s  the q th  miles- ~ m g e  - 
Kutta procedure which hss the  desirable fencure of being scl0- 
starting. The procedure is as Eollcws : 
1) Chcase ar! inisial. guess for the contxcl. variables &(e) - (t) 
aver the in te rva l  { to,” 1. 
2)  lCntegrateEq *(5*3.1) forward fxom t t o  T K O  determine fi 
0 
(and P) wliich is (are) retained in storage. 
3) Test the target condi t ian  of ~~.(5.3.6). If the i n e q u a l i t y  
f s  * 3.9) < 1 1  trace f S(T)XC,T) 3 - w = 6 
0 
I s  sa t i s f i ed  then the i t e r a t ion  telgnfnaees except an t h e  fir I? 
pass. If not: then we must fi-nd a value of A ST). Acording to 
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~ o q .  (5.3.3C) 9 A (TI is cletex-;ninmi s o l e l y  by t h e  undetcrnined nuxtiplier ' . 
On t he  first pass Y -is to be gzessed a t .  I : O F ? ~ V ~ X ,  dur ing  t h e  iteration 
V is t o  be updeted based on t h e  previous value of v = 
a* 
so t h a t  motion is @* 
i n  Bq.(4.2.0). Since  
~ p e c i ~ i c a ~ y ,  suppose t r ace  1 s ( T ) ~ ( T )  3 > 
outs ide  the target set .  ' I nc reas ing  V '  gives nore tqelght t o  the 
pos i t i ve  term 
the term is weighted  more heev i ly  the ntinlmizntfon tends  t o  reduce  it. 
Conversely when t race [ S(.i)x(T) 1 = wo so t h a t  motion i s  i n s i d e  
the t o rge t  r eg ion ,  then making v sma l l e r  p u t s  l e s s  weight old :he 
v ( t race  I S(T)X(T) 3 - wo ) 
< 
teim which Will. rend t o  incscnsc it. An u p d a t i n g  scheme for v in 
which i s  based on the a b w e  i d ~ a  is 
v O  
teras of the p a s t  value of 
v - v* = [ t r a c e  { S(T)x(T)  1 - w03 
S 
(5.3'10) 
The s t e p - s i z 2  K n u t  be chosen t o  fnc i l i t c? t e  convcrgencc. s 
41 Integrate bzc.kw;irds i n  time Eqse(5.3,3}, ( 5 . 3 . 4 )  and (5.3.5) 
slmultaneously . T h i s  determines new values f o r  clie c o n t r o l  v a r i e b l e s  
k ( t )  and i (t) in terrrls of the s t o r e d  velucs of X(c1. 
5) Return t o  s t e p  1. 
w 
When ccrivergence has  been conpleted put: in the F terns and 1 
the  cquatrton for T 
system based OR the s t a r t i n g  values of & and i, which resulted Eroiil 
t he  Sonstant: mass systcn. 
and repeat: the process f o r  the changing mass 
The last s t e p  is to reduce the  parameter c to as small a value 
as possible ,  In the actual  cont rof  of course E will 6 e  set to zero. 
Convergence of the method dcpends OR the t y p e  of computer used, the 
skil-f of the  progremine, arid the timz a l l o t t e d  for  computation. Double 
p rec i s ion ,  sEall  s tep-s ize ,  large ' E  
. -  
and small K~ add t o  the 
10 3 
expense bu t  terd t o  n!ake C O R V e r g e n C e  Elore l i k e l y ,  The trade-off 
between cos t  arid nuaericz.1. accuracy i s  a matto,r of &213. ~11d judgement, 
One of the pcssfblc  difficulties in the coaDutation night be the 
occurance of chat ter  such 8 s  I s  depic ted  i n  F i g .  3b a€ Sc?ction S.1. 
C h a t t er o c CUT s tJh en 
(5.3.11) 
over a f i n i t e  i n t e rva l .  Then t h e  i n d i c a t o r  F u n c t i o n  i goes from 
3, t o  0 and t a c k  to 1 a t  an i n f i n i t e  ra te ,  The rcplacemcn:: of 
i by' i as i n  I&. (5.3.7a) would lead  t c  t he  coi:dition i = 1/2 
on t h e  i n t e r v a l  i.n ques t jo i l .  
w 
A .. 
til L! w -- 
There probably is no rea1.J.y good v , ~ y  of hztidl5.rtg t kc  problciu 
of chatter fruin a computntional.  p o i n t  of view. I h i r i s t i c a l f . y ,  one 
might: s u p p o s e  based on experience with deterministic ccnt to ls  t h a t  
chatter is most l i k e l y  T O  occur as t h e  rnotj-on approaches a very small 
t a rge t  se t .  lierice cha i te r  might b e  avoided if the  t a r g e t  set: pararnerer, 
u is not t o c  sna l l .  o g  
5.4 Iteretive S o l u t i o n  For The Exza-ided L.U.B.  Yrob?..em 
Cf Section 4.7 
The excended L . U . B .  problcm of sectrion 4.7 h t r o d u c e s  Chf: adc!ittonal 
control  variable, a, representing the precomputcd di rec t ion  of t h r u s t .  
This paraneter is determined by Eqs, ( 4 - 7 . 9 )  znd (4.7.11). Recell t h e t  
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]Eq . (4.7.11) is equivalent to 
(5.4.1) 
is some function of X and A jl The q d a t i n g  nf ait) takes y Ill where 
place simultaneously with that  of k ( t )  and i (t) as described in 
step 4 of the  last section 5.3. If the  quantSty y 
w - 
of s,.(5.4.1) is rn 
sens i t ive  t o  step-size errors, round off errcJrs or truncation errors, 
the d i s c o n t i n u i t y  of a given by Eq. (5.4.1) map possibly dca tab l l ize  
the numerj-cal calculations. Therefore it mi.ght be o f  soae use to 
introduce the same trick of f o r c i n g  continuity an 0: much as continuity 
as in E s .  (5,3,?a). 
A 
was forced onto the parameter 
\?e may rhus d e f i n e  a new parameter a to approximate 01 which is 
given by 
which has t h e  proper ty  that 
f5.4.2a) 
( 5  4. Zb) 
n n 
On replacing a by a and cakculatjng a together with - k and iw the 
procedure is the same a6 in Section 5.3. 
6. L,U.B. Optimal Ccntxol Wen The Thrust Diracr ion  Depends 
On The Observation Ristory 
I n  the work of the previous chaptered the controller has been 
designed on the  basis that: the  pair of back - t o  - back rocket motors 
always p o i n t  i n  a pre-assigned d i r e c t i o n .  I n  Section (4.7) i t  was shown 
how this t h r u s t  d i r e c t i o n  could be precomputed as a func t ion  of the 
a p r i o r i  known s t a t i s t i c s  and system dynmics .  In t h i s  eliapter, 
the problem of t h e  least upper bound f c ~ l  controS is further generalized 
s o  t h a t  t h e  t h r u s t  d i r e c t i o n  i s  a random q u a n t i t y  depending on on- 
< 
board p h y s i c a l  measurements. For purposes o f  sirn?li.city i t  is  assumed 
t h a t  t he  rocke t  has  a constant mass. The analysis can be extended t o  
cover t h e  r e a l i s t i c  case of a f i n i t e  mass flow rate exactly i n  the same 
way that: Sec t ion  4.6.3 extends the anaJ.ysis o f  Sect ion  4 , 5  * 
Recall t h a t  t h e  th rus t  m g l e  ci a.ppears 11% the defrii-tition o f  rhe 
vector, in Eq.(4.7,1) as 
(4.7.1) 
The basic assumption that w i l L  be made in th26 chapter, €OK which 




given by P,q. (4.7.11) if - v has only small elements, fL complete solution 
t o  the optixisl. control problem consists of the calculation of the 
6.1 Dyamica!. Equations of Plotion 
L e t  us xei3um t o  the equations of r;,ot?.on for the best estimtor 
given by Eq,(2.2.4) 
( 4 , 6 )  for the ‘indicator EuncfAon descr lp t ion  r,f b u r n h g  as follows : 
which we modify using the a r g u w n t s  of Sectioa 
A A - x = F x “  c - e c iu u (5  . I * 1) 
E q g ( 6 . . 3 , . l )  as it s t a n d s  does not adeyately describe tire inf luence 
n 
of the random vaYiab1.e c1 
dsscrlgticn of the interrelation of 01, and \J c m  be gained 3 y  
011 the  estimate of t h c  state,  ,x_ A c,?mxc.,r 
defining the vectors 
d z K  -1 .” ; d = K  -2 (6.1 t 2) 
Xa ths iLboveo ne have made expl-f,cit use G€ the %denc i ty  
d u! sin ly. 3 d WOE 01 - du (a. 1.4) -1 -2 
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state  X . Recall first the definition of  t h e  stochastic control h 
by Eqe ( 2 . 3 . 4 ~ ) .  
- 
On subs t f tux ing  the idea . t i ty  of Eq. (6eL.4) for d 2' 1 the above - 
equations can be written as 
where 
43 * b E [ x u s i n a ]  - -1 
Eq. ( 2 . 3 . 1 3 )  then. can be w r i t t e n  as 
X ( t , )  determined by E q .  ( 5 . 3 , 2 )  with to = tl 
The evolution of Bq.(6.1.7) i s  thus  deterpined by the p a i r  of 
s t o c h a s t i c  control vectors b and hz wliick are to be calculated in 
tenis of t he  parametr ic  structure oE Eqs ,  (3.2.13) and (6.0. I).  The 
-1 
opt imiza t ion  consists of forming a Iia?iLtonien which depends on 
2 
with these bes ic  a rgusents  s e c t i o n  6.2 which follows presents a 
discussion of the structure of Eq. (6.0.1) and a comparison based on 
Dynamic Programing of the form of a mre desired structure.  
k,'y, and a and then proceding as i n  s e c t i o n  4 .  Eefore proceeding 0 w 
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6.2 Structure O f  The Controller 
In Eq, . {S .O. I )  we assumed that t h e  thrust angle can be represented 
by a simple I-inear structure and t ha t  it: depends only on a s i n g l e  
~ e c t o p :  
a 
(t). This assumption in fact may w e l l .  be poor in that the 
scJhich i t  yields is a poor approximation t o  t h e  optimal c I n  t h i s  
section t h e  arguenencs o f  Dynamic Progrmming of Secticn ( 3 . 2 )  ere updaeed 
€or Eq.(6.1.3) and aze used to find the ‘‘true“ optimal structure f o r  the  
thrust angle, ct 
On making the correspondence of Eq , ( 6 . 1 . 4 )  the Beaiman - Hamilton - 
Jacobl. eqr;ation of (3.2 5 )  becotres 
Clezr ly  a should be chosen such thet  
(6.2.3) 
ccr solut ion for a is as Follows : 
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T vi. ilx 
7: tan a = -- 
VATd 
Ist -2 
( 6 . 2 . 4 )  
so that sin 01 and cos a are both pcisitive and Eq.(6.2,3) is indeed 
T T m a x l t r h ? d .  Next i f  d Is negative and -d-;? p o s i t i v e  then from -1 
Eq.(6.2.4) if sin 01 is negative and cos CI posit;Fve ! then bath terms 
in E q . , ( 6 . 2 . 3 )  are pos i t ive  ; while  if sin a i s  positive and cos CI 
is negative then bo th  terns in Eq (6.2.3) are cegative,  Simiiar arguments 
hold if V A  clr is p o s i t i v e  and &2 negative or  if both terns are 
nzgative, We conclude-that Eq.(6.2.4) yields the optirnua a. e 
T T 
";% 
Then rrom Err. (6.2.2) the optLmuet u is given in t e r m  of the 
If WE are willing to accept t3e  rcpresentatian of the V func t icn  
as in Eq . (3.2.8) and then t o  accept c!ie approximation of Eq . ( 3 . 2  e 9 )  
t h a t  
* 
can be represented as a l inear  functian of the 5 then E q n .  
( 6 , 2 , 4 )  end (6.2.5) can be m i t t e n  
(6.2.6) 
where v and are vectors determined by the parttax derivative of -3. 
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V .  The above s t r u c t u r e  f o r  a i s  more complex than our a n a l y t i c a l  
techniques can a s s imi l a t e .  We therefore s impl i fy  c;q . (6 .2 .6)  a t  the  
expense of r e p r e s e n t a t i o n a l  accuracy by expanding i n  a Taylor 's  series 
about a = a . 
0 
T -  T 
- v x  T "  v x  -1 -1 - -1 - a = tan 
vL x -2 - 
(6.2.7) 
Eq.(6.0.1) r e s u l t s  when t he  h igher  order  terns i n  Eq.(6.2.7) are 
h 
discarded. The r e s u l t i n g  approximation io t e s t  when x is snaLl 
which occurs near  t h e  beginning and near t h s  end of the t r a j e c t o r y  
of motion. lig-in rc;c=cll t h ? t  the S C E ~ ~ ,  c l o ( t )  i n  Eq.(6.2,7) 
approxina tes  the vclue of a ( t )  given by 5q.(4.7.11) when I v has only 
small elements.  
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6 . 3  EvaLtiatLon of the  S t o c h a s t i c  Control Vectors, k19 and, h2. 
Before a t tempt ing  t o  opt imize t h e  L.3.B. f u e l  consumption using t h e  
deterzlfnistic dyaamical equat ion Eq.(6.1,7) i t  is f i r s t  necessary t o  eva lua te  b.l
and k2$ which are def ined  by Eq.(6,1,5), i n  terms of the parameters v,k,a0 which 
were def ined  i n  Eqs.(6.0.E) and (6.2,6). 
As i n  Sec t ion  3 . 3  i t  is  only p o s s i b l e  t o  make t h i s  eva lua t ion  under the 
h 
approximation t h a t ,  E, is a Gaussian random vec tor .  The j u s t i f i c a t i o n  of t h i s  
approximation he re  i s  t h e  same as given 4-n Sec t ion  3 e 3.  
As a f i rs t  seep i n  t h e  eva lua t ion  of Eq.(S.l.5) under t h e  Gaussian 
approximation cons ider  the s imple r  problem of finding 
Then c l e a r l y  
On s u b s t i t u t i n g  f o r  cc from Eq,(6.0,1) i n t o  Eq,(4,3,1) 
(6.3.2) 
( 6 . 3 . 3 )  
s i n c e  a Is constant.  Thut. it C = ~ G  b e  S C E ~  t h z t  t he  msjor 
0 
problew iii th<- ev'ilueziw: of  7 q q . ( 6 . 3 . 3 )  i s  t h e  c a l c u l a t i o n  of t h e  term 
k 6 . 3 . 4 )  We c a i  still C i v p l i f y  t h e  necessary c a l c u l a t i o n s  one s t e p  furt er 
by consider ing the q u a n t i t y  
(6.3,s) 
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Thus t h e  major effort: of th is  Section will be devoted to cakulatfng the 
scalar quantity,p in Eq. (6.3.5) fur u given by 
The prcjcedure which w i l l .  be used to evaluate Eqs.(6,3,5) and ( 6 . 3 ' 6 )  is 
s ~ ~ z ~ l z a t  parallel t o  the procedure oE Secgiori 3 .3 .  We define random var iab les  
(6.3.8) 
and attempt to express 5 in terms of t. Thus we write 
Ey Construction (t; ,n.> are unccrr&&?d zerc mean Gaussian random variat%les 
w i t h  variances CI an& 0 defined by 
r; It 
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quantity P of Eq. (6,3*5) can now be defined in terms of the joint 
d i s t r i b u t i o n  for (c,T-I) which is 
Then p is given by 
(6.3.12) 
(6 .3 .13 )  
Raking t h e  substitution rl = -r; and not ing  that  p(TI) = p(C) the second 
term in E q .  (6.3.13) ccln b e  wr i t t e rn  
-O' 0 
Hence Eq. ( 6  3.13) becomes 
( 6 . 3  14) 
Consider now rhe first integral  in Eq.(S,3.14). 
cos rl is  even whi le  the imaginary part containing s i n  n i s  odd and hence 
integrates out: t o  zero, Thus 
The r e a l  part containing 
0 
j n  






n u  1 
V 
& a  
To eva lua te  Eq. (6.3.15) we use formula 863.3 from Dwight 1243 
n L 
, P  2 2  
cos 2px dx = - J;;e a2 
2a 
0 
1 =z and p with a = - 1 Jz Oq 
-m 
The second i n t e g r a l  i n  Eq.(6.3.14) is give3 only 





i n  series form. 
1 
I n  o r d e r  t o  r ep resen t  t h e  quantity,p, and a l so  b and k2 i n  ternis of -1 
the vector, _?I-$ def ine  t h e  qum.tity 
(6.3.19) 
Then Eq. (6 .3.14)  becomes 
- @2 VT x 
I_ 
2 2 
p a 2 j e  e ~ ~ ( 0 )  
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(6 3 . 20b) 
(6.3.20~) 
(6.3‘21) 
The vector, kep given by Eq.(6.3,3) is given in terms of p by 
j% a 
j ax (6,3.22) 
- P  e b = -  
--e 
On noting t h a t  
a0 X k  
( 6  3.23b)  
Hence i t  follows that 
&ofre t h a t  when - v -- = 0 ,  e = 0, ~ ~ ( 0 )  = 0 and 
co 3 
Therefore i n  t h i s  case 
I b -1 b -2 t s i n  a0 yo X 2 = cos bo yo X 
(6.3.24b) 
( 6 . 3  25a) 
(6 .3.25b)  
:,Iiich exactly reduces to the case t reated in Section (4‘7) 
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6 . 4  The Hamiltonian Formulation of t h e  L.U.B, O p t i m a l  Control  wi th  Random 
Thrust Di rec t ion .  
In  t h i s  s e c t i o n  t h e  methods of Sec t ion  4.2 are appl ied  t o  t h e  L.U.B. 
opt imal  c o n t r o l  problem with  random t h r u s t  d i r e c t i o n .  
t h e  f i n i t e  mass flow rate w i l l  b e  ignored so t h a t  we are t r e a t i n g  t h e  cons tan t  
For purposes of s i m p l i c i t y  
mass case. 
s imultaneously m i ~ i m i z e d  by t h e  choice of parameters i,, kp v, a 
The b a s i c  i d e a  again is t o  cons t ruc t  a Hamiltonian t h a t  can b e  
which de te r -  
0 
mines t h e  c o n t r o l  s t r a t e g y .  This procedure y i e l d s  a local minimum of the c o s t  
func t iona l .  Arguments are given i n  Sec t ion  6.5 t h a t  t h e  l o c a l  minimum i s  
likely to be  a g loba l  minimum. 
The evolu t ion  of t h e  s ta te  ma t r ix ,  X ,  is  obta ined  by t h e  s u b s t i t u t i o n  
of Eqs.(6.3.24a) and (6.3.24b) into Eq.(6.1.7). This y i e l d s  
- -  vTxv e2 -
2 T T __- X =  F X +  XF + CEoC 3. 2 i 2 c- V o ( % >  * w 
__-- 
(6.4.1) 
kT X v 
- kT X k 
kTX 9 T -  ( s i n  a 6 -  f cos e., d ) (v x 3. 
0 --I 0 -2 
X ( t o )  g iven by Eq. 6 3 . 2 ) .  
An important  phys i ca l  assamption f o r  t h e  random t h r u s t  d i r e c t i o n  opt imal  
C O I I t K O l  problem is t h a t  t h e  c o s t  of ob ta in ing  t h e  des i r ed  t h r u s t  d i r e c t i o n  
using t h e  a t t i t u d e  c o n t r o l  system is  n e g l i g i b l e  i n  terms of f u e l  consumption. 
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This assumption might b e  v a l i d  i f  a t t i t u d e  c o n t r o l  were accomplished wi th  
r e a c t i o n  wheels and a c l u t c h i n g  mechanism that: t r a n s f e r s  angular  momentum. 
Of course i t  is a l s o  very i m p l i c i t e l y  assumed t h a t  t h r u s t i n g  takes p l a c e  
at t h e  cen te r  of mass of the v e h i c l e  so t h a t  t h e r e  arc no a t t i t u d e  e r r o r s  
introduced by t h e  control  rockets themselves e 
With t h e  above 
given by Eq,(4,1.3) 
T 
assumptions t h e  cost f u n c t i o n a l  i s  t h e  same as t h a t  
(4.1.3) 
Folia? i ng  
Hamiltonian t o  
t h e  same reasoning as i n  Sec t ion  ( 4 . 2 )  w e  now construct a 
b e  minimized s imultaneously by j. k, v s a  It is  convenient w 0 
though t o  first d e f i n e  t h e  quantity 
( 6 . 4 . 2 )  
The Hamiltonian is given by 
7 
(6 .4.3)  
where 
is given by Eq.(6.3.19). 
The minimization of Eq.(6,4,3) wi th  r e spec t  t o  - k and 1 can only be  
accomplished i t e r a t i v e l y  a t  each s t a g e  of the computation and will be discussed 
later i n  t h i s  chapter. On t h e  o t h e r  hand t h e  minimization of W wdth respect 
t o  tu i s  q u i t e  s t r a igh t fo rward .  Define t h e  quan t i ty  
Then 
when J , ~  < 0 - 
w 
0 when J,, > 0, 
( 6 . 4 . 5 )  
* * *  
O f  course  i n  t h e  above we understand J, = J ,  (A ,k ,v ) where t h e  s t a r r e d  w w - -  
q u a n t i t i e s  are opt imm.  
Next consider  t h e  computation of  t h e  a d j o i n t  equat ion given by 
1 ( 4 . 2 . 1 7 )  
A s  a l o g i c a l  first s t e p  i n  t h e  computation of Hx we f i r s t  compute t h e  
p a r t i a l  d e r i v a t i v e  with r e spec t  t o  X of va r ious  components of 3. Thus 
T v x v  - - T - v X V  - 




- -  ki X v - - T k k  -- 
(6.4.6a) 
(6 .  4 v  6b) 
( 6 . 4 . 6 ~ )  
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(6.4.6d) 
(6.4 .. 6e) 
(6.4.6f) 
T 
-f- trace { A ( s i n  ct d -I- cos c1 d ) k X 1 1 * 
0 -1 0 -2 - 
Using Eq.(6.4.6) above we compute 
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( 4 . 4 . 7 )  
A(T) = V S(T) 
The o p t i  ;;1 c o n t r o l  i r  c r t a b l i s h c d  f rc l r r  thc cond i t ion  that H be n i n i n i z e d  
w i t h  r e spec t  t o  cy, 
it is necesstzry to perform the  minimization i t e r a t i v e l y .  
kp E. Due t o  the coinplexity of Eq. ( 6 , 4 . 3 )  for 13 O P  
The iterative calculation of the opt imal  control requires the conditions 
Ha = 0 
0 
where t h e  subscripts denote  par t ia l .  d i f f e ren r i a t ion ,  A description of a 
typical steepest-descent type algorithm 123.3 i s  reserved Pox Section (6.5) 
However, an e s s e n t i a l  c a l c u l a t i o n  is t he  evaluation of t h e  par"ca1 d e r i v a t i v e s  
of the Earniltontan which appear Bn Eq,(6,4.8), We therefore conclude t h i s  
section by der-iving expressions for 
Ha , Hk and Hv. 
I 0 -  
I n  order t o  f i n d  I' it  is  f i r s t  wcessary t o  obtrrin t h e  derivative 
U 
0 
r 2 f  .TE with r e spec t  t o  c1 . This ~ 2 ~ 7  r e n d i l y  b e  o b t a i r c d  f ro= Eq.(S.4.2). 
0 
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T T a T trace { A (X 3. k X v Xk 9 pl(S)  X k)  (cosm d - sinao r& ) 1 
0 -1 - -  - 
I - a TH -
T T T T + trace { A (COSCY d - sinol d >(v X 4- & X xkT X + p1(8)k X)) 
0 -1 0 -2 
H = 2iu i: a 
0 
- kT X k ( 6 . 4 . 3 )  - kT X k 
(6.4.10) 
The calculation of W and H f o l l o m .  As in Eq.(6.4.6) d e f i n e  
V - k - 
x w  - 
R 
- kT X - k 
X k  - a 
X k  - 
m m 
( 6 , 4 .  lid 
( 6 . 4  , lld) 
(6 .4 .  lle) 
rn -. 
(6  $ 4 ,  l l f )  
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(6 .4  J 3 b )  
(6 .4 .13~)  
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Then t h e  q u a n t i t y  H is given by v - 
m (6.4.14) 
I n  summary, necessary condi t ions  have been presented f o r  t h e  opt imal  
cont ro l  of the L.U. B ,  op t imal  f u e l  ?roblem with  random t h r u s t  angle and cons t sn t  
mass. 
(6.4.71, ( 4 . 2 . 3 a ) ,  (4 .2 .3b)  and (6.4.8).  The ques t ion  of s u f f i c i e n c y  cannot 
be answered wi th  any c e r t a i n t y ,  
These cond i t ions  are the simultaneous s a t i s f a c t i o n  of Eqs.(6.4,1), 
Convergence t o  a g loba l  opt imal  s o l u t i o n  
I f  a s t a r t i n g  solution depends on t h e  c o r r e c t  choice  of i n i t i a l  conditions 
is taken as t h e  opt imal  s o l u t i o n  f o r  t h e  predetermined t h r u s t  clirection then  
this corresponds t o  cliosing v f 0 i n  Eq.(6.0.1) and a 
Presuinably i t e ra t ion : .  fror.! t h i c  ctert ir .2 s o l c t i o n  flill u l t i r - a t e l y  collverge 
on t h e  c o r r e c t  va lues  of i,(t), &(t), ~ ( t )  and ao( t ) .  
is give= by Lq.(4.7.11). - 
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6.5 I t e r a t l i ve  Solutlon Fox The L,U,D' Problem With Raxidcn Thriist Direction. 
In  Section 6 . 4  necessary condicfons f o r  a l oca l  rrtinimup were es t ab l i shed  
€or  t h e  L.U.B. problem with randon tEmist d i r ec t ion .  
depend on an a d j o i n t  matrix A ( t ) .  
These condi t ions u l t i m a t e l y  
Tine numerical so1u';ion consists of solving 
a two-point houndary value problem i n  which, X, the stochastic s t a t e  is given 
at time t-- and i n  which A, t h e  a d j o i n t  matrix is given a t  the terminal time '11. 
0 
A similar problem, t h e  case  of L . U , B .  optimal. con t ro l  w i th  predetermined 
t h r u s t  d i r e c t i o n ,  i s  discussed from a computational p o i n t  of view i n  Section 5 . 3 ,  
The predetermined thrust problem treated in Section 5 ' 3  is  s impler  than t h e  
randolu thrust problem i n  the sense t h a t  the determinat ion of all .  the con t ro l  
va r i ab le s  i, k, a 
On the other hand the  random chrus t  L , U . B .  problem i n i p l i e s  the  d i r e c t  deter-  
fol lows e x p l i c i t e l y  Erom the  minimum HarniItoniar: C o t i d i t i O D .  
0 
mination of only one c o n t r o l  v a r i a b l e ,  i, by Eq. ( 6 . 4 , 5 )  while t h e  otEi-,rs are 
determined i n d i r e c t l y  from Eq. ( 6 . 4 . 8 )  Classical gradLent nethods and. the%r 
r e l a t i v e s  121: genera l ly  t r e a t  two-point boundary value FrobLans in which 
t h e  control  variables are determined i n d i r e c t l y  from a conditior! such as 
Eq. ( 6 . 4 . 8 ) .  These dcclassical methods require t h a t  che cont ro l  variables 
, 
I 
I .  
r e l a x a t i o n  and mcdified g rad ien t  method. 
;le detczained sepa ra t e ly  fron t h e  other con t ro l  variables oo9 &$ - v. 
The co?.itrol var iable , io  ., is t c  
The pro- 




in t roduce  smoothness by r ep lac ing  i by i which is  def ined by 
w w 
(6.5.2) 
where Q, i s  def ined  by Eq.(6,4.4), 
Eq. (5.3.7). 
This  s t e p  i s  exac t ly  p a r a l l e l  t o  that  of 
i s  exac t ly  determined by Eq. (6*5.2). 
h 
For a given E ,  X and A ,  i 
w 
Remark: S ince  a is determined by Eq,(6.4.8) there is  no analogy t o  
0 
Sect ion  5.4 f o r  t h e  L.U.B. problem wi th  random t h r u s t  d i r e c t i o n .  
The modified g rad ien t  method i s  b a s i c a l l y  a procedure f o r  determinlng 
s o  t h a t  small  changes i n  the  con t ro l  variables lead 
1 9  r129 O3 t h e  scalar  gains  Q 
t o  des i r ed  small changes i n  the s t a t e  matrix a t  the t e rmina l  t i m e  T.  Reca l l  
from t h e  procedure of Sec t ion  5.3 t h a t  the s p e c i f i e d  changes i n  t h e  t a r g e t  
condi t ion  according t o  Eq.(5.3,10) served t o  s p e c i f y  changes I n  t h e  multiplier, 
A ,  which then s p e c i f i e d  the changes i n  the con t ro l  va r i ab le s .  
g rad ien t  method i s  an at tempt  t o  s i m i l a r l y  res t r ic t  t h e  s tep-s izes  nII’ nZ4 Q 
so as t o  l i m i t  p o s s i b l e  changes i n  the t a r g e t  Condition. 
Our modified 
3 
I f  the Lagrange m u l t i p l i e r s  v and A are f i x e d  but t h e  con t ro l s  aOr  k, 
are var fed  then t h e r e  will be  a variation of t h e  state matrix a t  t i m e  T, X(T) 
and. the corresponding variation i n  the c o s t  accorlng t o  Eq.(4.2.16) is 
T 
(6.5.3) 
where t o  f i r s t  o rde r  terms 
The boundary condi t ion  r e l a t i n g  A and v of Eq.(4.2.17) can always be imposed 
=.’ t32 t i m e  T whether o r  not h and v are themselves opt imal ly  chosen. 
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Consequently t h e  f i r s t  term of Eq.(6.5.3) vanishes.  
Eq. (6.5.1) i n t o  Eqs. (6.5 e 4 )  and (6 5.3) t h e r e  r e s u l t s  
On s u b s t i t u t i n g  i n  
E ~ ~ ( 6 . 5 . 5 )  is a measure of t h e  ind ica t ed  improvement of t h e  cos t  i n  terms of t h e  
s t e p  s i z e s  nl, n 2 ,  n3,  
ra te  and t h e  s t e p s  are made equal  i . e ,  
I f  t h i s  improvement is  f ixed  a t  a c e r t a i n  realist ic 
= rll = n2  - r13 then  may be dctermi.ticd 
The complete i t e r a t i v e  procedure is now as follows 
h 
Choose an i n i t i a l  guess f o r  t h e  control  variables aO9 &, v-, 1, over 
t h e  i n t e r v a l  ft $TI 
I n t e g r a t e  Eq.(6.4.1) forward from to to  T to determine X which is 
re t a ined  i n  s t o r a g e  
Test t h e  t a r g e t  condi t ion  of Eq,(5.3.6). 
I I trace d; 
0 
I f  t h e  i n e q u a l i t i e  
(6.5 ,7a) 
I 
(6.5.7b) av av 
I 
are s a t i s f i e d  then t h e  i t e r a t i o n  te rmina tes  except t h e  f i r s t  pass .  
12 7 
If t h e  inequality Eqa(6.5.7a) is not sa t i s f i ed  then a new A(T) must be 
obtained.  Following the  same argument presented I n  S tep  3 of Sec t ion  
5.3 determine i? m u l t i p l i e r  v by 
v - v =IC [trace {S(T)X(T)I - wO] l > K  > o  (5.3.10) 
where v is  t h e  previous value. Then A(T) = v S ( T ) .  
0 8  S 
0 
4 )  I n t e g r a t e  Eq.  (6 .4  e 7) backwards i n  time determining A (t) . Then either 
h 
a) determine i from E c ~ ~ ( 6 . 5 . 2 )  o r  
b )  determine Aao0 Ak, - I  h v  from Eqs,(6,5.1) and (6.5.6). 
w 
Then 
h y  control  v a r i a b l e  not updated is of course unchmgsd from before,  
5) Return t o  s t e p  1. 
After  the convergence conditions of Step  3 have been s a t i s f i e d  
A .  
t h e  parameter E appearing in t h e  determinat ion of i 
reduced and t h e  above process  is repeated.  
i n  Eq.(6,5.2) i s  w 
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7. CONCLUSIONS AND RECOMMENDATIONS 
I n  t h i s  r e p o r t  a class of s t o c h a s t i c  opt imal  c o n t r o l  problems which 
are cha rac t e r i zed  by a s m a l l  s t r i c t l y  bounded imput have been considered 
f o r  performance c r i te r ia  of minimum t i m e ,  minimum expected f u e l  con- 
sumption and least  upper bound f u e l  consumption. Solu t ions  have d i r e c t  
a p p l i c a t i o n  t o  t h e  t a s k  of c o n t r o l l i n g  a rocke t  or  space v e h i c l e  w i th  a 
l o w  t h r u s t  engine.  I n  a d d i t i o n  t h e  techniques developed he re in  may w e l l  
f i n d  use  i n  a v a r i e t y  of problems. 
The e n t i r e  b a s i s  f o r  t h e  class of s o l u t i o n s  t h a t  has  been developed 
I 
hinges on t h e  c a l c u l a t i o n  of t h e  s t o c h a s t i c  c o n t r o l  vec to r ,  b, given by 
Eq.(3.3.13). The c a l c u l a t i o n  of - b i s  founded on two c r i t i c a l  assumptions: 
F i r s t ,  t h a t  t he  c o n t r o l  l a w  has  t h e  gene ra l  s t r u c t u r e  of Eqs.(3.2.13) o r  
(3.2.14), and second, t h a t  t h e  es t imator  - x of t h e  s t a t e  i s  a zero  mean 
Gaussian random v a r i a b l e .  It is clear t h a t  whi le  t he  es t imator ,  - x ( t) ,  
A 
h 
i s  zero mean i f  z i t s e l f  is  zero mean as i s  shown i n  Appendix B ,  i t  can 
n o t  b e  a Gaussian random v a r i a b l e  s i n c e  t h e  motion of t h e  system is  forced 
by a s t r i c t l y  bounded c o n t r o l .  Arguments based on t h e  Cent ra l  L i m i t  
h 
Theorem are given i n  Chapter 3 t o  support  t h e  p ropos i t i on  t h a t  5 (t) i s  
a t  least approximately Gaussian. However t h e s e  arguments are no t  very 
r igorous ,  and t h e  assumption can probably be j u s t i f i e d  only f o r  t he  
case of vanish ingly  s m a l l  c o n t r o l  magnitudes. I n  this  case - x (t) 
h 
w i l l  be Gaussian because t h e  measurement n o i s e  i s  assumed t o  b e  Gaussian, 
and except  f o r  t h e  c o n t r o l  t h e  system i s  l i n e a r .  For c o n t r o l  magnitudes of 
p r a c t i c a l  interest i t  appears  that  5 (t) i s  d e f i n i t e l y  nongaussian, and 
A 
t h e r e f o r e  the r e s u l t s  t h a t  have been obtained h e r e  must be regarded as 
being i n  t h e  n a t u r e  of a f i r s t - o r d e r  approximation. 
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Attempts have been made t o  determine t h e  evo lu t ion  of t h e  pro- 
h 
b a b i l i t y  dens i ty  func t ion  of - x (t). I n  genera l  t h i s  involves  nonl inear  
Fokker-Planck equations,  s o l u t i o n s  t o  which are no t  known. I n  order  t o  
circumvent t h i s  d i f f i c u l t y  one may a t t e m p t  t o  compute t h e  evo lu t ion  of 
moments o r  cumulants ; however s o  f a r  t hese  a t tempts  have been stymied 
by t h e  f a c t  t h a t  s t a b i l i t y  of t h e  r e s u l t i n g  equa t ions , can  no t  be  
guaranteed. 
It i s  clear t h a t  t h e  p re sen t  s ta te  of knowledge concerning t h e  solu- 
t i o n  of nonl inear  s t o c h a s t i c  d i f f e r e n t i a l  equations is such t h a t  exac t  
s o l u t i o n s  can gene ra l ly  not  be expected, and even good approximate solu- 
t i o n s  are d i f f i c u l t  t o  ob ta in .  Under these  condi t ions  t h e  r a t h e r  crude 
approximations made i n  t h i s  a n a l y s i s  can perhaps be  j u s t i f i e d  from 
t h e  po in t  of view t h a t  a rough approximation i s  b e t t e r  than no 
s o l u t i o n  a t  a l l .  
PAGE MISSING FROM AVAILABLE VERSION 
130- H 1
14 2 
APPENDIX A. . 
Derivat ion of Eq,(6,1.7) From The We& D i f f e r e n t i a l  Operator .  




x = Fx .+ Ce C h - - - I  
. where E[e) - = 0, E [e - -  ( t )  e (T)~:=E~~ (t-T) 
and 
A E [ V ( c ( t + A ) ) )  - - v(i(t)) 
&&(t)) = l i r n  -----------__r_ 
h - A-tO 
av and if at = 0, i s  given by t h e  fo l lov ing  vers ion  of E q .  ( 3 . 1 . 4 )  
(3.1.1) 
(A. 3) 
We are i n t e r e s t e d  i n  t h e  evolu t ion  of t he  quan t i ty  
X 
. .  
E[x I x 1 as a func t ion  of time. 
For any s r b i t r a r y  matr ix ,  A ,  we can r e l a t e  the scalar V to t h e  desired 
quan t i ty  X as fol lows:  F i r s t  d e f i n e  V(&) by 
(A. 4 )  1 AT T h  1 T 3 ^T 2 -  - * 2  v(g) = - x (A + A )x = - t race E(A+A 1fi.x I 
A 
(A.5) T Hence E[V(x)] - = 2 trace I(M-A 1x1 = trace MXI 
. 
- Now the  evo lu t ion  of t h e  q u a n t i t y  E[V(x)] is given by 
= E [ d V )  (A. 6 )  I E[V(c( tbd) ) ]  - V(;(t))  A h &- E[V(x)’J d t  
Hence f rorn Eqs. (A. 5) and ( 8 . 6 )  it follows t h a t  
143 . 
T T T = trace (A[FX + XF 4- R 4 B 4- CE C } 
0 
Thus 
X = F X + X F  + B + B  + C E o C  
In Eq. (6 .1.7)  
* T T T 
or from Eq.(6.1,5) 
B = i . ( b  d 4- b d T, u -1-1 -2-2 
( A . 9 )  
(A. 10) 
(A.  11) 
Hence Eq. (6.1.7) f o l l o w s  f r o n  ( A , l S - ) .  
14 4 
Consider aga in  T-q. (A.1)  
- x = F x - f - C e + h  - -  (A.1) 




E [ h ] = O  i f  E [ x ] = O  - (B f) 
A 
Recell t h a t  t y p i c a l l y  L -  h = d u = d sgn s o  t h a t  condi t ion(  B . l )  
w i l l  always be s a t i s f i e d .  L e t  V be t h e  s c a l a r  func t ion  
and l c t  V be def ined  by 
,T A W = E[V]  = E [  - -  4 x ] so t h a t  I?(O) = C by assumption. (B .3 )  
We now show t h a t  W I = 0. Frorn the weak d i f f 2 r e i i t i a l  opcrn tor  of Eq . 
(A* 3) 
(E. 4 )  
' T  x'v = &  (F - x 4- h> 
Consequently , 
-From Eq.  ( B . 1 )  - dW (0) - . Since W(0) = 0 a l s o  2nd s i n c e  - 0  - dt 
W 
Consequently, s i n c e  . L- is. a r b i t r a r y  E [  5 3 z 0 . .  
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