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Abstract
This note collects a number of standard statements in Riemannian geometry and in Sobolev-
space theory that play a prominent role in analytic approaches to symplectic topology. These
include relations between connections and complex structures, estimates on exponential-like
maps, and dependence of constants in Sobolev and elliptic estimates.
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1
1 Connections in real vector bundles
1.1 Connections and splittings
Suppose M is a smooth manifold and π : E−→M is a vector bundle. Trivializations of M induce
a bundle inclusion π∗E−→TE so that the sequence of vector bundles over E
0 −→ π∗E −→ TE dπ−→ π∗TM −→ 0 (1.1)
is exact. For each f ∈C∞(M), define
mf : E −→ E by mf (v) = f
(
π(v)) · v ∀ v∈E. (1.2)
We then have a commutative diagram
0 // π∗E //
π∗mf

TE
dπ
//
dmf

π∗TM //
id

0
0 // π∗E // m∗fTE
dπ
// π∗TM // 0
(1.3)
of bundle maps over E.
A connection in E is an R-linear map
∇ : Γ(M ;E) −→ Γ(M ;T ∗M⊗RE) s.t. ∇(fξ) = df⊗ξ+f∇ξ ∀ f ∈C∞(M), ξ∈Γ(M ;E). (1.4)
The Leibnitz property implies that any two connections in E differ by a one-form on M . In other
words, if ∇ and ∇˜ are connections in E there exists
θ ∈ Γ(M ;T ∗M⊗RHomR(E,E)) s.t.
∇˜vξ = ∇vξ +
{
θ(v)
}
ξ ∀ ξ∈Γ(M ;E), v∈TxM, x∈M. (1.5)
A connection ∇ in E is a local operator, i.e. the value of ∇ξ at a point x∈M depends only on the
restriction of ξ to any neighborhood U of x. If f is a smooth function on M supported in U such
that f(x)=1, then
∇ξ∣∣
x
= ∇(fξ)∣∣
x
− dxf⊗ξ(x) (1.6)
by (1.4). The right-hand side of (1.6) depends only on ξ|U.
In fact, a connection ∇ in E is a first-order differential operator. Suppose U is an open subset of
M and ξ1, . . . , ξn∈Γ(U;E) is a frame for E on U, i.e.
ξ1(x), . . . , ξn(x) ∈ Ex
is a basis for Ex for all x∈U. By definition of ∇, there exist
θkl ∈ Γ(M ;T ∗M) s.t. ∇ξl =
k=n∑
k=1
ξkθ
k
l ≡
k=n∑
k=1
θkl ⊗ξk ∀ l=1, . . . , n.
2
We will call
θ ≡ (θkl )k,l=1,...,n ∈ Γ(Σ;T ∗M⊗RMatnR)
the connection one-form of ∇ with respect to the frame (ξk)k. For an arbitrary section
ξ =
l=n∑
l=1
f lξl ∈ Γ(U;E),
by (1.4) we have
∇ξ =
k=n∑
k=1
ξk
(
dfk +
l=n∑
l=1
θkl f
l
)
, i.e. ∇(ξ · f t) = ξ · {d + θ}f t, (1.7)
where ξ = (ξ1, . . . , ξn), f = (f
1, . . . , fn). (1.8)
Thus, ∇ is a first-order differential operator. It is immediate from (1.4) that the symbol of ∇ is
given by
σ∇ : T ∗M −→ Hom
(
E,T ∗M⊗RE
)
,
{
σ∇(η)
}
(f) = η ⊗ f.
Since M⊂E as the zero section, there is a natural splitting
TE|M ≈ TM ⊕ E (1.9)
of the exact sequence (1.1) restricted to M . If x∈M and ξ∈Γ(M ;E) is such that ξ(x)=0, then
∇ξ∣∣
x
= π2|x ◦ dxξ , (1.10)
where π2|x : TxE −→Ex is the projection onto the second component in (1.9). This observation
follows from (1.5), as well as from (1.7).
Lemma 1.1. Suppose M is a smooth manifold and π : E−→M is a vector bundle. A connection ∇
in E induces a splitting
TE ≈ π∗TM ⊕ π∗E (1.11)
of the exact sequence (1.1) extending the splitting (1.9) such that
∇ξ∣∣
x
= π2|x ◦ dxξ ∀ ξ∈Γ(M ;E), x∈M, (1.12)
where π2|x : TxE−→Ex is the projection onto the second component in (1.11), and
dmt ≈ π∗id⊕ π∗mt ∀ t∈R, (1.13)
i.e. the splitting is consistent with the commutative diagram (1.3).
Proof: For each x∈M and v∈Ex, choose ξ∈Γ(M ;E) such that ξ(x)=v and let
TvE
h = Im {dξ−∇ξ}∣∣
x
⊂ TvE.
Since π◦ξ=idM ,
dvπ ◦
{
dξ−∇ξ} = idTxM =⇒ TvE ≈ TvEh ⊕ Ex ≈ TxM ⊕ Ex.
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If v=0, then by (1.10)
TvE
h = TvM.
If v 6=0, ζ ∈Γ(M ;E) is another section such that ζ(x)=v, and U is sufficiently small, then ζ=fξ
for some f ∈C∞(U) with f(x)=1 and thus
{dζ−∇ζ}∣∣
x
= {d(fξ)−∇(fξ)}∣∣
x
=
{
dxf⊗ξ(x)+f(x)dxξ
}− {dxf⊗ξ(x)+f(x)∇ξ|x}
=
{
dξ−∇ξ}∣∣
x
.
The second equality above is obtained by considering a trivialization of E near x. Thus, TvE
h
is independent of the choice of ξ and we obtain a well-defined splitting (1.11) of (1.1) that satis-
fies (1.12) and extends (1.9).
It remains to verify (1.13). Since π◦mt=π, dπ◦dmt=dπ, i.e. the first component of dmt vanishes
on TE and is the identity on π∗TM . On the other hand, if ξ∈Γ(M ;E) and x∈M , then
Ttξ(x)E
h ≡ Im{d(mt◦ξ)−∇(tξ)}∣∣x = Im{dmt◦dξ−mt∇ξ}∣∣x = Imdmt ◦ {dξ−∇ξ}∣∣x
≡ dmt
(
Ttξ(x)E
h
)
.
The last equality on the first line follows from (1.3). These two observations imply (1.13).
1.2 Metric-compatible connections
Suppose E−→M is a smooth vector bundle. Let g be a metric on E, i.e.
g ∈ Γ(M ;E∗⊗RE∗) s.t. g(v,w) = g(w, v), g(v, v) > 0 ∀ v,w ∈ Ex, v 6=0, x∈M.
A connection ∇ in E is g-compatible if
d
(
g(ξ, ζ)
)
= g(∇ξ, ζ) + g(ξ,∇ζ) ∈ Γ(M ;T ∗M) ∀ ξ, ζ ∈ Γ(M ;E).
Suppose U is an open subset ofM and ξ1, . . . , ξn∈Γ(U;E) is a frame for E on U. For i, j=1, . . . , n,
let
gij = g(ξi, ξj) ∈ C∞(U).
If ∇ is a connection in E and θkl is the connection one-form for ∇ with respect to the frame {ξk}k,
then ∇ is g-compatible on U if and only if
k=n∑
k=1
(
gikθ
k
j + gjkθ
k
i
)
= dgij ∀ i, j = 1, 2, . . . , n. (1.14)
1.3 Torsion-free connections
If M is a smooth manifold, a connection ∇ in TM is torsion-free if
∇XY −∇YX = [X,Y ].
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If (x1, . . . , xn) : U−→Rn is a coordinate chart on M , let
∂
∂x1
, . . . ,
∂
∂xn
∈ Γ(U;TM)
be the corresponding frame for TM on U. If∇ is a connection in TM , the corresponding connection
one-form θ can be written as
θkj =
i=n∑
i=1
Γkijdx
i, where ∇∂/∂xi
∂
∂xj
=
k=n∑
k=1
Γkij
∂
∂xk
.
The connection ∇ is torsion-free on TM |U if and only if
Γkij = Γ
k
ji ∀ i, j, k = 1, . . . , n. (1.15)
Lemma 1.2. If (M,g) is a Riemannian manifold, there exists a unique torsion-free g-compatible
connection ∇ in TM .
Proof: (1) Suppose ∇ and ∇˜ are torsion-free g-compatible connections in TM . By (1.5), there
exists
θ ∈ Γ(M ;T ∗M⊗RHomR(TM,TM)) s.t.
∇˜XY −∇XY =
{
θ(X)
}
Y ∀ Y ∈Γ(M ;TM), X∈TxM, x∈M.
Since ∇ and ∇˜ are torsion-free,{
θ(X)
}
Y =
{
θ(Y )
}
X ∀ X,Y ∈ TxM, x∈M. (1.16)
Since ∇ and ∇˜ are g-compatible,

g
({θ(X)}Y,Z) + g(Y, {θ(X)}Z) = 0
g
({θ(Y )}X,Z) + g(X, {θ(Y )}Z) = 0
g
({θ(Z)}X,Y )+ g(X, {θ(Z)}Y ) = 0
∀ X,Y,Z ∈ TxM, x∈M. (1.17)
Adding the first two equations in (1.17), subtracting the third, and using (1.16) and the symmetry
of g, we obtain
2g
({θ(X)}Y,Z) = 0 ∀ X,Y,Z ∈ TxM, x∈M =⇒ θ ≡ 0.
Thus, ∇˜=∇.
(2) Let (x1, . . . , xn) : U−→Rn be a coordinate chart on M . With notation as in the paragraph
preceding Lemma 1.2, ∇ is g-compatible on TM |U if and only if
l=n∑
l=1
(
gilΓ
l
kj + gjlΓ
l
ki
)
= ∂xkgij ; (1.18)
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see (1.14). Define a connection ∇ in TM |U by
Γkij =
1
2
l=n∑
l=1
gkl
(
∂xigjl + ∂xjgil − ∂xlgij
) ∀ i, j, k = 1, . . . , n,
where gij is the (i, j)-entry of the inverse of the matrix (gij)i,j=1,...,n. Since gij = gji, Γ
k
ij satisfies
(1.15); a direct computation shows that Γkij also satisfies (1.18). Therefore, ∇ is a torsion-free g-
compatible connection on TM |U. In this way, we can define a torsion-free g-compatible connection
on every coordinate chart. By the uniqueness property, these connections agree on the overlaps.
2 Complex structures
2.1 Complex linear connections
Suppose M is a smooth manifold and π : (E, i) −→M is a complex vector bundle. Similarly to
Subsection 1.1, there is an exact sequence of vector bundles
0 −→ π∗E −→ TE dπ−→ π∗TM −→ 0 (2.1)
over E. If f ∈C∞(M ;C) and mf : E−→E is defined as in (1.2), there is a commutative diagram
0 // π∗E //
π∗mf

TE
dπ
//
dmf

π∗TM //
id

0
0 // π∗E // m∗fTE
dπ
// π∗TM // 0
(2.2)
of bundle maps over E.
Suppose
∇ : Γ(M ;E) −→ Γ(M ;T ∗M⊗RE)
is a C-linear connection, i.e.
∇v(iξ) = i(∇vξ) ∀ ξ ∈ Γ(M ;E), v∈TM.
If U is an open subset of M and ξ1, . . . , ξn∈Γ(U;E) is a C-frame for E on U, then there exist
θkl ∈ Γ(M ;T ∗M) s.t. ∇ξl =
k=n∑
k=1
ξkθ
k
l ≡
k=n∑
k=1
θkl ⊗ξk ∀ l=1, . . . , n.
We will call
θ ≡ (θkl )k,l=1,...,n ∈ Γ(Σ;T ∗M⊗RMatnC)
the complex connection one-form of ∇ with respect to the frame (ξk)k. For an arbitrary section
ξ =
l=n∑
l=1
f lξl ∈ Γ(U;E),
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by (1.4) and C-linearity of ∇ we have
∇ξ =
k=n∑
k=1
ξk
(
dfk +
l=n∑
l=1
θkl f
l
)
, i.e. ∇(ξ · f t) = ξ · {d + θ}f t, (2.3)
where ξ and f are as (1.8).
Let g be a hermitian metric on E, i.e.
g ∈ Γ(M ; HomC(E¯⊗CE,C)) s.t. g(v,w) = g(w, v), g(v, v) > 0 ∀ v,w ∈ Ex, v 6=0, x∈M.
A C-linear connection ∇ in E is g-compatible if
d
(
g(ξ, ζ)
)
= g(∇ξ, ζ) + g(ξ,∇ζ) ∈ Γ(M ;T ∗M⊗RC) ∀ ξ, ζ ∈ Γ(M ;E).
With notation as in the previous paragraph, let
gij = g(ξi, ξj) ∈ C∞(U;C) ∀ i, j=1, . . . , n.
Then ∇ is g-compatible on U if and only if
k=n∑
k=1
(
gikθ
k
j + g¯jkθ¯
k
i
)
= dgij ∀ i, j = 1, 2, . . . , n. (2.4)
2.2 Generalized ∂¯-operators
If (Σ, j) is an almost complex manifold, let
T ∗Σ0,1 ≡ {η∈T ∗Σ⊗RC : η ◦ j = i η} and T ∗Σ0,1 ≡ {η∈T ∗Σ⊗RC : η ◦ j = −i η}
be the bundles of C-linear and C-antilinear 1-forms on Σ. If (Σ, j) and (M,J) are smooth almost
complex manifolds and u : Σ−→M is a smooth function, define
∂¯J,ju ∈ Γ
(
Σ;T ∗Σ0,1⊗Cu∗TM
)
by ∂¯J,ju =
1
2
(
du+ J ◦ du ◦ j). (2.5)
A smooth map u : (Σ, j)−→(M,J) will be called (J, j)-holomorphic if ∂¯J,ju=0.
Definition 2.1. Suppose (Σ, j) is an almost complex manifold and π : (E, i) −→ Σ is a complex
vector bundle. A ∂¯-operator on (E, i) is a C-linear map
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE)
such that
∂¯
(
fξ) = (∂¯f)⊗ξ + f(∂¯ξ) ∀ f ∈C∞(Σ), ξ∈Γ(Σ;E), (2.6)
where ∂¯f= ∂¯i,jf is the usual ∂¯-operator on complex-valued functions.
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Similarly to Subsection 1.1, a ∂¯-operator on (E, i) is a first-order differential operator. If U is an
open subset of M and ξ1, . . . , ξn∈Γ(U;E) is a C-frame for E on U, then there exist
θkl ∈ Γ(Σ;T ∗Σ0,1) s.t. ∂¯ξl =
k=n∑
k=1
ξkθ
k
l ≡
k=n∑
k=1
θkl ⊗ξk ∀ l=1, . . . , n.
We will call
θ ≡ (θkl )k,l=1,...,n ∈ Γ(Σ;T ∗Σ0,1⊗CMatnC)
the connection one-form of ∂¯ with respect to the frame (ξk)k. For an arbitrary section
ξ =
l=n∑
l=1
f lξl ∈ Γ(U;E),
by (2.6) we have
∂¯ξ =
k=n∑
k=1
ξk
(
∂¯fk +
l=n∑
l=1
θkl f
l
)
, i.e. ∂¯
(
ξ · f t) = ξ · {∂¯ + θ}f t, (2.7)
where ξ and f are as in (1.8). It is immediate from (2.6) that the symbol of ∂¯ is given by
σ∂¯ : T
∗Σ −→ HomC
(
E,T ∗Σ0,1⊗CE
)
,
{
σ∂¯(η)
}
(f) =
(
η + i η ◦ j)⊗ f.
In particular, ∂¯ is an elliptic operator (i.e. σ∂¯(η) is an isomorphism for η 6=0) if (Σ, j) is a Riemann
surface.
Lemma 2.2. Suppose (Σ, j) is an almost complex manifold and π : (E, i)−→Σ is a complex vector
bundle. If
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE)
is a ∂¯-operator on (E, i), there exists a unique almost complex structure J=J∂¯ on (the total space
of) E such that π is a (j, J)-holomorphic map, the restriction of J to the vertical tangent bundle
TEv≈π∗E agrees with i, and
∂¯J,jξ = 0 ∈ Γ(U;T ∗Σ0,1⊗Cξ∗TE) ⇐⇒ ∂¯ξ = 0 ∈ Γ(U;T ∗Σ0,1⊗CE) (2.8)
for every open subset U of Σ and ξ∈Γ(U;E).
Proof: (1) With notation as above, define
ϕ : U×Cn −→ E|U by ϕ(x, c1, . . . , cn) = ξ(x) · ct ≡
k=n∑
k=1
ckξk(x) ∈ Ex.
The map ϕ is a trivialization of E over U. If J≡J∂¯ is an almost complex structure on E, let J˜ be
the almost complex structure on U×Cn given by
J˜(x,c) =
{
d(x,c)ϕ
}−1 ◦ Jϕ(x,c) ◦ d(x,c)ϕ ∀ (x, c) ∈ U×Cn. (2.9)
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The almost complex structure J restricts to i on TEv if and only if
J˜(x,c)w = iw ∈ TcCn ⊂ T(x,c)(U×Cn) ∀ w ∈ TcCn. (2.10)
If J restricts to i on TEv, the projection π is (j, J)-holomorphic on E|U if and only if there exists
J˜vh ∈ Γ(U×Cn; HomR(π∗UTU, π∗CnTCn)) s.t.
J˜(x,c)w = jxw + J˜
vh
(x,c)w ∀ w ∈ TxU ⊂ T(x,c)(U×Cn). (2.11)
If ξ∈Γ(U;E), let
ξ˜ ≡ ϕ−1 ◦ ξ ≡ (idU, f), where f ∈ C∞(U;Cn).
By (2.9)-(2.11),
2 ∂¯J,jξ
∣∣
x
= dξ˜(x)ϕ ◦ 2∂¯J˜ ,jξ˜
∣∣
x
= dξ˜(x)ϕ ◦
{(
IdTxU,dxf
)
+ J˜ξ˜(x) ◦
(
IdTxU,dxf
) ◦ jx}
= dξ˜(x)ϕ ◦
(
0, 2 ∂¯f |x + J˜vhξ˜(x) ◦ jx
)
.
(2.12)
On the other hand, by (2.7),
∂¯ξ|x = ∂¯(ξ · f t
)∣∣
x
= ξ(x) · {∂¯+θ}f t∣∣
x
= ϕ
(
∂¯f |x + θx · f(x)t
)
.
(2.13)
By (2.12) and (2.13), the property (2.8) is satisfied for all ξ∈Γ(U;E) if and only if
J˜vh(x,c) = 2
(
θx · ct
) ◦ (−jx) = 2i θx · ct ∀ (x, c) ∈ U×Cn.
In summary, the almost complex structure J=J∂¯ on E has the three desired properties if and only
if for every trivialization of E over an open subset U of Σ
J˜(x,c)
(
w1, w2
)
=
(
jxw1, iw2 + 2iθx(w1) · ct
)
(2.14)
∀ (x, c) ∈ U×Cn, (w1, w2) ∈ TxU⊕TcCn = T(x,c)(U×Cn),
where J˜ is the almost complex structure on U×Cn induced by J via the trivialization and θ is the
connection-one form corresponding to ∂¯ with respect to the frame inducing the trivialization.
(2) By (2.14), there exists at most one almost complex structure J satisfying the three properties.
Conversely, (2.14) determines such an almost complex structure on E. Since
J˜2(x,c)
(
w1, w2
)
= J˜(x,c)
(
jw1, iw2 + 2iθx(w1) · ct
)
=
(
j2w1, i
(
iw2 + 2iθx(w1) · ct
)
+ 2iθx(jw1) · ct
)
= −(w1, w2),
J˜ is indeed an almost complex structure on E. The almost complex structure induced by J˜ on E|U
satisfies the three properties by part (a). By the uniqueness property, the almost complex structures
on E induced by the different trivializations agree on the overlaps. Therefore, they define an almost
complex structure J=J∂¯ on the total space of E with the desired properties.
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2.3 Connections and ∂¯-operators
Suppose (Σ, j) is an almost complex manifold, π : (E, i)−→Σ is a complex vector bundle, and
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE)
is a ∂¯-operator on (E, i). A C-linear connection ∇ in (E, i) is ∂¯-compatible if
∂¯ξ = ∂¯∇ξ ≡ 1
2
(∇ξ + i∇ξ ◦ j) ∀ ξ∈Γ(M ; Σ). (2.15)
Lemma 2.3. Suppose (Σ, j) is an almost complex manifold, π : (E, i) −→ Σ is a complex vector
bundle,
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE)
is a ∂¯-operator on (E, i), and J∂¯ is the complex structure in the vector bundle TE−→E provided
by Lemma 2.2. A C-linear connection ∇ in (E, i) is ∂¯-compatible if and only if the splitting (1.11)
determined by ∇ respects the complex structures.
Proof: Since J∂¯ = π
∗i on π∗E ⊂ TE, the splitting (1.11) determined by ∇ respects the complex
structures if and only if
J∂¯ |v ◦
{
dξ −∇ξ}∣∣
x
=
{
dξ −∇ξ}∣∣
x
◦ jx : TxΣ −→ TvE
for all x∈Σ, v∈Ex, and ξ∈Γ(Σ;E) such that ξ(x)=0; see the proof of Lemma 1.1. This identity
is equivalent to
∂¯J∂¯ ,jξ = ∂¯∇ξ ∀ ξ ∈ Γ(Σ;E). (2.16)
On the other hand, by the proof of Lemma 2.2,
∂¯J∂¯ ,jξ = ∂¯ξ ∀ ξ ∈ Γ(Σ;E); (2.17)
see (2.12)-(2.14). The lemma follows immediately from (2.16) and (2.17).
2.4 Holomorphic vector bundles
Let (Σ, j) be a complex manifold. A holomorphic vector bundle (E, i) on (Σ, j) is a complex vector
bundle with a collection of trivializations that overlap holomorphically.
A collection of holomorphically overlapping trivializations of (E, i) determines a holomorphic struc-
ture J on the total space of E and a ∂¯-operator
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE).
The latter is defined as follows. If ξ1, . . . , ξn is a holomorphic complex frame for E over an open
subset U of M , then
∂¯
k=n∑
k=1
fkξk =
k=n∑
k=1
∂¯fk⊗ξk ∀ f1, . . . , fk ∈ C∞(U;C).
In particular, for all ξ∈Γ(M ;E)
∂¯J,jξ = 0 ⇐⇒ ∂¯ξ = 0.
Thus, J=J∂¯ ; see Lemma 2.2.
10
Lemma 2.4. Suppose (Σ, j) is a Riemann surface and π : (E, i)−→Σ is a complex vector bundle.
If
∂¯ : Γ(Σ;E) −→ Γ(Σ;T ∗Σ0,1⊗CE)
is a ∂¯-operator on (E, i), the almost complex structure J=J∂¯ on E is integrable. With this complex
structure, π : E−→Σ is a holomorphic vector bundle and ∂¯ is the corresponding ∂¯-operator.
Proof: By (2.8), it is sufficient to show that there exists a (J, j)-holomorphic local section through
every point v∈E, i.e. there exist a neighborhood U of x≡π(v) in Σ and ξ∈Γ(U;E) such that
ξ(x) = v and ∂¯J,jξ = 0.
By Lemma 2.2 and (2.13), this is equivalent to showing that the equation{
∂¯ + θ
}
f t = 0, f(x) = v, f ∈ C∞(U;Cn), (2.18)
has a solution for every v∈Cn. We can assume that U is a small disk contained in S2. Let
η : S2 −→ [0, 1]
be a smooth function supported in U and such that η≡1 on a neighborhood of x. Then,
ηθ ∈ Γ(S2; (T ∗S2)0,1⊗CMatnC).
Choose p>2. The operator
Θ : Lp1(S
2;Cn) −→ Lp(S2; (T ∗S2)0,1⊗CCn)⊕ Cn, Θ(f) = (∂¯i,jf, f(x)),
is surjective. If η has sufficiently small support, so is the operator
Θη : L
p
1(S
2;Cn) −→ Lp(S2; (T ∗S2)0,1⊗CCn)⊕ Cn, Θη(f) = ({∂¯i,j+ηθ}f, f(x)).
Then, the restriction of Θ−1η (0, v) to a neighborhood of x on which η≡1 is a solution of (2.18). By
elliptic regularity, Θ−1η (0, v)∈C∞(S2;Cn).
2.5 Deformations of almost complex submanifolds
If (M,J) is a complex manifold, holomorphic coordinate charts on (M,J) determine a holomorphic
structure in the vector bundle (TM, i)−→M . If (Σ, j)⊂ (M,J) is a complex submanifold, holo-
morphic coordinate charts on Σ can be extended to holomorphic coordinate charts on M . Thus,
the holomorphic structure in TΣ−→ Σ induced from (Σ, j) is the restriction of the holomorphic
structure in TM |Σ. It follows that
∂¯M = ∂¯Σ : Γ(Σ;TΣ) −→ Γ(Σ;T ∗Σ0,1⊗CTΣ) ⊂ Γ
(
Σ;T ∗Σ0,1⊗CTM |Σ
)
,
where ∂¯M and ∂¯Σ are the ∂¯-operators in TM |Σ and TΣ induced from the holomorphic structures
in Σ and M . Therefore, ∂¯M descends to a ∂¯-operator on the quotient
∂¯ : Γ(Σ;NMΣ) = Γ(Σ;TM |Σ)
/
Γ(Σ;TΣ) −→ Γ(Σ;T ∗Σ0,1⊗CNMΣ),
where
NMΣ ≡ TM |Σ
/
TΣ −→ Σ
11
is the normal bundle of Σ in M . This vector bundle inherits a holomorphic structure from that
of TM |Σ and Σ. The above ∂¯-operator on NM is the ∂¯-operator corresponding to this induced
holomorphic structure on NMΣ.
Suppose (M,J) is an almost complex manifold and (Σ, j)⊂(M,J) is an almost complex submani-
fold. Let ∇ be a torsion-free connection in TM . Define
DJ ;Σ : Γ(Σ;TM |Σ) −→ Γ(Σ;T ∗Σ0,1⊗CTM |Σ) by
DJ ;Σξ =
1
2
(∇ξ + J ◦ ∇ξ ◦ j)− 1
2
J ◦ ∇ξJ : TΣ −→ TM |Σ. (2.19)
If ∇ is the Levi-Civita connection (the connection of Lemma 1.2) for a J-compatible metric on M
(and Σ is a Riemann surface), then DJ ;Σ is the linearization of the ∂¯J -operator at the inclusion
map ι : Σ−→M ; see [4, Proposition 3.1.1].
In fact, DJ ;Σ is independent of the choice of a torsion-free connection in TM . Let
∇˜ = ∇+ θ, θ ∈ Γ(M ;T ∗M⊗RHomR(TM,TM)), (2.20)
be another torsion-free connection; see (1.5). Since ∇˜ and ∇ are torsion-free connections,{
θ(X)
}
Y =
{
θ(Y )
}
X ∀X,Y ∈TxM, x∈M. (2.21)
If x∈M and X,Y ∈Γ(M ;TM),{∇Y J}X = ∇Y (JX) − J∇YX , {∇˜Y J}X = ∇˜Y (JX) − J∇˜YX =⇒{∇˜Y J}X − {∇Y J}X = {θ(Y )}(JX)− J{θ(Y )}X = {θ(JX)}Y − J{θ(X)}Y (2.22)
by (2.20) and (2.21). On the other hand, by (2.20) for all X∈TΣ and ξ∈Γ(Σ;TM |Σ),{∇˜ξ + J ◦ ∇˜ξ ◦ j}(X)− {∇ξ + J ◦ ∇ξ ◦ j}(X) = {θ(X)}ξ + J{θ(jX)}ξ
= J
({
θ(JX)
}
ξ − J{θ(X)}ξ), (2.23)
since j=J |TΣ and J2=−Id. By (2.22) and (2.23), DJ,Σ is independent of the choice of torsion-free
connection ∇.
Since any torsion-free connection on Σ extends to a torsion-free connection on M , the above
observation implies that
DJ ;Σ : Γ(Σ;TΣ) −→ Γ(Σ;T ∗Σ0,1⊗CTΣ) ⊂ Γ(Σ;T ∗Σ0,1⊗CTM |Σ). (2.24)
Thus, an almost complex submanifold (Σ, j) of an almost complex manifold (M,J) induces a well-
defined generalized Cauchy-Riemann operator1 on the normal bundle of Σ in M ,
DNJ ;Σ : Γ(Σ;NMΣ) −→ Γ(Σ;T ∗Σ0,1⊗CNMΣ), DNJ ;Σ
(
π(ξ)
)
= π
(
DJ ;Σ(ξ)
) ∀ ξ∈Γ(Σ;TM |Σ),
1see Section 4.3
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where π : TM |Σ−→NMΣ is the quotient projection map. The C-linear part of DNJ ;Σ determines a
∂¯-operator on the normal bundle of Σ in M :
∂¯NJ ;Σ : Γ(Σ;NMΣ) −→ Γ(Σ;T ∗Σ0,1⊗CNMΣ),
∂¯NJ ;Σ(ξ) =
1
2
(
DNJ ;Σ(ξ)− JDNJ ;Σ(Jξ)
) ∀ ξ∈Γ(Σ;NMΣ).
Both operators are determined by the almost complex submanifold (Σ, j) of the almost complex
manifold (M,J) only and are independent of the choice of torsion-free connection ∇ in (2.19).
Any connection ∇ in TM induces a J-linear connection in TM by
∇JXξ = ∇Xξ −
1
2
J(∇XJ)ξ ∀X∈TM, ξ∈Γ(M ;TM). (2.25)
If ∇ is as in (2.19),
{
DJ ;Σξ
}
(X) =
{
∂¯∇J ξ
}
(X) +AJ(X, ξ) − 1
4
{
(∇JξJ) + J(∇ξJ)
}
(X) (2.26)
for all ξ∈Γ(Σ;TM |Σ) and X∈TΣ, where AJ is the Nijenhuis tensor of J :
AJ(ξ1, ξ2) =
1
4
(
[ξ1, ξ2] + J [ξ1, Jξ2] + J [Jξ1, ξ2]− [Jξ1, Jξ2]
)
∀ ξ1, ξ2 ∈ Γ(M ;TM). (2.27)
Since the sum of the terms in the curly brackets in (2.26) is C-linear in ξ, while the Nijenhuis
tensor is C-antilinear, the C-linear operator
Γ(Σ;TM |Σ) −→ Γ(Σ;T ∗Σ0,1⊗CTM |Σ), ξ −→ ∂¯∇J (ξ)−
1
4
{
(∇JξJ) + J(∇ξJ)
}
, (2.28)
takes Γ(Σ;TΣ) to Γ(Σ;T ∗Σ0,1⊗CTΣ) by (2.24). Thus, it induces a ∂¯-operator on NMΣ and this
induced operator is ∂¯NJ ;Σ. If the image of the homomorphism
TM −→ T ∗Σ0,1 ⊗C TM |Σ , ξ −→ ∇ξJ − J∇JξJ ,
is contained in T ∗Σ0,1⊗CTΣ, then ∂¯∇J preserves TΣ and induces a ∂¯-operator ∂¯N∇J on NMΣ with
∂¯N∇J = ∂¯
N
J ;Σ. In this case,
DNJ ;Σ
(
π(ξ)
)
= π
(
∂¯∇J ξ +AJ(·, ξ)
)
: TΣ −→ NMΣ ∀ ξ∈Γ(Σ;TM |Σ).
This is the case in particular if J is compatible with a symplectic form ω on M and ∇ is the
Levi-Civita connection for the metric g(·, ·) = ω(·, J ·), as the sum in the curly brackets in (2.26)
then vanishes by [4, (C.7.5)].
It is immediate that AJ takes TΣ⊗RTΣ to TΣ and thus induces a bundle homomorphism
ANJ : TΣ⊗R NMΣ −→ NMΣ .
If ζ is any vector field on M such that ζ(x)=X∈TxΣ for some x∈Σ, then{
DJ ;Σξ}(X) = 1
2
(
[ζ, ξ] + J [Jζ, ξ]
)∣∣
x
,{
∂¯∇J (ξ)−
1
4
(
(∇JξJ) + J(∇ξJ)
)}
(X) =
1
4
(
[ζ, ξ] + J [Jζ, ξ]− J [ζ, Jξ] + [Jζ, Jξ])∣∣
x
,
(2.29)
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since∇ is torsion-free.2 These two identities immediately imply that the operators (2.19) and (2.28)
preserve TΣ⊂TM |Σ and thus induce operators
Γ(Σ;NMΣ) −→ Γ(Σ;T ∗Σ0,1⊗CNMΣ)
as claimed above.
If g is a J-compatible metric on TM |Σ and π⊥ : TM |Σ−→TΣ⊥ is the projection to the g-orthogonal
complement of TΣ in TM |Σ, the composition ∇⊥
Γ(Σ;TΣ⊥) →֒ Γ(Σ;TM |Σ) ∇J−→ Γ(Σ;T ∗Σ⊗RTM |Σ) π⊥−→ Γ(Σ;T ∗Σ⊗RTΣ⊥),
with ∇J as in (2.25), is a g-compatible J-linear connection in TΣ⊥. Via the isomorphism
π : TΣ⊥ −→ NMΣ, it induces a J-linear connection ∇N in NMΣ which is compatible with the
metric gN induced via this isomorphism from g|TΣ⊥ . If the image of the homomorphism
TΣ⊥ −→ T ∗Σ0,1 ⊗C TM |Σ , ξ −→ ∇ξJ − J∇JξJ , (2.30)
is contained in T ∗Σ0,1⊗C TΣ, then ∂¯∇N = ∂¯NJ ;Σ and so
DNJ ;Σ
(
π(ξ)
)
= π
(
∂¯∇⊥ξ +AJ(·, ξ)
)
: TΣ −→ NMΣ ∀ ξ∈Γ(Σ;TΣ⊥).
This is the case if Σ is a divisor in M , i.e. rkCN = 1, since (∇ζJ)ξ is g-orthogonal to ξ and Jξ for
all ξ, ζ∈TxM and x∈M by [4, (C.7.1)]. This is also the case if J is compatible with a symplectic
form ω on M and g(·, ·)=ω(·, J ·), as the homomorphism (2.30) is then trivial by [4, (C.7.5)].
3 Riemannian geometry estimates
This section is based on [1, Chapter 1] and [2, Section 3] and culminates in a Poincare lemma
for closed curves in Proposition 3.6 and an expansion for the ∂¯-operator in Proposition 3.13. If
u : Σ−→M is a smooth map between smooth manifolds and E−→M is a smooth vector bundle,
let
Γ(u;E) = Γ(Σ;u∗E), Γ1(u;E) = Γ(Σ;T ∗Σ⊗Ru∗E).
We denote the subspace of compactly supported sections in Γ(u;E) by Γc(u;E).
An exponential-like map on a smooth manifold M is a smooth map exp : TM −→ M such that
exp |M =idM and
dx exp =
(
idTxM idTxM
)
: Tx(TM) = TxM ⊕ TxM −→ TxM ∀ x∈M,
where the second equality is the canonical splitting of Tx(TM) into the horizontal and vertical
tangent space along the zero section. Any connection ∇ in TM gives rise to a smooth map
exp∇ : W −→M from some neighborhood W of the zero section M in TM ; see [1, Section 1.3]. If
η : TM −→R is a smooth function which equals 1 on a neighborhood of M in TM and 0 outside
of W , then
exp: TM −→M, v −→ exp∇ (η(v)v),
2Since LHS and RHS of these identities depend only ξ and X=ζ(x), and not on ζ, it is sufficient to verify them
under the assumption that ∇ζ|x=0.
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is an exponential-like map. IfM is compact, thenW can be taken to be all of TM and exp=exp∇.
If (M,g, exp) is a Riemannian manifold with an exponential-like map and x∈M , let rexp(x)∈R+
be the supremum of the numbers r∈R such that the restriction
exp:
{
v∈TxM : |v|<r
} −→M
is a diffeomorphism onto an open subset of M . Set
rgexp(x) = inf
{
dg(x, exp(v)) : v∈TxM, |v|=rexp(x)
} ∈ R+,
where dg is the metric on M induced by g. If K⊂M , let
rgexp(K) = inf
x∈K
rgexp(x);
this number is positive if K¯⊂M is compact.
3.1 Parallel transport
Let (E, 〈,〉,∇)−→M be a vector bundle, real or complex, with an inner-product 〈,〉 and a metric-
compatible connection ∇. If α : (a, b)−→M is a piecewise smooth curve, denote by
Πα : Eα(a) −→ Eα(b)
the parallel-transport map along α with respect to the connection ∇. If exp : TM −→M is an
exponential-like map, x∈M , and v∈TxM , let
Πv : Ex −→ Eexp(v)
be the parallel transport along the curve
γv : [0, 1] −→M, γv(t) = exp(tv).
If u : [a, b]×[c, d]−→M is a smooth map, let
Π∂u : Eu(a,c) −→ Eu(a,c)
be the parallel transport along u restricted to the boundary of the rectangle traversed in the positive
direction. If u : Σ−→M is any smooth map, ∇ induces a connection
∇u : Γ(u;E) −→ Γ1(u;E)
in the vector bundle u∗E−→Σ. If α is a smooth curve as above and ζ∈Γ(α;E), let
D
dt
ζ = ∇α∂tζ ∈ Γ(α;E),
where ∂t is the standard unit vector field on R.
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d
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Figure 1: Extending a basis {vi} for Eu(a,c) to a frame {ζi} over [a, b]×[c, d]
Lemma 3.1. If (M,g) is a Riemannian manifold and (E, 〈,〉,∇) is a normed vector bundle with
connection over M , for every compact subset K ⊂M there exists CK ∈ R+ such that for every
smooth map u : [a, b]×[c, d]−→M with Imu⊂K
|Π∂u − I| ≤ CK
∫ d
c
∫ b
a
|us||ut|dsdt,
where the norm of (Π∂u−I)∈End(Eu(a,c)) is computed with respect to the inner-product in Eu(a,c).
Proof: (1) Choose an orthonormal frame {vi} for Eu(a,c). Extend each vi to
ξi ∈ Γ
(
u|a×[c,d];E
)
by parallel-transporting along the curve t−→u(a, t) and then to ζi∈Γ(u;E) by parallel-transporting
ξi(a, t) along the curve s−→u(s, t); see Figure 1. By construction,
D
ds
ζi = 0 ∈ Γ(u;E).
Let A be the matrix-valued function on [a, b]×[c, d] such that
D
dt
ζi
∣∣∣
(s,t)
=
l=k∑
l=1
Ail(s, t)ζl(s, t), (3.1)
where k is the rank of E. Note that Aij(a, t) = 0 and
〈R∇(us, ut)ζi, ζj〉 =
〈
D
ds
D
dt
ζi − D
dt
D
ds
ζi, ζj
〉
=
l=k∑
l=1
〈(
∂
∂s
Ail
)
ζl, ζj
〉
=
∂
∂s
Aij , (3.2)
where R∇ is the curvature tensor of the connection of ∇. Since K is compact and the image of u
is contained in K, it follows that
|Aij(b, t)| ≤ CK
∫ b
a
|us|(s,t)|ut|(s,t)ds. (3.3)
(2) The parallel transport of ζi along the curves
τ −→ u(τ, c), τ −→ u(τ, d), τ −→ u(a, τ)
16
is ζi itself. Thus, it remains to estimate the parallel transport of each ζi along the curve τ−→u(b, τ).
Let hij be the SOk-valued function (Uk-valued function if E is complex) on [c, d] such that
h(c) = I,
j=k∑
j=1
D
dt
(hijζj)
∣∣∣
(b,t)
= 0 ∀ i, t.
The second equation is equivalent to
j=k∑
j=1
h′ij(t)ζj(b, t) +
j=k∑
j=1
l=k∑
l=1
hij(t)Ajl(b, t)ζl(b, t) = 0 ⇐⇒ h′ = −hA(b, ·). (3.4)
Since (the real part of) the trace of (Aij) is zero by (3.2), equation (3.4) has a unique solution in
SOk (or Uk) such that h(c)=I. Furthermore, by (3.3)∣∣h(d) − I∣∣ ≤ ∫ d
c
|h′(t)|dt ≤
∫ d
c
|h||A|dt ≤ k2
∫ d
c
∫ b
a
CK |us||ut|dsdt. (3.5)
Since Π∂αvi=
∑j=k
j=1 hij(d)vj by the above, the lemma follows from equation (3.5).
Corollary 3.2. If (M,g) is a Riemannian manifold and (E, 〈,〉,∇) is a normed vector bundle with
connection over M , for every compact subset K ⊂M there exists CK ∈ R+ such that for every
smooth closed curve α : [a, b]−→M with Imα⊂K∣∣Πα − I∣∣ ≤ CK min (‖dα‖1, (b−a)‖dα‖22).
Proof: Let exp : TM −→ M be an exponential-like map. Since the group SOk (or Uk if E is
complex) is compact and
‖dα‖21 ≤ (b−a)‖dα‖22
by Ho¨lder’s inequality, it is enough to assume that
‖dα‖1 ≤ min(rgexp(K)/2, 1).
Thus, there exists
α˜ ∈ C∞([a, b];Tα(a)M) s.t. α(t) = exp(α˜(t)), |α˜(t)|α(a) < rexp(α(a)).
Define
u : [0, 1]×[a, b]−→K ⊂M by u(s, t) = exp (sα˜(t)).
Using
|α˜(t)| ≤ CKdg
(
α(a), α(t)
) ≤ CK‖dα‖1 ,
|α˜′(t)| = ∣∣{dα˜(t) exp}−1(α′(t))∣∣ ≤ CK |dtα| ,
we find that
us(s, t) =
{
dsα˜(t) exp
}(
α˜(t)
)
=⇒ |us|(s,t) ≤ C ′K‖dα‖1 ; (3.6)
ut(s, t) = s
{
dsα˜(t) exp
}(
α˜′(t)
)
=⇒ |ut|(s,t) ≤ C ′K |dtα|. (3.7)
Thus, by Lemma 3.1,
∣∣Πα − I∣∣ = ∣∣Π∂u − I∣∣ ≤ CK
∫ 1
0
∫ b
a
|us||ut|dsdt ≤ C ′K‖dα‖21 ≤ C ′K(b−a)‖dα‖22.
Since ‖dα‖1≤rgexp(K), it follows that |Πα−I|≤CK‖dα‖1.
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Corollary 3.3. If (M,g, exp) is a Riemannian manifold with an exponential-like map and (E, 〈,〉,∇)
is a normed vector bundle with connection over M , for every compact subset K ⊂M there exists
CK ∈C∞(R;R) such that for all x∈K and smooth maps α˜ : (−ǫ, ǫ)−→TxM and ξ : (−ǫ, ǫ)−→Ex∣∣∣∣Ddt
(
Πα˜(t)ξ(t)
)∣∣∣
t=0
−Πα˜(0)ξ′(0)
∣∣∣∣ ≤ CK(|α˜(0)|)|α˜(0)||α˜′(0)||ξ(0)|. (3.8)
Proof: Define
u : [0, 1]×[0, ǫ/2] −→ K ⊂M by u(s, t) = exp (sα˜(t)).
Let {vi} be an orthonormal basis for Ex. Extend each vi to
ζi ∈ Γ
(
u|[0,1]×t;E
)
by parallel-transporting along the curves s−→f(s, t). If
ξ(t) =
i=k∑
i=1
fi(t)vi ,
where k is the rank of E, then
Πα˜(t)ξ(t) =
i=k∑
i=1
fi(t)ζi(1, t) =⇒
D
dt
(
Πα˜(t)ξ(t)
)∣∣∣
t=0
=
i=k∑
i=1
f ′i(0)ζi(1, 0) +
i=k∑
i=1
fi(0)
D
dt
ζi(1, t)
∣∣∣
t=0
= Πα˜(0)ξ
′(0) +
i=k∑
i=1
fi(0)
D
dt
ζi(1, t)
∣∣∣
t=0
.
(3.9)
On the other hand, by (3.1), (3.3), and the first identities in (3.6) and (3.7),
∣∣∣D
dt
ζi(1, t)
∣∣∣
t=0
=
j=k∑
j=1
∣∣Aij(1, 0)∣∣ ≤ kC ′K(|α˜(0)|)
∫ 1
0
|us|(s,0)|ut|(s,0)ds
≤ CK
(|α˜(0)|)|α˜(0)||α˜′(0)|.
(3.10)
The claim follows from (3.9) and (3.10).
Remark 3.4. Note that (3.3) is applied with K replaced by the compact set
exp
({
v∈TxM : x∈K, |v|≤|α˜(0)|
})
;
thus, the constants C ′K(|α˜(0)|) and CK(|α˜(0)|) may depend on |α˜(0)|. If M is compact, then the
first constant does not depend on |α˜(0)|, since (3.3) can then be applied with K=M . The second
constant is then also independent of K and |α˜(0)| if exp=exp∇ for some connection ∇ in TM . So,
in this case, the function CK in (3.8) can be taken to be a constant independent of K.
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3.2 Poincare lemmas
Lemma 3.5. If ζ : S1−→Rk is a smooth function such that ∫ 2π0 ζ(θ)dθ=0,∫ 2π
0
|ζ(θ)|2dθ ≤
∫ 2π
0
|ζ ′(θ)|2dθ.
Proof: Write
ζ(θ) =
n<∞∑
n>−∞
ζne
inθ ;
see [6, Section 6.16]. Since ζ integrates to 0, ζ0=0. Thus,∫ 2π
0
|ζ(θ)|2dθ = 2π
n<∞∑
n>−∞
|ζn|2 ≤ 2π
n<∞∑
n>−∞
|nζn|2 =
∫ 2π
0
|ζ ′(θ)|2dθ.
Proposition 3.6. If (M,g) is a Riemannian manifold and (E, 〈,〉,∇) is a normed vector bundle
with connection over M , for every compact subset K⊂M there exists CK ∈R+ with the following
property. If α∈C∞(S1;M) is such that Imα⊂K and ξ, ζ∈Γ(α;E), then∣∣〈〈∇θξ, ζ〉〉∣∣ ≤ ‖∇θξ‖2‖∇θζ‖2 + CK min (‖dα‖1, ‖dα‖22)‖ξ‖2,1‖ζ‖2 ,
where ∇θ≡∇α∂θ is the covariant derivative with respect to the oriented unit field on S1 and all the
norms are computed with respect to the standard metric on S1.
Proof: Identify Eα(0) with R
k (or Ck), preserving the metric. Denote by so(Eα(0)) ≈ sok (or
u(Eα(0))≈ uk) the Lie algebra of the Lie group SO(Eα(0))≈ SOk (or of U(Eα(0))≈Uk). For each
χ∈so(Eα(0)) (or χ∈u(Eα(0))), let eχ∈SO(Eα(0)) (or eχ∈U(Eα(0))) be the exponential of χ. Given
v∈Eα(0), let ζv(θ)∈Eα(θ) denote the parallel transport of v along the curve t−→α(t) with 0≤ t≤θ.
By Corollary 3.2, there exists χ∈so(Eα(0)) (or χ∈u(Eα(0))) such that
|χ| ≤ CK min
(‖dα‖1, ‖dα‖22) and ζv(2π) = eχ(ζv(0)) = eχ(v) ∀ v∈Eα(0) . (3.11)
By the second statement in (3.11),
Ψ: S1×Eα(0) −→ α∗E , (θ, v) −→ ζe−θχ/2pi(v)(θ) ,
is a smooth isometry. Let Φ2=π2◦Ψ−1 : α∗E −→ Eα(0) and
ζ¯ =
1
2π
∫ 2π
0
{Φ2ζ}(θ)dθ ∈ Eα(0).
By Ho¨lder’s inequality and Lemma 3.5,∣∣〈〈∇θξ, ζ−Ψζ¯〉〉∣∣ ≤ ‖∇θξ‖2‖ζ−Ψζ¯‖2
= ‖∇θξ‖2‖Φ2ζ−ζ¯‖2 ≤ ‖∇θξ‖2‖d(Φ2ζ)‖2.
(3.12)
Note that
‖d(Φ2ζ)‖2 ≤ ‖∇θζ‖2 + |χ/2π|‖ζ‖2
≤ ‖∇θζ‖2 +CK min
(‖dα‖1, ‖dα‖22)‖ζ‖2. (3.13)
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On the other hand, by integration by parts, we obtain
〈〈∇θξ, ζ−Ψζ¯〉〉 = 〈〈∇θξ, ζ〉〉+ 〈〈ξ,∇θ(Ψζ¯)〉〉. (3.14)
Since Ψζ¯ is the parallel transport of eθχ/2π ζ¯,∣∣〈〈ξ,∇θ(Ψζ¯)〉〉∣∣ ≤ ‖ξ‖2‖∇θ(Ψζ¯)‖2 = ‖ξ‖2|χ/2π|∥∥Ψζ¯∥∥2
≤ CK min
(‖dα‖1, ‖dα‖22)‖ξ‖2‖ζ‖2. (3.15)
The proposition follows from equations (3.12)-(3.15).
Let BR,r⊂R2 denote the open annulus with radii r<R centered at the origin.
Corollary 3.7 (of Lemma 3.5). There exists C∈C∞(R;R) such that for all R∈R+
r∈(0, R], ζ∈C∞(BR,r;Rk),
∫
BR,r
ζ = 0 =⇒ ‖ζ‖1 ≤ C(R/r)R2‖dζ‖2.
Proof: It is sufficient to assume that k=1. Define
ξ : S1 −→ R by ξ(θ) =
∫ R
r
ζ(ρ, θ)ρdρ.
By Ho¨lder’s inequality and Lemma 3.5,(∫ 2π
0
∣∣∣∣
∫ R
r
ζ(ρ, θ)ρdρ
∣∣∣∣dθ
)2
≤ 2π
∫ 2π
0
∣∣ξ(θ)∣∣2dθ ≤ 2π ∫ 2π
0
∣∣ξ′(θ)∣∣2dθ
≤ 2π
∫ 2π
0
(∫ R
r
∣∣d(ρ,θ)ζ∣∣ρ2dρ
)2
dθ
≤ πR
4
2
∫ 2π
0
∫ R
r
∣∣d(ρ,θ)ζ∣∣2ρdρdθ = πR42 ‖dζ‖22 .
(3.16)
If the function ρ−→ζ(ρ, θ) does not change sign on (r,R), then∫ R
r
∣∣ζ(ρ, θ)∣∣ρdρ = ∣∣∣∣
∫ R
r
ζ(ρ, θ)ρdρ
∣∣∣∣.
On the other hand, if this function vanishes somewhere on (r,R), then
∣∣ζ(ρ, θ)∣∣ ≤ ∫ R
r
∣∣d(t,θ)ζ∣∣dt ∀ ρ =⇒
∫ R
r
∣∣ζ(ρ, θ)∣∣ρdρ ≤ R2
2
∫ R
r
∣∣d(t,θ)ζ∣∣dt .
Combining these two cases and using (3.16) and Ho¨lder’s inequality, we obtain∫ 2π
0
∫ R
r
∣∣ζ(ρ, θ)∣∣ρdρdθ ≤ ∫ 2π
0
∣∣∣∣
∫ R
r
ζ(ρ, θ)ρdρ
∣∣∣∣dθ + R22
∫ 2π
0
∫ R
r
∣∣d(ρ,θ)ζ∣∣dρdθ
≤
√
πR2√
2
‖dζ‖2 + R
2
2
‖dζ‖2
(∫ 2π
0
∫ R
r
ρ−1dρdθ
)1/2
=
√
π
2
(
1 +
√
ln(R/r)
)
R2‖dζ‖2 .
(3.17)
Remark 3.8. By Corollary 4.7 below, C can in fact be chosen to be a constant function. Corol-
lary 3.7 suffices for gluing J-holomorphic maps in symplectic topology, but Corollary 4.7 leads to
a sharper version of Proposition 4.14; see Remark 4.13.
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3.3 Exponential-like maps and differentiation
Let (M,g, exp,∇) be a smooth Riemannian manifold with an exponential-like map exp and con-
nection ∇ in TM , which is g-compatible, but not necessarily torsion-free. Let
T∇(ξ(x), ζ(x)
) ≡ (∇ξζ −∇ζξ − [ξ, ζ])∣∣x ∀x∈M, ξ, ζ∈Γ(M ;TM),
be the torsion tensor of ∇. If α: (−ǫ, ǫ)−→M is a smooth curve and ξ∈Γ(α;TM), put
Φα(0)
(
α′(0); ξ(0),
D
ds
ξ
∣∣∣
s=0
)
= Π−1ξ(0)
(
d
ds
exp
(
ξ(s)
)∣∣∣
s=0
)
= Π−1ξ(0)
({dξ(0) exp}(ξ′(0))),
where ξ′(0)∈Tξ(0)(TM) is the tangent vector to the curve ξ : (−ǫ, ǫ)−→TM at s=0.
Lemma 3.9. If (M,g, exp,∇) is a smooth Riemannian manifold with an exponential-like map and
a g-compatible connection, there exists C∈C∞(TM ;R) such that∣∣∣Φx(v;w0, w1)− (v+w1−T∇(v,w0))∣∣∣ ≤ C(w0)(|v||w0|2+|w0||w1|)
for all x∈M and v,w0, w1∈TxM .
Proof: Let α : (−ǫ, ǫ)−→M be a smooth curve and ξ∈Γ(α;TM) such that
α(0) = x, α′(0) = v, ξ(0) = w0,
D
ds
ξ(s)
∣∣∣
s=0
= w1.
Put
Fv,w0,w1(t) =
d
ds
exp
(
tξ(s)
)∣∣∣
s=0
= {dtw0 exp}
(
dw0mt(ξ
′(0))
)
,
Hv,w0,w1(t) = Πtw0
(
v+tw1−tT∇
(
v,w0)
)
,
where mt : TM−→TM is the scalar multiplication by t. Then,
Fv,w0,w1(0) =
d
ds
α(s)
∣∣∣
s=0
= v = Hv,w0,w1(0),
D
dt
Fv,w0,w1(t)
∣∣∣
t=0
=
D
ds
d
dt
exp
(
tξ(s)
)∣∣∣
t=0
∣∣∣
s=0
− T∇
(
v,w0
)
= w1 − T∇(v,w0) = D
dt
Hv,w0,w1(t)
∣∣∣
t=0
;
see Corollary 3.3. Since
F·,w0,·(t)−H·,w0,·(t) ∈ Hom(TxM⊕TxM,Texp(tw0)M),
combining the last two equations, we obtain∣∣Fv,w0,w1(t)−Hv,w0,w1(t)∣∣ ≤ C(w0, t)t2(|v|+|w1|) ∀ v,w0, w1∈TxM, x∈M, t∈R,
where C is a smooth function on TM×R. Since
Fv,w0,w1(t)−Hv,w0,w1(t) = Fv,tw0,tw1(1)−Hv,tw0,tw1(1),
we conclude that there exists C∈C∞(TM) such that∣∣Fv,w0,w1(1)−Hv,w0,w1(1)∣∣ ≤ C(w0)(|w0|2|v|+|w0||w1|) ∀ v,w0, w1∈TxM, x∈M, (3.18)
as claimed.
For any v,w0, w1∈TxM , let Φ˜x(v;w0, w1) = Φx(v;w0, w1)−
(
v+w1−T∇(v,w0)
)
.
21
Corollary 3.10. If (M,g, exp,∇) is a smooth Riemannian manifold with an exponential-like map
and a g-compatible connection, there exists C∈C∞(TM×M TM ;R) such that∣∣∣Φ˜x(v;w0, w1)−Φ˜x(v;w′0, w′1)∣∣∣
≤ C(w0, w′0)
((
(|w0|+ |w′0|)|v|+|w1|+|w′1|
)|w0−w′0|+ (|w0|+|w′0|)|w1−w′1|)
for all x∈M and v,w0, w1, w′0, w′1∈TxM .
Proof: By the proof of Lemma 3.9,
Φ˜(v;w0, w1) = Φ˜1(w0; v) + Φ˜2(w0;w1)
for some smooth bundle sections Φ˜1, Φ˜2 : TM −→ π∗TMHom(TM,TM) such that∣∣Φ˜1(w0; ·)∣∣ ≤ C1(w0)|w0|2 , ∣∣Φ˜2(w0; ·)∣∣ ≤ C2(w0)|w0| ∀ w0∈TM.
Thus, ∣∣Φ˜1(w0; ·)− Φ˜1(w′0; ·)∣∣ ≤ C ′1(w0, w′0)(|w0|+|w′0|)|w0−w′0|∣∣Φ˜2(w0; ·)− Φ˜2(w′0; ·)∣∣ ≤ C ′2(w0, w′0)|w0−w′0| ∀ w0, w
′
0∈TxM.
From the linearity of Φ˜1(w0; ·) and Φ˜2(w0; ·) in the second input, we conclude that∣∣Φ˜1(w0; v)− Φ˜1(w′0; v)∣∣ ≤ C ′1(w0, w′0)(|w0|+|w′0|)|w0−w′0||v|,∣∣∣Φ˜2(w0;w1)− Φ˜2(w0;w′1)∣∣∣ ≤ C ′2(w0, w′0)|w0−w′0||w1|+ C2(w′0)|w′0||w1−w′1|.
3.4 Expansion of the ∂¯-operator
Let (M,J) and (Σ, j) be almost-complex manifolds. If u : Σ−→M is a smooth map, let
Γ(u) = Γ(Σ;u∗TM), Γ0,1J,j (u) = Γ
(
Σ;T ∗Σ0,1⊗Cu∗TM
)
,
∂¯J,ju =
1
2
(
du+ J ◦ du ◦ j) ∈ Γ0,1J,j (u),
as in (2.5). If ∇ is a connection in TM , define
D∇J,j;u : Γ(u) −→ Γ0,1J,j (u) by D∇J,j;uξ =
1
2
(∇uξ + J∇uj ξ)− 12(T∇(du, ξ) + JT∇(du◦j, ξ)).
If in addition exp: TM−→M is an exponential-like map and ∇J=0, define
expu : Γ(u) −→ C∞(Σ;M), ∂¯u, N∇exp : Γ(u) −→ Γ0,1J,j (u) by{
expu(ξ)
}
(z) = exp
(
ξ(z)
) ∀ z∈Σ, {∂¯uξ}z(v) = Π−1ξ(z)({∂¯J,j(expu(ξ))}z(v)) ∀ z∈Σ, v∈TzΣ,
∂¯uξ = ∂¯J,ju+D
∇
J,j;uξ +N
∇
exp(ξ).
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Lemma 3.11. If (M,J, g, exp,∇) is an almost-complex Riemannian manifold with an exponential-
like map and a g-compatible connection in (TM, J), there exists C∈C∞(TM×M TM ;R) with the
following property. If (Σ, j) is an almost complex manifold, u : Σ −→M is a smooth map, and
ξ, ξ′∈Γ(u), then∣∣∣{N∇exp(ξ)}z(v)− {N∇exp(ξ′)}z(v)
∣∣∣ ≤ C(ξ(z), ξ′(z))((|ξ(z)|+|ξ′(z)|)(|∇v(ξ− ξ′)|+ |∇jv(ξ− ξ′)|)
+
(
(|dzu(v)|+|dzu(jv)|)(|ξ(z)|+|ξ′(z)|) + (|∇vξ|+|∇jvξ|+ |∇vξ′|+|∇jvξ|)
)∣∣ξ(z)−ξ′(z)∣∣)
for all z∈Σ, v∈TzΣ. Furthermore, N∇exp(0)=0.
Proof: Since the connection ∇ commutes with J , so does the parallel transport Π. Thus, with
notation as in Section 3.3,
{
N∇exp(ξ)
}
z
(v) =
1
2
(
Φ˜
(
dzu(v); ξ(z),∇vξ
)
+ J
(
u(z)
)
Φ˜
(
dzu(jv); ξ(z),∇jvξ
))
.
The claim now follows from Corollary 3.10.
Definition 3.12. Let M be a smooth manifold and (E, 〈,〉,∇) a normed vector bundle with con-
nection over M . If C0 ∈R+, (Σ, j) is an almost complex manifold, and u : Σ−→M is a smooth
map, norms ‖ · ‖p,1 and ‖ · ‖p on Γ(u;E) and Γ1(u;E), respectively, are C0-admissible if for all
ξ∈Γ(u;E), η∈Γ1(u;E), and every continuous function f : Σ−→R,
‖fη‖p ≤ ‖f‖C0‖η‖p, ‖η ◦ j‖p = ‖η‖p, ‖∇uξ‖p ≤ ‖ξ‖p,1, ‖ξ‖C0 ≤ C0‖ξ‖p,1.
Proposition 3.13. If (M,J, g, exp,∇) is an almost-complex Riemannian manifold with an
exponential-like map and a g-compatible connection in (TM, J), for every compact subset K⊂M
there exists CK ∈C∞(R;R) with the following property. If (Σ, j) is an almost complex manifold,
u : Σ−→M is a smooth map, and ‖ · ‖p,1 and ‖ · ‖p are C0-admissible norms on Γ(u;TM) and
Γ1(u;TM), respectively, then∥∥N∇exp(ξ)−N∇exp(ξ′)∥∥p ≤ CK(C0+‖du‖p+‖ξ‖p,1+‖ξ′‖p,1)(‖ξ‖p,1+‖ξ′‖p,1)‖ξ−ξ′‖p,1
for all ξ, ξ′ ∈Γ(u). Furthermore, N∇exp(0)= 0. If the g-ball Bg;δ(u(z)) of radius δ around f(z) for
some z∈Σ is isomorphic to an open subset of Cn and |ξ(z)|<δ, then {N∇expξ}z=0.
Proof: The first two statements follow from Lemma 3.11 and Definition 3.12. The last claim is
clear from the definition of N∇exp.
Remark 3.14. As the notation suggests, one possibility for the norms ‖ · ‖p,1 and ‖ · ‖p is the
usual Sobolev Lp1 and L
p-norms with respect to some Riemannian metric on Σ, where p>dimRΣ.
Another natural possibility in the dimRΣ=2 case is the modified Sobolev norms introduced in [3,
Section 3]; these are particularly suited for gluing pseudo-holomorphic curves. By Proposition 4.10
below, in the dimRΣ=2 case the constant C0 itself is a function of ‖du‖p only for either of these
two choices of norms.
Remark 3.15. By Proposition 3.13, the operator D∇J,j;u defined above is a linearization of the
∂¯-operator on the space of smooth maps to M at u. If ∇′ is any connection in TM , the connection
∇ : Γ(M ;TM) −→ Γ(M ;T ∗M⊗RTM), ∇vξ = 1
2
(
∇′vξ − J∇′v(Jξ)
)
∀ v∈TM, ξ∈Γ(M ;TM),
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is J-compatible. If in addition ∇′ and J are compatible with a Riemannian metric g on M , then
so is ∇. If ∇′ is also the Levi-Civita connection of the metric g (i.e. T∇′=0),
T∇(v,w) =
1
2
(
J(∇′wJ)v − J(∇′vJ)w
) ∀ v,w∈TxM, x∈M.
If the two-form ω(·, ·)≡g(J ·, ·) is closed as well, then
∇′JvJ = −J∇′vJ ∀ v∈TM
by [4, (C.7.5)] and thus
T∇(v,w) = −1
4
(
J(∇′vJ)w − J(∇′wJ)v − (∇′JvJ)w + (∇′JwJ)v
)
= −AJ(v,w) ∀ v,w∈TxM, x∈M,
where AJ is the Nijenhuis tensor of J as in (2.27). The operator D
∇
J,j;u then becomes
D∇J,j;u : Γ(u) −→ Γ0,1J,j (u), D∇J,j;uξ = ∂¯∇uξ +AJ(∂J,ju, ξ), (3.19)
where
∂¯∇uξ =
1
2
(∇uξ + J∇uj ξ) ∈ Γ0,1J,j (u),
∂J,ju =
1
2
(
du− J ◦ du ◦ j) ∈ Γ(Σ;T ∗Σ1,0⊗Cu∗TM).
This agrees with [4, (3.1.5)], since the Nijenhuis tensor of J is defined to be −4AJ in [4, p18].
4 Sobolev and elliptic inequalities
This appendix refines, in the n=2 case, the proofs of Sobolev Embedding Theorems given in [5]
to obtain a C0-estimate in Proposition 4.10 and elliptic estimates for the ∂¯-operator in Proposi-
tions 4.14 and 4.16. If R, r∈R, let
BR =
{
x∈R2 : |x|<R}, BR,r = BR − B¯r , B˜R,r = BR −Br .
4.1 Eucledian case
If ξ is an Rk-valued function defined on a subset B of R2, let suppR2(ξ) be the closure of supp(ξ)⊂B
in R2. If U is an open subset of R2, ξ∈C∞(U ;Rk), and p≥1, let
‖ξ‖p ≡
(∫
U
|ξ|p
)1/p
, ‖ξ‖p,1 ≡ ‖ξ‖p + ‖dξ‖p ,
be the usual Sobolev norms of ξ.
Lemma 4.1. For every bounded convex domain D⊂R2, ξ∈C∞(D;Rk), and x∈D,
∣∣ξD − ξ(x)∣∣ ≤ 2r20|D|
∫
D
|dyξ||y−x|−1dy,
where 2r0 is the diameter of D, |D| is the area of D, and
ξD =
1
|D|
(∫
D
ξ(y)dy
)
is the average value of ξ on D.
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Proof: For any y∈D,
ξ(y)− ξ(x) =
∫ 1
0
d
dt
ξ
(
x+t(y−x))dt = ∫ 1
0
dx+t(y−x)ξ(y−x)dt.
Putting g(z)= |dzξ| if z∈D and g(z)=0 otherwise, we obtain
∣∣ξD − ξ(x)∣∣ ≤ 1|D|
∫
y∈D
|ξ(y)−ξ(x)|dy ≤ 1|D|
∫
y∈D
∫ ∞
0
g
(
x+t(y−x))|y−x|dtdy.
Rewriting the last integral in polar coordinates (r, θ) centered at x, we obtain
∣∣ξD − ξ(x)∣∣ ≤ 1|D|
∫ 2π
0
∫ 2r0
0
∫ ∞
0
g(tr, θ)r2dtdrdθ
=
1
|D|
∫ 2π
0
∫ 2r0
0
∫ ∞
0
g(t, θ)rdtdrdθ =
2r20
|D|
∫ 2π
0
∫ ∞
0
g(t, θ)dtdθ
=
2r20
|D|
∫
D
|dyξ||y−x|−1dy.
Corollary 4.2. For every p>2, there exists Cp>0 such that
r∈[0, R/2], ξ∈C∞(BR,r;Rk) =⇒ ∣∣ξ(x)− ξ(y)∣∣ ≤ CpR p−2p ‖dξ‖p ∀x, y∈BR,r .
Proof: For any x∈BR,r, put
Dx =
{
y∈BR,r : 〈x, |x|y−rx〉>0
}
.
If x 6= 0, Dx is the part of the annulus on the same side of the line 〈x, y−rx/|x|〉 = 0 as x; see
Figure 2. In particular,
diam(Dx) ≤ 2R , |Dx| ≥
(π
3
−
√
3
4
)
R2.
Thus, by Lemma 4.1 and Ho¨lder’s inequality,
∣∣ξ(x)− ξDx| ≤ 12
∫
y∈Dx
|dyξ||y−x|−1dy
≤ 12
(∫
y∈B2R(x)
|y−x|− pp−1
) p−1
p
‖dξ‖p ≤ CpR
p−2
p ‖dξ‖p,
(4.1)
since pp−1<2. Let
x± =
(± (R−r)/2, 0), y±=(0,±(R−r)/2).
Since each of the convex regions Dx± intersects Dy+ and Dy− and Dx intersects at least one (in
fact precisely two if r 6=0) of these four convex regions for every x∈BR,r,
∣∣ξ(x)− ξ(y)∣∣ ≤ 8CpR p−2p ‖dξ‖p ∀x, y∈BR,r
by (4.1) and triangle inequality.
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R r
x
〈x, y−rx/|x|〉=0
Dx
Figure 2: A convex region Dx of the annulus DR,r containing x
Corollary 4.3. For every p>2, there exists Cp∈C∞(R+;R) such that
r∈[0, R/2], ξ∈C∞(BR,r;Rk) =⇒ ‖ξ‖C0 ≤ Cp(R)‖ξ‖p,1.
Proof: By Corollary 4.2 and Ho¨lder’s inequality, for every x∈BR,r
|ξ(x)| ≤ ∣∣ξBR,r ∣∣+ CpR p−2p ‖dξ‖p ≤ 1|BR,r|‖ξ‖1 + CpR
p−2
p ‖dξ‖p
≤ |BR,r|−
1
p ‖ξ‖p + CpR
p−2
p ‖dξ‖p ≤ (1+Cp)R−
2
p
(‖ξ‖p +R‖dξ‖p).
(4.2)
Lemma 4.4. For all R>0 and r∈ [0, R),
ζ∈C∞(BR,r;Rk), suppR2(ζ)⊂ B˜R,r =⇒ ‖ζ‖2 ≤ ‖dζ‖1.
Proof: Such a function ζ can be viewed as a function on the complement of the ball Br in R
2.
Since ζ vanishes at infinity, for any (x, y)∈BR,r
ζ(x, y) =
{∫ x
−∞ ζs(s, y)ds, if x≤0;
− ∫∞x ζs(s, y)ds, if x≥0; ζ(x, y) =
{∫ y
−∞ ζt(x, t)dt, if y≤0;
− ∫∞y ζt(x, t)dt, if y≥0.
Taking the absolute value in these equations, we obtain
∣∣ζ(x, y)∣∣ ≤ ∫ ∞
−∞
∣∣d(s,y)ζ∣∣ds and ∣∣ζ(x, y)∣∣ ≤
∫ ∞
−∞
∣∣d(x,t)ζ∣∣dt, (4.3)
where we formally set ζ and dζ to be zero on the smaller disk. Multiplying the two inequalities in
(4.3) and integrating with respect to x and y, we conclude∫ ∞
−∞
∫ ∞
−∞
∣∣ζ(x, y)∣∣2dxdy ≤ ( ∫ ∞
−∞
∫ ∞
−∞
∣∣d(x,y)ζ∣∣dxdy)2,
as claimed.
Corollary 4.5. For all p, q≥1 with 1−2/p ≥ −2/q, there exists Cp,q∈R+ such that
r∈ [0, R), ξ∈C∞(BR,r;Rk), suppR2(ξ)⊂ B˜R,r =⇒ ‖ξ‖q ≤ Cp,qR1−
2
p
+ 2
q ‖dξ‖p.
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Proof: We can assume that k=1. For ǫ> 0, let ζǫ = (ξ
2+ǫ)
q
4 − ǫ q4 . By Lemma 4.4 and Ho¨lder’s
inequality,
‖ξ‖qq ≤
∥∥ζǫ+ǫ q4∥∥22 ≤ 2‖dζǫ‖21 + 2ǫ q2πR2 = 2∥∥q2(ξ2+ǫ) q4−1ξdξ
∥∥2
1
+ 2ǫ
q
2πR2
≤ q2∥∥(ξ2+ǫ) q4− 12dξ∥∥2
1
+ 2ǫ
q
2πR2 ≤ q2‖dξ‖2p
∥∥(ξ2+ǫ) q−24 ∥∥2 p
p−1
+ 2ǫ
q
2πR2.
(4.4)
Note that
1− 2
p
= −2
q
=⇒ q − 2
4
p
p− 1 =
q − 2
4
2q
q − 2 =
q
2
.
Thus, letting ǫ go to zero in (4.4), we obtain
‖ξ‖qq ≤ q2‖dξ‖2p‖ξ‖q−2q =⇒ ‖ξ‖q ≤ q‖dξ‖p.
The case 1− 2p > −2q follows by Ho¨lder’s inequality.
Remark 4.6. By Ho¨lder’s inequality, the constant Cp,q can be taken to be
Cp,q = max(2, q)π
1
2
(
1− 2
p
+ 2
q
)
.
Corollary 4.7 (of Lemmas 4.1, 4.4). There exists C>0 such that for all R∈R+
r∈ [0, R], ζ∈C∞(BR,r;Rk),
∫
BR,r
ζ = 0 =⇒ ‖ζ‖1 ≤ CR2‖dζ‖2.
Proof: (1) If ζ∈C∞(BR,r;Rk) integrates to 0 over its domain, then so does the function
ζ˜∈C∞(B1,r/R;Rk), ζ˜(z) = ζ(Rz).
Furthermore, ‖ζ˜‖1=‖ζ‖1/R2 and ‖dζ˜‖2=‖dζ‖2. Thus, it is sufficient to prove the claim for R=1.
(2) If r=0, for some open half-disk D⊂B1,0∫
D
ζ = 0,
∥∥ζ|D∥∥1 ≥ 12‖ζ‖1 . (4.5)
By the first condition, Lemma 4.1, and Ho¨lder’s inequality
∥∥ζ|D∥∥1 ≤ 4π
∫
D
∫
D
|dyζ||y−x|−1dydx ≤ 16
∫
D
|dyζ|dy ≤ 8
√
2π‖dζ‖2 .
Along with the second assumption in (4.5), this implies the claim for r=0 with C=16
√
2π.
(3) Let β : R−→ [0, 1] be a smooth function such that
β(t) =
{
1, if t ≤ 1/2;
0, if t ≥ 1.
It remains to prove the claim for all r>0 and R=1. By (3.17), we can assume that
r ≤ 1
48
√
3π‖β′‖C0
<
1
96
√
3π
. (4.6)
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We first consider the case ∥∥ζ|B2r,r∥∥1 ≥ 125‖ζ‖1. (4.7)
Using polar coordinates, define ζ˜∈C∞(B1,r;Rk) by
ζ˜(ρ, θ) = β(ρ)ζ(ρ, θ).
By Ho¨lder’s inequality and Lemma 4.4,∥∥ζ|B2r,r∥∥1 ≤ √3πr‖ζ˜‖2 ≤ √3πr‖dζ˜‖1 ≤ √3πr(‖dζ‖1 + ‖β′‖C0‖ζ|B1,1/2∥∥1).
Along with the assumptions (4.6) and (4.7), this implies the bound with
C = 25
√
3πr
1 − 24√3π‖β‖C0r
≤ 25
48
.
Finally, suppose ∥∥ζ|B2r,r∥∥1 ≤ 125‖ζ‖1. (4.8)
Split the annulus B1,r into 3 wedges of equal area; split each wedge into a large convex outer
portion and a small inner portion by drawing the line segment tangent to the circle of radius r and
with the end points on the sides of the wedges 2r from the center as in Figure 3. By (4.8),
A ≡ ∥∥ζ|D+∥∥1 ≥ 825‖ζ‖1 (4.9)
for the outer piece D+ of some wedge D. If∣∣∣∣
∫
D+
ζ
∣∣∣∣ ≤ 310A ,
then by Lemma 4.1, (4.6), and Ho¨lder’s inequality,
A ≤ 3
10
A+
2
(√
3
2
)2
π
3
(
1−
(
1
96
√
3π
)2)
∫
D+
∫
D+
|dyζ||y−x|−1dydx
≤ 3
10
A+
9
2π
· 7
√
2
9
· 2π
√
3
∫
D
|dyζ|dy ≤ 3
10
A+ 7
√
2π‖dζ‖2 .
Along with the assumption (4.9), this implies the bound with C=125
√
2π/4. If∣∣∣∣
∫
D+
ζ
∣∣∣∣ ≥ 310A ,
then by (4.8), (4.9), and (3.16),
A ≤ ∥∥ξ|D∥∥1 ≤ ∥∥ζ|D∥∥1 −
∣∣∣∣
∫
D
ζ
∣∣∣∣+
∫ 2π
0
∣∣∣∣
∫ 1
r
ζ(ρ, θ)ρdρ
∣∣∣∣dθ
≤
(
A+
1
8
A
)
−
(
3
10
A− 1
8
A
)
+
√
π
2
‖dζ‖2 = 19
20
A+
√
π
2
‖dζ‖2 .
Along with the assumption (4.9), this implies the bound with C = 125
√
2π/4. Since β can be
chosen so that ‖β′‖C0<3 (actually arbitrarily close to 2), comparing with (3.17) for R/r=144
√
3π
we conclude that the claim holds with C=125
√
2π/4 for all r.
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R=1 r
D+
Figure 3: A large convex region D+ of an annulus D
4.2 Bundle sections along smooth maps
Let (M,g) be a Riemannian manifold and (E, 〈,〉,∇) a normed vector bundle with connection
over M . If u∈C∞(B˜R,r;M), ξ∈Γ(u;E), and p≥1, let
‖ξ‖p ≡
(∫
B˜R,r
|ξ|p
)1/p
, ‖ξ‖p,1 ≡ ‖ξ‖p + ‖∇uξ‖p .
Lemma 4.8. If (M,g) is a Riemannian manifold, (E, 〈,〉,∇) is a normed vector bundle with
connection over M , and p, q ≥ 1 are such that 1−2/p ≥ −2/q, for every compact subset K ⊂M
there exists CK;p,q∈R+ with the following property. If R∈R+, r∈ [0, R), u∈C∞(B˜R,r;M) is such
that Imu⊂K, and ξ∈Γc(u;E), then
‖ξ‖q ≤ CK;p,qR1−
2
p
+ 2
q
(‖∇uξ‖p + ‖ξ⊗du‖p).
Proof: Let exp : TM −→M be an exponential-like map and {Ui : i∈ [N ]} a finite open cover of K
such that the g-diameter of each set Ui is at most r
g
exp(K)/2. Let {Wi : i∈ [N ]} be an open cover
of K such that W i⊂Ui. Choose smooth functions ηi :M−→ [0, 1] such that ηi=1 on Wi and ηi=0
outside of Ui. For each i∈ [N ], pick xi∈Wi. For each z∈u−1(Ui)⊂ B˜R,r, define u˜i(z)∈TxiM and
ξi(z)∈Exi by
expxi u˜i(z) = u(z), |u˜i(z)|<rexp(xi); Πu˜i(z)ξi(z) = ξ(z).
For any z∈BR,r, put ξ˜i(z)=ηi(u(z))ξi(z). Since ξ˜i∈C∞c (B˜R,r;Exi), by Corollary 4.5 there exists
Ci;p,q>0 such that
∥∥ξ|u−1(Wi)∥∥q = ∥∥ξ˜i|u−1(Wi)∥∥q ≤ ‖ξ˜i‖q ≤ Ci;p,qR1− 2p+ 2q ‖dξ˜i‖p . (4.10)
Since dξ˜i = (dηi◦ du)ξi + (η◦ u)dξi on u−1(Ui) and vanishes outside of u−1(Ui),
‖dξ˜i‖p ≤
∥∥dξi|u−1(Ui)∥∥p + Ci‖ξi⊗du‖p. (4.11)
On the other hand, by Corollary 3.3, if u(z)∈Ui∣∣∣∇uξ|z −Πu˜i(z)◦dzξi∣∣∣ ≤ CK |dzu||ξ(z)|. (4.12)
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Combining equations (4.10)-(4.12), we obtain∥∥ξ|u−1(Wi)∥∥q ≤ C˜i;p,qR1− 2p+ 2q (‖ξ‖p,1 + ‖ξ⊗du‖p).
The claim follows by summing the last inequality over all i.
Lemma 4.9. If (M,g) is a Riemannian manifold, (E, 〈,〉,∇) is a normed vector bundle with
connection over M , and p > 2, for every compact subset K ⊂M there exists CK;p ∈ C∞(R+;R)
with the following property. If R∈R+, r ∈ [0, R/2], u∈C∞(BR,r;M) is such that Imu⊂K, and
ξ∈Γ(u;E), then
‖ξ‖C0 ≤ CK;p(R)
(‖ξ‖p,1 + ‖ξ⊗du‖p).
Proof: We continue with the setup in the proof of Lemma 4.8. By Corollary 4.3,∥∥ξ|u−1(Wi)∥∥C0 ≤ ‖ξ˜i‖C0 ≤ Ci;p(R)‖ξ˜i‖p,1 ≤ Ci;p(R)(∥∥ξ|u−1(Ui)∥∥p + ‖dξ˜i‖p).
As above, we obtain
‖dξ˜i‖p ≤ Ci
(‖∇uξ‖p + ‖ξ⊗du‖p),
and the claim follows.
Proposition 4.10. If (M,g) is a Riemannian manifold, (E, 〈,〉,∇) is a normed vector bundle with
connection over M , and p>2, for every compact subset K⊂M there exists CK;p∈C∞(R+×R;R)
with the following property. If R∈R+, r ∈ [0, R/2], u∈C∞(BR,r;M) is such that Imu⊂K, and
ξ∈Γc(u;E), then
‖ξ‖C0 ≤ CK;p
(
R, ‖du‖p
)‖ξ‖p,1.
The same statement holds if BR,r is replaced by a fixed compact Riemann surface (Σ, gΣ).
Proof: By Lemma 4.9 applied with p˜ = (p+2)/2 and Ho¨lder’s inequality,
‖ξ‖C0 ≤ CK;p˜(R)
(‖ξ‖p˜,1 + ‖ξ⊗du‖p˜) ≤ C˜K;p˜(R)(‖ξ‖p,1 + ‖du‖p‖ξ‖q1), (4.13)
where q1 = p(p+2)/(p−2). If q1≤p, then the proof is complete. Otherwise, apply Lemma 4.8 with
p1 = 2q1/(q1+2) and Ho¨lder’s inequality:
‖ξ‖q1 ≤ CK;p1,q1(R)
(‖ξ‖p1,1 + ‖ξ⊗du‖p1) ≤ CK;1(R)(‖ξ‖p,1 + ‖du‖p‖ξ‖q2), (4.14)
where q2 = pp1/(p− p1). If q2 ≤ p, then the claim follows from equations (4.13) and (4.14).
Otherwise, we can continue and construct sequences {pi}, {qi}, {CK;i} such that
pi =
2qi
qi + 2
, qi+1 =
ppi
p− pi ; (4.15)
‖ξ‖qi ≤ CK;i(R)
(‖ξ‖p,1 + ‖du‖p‖ξ‖qi+1). (4.16)
The recursion (4.15) implies that
qi+1 =
2p
2p + (p−2)qi qi =⇒ if qi > 0, then 0 < qi+1 < qi.
Thus, if qi>2 for all i, then the sequence {qi} must have a limit q≥2 with
q =
2p
2p + (p−2)q q =⇒ (p− 2)q = 0 =⇒ q = 0,
since p > 2 by assumption. Thus, qN ≤ p for N sufficiently large and the first claim follows from
(4.13) and the equations (4.16) with i running from 1 to N , where N is the smallest integer such
that qN+1≤p. The second claim follows immediately from the first.
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4.3 Elliptic estimates
If A1=BR1,r1 and A2= B¯R2,r2 are two annuli in R
2, we write A2⋐δA1 if R1−R2>δ and r2−r1≥δ.
Lemma 4.11. For any δ > 0, p≥ 1, and open annulus A1, there exists Cδ,p(A1)> 0 such that for
any annulus A2⋐δA1 and ξ∈C∞(A1;Ck),∥∥ξ|A2∥∥p,1 ≤ Cδ,p(A1)(‖∂¯ξ‖p + ‖dξ‖2 + ‖ξ‖1),
where the norms are taken with respect to the standard metric on R2.
Proof: We can assume that A2 is the maximal annulus such that A2⋐δA1. Let η : A1−→ [0, 1] be
a compactly supported smooth function such that η|A2=1. By the fundamental elliptic inequality
for the ∂¯-operator on S2 [4, Lemma C.2.1],∥∥ξ|A2∥∥p,1 ≤ ‖ηξ‖p,1 ≤ Cp(A1)(‖∂¯(ηξ)‖p+‖ηξ‖p)
≤ Cp(A1)
(‖∂¯ξ‖p+‖(dη)ξ‖p+‖ηξ‖p). (4.17)
By Corollary 4.5 with (p, q)=(2, p) and (p, q)=(1, 2) and Ho¨lder’s inequality,
‖ηξ‖p ≤ Cp(A1)‖d(ηξ)‖2 ≤ Cp(A1)
(‖dξ‖2 + ‖(dη)ξ‖2)
≤ C˜p(A1)
(‖dξ‖2 + ‖d((dη)ξ)‖1) ≤ C˜p,δ(A1)(‖dξ‖2 + ‖dξ‖1 + ‖ξ‖1)
≤ Cδ,p(A1)
(‖dξ‖2 + ‖ξ‖1).
(4.18)
Similarly,
‖(dη)ξ‖p ≤ Cδ,p(A1)
(‖dξ‖2 + ‖ξ‖1). (4.19)
The claim follows by plugging (4.18) and (4.19) into (4.17).
Corollary 4.12. For any δ>0, p≥1, and open annulus A1, there exists Cδ,p(A1)>0 such that for
any annulus A2⋐δA1, and ξ∈C∞(A1;Cn),
‖dξ|A2‖p ≤ Cδ,p(A1)
(‖∂¯ξ‖p + ‖dξ‖2).
Proof: With |A1| denoting the area of A1, let
ξ¯ =
1
|A1|
∫
A1
ξ
be the average value of ξ. By Lemma 4.11,
‖dξ|A2‖p = ‖d(ξ−ξ¯)|A2‖p ≤ Cδ,p(A1)
(‖∂¯(ξ−ξ¯)‖p + ‖d(ξ−ξ¯)‖2 + ‖ξ−ξ¯‖1)
= Cδ,p(A1)
(‖∂¯ξ‖p + ‖dξ‖2 + ‖ξ−ξ¯‖1). (4.20)
The claim follows by applying Corollary 4.7 with ζ=ξ−ξ¯.
Remark 4.13. The case r1 > 0 (which is the case needed for gluing pseudo-holomorphic maps
in symplectic topology) follows from Corollary 3.7; Corollary 4.7 can be used to obtain a sharper
statement in this case (that Cδ,p(A1) does not depend on r1). The r1 = 0 case requires only the
first two steps in the proof of Corollary 4.7.
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A smooth generalized CR-operator in a smooth complex vector bundle (E,∇) with connection over
an almost complex manifold (M,J) is an operator of the form
D = ∂¯∇ +A : Γ(M ;E) −→ Γ(M ;T ∗M0,1⊗CE),
where
∂¯∇ξ =
1
2
(∇ξ + i∇Jξ) ∀ ξ∈Γ(M ;TM), A ∈ Γ(M ; Hom(E;T ∗M0,1⊗CE)).
If in addition u : Σ−→M is a smooth map from an almost complex manifold (Σ, j), the pull-back
CR-operator is given by
Du = ∂¯∇u +A ◦ ∂u : Γ(u;E) −→ Γ0,1(u;E).
Proposition 4.14. If (M,g) is a Riemannian manifold with an almost complex structure J ,
(E, 〈,〉,∇) is a normed complex vector bundle with connection over M and a smooth generalized
CR-operator D, and p≥1, then for every compact subset K⊂M , δ>0, and open annulus A1⊂R2,
there exists CK;δ,p(A1)∈R+ with the following property. If u∈C∞(A1;M) is such that Imu⊂K,
ξ∈Γ(u;E), and A2⋐δA1 is an annulus, then∥∥∇uξ|A2∥∥p ≤ CK;δ,p(A1)(‖Duξ‖p + ‖∇uξ‖2 + ‖ξ⊗du‖p),
where the norms are taken with respect to the standard metric on R2.
Proof: We continue with the setup in the proof of Lemma 4.8. By Corollary 4.12,∥∥dξ˜i|A2∥∥p ≤ Ci;δ,p(A1)(‖∂¯ξ˜i‖p + ‖dξ˜i‖2)
≤ C ′i;δ,p(A1)
(∥∥∂¯ξi|u−1(Ui)∥∥p + ∥∥dξi|u−1(Ui)∥∥2 + ‖ξ⊗du‖p). (4.21)
Since ∇ commutes with the complex structure in E and ξ˜i=ξi on u−1(Wi), it follows from (4.12)
and (4.21) that ∥∥∇uξ|A2∩u−1(Wi)∥∥p ≤ ∥∥dξ˜i|A2∥∥p + CK‖ξ⊗du‖p
≤ C˜i;δ,p(A1)
(‖∂¯∇uξ‖p + ‖∇uξ‖2 + ‖ξ⊗du‖p)
≤ C˜ ′i;δ,p(A1)
(‖Duξ‖p + ‖∇uξ‖2 + ‖ξ⊗du‖p).
(4.22)
The claim is obtained by summing the last equation over all i.
Lemma 4.15. If (M,g) is a Riemannian manifold with an almost complex structure J , (E, 〈,〉,∇)
is a normed complex vector bundle with connection overM and a smooth generalized CR-operator D,
and p > 2, then for every compact subset K ⊂ M and open ball B ⊂ R2, there exists CK;B,p ∈
C∞(R;R) with the following property. If u ∈C∞(B;M) is such that Imu⊂K and ξ ∈ Γc(u;E),
then
‖ξ‖p,1 ≤ CK;B,p(‖du‖p)
(‖Duξ‖p + ‖ξ‖p),
where the norms are taken with respect to the standard metric on R2.
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Proof: By an argument nearly identical to the proof of Proposition 4.14,
‖ξ‖p′,1 ≤ CK;p′(B)
(‖Duξ‖p′ + ‖ξ‖p′ + ‖ξ⊗du‖p′)
for any p′≥1. On the other hand, by Proposition 4.10,
‖ξ‖C0 ≤ CK;B,p˜(‖du‖p˜)‖ξ‖p˜,1,
where p˜=(p+ 2)/2. Proceeding as in the proof of Proposition 4.10, we then obtain
‖ξ‖p,1 ≤ CK;B,p(‖du‖p˜)
(‖Duξ‖p + ‖ξ‖p + ‖du‖p‖ξ‖p˜,1),
‖ξ‖p˜,1 ≤ CK;p˜(B)
(‖Duξ‖p + ‖ξ‖p + ‖du‖p‖ξ‖q1),
‖ξ‖qi ≤ CK;pi,qi(B)
(‖ξ‖pi,1 + ‖ξ⊗du‖pi)
≤ CK;B,i(‖du‖p)
(‖Duξ‖p + ‖ξ‖p + ‖du‖p‖ξ‖qi+1);
we stop the recursion at the same value of i=N as in the proof of Proposition 4.10.
Proposition 4.16. If (M,g) is a Riemannian manifold with an almost complex structure J ,
(E, 〈,〉,∇) is a normed complex vector bundle with connection over M and a smooth generalized
CR-operator D, and p > 2, then for every compact subset K ⊂M and compact Riemann surface
(Σ, gΣ), there exists CK;Σ,p∈C∞(R;R) with the following property. If u∈C∞(Σ;M) is such that
Imu⊂K and ξ∈Γ(u;E), then
‖ξ‖p,1 ≤ CK;Σ,p
(‖du‖p)(‖Duξ‖p + ‖ξ‖p).
Proof: This statement is immediate from Lemma 4.15.
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