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ABSTRAKT
Táto práca sa zaoberá procesmi pre podporu rozhodovania. Z tejto oblasti sú v práci
prezentované analytické procesy vyvinuté pánom prof. Thomasom L. Saatym. Konkrétne
sa jedná o analytický hierarchický proces (AHP) a analytický sieťový proces (ANP). Oba
procesy sú teoreticky rozobrané a je popísaná ich implementácia v programovacom jazyku
Java. Nakoniec sú oba procesy analyzované, sú popísané ich výhody, nevýhody a praktické
využitie. Ďalej sa práca zaoberá genetickým algoritmom NSGA-II navrhnutým pánom
Kalyanmoy Debom. Tento algoritmus je rovnako najprv teoreticky popísaný, následne
je vysvetlená jeho implementácia v jazyku Java a na záver sú prezentované výsledky
dosiahnuté pomocou tohto algoritmu.
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ABSTRACT
This thesis deals with algorithms for supporting decision processes. Firstly, Analytic Hie-
rachy Process (AHP) and Analytic Network Process (ANP) developed by prof. Thomas
L. Saaty are described. Basic principles and the implementation in Java programing lan-
guage of the decision processes are explained. Both processes are then analyzed and their
pros and cons and also practical aspect are explained. Secondly, the genetic algorithm
NSGA-II developed by Kalyanmoy Deb is described. There are also basic principles and
implementation in Java programing language explained. There are finaly the results of
NSAG-II algorithm presented.
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ÚVOD
Táto práca sa zaoberá štúdiom procesov pre podporu rozhodovania a je koncipo-
vaná do dvoch kapitol. V prvej kapitole sa práca zaoberám analytickými procesmi.
Analitycký proces je určitý matematický model alebo algoritmus, ktorý slúži na ana-
lýzu a vyhodnotenie určitých komplexných rozhodnutí. Konkrétne sa venujem ana-
lytickému hierarchickému procesu (AHP) a analytickému sieťovému procesu (ANP),
ktoré boli vyvinuté Profesorom Thomasom L. Saatym z Pittsburskej univerzity. Cie-
ľom tejto kapitoly je tieto dva algoritmy popísať, zhodnotiť ich výhody a nevýhody,
ďalej zhodnotiť možné využitie v praxi a implementovať tieto procesy v progra-
movacom jazyku Java. V prvej sekcii kapitoly sa preto venujem teoretickej časti.
Opisujem v nej základné pojmy a postup výpočtu oboch zmieňovaných algoritmov.
V praktickej časti popisuje implementáciu a integráciu týchto dvoch procesov, ďalej
sa v tejto časti venujem popisu tried pomocou UML a rozboru metód a atribútov
jednotlivých tried. V závere kapitoly je stručné zhodnotenie popisujúce výhody a ne-
výhody týchto algoritmov, ich praktické využitie a je taktiež poukázané na prípadné
nedostatky.
Druhá kapitola je venovaná multikriteriálnym evolučným algortimom (MOEA).
Na začiatku kapitoly je zadefinovaný pojem multikriterionálneho problému a je vy-
svetlená potreba riešenia takéhoto problému práve pomocou genetického algoritmu.
V teoretickej časti je ďalej zmienka o základných pojmoch, spoločných črtách a vý-
voji genetických algoritmov. Zvyšná časť teoretického rozboru sa detailne zaoberá
genetickým algoritmom Fast Nondominated Genetic Algorithm (NSGA-II). Tento
algoritmus bol vybraný na základe jeho širokého praktického využitia a na základe
jeho dobrých vlastností, ktorými sú napríklad zlepšenie diverzity populácie pomo-
cou odhadu hustoty zaľudnenia a menšia výpočetná náročnosti. V praktickej časti
tejto kapitoly sa následne venujem implementácii algoritmu NSGA-II v programo-
vacom jazyku Java. Opäť je pomocou UML popísaný rozbor všetkých tried. Ďalej sú
v praktickej časti prezentované výsledky dosiahnuté pomocou algoritmu NSGA-II,
takisto sú detailne vysvetlené postupy a modifikácie, ktoré bolo treba uskutočniť
aby bola zaistená správna činnosť algoritmu a detailne sú popísané aj vlastnosti
algoritmu NSGA-II.
12
1 ANALYTICKÉ PROCESY
Analitycký proces je určitý matematický model alebo algoritmus, ktorý slúži na ana-
lýzu a vyhodnotenie určitých komplexných rozhodnutí. Táto kapitola sa zaoberá
dvoma algoritmamy a to konkrétne analytickým hierarchickým procesom (AHP) a
analytickým sieťovým procesom (ANP). Tieto dva procesy pre podoru rozhodovania
boli vyvinuté Profesorom Thomasom L. Saatym z Pittsburskej univerzity.
1.1 Základné pojmy
Analitický hierarchický proces (AHP) a analitický sieťový proces (ANP) sú metódy,
ktoré sú si veľmi podobné Neskôr bude ukázané, že AHP sa dá vyjadriť aj pomocou
ANP.Pri hľadaní finálneho riešenia sa u oboch metódach vyžívajú niektoré spoločné
operácie a matematické postupy. Konkrétne ide o spracovanie vstupných dát zada-
ných užívateľom. Je preto vhodné na začiatok vysvetliť základné pojmy ako napr.
párová komparácia apod., pri vysvetľovaní metód ANP a AHP už bude predpokla-
daná znalosť týchto základných pojmov [11][12][16].
1.1.1 Párová komparácia
Jak AHP tak aj ANP sú metódy, ktoré vyžadujú veľké množstvo vstupných dát
od užívateľa. Užívateľ tieto dáta zadáva na základe svojich subjektívnych pocitoch
a využíva sa pri tom matematická metóda zvaná párová komparácia.
Pri párovej komparácii porovnávame jednotlivé prvky(elementy) medzi sebou a
určujeme ich prioritu, viz obr. 1.1. Na obrázku sa vľavo nachádza element jablko,
napravo je element broskyňa. Našou úlohou je číselne vyjadriť, ktorý druh ovocia
preferujeme a ako veľmi ho preferujeme (napr. na raňajky). Pre adekvátne vyhod-
notenie a dobrú prehľadnosť sa v praxi doporučuje používať indexy 1-9. Index 1
je neutrálny a vyjadruje, že nie je preferovaný žiadny element. Indexi 2-9 napravo
od indexu 1 vyjadrujú preferenciu pravého elementu, indexy 2-9 naľavo od indexu
1 zase preferovanosť ľavého elementu. Veľkosť indexu vyjadruje silu s akou daný
element preferujeme.
Obr. 1.1: Párová komparácia.
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Vyjadrenie sily preferencie:
• 1: rovnaká preferencia
• 3: mierna preferencia
• 5: stredná preferencia
• 7: silná preferencia
• 9: extrémna preferencia
• čísla 2,4,6,8 vyjadrujú medzistavy
Na obrázku 1.1 je vidno, že silne preferujeme broskyňu pred jablkom. Pri rie-
šení reálneho problému však musíme medzi sebou navzájom porovnať 𝑛 elementov
(na raňajky máme možnosť vybrať si z 𝑛 druhov ovocia) a na to aby sme párovo
porovnali medzi sebou každý element s každým je potrebné vykonať 𝑘 párových
komparácií, viz rovnica 1.1 [10][17].
𝑘 = 𝑛(𝑛− 1)
𝑛
(1.1)
1.1.2 Recipročná matica
Do recipročnej matice zapisujeme jednotlivé indexy z párových porovnaní. Na prí-
klade bude ukázané podľa akých pravidiel sa zapisujú indexy do matice. Máme 3
druhy ovocia: jablko, broskyňu a jahodu. Recipročná matica je štvorcová matica a jej
veľkosť je daná počtom prvkov. V našom prípade je to 3× 3. Pre recipročnú maticu
platí, že má v hlavnej diagonále samé 1 a prvok 𝑥𝑖𝑗 = 1𝑥𝑗𝑖 . Na obrázku 1.2 sme vyko-
nali jednotlivé párové komparácie. Pri dopĺňaní indexov do recipročnej matice nám
stačí vyplniť priestor nad hlavnou diagonálov a priestor pod hlavnou diagonálou už
následne dopočítame. Riadime sa pravidlom, že ak pri párovej komparácii preferu-
jeme prvok napravo tak do príslušného poľa v matici napíšeme prevrátenú hodnotu
Obr. 1.2: Párové komparácie troch druhov ovocí medzi sebou.
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indexu teda 1/𝑥 . Ak preferujeme element naľavo tak do poľa vpíšeme skutočnú
hodnotu indexu, teda 𝑥, viz tab. 1.1.
Tab. 1.1: Recipročná matica.
jablko broskyňa jahoda
jablko 1 1/3 5
broskyňa 3 1 7
jahoda 1/5 1/7 1
Tabuľka vychádza z nášho príkladu. Zelenou farbou je označená prvá komparácia
kde porovnávame jablko s broskyňou. Pri párovej komparácii sme označili, že element
broskyňa mierne preferujeme pred jablkom. Do príslušného políčka preto vpíšeme
hodnotu 1/3. Obdobne postupujeme pri druhej komparácii(červená farba) a tretej
komparácii(modrá farba) [10][17].
1.1.3 Eigenvector a eigenhodnota
Eigenvektor
V tomto kroku umocníme recipročnú maticu A na číslo 𝑛 a získame maticu B,
B = A𝑛 =
⎛⎜⎜⎜⎜⎜⎜⎝
1 𝑥1,2 · · · 𝑥1,𝑗
𝑥−12,1 1 · · · 𝑥2,𝑗
... ... . . . ...
𝑥−1𝑖,1 𝑥
−1
𝑖,2 · · · 1
⎞⎟⎟⎟⎟⎟⎟⎠
𝑛
. (1.2)
Jedná sa o limitný proces, keď sa spočiatku veľmi rýchlo približujeme k výsledku,
potom sa toto približovanie spomalí, až sa stane zanedbateľným, preto v praxi ča-
stokrát stačí umocniť maticu na číslo 𝑛 = 16, kedy sa najviac blížime k výsledku.
Ďalšie umocňovanie už nemá zmysel, pretože zmena sa prejaví až niekde na dvanás-
tom desatinnom mieste.
V tabuľke 1.2 môžeme vidieť našu recipročnú maticu z predchádzajúceho prí-
kladu po umocnení na číslo 𝑛 = 2 a normalizovanú. Môžeme vidieť, že hoci sú
si hodnoty v jednotlivých riadkoch podobné, stále sa líšia na druhom desatinnom
mieste. V tabuľke 1.3 vidíme tú istú recipročnú maticu umocnenú tento krát na číslo
𝑛 = 16 a následne normalizovanú. V tomto prípade sú si však hodnoty v jednotlivých
riadkoch veľmi podobné a odchyľku môžeme vidieť až na 12. desatinnom mieste. Ta-
káto chyba je však zanedbateľná a po spriemerovaní jednotlivých hodnôt v riadkoch
bude ešte menšia. Ak sa pozrieme na tabuľky 1.2 a 1.3 tak na prvý pohľad môžeme
vidieť, že ak by sme hodnoty v tabuľke 1.2 spriemerovali po riadkoch tak by sme
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dostali ešte presnejšie hodnoty, ktoré by sa podobali na tie v tabuľke 1.2. Preto
nemá význam umocňovať recipročnú maticu na vysoké čísla. Keby sme teoreticky
umocnili recipročnú maticu na číslo 𝑛 → ∞ a normalizovali ju, tak by sme dostali
v jednotlivých riadkoch úplne identické hodnoty.
Tab. 1.2: Recipročná matica po umocnení na číslo 𝑛 = 2 a následnej normalizácii.
jablko broskyňa jahoda
jablko 0,26717557251908397 0.2917505030181086 0.2781954887218045
broskyňa 0.6590330788804071 0.6338028169014085 0.6541353383458647
jahoda 0.0737913486005089 0.07444668008048289 0.06766917293233084
Tab. 1.3: Recipročná matica po umocnení na číslo 𝑛 = 16 a následnej normalizácii.
jablko broskyňa jahoda
jablko 0.283776877312014 0.2837768773118624 0.28377687731197476
broskyňa 0.642462324863003 0.64246232486316 0.6424623248630434
jahoda 0.07376079782498308 0.07376079782497764 0.07376079782498166
Po tom čo recipročnú maticu umocníme, ju musíme normalizovať. Pod pojmom
normalizácia sa rozumie to, že súčet čísel v každom riadku nám má dať hodnotu 1.
Normalizáciu prevedieme tak, že vypočítame sumu každého stĺpca matice
𝑆𝑢𝑚𝑛 =
𝑘=𝑖∑︁
𝑘=1
𝑥𝑘𝑗 pre 𝑛 = 0 až j (1.3)
a potom v recipročnej matici B vydelíme príslušné prvky v danom riadku odpove-
dajúcou sumou.
B =
⎛⎜⎜⎜⎜⎜⎜⎝
𝑥1,1
𝑆𝑢𝑚1
𝑥1,2
𝑆𝑢𝑚2
· · · 𝑥1,𝑗
𝑆𝑢𝑚𝑗
𝑥2,1
𝑆𝑢𝑚1
𝑥2,2
𝑆𝑢𝑚2
· · · 𝑥2,𝑗
𝑆𝑢𝑚𝑗... ... . . . ...
𝑥𝑖,1
𝑆𝑢𝑚1
𝑥𝑖,2
𝑆𝑢𝑚2
· · · 𝑥𝑖,𝑗
𝑆𝑢𝑚𝑗
⎞⎟⎟⎟⎟⎟⎟⎠ . (1.4)
Nakoniec vypočítame aritmetický primer každého riadku v normalizovanej matici
a dostaneme tzv. normalizovaný eigenvektor alebo priorityvektor.
PV =
⎛⎜⎜⎜⎜⎜⎜⎝
𝑦1
𝑦2
...
𝑦𝑖
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∑︀𝑘=𝑗
𝑘=1 𝑥1𝑘
𝑗∑︀𝑘=𝑗
𝑘=1 𝑥2𝑘
𝑗
...∑︀𝑘=𝑗
𝑘=1 𝑥𝑖𝑘
𝑗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.5)
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Tento vektor nám vyjadruje jednotlivé váhy elementov. Ak sa vrátime k nášmu
príkladu s ovocí, tak ak by nám niekto na stôl položil jablko, broskyňu a jahodu tak
element jablko by sme si vybrali s pravdepodobnosťou 28,28%, element broskyňa
s pravdepodobnosťou 64,34% a jahodu s pravdepodobnosťou 7,38% [10][17].
Eigenhodnota
Keďže vstupné dáta zadané od užívateľa sú čisto subjektívne, potrebujeme overiť
ich konzistentnosť. Na to slúži Eigenhodnota, ktorá neovplyvní výsledný výpočet,
zato nám vyjadruje konzistentnosť užívateľských odpovedí pri párovej komparácii.
Príklad nekonzistentnosti môže byť napr. ak užívateľ zadá, že má radšej banány
ako jablká, potom označí, že jablká preferuje pred čerešňami a na koniec zadá, že
čerešne preferuje pred banánmi. Z daného kontextu vyplýva, že takéto porovnanie
prvkov vôbec nemá logiku. Istej nekonzistentnosti sa, ale nevyhneme. Je spôsobená
či už nevedomky užívateľom alebo konečným počtom indexov, ktorými porovnávame
jednotlivé prvky. Nekonzistentnosť do 10% sa toleruje a berie sa ako nevýznamná,
pri nekonzistentnosti nad 10% treba párovú komparáciu opakovať. Pre vypočítanie
nekonzistentnosti musíme najprv vypočítať najväčšiu eigenhodnotu 𝜆max,
𝜆max =
𝑘=𝑖∑︁
𝑘=1
𝑆𝑢𝑚𝑘 · 𝑦𝑘. (1.6)
Následne vypočítame konzistenčný index 𝐶𝐼,
𝐶𝐼 = 𝜆𝑚𝑎𝑥 − 𝑛
𝑛− 1 (1.7)
a výslednú nekonzistentnosť 𝐶𝑅,
𝐶𝑅 = 𝐶𝐼
𝑅𝐼
. (1.8)
Kde hodnota 𝑅𝐼 vyjadruje Random Index a jej hodnota závisí od 𝑛, viz tab.1.4
[10][16][17].
Tab. 1.4: Hodnota 𝑅𝐼 pre jednotlivé 𝑛.
n 1 2 3 4 5 6 7 8 9 10
RI 0 0 0,58 0,9 1,12 1,24 1,32 1,41 1,45 1,49
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1.2 Analytický hierarchický proces
AHP využíva pre svoj výpočet hierarchickú štruktúru. Veľkou výhodou AHP je, že
táto hierarchia je vcelku jednoduchá na pochopenie a je veľmi prehľadná. Jedinou
a niekedy zásadnou nevýhodou AHP je, že ňou nie sme schopný vyriešiť všetky
problémy. Hierarchia AHP sa skladá z troch vrstiev, viz obr. 1.3.
Cieľ
Kritériá
Alternatívy
Obr. 1.3: Hierarchická štruktúra AHP.
Vrstvy AHP:
• Cieľ: je najvyššie v hierarchii. Vyjadruje finálny výsledok. Závisí od riešenia
konkrétneho problému, môže to byť typ vybraného modelu, meno kandidáta
na uvoľnenú pozíciu v práci apod.
• Kritériá: vlastnosti ktoré zvažujeme pri výbere.
• Alternatívy: ponúkané možnosti.
Na nasledujúcich stranách budú popísané 2 spôsoby riešenia problému pomocou
AHP [12][15][16].
1.2.1 Prvý spôsob
Popis algoritmu bude znova popísaní pre lepšie pochopenie na imaginárnom prob-
léme. Tentoraz pôjde o výber školy. Naším cieľom je teda výber vhodnej školy. Ako
kritériá, ktoré sú pre nás podstatné si môžeme zvoliť kvalitu školy, náročnosť školy
a jej vzdialenosť. Ako alternatívy si zvolíme školy VUT a ČVUT a STU, viz obr
1.4. Budeme teda zisťovať, ktorá z týchto dvoch škôl je pre nás vhodnejšia. Pri vý-
počte budeme pracovať so supermaticou. Supermatica je štvorcová matica a obsahuje
všetky prvky z nášho príkladu, teda element výber školy zo skupiny cieľ a všetky kri-
tériá a alternatívy. V prvom kroku vykonáme párové komparácie kritérií vzhľadom
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Kvalita Náročnosť Vzdialenosť
Výber školy
VUT ČVUT
Cieľ
Kritéria
AlternatívyČVUT
Obr. 1.4: Hierarchická štruktúra príkladu.
na nás cieľ. Na začiatok sa teda pýtame: má kvalita školy väčší vplyv na výber školy
ako jej náročnosť? Potom porovnáme kvalitu so vzdialenosťou a nakoniec náročnosť
so vzdialenosťou. Z vytvorenej recipročnej matice vypočítame priority vektor PV,
A =
⎛⎜⎜⎝
𝑘𝑣𝑎𝑙𝑖𝑡𝑎 𝑛á𝑟𝑜č𝑛𝑜𝑠ť 𝑣𝑧𝑑𝑖𝑎𝑙𝑒𝑛𝑜𝑠ť
𝑘𝑣𝑎𝑙𝑖𝑡𝑎 1 3 6
𝑛á𝑟𝑜č𝑛𝑜𝑠ť 1/3 1 5
𝑣𝑧𝑑𝑖𝑎𝑙𝑒𝑛𝑜𝑠ť 1/6 1/5 1
⎞⎟⎟⎠⇒ PV =
⎛⎜⎜⎝
0, 67
0, 22
0, 11
⎞⎟⎟⎠ .
Tento vypočítaný vektor potom vložíme do prvého stĺpca supermatice tak ako
je to vyobrazené v tab. 1.5. V tabuľke je zreteľne vidieť akú váhu majú kritéria
Tab. 1.5: Supermatica AHP.
Výber školy Kvalita Náročnosť Vzdialenosť VUT ČVUT STU
Výber školy 0 0 0 0 0 0 0
Kvalita 0,6529 0 0 0 0 0 0
Náročnosť 0,2511 0 0 0 0 0 0
Vzdialenosť 0,0960 0 0 0 0 0 0
VUT 0 0,4286 0,4000 0,2065 0 0 0
ČVUT 0 0,4286 0,4000 0,0789 0 0 0
STU 0 0,1429 0,2000 0,7146 0 0 0
na výber vhodnej školy. V ďalšom kroku vykonáme párové komparácie všetkých al-
ternatív vzhľadom na jednotlivé kritériá. V našom prípade teda párovo porovnáme
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školy VUT, ČVUT a STU vzhľadom na kvalitu (pýtame sa ktorá škola má lepši kva-
litu), náročnosť a vzdialenosť. Zo vzniknutých troch recipročných matíc vypočítame
priorityvektor a jednotlivé váhy vložíme do príslušných polí. Zvyšné polia vyplníme
nulami, viz tab. 1.5.
V poslednom kroku už len umocníme supermaticu na druhú a normalizujeme aby
súčet všetkých riadkov supermatice bol rovný 1. V tabuľke 1.6 je vidieť, že v prvom
stĺpci matice, pri poliach jednotlivých alternatív sme získali výsledok. Pozrime sa
teraz na výsledok trocha podrobnejšie a zhodnoťme či odpovedá skutočnosti. Vi-
díme, že ako najlepšia škola nám vyšla VUT v tesnom závese za ňou sa nachádza
ČVUT a na konci s hlbokým prepadom máme STU. V našich párových porovna-
niach sme kládli dôraz hlavne na kvalitu školy, naopak vzdialenosť sme síce tiež brali
do úvahu, ale jej vplyv sme veľmi obmedzili. Pri jednotlivom porovnaní škôl sme ur-
čili, že školy VUT a ČVUT majú rovnakú kvalitu aj náročnosť, avšak škola VUT
je k nám bližšie, preto sme vo výsledku dostali, že škola VUT je pre nás o necelé
2% vhodnejšia ako škola ČVUT. Naopak hoci škola STU je k nám veľmi blízko, jej
nedostatky v rozhodujúcich črtách ako je kvalita výuky a jej náročnosť ju odsunuli
s veľkou stratou na úplný koniec [11][12][16].
Tab. 1.6: Limitná matica AHP.
Výber školy Kvalita Náročnosť Vzdialenosť VUT ČVUT STU
Výber školy 0 0 0 0 0 0 0
Kvalita 0 0 0 0 0 0 0
Náročnosť 0 0 0 0 0 0 0
Vzdialenosť 0 0 0 0 0 0 0
VUT 0,4001 0 0 0 0 0 0
ČVUT 0,3878 0 0 0 0 0 0
STU 0,2121 0 0 0 0 0 0
1.2.2 Druhý spôsob
Tento spôsob výpočtu pomocou AHP je vlastne určitá forma automatizovaného
výpočtu pri nemennosti kriteriálnych požiadaviek, jedinou zmenou je zoznam al-
ternatív (možností) z ktorých vyberáme vhodného kandidáta. Algoritmus je veľmi
výhodný napríklad pre firmu ktorá sa snaží vybrať laptop pre svojich zamestnancov.
Táto firma môže mať svoje pobočky po celom svete a preto v každom regióne môže
byť iná ponuka modelov. To v tomto prípade vôbec nevadí, pretože nám stačí zadať
svoje požiadavky len raz a algoritmus nám pre rôzne zoznamy vstupných dát vždy
vyberie vhodného kandidáta.
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Rovnako ako pri prvom spôsobe aj druhý spôsob výpočtu pomocou AHP využíva
stromovú štruktúru, viz obr. 1.5. Táto stromová štruktúra je však mierne odlišná.
Zatiaľ čo prvé dve vrstvy Cieľ a Kritériá zostali nezmenené oproti prvej metóde, tre-
tia vrstva Alternatívy sa transformovala na vrstvu Subkritériá. Táto vrstva je akýmsi
rozšírením vrstvy Kritériá a jednotlivé subkritériá vždy ovplyvňujú len jedno krité-
rium, do ktorého patria. Na rozdiel od prvého spôsobu, teraz nebudeme pracovať
Vhodný 
model 
laptopu
CPU RAM HDD
i3
i5
i7
2GB
4GB
8GB
0,2TB
0,5TB
1TB
Cieľ
Kritériá
Subkritériá
Obr. 1.5: Hierarchická štruktúra druhého príkladu
so supermaticou. Stačí nám len párovo porovnať jednotlivé kritériá a priradiť im
príslušné koeficienty. Potom párovo porovnáme subritériá ku kritériu ku ktorému
patria a každý koeficient subkritéria vynásobíme koeficientom ich kritéria ku kto-
rému patria. To nám zabezpečí, že suma subkritérií nám dá koeficient patričného
kritéria, viz obr.1.6. Ďalej nás už budú zaujímať len subkritériá a ich koeficienty.
Ako môžeme na obrázku 1.6 vidieť, tieto subkritériá nám tvoria akýsi zoznam para-
metrov s koeficientami a súčet všetkých subkritérií nám dá hodnotu 1. Nám potom
už len stačí načítať ponuku laptopov z nejakej databáze a priraďovať jednotlivým
modelov koeficienty podľa ich parametrov. Tieto koeficienty potom sčítame a najlep-
šiemu modelu potom bude patriť koeficient s najvyššou hodnotou. V prípade, že by
sme pre názornosť potrebovali vyjadriť preferencie modelov v percentách nám stačí
len výsledné koeficienty normalizovať k hodnote 1. To znamená, že súčet všetkých
Acer:
• CPU: i3
• RAM: 2GB
• HDD: 0,5TB
• celkovo: 0, 03 + 0, 07 + 0, 04 = 0, 14
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Vhodný 
model 
laptopu
CPU: 0,32 RAM: 0,56 HDD: 0,12
I3: 0,03 2GB: 0,07 0,2TB: 0,02
Cieľ
Kritériá
SubkritériáI5: 0,08
I7: 0,21
4GB: 0,13
8GB: 0,36
0,2TB: 0,04
0,2TB: 0,06
Obr. 1.6: Hierarchická zindexovaná štruktúra druhého príkladu
Asus:
• CPU: i5
• RAM: 4GB
• HDD: 0,2TB
• celkovo: 0, 08 + 0, 13 + 0, 02 = 0, 23
Lenovo:
• CPU: i7
• RAM: 4GB
• HDD: 1TB
• celkovo: 0, 21 + 0, 13 + 0, 06 = 0, 40
výsledných koeficientov jednotlivých modelov nám dá čislo 1. To dosiahneme veľmi
jednoducho tak, že spočítame sumu všetkých výsledných koeficientov a potom každý
výsledný koeficient u jednotlivých modelov vydelíme touto sumou. Pre vyjadrenie
v percentách potom už len vynásobíme tento výsledok číslom 100 [10].
𝑆𝑢𝑚𝑎 = 0, 14 + 0, 23 + 0, 40 = 0, 77
Acer: 0, 14/0, 77 = 0, 18 = 18%
Asus: 0, 23/0, 77 = 0, 30 = 30%
Lenovo: 0, 40/0, 77 = 0, 52 = 52%
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1.3 Analytický sieťový proces
ANP je rozhodovací proces, ktorý slúži na hĺbkovú a detailnú analýzu problému.
Pomocou ANP by sme mali byť schopný vyriešiť aj veľmi náročné úlohy (napríklad
chovanie ekonomiky), ktoré sa nedajú riešiť pomocou AHP. ANP na rozdiel od AHP
nevyužíva hierarchickú štruktúru, ale štruktúru sieťovú. Prvou nevýhodou ANP je
jeho zložitosť. Aj pri riešení problému cez špecializovaný software je totiž vyžado-
Skúsenosti
· Vlastné
· Radyznámych
· Recenzie na 
internete
Alternatívy
· Acer
· Asus
· Lenovo
Výkon
· CPU
· RAM
· Grafika
· ...
Dostupnosť
Príslušenstvo
Kompatibilita
Energetická
Náročnosť a chaldenie
· V meste
· Eshop
· Sluchátka 
· Web kamera
· Externé HDD
Kvalita
· Spracovania
· Technická 
podpora
· Dlhá záruka
· Hardware
· Software
Obr. 1.7: Všeobecná topologia ANP.
vaná dobrá znalosť ANP. Na obr. 1.7 sa nachádza príklad sieťovej topológie ANP.
V ukážke je analyzovaný problém výberu vhodného modelu laptopu. Každá topoló-
gia sa skladá z uzlov (skupín), ktoré obsahujú elementy. Medzi uzlami sú vytvorené
väzby, ktoré vyjadrujú ich chovanie a závislosti. Na obr je vidno, že problém výberu
vhodného laptopu je rozanalyzovaný do detailov. Pri zložitejších problémoch môže
taká topológia vyzerať trocha neprehľadne avšak pre dosiahnutie požadovaného vý-
sledku je správne navrhnutie topológie a presné určenie vzájomných väzieb kľúčové
[14][15][16].
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1.3.1 Prvky topológie:
• Skupiny
• Elementy
• Väzby
Skupiny
Skupina je logický celok združujúci v sebe elementy podobných vlastností, viz obr.
1.8. Skupiny nám dovoľujú pri riešení komplexného problému rozčleniť tento problém
na časti, ktoré sme schopní lepšie analyzovať a popísať. Počet skupín v topológii je
neobmedzený, rovnako tak nie je obmedzený ani počet elementov, ktoré skupina
združuje [14][15][16].
A1
  a1
  b1
  c1
A2
  a2
  b2
  c2
Obr. 1.8: Skupina A obsahujúca elementy a, b, c.
Elementy
Elementy sú základným prvkom skupín. Každá skupina musí obsahovať minimálne
jeden element. Elementy sa združujú do skupín podľa určitých logických súvislostí
(napr. skupina s názvom výkon laptopu by obsahovala elementy: výkon procesora,
veľkosť pamäte RAM apod.). Tieto elementy sú často krát ovplyvňované alebo
ovplyvňujú navzájom rovnaké skupiny elementov, ale nemusí tomu tak vždy byť
[14][15][16].
Väzby
Posledným a najdôležitejším prvkom topológie sú väzby. Väzby určujú jednotlivé
vzťahy a závislosti medzi elementami či už v skupine alebo medzi nimi.
Na obrázku 1.9 vidíme jednotlivé typy väzieb, ktoré sa môžu v topológii vy-
skytnúť. Úplne hore sa nachádza jednoduchá väzba. Vyjadruje, že niektoré elementy
(poprípade všetky elementy) v skupine B sú ovplyvňované niektorými poprípade
všetkými elementami v skupine A. Pod jednoduchou väzbou sa na obrázku nachá-
dza obojstranná (dvojitá) väzba. Eqvivalent tejto väzby vidíme hneď pod ňou. Je
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A1
  a1
  b1
  c1
A2
  a2
  b2
  c2
A1
  a1
  b1
  c1
A2
  a2
  b2
  c2
A1
  a1
  b1
  c1
A2
  a2
  b2
  c2
A1
  a1
  b1
  c1
Obr. 1.9: Úplne hore je zakreslená jednoduchá väzba medzi skupinami A1 a A2,
pod nimi je zakreslená dvojitá väzba, druhý obrázok odspodu ukazuje takisto dvo-
jitú väzbu akurát rozkreslenú do dvoch jednoduchých väzieb, úplne dole je ukážka
spätnej väzby.
teda zrejmé, že dvojitá väzba sa dá zapísať pomocou dvojice jednoduchých väzieb
a vyjadruje, že nielenže niektoré poprípade všetky elementy skupiny B sú závislé
na niektorých poprípade všetkých elementoch skupiny A, ale aj niektoré poprípade
všetky elementy skupiny A sú závislé na niektorých poprípade všetkých elementoch
skupiny B. Na obrázku úplne dole vidíme posledný typ väzby a to spätnú väzbu.
Spätná väzba značí, že niektoré poprípade všetky elementy určitej skupiny sú ovplyv-
ňované niektorými poprípade všetkými elementami tej istej skupiny [14][15][16].
1.3.2 Návrh topológie
Na názornom príklade bude popísaný postup algoritmu ANP. Ako už bolo spo-
mínané, prvým krokom je správne navrhnutie topológie viz obr. 1.10. Vychádzať
budeme z už spomínaného výberu laptopu. Kvôli výpočetnej náročnosti však bude
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Alternatívy
· Acer
· Asus
· Lenovo
Výkon
· CPU
· RAM
· Grafika
Lokalizácia
· Európa
· Amerika
· Ázia
Obr. 1.10: Topológia príkladu.
tento problém zjednodušený a upravený tak, aby sme v príklade použili všetky typy
väzieb. V topológii sa nachádzajú 3 skupiny, súčasťou každej topológie je skupina
Alternatívy. V tejto skupine sa nachádzajú možnosti, ktoré pri výbere zvažujeme.
Ďalej sa v topológii nachádzajú skupiny Výkon (združuje elementy ktoré popisujú
výkon laptopu) a Lokalizácia ( popisuje dostupnosť modelov na jednotlivých trhoch).
Rozbor topológie
Ako už bolo spomínané skupina Alternatívy združuje možnosti zvažované pri vý-
bere vhodného laptopu. V našom prípade vyberáme z troch možností. Na obr. 1.11
môžeme vidieť, že v skupine alternatívy nie je zakreslená spätná väzba. Táto spätná
väzba by tu teoreticky mohla byť a potom by vyjadrovala vzájomnú závislosť ele-
mentov vo vnútri skupiny. Táto závislosť by potom vyjadrovala, že silné modeli
prevyšujúce svojimi parametrami ostatné modely v ponuke, by percentuálne znižo-
vali šance týmto slabším modelom. My však nevieme, ktoré modely sú dobré a ktoré
nie, na to využívame tento algoritmus aby sme to zistili a preto nie sme schopný
doceniť ako veľmi sa jednotlivé modely ovplyvňujú (Toto je prvý nedostatok ANP).
Avšak vynechanie tejto spätnej väzby v našom konkrétnom príklade nám minimálne
ovplyvní výpočet, horšie by bolo kedy sme sa snažili jednotlivé vplyvy natipovať prí-
Alternatívy
· Acer
· Asus
· Lenovo
Obr. 1.11: Rozbor topológie 1.
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Alternatívy
· Acer
· Asus
· Lenovo
Výkon
· CPU
· RAM
· Grafika
Obr. 1.12: Rozbor topológie 2.
padne určiť iným spôsobom a nemali pritom pravdu. V našom prípade ako výsledok
dostaneme rovnako zoradené možnosti akurát ich váhy sa budú mierne líšiť.
V oboch prípadoch by sme teda mali dostať rovnakého víťaza akurát bez použití
spätnej väzby bude jeho náskok na druhý najpreferovanejší element rozdielny. To
isté platí aj pre ostatné elementy.
Na obr. 1.12 vidíme skupinu Alternatívy a Výkon spojenú jednoduchou väzbou.
Táto väzba nám označuje závislosť elementov v skupine Alternatívy na elementoch
v skupine Výkon. To znamená, že parametre jednotlivých laptopov ako je výkon
CPU, velkosť pamäte RAM apod. budú ovplyvňovať výber laptopu. Konkrétne táto
časť topológie nám určí silné a slabé stránky jednotlivých modelov. U modeloch
budeme uvažovať všetky parametre a to znamená, že každý element v skupine Al-
ternatívy bude ovplyvňovaný všetkými elementami v skupine Výkon.
Tak isto ako výber vhodného modelu laptopu závisel na jeho výkonnostných po-
žiadavkách. Tak isto závisia aj jednotlivé výkonnostné parametre od daného modelu,
viz obr.1.13.
Alternatívy
· Acer
· Asus
· Lenovo
Výkon
· CPU
· RAM
· Grafika
Obr. 1.13: Rozbor topológie 3.
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Výkon
· CPU
· RAM
· Grafika
Obr. 1.14: Rozbor topológie 4.
Zatiaľ čo v predchádzajúcej časti sme určovali silné a slabé stránky modelov,
v tejto časti topológie sa budú porovnávať jednotlivé výkonnostné parametre mode-
lov medzi sebou.
Keďže poznáme silné stránky jednotlivých modelov. Mali by sme pri výbere zva-
žovať aj možnosť do akej miery ovplyvnia nedostatky modelu jeho prednosti. Túto
situáciu vyjadríme zaznačením spätnej väzby na skupinu Výkon, viz obr. 1.14. Vy-
nechaním tohto kroku by sa nám totiž mohlo stať, že by sme vybrali papierovo veľmi
silný model s výkonným procesorom a výkonnou grafikou avšak nízka hodnota pa-
mäte RAM by nám nedovolila využiť jeho výkon naplno a vysoko by obmedzovala
ostatné komponenty. Reálne by sme teda kúpili veľmi pomalý počítač. V našom
príklade budeme uvažovať, že výkon procesora bude závislý len na pamäti RAM
(napríklad pre potrebu vykonávania viacerých zložitých matematických výpočtov
na pozadí), pamäť RAM nebude závislá na žiadnej komponente a výkonnosť gra-
fickej karty bude záležať nielen na výkone CPU ale aj na pamäti RAM (reálne sa
grafický výkon nezmení, avšak budeme predpokladať, že ak si chceme zahrať naj-
novšie hry tak potrebujeme mať aj potrebný výkon CPU aj RAM, keď plánujeme
len tvoriť dokumenty, tak je nám vyšší grafický výkon prevyšujúci ostatné kompo-
nenty zbytočný). Následne sa budeme zaoberať lokalizáciou, viz obr. 1.15. V skupine
Alternatívy
· Acer
· Asus
· Lenovo
Lokalizácia
· Európa
· Amerika
· Ázia
Obr. 1.15: Rozbor topológie 5.
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Lokalizácia
· Európa
· Amerika
· Ázia
Obr. 1.16: Rozbor topológie 6.
Lokalizácia sa nachádzajú elementy Amerika, Európa a Čína. Medzi skupinou Lo-
kalizácia a Alternatívy je jednoduchá väzba, ktorá vyjadruje, že výber modelu je
závislý na lokalizácii. Lokalizácia môže napríklad ovplyvňovať dostupnosť modelu
na trhu. Určitý model x sa napr. nepredáva v Európe, v Ázii sa dá ťažko zohnať
a v Amerike sa predáva na každom kroku. Z toho vyplýva, že element Európa nebude
mať na element x žiadny vplyv, element Ázia naň bude mať mierny vplyv a element
Amerika naň bude mať najväčší vplyv.
Skupina Lokalizácia nemá žiadnu spätnú väzbu ,viz obr. 1.16. Je to dané tým,
že jednotlivé elementy v skupine na seba nemajú žiadny vplyv. Dá sa to zdôvodniť
tým, že v jednotlivých svetových regiónoch panuje iná kultúra a ekonomická situácia.
Jednotlivé trhy sú uspôsobené pre daný región a ponuka modelov v Ázii, prípadne
vyradenie určitého modelu z ponuky v Ázii nemá absolútne žiadny vplyv na modely
ponúkané v Európe, prípadne v Amerike.
Posledná časť topológie vyžadujúca našu pozornosť je znázornená na obr. 1.17.
V topológii je znázornené, že medzi skupinami Výkon a Lokalizácia nie je žiadna
väzba. Ako zákazníka zvažujúceho výber laptopu nás totiž nezaujíma aký vplyv
majú výkonnostné parametre na ponuku modelov ponúkaných na trhoch v Amerike,
Európe a Ázii. Stačí nám len nájsť v katalógu kde sa konkrétne modely ponúkajú,
nepotrebujeme však vedieť prečo tomu tak je. Takisto výkonnostné parametre nie
sú závislé od lokalizácie. Ak sa nejaký model ponúka aj v Amerike aj v Európe tak
z hladiska výkonu je úplne jedno kde daný model kúpime.
Výkon
· CPU
· RAM
· Grafika
Lokalizácia
· Európa
· Amerika
· Ázia
Obr. 1.17: Rozbor topológie 7.
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Imaginárny element výsledok
Do tohto bodu sme zadefinovali vlastnosti celého systému vytvoreného na výber
vhodného laptopu. Máme zadefinované silné a slabé vlastnosti jednotlivých modelov,
navzájom sme ich porovnali medzi všetkými modelmi a nakoniec zadefinovali ako sa
tieto silné a slabé vlastnosti navzájom ovplyvňujú. Ďalej sme ešte zadefinovali kde
sa jednotlivé modely dajú kúpiť a kde je výhodné ich kúpiť.
Žiaľ síce poznáme všetky parametre a vlastnosti jednotlivých modelov, nikde sme
nedefinovali naše očakávania a to ktoré vlastnosti si vlastne ceníme a podľa akých
vlastností by mal výber prebiehať (druhý nedostatok ANP). Hoci autor tejto metódy
pán prof. Saaty definuje ANP ako rozhodovací proces, vo svojich publikáciách vy-
svetľuje ANP na ekonomických problémoch zdieľania trhu potravinovými reťazcami.
Hoci sa jedná o ďalšiu perspektívnu možnosť ako využiť ANP a sieťovú topológiu,
z môjho pohľadu sa však jedná skôr o analytický proces ako o proces pre podporu
rozhodovania. Rovnako pán Saaty tvrdí, že AHP je len špecifický model ANP a dá sa
vyjadriť pomocou sieťovej topológie. Nikde však nespomína prečo je u AHP použitý
imaginárny element cieľ a u ANP je tento element vynechaný. Možným riešením by
teda mohlo byť pridanie tohto imaginárneho elementu do našej sieťovej topológie,
viz obr. 1.18. Teraz by sme mohli teoreticky jednoduchou väzbou prepojiť elementy
v skupinách výkon a lokalizácia so skupinou cieľ a vyjadriť aký vplyv majú jednot-
livé elementy na výsledok. Teda ktoré výkonnostné parametre sú pre nás dôležité
vo vybranom modely (CPU, RAM, Grafika) a ktoré oblasti preferujeme pri kúpe.
Ako Európania teda môžeme priradiť Európe najväčší vplyv pretože pri objednaní
tovaru sa môžeme spoliehať na kvalitu a rýchlosť dodania objednávky (doteraz sme
len definovali kde sa dané modely predávajú). Elementy v skupine Alternatívy sme
Alternatívy
· Acer
· Asus
· Lenovo
Výkon
· CPU
· RAM
· Grafika
Lokalizácia
· Európa
· Amerika
· Ázia
Výsledok
· Cieľ
Obr. 1.18: Pridanie imaginárneho elementu.
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nespojili jednoduchou väzbou s elementom Cieľ. Môžeme uvažovať tak, že jednot-
livé modeli nemajú vplyv na to či budú vybrané alebo nie, ale sú to ich vlastnosti
a parametre ktoré ich predurčujú k výberu. Okrem iného si neviem predstaviť ako
by sme vyjadrili či má na element výsledok väčší vplyv element Acer alebo element
Asus.
1.3.3 Výpočet
Pri výpočte budeme pracovať so supermaticou. Supermatica je štvorcová matica
a jej veľkosť sa rovná celkovému počtu elementov v topológii, v našom prípade je to
9×9. Do matice budeme vkladať výsledky jednotlivý párových porovnaní presne ako
sme si to definovali v topológii. Ideme postupne po stĺpcoch a pýtame sa či majú jed-
notlivé elementy v riadkoch vplyv na element v stĺpci. Prvý element je cieľ. Vidíme,
že element nemá spätnú väzbu preto do prvého riadka napíšeme nulu. Postupujeme
ďalej, vidíme že ďalšie elementy patria do skupiny Alternatívy a taktiež nemajú
vplyv na element cieľ a preto aj tu vpíšeme do jednotlivých políčok nuly. Nasledujú
elementy patriace do skupiny výkon, zadefinovali sme si, že všetky tieto elementy
majú vplyv na element cieľ, preto ich párovo porovnáme, vypočítame eigenvektor
a hodnoty zapíšeme do jednotlivých polí. Takto postupujeme až do konca.
Teraz sa blížime k predposlednému kroku vo výpočte. Podľa teórie by sme mali
ešte párovo porovnať jednotlivé skupiny medzi sebou podľa topológie a podľa zakres-
lených väzieb, viz obr. 1.18. Tento krok z počiatku vyznie celkom logicky. Pridaním
imaginárneho elementu cieľ sme si zadefinovali ktoré výkonnostné parametre prefe-
rujeme pri výbere a ktorú lokalitu preferujeme pri kúpe, ale ešte sme nezadefinovali
či preferujeme výkon pred lokalizáciou. To znamená, že si zadefinujeme či dáme
prednosť modelu aký nám vyhovuje a sme ochotný si hoci aj počkať kým dorazí
z druhého konca sveta, pretože sa momentálne v Európe nepredáva, alebo dáme
prednosť modelu, ktorý nie je úplne podľa našich predstáv, ale možnosť, že sa pre-
dáva v našej lokalite a to, že na ňom môžeme už v krátkom čase vykonávať činnosť
bude kľúčová. Keď sa pozrieme na topológiu 1.18 tak vidíme, že medzi skupinou
Výsledok a skupinami Výkon a Lokalizácia je jednoduchá väzba, teda skupiny Lo-
kalizácia a Výkon majú vplyv na skupinu Výsledok a preto párovo porovnáme tieto
skupiny (pozor nie elementy ktoré združujú) a tým vyjadríme ich vplyv na skupinu
výsledok. Jednotlivé váhy zapisujeme do indexovej matice. Táto matica je veľmi
podobná supermatici, jej veľkosť je však rovná počtu skupín v topológii.
V tabuľke 1.7 môžeme vidieť našu indexovú maticu a výsledok prvého párového
porovnania zapísaného v prvom stĺpci matice v príslušných poliach, ako možno vi-
dieť, väčší vplyv je kladený na výkonnostné parametre ako na lokalizačné možnosti.
Skupina Alternatívy a sama skupina Výsledok na seba nemajú vplyv preto do polí-
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čok napíšeme nuly. Presuňme sa teraz na skupinu Výkon. Z topológie 1.18 je vidno,
že na skupinu Výkon majú vplyv skupiny Alternatívy, Výsledok a skupina Výkon
sama. Ako ale určiť jednotlivé vplyvy? Má na Výkon väčší vplyv jednotlivé modely
alebo dokonca Výkon samotný? Nielenže táto formulácia postráda logiku, my do-
konca ani nie sme schopný tieto vplyvy doceniť. Tento krok preskočiť nemôžeme
pretože je kľúčový. Ak by sme ho preskočili tak by sme na konci výpočtu dostali
nezmyselné výsledky alebo samé nuly. Ak by sme sa snažili tieto vplyvy natipovať
tak by sme dostali nepredpokladané výsledky, pretože pri tomto kroku, kde definu-
jeme jednotlivé vplyvy medzi skupinami, ovplyvní zlá hodnota vplyvu celú skupinu,
teda všetky elementy nachádzajúce sa v skupine. Jednotlivé elementy sú tiež pop-
repájané s inými elementami v iných skupinách a dosah tejto chyby je enormný!
Bez zvládnutia tohto kroku nemá zmysel presunúť sa k poslednému kroku. Avšak
aby sme ukázali ako prebieha výpočet ANP až do samého konca tak vplyvy skupín
v indexovej matici môžeme natipovať, viz tab.1.8 a presunúť sa k ďalšiemu kroku.
Tab. 1.7: Indexová matica ANP.
CIEĽ ALTERNATÍVY VÝKON LOKALIZÁCIA
CIEĽ 0 0 0 0
ALTERNATÍVY 0 0 ? 0
VÝKON 0,8 ? ? 0
LOKALIZÁCIA 0,2 ? 0 0
Tab. 1.8: Natipovaná indexová matica ANP.
CIEĽ ALTERNATÍVY VÝKON LOKALIZÁCIA
CIEĽ 0 0 0 0
ALTERNATÍVY 0 0 0,3 0
VÝKON 0,8 0,6 0,7 0
LOKALIZÁCIA 0,2 0,4 0 0
Teraz vynásobíme príslušné políčka v supermatici odpovedajúcimi indexami z in-
dexovej matice, viz tab. A.2. Presunieme tak svoje požiadavky do supermatice a s in-
dexovou maticou už ďalej nebudeme pracovať. Rovnako týmto krokom by sme mali
docieliť to, že súčet každého stĺpca supermatice by nám mal dať hodnotu 1, viz ta-
buľku A.3. Avšak treba si všimnúť, že pri elemente RAM nám nedáva súčet hodnôt
v stĺpci hodnotu 1, je to z toho dôvodu, že element RAM je jediný element v sku-
pine výkon, ktorý nieje ovplyvňovaný inými elementami tejto skupiny. Na toto si
treba dať pozor a preto supermaticu môžeme pre istotu vždy normalizovať. Teraz
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nám stačí supermaticu umocniť na číslo 𝑛 = 15 a dostaneme limitnú maticu, viz
A.4. Vidíme, že v tejto limitnej matici sa nám v riadkoch opakujú hodnoty. V jed-
notlivých riadkoch potom pri elementoch patriacich do skupiny Alternatívy, teda
Acer, Asus, Lenovo máme výsledné koeficienty. Po normalizácii ktorá už bola veľa
krát robená a vyvetlovaná, prepočítame tieto koeficienty na percentá a dostaneme
výsledok nášho výpočtu [14][15][16].
• Acer: 0,1870 ⇒ 48,83%
• Asus: 0,0962 ⇒ 25,12%
• Lenovo: 0,0998 ⇒ 26,05%
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1.4 Praktická časť
Praktická časť tejto práce sa zameriava na implementáciu rozhodovacích procesov
AHP a ANP v programovacom jazyku Java. Pri implementácii bola využitá sku-
točnosť, že AHP je vlastne len určitým typom ANP. To znamená, že výpočet AHP
je realizovaný rovnaký algoritmom ako výpočet ANP, iba boli preskočené a mierne
upravené niektoré kroky. Táto vlastnosť redukuje potrebný kód a zlepšuje integro-
vateľnosť.
1.4.1 Diagram tried
Diagram tried je určitý model popisujúci štruktúru a vzťahy jednotlivých tried pou-
žitých v programe. Diagram tried nášho programu môžeme vidieť na obrázku 1.19.
Tento diagram sa skladá z piatich tried. Jadro programu tvoria triedy AnalyticPro-
cess, Matrix a Cluster. Triedu Main obsahuje každý program a je tu uvedená len
pre úplnosť. Trieda Controller slúži na interakciu programu s užívateľom. Z dia-
gramu je vidno, že trieda Main vytvorí objekt triedy Controller, trieda Controller
pre svoju činnosť vytvára objekt triedy AnalyticProcess a tá zas vytvára objekty
tried Cluster a Matrix. Objekty triedy Matrix v sebe ešte vytvárajú objekty triedy
Cluster a Controller. Kvôli prehľadnosti sú z diagramu odstránené get a set metódy
jednotlivých tried ktoré slúžia na nastavovania a získavanie atribútov tried a ich
vlastností.
AnalyticProcess
-clust: Cluster[]
-supermatrix: Matrix
-supermatrixsize: int
-totalnames: String[]
-allclusters: Cluster
<<constructor>>+Analyticprocess(cl: Cluster[])  
Cluster
-nodes: String[]
-clustername: String
<<constructor>>+Cluster(name: String, size: int, nodesnames: String[])
Matrix
-matrix: doube[][]
-matrixsize: int
<<constructor>>+Matrix(size: int)
+finishmatrix(): void
+eigenvector(): double[]
+power(): double[][]
+sum(i: int, j:int): double
Controller
-scanner: Scanner
-ahp: AnalyticProcess
-anp: AnalyticProcess
+ahp_algorithm(): void
+anp_algorithm(): void
+printsupermatrix(ap: AnalyticProcess): void
+fillmatrix(ap: AnalyticProcess, i: state): void
+selecnodes(cluster: Cluster, goal: String, stat: int): String[]
+pwc(elements: String[], goal String): double[]
+indexmatrix(ap: AnalyticProcess): void
Main
+main(args[]: String): void
-scanner: Scanner
Obr. 1.19: Diagram tried programu AHP-ANP.
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1.4.2 Analýza tried
V minulej časti sme popísali základné vzťahy a závislosť tried na sebe. V tejto časti
sa budeme podrobnejšie venovať jednotlivým triedam, bude popísaná ich funkčnosť
a chovanie jednotlivých atribútov a metód.
Trieda Matrix
Začneme od konca a to konkrétne triedou Matrix. Trieda Matrix obsahuje len jeden
atribút a to dvojrozmerné pole matrix.
Toto dvojrozmerné pole nám slúži ako matica a všetky metódy v triede Matrix
budú následne s touto maticou pracovať. Trieda Matrix obsahuje aj konštruktor,
ktorý slúži na nastavenie rozmerov matice a teda na alokovanie dostatočnej pamäte.
Prvou metódu triedy Matrix je metóda finishMatrix(). Táto metóda sa vy-
užíva veľmi často a to konkrétne pri každej párovej komparácii skupiny elementov
vzhľadom na kontrolné kritérium, jedná sa totiž o recipročnú maticu. Vzhľadom
na to, že pri zložitejších problémoch môže byť týchto komparácií rádovo desiatky, je
vhodné pri každej komparácii vytvoriť objekt triedyMatrix a využiť jeho zapúzdrené
metódy. Objekt triedy Matrix sa rovnako využíva pri vytváraní supermatice.
public void finishMatrix(){
for(int i=0; i<matrix.length; i++){
for(int j=0; j<matrix.length; j++){
if(matrix[i][j] == 100){
matrix[i][j] = 0;
}
}
}
for(int i=1; i<matrix.length; i++){
for(int j=0; j<i; j++){
if(matrix[j][i] == 0){
matrix[i][j] = 0;
continue;
}
matrix[i][j] = 1/matrix[j][i];
}
}
}
Metóda finishMatrix() neprijíma žiadne parametre a ani nemá návratovú hod-
notu. Jej cieľom je doplniť hodnoty, ktoré neboli pri párovej komparácii zadané, teda
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dopočítať hodnoty pod hlavnou diagonálou podľa vzťahu 𝑥𝑖𝑗 = 1/𝑥𝑗𝑖. Ešte predtým
však musí metóda prejsť všetky prvky v matici a zmeniť indexy 100 na hodnotu 0
viz rovnica 1.9.
A =
⎛⎜⎜⎜⎜⎜⎝
1 0, 33 100 2
0 1 100 4
100 100 100 100
0 0 100 1
⎞⎟⎟⎟⎟⎟⎠⇒
⎛⎜⎜⎜⎜⎜⎝
1 0, 33 0 2
3 1 0 4
0 0 0 0
0, 5 0, 25 0 1
⎞⎟⎟⎟⎟⎟⎠⇒ PV =
⎛⎜⎜⎜⎜⎜⎝
0, 24
0, 62
0
0, 14
⎞⎟⎟⎟⎟⎟⎠ (1.9)
V inej časti kódu totiž zadávame ktoré elementy majú vplyv na kontrolné kritérium.
Ak element má na kontrolné kritérium vplyv tak sa do príslušného políčka v hlav-
nej diagonále zapíše hodnota 1, ak vplyv nemá tak sa zapíše hodnota 100 nielen
do hlavnej diagonály, ale aj do príslušného riadku a stĺpca. Keď potom párovo po-
rovnávame jednotlivé elementy, tak elementy s hodnotou 100 sú z tejto komparácie
vynechané. Výhodou tohto postupu je, že matica má vždy takú veľkosť, koľko ele-
mentov obsahuje skupina a že po vypočítaní výsledného prioritného vektora PV
dostaneme jednotlivé váhy správne zoradené. V rovnici 1.9 potom vidíme, že tretí
element bol z párovej komparácie vynechaný, pretože v jeho stĺpci a riadku sa nachá-
dzajú indexy 100, matica bola následne upravená a dopočítaná. Následne vypočítaný
prioritný vektor PV obsahuje 4 elementy, vidíme, že tretí element má nulový vplyv
a súčet vplyvov nám dáva hodnotu 1.
Ďalšou metódou triedy Matrix je metóda normalized(). Táto metóda tiež ne-
prijíma žiadne parametre a nemá ani návratovú hodnotu, pracuje len s maticou
matrix a jej úlohou je túto maticu normalizovať.
Ďalšou v poradí je metóda eigenvector(). Táto metóda je určená na vypočí-
tanie prioritného vektoru z recipročnej matice a tento vektor potom vracia.
public double[] eigenvector(){
for(int r=0; r<4; r++){
matrix = power();
normalized();
}
double sum = 0;
int count = 0;
double[] pv = new double[matrixsize];
for(int i=0; i<matrix.length; i++){
for(int j=0; j<matrix.length; j++){
if(matrix[i][j] == 0){
continue;
}
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sum = sum + matrix[i][j];
count++;
}
if(count == 0){
pv[i] = 0;
}
else{
pv[i] = sum/count;
sum = 0;
count = 0;
}
}
return pv;
}
Hneď na začiatku sa nachádza for cyklus, v ktorom každý krok umocníme maticu
pomocou metódy power().
public double[][] power(){
double matrix2[][] = new double[matrix.length][matrix.length];
for(int i=0; i<matrix.length; i++){
for(int j=0; j<matrix.length; j++){
matrix2[i][j] = sum(i,j);
}
}
return matrix2;
}
V metóde power() sa vytvorí dvojrozmerné pole matrix2 rovnakej veľkosti ako je
matica matrix. Následne sa toto pole prechádza prvok po prvku a zapisujú sa
do neho hodnoty pomocou metódy
public double sum(int i, int j){
double sum = 0;
for(int k=0; k<matrix.length; k++){
sum = sum + (matrix[i][k] * matrix[k][j]);
}
return sum;
}
Metóda sum() prijíma dva parametre typu int, ktoré označujú polohu prvku v ma-
tici. Následne vynásobí prvý prvok v príslušnom stĺpci s prvým prvkom v príslušnom
37
riadku, druhý prvok v stĺpci s druhým prvkom v riadku atď. Potom tieto násobky
sčíta a vráti späť metóde power(). Je teda jasné, že sa jedná o umocnenie matice
matrix na druhú. Metóda power() ďalej vráti túto maticu metóde eigenvector()
a tá ju priradí matici matrix. Vo for cykle metódy eigenvector() sa táto matica
z výstupu dostane tak povediac na vstup a znova umocní na druhú. V dvoch cyk-
loch sme teda umocnili maticu matrix na číslo 𝑛 = 4. Z toho vyplýva, že nám stačia
štyri cykly na to, aby sme maticu umocnili na potrebných 𝑛 = 16 ako vyplýva
z teórie. V tomto for cykle rovnako po každom umocnení matice, maticu normalizu-
jeme metódou normalized(). Tento krok je veľmi výhodný z výpočetného hľadiska
pretože neustále pracujeme s malými hodnotami v bunkách matice a nestane sa
nám potom, že na výstupe programu dostaneme hodnotu inf. V zvyšnej časti me-
tódy eigenvector() už len spriemerujeme hodnoty matice v riadkoch a vrátime
hodnoty prioritného vektoru vo forme jednorozmerného poľa.
Trieda Cluster
Táto trieda neobsahuje žiadne výpočetné metódy. Obsahuje len dva atribúty,
String[] nodes;
String clusterName;
konštruktor
public Cluster(String name, int size, String[] nodesNames){
clusterName = name;
nodes = new String[size];
for(int i=0; i<size; i++){
nodes[i] = nodesNames[i];
}
}
a potrebné get metódy na získavanie atribútov. Set metódy v tejto triede nie sú po-
trebné, pretože atribúty nastavíme pomocou konštruktoru pri inicializácii a ďalšie
zmeny atribútov už neskôr nebudú potrebné. Zmyslom tejto triedy je potom vy-
tvoriť určitý logický celok skupiny, ktorý tvoria názov skupiny a názvy elementov
patriace do skupiny. Pri vytvorení supermatice môžeme potom členiť elementy lo-
gicky do skupín čo nám neskôr uľahčí prístup k týmto elementom a pristupujeme
pritom vždy len k elementom, ktoré potrebujeme.
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Trieda AnalyticProcess
Trieda AnalyticProcess tvorí akýsi vrchol pyramídy pre triedy podieľajúce sa hlavne
na výpočtoch. Táto trieda totiž v sebe vytvára objekty tried Cluster a Matrix a vy-
užíva ich metódy. Atribúty triedy sú:
Cluster[] clust;
Matrix supermatrix;
int supermatrixSize = 0;
String[] totalNames;
Cluster allClusters;
clust je pole objektov triedy Cluster a každý prvok pola tvorí skupinu združujúcu
v sebe elementy patriace do skupiny. Objekt supermatrix je tzv. supermatica, táto
matica je preto objektom triedy Matrix, aby sme na ňu mohli aplikovať metódy
triedy Matrix, teda umocňovať ju a normalizovať ju. Veľkosť supermatice vyjadruje
integerová hodnata supermatrixSize, ktorá je nastavená na prednastavenú hodnotu
0. Predposledným atribútom je jednorozmerné pole totalNames obsahujúce názvy
všetkých elementov všetkých skupín. Posledným atribútom je objekt allClusters
triedy Cluster. Tento atribút obsahuje názvy všetkých skupín. Jediným dôvodom
prečo je atribút allClusters defnovaný ako Cluster a nie ako pole String[] je ten,
že v triede Controller pri párovom porovnaní skupín využívame metódu pwc() ktorá
prijíma objekt triedy Cluster. Aby sme nemuseli zbytočne metódu pwc() preťažovať
a písať ďalšiu metódu pwc() prijímajúcu iné parametre len pre to aby sme ju raz
použili, definujeme allClusters ako objekt triedy Cluster. Tento atribút sa využíva
len pri použití algoritmu ANP a aj to len záverečnej fáze. Trieda AnalyticProcess
obsahuje aj konštruktor.
public AnalyticProcess(Cluster[] cl){
clust = new Cluster[cl.length];
for(int j=0; j<cl.length; j++){
clust[j] = cl[j];
}
for(int j=0; j<cl.length; j++){
supermatrixSize = supermatrixSize + cl[j].getnodesNumber();
}
totalNames = new String[supermatrixSize];
int l=0;
for(int j=0; j<cl.length; j++){
for(int k=0; k<cl[j].nodes.length; k++){
totalNames[l++] = cl[j].getnodesName(k);
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}
}
supermatrix = new Matrix(supermatrixSize);
}
Konštruktor má jeden parameter a to pole prvkov triedy Cluster. Tento jediný pa-
rameter nám stačí na to aby sme nastavili všetky atribúty triedy AnalyticProcess,
pretože z tohto pola vieme získať všetky názvy elementov vo všetkých skupinách,
vieme z neho získať celkový počet elementov a podľa tohto počtu vytvoríme super-
maticu s odpovedajúcou veľkosťou.
Trieda Controller
Trieda Controller je primárne riadiaca a ovládacia trieda. Obsahuje metódy na inte-
rakciu programu s užívateľom, teda nastavovanie hodnôt a parametrov a zobrazenie
výsledkov na výstup, v našom prípade na konzolu. Keďže v prípade AHP aj ANP
je toho veľmi veľa čo sa dá nastavovať, je táto trieda pomerne dlhá. Z tohto dôvodu
bude táto trieda vysvetlená stručnejšie a budú len zdôraznené tie časti kódu ktoré
sa podieľajú na výpočetnom algoritme AHP a ANP. Trieda Controller obsahuje len
tri atribúty.
Scanner scanner = new Scanner(System.in);
AnalyticProcess anp;
AnalyticProcess ahp;
Na zadávanie vstupných dát slúži scanner, ďalej sa tu nachádzajú objekty anp
a ahp s ktorými budeme ďalej pracovať. Z výpočetného hľadiska sú dôležité metodý
ahpAlgorithm() a anpAlgorithm(). Tieto metódy nemajú parametre ani nevracajú
žiadnu hodnotu. Z výpočetného hľadiska sú tieto metódy dôležité preto lebo v nich
vykonávame sekvenciu krokov algoritmov ahp a anp. To znamená, že sa v týchto
metódach volajú metódy rôznych tried a vykonáva sa rozhodovací algoritmus krok
po kroku od začiatku až do konca.
Tieto dve metódy sú si veľmi podobné. Rozdiel je len v tom, že metóda
ahpAlgorithm() je viac automatizovaná ako metóda anpAlgorithm() a je v nej
vynechaný predposledný krok týkajúci sa párového porovnania skupín a indexovania
supermatice. Na začiatok v metóde anpAlgorithm() sa nás program spýta koľko
skupín chceme vytvoriť. Podľa toho vytvoríme pole objektov triedy Cluster
Cluster[] clusters = new Cluster[number];
a následne vo for cykle, kde i je hodnota kroku, zadáme do programu názvy jednotli-
vých skupín (cname) a názvy ich elementov (nodesnames) a tieto hodnoty predáme
konštruktoru, ktorý nám vytvorí jednotlivé skupiny.
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clusters[i] = new Cluster(cname, num, nodesnames);
Metóda ahpAlgorithm() sa líši v tomto kroku len v tom, že už dopredu poznáme,
že budeme vytvárať len tri skupiny a dopredu vieme ako sa budú tieto skupiny volať
(Cieľ, Kritéria, Alternatívy). Z tohto dôvodu teda zadávame len počet elementov
patriacich do skupín a ich názvy.
Následne u oboch metód zavoláme metódu
public void fillMatrix(AnalyticProcess ap, int state)
Táto metóda sa z väčšej časti postará o zvyšok výpočtu. V prípade AHP sa postará
o celý výpočet. Môžeme vidieť, že metóda prijíma dva parametre a to objekt typu
AnalyticProcess s ktorým bude ďalej pracovať a celočíselnú hodnotu state, ktorá
určuje ako sa bude s objektom ap pracovať. V prípade výpočtu pomocou AHP
natavíme state na hodnotu 1, v prípade výpočtu pomocou ANP nastavíme state
na hodnotu 2. Ako už z názvu vyplýva, metóda fillMatrix() nám vypĺňa hod-
noty v supermatici. Jadrom metódy je zdvojený cyklus for, ktorý prechádza všetky
elementy nachádzajúce sa v supermatici a pýta sa nás, ktoré skupiny majú na tieto
elementy vplyv, resp. ktoré elementy v týchto skupinách majú na tieto elementy
vplyv. Ak nejaké takéto elementy existujú tak ich párovo porovnáme a výsledné
váhy zapíšeme do príslušných polí v supermatici. Zatiaľ čo u ANP sa vždy pýtame,
ktoré elementy majú na kontrolný element vplyv, u AHP je situácia znova zautoma-
tizovaná keďže vieme, že u AHP má na prvú skupinu Cieľ vplyv každý element druhej
skupiny Kritéria a na každý element skupiny Kritériá má vplyv každý element tretej
skupiny Alternatívy. Za povšimnutie teda stojí podmienka, ktorá vyhodnocuje, kedy
sa má párová komparácia u metódy AHP vykonať.
if(state == 1 && ((ahpCount%3 == 0 && ahpCount !=3 && ahpCount<
(4+ap.getClust(1).getNodesNumber()*3)) || ahpCount == 2)){
pom = 1;
ahpcount++;
}
Vidíme že kód v podmienke sa vykoná len pre metódu AHP pretože sa kontroluje
či je premenná state nastavená na hodnotu 1. Ďalej sa tu nachádza celočíselná pre-
menná ahpCount ktorá plní funkciu čítača a ktorá je ešte pred prvým testovaním
podmienky nastavená na hodnotu 1. Pred každým ďalším testovaním podmienky je
premenná ahpCount inkrementovaná o hodnotu 1. Ďalej sa podmienka vyhodnotí
pravdivo pre násobky čísla 3 čo odpovedá párovému porovnaniu alternatív ku kri-
tériám až po číslo 𝑛 = 3 + 𝑘 * 3, kde 𝑛 je maximálna hodnota čítača ahpCount
a 𝑘 vyjadruje počet elementov v skupine kritériá. Premennú 𝑘 násobíme hodnotou
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3, pretože u každého elementu sa tri krát pýtame či je od ostatných elementov zá-
vislý kým prejdeme k ďalšiemu elementu, k výrazu 𝑘 * 3 následne ešte pripočítame
hodnotu 3, ktorá nám reprezentuje 3 spomínané kroky u prvej skupiny Cieľ, ktorá
obsahuje len jeden element. Výnimku z tejto podmienky tvoria iba prvé 3 kroky
kedy sa podmienka nevyhodnotí pravdivo ak je hodnota čítača ahpCount nastavená
na číslo 3, ale na číslo 2. To znamená, že párovo porovnáme elementy v skupine
kritériá vzhľadom na element cieľ. Ak sa podmienka vyhodnotila ako pravdivá tak
prebehne sekvencia príkazov nachádzajúca sa v podmienke, v našom prípade sa
nastaví premenná pom na hodnotu 1.
Ako už bolo povedané, metóda fillMatrix() prechádza element po elemente
a pýta sa nás ktoré skupiny majú na tento element vplyv. Ak nejaká skupiná má
na tento kontrolný element vplyv tak nastavíme hodnotu premennej pom na 1. Ne-
skôr bude podmienka, ktorá nám túto hodnotu testuje a ak je táto premenná pom
nastavená na 1, tak sa vykoná kód, ktorý nám zabezpečí výber elementov, ktoré
majú na kontrolný element vplyv, následne ich párovo porovná, vypočíta ich váhy
a tieto váhy zapíše do supermatice.
if(pom==1){
if(state != 1){
System.out.print("\nWhich concret elements have impact on
node: " + ap.getTotalname(i) + "\n");
}
double[] pv;
pv = pwc(selectNodes(ap.getClust(j), ap.getTotalname(i), state),
ap.getTotalname(i));
for(int q=k; q<(ap.getClust(j).getNodesNumber() + k); q++ ){
ap.setSupermatrix(q, i, pv[q-k]);
}
k=k+ap.getClust(j).getNodesNumber();
printSupermatrix(ap);
}
Za zmienku stojí metóda pwc(), ktorá prijíma dva parametre a to pole stringov
elements a string goal.
public double[] pwc(String[] elements, String goal)
Pri volaní tejto metódy je v prvom parametri zadaná metóda
public String[] selectNodes(Cluster cluster, String goal, int stat)
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Ktorá prijme v parametroch metódu ap.getClust(), ktorá do parametra odovzdá
𝑗-tú skupinu, ďalej metódu ap.getTotalName(), ktorá do parametra odovzdá ná-
zov 𝑖-teho kontrolného kritéria a posledným parametrom je stav state. V metóde
selecNodes() potom vyberieme, ktoré elementy majú vplyv na kontrolné kritérium
a táto metóda nám potom vráti pole stringov do prvého parametra metódy pwc().
Vrátené pole má rovnakú veľkosť ako pôvodné pole obsahujúce všetky názvy elemen-
tov, rozdiel je len v tom, že názvy elementov, ktoré neplánujeme zaradiť do párovej
komparáciu prepíšeme reťazcom „hop “. V druhom parametri metódy pwc() je po-
tom znova get metóda, ktorá nám vráti názov kontrolného kritéria. Nakoniec už
len párovo porovnáme elementy v metóde pwc() vzhľadom na kontrolný element
a vrátime pole double do pola pv, ktoré zapíšeme do super matice.
U metódy ANP zavoláme potom metódu indexMatrix(). Obdobným spôsobom
párovo porovnáme jednotlivé skupiny a indexami vynásobíme celú supermaticu.
Na záver u oboch metód supermaticu umocníme a normalizujeme a privedieme
výsledky na výstup.
Trieda Main
Len pre úplnosť je doplnená trieda Main. Táto trieda obsahuje len jeden atribút
a to objekt typu Scanner a potom už žiadne iné atribúty ani metódy okrem me-
tódy main(). V metóde main() sa vytvorí objekt triedy Controller, následne sa nás
program spýta, či chceme vykonať algoritmus pomocou metódy AHP alebo ANP
a jednoduchá podmienka potom náš vstup testuje a spustí zvolený algoritmus.
public static void main(String args[]){
System.out.print("AHP or ANP? press 1 for AHP,
press 2 for ANP\n");
int listener = scanner.nextInt();
Controller console = new Controller();
if(listener == 1){
console.ahpAlgorithm();
}
else{
console.anpAlgorithm();
}
}
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1.5 Výsledné zhodnotenie
Analytický hierarchický process
AHP sa javí ako veľmi perspektívny a vydarený algoritmus pre podporu rozho-
dovania. Jeho výhody sú, že je veľmi jednoduchý, ľahko sa implementuje a dá sa
zautomatizovať a tým pádom použiť v rôznych aplikáciách, pretože jeho stromová
topológia je nemenná. Jeho činnosť sa dá veľmi jednoducho overiť vypočítaním ho-
cijakého vzorového príkladu na internete. V mojom prípade som funkčnosť a dôve-
rihodnosť výsledkov algoritmu AHP implementovaného v programátorskom jazyku
Java overil prepočítaním príkladov zo zdrojov [11] a [17]. Hoci pomocou AHP nie
sme schopný vyriešiť náročné a komplexné úlohy, stále nám môže poslúžiť na to
aby nám vyselektoval najmenej vhodných kandidátov a zmenšil tým objem vstup-
ných dát pre výpočetne náročnejšiu metódu, ktorá bude vyberať najviac vhodného
kandidáta.
Analytický sieťový proces
ANP sa naproti tomu javí ako veľmi neperspektívny. Na to aby sme vôbec mohli
pracovať s touto metódou tak musíme ovládať teoretické poznatky a musíme mať
určité skúsenosti s ANP. Metóda ANP bola vyvinutá s cieľom riešiť komplexné a
zložité úlohy. Na túto činnosť využíva sieťovú topológiu, navrhnutie tejto topológie
však nejde zautomatizovať, musí ju navrhnúť človek, ktorý rozumie logickým vzťa-
hom v riešenom probléme. Toto je veľmi nežiadúce pretože navrhovanie topológie
je veľmi zdĺhavé a vyskytuje sa tu príliš veľké riziko spojené s chybou v návrhu
topológie. Chybu buď nespozorujeme a dospejeme k zlým výsledkom, ktoré budeme
považovať za správne alebo na základe výsledkov usúdime, že sme v návrhu spra-
vili chybu a dopátranie sa tejto chyby je takisto v praxi veľmi zdĺhavé. Dopátranie
chyby sťažuje aj fakt, že si jednoducho neuvedomujeme, že niektoré elementy môžu
ovplyvňovať iné elementy a tieto vzťahy pri výpočte neuvažujeme.
Ďalšou nevýhodou ANP je, že hoci vieme, že napr. na element x majú vplyv
elementy y a z, nedokážeme však vyjadriť v akom pomere sú tie vplyvy. Či má
napríklad väčší vplyv element y alebo element z, alebo sú tie vplyvy rovnaké. Ďalej
je to nelogickosť keď v pokročilej fáze výpočtu máme vyjadriť či na element x má
väčší vplyv samotný element x alebo nejaký iný element.
Hoci pán prof. Saaty definuje ANP ako rozhodovací proces, podľa mňa sa o roz-
hodovací proces nejedná, pretože jednoducho pri postupe chýba časť v ktorej by
sme zadávali naše osobné očakávania a to k akému výsledku by sme chceli dospieť.
Takisto mi nie je jasné prečo pán Saaty vysvetľuje ANP na zdieľaní trhu potravino-
vým reťazcami a to v každej publikácii na ktorú som narazil bolo ANP vysvetľované
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stále na tom istom probléme [14][15][16] a to dokonca aj v publikáciách z ktorý som
nakoniec nečerpal pri písaní tejto práce.
Veľmi zaujímavé je taktiež porovnanie AHP a ANP z pohľadu topológie. Pán
Saaty tvrdí, že AHP je vlastne podmnožinou ANP s pevne stanovenou topológiou.
To je síce pravda, ale je zaujímavé, že v AHP je použitý imaginárny element cieľ
vzhľadom na ktorý môžeme vyjadriť svoje očakávania a u ANP tento element chýba.
Pri študovaní týchto dvoch procesov som si takisto všimol jeden matematický
nedostatok. Hoci je AHP podmnožinou ANP, tak supermaticu v prípade AHP umoc-
ňujeme na číslo 𝑛 = 2. Keby sme túto supermaticu umocnili na číslo 𝑛 > 2, tak by
sa nám supermatica vynulovala a my by sme nedospeli k žiadnemu výsledku. Pri-
tom podľa teórie sa k najpresnejšiemu výsledku dopracujeme pri umocnení na číslo
𝑛 → ∞. Dalo by sa to vysvetliť tým, že topológia AHP je stromová a nie kruhová
a takisto neobsahuje žiadne spätné väzby. Keď je totiž topológia kruhová a obsa-
huje navyše spätné väzby, tak sa každým krokom (umocnením) blížime k výsledku,
pretože ak nejaký element ovplyvní iný element, tak sa vďaka spätnej väzba táto
zmena prejaví aj na ňom a zmení ho. Laicky povedané, keď nie je topológia kruhová
a neobsahuje spätné väzby, tak sa v supermatici nachádza priveľa nulových hodnôt
a preto sa každým umocnením nuluje.
Tento jav, ktorý som si všimol však nie je nikde popísaný, iba je poznamenané,
že ANP nie vždy vedie k správnemu výpočtu [11] [16]. Pritom sa jedná o veľmi
podstatnú záležitosť, pretože pri návrhu topológie stromového alebo hviezdicového
tvaru by sme mali umocňovať supermaticu na menšie čísla 𝑛.
Z pohľadu implementácie využíva metóda ANP tie isté metódy, ktoré preukázali
svoju funkčnosť a spoľahlivosť u AHP. Takisto som programom prepočítal príklad
zo zdroja [16] a dospel som k rovnakému výsledku, čím sa znižuje pravdepodobnosť,
že som danej problematike nepochopil. Takisto je tým overená funkčnosť implemen-
tovaného algoritmu.
Z tohto pohľadu sa metóda ANP javí ako nevhodná z každého pohľadu. Obsahuje
nedostatky v teórii a logike a matematicky nie je táto metóda doriešená. Za viac
ako 10 rokov nebola modifikovaná a takisto neboli vyriešené jej problémy.
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2 MULTIKRITERIÁLNE EVOLUČNÉ
ALGORITMY
2.1 Motivácia
V praxi je často krát potrebné vyriešiť problém multikriteriálneho charakteru. Mul-
tikriteriálny problém je problém, ktorý je charakterizovaný dvoma a viacerými ob-
jektívnymi funkciami, ktoré sa môžu navzájom aj negatívne ovplyvňovať [1][13].
Príkladom takéhoto multikriteriálneho problému, kde sa kritériá navzájom ne-
gatívne ovplyvňujú môže byť napríklad zhotovenie výrobku, ktorý by bol úspešný
na trhu, čiže je potrebné zabezpečiť jeho vysokú predajnosť. Prvým kritériom pre do-
siahnutie tohto cieľa by bolo zhotoviť výrobok, ktorý by bol kvalitný, to znamená
investovať zdroje do vývoja a následné zhotovenie výrobku z kvalitných materiálov.
Tento proces logicky vedie k navýšeniu predajnej ceny výrobku. Druhým kritériom
by bolo zabezpečenie čo najnižšej predajnej ceny výrobku, čo vedie k šetreniu vo vý-
robnom procese a k použitiu menej kvalitných materiálov, ktoré nakoniec znižujú
kvalitu celého výrobku. Tu sa však dostávame do konfliktu, pretože je nemožné aby
sme prišli na trh s produktom, ktorý by bol zároveň najkvalitnejší a zároveň naj-
lacnejší. Pre zákazníkov je však kvalita rovnako dôležitá ako cena. Našou úlohou
je teda určiť optimálny pomer medzi kvalitou a cenou vznikajúceho výrobku, to
znamená nájsť u každého kritéria nejakú uspokojivú hodnotu. Nájdenie tohto opti-
málneho pomeru je veľmi dôležité, pretože to ovplyvní predajnosť produktu. Túto
situáciu ďalej komplikuje fakt, že takýchto optimálnych riešení môže byť viacero až
nekonečno a môžu sa s časom meniť. Môžeme zhotoviť výrobok lacnejší a menej kva-
litnejší a predávať ho nižšej vrstve alebo ho môžeme zhotoviť kvalitným a drahým a
predávať ho vyššej vrstve a dosiahnuť pritom rovnaký zisk. Takýchto problémov sa
v technickej praxi nachádza veľmi veľa, môže ísť napr. o nájdenie ideálneho pomeru
medzi spotrebou motoru a jeho výkonom apod[13].
Na riešenie týchto multikriteriálnych problémov sa ukázali ako najvhodnejšie ge-
netické algoritmy nazývané tiež Multiobjective Genetic Algorithms (MOGA) alebo
Multiobjective Evolutionary Algorithms (MOEA). V nasledujúcej časti budú pred-
stavené staršie a jednoduchšie metódy riešenia multikriteriálnych problémov, aby sa
ukázali ich nedostatky, ktoré sú potom vyriešené ak na výpočet aplikujeme genetický
algoritmus[7][8][9][13].
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2.2 Skalarizácia
Skalarizácia je staršia metóda na riešenie multikriteriálneho problému. Vychádza
z toho, že jednotlivé objektívne funkcie ktorými su popísané jednotlivé kritéria
zlúči do jednej funkcie. Majme jednoduchý multikriteriálny problém popísaný tý-
mito dvoma objektívnymi funkciami,
minimalizuj 𝑓1 = 𝑥2
minimalizuj 𝑓2 = (𝑥− 2)2.
Pre lepšie pochopenie môžeme každú funkciu vypočítať zvlášť a výsledok znázorniť
graficky. Ako môžeme vidieť na obr.2.1, optimálne riešenie pre funkciu 𝑓1 je 𝑥 = 0
a pre funkciu 𝑓2 zase 𝑥 = 2. Z grafu sa rovnako dá logicky usúdiť, že množina
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Obr. 2.1: Grafické znázornenie funkcií 𝑓1 a 𝑓2
všetkých optimálnych riešení bude ležať práve medzi bodmi 𝑥 = 0 a 𝑥 = 2 pretože
riešenia z tejto množiny poskytujú kompromis medzi čo najlepším vyriešením funkcií
𝑓1 a 𝑓2. Ak chceme tento multikriteriálny problém vyriešiť matematicky pomocou
skalarizácie, tak musíme vytvoriť funkciu
𝑓 = 𝑤1 · 𝑓1 + 𝑤2 · 𝑓2, (2.1)
ktorá v sebe kombinuje objektívne funkcie 𝑓1 a 𝑓2 a priraďuje im jednotlivé váhy
𝑤, pričom súčet váh musí dávať vždy hodnotu 1. Jednotlivé váhy 𝑤 volíme podľa
toho, ako veľmi chceme dané kritérium preferovať. Napríklad pre váhy 𝑤1 = 0, 8 a
𝑤2 = 0, 2 by výsledok funkcie 𝑓 bol
𝑓 = 0, 8 · 𝑓1 + 0, 8 · 𝑓2 = 0, 8 · 0 + 0, 2 · 2 = 0, 4.
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Tu už môžeme pozorovať nedostatky tejto matematickej metódy. Hoci sme sa do-
pracovali k správnemu výsledku, ktorý leží medzi hodnotami 0 a 2, museli sme však
zadať hodnoty jednotlivých váh. V reálnych a zložitejších multikriteriálnych prob-
lémoch, kde je počet kritérií väčší je nežiadúce používať metódu, ktorá vyžaduje
ku každému kritériu jeden vstupný parameter, pretože určenie toľkých váh môže byť
veľmi zložité. Ďalšou nevýhodou je fakt, že každým výpočtom dostaneme len jeden
výsledok. Ako však vieme, multikriteriálne problémy obsahujú celú množinu opti-
málnych výsledkov. Pre dosiahnutie ďalšieho výsledku sme nútený výpočet opakovať
s inými hodnotami jednotlivých váh, pri zložitejších problémoch by tento postup bol
veľmi zdĺhavý a neefektívny a takisto by sme znova čelili otázke aké váhy vybrať.
Ako bude uvedené v ďalšej časti, všetky tieto nedostatky sa dajú vyriešiť použitím
genetických algoritmov[7][13].
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2.3 Všeobecne o genetických algoritmoch
Popis genetických algoritmov
Genetické algoritmy sú ideálnym prostriedkom na riešenie multikriteriálnych prob-
lémov. Základ genetických algoritmov vychádza z Darwinovej evolučnej teórie. Prin-
cípom tejto teórie je, že prežijú len tí najsilnejší a iba tí potom odovzdajú svoje gény
nasledujúcej generácii[1][9].
Genetické algoritmy vždy pracujú s populáciou. Populácia je súbor jedincov. Je-
dinec je potom unikátne riešenie multikriteriálnho problému v množine riešení 𝑥,
inak povedané, jedinec je chromozóm s jedinečnými génmi, ktoré ho charakterizujú.
Cieľom genetických algoritmov je následne vytvárať nové a vhodnejšie riešenia mul-
tikriteriálneho problému a eliminovať tie menej vhodné riešenia[1][7].
Všeobecný postup genetického algoritmu
Obecný postup každého genetického algoritmu ja taký, že sa na začiatku náhodne
vygeneruje nultá populácia 𝑃0 obsahujúca chromozómy naprieč uvažovaným spek-
trom. Táto populácia sa stane rodičovskou populáciou, z ktorej následne vznikne
populácia prvej generácie. Táto populácia prvej generácie by potom mala obsahovať
chromozómy, teda riešenia, ktoré sú výhodnejšie ako riešenia v nultej generácii. Cyk-
lickým opakovaním tohto postupu, teda, že z prvej generácie vytvoríme druhú atď.,
sa po určitých cykloch dostaneme do stavu, kde 𝑛-tá generácia 𝑃𝑛 bude obsahovať
ideálne riešenia multikriteriálneho problému alebo riešenia, ktoré sa k tomuto ide-
álnemu stavu veľmi približujú. Na obrázku 2.2 je celý tento postup znázornený, kde
iteratívnym postupom vždy z aktuálnej generácie vytvoríme generáciu novú. Počet
cyklov, teda iterácií počas ktorých je vykonávaný algoritmus je založený väčšinou
na praktických skúsenostiach a na type riešeného problému. Do algoritmu by sa sa-
mozrejme mohla zaviesť podmienka, ktorá by výpočet prerušila pri nájdení prvého
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Obr. 2.2: Iteratívny postup genetického algoritmu
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uspokojivého riešenia problému. Tento stav však nie je vhodný pretože ako bolo po-
vedané predtým, multikriteriálny problém obsahuje celú množinu riešení a preto je
žiadúce pokračovať vo výpočte aj po nájdení prvého uspokojivého riešenia[1][4][7].
Operácie používané pri tvorbe novej generácie
Proces tvorby novej populácie z rodičovskej populácie je založený na tom, že na ro-
dičovskú populáciu aplikujeme ohodnocovaciu funkciu nazývanú tiež fitnes funkciu,
ktorá ma za úlohu vybrať najvhodnejších jedincov, ktorý odovzdajú svoje gény.
V tejto vybranej vzorke potom párujeme jednotlivé chromozómy a pomocou ope-
rácie kríženie vytvárame potomkov, teda chromozómy ktoré majú náhodne nakom-
binované vlastnosti svojich rodičov. Vznikne nám de facto nová populácia, ktorá
sa od svojej rodičovskej populácie líši, avšak chromozómy v tejto populácii lepšie
vystihujú riešenie multikriteriálneho problému. Operácia kríženie nám teda zaisťuje
konvergenciu riešení k optimálnej množine riešení[1][4][7].
Aby sa však nestalo, že nešťastne vygenerovaná nultá populácia 𝑃0 bude kon-
vergovať k lokálne optimálnemu riešeniu a nie ku globálne optimálnemu riešeniu, je
rovnako ako v prírode tak aj v genetických algoritmoch implementovaná operácia
mutácia. Zatiaľ čo operácia kríženie eliminuje z populácie nevhodné chromozómy
a tým pádom zmenšuje jej rôznorodosť, tak operácia mutácia je nastavená tak, že
u niektorých chromozómov náhodne pozmení jeden alebo relatívne malé množstvo
génov a tým prinavracuje populácii jej prirodzenú rôznorodosť. Aby však mutácia
nepriaznivo nenarušila výpočet, je nastavená tak, že jedinec po aplikácii mutácie sa
len nepatrne líši od toho ako vyzeral pred aplikáciou mutácie[1][7][8].
Elitizmus je ďalšia dôležitá operácia aplikovaná pri výpočte pomocou genetického
algoritmu. Pri výpočte totiž musíme dávať pozor aby novo vzniknutá generácia
neobsahovala horšie chromozómy ako jej rodičovská generácia. Tento proces by totiž
viedol k degradácii a nie k finálnemu výsledku. Preto sa v niektorých genetických
algoritmoch vyhodnocuje, či sú vzniknuté chromozómy vhodnejšie ako chromozómy
v rodičovskej populácii. Ak tomu tak nie je, tak sú tieto chromozómy nahradené
týmito vhodnejšími chromozómami z rodičovskej populácie[7][8].
Na obrázku 2.3 je schématicky znázornený celý postup tvorby nového jedinca.
Z dvoch rodičovských chromozómov ALFA a BETA vznikne potomok GAMA. Tak
ako v prírode, tak aj potomok GAMA bude mať nakombinované vlastnosti, gény
svojich rodičov. Kombinovanie týchto génov prebieha v bloku Kríženie, pričom sa
vždy kombinujú rovnaké gény. To znamená, že gén A1 chromozómu ALFA kombi-
nujem s génom A2 chromozómu BETA a nie s génom B2. Hodnoty 1 a 2 v tomto
prípade slúžia len ako indexy na rozlíšenie jednotlivých génov rovnakej skupiny me-
dzi chromozómami.
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Obr. 2.3: Proces vytvárania potomka GAMA
To ako prebieha kríženie závisí od konkrétnej implementácie. Z matematického
alebo aj programátorského hľadiska predstavujú gény vždy nejakú číselnú hodnotu.
Vytvorenie génu A12 potom môžeme uskutočniť pomocou aritmetického priemeru
génov A1, A2 alebo pomocou váženého priemeru génov A1, A2. Alebo môžeme hod-
noty génov A1, A2 previesť z dekadického tvaru do binárneho a potom medzi nimi
uskutočňovať binárne operácie ako napríklad NAND, AND, OR a pomocou nich
vytvoriť gén A12. Alebo môžeme náhodne alebo podľa nejakého pravidla vyberať,
ktorý z týchto dvoch génov bude zdedený. Jedná sa o veľmi jednoduchú implemen-
táciu a vytvorený potomok by mohol mať napríklad takéto gény: A1, B2, C2, D1,
E2[18].
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Predtým ako však vznikne potomok GAMAmusia gény, ktoré mu budú priradené
ešte prejsť mutáciou. Tak ako aj v prírode, tak aj tu mutácia náhodne pozmení
hodnoty niektorých génov a zaručí tak originalitu potomka, ktorý nie je len kópiou
svojich rodičov. Keďže nám však ide o to aby potomok zdedil dobré vlastnosti svojich
rodičov, nesmie mať mutácia príliš veľký vplyv. V praxi mutáciou pozmenený gén
sa nelíši o viac ako 1% od svojej predchádzajúcej podoby. Ak pracujeme v binárnej
sústave, tak mutácia náhodne mení hodnoty niektorých bitov[1][7][8][18].
Výhody genetických algoritmov
Z uvedeného postupu jasne vyplýva, že genetický algoritmus je vhodnejší na rieše-
nie multikriteriálnych problémov ako skôr spomínaná skalarizácia. V jednom behu
totiž na rozdiel od skalarizácie nezískame len jeden výsledok, ale celú množinu opti-
málnych výsledkov. Ďalšou výhodou je, že nultá populácia 𝑃0 sa generuje náhodne
a algoritmus nevyžaduje žiadne vstupné parametre, ktoré by obťažovali užívateľa.
Užívateľovi potom už len stačí aplikovať vyhodnocovaciu funkciu, ktorá môže byť
súčasťou genetického algoritmu, na výber najvhodnejšieho riešenia z množiny opti-
málnych riešení. Poprípade môže užívateľ sám vybrať vhodné riešenie ak disponuje
potrebnými znalosťami o danej problematike. V prípade, že sa riešenie stane ča-
som nevyhovujúce, môže užívateľ vybrať z množiny optimálnych riešení iné riešenie
bez toho, aby bol nútení opätovne prepočítavať multikriteriálny problém pomocou
genetického algoritmu[1][13].
Vývoj genetických algoritmov
V roku 1967 Goldenberg navrhol algoritmus na simuláciu genetického vývoja jedno-
bunkových organizmov, tento algoritmus však nebol prakticky overený. Prvý funkčný
multikriteriálny genetický algoritmus bol vyvinutý Shafferom v roku 1984. Tento al-
goritmus, nazývaný VEGA (Vector Evaluated Genetic Algorithm), však trpel urči-
tými nedostatkami. Jeho hlavným nedostatkom bolo, že nevedel nájsť celú množinu
ideálnych riešení, ale len podmnožinu množiny ideálnych riešení. Môžeme si to pred-
staviť tak, že ak by ideálnym riešením bola nejaká úsečka v sústave xy, tak výsledkom
riešenia pomocou algoritmu VEGA by sme dostali len nejaké body na tejto úsečke,
prípadne len niektoré časti tejto úsečky[1].
Nasledujúci vývoj genetických algoritmov sa potom zaoberal týmito požiadavkami[1]:
• znižovanie výpočetnej náročnosti algoritmu
• zvýšenie rýchlosti algoritmu, teda zvýšenie konvergentnosti
• záruka dopracovania sa k správnemu výsledku
• nájdenie všetkých možných riešení
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V tabuľke 2.1 môžeme vidieť prehľad najznámejších genetických algoritmov. V sú-
častnosti sa pre dobré vlastnosti presadzuje hlavne algoritmus NSGA-II (fast Non-
dominated Sorting Genetic Algorithm)[1].
Tab. 2.1: Prehľad najznámejších genetických algoritmov
VEGA Vector Evaluated Genetic Algorithm
MOGA Multi-objectiv Genetic Algorithm
WBGA Weight-based Genetic Algorithm
NPGA Niched Pareto Genetic Algorithm
RWGA Random Weighted Genetic Algorithm
PESA Pareto Envelope-based Selection Algortihm
PAES Pareto-Archived Evolution Strategy
NSGA Nondominated Sorting Genetic Algorithm
NSGA-II Fast Nondominated Sorting Genetic Algorithm
SPEA Strength Pareto Evolutionary Algorithm
SPEA2 improved SPEA
RDGA Rank-Density Based Genetic Algorithm
DMOEA Dynamic Multi-objective Evolutionary Algorithm
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2.4 Fast Nondominated Sorting Genetic
Algorithm
Fast Nondominated Sorting Genetic Algorithm známi ako NSGA-II, je vylepšená
verzia genetického algoritmu NSGA. Algoritmus bol rovnako ako jeho predchodca
navrhnutý Kalamoyanom Debom. Deb v tomto genetickom algoritme aplikoval rýchle
nedominantné triedenie, elitizmus a odhad hustoty zaľudnenia čo viedlo k výrazne
nižšej výpočetnej náročnosti, k zlepšeniu konvergencie a k zlepšeniu diverzity. Na vy-
svetlenie pojmov konvergencia a diverzita si zavedieme imaginárny multikriteriálny
problém o ktorom vieme, že jeho riešenie v sústave 𝑥𝑦 je krivka znázornená na ob-
rázku 2.4a[7][13].
Ideálne riešenie takéhoto problému pomocou genetického algoritmu by vyzeralo
ako na obrázku 2.4b. Na tomto obrázku môžeme vidieť, že pri výpočte bola nastavená
veľkosť populácie na 11 chromozómov. Všetky chromozómy sú od seba vzdialené
o rovnakú dĺžku a dokonale aproximujú danú krivku. Na prvý pohľad je vidieť, že
optimálnym riešením multikriteriálneho problému je krivka a pri nastavení väčšej
populácie pri výpočte by sme dostali množinu bodov vykreslujúcu danú krivku[7].
Na obrázku 2.5a môžeme vidieť výstup genetického algoritmu, ktorý trpí na ne-
dostatok konvergencie. Vidíme, že chromozómy sa síce priblížili k optimálnej krivke,
stále sú však od nej odchýlené o určitú odchylku a preto neposkytujú ideálne rie-
šenia. Aproximácia krivky pri takto rozptýlených bodoch by bola veľmi nepresná a
pri zložitejšom priebehu by bola takmer nepoužiteľná[7].
Nedostatok diverzity, ktorou trpel hlavne prvý funkčný genetický algoritmus
VEGA môžeme vidieť na obr.2.5b. Vidíme, že jednotlivé chromozómy síce ležia
presne na krivke, ktorá reprezentuje optimálne riešenie, avšak ich vzdialenosti nie
sú rovnaké a chromozómy sa zhlukujú do skupín a vznikajú tak hluché miesta. Z ta-
kéhoto výstupu by sa skôr dalo usudzovať, že optimálnym riešením imaginárneho
multikriteriálneho problému nie je krivka v sústave xy, ale len určité oblasti ležiace
na tejto krivke[7].
2.4.1 Nedominantné triedenie
Nedominantné triedenie je proces kde sa snažíme rozdeliť chromozómy v populácii
do nedominantných frónt. Nedominantná fronta je potom množina chromozómov,
ktoré sú navzájom nedominantné. Ak sa vrátime späť k nášmu multikriteriálnemu
problému kde požadovaná kvalita výrobku navyšovala cenu a naopak požadovaná
nízka cena znižovala kvalitu výrobku. V takom prípade môžeme povedať, že ak
nájdeme chromozóm 𝑥 a k nemu nájdeme chromozóm 𝑦, ktorého vlastnosti sú take,
že ponúka nielen lepšiu kvalitu ako chromozóm 𝑥 ale aj lepšiu cenu ako chromozóm
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Obr. 2.4: Možné typy riešení imaginárneho multikriteriálneho problému 1
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Obr. 2.5: Možné typy riešení imaginárneho multikriteriálneho problému 2
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𝑥, potom môžeme vyhlásiť, že chromozóm 𝑦 dominuje chromozómu 𝑥. Nedominantné
chromozómy sú potom presným opakom, jedná sa o chromozómy medzi ktorými sa
nenachádza žiadny chromozóm, ktorý by všetkými svojimi vlastnosťami prevyšoval
ostatné chromozómy[7][13].
Pôvodný spôsob triedenia populácie v algoritme NSGA bol taký, že sa najprv
v populácii porovnal každý chromozóm s každým a našla sa prvá nedominantná
fronta. Je zrejmé, že v tejto prvej fronte sa nachádzali tie najlepšie riešenia z popu-
lácie, ktoré dominovali nad tými ostatnými riešeniami, v rámci fronty však žiadne
riešenie nedominovali nad ostatnými riešeniami. Táto prvá fronta sa následne z po-
pulácie symbolicky odstránila a opakovaním tohto postupu sa v zvyšnej populácii
našla druhá fronta, potom tretia atď. Z uvedeného postupu vyplýva, že vyžaduje
veľký počet porovnaní čo je výpočetne nežiadúce[7][13].
V algorimte NSGA-II sa už využíva vylepšené tzv. rýchle nedominantné trie-
denie, ktoré je výpočetne menej náročnejšie. Postup je taký, že sa rovnako ako
v prvom prípade porovná každý chromozóm s každým avšak tentoraz sa u každého
chromozómu inkrementuje jeho vlastný čítač, ktorý znázorňuje počet chromozómov
nad ktorými daný chromozóm dominuje. Následne sa podľa hodnôt týchto čítačov
radia jednotlivé chromozómy do frónt a to tak, že sa nájde chromozóm s najvyšou
hodnotou čítača. Tento chromozóm sa potom priradí do prvej nedominantej fronty,
ak sa v populácii nachádzajú aj iné chromozómy, ktoré majú rovnakú hodnotu ako
tento chromozóm, sú tiež priradené do prvej nedominantnej fronty. Tento postup sa
následne opakuje keď sa hľadá chromozóm prípadne chromozómy ktoré sa priradia
do druhej nedominantnej fronty atď[7][13].
2.4.2 Elitizmus
Implementácia elitizmu v algoritme NSGA-II nielenže zabraňuje degradácii vo vý-
počte, ale rovnako zlepšuje konvergenciu. Postup vytvorenia novej generácie 𝑃𝑡𝑛+1
z 𝑃𝑡𝑛 u NSGA-II je taký, že sa najskôr z populácie 𝑃𝑡𝑛 pomocou operácií kríže-
nie a mutácia vytvorí potomková generácia 𝑄𝑡𝑛. Z týchto dvoch populácií teda 𝑃𝑡𝑛
a 𝑄𝑡𝑛 sa následne vyberajú najvhodnejšie chromozómy do novej generácie 𝑃𝑡𝑛+1.
Týmto postupom sa vyradia z populácie chromozómy, ktoré aj napriek dobrým gé-
nom svojich rodičom majú horšie vlastnosti ako ich rodičovské chromozómy. Takisto
týmto postupom nestrácame rodičovské chromozómy ktoré majú veľmi dobré gény
a bežným postupom by boli nahradené svojimi potomkami takto sa však dostanú
pre svoje dobré vlastnosti do ďalšej generácie[7].
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2.4.3 Odhad hustoty zaľudnenia
Odhad hustoty zaľudnenia je ďalšia operácia používaná v algoritme NSGA-II, ktorá
má za účel zlepšiť rôznorodosť populácie. Táto operácia pracuje iba s chromozó-
mami v rámci jednej fronty a nemá preto žiadny negatívny vplyv na rýchlosť alebo
konvergenciu algoritmu. Majme skupinu piatich nedominantných chromozómov F1 -
F5 v nedominantnej fronte F. Hoci sú tieto chromozómy rovnocenné a žiaden z nich
neposkytuje riešenie, ktoré by prevyšovalo ostatné, tak aj napriek tomu môžeme
v tejto fronte nájsť chromozómy ktoré sa oplatí preferovať. Ide hlavne o chromo-
zómy, ktorých gény sú výrazne odlišné od ostatných chromozómov. Vďaka týmto
chromozómom sa dopracujeme k rovnakému výsledku avšak odlišným spôsobom a
tieto chromozómy de facto obohacujú rôznorodosť populácie a preto je výhodné ich
uprednostniť a zachovať. Odhad hustoty zaľudnenia je teda operácia, ktorá nám zo-
radí rovnocenné chromozómy v nedominantnej fronte F podľa ich rôznorodosti[7][13].
Spôsob akým sa posudzuje priorita chromozómov v rámci fronty je znázornený
na obrázku 2.6. Naše chromozómy vo fronte F obsahujú len gén 𝑥. V prvom rade
si teda zoradíme chromozómy vo fronte podľa hodnôt, ktoré nadobúda ich gén 𝑥.
Na obrázku 2.6 sú tieto chromozómy F1 - F5, zoradené vzostupne na ose 𝑥 podľa
génu 𝑥, z implementačného hľadiska je však úplne jedno či si chromozómy zoradíme
vzostupne alebo zostupne. K takto zoradením chromozómom potom vypočítame
metriku. Výpočet metriky pre chromozóm F3 je znázornený na obrázku 2.6. Tento
výpočet je veľmi jednoduchý. Jedná sa o súčet dvoch vzdialeností, kde vzdialenosť je
absolútna hodnota rozdielu hodnôt génu 𝑥 dvoch susedných vzostupne zoradených
chromozómov podľa génu 𝑥. Pre chromozóm F3 je teda výsledná metrika 𝑚 = 2, 3
daná súčtom vzdialeností 𝑠1 = 2, 1 a 𝑠2 = 0, 2. Obdobne vypočítame aj metriku
0 1 2 3 4 5
F4 F2 F3 F1 F5
2,1
0,2
Obr. 2.6: Odhad hustoty zaľudnenia pre gén x
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pre chromozómy F2 a F1. Hraničným chromozómom F4 a F5 je automaticky pride-
lená metrika 𝑚 =∞[7][13].
V tabuľke 2.2 sú uvedené vypočítané hodnoty metriky pre všetky chromozómy.
Poďme teraz tieto výsledky logicky zhodnotiť. Najvyššiu metriku a tým pádom
aj prioritu získali hraničné chromozómy F4 a F5. Tieto chromozómy vždy pred-
stavujú vo fronte extrémne riešenia na okraji spektra a ak by sme ich vyradili, tak
by sme toto spektrum a tým pádom aj diverzitu výrazne znížili. Z pomedzi zvyš-
ných chromozómov najlepšie obstál chromozóm F2 s metrikou 𝑚 = 3, 1. Ak sa znova
pozrieme na obrázok 2.6, tak môžeme vidieť, že chromozóm F2 sa nachádza na ose
x docela osamotený, je z tohto pohľadu jedinečný a unikátny a tým pádom zvyšuje
rôznorodosť fronty. Naopak najhoršie obstál chromozóm F1 s metrikou 𝑚 = 1, 9.
Z obrázka 2.6 takisto vyplýva, že tento chromozóm sa nachádza v tesnej blízkosti
chromozómu F3. Je zrejmé, že jeho genetický materiál je takmer totožný s genetic-
kým materiálom chromozómu F3 a preto je jeho prínos z hľadiska diverzity veľmi
malý a jeho strata by mala len minimálny dopad na rôznorodosť fronty[7][13].
V reálnych problémoch je však nutné zoradiť chromozómy, ktoré obsahujú viacero
génov. Ak by sme napríklad mali vo fronte chromozómy, ktoré obsahujú 3 gény,
gén X, gén Y, gén Z. Tak by sme obdobným postup najprv zoradili chromozómy
podľa hodnoty 𝑥 a vypočítali metriku 𝑚1, potom by sme zoradili chromozómy podľa
hodnoty 𝑦 a vypočítali metriku 𝑚2 a nakoniec by sme zoradili chromozómy podľa
hodnoty 𝑧 a vypočítali metriku 𝑚3. U každého chromozómu by sme potom sčítali
tieto čiastkové metriky do výslednej metriky 𝑚,
𝑚 = 𝑚1 +𝑚2 +𝑚3
a podľa tejto výslednej metriky by sme zoradili všetky chromozómy vo fronte[7][13].
Tab. 2.2: Výpočet metriky pre gén x
Chromozóm Gén x Metrika
F4 0 ∞
F2 1 3,1
F3 3,1 2,3
F1 3,3 1,9
F5 5 ∞
2.4.4 Postup
Ako už bolo skôr spomenuté, genetické algoritmy sa dopracovávajú k výsledku ite-
ratívnym spôsobom. Rovnako je na tom aj algoritmus NSGA-II, kde na začiatku
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vygenerujeme populáciu 𝑃𝑡0, ktorej chromozómy majú náhodne vygenerované gény.
Podľa pána Kalamoyana Deba, ktorý tento algoritmus navrhol môžeme po sto in-
teráciách teda v populácii 𝑃𝑡100 očakávať uspokojivé výsledky. Teraz sa pozrieme
na popis jedného takéhoto kroku, kde z 𝑛-tej populácie 𝑃𝑡𝑛 vytvoríme populáciu
𝑃𝑡𝑛+1[6][7][13].
Vytvorenie populácie 𝑄𝑡𝑛
V prvom kroku sa vytvorí populácia 𝑄𝑡𝑛 z populácie 𝑃𝑡𝑛 viz obr.2.7. Poulácia 𝑄𝑡𝑛 sa
vytvára pomocou operácií kríženie a mutácia a jedná sa o potomkovú populáciu. Vý-
ber rodičovských chromozómov nie je definovaný, preto môže prebiehať buď náhodne
alebo môžu byť rodičovské chromozómy vyberané podľa nejakého algoritmu[6][7][13].
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Obr. 2.7: Tvorba populácie Qt z rodičovskej populácie Pt
Vytvorenie populácie 𝑅𝑡𝑛
Druhým krokom je vytvorenie populácie 𝑅𝑡𝑛 s ktorou budeme v ďalšom postupe
pracovať. Vytvorenie tejto populácie je veľmi jednoduché, viz obr.2.8, stačí nám len
sčítať spolu populácie 𝑃𝑡𝑛 a 𝑄𝑡𝑛 o veľkosti 𝑁 chromozómov a dostaneme populáciu
𝑅𝑡𝑛 o veľkosti 2×𝑁 chromozómov[7][13],
𝑃𝑡𝑛 +𝑄𝑡𝑛 = 𝑅𝑡𝑛. (2.2)
Nedominantné triedenie
V treťom kroku populáciu 𝑅𝑡𝑛 roztriedime do nedominantných frónt, viz obr.2.9. Ro-
bíme to preto lebo z populácie 𝑅𝑡𝑛 vytvoríme výstup tohto postupu, teda populáciu
𝑃𝑡𝑛+1. Populácia 𝑅𝑡𝑛 má však dvojnásobný počet chromozómov ako potrebujeme
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Obr. 2.8: Tvorba populácie Rt
na vytvorenie populácie 𝑃𝑡𝑛+1. Preto je potrebné rozdeliť populáciu 𝑅𝑡𝑛 do ne-
dominantných frónt aby sme zoradili chromozómy podľa ich génov od najlepších
po najhoršie[6][7][13].
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Obr. 2.9: Nedominantné rozdelenie populácie 𝑅𝑡𝑛 do frónt
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Odhad hustoty zaľudnenia
Štvrtý krok môžeme vidieť na obrázku 2.10, kde je populácia 𝑅𝑡𝑛 zoradená v nedo-
minantných frontách rozdelená v polovici červenou deliacou čiarou. Z hornej polo-
vice sa stane nové populácia 𝑃𝑡𝑛+1, tá dolná bude prirodzeným výberom vyradená.
Na obrázku však môžeme vidieť jeden problém. Zatiaľ čo chromozómy vo frontách
F1 - F4 sa stanú základom novej populácie a chromozómy vo frontách F5 a F6
budú navždy stratené, fronta F5 je predelená deliacou čiarou. Je teda zrejmé, že
niektoré chromozómy v tejto fronte sa pridelia do novej populácie 𝑃𝑡𝑛+1 a zvyšné
treba vyradiť. Keďže chromozómy Rt4, Rt20, Rt7, Rt14, Rt19 patria do rovnakej ne-
dominantnej fronty tak všetky poskytujú rovnako uspokojivé výsledky a z hľadiska
konvergencie je úplne jedno ktoré dva chromozómy z piatych vyberieme. Preto mô-
žeme na frontu aplikovať operáciu odhadu hustoty zaľudnenia, ktorá nám podporí
diverzitu novo vznikajúcej populácie. Na obrázku 2.10 potom môžeme vidieť, že
fronta F5 bola nanovo usporiadaná podľa odhadu hustoty zaľudnenia a chromo-
zómy Rt4 a Rt20, ktoré sa nachádzali nad červenou deliacou čiarou boli nahradené
chromozómami Rt19 a Rt7. Týmto krokom sme teda podporili diverzitu novo vzni-
kajúcej populácie a vôbec sme negatívne nenarušili konvergenciu algoritmu pretože
v rámci nedominantnej fronty sú si chromozómy vzhľadom na konvergenciu rovné.
Všetky chromozómy pod červenou deliacou čiarou budú odstránené a z populácie
𝑅𝑡𝑛 vznikne populácia 𝑃𝑡𝑛+1 viz obr. 2.11[6][7][13].
Pri pohlade na novo vzniknutú populáciu si môžeme zopakovať výhody genetic-
kého algoritmu NSGA-II. Z obrázku 2.11 je patrné, že nízka výpočetná náročnosť a
dobrá konvergencia bola dosiahnutá rýchlym nedominantným triedením. Aplikáciou
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Obr. 2.10: Eliminácia nevyhovujúcich chromozómov z populácie 𝑅𝑡𝑛
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odhadu hustoty zaľudnenia na frontu F5 sme zlepšili diverzitu populácie a zlúčením
populácií 𝑃𝑡𝑛 a 𝑄𝑡𝑛 do populácie 𝑅𝑡𝑛 s ktorou sme následne pracovali sme splnili
aj podmienku elitizmu, z obrázku totiž vyplýva, že nová populácia 𝑃𝑡𝑛+1 obsahu-
júca desať jedincov má v sebe zahrnutých až šesť jedincov patriacich do pôvodnej
populácie 𝑃𝑡𝑛. Zvyšné štyri chromozómy sú novo vzniknutý jedinci[6][7][13].
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Obr. 2.11: Vznik novej populácie 𝑃𝑡𝑛+1
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2.5 Praktická časť
Táto podkapitola sa zaoberá implementáciou genetického algoritmu NSGA-II v prog-
ramovacom jazyku Java. Pri návrhu algoritmu som sa rozhodol, že algoritmus bude
vedieť spracovávať rovnice a nerovnice o dvoch premenných. Týmto krokom je zais-
tené, že sa výsledky algoritmu dajú prezentovať pomocou dvojrozmerných grafov,
čo prináša nielen prehľadnosť ale aj jednoduchú metódu na overenie funkčnosti al-
goritmu. Algoritmus NSGA-II je však veľmi všestranný a škálovatelný. S každou
premennou sa totiž pracuje úplne rovnakým spôsobom, to znamená, že sú na ňu
aplikované rovnaké metódy v rovnakom poradí. S ohľadom na tento fakt som každú
metódu zovšeobecnil tak aby dokázala pracovať s veľkým počtom premenných. Roz-
šírenie mojej implementácie o ďalšie premenné by teda vyžadovalo len malé úpravy
v kóde.
V prvej časti podkapitoly sa venujem jednotlivej implementácii. Je v nej popísaná
funkčnosť algoritmu pomocou diagramu tried a takisto je rozobraná funkčnosť každej
triedy. V druhej časti sú názorne prezentované výstupy a výsledky algoritmu NSGA-
II. Ďalšia časť je venovaná konkrétnym implementačným pravidlám, zmenám a mo-
difikáciám, ktoré boli vykonané pre zaistenie správnej činnosti algoritmu NSGA-II
a posledná časť sa zaoberá vlastnosťami implementovaného algoritmu NSGA-II.
2.5.1 Diagram tried
Na obrázku 1.19 je znázornený diagram tried implementovaného algoritmu NSGA-
II. V diagrame sa nachádzajú štyri triedy, pričom triedy NSGA, Chromosome a
Population sú výpočetné a tvoria jadro algoritmu, tieda Controller je ovládacia
trieda a slúži na interakciu užívateľa s algoritmom či už cez konzolu alebo cez grafické
užívateľské rozhranie. Keďže bol algoritmus NSGA-II implementovaný v objektovom
programovacom jazyku Java, boli pri implementácii dodržiavané základné princípy
objektového programovania medzi ktoré patrí aj zapúzdrenie. Z dôvodu prehľadnosti
však boli z diagramu tried odstránené get a set metódy na získavanie a nastavovanie
atribútov. V nasledujúcej časti budú popísané vlastnosti jednotlivých tried vďaka
ktorým bude funkčnosť algoritmu zrejmejšia.
Trieda Chromosome
Trieda Chromosome, je základná trieda, ktorá reprezentuje jednotlivých jedincov
resp. chromozómy. Jednotlivé atribúty ako genX, genY reprezentujú konkrétne hod-
noty premenných 𝑥 a 𝑦. Atribút state vyjadruje poradové číslo chromozómu a slúži
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ako index. Atribút np uchováva decimálnu hodnotu, ktorá vyjadruje koľkým chro-
mozómom daný chromozóm dominuje, táto hodnota sa využíva pri nedominant-
nom triedení. Ďalším atribútom v poradí je rand, ktorý slúži na generovanie ná-
hodných čísel. Poslednými atribútmi sú metric, distanceX a distanceY. Atribúty
distanceX a distanceY uchovávajú hodnoty tzv. vzdialenosti, ktoré sú vypočítané
pri odhade hustoty vzdialenosti. Atribút metric potom uchováva metriku, ktorá sa
vypočítava z týchto vzdialeností a slúži ako výsledných ukazatel priority pri výpočte
odhadu hustoty vzdialenosti.
Trieda Chromosome ďalej obsahuje 2 konštruktory a jednu metódu. Konštruktor
Chromosome(int i) sa uplatňuje iba pri generovaní nultej populácie 𝑃0 a generujú
sa v ňom náhodné hodnoty premenných 𝑥 a 𝑦. Ďalšie generácie sa už ďalej odvodzujú
od svojich rodičovských generácií a preto využívajú konštruktor Chromosome(),
ktorý vlastne nič nerobí. Metóda genesMutation() sa uplatňuje pri tvorbe novej
generácie keď zaisťuje mutáciu zdedených premenných 𝑥, 𝑦.
Population
-pt: Chromosome[]
-qt: Chromosome[]
-rt: Chromosome[]
-random: Random
-qwe: int[]
-fronts: int[][]
-cycle: int
<<constructor>>+Population()
+schuffle(): void
+crossover(): void
+createQt(): void
+ndSorting(): void
+initFronts(): void
+createNewPt(): void
+findFront(): int
+sortingFront(): void
+clearMetric(): void
+metric(array: int[]): void
+createRt(): void
+sortingNumbers(array: int, state: int): int[]
Controller
-nsga: NSGA
Chromosome
-genX: double
-genY: doublE
-state: int
-np: int
-rand: Random
-metric: double
-distanceX: double
-distanceY: double
<<constructor>>+Chromosome()
<<constructor>>+Chromosome(i: int)
+genesMutation()
NSGA
-population: Population
+nsgaAlgorithm(cycleNumber: int, example: int): void
Obr. 2.12: Diagram tried programu NSGA-II.
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Trieda Population
Ak sa pozrieme na algoritmus NSGA-II tak zistíme, že jeho hlavným a de facto
jediným cieľom je cyklická tvorba nových populácii, ktoré nahradzujú staré popu-
lácie. Rovnako je na tom aj trieda Population, ktorá reprezentuje jednu populáciu
𝑃𝑛 a obsahuje všetky potrebné metódy na výpočet populácie 𝑃𝑛+1 ,ktorá nahradí
populáciu 𝑃𝑛.
Pri výpočte pracuje táto trieda so svojimi členmi populácie, teda s chromo-
zómami. Tieto chromozómy sú reprezentované jednorozmerným polom tvoreným
objektami triedy Chromosome. Všetky chromozómy sú logicky rozdelené do troch
skupín (polí), ktoré sú zároveň atribútmi danej triedy. Jedná sa o atribúty pt, qt a
rt. Atribút pt predstavuje rodičovské chromozómy, atribút qt predstavuje potom-
kové chromozómy a atribút rt obsahuje súčet týchto dvoch polí, teda rodičovské
aj potomkové chromozómy dokopy. Ďalším dôležitým atribútom je dvojrozmerné
pole fronts. Do tohto pola sa ukladajú indexy jednotlivých chromozómov a slúži
na logické usporiadanie chromozómov do nedominantných frónt. Atribút qwe bude
podrobnejšie vysvetlený pri metóde schuffle().
Čo sa týka metód. Najhlavnejšie sú metódy createQt() a createNewPt(). Me-
tóda createQt() slúži na vytvorenie potomkov, teda chromozómov, ktoré zdedia
vlastnosti z generácie 𝑃𝑛 a uložia sa do atribútu qt. Na to aby to metóda createQt()
splnila volá vo svojom tele metódy schuffle() a crossover(). Metóda schuffle()
nám náhodne zamieša indexy rodičovských chromozómov a uloží ich do atribútu qwe.
Následne metóda crossover() postupne číta jednotlivé indexy z atribútu qwe a po-
mocou operácie kríženie vytvára nové chromozómy. Týmto postupom je zaistené, že
na tvorbu nového chromozómu budú náhodne vybrané dva rodičovské chromozómy
a zároveň je zaistené, že každý rodičovský chromozóm sa bude podieľať na tvorbe
nových potomkov. V metóde crossover() zároveň aj prebehne mutácia novo vznik-
nutých chromozómov.
V druhej najhlavnejšej metóde createNewPt() následne všetky chromozómy vy-
hodnocujeme a určujeme, ktoré budú vyradené a ktoré sa stanú základom novej ge-
nerácie 𝑃𝑛+1. Tu už pracujeme s atribútom rt, ktorý obsahuje všetky chromozómy.
Tieto chromozómy najprv pomocou metódy ndSorting() rozdelíme do nedominant-
ných frónt. Následne zavoláme metódu sortingFront, ktorá vo svojom tele zavolá
metódu findFront podľa ktorej zistí index hraničnej fronty, na ktorú je potreba ap-
likovať operáciu odhadu hustoty zaľudnenia. Pomocou metódy metric() sú potom
chromozómy v tejto hraničnej fronte ohodnotené metrikou, ktorá vyjadruje ich pri-
oritu. Pri výpočte metriky sa využívajú pomocné metódy ako clearMetric(), ktorá
vždy vynuluje atribút metric u každého chromozómu a metóda sortingNumbers().
Táto metóda sortingNumbers() prijíma dva parametre a to integerove pole array
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v ktorom sú vždy uložené indexy chromozómov hraničnej fronty a integerovu hod-
notu state, ktorá určuje ako sa má s daným polom narábať. Účelom metódy je
zostupne zoradiť chromozómy. Ak je hodnota state 1, tak sú chromozómy zora-
dené podľa premennej 𝑥, ak je hodnota state 2 tak sú chromozómy zoradené podľa
premennej 𝑦. Takto zoradiť chromozómy je vždy potrebné pred výpočtom metriky.
Po výpočte metriky tieto chromozómy naposledy zostupne zoradíme tentoraz podľa
ich metrickej hodnoty nastavením hodnoty state na 3 a výsledkom prepíšeme hra-
ničnú frontu. Pri týchto operáciách sa pracuje vždy iba s indexmi, ktoré ukazujú
na konkrétne chromozómy.
Trieda NSGA
V tejto triede sa spúšťa algoritmus NSGA-II ako jeden funkčný celok. Jediným atri-
bútom tejto triedy je objekt population a takisto táto trieda má len jedinú metódu
nsgaAlgorithm(), ktorá prijíma dva parametre, kde prvým paraetrom určujeme po-
čet cyklov počas ktorých bude algoritmus NSGA-II vykonávať svoju činnosť. Metóda
nsgaAlgorithm() volá metódy createQt() a createNewPt(). Tákáto hierarchická
štruktúra je prehladná a osvedčila sa pri návrhu aj odlaďovaní algoritmu.
Trieda Controller
Trieda Controller je trieda, ktorá sa nepodieľa na výpočte. Jedná sa o tzv. ovlá-
daciu triedu vďaka ktorej môžeme zadávať vstupy alebo pozorovať výstupy buď
pomocou konzole alebo pomocou grafického užívateľského rozhrania.
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2.5.2 Výsledky
V tejto časti budú predstavené jednotlivé výstupy implementovaného algoritmu
NSGA-II. Na algoritmus bolo aplikovaných niekoľko základných multikriteriálnych
problémov o jednej a dvoch neznámych. Výsledky sú prezentované vo forme dvoj-
rozmerných grafov, ktoré boli screenshotnuté z programu. Pri každom výpočte bolo
použitých 150 iteračných krokov a veľkosť populácie bola nastavená na 20 chromozó-
mov. Mutácia je taktiež v každom príklade nastavená rovnako a to tak, že k hodnote
génu 𝑥 alebo 𝑦 je náhodne pričítaná alebo odčítaná hodnota z intervalu 0 až 1.
Prvý príklad
minimalizuj 𝑥1 = 𝑥2
minimalizuj 𝑥2 = (𝑥− 2)2
Prvý príklad reprezentuje základný multikriteriálny problém, ktorý bol opisovaný
aj v sekcii 2.2. Vtedy sme usúdili, že výsledok toho príkladu leží v množine < 0; 2 >.
Na obrázku 2.13 máme tento príklad vypočítaný pomocou genetického algoritmu
NSGA-II. Na obrázku je vidno, že všetky chromozómy sú rovnomerne rozložené
v intervale < 0; 2 > na ose 𝑥 presne podľa predpokladu. Chromozómy ležia na ose
𝑥 pretože druhý gén 𝑦 nebol pri výpočte uvažovaný a preto má každý chromozóm
„natvrdo“ nastavenú hodnotu génu 𝑦 na 0.
Detailnejší prehľad výsledkov môžeme vidieť v tabuľke 2.3. V tabuľke sú zora-
dené chromozómy 150. generácie vzostupne podľa hodnôt génu 𝑥. Z tabuľky môžeme
Obr. 2.13: Grafický výstup algoritmu NSGA-II, prvý vzorový príklad
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Tab. 2.3: Hodnoty génov 𝑥 a 𝑦 podľa jednotlivých chromozómov
Chromozóm Gén 𝑥 Gén 𝑦
0 0,0006 0,0727
11 0,1385 0,1916
10 0,2547 0,2878
16 0,3016 0,4010
2 0,4129 0,5624
8 0,5154 0,6673
13 0,6173 0,7040
5 0,7274 0,7260
4 0,8914 0,7021
14 0,9095 0,8042
12 1,0124 0,8430
15 1,1890 0,8891
3 1,3678 0,9456
7 1,5396 1,0352
9 1,6187 1,0790
19 1,7073 1,1477
6 1,8011 1,1745
18 1,8813 1,2609
17 1,9133 1,4516
1 1,9999 1,6870
vyčítať, že algoritmu má v tomto prípade veľmi dobrú konvergenciu pretože krajné
hodnoty sa veľmi približujú k teoretickým hodnotám 0 a 2. Takisto sa dá vypozo-
rovať, že vzdialenosť chromozómov na osy 𝑥 je približne konštantná z čoho sa dá
usúdiť, že algoritmus NSGA-II v tomto prípade disponuje aj veľmi dobrou rôznoro-
dosťou výsledkov. Všetky hodnoty v tabuľke sú zaokrúhlené na 4 desatinné miesta.
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Druhý príklad
minimalizuj 𝑥1 = 𝑥2
minimalizuj 𝑥2 = (𝑥− 2)2
𝑓(𝑥) = 𝑥
Druhý vzorový príklad je rozšírenie prvého príkladu o jednu ďalšiu podmienku. Tento
krát už pracujeme s dvoma premennými. Výpočet hodnoty 𝑥 je definovanými prvými
dvoma rovnicami, ktoré reprezentujú multikriteriálny problém a hovoria nám, že
hodnota 𝑥 by sa mala rovnako ako v predchádzajúcom príklade ustáliť v intervale
<0;2>. Tretia rovnica určuje podmienku pre premennú 𝑦, ktorá by mala aproximovať
krivku 𝑦 = 𝑘 · 𝑥, kde 𝑘 je smernica s hodnotou 1.
Na obrázku 2.14 môžeme vidieť výstup implementovaného algoritmu. Vidíme, že
chromozómy sa nám rovnomerne usporiadali na krivke 𝑦 = 𝑥 v intervale <0;2>. Av-
šak až pri detailnejšom pohľade na tabuľku 2.4 v ktorej máme zoradené chromozómy
vzostupne podľa hodnoty génu 𝑥 môžeme vyvodiť nasledujúce závery. Za prvé diver-
zita výsledkov sa zmenila k horšiemu pretože jednotlivé chromozómy nie sú na ose 𝑥
od seba rovnomerne vzdialené. Môžeme vidieť, že v intervale 0 až 1 sa nachádza viac
chromozómov a sú na seba viac nahustené na rozdiel od chromozómov v intervale 1
až 2, ktorých je pomenej. Takisto môžeme vidieť, že algoritmus zle odhadol hornú
hranicu intervalu a hodnota 1,6870 sa líši až príliš od teoretickej hodnoty 2.
Tento jav by sme mohli pripísať tomu, že algoritmus tentoraz pracoval až s dvoma
premennými. Chromozómy museli v tomto prípade splniť dve podmienky a aj keď
Obr. 2.14: Grafický výstup algoritmu NSGA-II, druhý vzorový príklad po 150 ite-
ráciách
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Tab. 2.4: Hodnoty génov 𝑥 a 𝑦 podľa jednotlivých chromozómov
Chromozóm Gén 𝑥 Gén 𝑦
12 0,0622 0,0727
0 0,2018 0,1916
17 0,2771 0,2878
8 0,4111 0,4010
2 0,5524 0,5624
1 0,6776 0,6673
15 0,7144 0,7040
18 0,7153 0,7260
19 0,7161 0,7021
3 0,8146 0,8042
9 0,8324 0,8430
6 0,8994 0,8891
10 0,9559 0,9456
4 1,0250 1,0352
5 1,0893 1,0790
7 1,1580 1,1477
11 1,1850 1,1745
14 1,2504 1,2609
13 1,4622 1,4516
16 1,6760 1,6870
niektoré chromozómy mohli vynikať jednou vlastnosťou boli uprednostnené chromo-
zómy, ktoré spĺňali obe podmienky aj keď ich vlastnosti boli povedzme len mierne
nadpriemerné.
Na druhej strane konvergencia algoritmu neutrpela žiadnu ujmu. Výsledná mno-
žina veľmi dobre aproximuje priamku 𝑦 = 𝑥 a pri pohľade na tabuľku 2.4 môžeme
vidieť, že hodnoty génu 𝑦 sa líšia približne len o jednu stotinu od hodnoty génu
𝑥 toho istého chromozómu. Avšak aj táto malá nepresnosť nie je spôsobená algo-
ritmom, ale implementáciou. Pri implementácii som sa rozhodol, že odchylka 0,01
vyjadruje dostatočnú presnosť a preto sa algoritmus pri odchylke menšej ako 0,01
od teoretickej hodnoty ďalej nezameriava na lepšiu aproximáciu priamky, ale sú-
streďuje sa na diverzitu a lepšie rozprestrenie chromozómov v množine ideálneho
riešenia keďže rôznorodosť je ako už bolo vyššie spomenutá v tomto prípade horšia.
Avšak to, že sme v tomto prípade pozorovali u algoritmu mierne zhoršenie vlast-
ností neznamená, že sa algoritmus nevie doracovať k správnemu výsledku. Na ob-
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Obr. 2.15: Grafický výstup algoritmu NSGA-II, druhý vzorový príklad po 10000
iteráciách
rázku 2.15 je zobrazený výstup algoritmu ak by výpočet trval 10000 iterácií.
Tretí príklad
minimalizuj 𝑥1 = 𝑥2
minimalizuj 𝑥2 = (𝑥− 3)2
𝑓(𝑥) = −(𝑥− 2)2 + 2
Cieľom tretieho vzorového príkladu je zistiť aký vplyv má zložitejší priebeh funkcie
𝑓(𝑥) na výsledok. Na obrázku 2.16 máme znázornený výpočet pomocou algoritmu
NSGA-II. Vidíme, že hoci sa výpočet uberá správnym smerom a aproximácia krivky
je veľmi dobrá, napriek tomu sme zaznamenali ďalšie zhoršenie vlastností, pretože
výstupom mala byť krivka 𝑦 = −(𝑥 − 2)2 + 2 v intevale < 0; 3 >. Toto zhoršenie
by sa mohlo prisudzovať väčšej zložitosti krivky, ktorú musel algoritmus tentokrát
aproximovať. Väčšou zložitosťou krivky sa v tomto prípade myslia zmeny strmosti
krivky.
Na obrázu 2.17 je znázornený výpočet po 10000 iteráciách. Hoci došlo k výraz-
nému zlepšeniu, stav stále nie je ideálny avšak hoci nie sú chromozómy dostatočne
rovnomerné rozprestrené v intervale< 0; 3 >, stále sme schopný z grafického výstupu
určiť ako má vyzerať ideálna výsledná množina.
72
Obr. 2.16: Grafický výstup algoritmu NSGA-II, tretí vzorový príklad po 150 iterá-
ciách
Obr. 2.17: Grafický výstup algoritmu NSGA-II, tretí vzorový príklad
po 10000 iteráciách
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Tab. 2.5: Hodnoty génov 𝑥 a 𝑦 po 150 iteráciách podľa jednotlivých chromozómov
z tretieho vzorového príkladu
Chromozóm Gén 𝑥 Gén 𝑦
4 0,7498 0,4263
9 0,8188 0,5906
16 0,8832 0,7677
7 1,0821 1,1461
2 1,1410 1,2517
14 1,1901 1,3584
12 1,3126 1,5131
6 1,5020 1,7407
3 1,5269 1,2517
19 1,6808 1,8842
17 1,6981 1,8953
1 1,7060 1,9036
13 1,7383 1,9455
11 2,0874 2,0054
5 2,1146 1,9977
18 2,1259 1,9699
15 2,2395 1,9574
8 2,3167 1,8881
0 2,4326 1,8028
10 2,5195 1,7424
74
2.5.3 Princípy, zmeny a modifikácie
V tejto podkapitole bude popísaný princíp tvorby novej populácie a potomka tak,
ako bola ich tvorba implementovaná. Ďalej budú vysvetlené niektoré zmeny a mo-
difikácie, ktoré boli nutné aby bola zaistená správna činnosť algoritmu.
Proces tvorby novej populácie
Na to aby sme vytvorili jedného potomka potrebujeme dva rodičovské chromozómy.
Princíp akým som implementoval výber rodičovských chromozómov, ktoré spolu
splodia potomka je zobrazený na obrázku 2.18. Tento princíp je taký, že sa najprv
náhodne premiešajú rodičovské chromozómy. Potom tieto rodičovské chromozómy
pomocou operácií kríženie a mutácia začnú tvoriť potomkov po dvojiciach a to takým
spôsobom, že najprv vytvorí prvá dvojica dva potomkové chromozómy, potom druhá
dvojica vytvorí dva svoje potomkové chromozómy atď.
Pri implementácii a prvých výsledkoch som si všimol, že hoci bol algoritmus
NSGA-II navrhnutí s cieľom zlepšiť diverzitu novo vzniknutých populácií, stále však
nepodával optimálne výsledky. Naopak algoritmus vynikal veľmi rýchlou konvergen-
ciou. Z tohto dôvodu som sa snažil čo najviac vylepšiť diverzitu algoritmu aj za cenu,
že by sa tým znížila rýchlosť konvergencie.
To bol takisto dôvod prečo som sa rozhodol takýmto spôsobom implementovať
tvorbu novej populácii. Prvá výhoda, ktorá plynie z tohto postupu je taká, že každý
chromozóm bez ohľadu na to aké má gény sa dostane k slovu a splodí svojich po-
tomkov, čo samozrejme zlepšuje rôznorodosť populácie aj za cenu pomalšej konver-
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
P6 P3 P10 P7 P1 P2 P8 P5 P9 P4
Zamiešanie
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
+ + + + + + + + + +
+ Kríženie + mutácia
Obr. 2.18: Tvorba potomkovej populácie
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gencie. Zníženie rýchlosti konvergencie je však nepostrehnuteľné. Druhou výhodou
tohto postupu je jeho jednoduchosť a ľahká implementácia.
Proces tvorby nového potomka
Keď už vieme akým spôsobom sa vyberajú rodičovské chromozómy, ktoré spolu
splodia nového potomka poďme sa teraz pozrieť ako konkrétne tento potomkový
chromozóm vznikne. Konkrétne bude teda popísaná implementácia operácií kríženie
a mutácia.
Operáciu kríženie som implementoval tak, aby potomok zdedil vlastnosti svojich
predkov a zároveň sa stal originálnym. Oba rodičovské chromozómy su charakteri-
zované svojimi génmi. V mojej implementácii disponuje každý chromozóm dvoma
génmi. Tieto dva gény, gén 𝑥 a gén 𝑦 sú v skutočnosti reálne čísla, ktoré reprezentujú
polohu chromozómu v dvojrozmernom grafe ako je to znázornené na obrázku 2.19,
kde môžeme vidieť dva chromozómy.
Pri operácii kríženie sa potom gény 𝑥 a 𝑦 potomka náhodne vygenerujú v in-
tervaloch < 𝑥1;𝑥2 >, < 𝑦1; 𝑦2 >, kde gény 𝑥1, 𝑦1 patria prvému rodičovskému
chromozómu a gény 𝑥2, 𝑦1 patria druhému rodičovskému chromozómu. Tieto inter-
valy sú na obrázku 2.19 znázornené bledomodrou oblasťou ohraničenou čiarkovanou
čiarou.
Chromozóm 1
Chromozóm 2
x
y
Obr. 2.19: Tvorba potomka
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Matematicky by sa operácia kríženie pre gén 𝑥 dala vyjadriť takto,
𝑥 = (𝑘1 · 𝑥1) + (𝑘2 · 𝑥2)
𝑘1 + 𝑘2
. (2.3)
V podstate sa jedná o aritmetický priemer čísel 𝑥1 a 𝑥2 avšak pri týchto číslach
sú koeficienty 𝑘1, 𝑘2, ktoré sú náhodne generované a vyjadrujú váhu génov 𝑥1, 𝑥2.
Vďaka náhodnému generovaniu váhovacích koeficientov je zaistené, že nový gén 𝑥
potomkového chromozómu sa bude nachádzať v spomínanej bledomodrej oblasti.
Situácia výpočtu génu 𝑦 je obdobná.
Po tom ako sú potomkovi vypočítané hodnoty jeho génov 𝑥 a 𝑦 podľa vzťahu
2.3, sa tieto hodnoty ešte náhodne zmenia. Na potomka je aplikovaná operácia mu-
tácia, ktorá náhodne pozmení hodnoty jeho génov. Táto zmena je vždy veľmi malá
a jej veľkosť sa často krát odvíja od typu príkladu, ktorý je potrebné vypočítať.
Bledozelená oblasť na obrázku 2.19 potom vymedzuje celú plochu kde sa môže po-
tomok po operáciách kríženie a mutácia nachádzať. Toto je veľmi dôležité, pretože
potom existuje určitá pravdepodobnosť, že po operácii kríženie sa vytvorený nový
potomok bude nachádzať na hranici bledomodrej oblasti, po aplikácii mutácie sa
môže dokonca dostať k hranici bledozelenej oblasti. Všetky chromozómy, ktoré sa
dostanú do bledozelenej oblasti sa nachádzajú mimo intervalov vymedzených ich ro-
dičovskými chromozómami. Tieto potomkové chromozómy sa potom môžu podielať
na rozširovaní intervalu v sústave 𝑥𝑦 a na zlepšovaní rôznorodosti a konvergencii
k novým riešenia v sústave 𝑥𝑦.
Modifikácia nedominantného triedenia
Pri implementácii algoritmu NSGA-II bolo potrebné vykonať zmeny v základnej
koncepcii nedominantného triedenia. Pripomeňme, že chromozóm 𝑎 je nad chromo-
zómom 𝑏 dominantný vtedy ak ho prevyšuje všetkými svojimi vlastnosťami. Nedo-
minantné triedenie je bližšie popísané v sekcii 2.4.4.
Modifikácia bude vysvetlená na prvom príklade, ktorý pracoval iba s génom 𝑥 a
hľadal riešenie v intervale < 0; 2 >. V súlade s pôvodnou myšlienkou som definoval,
že chromozóm 𝑎 je dominantný nad chromozómom 𝑏 vtedy ak platí:
| 𝑥𝑎 |<| 𝑦𝑏 | ∪ | 𝑥𝑎 − 2 |<| 𝑦𝑏 − 2 | . (2.4)
Spočiatku algoritmus konvergoval do intervalu < 0; 2 > avšak neskôr pri vyšších
iteráciách všetky chromozómy konvergovali buď k hodnote 0 alebo k hodnote 2.
Dôvod prečo všetky chomozómy konvergovali len k jednej hodnote je naznačený
na obrázku 2.20. Na obrázku sú znázornené tri chromozómy. Chromozóm C1 má
hodnotu génu 𝑥 = 0, 8, chromozóm C2 má hodnotu génu 𝑥 = 1, 9 a chromozóm
C3 má hodnotu génu 𝑥 = 2, 2. Pri analýze chromozómov zistíme, že chromozóm
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C1 nie je dominantný, hoci spĺňa prvú podmienku a je bližšie k hodnote 0, druhú
podmienku spĺňajú lepšie chromozómy C2 a C3, ktoré sú bližšie k hodnote 2. Podľa
rovnakej logiky ani chromozóm C3 nedominuje nad chromozómami C1 a C2. Ak
sa však bližšie pozrieme na chromozóm C2 tak zistíme, že dominuje chromozómu
C3. Nielenže spĺňa prvú podmienku keďže sa nachádza bližšie k hodnote 0, ale spĺňa
aj druhú podmienku pretože aj k hodnote 2 je chromozóm C2 bližšie ako chromozóm
C3. Z tohto dôvodu je dominantný čítač chromozómu C2 nastavený na hodnotu 1
(pretože dominuje jednému chromozómu) zatiaľ čo dominantné čítače chromozómov
C1 a C3 ostávajú nastavené na 0. Tu však vzniká problém, pretože chromozómy C1
aj C2 sa oba nachádzajú v intervale < 0; 2 > a oba by mali byť teda rovnocenné.
Vďaka tomuto javu sú chromozómy v krajných hodnotách intervalu preferovanejšie
ako by mali byť, to má za následok to, že sa postupne všetky chromozómy v intervale
presunú ku krajným hodnotám.
Aby sa tomuto javu zabránilo tak bolo potrebné triediaci nedominantný algo-
ritmus modifikovať. Pri implementácii som zvolil postup vypočítavania tzv. vzdia-
leností. U každého chromozómu sa vypočítajú dielčie vzdialenosti, ktoré sa sčítajú
do celkovej vzdialenosti pomocou ktorej porovnávame jednotlivé chromozómy. Každá
dielčia vzdialenosť vyjadruje ako veľmi daný chromozóm spĺňa danú podmienku.
V našom prípade pri uvažovaní prvého príkladu máme dve podmienky, takže bu-
deme musieť pre každý chromozóm vypočítať dve dielčie vzdialenosti 𝑑𝑖. Výpočet
prvej dielčej vzdialenosti 𝑑1 konkrétne pre náš príklad môžeme vypočítať vzťahom,
𝑑1 =| 𝑥1 |, (2.5)
konkrétne nám prvá dielčia vzdialenosť 𝑑1 hovorí ako veľmi gén 𝑥1 splňuje prvú
podmienku, čiže ako veľmi sa líši hodnota génu 𝑥1 od hodnoty 0. Výpočet druhej
dielčej vzdialenosti 𝑑2 sa následne podľa rovnakej úvahy vypočíta vzťahom
𝑑2 =| 𝑥1 − 2 | . (2.6)
-0,5 0 0,5 1 1,5 2 2,5
C1 C2 C3
Obr. 2.20: Nadhodnotenie chromozómu C2
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Tab. 2.6: Výpočet vzdialeností pre jednotlivé chromozómy
chromozóm gén 𝑥 𝑑1 𝑑2 𝑑𝑣𝑦𝑠𝑙
C1 0,8 0,8 1,2 2
C2 1,9 1,9 0,1 2
C3 2,2 2,2 0,2 2,4
Výsledná vzdialenosť je potom rovná súčtu týchto dvoch dielčích vzdialeností,
𝑑𝑣𝑦𝑠𝑙 = 𝑑1 + 𝑑2. (2.7)
Podľa výslednej vzdialenosti potom porovnávame jednotlivé chromozómy. Čím má
chromozóm nižšiu hodnotu výslednej vzdialenosti, tým lepšie splňuje zadané pod-
mienky. Ak sa potom pri nedominantnom triedení navzájom porovnávajú dva chro-
mozómy, je u chromozómu s nižšou výslednou vzdialenosťou inkrementovaný do-
minantný čítač. Keďže nedominantné triedenie ďalej triedi chromozómy podľa ich
dominantných čítačov, zostáva ďalší postup nedominantného triedenia nepozmenený
oproti teoretickým úvahám.
V tabuľke 2.6 sú znázornené chromozómy C1 až C3 a ich hodnoty vypočítaných
výsledných vzdialeností 𝑑𝑣𝑦𝑠𝑙. Môžeme vidieť, že tento postup nám už dáva uspoko-
jivé výsledky pretože chromozómy C1 a C2, ktoré sa nachádzajú v intevale < 0; 2 >
sú si rovnocenné, naproti tomu chromozóm C3 nachádzajúci sa mimo tohto intervalu
má vyššiu hodnotu výslednej vzdialenosti.
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2.5.4 Vlastnosti algoritmu
V tejto sekcii budú popísané vlastnosti implementovaného algoritmu NSGA-II. Po-
zornosť bude zameraná na rýchlosť konvergencie, závislosť algoritmu na použitej
mutácii a rýchlosť algoritmu z hľadiska výpočetného času.
Rýchlosť konvergencie
V kontexte s algoritmom NSGA-II sa rýchlosť konvergencie myslí počet iterácii,
ktorý je potrebný na to aby sme sa dopracovali k relatívne správnemu výsledku.
K relatívne správnemu výsledku preto, lebo k správnemu výsledku by sme sa teore-
ticky dopracovali až keby sme vykonali nekonečno iterácií. Toto však nie je nutné
pretože algoritmus najrýchlejšie konverguje k výsledku v začiatkoch a pri ďalších
iteráciách sa už iba jedná o pomalé a limitné blíženie k ideálnej hodnote. Podľa
autora pána Kalyanmoy Deba, by sme sa mali po 100 až 150 iteráciách dopracovať
k uspokojivému výsledku, ktorý by sa od teoretického správneho výsledku nemal
veľmi líšiť[7].
V nasledujúcej ukážke budú porovnávané medzivýsledky algoritmu NSGA-II
pri výpočte druhého vzorového príkladu. Jednotlivé medzivýsledky sú zobrazené
na obrázkoch 2.21. U jednotlivých výsledkoch nie sú konštantné odstupy z dôvodu
vyššej spomínanej vlastnosti algoritmu NSGA-II.
Na obrázku 2.21b môžeme vidieť medzivýsledok po desiatych iteráciách, z tohto
obrázku je patrné, že chromozómy, ktoré boli náhodne rozmiestnené v rovine 𝑥𝑦 sa
veľmi rýchlo usporiadali do blízkosti množiny optimálneho riešenia. Chromozómy
však neaproximujú priamku veľmi presne a takisto sa stále nachádza veľa chromo-
zómov, ktoré sa nachádzajú mimo interval < 0; 2 >.
Na obrázkoch 2.21c, 2.21d a 2.21e ďalej môžeme vidieť, že stále dochádza k apro-
ximácii priamky 𝑦 = 𝑥 a chromozómy sa postupne presúvajú do intervalu < 0; 2 >.
Pri pohľade na obrázok 2.21f by sa možno dalo opticky usúdiť, že od posledného
medzivýsledku zobrazeného na obrázku 2.21e došlo k zhoršeniu pretože chromozómy
sú vzdialenejšie od hornej hranice intervalu < 0; 2 > a takisto sa v aproximovanej
priamke nachádza viditeľná medzera. Treba si však uvedomiť, že v tejto fáze sa al-
goritmus viacej sústreďuje na konvergenciu, čiže na to aby čo najlepšie aproximoval
krivku a aby sa chromozómy nachádzali v spomínanom intervale < 0; 2 >. Je to dané
tým, že chromozómy, ktoré sú vzdialenejšie od svojej teoretickej hodnoty o viac ako
0,01 sa stále radia do nedominantných frónt. Kým budú mať hodnoty génov 𝑦 u jed-
notlivých chromozómov odchyľku väčšiu ako 0,01 od ideálnej teoretickej hodnoty,
algoritmus NSGA-II sa stále bude sústreďovať na čo najlepšiu aproximáciu.
Po 100 iteráciách na obrázku 2.21g môžeme vidieť, že chromozómy už veľmi
dobre aproximujú danú priamku a takisto sa všetky nachádzajú v intervale < 0; 2 >.
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(a) 0 iterácií (b) 10 iterácií
(c) 20 iterácií (d) 40 iterácií
(e) 60 iterácií (f) 80 iterácií
(g) 100 iterácií (h) 200 iterácií
Obr. 2.21: Medzivýsledky algoritmu NSGA-II, výpočet prvého vzorového príkladu
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Problém je však stále to, že chromozómy nie sú rovnomerne rozprestrené v celom
intervale, pretože pri krajnej hodnote 2 sa nenachádza žiadny chromozóm. Keďže
je však konvergencia dostatočne splnená, čo znamená, že všetky chromozómy sú si
rovnocenné a nachádzajú sa všetky v prvej nedominantnej fronte, začne sa viacej
uplatňovať metóda odhadu hustoty vzdialenosti, ktorá v spolupráci s mutáciou za-
bezpečí to, že sa chromozómy rovnomerne rozprestria po celom intervale < 0; 2 >.
Tento proces je však veľmi pomalý a uspokojivý výsledok, ktorý spĺňa všetky pod-
mienky vzorového príkladu sme nakoniec dostali po 200 iteračných krokoch viz ob-
rázok 2.21h.
V tejto časti boli stručne popísané jednotlivé medzivýpočty a javy, ktoré v nich
vznikali. Pri každom výpočte však môžu vyzerať tieto medzivýpočty odlišne z dô-
vodu náhodného generovania nultej populácie a z dôvodu pseudonáhodného genero-
vania potomkov.
Diverzita v populácii
V predchádzajúcich častiach sme si ukazovali ako prebieha výpočet pomocou al-
goritmu NSGA-II na vzorových príkladoch. V týchto príkladom sme sa vždy do-
pracovali k správnemu výsledku. Zásluhy na tom by sme mohli pripísať aj správne
nastavenej mutácii, ktorá ovplivňuje tvorbu nových potomkov v populáciách a zais-
ťuje diverzitu v populácii. Na to, aby sme čo najlepšie demonštrovali aký vplyv
má mutácia na priebeh výpočtu, uskutočníme výpočet druhého vzorového príkladu
pomocou algoritmu NSGA-II na ktorom bude operácia mutácia vypnutá.
Na obrázkoch 2.22 je znázornený výpočet prvého vzorového príkladu pomocou
algoritmu NSGA-II bez použitia mutácie. Výpočet prebiehal 50 iteračných krokov
a po každých 10 iteračných krokoch boli zaznamenané medzivýsledky. Na týchto
medzivýsledkoch môžeme vidieť neustále zužovanie priamky. Odôvodnenie je veľmi
jednoduché. Bez použitej mutácie sa potomkovia tvoria len vo vnútri uzatvoreného
intervalu, ktorý je tvorený hraničnými chromozómami. Ak novo vytvorený potomko-
via lepšie spĺňajú zadané kritéria ako ich rodičia, potom sú rodičovské chromozómy
prirodzeným výberom vyradené čo má za následok ďalšie zužovanie intervalu. Toto
zužovanie v našom konkrétnom prípade trvá dovtedy kým sa hodnota génu 𝑦 u kaž-
dého chromozómov nelíši od teoretickej hodnoty o viac ako 0,01, potom sa všetky
chromozómy nachádzajú v prvej nedominantnéj fronte a operácia odhadu hustoty
zaľudnenia zabráni tomu aby boli hraničné chromozómy vyradené z prirodzeného
výberu.
Výsledné chromozómy síce aproximujú priamku 𝑦 = 𝑥 a takisto sa aj všetky
nachádzajú v intervale < 0; 2 >, nie sú v ňom však rovnomerne rozprestrené. Vďaka
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(a) 0 iterácií (b) 10 iterácií
(c) 20 iterácií (d) 30 iterácií
(e) 40 iterácií (f) 50 iterácií
Obr. 2.22: Medzivýsledky algoritmu NSGA-II, výpočet prvého vzorového príkladu
bez použitia mutácie
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absencii operácie mutácia sa už ani nedá očakávať ďalšie zlepšenie z pohľadu rôzno-
rodosti a výsledok sa už pri ďalších cykloch nemení.
Jav pri ktorom sa interval chromozómov neustále zužuje nastáva ak je mutácia
buď vypnutá alebo ak je nastavená na veľmi nízku hodnotu. Naproti tomu keby sme
mutáciu nastavili tak, že by až priveľmi menila gény vznikajúcich chromozómov,
tak by sme v lepšom prípade spomalili konvergenciu a celý výpočet, v tom horšom
prípade by sme sa k výsledku nikdy nedopracovali.
Rýchlosť a výpočetný čas
V tabuľke 2.7 sú znázornené časy, ktoré boli zmerané pri výpočte pomocou algoritmu
NSGA-II. Meranie bolo vzkonané šesť krát pre každý vzorový príklad, z toho tri
merania určujú čas potrebný na výpočet 10 cyklov a tri merania určujú čas potrebný
na výpočet 100 cyklov. Zmerané časy závisia na veľkom množstve parametrov a preto
je ich hodnota skôr informatívna. Meranie bolo uskutočnené na laptope s procesorom
Intel CORE i3.
Tab. 2.7: Výpočetný čas pre jednotlivé vzorové príklady
Prvý vzorový príklad Druhý vzorový príklad Tretí vzorový príklad
meranie 10 iterácií 100 iterácií 10 iterácií 100 iterácií 10 iterácií 100 iterácií
1 26,469ms 362,565ms 24,630ms 695,873ms 28,520ms 563,919ms
2 30,709ms 387,169ms 24,642ms 483,544ms 28,516ms 452,253ms
3 26,510ms 533,980ms 18,273ms 376,905ms 29,910ms 348,939ms
84
2.6 Výsledné zhodnotenie
Multikriteriálny genetický algoritmus NSGA-II sa javí ako veľmi perspektívny pros-
triedok na riešenie multikriteriálnych problémov. Za jeho najväčšiu výhodu by sa
dala považovať jeho univerzálnosť. Algoritmus pracuje s populáciami a velmi efek-
tívne aplikuje Darwinovu evolučnú teóriu. Pri riešení konkrétneho problému je už
len potrebné nastaviť podmienky akým smerom sa bude evolúcia uberať.
Algoritmus NSGA-II sa takisto ukázal ako veľmi stabilný. Algoritmus bol totiž
schopný sa dopracovať k výsledku za každých okolností aj pri nie veľmi vhodne
vygenerovanej nultej populácii od ktorej sa výpočet odvíjal.
Funkčnosť algorimu bola preukázaná na niekoľkých vzorových príkladoch. Al-
goritmus vynikal najmä veľmi rýchlou konvergenciou. Takisto aplikácia nedomi-
nantného triedenia a odhadu hustoty vzdialenosti veľmi zlepšili vlastnosti algoritmu
hlavne čo sa týka rôznorodosti výsledkov, vďaka čomu algoritmus NSGA-II jasne
vyniká nad svojimi predchodcami.
Za nevýhody algoritmu NSGA-II by sa dali považovať zhoršujúce sa vlastnosti
algoritmu pri väčších počtoch premenných alebo pri zložitejších podmienkach, ktoré
musí aproximovať. Aj vďaka týmto nevýhodám je však algoritmus schopný sa do-
pracovať k správnemu výsledku, avšak je potrebné vykonať viacej iterácií a výpočet
preto bude trvať dlhšie. Za ďalšiu nevýhodu by sa mohol považovať rozdielny čas vý-
počtu toho istého príkladu, keďže výpočet pomocou algoritmu NSGA-II je založený
na náhodných javoch.
Algoritmus NSGA-II má veľkú perspektívu aj v technickej praxi. Za zmienku
stojí napr. aplikácia algoritmu NSGA-II v chemickom inžinierstve [2] alebo využitie
algoritmu NSGA-II spolu s fuzzy logikou na stabilizáciu napätie [5], alebo využitie
algoritmu NSGA-II ako routovacieho algoritmus v počítačových sieťach [3] apod.
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3 ZÁVER
Cieľom práce bolo zoznámiť čitateľa s algoritmami prepodporu rozhodovania. Pr-
vým rozhodovacím procesom je AHP. Tento rozhodovací proces sa javí ako veľmi
perspektívny. Bol navrhnutý scieľom riešiť jednoduchšie úlohy vďaka čomu je spo-
ľahlivý a jednoduchý. Jednoduchosť tohto procesu je jeho najväčšou výhodou, vďaka
nej môžeme proces ľahko implementovať a zautomatizovať. Rozhodovací proces AHP
takisto nevyžaduje veľké teoretické znalosti.
Naproti tomu analytický proces ANP som vyhodnotil ako veľmi neperspektívny.
Tento proces bol vyvinutý s cieľom riešiť zložité a komplexné úlohy. Tento proces vy-
žaduje vysoký stupeň teoretických znalostí, ktorých dosiahnutie komplikuje aj fakt,
že sa v teórii tohto procesu nachádzajú trhliny. Ďalšou nevýhodou procesu ANP je
aj fakt, že vyžaduje veľké množstvo užívateľskej interakcie.
Posledným rozhodovacím procesom, ktorým sa zaoberala táto práce je genetický
algoritmus NSGA-II. Algoritmus NSGA-II hodnotím rovnako ako rozhodovací pro-
ces AHP veľmi pozitívne. Medzi najväčšie výhody algoritmu NSGA-II patrí jeho
stabilita, vďaka ktorej je schopný sa za každých okolností dopracovať k správnemu
výsledku. Ďalej je to jeho univerzálnosť, teoreticky je algoritmus NSGA-II schopný
vyriešiť multikriteriálny problém akéhokoľvek druhu. Takisto bolo preukázané, že
algoritmus má veľmi dobrú diverzitu novo vznikajúcich populácií, vďaka čomu je
uprednostňovaný pred ostatnými genetickými algoritmami. Za jedinú nevýhodu al-
goritmu NSGA-II by sa dala považovať rôzna dĺžka doby výpočtu, ktorá sa nedá
predpovedať, keďže algoritmus pracuje na náhodných javoch a preto aj doba výpočtu
toho istého príkladu môže trvať rozdielnu dobu. Aj napriek tomu ponúka algorit-
mus NSGA-II široké možnosti, čo ho predurčuje na praktické použitie v rôznych
technických oboroch.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
AHP analytický hierarchický proces – Analytic Hierarchy Process
ANP analytický sieťový proces – Analytic Network Process
CI konzistenčný index – Consistency Index
CR výsledná nekonzistentnosť – Consistency Ratio
MOEA multikriteriálny evolučný algoritmus – Multicriterional Objectiv
Evolutionary Algorithm
MOGA multikriteriálny objektívny genetický algoritmus – Multicriterional
Objectiv Genetic Algorithm
NSGA-II rýchly nedominantný triediaci algoritmus – Fast Nondominant Sorting
Genetic Algorithm
RI náhodný index – Random Index
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B OBSAH PRILOŽENÉHO CD
V priloženom CD sa nachádza súbor xkriza02BP.zip.
Tento súbor obsahuje
• elektronickú verziu bakalárskej práce
• zdrojové kódy programu AHP-ANP
• zdrojové kódy a jar súbor programu NSGA-II
Na to aby sa mohol jar súbor spustiť je potrebné mať nainštalovanú Java Runtime
Environment, ktorá sa dá stiahnuť zo stránky http://java.com/en/download/
index.jsp.
B.1 Program AHP-ANP
Program AHP-ANP je program na riešenie multikriteriálnych problémov pomocou
metód AHP a ANP. Tento program nemá grafické užívateľské prostredie a ovláda
sa cez konzolu. Pri výpočte pomocou tohto programu sa treba riadiť inštrukciami.
B.2 Program NSGA-II
Program NSGA-II je program na riešenie multikriteriálnych problémov pomocou
genetického algoritmu NSGA-II. Tento program disponuje grafickým užívateľským
prostredím a jeho ovládanie je inštinktívne. Program je schopný riešiť tri napevno
naprogramované vzorové príklady. Pre vyriešenie iného multikriteriálneho problému
je však potrebné vykonať malé modifikácie v kóde. Na obrázku B.1 je znázornený
program NSGA-II. Program v sebe obsahuje graf na prezentáciu výsledkov. Na hor-
nej lište sa nachádzajú 3 tlačidlá. Pri stlačení tlačidla Do 10 sa vykoná 10 cyklov
algoritmu, pri stlačení tlačidla Do 100 sa zase vykoná 100 cyklov algoritmu. Tlačidlo
Reset slúži na resetovanie podmienok do predvoleného stavu. Napravo od tlačidla
Reset sa číselne zobrazuje celkový počet vykonaných cyklov. Ďalej napravo sa zase
nachádza tzv. choisebox v ktorom si môžeme navoliť ktorý vzorový príklad má byť
pri výpočte použitý a nakoniec úplne napravo sa v hornej lište zobrazuje výpo-
četný čas. Pri stlačení tlačidla Do 10 sa zobrazí čas za ktorý sa vykonalo 10 cyklov,
pri stlačení tlačidla Do 100 sa zobrazí čas za ktorý sa vykonalo 100 cyklov.
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Obr. B.1: Program NSGA-II
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