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a b s t r a c t
In this paper, a fully discrete defect-correction mixed finite element method (MFEM) for
solving the non-stationary conduction–convection problems in two dimension, which is
leaded by combining the Back Euler time discretizationwith the two-step defect correction
in space, is presented. In this method, we solve the nonlinear equations with an added
artificial viscosity term on a finite element grid and correct these solutions on the same
grid using a linearized defect-correction technique. The stability and the error analysis are
derived. The theory analysis shows that our method is stable and has a good convergence
property. Some numerical results are also given, which show that this method is highly
efficient for the unsteady conduction–convection problems.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the non-stationary conduction–convection problems in two dimension whose coupled
equations governing viscous incompressible flow and heat transfer for the incompressible fluid are the Boussinesq
approximations to the non-stationary Navier–Stokes equations.
ut − ν1u+ (u · ∇)u+∇p = jT , x ∈ Ω, t ∈ [0, t1],
div u = 0, x ∈ Ω, t ∈ [0, t1],
Tt − γ−10 △T + u · ∇T = 0, x ∈ Ω, t ∈ [0, t1],
u = 0, T = T¯0 x ∈ ∂Ω, t ∈ [0, t1],
u(x, 0) = 0, T (x, 0) = 0, x ∈ Ω,
(1.1)
whereΩ is a bounded domain in R2 assumed to have a Lipschitz continuous boundary ∂Ω, t1 is a finite positive constant.
u = (u1(x, t), u2(x, t))T represents the velocity vector, p(x, t) the pressure, T (x, t) the temperature, γ−10 > 0 the thermal
diffusivity, j = (0, 1)T the two-dimensional vector and ν > 0 the viscosity.
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As we know, finding the numerical solution of conduction–convection problems is very difficult, because the
conduction–convection problems contain the velocity vector field, the pressure field and the temperature field. And the
conduction–convection problems is an important system of equations in atmospheric dynamics and dissipative nonlinear
system of equations. There are many works devoted to these problems [1–13].
The defect-correction method is an iterative improvement technique for increasing the accuracy of a numerical solution
without applying a grid refinement. In this method, the nonlinear equations with an added artificial viscosity term on
a finite element grid are solved and these solutions are correct on the same grid using a linearized defect-correction
technique. Due to its good efficiency, there are many works devoted to this method e.g. convection–diffusion equation [14],
adaptive refinement for convection–diffusion problems [15], adaptive defect correctionmethods for viscous incompressible
flow [16], two-parameter defect-correction method for computation of steady-state viscoelastic fluid flow [17], variational
methods for elliptic boundary value problems [18], defect-correction parameter-uniform numerical method for a singularly
perturbed convection–diffusion problem [19], convection-dominated flow [20], finite volume local defect correctionmethod
for solving the transport equation [21], singular initial value problems [22], the time-dependent Navier–Stokes equations
[23–25], the stationary Navier–Stokes equation [26], second order defect correction scheme [27], finite element eigenvalues
with applications to quantum chemistry [28] and common structural principle of the defect-correction technique [29].
In [18], amethodwhichmakes it possible to apply the idea of iterated defect correction to finite elementmethodswas given.
A method for solving the time dependent Navier–Stokes equations, aiming at higher Reynolds’ number, was presented in
[23,24]. In [28], an accurate approximation for self-adjoint elliptic eigenvalues was presented. In [29], Stetter exposed
the common structural principle of all these techniques and exhibited the principal modes of its implementation in a
discretization context. In [30], we give a semi-discrete defect-correction mixed finite element method (MFEM) for solving
the non-stationary conduction–convection problems in two dimension.
This paper continues our analysis of the semi-discrete defect-correction MEFM for the non-stationary conduc-
tion–convection problems [30]. The aim of this paper is to give the fully discrete defect-correctionMFEM for solving the non-
linear system (1.1) on a coarser mesh than one uses when employing the standard FEM. The fully discrete defect-correction
MEFM, which is leaded by combining the Back Euler time discretization with the two-step defect correction in space, for the
non-stationary conduction–convection problems is presented as follows.
Step 1. Solve the nonlinear systems with an added artificial viscosity term on a relative grid for (u0,n+1h , p
0,n+1
h , T
0,n+1
h ), n =
0, . . . ,N − 1.
Step 2. Correct the solutions on the same grid using a linearized defect-correction technique for (u1,n+1h , p
1,n+1
h , T
1,n+1
h ), n =
0, . . . ,N − 1.
The stability and error analysis of the defect-correctionMFEMshow that thismethod is stable andhas a good convergence
property. We get the following main results:
∥u(tn+1)− u0,n+1h ∥20 6 (h2r + τ 2 + h2),
τν
n
i=0
∥∇(u(ti+1)− u0,i+1h )∥20 6 (h2(r−1) + τ 2 + h2),
∥T (tn+1)− T 0,n+1h ∥20 6 (h2r + τ 2 + h2),
τγ−10
n
i=0
∥∇(T (ti+1)− T 0,i+1h )∥20 6 (h2(r−1) + τ 2 + h2),
τ
n
i=0
∥p(ti+1)− p0,i+1h ∥0 6 (h2(r−1) + τ 2 + h2),
∥u(tn+1)− u1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (ν + σh)
n
i=0
∥∇(u(ti+1)− u1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4),
∥T (tn+1)− T 1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (γ−10 + σh)
n
i=0
∥∇(T (ti+1)− T 1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4),
τ
n
i=0
β∥Q i+1h − p1,i+1h ∥20 6 C(h2(r−1) + τ 2 + h4),
where τ is the time discretization step, h is the spacial discretization step, C is a constant independent of τ and h.
This paper is organized as follows. In Section 2, the functional settings, some assumptions and the fully discrete defect-
correction MEFM are presented. Section 3 gives the stability analysis. Section 4 presents the error analysis. Section 5 is
devoted to the numerical experiments.
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2. Functional setting and the fully discrete defect-correction MEFM for the conduction–convection problems
In this section, we aim to describe some of the notations and results which will be frequently used in this paper and
fully discrete defect-correction MEFM. For the mathematical setting of the conduction–convection problems and MFEM of
conduction–convection problems (1.1), we introduce the Sobolev spaces
Hn(0, t1;Φ) =

v ∈ Φ;
 t1
0

06i6n

di
dt i
∥v∥Φ
2
dt < +∞

,
equipped with the norm
∥v∥Hn(Φ) =

06i6n
 t1
0

di
dt i
∥v∥Φ
2
dt
 1
2
whereΦ is a Hilbert space, with norm ∥ · ∥Φ . Especially, when n = 0 we note
∥v∥L2(Φ) =
 t1
0
∥v∥2Φdt
 1
2
.
And, we define
L∞(0, t1;Φ) =

v ∈ Φ; ess sup
06t6t1
∥v∥Φ < +∞

,
with the norm
∥v∥L∞(Φ) = ess sup
06t6t1
∥v∥Φ .
We introduce the Hilbert spaces here
X = H10 (Ω)2, M = L20(Ω) ≡

ϕ ∈ L2(Ω);

Ω
ϕdx = 0

,
W = H1(Ω), V = {v ∈ X; (ϕ, div v) = 0, ∀ϕ ∈ M}.
LetΩh ⊂ Ω be the polygon region, such that meas(Ω/Ωh) = 0.ℑh is the quasi-uniformly regular family of triangulation
of Ω¯h, indexed by a parameter h = maxK∈ℑh{hK ; hK = diam(K)}. We introduce the finite element subspace Xh ⊂ X,Mh ⊂
M,Wh ⊂ W as follows
Xh = {vh ∈ X ∩ C0(Ω¯)2; vh|K ∈ Pℓ(K)2, ∀K ∈ ℑh},
Mh = {qh ∈ M ∩ C0(Ω¯); qh|K ∈ Pk(K), ∀K ∈ ℑh},
Wh = {φh ∈ W ∩ C0(Ω¯);φh|K ∈ Pl(K), ∀K ∈ ℑh},
Vh = {vv ∈ Xh; (ϕh, div vh) = 0, ∀ϕh ∈ Mh},
where Pℓ(K) is the space of piecewise polynomials of degree ℓ on K , ℓ > 1, k > 1, l > 1 are three integers, and
W0h = Wh ∩ H10 (Ω), (Xh,Mh) satisfies the discrete LBB condition
sup
vh∈Xh
d(ϕh, vh)
∥∇vh∥0 > β∥ϕh∥0, ∀ϕh ∈ Mh, (2.1)
where d(ϕ, v) = (ϕ, div v). Let τ be the time discretization step, and tk = kτ , k = 0, 1, . . . ,N + 1.
With the above notations, the Galerkin variation form and the Back Euler time discretization mixed FEM problem for the
conduction–convection problems (1.1) are defined, respectively, as follows.
Find (u, p, T ) ∈ L2(0, t1; X) ∩ H1(0, t1; V )× L2(0, t1;M)× H1(0, t1;W ) and T |∂Ω = T¯0, such that
(ut , v)+ νa(u, v)− d(p, v)+ d(ϕ, u)+ b(u, u, v) = ( jT , v), ∀v ∈ X, ϕ ∈ M,
(Tt , ψ)+ γ−10 a¯(T , ψ)+ b¯(u, T , ψ) = 0, ∀ψ ∈ W ,
u(x, 0) = 0, T (x, 0) = 0, x ∈ Ω.
(2.2)
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Find (un+1h , p
n+1
h , T
n+1
h ) ∈ (Xh ∩ Vh)×Mh×Wh, for all n = 0, . . . ,N and Th|∂Ω = T¯h0 (T¯0h is the interpolation of T¯0), such
that 

un+1h − unh
τ
, vh

+ νa(un+1h , vh)− d(pn+1h , vh)+ d(ϕh, un+1h )+ b(un+1h , un+1h , vh) = ( jT n+1h , vh),
∀vh ∈ Xh, ϕh ∈ Mh,
T n+1h − T nh
τ
, ψh

+ γ−10 a¯(T n+1h , ψh)+ b¯(un+1h , T n+1h , ψh) = 0, ∀ψh ∈ W0h
(2.3)
where a(u, v) = (∇u,∇v), d(ϕ, v) = (ϕ, div v), a¯(T , ψ) = (∇T ,∇ψ), and
b(u, v, w) = 1
2

Ω
2
i,k=1
ui
∂vk
∂xi
wkdx−
2
i,k=1
ui
∂wk
∂xi
vkdx

, ∀u, v, w ∈ Xh,
b¯(u, T , ψ) = 1
2

Ω
2
i=1
ui
∂T
∂xi
ψdx−
2
i=1
ui
∂ψ
∂xi
Tdx

, ∀u ∈ Xh, T , ψ ∈ Wh.
The following results and assumptions are recalled (see [31,32,5,33]).
(A1) There exists a constant C0 which only depends onΩ , such that
(i) ∥u∥0 6 C0∥∇u∥0, ∥u∥0,4 6 C0∥∇u∥0, ∀ u ∈ H10 (Ω)2(or H10 (Ω)),
(ii) ∥u∥0,4 6 C0∥u∥1, ∀ u ∈ H1(Ω)2,
(iii) ∥u∥0,4 6
√
2 ∥∇u∥ 120 ∥u∥
1
2
0 , ∀ u ∈ H10 (Ω)2(or H10 (Ω)).
(A2) Assuming ∂Ω ∈ Ck,α (k > 0, α > 0), then, for T¯0 ∈ Ck,α(∂Ω), there exists an extension T0 in Ck,α0 (R2), such that
∥T0∥k,q 6 ε, k > 0, 1 6 q 6∞, (2.4)
where ε is an arbitrary positive constant.
(A3) b(·, ·, ·) and b¯(·, ·, ·) have the following properties.
(i) For all u ∈ X, v, w ∈ X(or T , ψ ∈ H10 (Ω)), there holds that
b(u, v, w) = −b(u, w, v), (2.5)
b¯(u, T , ψ) = −b¯(u, ψ, T ). (2.6)
(ii) For all u ∈ X, v ∈ H1(Ω)2(or T ∈ H1(Ω)), ∀w ∈ X(or ψ ∈ H10 (Ω)), there holds that
|b(u, v, w)| 6 N∥∇u∥0∥∇v∥0∥∇w∥0, (2.7)
|b¯(u, T , ψ)| 6 N¯∥∇u∥0∥∇T∥0∥∇ψ∥0, (2.8)
where
N = sup
u,v,w
|b(u, v, w)|/(∥∇u∥0∥∇v∥0∥∇w∥0),
N¯ = sup
u,T ,ψ
|b¯(u, T , ψ)|/(∥∇u∥0∥∇T∥0∥∇ψ∥0).
We recall the following existence, uniqueness and regularity result of (2.2).
Lemma 2.1 ([5]). Suppose that (A1)–(A3) are valid, and T0 ∈ C1([0, t1] × Ω¯). Then, there exists a unique solution (u, p, T ) ∈
L2(0, t1; X) ∩ H1(0, t1; V )
× L2(0, t1;M)× H1(0, t1;W ) for (2.2), and
∥∇u∥L2(L2) 6 A0, ∥u(t)∥0 6 ν
1
2 A0, (2.9)
∥∇T∥L2(L2) 6 B0, ∥T (t)∥0 6 ∥T0∥0 + γ−1/20 B0, (2.10)
where
A0 = 2C30γ 20 ν−1∥T0t∥L2(L2) + 2C20γ0ν−1∥∇T0∥L2(L2) + 2C0γ0ν−1∥T0∥L2(L2),
B0 = C0γ0∥T0t∥L2(L2) + 2∥∇T0∥L2(L2) + (2C20γ0)−1νA0.
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The following existence, uniqueness, stability and error estimates for problem (2.3) are presented in [5].
Theorem 2.2 ([5]). Suppose that (A1)–(A3) are valid, for ∀(u0h, T 0h ) ∈ Xh×Wh and T nh |∂Ω = T n0 , then (2.3) has a unique solution
(unh, p
n
h, T
n
h ) ∈ Xh ×Mh ×Wh(1 6 n 6 L), such that T nh |∂Ω = T n0 , and
∥∇unh∥0 6 M1, ∥unh∥0 6 M2,
where
M1 = λ(ν−1k) 12 t1(1+ 2kλ−1) 12 exp(λ2t1kN2ν−1),
M2 = λt1(1+ 4kλ−1) 12 k exp(λ2t1kN2ν−1).
Theorem 2.3 ([5]). Under the assumptions of Theorem 2.2 and
NA0 < ν + NM1, N¯B0 6 min

1
4
,
1
n

.
If (u, p, T )∈ [W 2,∞(0, t1; L2(Ω)2)∩W 1,∞(0, t1;Hm(Ω)2)∩L∞(0, t1;Hm+1(Ω)2)]×L∞(0, t1;Hm(Ω))∩[W 2,∞(0, t1; L2(Ω))
∩W 1,∞(0, t1;Hm(Ω)) ∩ L∞(0, t1;Hm+1(Ω))], τ is small enough, then the following error estimates hold
∥un − unh∥0 + τ
n
i=1
∥∇(ui − uih)∥20 6 C(h2m + τ 2),
∥T n − T nh ∥20 + τ
n
i=1
∥∇(T i − T ih)∥20 6 C(h2m + τ 2),
τ∥pn − pnh∥20 6 C(h2m + τ 2).
Some estimates of the trilinear form b are given in the following lemma and the proof can be found in [34,35,32,36–38].
Lemma 2.4. For all u, v, w ∈ X there holds that
|b(u, v, w)| + |b(v, u, w)| + |b(w, u, v)| 6 C∥Av∥0∥w∥0∥∇u∥0, (2.11)
|b(u, v, w)| + |b(w, u, v)| 6 C(∥∇u∥1/20 ∥u∥1/20 ∥∇v∥0 + ∥∇v∥1/20 ∥v∥1/20 ∥∇u∥0)∥w∥1/20 ∥∇w∥1/20 (2.12)
whereA = −P△ is the Stokes operator, P is the L2-orthogonal projection of L2(Ω)2 onto H ≡ {v ∈ L2(Ω)2; div v = 0, v · n =
0|∂Ω}.
Throughout this paper, C , which with or without index indicates a positive constant is possibly different at different
occurrences and is independent of the mesh parameter h, but may depend onΩ, t ∈ [0, t1], ν and some other parameters
introduced in this paper.
Lemma 2.5. For all u ∈ X, ω,ψ ∈ W0, there hold that
|b¯(u, ω,ψ)| 6 C∥u∥0∥Aω∥0∥∇ψ∥0, (2.13)
|b¯(u, ω,ψ)| 6 C∥Au∥0∥ω∥0∥∇ψ∥0. (2.14)
Proof. Letting ω¯ = (ω, 0)T , ψ¯ = (ψ, 0)T , we have
b¯(u− Rh, ω,ψ) = b(u− Rh, ω¯, ψ¯).
Using (2.11), we can deduce (4.11). Because T − r˜hT ∈ W0, (4.12) holds. 
With the above statements, a discrete analogue Ah = −Ph∆h of the stokes is defined as through the condition that
(−∆huh, vh) = (∇uh,∇vh) for all uh, vh ∈ Xh (orWh), P is the L2-orthogonal projection of L2(Ω)2 onto Vh. By the way, we
can get
∥∇uh∥0 6 C∥Ahuh∥0, ∀uh ∈ Xh(orMh). (2.15)
The fully discrete defect-correction method which we consider incorporates an artificial viscosity parameter σh as a
stabilizing factor in the solution algorithm. For a fixed grid parameter h the method requires the solution of one nonlinear
system and a linear correction step. The Back Euler time discretization, combined with the two-step defect correction in
space leads to the followingdefect-correctionMFEM for (u0,n+1h , p
0,n+1
h , T
0,n+1
h ), (u
1,n+1
h , p
1,n+1
h , T
1,n+1
h ) ∈ (Xh∩Vh)×Mh×Wh
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at t = tn+1, n > 0, and T 0,n+1h |∂Ω = T 1,n+1h |∂Ω = T¯ n+1h0 |∂Ω (T¯0h is the interpolation of T¯0)

u0,n+1h − u0,nh
τ
, vh

+ (ν + σh)a(u0,n+1h , vh)− d(p0,n+1h , vh)+ d(ϕh, u0,n+1h )+ b(u0,n+1h , u0,n+1h , vh)
= ( jT 0,n+1h , vh), ∀vh ∈ Xh, ϕh ∈ Mh,
T 0,n+1h − T 0,nh
τ
, ψh

+ (γ−10 + σh)a¯(T 0,n+1h , ψh)+ b¯(u0,n+1h , T 0,n+1h , ψh) = 0, ∀ψh ∈ W0h.
(2.16)


u1,n+1h − u1,nh
τ
, vh

+ (ν + σh)a(u1,n+1h , vh)− d(p1,n+1h , vh)+ d(ϕh, u1,n+1h )+ b(u0,n+1h , u1,n+1h , vh)
= σha(u0,n+1h , vh)+ ( jT 0,n+1h , vh), ∀vh ∈ Xh, ϕh ∈ Mh,
T 1,n+1h − T 1,nh
τ
, ψh

+ (γ−10 + σh)a¯(T 1,n+1h , ψh)+ b¯(u0,n+1h , T 1,n+1h , ψh) = σha¯(T 0,n+1h , ψh),
∀ψh ∈ W0h.
(2.17)
3. Stability analysis
In this section, we give the stability analysis. It is given by the following theorems.
Theorem 3.1. If (A1)–(A3) hold, then (u0,n+1h , T
0,n+1
h ) is defined by (2.16). Then for all n = 0, 1, . . . ,N
∥u0,n+1h ∥20 +
τ(ν + σh)
2
n+1
i=1
∥∇u0,ih ∥20 6
2τ
ν + σh
n+1
i=1
[2(γ−10 + σh)∥∇T i0∥20 + C20∥T i0∥20],
∥T 0,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇T 0,ih ∥20 6
τ(γ−10 + σh)
C40
n+1
i=1
[C40 + 2(γ−10 + σh)]∥∇T i0∥20 + C20∥T i0∥20
+
n+1
i=1
τ(γ−10 + σh)∥∇T i0∥20 + ∥T n+10 ∥20.
Proof. Letting vh = u0,n+1h , ϕh = p0,n+1h in the first equation of (2.16) and using (2.5), we get
∥u0,n+1h ∥20 − (u0,nh , u0,n+1h )
τ
+ (ν + σh)a(u0,n+1h , u0,n+1h ) = ( jT 0,n+1h , u0,n+1h ).
Letting T 0h = ω0,n+1h + T n+10 and using Cauchy–Schwartz and Young’s inequalities, we have
∥u0,n+1h ∥20 − ∥u0,nh ∥20
2τ
+ (ν + σh)∥∇u0,n+1h ∥20 6 (C20∥∇ω0,n+1h ∥0 + C0∥T n+10 ∥0)∥∇u0,nh ∥0
6
1
(ν + σh) (C
4
0∥∇ω0,n+1h ∥20 + C20∥T n+10 ∥20)+
ν + σh
2
∥∇u0,nh ∥20.
Namely,
∥u0,n+1h ∥20 − ∥u0,nh ∥20
τ
+ (ν + σh)∥∇u0,n+1h ∥20 6
2
ν + σh (C
4
0∥∇ω0,n+1h ∥20 + C20∥T n+10 ∥20). (3.1)
Summing (3.1) over all time levels and using u(x, 0) = 0, we can get
∥u0,n+1h ∥20 + τ(ν + σh)
n+1
i=1
∥∇u0,ih ∥20 6
2τ
ν + σh
n+1
i=1
[C40∥∇ω0,ih ∥20 + C20∥T n+10 ∥20]. (3.2)
Letting T 0,ih = ω0,ih + T i0, i = n, n+ 1, ψh = ω0,n+1h in the second equation of (2.16) and using (2.6), we can deduce
∥ω0,n+1h ∥20 − (ω0,nh , ω0,n+1h )
τ
+ (γ−10 + σh)∥ω0,n+1h ∥20 = −b¯(u0,n+1h , T n+10 , ω0,n+1h )
− (γ−10 + σh)a¯(T n+10 , ω0,n+1h ). (3.3)
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Using (2.4), (2.8), Cauchy–Schwartz and Young’s inequalities, we can get
∥ω0,n+1h ∥20 − ∥ω0,nh ∥20
2τ
+ (γ−10 + σh)∥∇ω0,n+1h ∥20
6 ∥∇ω0,n+1h ∥0(N¯∥∇u0,n+1h ∥0∥∇T n+10 ∥0 + (γ−10 + σh)∥∇T n+10 ∥0),
6
1
(γ−10 + σh)
[N¯2∥∇u0,n+1h ∥20∥∇T n+10 ∥20 + (γ−10 + σh)2∥∇T n+10 ∥20] +
(γ−10 + σh)
2
∥∇ω0,n+1h ∥20.
Hence,
∥ω0,n+1h ∥20 − ∥ω0,nh ∥20
τ
+ (γ−10 + σh)∥∇ω0,n+1h ∥20 6
2N¯2ε2
γ−10 + σh
∥∇u0,n+1h ∥20 + 2(γ−10 + σh)∥∇T n+10 ∥20. (3.4)
Summing (3.5) over all time levels and using T (x, 0) = 0, we can deduce
∥ω0,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇ω0,ih ∥20 6
2N¯2τε2
γ−10 + σh
n+1
i=1
∥∇u0,ih ∥20 + 2τ(γ−10 + σh)
n+1
i=1
∥∇T i0∥20. (3.5)
By (3.2) and (3.5), we can deduce
∥u0,n+1h ∥20 + τ(ν + σh)
n+1
i=1
∥∇u0,ih ∥20 6
4C40 N¯
2τε2
(ν + σh)(γ−10 + σh)2
n+1
i=1
∥∇u0,ih ∥20
+ 2τ
ν + σh
n+1
i=1
[2(γ−10 + σh)|∇T i0 ∥20+C20∥T i0 ∥20].
Setting ε = (ν+σh)(γ−10 +σh)
2
√
2C20 N¯
, we obtain
∥u0,n+1h ∥20 +
τ(ν + σh)
2
n+1
i=1
∥∇u0,ih ∥20 6
2τ
ν + σh
n+1
i=1
[2(γ−10 + σh)∥∇T i0∥20 + C20∥T i0∥20]. (3.6)
By (3.5), we can deduce
∥ω0,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇ω0,ih ∥20
6
4N¯2τε2
(ν + σh)2(γ−10 + σh)
n+1
i=1
[2(γ−10 + σh)∥∇T i0∥20 + C20∥T i0∥20] +
n+1
i=1
τ(γ−10 + σh)|∇T i0 ∥20
6
τ(γ−10 + σh)
C40
n+1
i=1
[2(γ−10 + σh)∥∇T i0 ∥20+C20∥T i0 ∥20] + 2τ(γ−10 + σh)
n+1
i=1
∥∇T i0 ∥20 . (3.7)
By the triangle inequality, we can obtain
∥T 0,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇T 0,ih ∥20 6 ∥ω0,n+1h ∥20 + ∥T n+10 ∥20 + τ(γ−10 + σh)
n+1
i=1
(∥∇ω0,ih ∥20 + ∥∇T i0∥20)
6
τ(γ−10 + σh)
C40
n+1
i=1
{[C40 + 2(γ−10 + σh)] ∥∇T i0∥20 + C20∥T i0∥20}
+
n+1
i=1
τ(γ−10 + σh)∥∇T i0∥20 + ∥T n+10 ∥20.  (3.8)
Theorem 3.2. If (A1)–(A3) hold, (u1,n+1h , T
1,n+1
h ) is defined by (2.17). Then for all n = 0, 1, . . . ,N holds that
∥u1,n+1h ∥20 + τ(ν + σh)
n+1
i=1
∥∇u1,i+1h ∥20 6
4τ(γ−10 + σh)
ν + σh

8σ 2h2
(ν + σh)2 +
C40
γ−10 + σh
+ 1

n+1
i=1
∥∇T i0∥20
+ 4τ
ν + σh

4σ 2h2
(ν + σh)2 + 2C
2
0
 n+1
i=1
∥T i0∥20,
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∥T 1,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇T 1,ih ∥20 6 4τ

2N¯2∥∇T0∥20
(ν + σh)2 +
σ 2h2
γ−10 + σh
+ 2C−40 σ 2h2 + 1

n+1
i=1
∥∇T i0∥20
+ 4τ
(γ−10 + σh)

4C20 N¯
2∥∇T0∥20
(ν + σh)2 + C
−2
0
 n+1
i=1
∥T i0∥20
+ τ(γ−10 + σh)
n+1
i=1
∥∇T i0∥20 + ∥T n+10 ∥20.
Proof. Letting vh = u1,n+1h , ϕh = p1,n+1h in the first equation of (2.17) and using (2.5), we get
∥u1,n+1h ∥20 − (u1,nh , u1,n+1h )
τ
+ (ν + σh)a(u1,n+1h , u1,n+1h ) = σha(u0,n+1h , u1,n+1h )+ ( jT 1,n+1h , u1,n+1h ).
Letting T 1,n+1h = ω1,n+1h + T n+10 and using (2.7), Cauchy–Schwartz and Young’s inequalities, we have
∥u1,n+1h ∥20 − ∥u1,nh ∥20
2τ
+ (ν + σh)∥∇u1,n+1h ∥20
6 σh∥∇u0,n+1h ∥0∥∇u1,n+1h ∥0 + C20∥∇ω0,n+1h ∥0∥∇u1,n+1h ∥0 + C0∥T n+10 ∥0∥∇u1,n+1h ∥0
6
2
(ν + σh) (σ
2h4∥∇u0,n+1h ∥20 + C40∥∇ω0,n+1h ∥20 + C20∥T n+10 ∥20)+
(ν + σh)
2
∥∇u1,n+1h ∥0.
Namely,
∥u1,n+1h ∥20 − ∥u1,nh ∥20
τ
+ (ν + σh)∥∇u1,n+1h ∥20 6
4
ν + σh (σ
2h2∥∇u0,n+1h ∥20 + C40∥∇ω0,n+1h ∥20 + C20∥T n+10 ∥20). (3.9)
Summing (3.9) over all time levels and using u(x, 0) = 0, we can get
∥u1,n+1h ∥20 + τ(ν + σh)
n
i=0
∥∇u1,i+1h ∥20 6
4τ
ν + σh
n
i=0
(σ 2h2∥∇u0,ih ∥20 + C40∥∇ω0,ih ∥20 + C20∥T i0∥20). (3.10)
By (3.6) and (3.7), we can obtain
∥u1,n+1h ∥20 + τ(ν + σh)
n+1
i=1
∥∇u1,ih ∥20 6
4τ
ν + σh

4σ 2h2
(ν + σh)2
n+1
i=1
[2(γ−10 + σh)∥∇T i0∥20 + C20∥T i0∥20]
+
n+1
i=1
[(γ−10 + σh)∥∇T i0∥20 + C20∥T i0∥20] + C40∥∇T i0∥20 + C20∥T i0∥20

6
4τ(γ−10 + σh)
ν + σh

8σ 2h2
(ν + σh)2 +
C40
γ−10 + σh
+ 1

n+1
i=1
∥∇T i0∥20 +
4τ
ν + σh

4σ 2h2
(ν + σh)2 + 2C
2
0
 n+1
i=1
∥T i0∥20.
Letting T 1,ih = ω1,ih + T i0, i = n, n+ 1;ψh = ω1,n+1h in the second equation of (2.17) and using (2.6), we can deduce
∥ω1,n+1h ∥20 − (ω1,nh , ω1,n+1h )
τ
+ (γ−10 + σh)∥∇ω1,n+1h ∥20
= −b¯(u0,n+1h , T n+10 , ω1,n+1h )− (γ−10 + σh)a¯(T n+10 , ω1,n+1h )+ σha¯(ω0,n+1h , ω1,n+1h )+ σha¯(T n+10 , ω1,n+1h ).
Using (2.4), (2.8), Cauchy–Schwartz and Young’s inequalities, we can get
∥ω1,n+1h ∥20 − ∥ω1,nh ∥20
2τ
+ (γ−10 + σh)∥∇ω1,n+1h ∥20
6 ∥∇ω0,n+1h ∥0(N¯∥∇u0,n+1h ∥0∥∇T n+10 ∥0 + (γ−10 + 2σh)∥∇T n+10 ∥0 + σh∥∇ω0,n+1h ∥0),
6
2
(γ−10 + σh)
[N¯2∥∇u0,n+1h ∥20∥∇T n+10 ∥20 + (γ−10 + 2σh)2∥∇T n+10 ∥20
+ σ 2h2∥∇ω0,n+1h ∥20] +
(γ−10 + σh)
2
∥∇ω0,n+1h ∥20.
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Namely,
∥ω1,n+1h ∥20 − ∥ω1,nh ∥20
τ
+ (γ−10 + σh)∥∇ω1,n+1h ∥20 6
4
(γ−10 + σh)
[N¯2∥∇u0,n+1h ∥20∥∇T0∥20
+ (γ−10 + 2σh)2∥∇T n+10 ∥20 + σ 2h2∥∇ω0,n+1h ∥20]. (3.11)
Summing (3.11) over all time levels and using T (x, 0) = 0, we can deduce
∥ω1,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇ω1,ih ∥20 6
4τ
(γ−10 + σh)
n+1
i=1
[N¯2∥∇T0∥20∥∇u0,ih ∥20
+ (γ−10 + 2σh)2∥∇T i0∥20 + σ 2h2∥∇ω0,ih ∥20].
By (3.6) and (3.7), we can get
∥ω1,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇ω1,ih ∥20 6 4τ

2N¯2∥∇T0∥20
(ν + σh)2 +
σ 2h2
γ−10 + σh
+ 2C−40 σ 2h2 + 1

n+1
i=1
∥∇T i0∥20
+ 4τ
(γ−10 + σh)

4C20 N¯
2∥∇T0∥20
(ν + σh)2 + C
−2
0
 n+1
i=1
∥T i0∥20. (3.12)
Using the triangle inequality, we can deduce
∥T 1,n+1h ∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇T 1,ih ∥20
6 ∥ω1,n+1h ∥20 + ∥T0∥20 + τ(γ−10 + σh)
n+1
i=1
(∥∇ω1,ih ∥20 + ∥∇T0∥20)
6 4τ

2N¯2∥∇T0∥20
(ν + σh)2 +
σ 2h2
γ−10 + σh
+ 2C−40 σ 2h2 + 1

n+1
i=1
∥∇T i0∥20
+ 4τ
(γ−10 + σh)

4C20 N¯
2∥∇T0∥20
(ν + σh)2 + C
−2
0
 n+1
i=1
∥T i0∥20 + τ(γ−10 + σh)
n+1
i=1
∥∇T i0∥20 + ∥T n+10 ∥20. (3.13)
Therefore, we finish the proof. 
Lemma 3.3. If (A1)–(A3) hold, (u0,n+1h , T
0,n+1
h ) is defined by (2.16). Then for all n = 0, 1, . . . ,N, there holds that
∥Ahu0,n+1h ∥0 6 C, ∥∆hT 0,n+1h ∥0 6 C . (3.14)
Proof. Letting vh = Ahu0,n+1h , ϕh = 0 in the first equation of (2.16) and using Young’s inequality, we can get
(ν + σh)∥Ahu0,n+1h ∥0 6 C∥Ahu0,n+1h ∥1/20 ∥∇u0,n+1h ∥0∥u0,n+1h ∥1/20 + ∥T 0,n+1h ∥0 +
∥u0,n+1h ∥0 + ∥u0,nh ∥0
τ
6
ν + σh
2
∥Ahu0,n+1h ∥0 + C∥∇u0,n+1h ∥20∥u0,n+1h ∥0 + ∥T 0,n+1h ∥0 +
∥u0,n+1h ∥0 + ∥u0,nh ∥0
τ
.
Namely,
(ν + σh)∥Ahu0,n+1h ∥0 6 C∥∇u0,n+1h ∥0∥u0,n+1h ∥0 + 2∥T 0,n+1h ∥0 +
∥u0,n+1h ∥0 + ∥u0,nh ∥0
τ
.
By Theorem 3.1, we can get
∥Ahu0,n+1h ∥0 6 C .
Letting ψh = ∆hT 0,n+1h in the second equation of (2.16), and using Young’s inequality, we can obtain
(γ−10 + σh)∥∆hT 0,n+1h ∥0 6 C∥∆hT 0,n+1h ∥1/20 ∥∇T 0,n+1h ∥1/20 ∥∇u0,n+1h ∥0 +
∥T 0,n+1h ∥0 + ∥T 0,nh ∥0
τ
6
γ−10 + σh
2
∥∆hT 0,n+1h ∥0 + C∥∇T 0,n+1h ∥0∥∇u0,n+1h ∥20 +
∥T 0,n+1h ∥0 + ∥T 0,nh ∥0
τ
.
2562 Z. Si et al. / Journal of Computational and Applied Mathematics 236 (2012) 2553–2573
Namely,
(γ−10 + σh)∥∆hT 0,n+1h ∥0 6 C∥∇T 0,n+1h ∥0∥∇u0,n+1h ∥20 + 2
∥T 0,n+1h ∥0 + ∥T 0,nh ∥0
τ
.
By (3.1), we can get
∥∆hT 0,n+1h ∥0 6 C . 
Similar to Lemma 3.3, we can get the following lemma; we omit the proof here.
Lemma 3.4. If (A1)–(A3) hold, (u1,n+1h , T
1,n+1
h ) is defined by (2.17). Then for all n = 0, 1, . . . ,N, there holds that
∥Ahu1,n+1h ∥0 6 C, ∥∆hT 1,n+1h ∥0 6 C .  (3.15)
4. Error analysis
In this section, we establish the bounds of the error uih−u, T ih−T , pih−p, i = 0, 1. First, we define the Galerkin projection
(Rh,Qh) = (Rh(u, p),Qh(u, p)) : (X,M)→ (Xh,Mh), such that
νa(Rh − u, vh)− d(Qh − p, vh)+ d(ϕh, Rh − u) = 0, ∀(u, p) ∈ (X,M), (vh, ϕh) ∈ (Xh,Mh). (4.1)
Lemma 4.1 ([39,40]). The Galerkin projection (Rh,Qh) satisfies
∥Rh − u∥0 + h(∥∇(Rh − u)∥0 + ∥Qh − p∥0) 6 Chr(ν∥u∥r + ∥p∥r−1), r = 2, 3. (4.2)
Lemma 4.2 ([5]). There exists r˜h : W → Wh for all ψ ∈ W holds that
(∇(ψ − r˜hψ),∇ψh) = 0, ∀ψh ∈ Wh, (4.3)
Ω
(ψ − r˜hψ)dx = 0, ∥∇ r˜hψ∥0 6 ∥∇ψ∥0. (4.4)
When ψ ∈ W r,q(Ω) (1 6 q 6∞), there holds
∥ψ − r˜hψ∥−s,q 6 Chr+s|ψ |r,q, −1 6 s 6 m, 0 6 r 6 m+ 1. (4.5)
And there exists r¯h : W0 → W0h for all ψ ∈ W0 holds that
(∇(ψ − r¯hψ),ψh) = 0, ∀ψh ∈ W0h, ∥∇ r¯hψ∥0 6 ∥∇ψ∥0. (4.6)
When ψ ∈ W r,q(Ω)(1 6 q 6∞), there holds
∥ψ − r¯hψ∥−s,q 6 Chr+s|ψ |r,q, −1 6 s 6 m, 0 6 r 6 m+ 1. (4.7)
Lemma 4.3 ([41] Discrete Gronwall Lemma). Assume that {kn} is a non-negative sequence, and that the sequence of {φn} satisfies
φ0 6 g0,
φn 6 g0 +
n−1
i=0
pi +
n−1
i=0
kiφi, n > 1.
Then {φn} satisfies
φ1 6 g0(1+ k0)+ p0, (4.8)
φn 6 g0
n−1
i=0
(1+ ki)+
n−2
i=0
pi
n−1
j=i+1
(1+ kj)+ pn−1, n > 2. (4.9)
Moreover, if g0 > 0 and pn > 0 for n > 0, it follows
φn 6

g0 +
n−1
i=0
pi

exp

n−1
i=0
ki

, n > 2. (4.10)
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Lemma 4.4. For all u ∈ X, ω ∈ W0, ψ ∈ W0, there hold that
|b¯(u, ω,ψ)| 6 C∥u∥0∥Aω∥0∥∇ψ∥0, (4.11)
|b¯(u, T , ψ)| 6 C∥Au∥0∥T∥0∥∇ψ∥0. (4.12)
Proof. Letting ω¯ = (ω, 0)T , ψ¯ = (ψ, 0)T , we have
b¯(u, ω,ψ) = b(u, ω¯, ψ¯).
Using (2.11), we can deduce (4.11). Because T − r˜hT ∈ W0, (4.12) holds. 
Theorem 4.5. If (A1)–(A3) hold and T0 ∈ C1([0, t1] × Ω¯). (u, p, T ) ∈ [L2(0, t1;H3(Ω)2) ∩ H1(0, t1;H2(Ω)2) ∩ L2(0, t1;
L∞(Ω)2)] × L2(0, t1;H2(Ω)) ×

L2(0, t1;H3(Ω)) ∩ H1(0, t1;H2(Ω))

,∇u ∈ L2(0, t1; L∞(Ω)2) is the solution of prob-
lem (2.2), and (u0,n+1h , p
0,n+1
h , T
0,n+1
h ) is defined by (2.16). Then for all n = 0, 1, . . . ,N − 1, there hold
∥u(tn+1)− u0,n+1h ∥20 6 (h2r + τ 2 + h2), (4.13)
τν
n
i=0
∥∇(u(ti+1)− u0,i+1h )∥20 6 (h2(r−1) + τ 2 + h2), (4.14)
∥T (tn+1)− T 0,n+1h ∥20 6 (h2r + τ 2 + h2), (4.15)
τγ−10
n
i=0
∥∇(T (ti+1)− T 0,i+1h )∥20 6 (h2(r−1) + τ 2 + h2), (4.16)
τ
n
i=0
∥p(ti+1)− p0,i+1h ∥0 6 (h2(r−1) + τ 2 + h2). (4.17)
Proof. By the Taylor expansion, u(tk+1)−u(tk)
τ
= dudt (tk+1)− τutt(tk + θτ), θ ∈ [0, 1] and (2.2), we can get

u(tn+1)− u(tn)
τ
, v

+ νa(u(tn+1), v)− d(p(tn+1), v)+ d(ϕ, u(tn+1))+ b(u(tn+1), u(tn+1), v)
= ( jT (tn+1), v)− (τutt(tn + θτ), v), ∀v ∈ X, ϕ ∈ M,
T (tn+1)− T (tn)
τ
, ψ

+ γ−10 a¯(T (tn+1), ψ)+ b¯(u(tn+1), T (tn+1), ψ) = −(τTtt(tn + θτ), ψ), ∀ψ ∈ W .
(4.18)
Subtracting (2.16) from (4.18) we get the error equations, namely (e0,n+1, η0,n+1, ξ 0,n+1) ≡ (u(tn+1) − u0,n+1h , p(tn+1) −
p0,n+1h , T (tn+1)− T 0,n+1h ) satisfy

e0,n+1 − e0,n
τ
, vh

+ νa(e0,n+1, vh)− σha(u0,n+1h , vh)− d(η0,n+1, vh)+ d(ϕh, e0,n+1)
+ b(u0,n+1h , e0,n+1, vh)+ b(e0,n+1, u(tn+1), vh)
= ( jξ 0,n+1, vh)− (τutt(tn + θτ), vh), ∀vh ∈ Xh, ϕh ∈ Mh,
ξ 0,n+1 − ξ 0,n
τ
, ψh

+ γ−10 a¯(ξ 0,n+1, ψh)− σha¯(T 0,n+1h , ψh)+ b¯(ei,n+1, T 0,n+1h , ψh)+ b¯(u0,n+1h , ξ 0,n+1, ψh)
= −(τTtt(tn + θτ), ψh), ∀ψh ∈ Wh.
(4.19)
Using (4.1) and (4.3), we can obtain

e0,n+1 − e0,n
τ
, vh

+ νa(Rn+1h − u0,n+1h , vh)− σha(u0,n+1h , vh)− d(Q n+1h − p0,n+1h , vh)
+ d(ϕh, Rn+1h − u0,n+1h )+ b(u0,n+1h , e0,n+1, vh)+ b(e0,n+1, u(tn+1), vh)
= ( jξ 0,n+1, vh)− (τutt(tn + θτ), vh), ∀vh ∈ Xh, ϕh ∈ Mh,
ξ 0,n+1 − ξ 0,n
τ
, ψh

+ γ−10 a¯(r˜hT (tn+1)− T 0,n+1h , ψh)− σha¯(T 0,n+1h , ψh)
+ b¯(ei,n+1, T 0,n+1h , ψh)+ b¯(u0,n+1h , ξ 0,n+1, ψh)
= −(τTtt(tn + θτ), ψh), ∀ψh ∈ Wh.
(4.20)
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Letting vh = Rn+1h − u0,n+1h , ϕh = Q n+1h − P0,n+1h in the first equation of (4.20) and using (2.5), (2.8) and (A1), we can get
(u(tn+1)− Rn+1h )− (u(tn)− Rnh)
τ
, Rn+1h − u0,n+1h

+

(Rn+1h − u0,n+1h )− (Rnh − u0,nh )
τ
, Rn+1h − u0,n+1h

+ ν∥∇Rn+1h − u0,n+1h ∥20 − σha(u0,n+1h , Rn+1h − u0,n+1h )+ b(u0,n+1h , u(tn+1)− Rn+1h , Rn+1h − u0,n+1h )
+ b(u(tn+1)− Rn+1h , u(tn+1), Rn+1h − u0,n+1h )+ b(Rn+1h − u0,n+1h , u(tn+1), Rn+1h − u0,n+1h )
= ( jξ 0,n+1, Rn+1h − u0,n+1h )− (τutt(tn + θτ), Rn+1h − u0,n+1h ). (4.21)
Using the definition of b, we can deduce
|b(Rn+1h − u0,n+1h , u(tn+1), Rn+1h − u0,n+1h )|
6
1
2
∥u(tn+1)∥L∞(L∞)(|Rn+1h − u0,n+1h |, |∇Rn+1h − u0,n+1h |)+
1
2
∥∇u∥L∞(L∞)∥Rn+1h − u0,n+1h ∥20
6
1
2
∥∇u(t)∥L∞(L∞)∥Rn+1h − u0,n+1h ∥20 +
ν
8
∥∇(Rn+1h − u0,n+1h )∥20 +
∥u(t)∥2L∞(L∞)
2ν
∥Rn+1h − u0,n+1h ∥20. (4.22)
By (4.21), Cauchy–Schwartz and Young’s inequalities, we can deduce
∥Rn+1h − u0,n+1h ∥20 − ∥Rnh − u0,nh ∥20
2τ
+ ν∥∇(Rn+1h − u0,n+1h )∥20
6 σh∥∇u0,n+1h ∥0∥∇(Rn+1h − u0,n+1h )∥0 + C∥Ahu0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0∥∇(Rn+1h − u0,n+1h )∥0
+ C∥u(tn+1)− Rn+1h ∥0∥Au(tn+1)∥0∥∇(Rn+1h − u0,n+1h )∥0 + C20∥∇ξ 0,n+1∥0∥∇(Rn+1h − u0,n+1h )∥0
+ τC0∥utt(tn + θτ)∥0∥∇(Rn+1h − u0,n+1h )∥0 + C0
 (u(tn+1)− Rn+1h )− (u(tn)− Rnh)τ

0
∥∇(Rn+1h − u0,n+1h )∥0
+ b(Rn+1h − u0,n+1h , u(tn+1), Rn+1h − u0,n+1h ).
By Young’s inequality and (4.22), we can get
∥Rn+1h − u0,n+1h ∥20 − ∥Rnh − u0,nh ∥20
2τ
+ ν∥∇(Rn+1h − u0,n+1h )∥20
6 4ν−1[σh∥∇u0,n+1h ∥0 + C∥Ahu0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0 + C∥u(tn+1)− Rn+1h ∥0∥Au(tn+1)∥0]2
+ ν
2
∥∇(Rn+1h − u0,n+1h )∥20 + 4C20ν−1
 (u(tn+1)− Rn+1h )− (u(tn)− Rnh)τ

2
0
+ 4C40ν−1∥∇ξ 0,n+1∥20
+ 1
2
∥∇u(tn+1)∥L∞(L∞)∥Rn+1h − u0,n+1h ∥20 + 4C20ντ 2∥utt(tn + θτ)∥20 +
∥u(tn+1)∥2L∞(L∞)
2ν
∥Rn+1h − u0,n+1h ∥20. (4.23)
Summing (4.23) over all time levels and using u(x, 0) = 0, we can get
∥Rn+1h − u0,n+1h ∥20 + τν
n
i=0
∥∇Ri+1h − u0,i+1h ∥20
6 8ν−1τ
n
i=0
σh∥∇u0,i+1h ∥0 + C∥Ahu0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0 + C∥u(tn+1)− Rn+1h ∥0∥Au(tn+1)∥0
+ 8C20 τν−1
n
i=0
 (u(ti+1)− Ri+1h )− (u(ti)− Rih)τ

2
0
+ 8C20ντ 3(n+ 1)∥utt(tn + θτ)∥20
+ 8C40 τν−1
n
i=0
∥∇(r˜hT (ti+1)− T 0,i+1h )∥20 + 8C40 τν−1
n
i=0
∥∇(T (ti+1)− r˜hT (ti+1))∥20
+
n
i=0

τ
2
∥∇u(ti+1)∥L∞(L∞) +
τ∥u(ti+1)∥2L∞(L∞)
2ν

∥Ri+1h − u0,i+1h ∥20. (4.24)
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Letting ψh = r˜hT (tn+1)− T 0,n+1h in the second equation of (4.20) and using (2.6), we can get
(r˜hT (tn+1)− T 0,n+1h )− (r˜hT (tn)− T 0,nh )
τ
, r˜hT (tn+1)− T 0,n+1h

+

(T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))
τ
, r˜hT (tn+1)− T 0,n+1h

+ γ−10 ∥∇(r˜hT (tn+1)− T 0,n+1h )∥20
− σha¯(T 0,n+1h , r˜hT (tn+1)− T 0,n+1h )+ b¯(e0,n+1, T 0,n+1h , r˜hT (tn+1)− T 0,n+1h )
+ b¯(u0,n+1h , ξ 0,n+1, r˜hT (tn+1)− T 0,n+1h )
= −(τTtt(tn + θτ), r˜hT (tn+1)− T 0,n+1h ).
Using Lemma 4.4 and Cauchy–Schwartz and Young’s inequalities, we can deduce
∥r˜hT (tn+1)− T 0,n+1h ∥20 − ∥r˜hT (tn)− T 0,nh ∥20
2τ
+ γ−10 ∥∇(r˜hT (tn+1)− T 0,n+1h )∥20
6 C0
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ

0
∥∇(r˜hT (tn+1)− T 0,n+1h )∥0
+ σh∥∇T 0,n+1h ∥0∥∇(r˜hT (tn+1)− T 0,n+1h )∥0 + C∥∆hT 0,n+1h ∥0(∥u(tn+1)− Rn+1h ∥0 + ∥Rn+1h − u0,n+1h ∥0)
×∥∇(r˜hT (tn+1)− T 0,n+1h )∥0 + C∥∆hu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0∥∇(r˜hT (tn+1)− T 0,n+1h )∥0
+ C0τ∥Ttt(tn + θτ)∥0∥∇(r˜hT (tn+1)− T 0,n+1h )∥0
6 4γ0[σh∥∇T 0,n+1h ∥0 + C∥∆hT 0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0 + C∥Ahu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0]2
+ 4γ0C20 τ 2∥Ttt(tn + θτ)∥20 +
γ−10
2
∥∇(r˜hT (tn+1)− T 0,n+1h )∥0 + 4γ0C2∥∆hT 0,n+1h ∥20∥Rn+1h − u0,n+1h ∥20
+ 4γ0C20
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ
2
0
.
Namely,
∥r˜hT (tn+1)− T 0,n+1h ∥20 − ∥r˜hT (tn)− T 0,nh ∥20 + τγ−10 ∥∇(r˜hT (tn+1)− T 0,n+1h )∥20
6 8γ0τ [σh∥∇T 0,n+1h ∥0 + C∥∆hT 0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0 + C∥Ahu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0]2
+ 8γ0C20 τ 3∥Ttt(tn + θτ)∥20 + 8τγ0C2∥∆hT 0,n+1h ∥20∥Rn+1h − u0,n+1h ∥20
+ 8τγ0C20
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ
2
0
. (4.25)
Summing (4.25) over all time levels and using T (x, 0) = 0, we can get
∥r˜hT (tn+1)− T 0,n+1h ∥20 + τγ−10
n
i=0
∥∇(r˜hT (ti+1)− T 0,i+1h )∥20
6 8γ0τ
n
i=0
(σh∥∇T 0,i+1h ∥0 + C∥AhT 0,i+1h ∥0∥u(ti+1)− Ri+1h ∥0 + C∥Ahu0,n+1h ∥0∥T (ti+1)− r˜hT (ti+1)∥0)2
+ 8γ0C20 τ 3
n
i=0
∥Ttt(ti + θτ)∥20 + 8τγ0C2
n
i=0
∥AhT 0,i+1h ∥20∥Ri+1h − u0,i+1h ∥20
+ 8τγ0C20
n
i=0
 (T (ti+1)− r˜hT (ti+1))− (T (ti)− r˜hT (ti))τ
2
0
. (4.26)
By (4.5), we can obtain
∥r˜hT (tn+1)− T 0,n+1h ∥20 + τγ−10
n
i=0
∥∇(r˜hT (ti+1)− T 0,i+1h )∥20
6 C(h2r + τ 2 + h2)+ 8Cτγ0
n
i=0
∥∆hT 0,i+1h ∥20∥Ri+1h − u0,i+1h ∥20. (4.27)
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Using (4.2), (4.24) and (4.27), we can deduce
∥Rn+1h − u0,n+1h ∥20 + τν
n
i=0
∥∇Ri+1h − u0,i+1h ∥20 6 C(h2r + τ 2 + h2)+ Cτ
n
i=0
∥Ri+1h − u0,i+1h ∥20.
Using the discrete Gronwall Lemma, we can get
∥Rn+1h − u0,n+1h ∥20 + τν
n
i=0
∥∇(Ri+1h − u0,i+1h )∥20 6 C(h2r + τ 2 + h2). (4.28)
Using the triangle inequality and (4.2), we can deduce
∥u(tn+1)− u0,n+1h ∥20 6 C(h2r + τ 2 + h2), (4.29)
τν
n
i=0
∥∇(u(ti+1)− u0,i+1h )∥20 6 C(h2(r−1) + τ 2 + h2). (4.30)
By (4.27) and (4.28)
∥r˜hT (tn+1)− T 0,n+1h ∥20 + τγ−10
n
i=0
∥∇(r˜hT (ti+1)− T 0,i+1h )∥20 6 C(h2r + τ 2).
Using the triangle inequality and (4.5), we can deduce
∥T (tn+1)− T 0,n+1h ∥20 6 C(h2r + τ 2 + h2), (4.31)
τγ−10
n
i=0
∥∇(T (ti+1)− T 0,i+1h )∥20 6 C(h2(r−1) + τ 2 + h2). (4.32)
Letting ϕh = 0 in (4.20) and using the discrete LBB condition, we have
β∥Q n+1h − p0,n+1h ∥0 6 C0
 e0,n+1 − e0,nτ

0
+ ν∥∇(Rn+1h − u0,n+1h )∥0 + N∥∇u0,n+1h ∥0∥∇e0,n+1∥0
+N∥∇e0,n+1∥0∥∇u(tn+1)∥0 + C0∥ξ 0,n+1∥0 + C0τ∥utt(tn + θτ)∥0 + σh∥∇u0,n+1h ∥0.
Summing the above inequality over all time levels, using (4.28), we can deduce
τ
n
i=0
β∥Q i+1h − p0,i+1h ∥20 6 C(h2(r−1) + τ 2 + h2).
By (4.2) and the triangle inequality, we can get
τ
n
i=0
∥p(ti+1)− p0,i+1h ∥0 6 C(h2(r−1) + τ 2 + h2).
Therefore, we finish the proof. 
Theorem 4.6. Under the assumptions of Theorem 4.5, (u1,n+1h , p
1,n+1
h T
1,n+1
h ) is defined by (2.17). Then for all n = 0, 1, . . . ,N,
there hold
∥u(tn+1)− u1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (ν + σh)
n
i=0
∥∇(u(ti+1)− u1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4),
∥T (tn+1)− T 1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (γ−10 + σh)
n
i=0
∥∇(T (ti+1)− T 1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4),
τ
n
i=0
β∥Q i+1h − p1,i+1h ∥20 6 C(h2(r−1) + τ 2 + h4).
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Proof. Subtracting (2.17) from (4.18), we get the error equations, namely (e1,i, η1,i, ξ 1,i) ≡ (u(ti)− u1,ih , p(ti)− p1,ih , T (ti)−
T 1,ih ) satisfies

e1,n+1 − e1,n
τ
, vh

+ νa(e1,n+1, vh)− σha(u1,n+1h , vh)− d(η1,n+1, vh)+ d(ϕh, e1,n+1)
+ b(u0,n+1h , e1,n+1, vh)+ b(e0,n+1, u(tn+1), vh)
= ( jξ 1,n+1, vh)− σha(u0,n+1h , vh)− (τutt(tn + θτ), vh), ∀vh ∈ Xh, ϕh ∈ Mh,
ξ 1,n+1 − ξ 1,n
τ
, ψh

+ γ−10 a¯(ξ 1,n+1, ψh)− σha¯(T 1,n+1h , ψh)+ b¯(e0,n+1, T (tn+1), ψh)
+ b¯(u0,n+1h , ξ 1,n+1, ψh)
= −(τTtt(tn + θτ), ψh)− σha¯(T 0,n+1h , ψh), ∀ψh ∈ Wh.
(4.33)
Using (4.1) and (4.3), we can obtain


e1,n+1 − e1,n
τ
, vh

+ (ν + σh)a(Rn+1h − u1,n+1h , vh)− d(Q n+1h − u1,n+1h , vh)+ d(ϕh, Rn+1h − u1,n+1h )
+ b(u0,n+1h , e1,n+1, vh)+ b(e0,n+1, u(tn+1), vh)
= ( jξ 1,n+1, vh)+ σha(Rn+1h − u0,n+1h , vh)− (τutt(tn + θτ), vh), ∀vh ∈ Xh, ϕh ∈ Mh,
ξ 1,n+1 − ξ 1,n
τ
, ψh

+ (γ−10 + σh)a¯(r˜hT (tn+1)− T 1,n+1h , ψh)+ b¯(e0,n+1, T (tn+1), ψh)
+ b¯(u0,n+1h , ξ 1,n+1, ψh)
= −(τTtt(tn + θτ), ψh)+ σha¯(r˜hT (tn+1)− T 0,n+1h , ψh), ∀ψh ∈ Wh.
(4.34)
Letting ψh = r˜hT (tn+1)− T 1,n+1h in the second equation of (4.34) and using (2.6), we can get
(r˜hT (tn+1)− T 1,n+1h )− (r˜hT (tn)− T 1,nh )
τ
, r˜hT (tn+1)− T 1,n+1h

+

(T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))
τ
, r˜hT (tn+1)− T 1,n+1h

+ (γ−10 + σh)∥∇(r˜hT (tn+1)− T 1,n+1h )∥20 + b¯(e0,n+1, T 0,n+1h , r˜hT (tn+1)− T 1,n+1h )
+ b¯(u0,n+1h , T (tn+1)− r˜hT (tn+1), r˜hT (tn+1)− T 1,n+1h )
= −(τTtt(tn + θτ), r˜hT (tn+1)− T 1,n+1h )− σha¯(T 0,n+1h − r˜hT (tn+1), r˜hT (tn+1)− T 1,n+1h ).
Using Lemma 4.4 and Cauchy–Schwartz and Young’s inequalities, we can deduce
∥r˜hT (tn+1)− T 1,n+1h ∥20 − ∥r˜hT (tn)− T 1,nh ∥20
2τ
+ (γ−10 + σh)∥∇(r˜hT (tn+1)− T 1,n+1h )∥20
6 C0
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ

0
∥∇(r˜hT (tn+1)− T 1,n+1h )∥0
+ σh∥∇(T 0,n+1h − r˜hT (tn+1))∥0∥∇(r˜hT (tn+1)− T 1,n+1h )∥0
+ C∥∆hT 0,n+1h ∥0∥e0,n+1∥0∥∇(r˜hT (tn+1)− T 1,n+1h )∥0
+ C∥Ahu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0∥∇(r˜hT (tn+1)− T 1,n+1h )∥0
+ C0τ∥Ttt(tn + θτ)∥0∥∇(r˜hT (tn+1)− T 1,n+1h )∥0
6 γ0[σh∥∇(T 0,n+1h − r˜hT (tn+1))∥0 + C∥∆hT 0,n+1h ∥0∥e0,n+1∥0 + C∥Ahu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0]2
+ 2γ0C20 τ 2∥Ttt(tn + θτ)∥20 +
γ−10
2
∥∇(r˜hT (tn+1)− T 1,n+1h )∥20
+ 2γ0C20
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ
2
0
.
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Namely,
∥r˜hT (tn+1)− T 1,n+1h ∥20 − ∥r˜hT (tn)− T 1,nh ∥20
τ
+ (γ−10 + σh)∥∇(r˜hT (tn+1)− T 1,n+1h )∥20
6 2γ0[σh∥∇(T 0,n+1h − r˜hT (tn+1))∥0 + C∥∆hT 0,n+1h ∥0∥e0,n+1∥0 + C∥Ahu0,n+1h ∥0∥T (tn+1)− r˜hT (tn+1)∥0]2
+ 4γ0C20 τ 2∥Ttt(tn + θτ)∥20 + 4γ0C20
 (T (tn+1)− r˜hT (tn+1))− (T (tn)− r˜hT (tn))τ
2
0
. (4.35)
Summing (4.35) over all time levels and using T (x, 0) = 0, we can deduce
∥r˜hT (tn+1)− T 1,n+1h ∥20 + τ(γ−10 + σh)
n
i=0
∥∇(r˜hT (ti+1)− T 1,i+1h )∥20
6 2γ0τ
n
i=0
[σh∥∇(T 0,i+1h − r˜hT (tn+1))∥0 + C∥∆hT 0,i+1h ∥0∥e0,i+1∥0 + C∥Ahu0,i+1h ∥0∥T (ti+1)− r˜hT (ti+1)∥0]2
+ 4γ0C20 τ 3
n
i=0
∥Ttt(ti + θτ)∥20 + 4γ0C20 τ
n
i=0
 (T (ti+1)− r˜hT (ti+1))− (T (ti)− r˜hT (ti))τ
2
0
6 C(hr + τ 2 + h4). (4.36)
Using triangle inequality and (4.5), we can deduce
∥T (tn+1)− T 1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (γ−10 + σh)
n
i=0
∥∇(T (ti+1)− T 1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4). (⋆⋆)
Letting vh = Rn+1h − u1,n+1h , ϕh = Q n+1h − P1,n+1h in the first equation of (4.20) and using (2.8), (2.5) and (A1), we can get
(u(tn+1)− Rn+1h )− (u(tn)− Rnh)
τ
, Rn+1h − u1,n+1h

+

(Rn+1h − u1,n+1h )− (Rnh − u1,nh )
τ
, Rn+1h − u1,n+1h

+ (ν + σh)∥∇Rn+1h − u1,n+1h ∥20
+ b(u0,n+1h , u(tn+1)− Rn+1h , Rn+1h − u1,n+1h )+ b(e0,n+1, u(tn+1), Rn+1h − u1,n+1h )
= ( jξ 1,n+1, Rn+1h − u1,n+1h )− σha(u0,n+1h − Rn+1h , Rn+1h − u1,n+1h )− (τutt(tn + θτ), Rn+1h − u1,n+1h ). (4.37)
By (4.37) and Cauchy–Schwartz inequality, we can deduce
∥Rn+1h − u1,n+1h ∥20 − ∥Rnh − u1,nh ∥20
2τ
+ (ν + σh)∥∇(Rn+1h − u1,n+1h )∥20
6 σh∥∇(u1,n+1h − Rn+1h )∥0∥∇(Rn+1h − u1,n+1h )∥0 + C∥Ahu0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0∥∇(Rn+1h − u1,n+1h )∥0
+ C∥e0,n+1∥0∥Ahu(tn+1)∥0∥∇(Rn+1h − u1,n+1h )∥0 + C20∥∇ξ 1,n+1∥0∥∇(Rn+1h − u1,n+1h )∥0
+ τ∥utt(tn + θτ)∥0∥∇(Rn+1h − u1,n+1h )∥0 + C0
 (u(tn+1)− Rn+1h )− (u(tn)− Rnh)τ

0
∥∇(Rn+1h − u1,n+1h )∥0.
Using Young’s inequality, we can have
∥Rn+1h − u1,n+1h ∥20 − ∥Rnh − u1,nh ∥20
τ
+ (ν + σh)∥∇(Rn+1h − u1,n+1h )∥20
6 2ν−1[σh∥∇(u1,n+1h − Rn+1h )∥0 + C∥Ahu0,n+1h ∥0∥u(tn+1)− Rn+1h ∥0
+ C∥e0,n+1∥0∥Ahu(tn+1)∥0 + τ∥utt(tn + θτ)∥0]2 + 4C20ν−1∥∇ξ 1,n+1∥20
+ 4C20ν−1
 (u(tn+1)− Rn+1h )− (u(tn)− Rnh)τ

2
0
. (4.38)
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Summing (4.38) over all time levels and using u(x, 0) = 0, we can get
∥Rn+1h − u1,n+1h ∥20 + τ(ν + σh)
n
i=0
∥∇(Ri+1h − u1,i+1h )∥20
6 2ν−1τ
n
i=0
[σh∥∇(u1,i+1h − Rn+1h )∥0 + C∥Ahu0,i+1h ∥0∥u(ti+1)− Ri+1h ∥0
+ C∥e0,i+1∥0∥Ahu(ti+1)∥0 + τ∥utt(tn + θτ)∥0]2 + 4C20ν−1τ
n
i=0
∥∇ξ 1,i+1∥20
+ 4C20ν−1τ
n
i=0
 (u(ti+1)− Ri+1h )− (u(ti)− Rih)τ

2
0
. (4.39)
By (⋆⋆), we can get
∥Rn+1h − u1,n+1h ∥20 + τ(ν + σh)
n
i=0
∥∇(Ri+1h − u1,i+1h )∥20 6 C(h2r + τ 2 + h4). (4.40)
Using triangle inequality and (4.2), we can deduce
∥u(tn+1)− u1,n+1h ∥20 6 C(h2r + τ 2 + h4),
τ (ν + σh)
n
i=0
∥∇(u(ti+1)− u1,i+1h )∥20 6 C(h2(r−1) + τ 2 + h4).
Letting ϕh = 0 in (4.34) and using the discrete LBB condition, we have
β∥Q n+1h − p1,n+1h ∥0 6 C0
 e1,n+1 − e1,nτ

0
+ ν∥∇(Rn+1h − u1,n+1h )∥0 + σh(∥∇u0,n+1h ∥0 + ∥∇u1,n+1h ∥0)
+N∥∇u0,n+1h ∥0∥∇e1,n+1∥0 + N∥∇e0,n+1∥0∥∇u(tn+1)∥0
+ C0∥ξ 1,n+1∥0 + C0τ∥utt(tn + θτ)∥0.
Summing the above inequality over all time levels and using, we can deduce
τ
n
i=0
β∥Q i+1h − p1,i+1h ∥20 6 C(h2(r−1) + τ 2 + h4).
By (4.2) and the triangle inequality, we can get
τ
n
i=0
∥p(ti+1)− p1,i+1h ∥20 6 C(h2(r−1) + τ 2 + h4).
Therefore, we finish the proof. 
5. Numerical experiments
In this section, we present some numerical examples with a physical model of square cavity non-stationary flow. We
choose different ν for comparison. The side length of the square cavity and the boundary conditions are given by Fig. 1.
From Fig. 1, we can see that the T = 0 on left boundary, ∂T/∂y = 0 on upper and lower boundaries, and T = 4y(1− y) on
right boundary of the cavity. We use P2 − P1 − P2 finite element here.
First, we choose ν = 12000 , γ0 = 1, σ = 0.2, τ = 0.01 and divide the cavity into M × N = 40 × 40, i.e., h =
√
2/40.
Fig. 2 gives the numerical isotherms at different time. Fig. 3 presents the numerical isobar at different time. And Fig. 4 gives
the flow fields at different time. Fig. 5 presents the numerical streamline at different time.
Second, we choose ν = 15000 , γ0 = 1, σ = 0.2, τ = 0.01 and divide the cavity intoM ×N = 40× 40, i.e., h =
√
2/40 to
show our method suiting for solving the conduction–convection problems with small viscosity. Fig. 6 gives the numerical
isotherms at different time. Fig. 7 presents the numerical isobar at different time. And Fig. 8 gives the flow fields at different
time. Fig. 9 presents the numerical streamline at different time. From the numerical results, we can see that our method is
stable and has a good precision.
In order to demonstrate the effectiveness for small viscosity, we also choose ν = 17000 , γ0 = 1, σ = 0.2, τ = 0.01.
Figs. 10–13 give the numerical results. The computational time for different ν are reported in Table 1.
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Fig. 1. Physics model of the cavity flows.
Fig. 2. The isotherms for ν = 12000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 3. The isobars for ν = 12000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 4. The flow fields for ν = 12000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Table 1
CPU time for different ν.
ν 12000
1
5000
1
7000
CPU time (s) 18545.8 18275.4 17549.8
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Fig. 5. The streamlines for ν = 12000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 6. The isotherms for ν = 15000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 7. The isobars for ν = 15000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 8. The flow fields for ν = 15000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 9. The streamlines for ν = 15000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
From the numerical results, we can see that the numerical streamline is very regular and the pressure is small near the
wall when ν = 12000 . As ν changing smaller and smaller the numerical streamline changes more and more immethodical.
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Fig. 10. The isotherms for ν = 17000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 11. The isobars for ν = 17000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 12. The flow fields for ν = 17000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
Fig. 13. The streamlines for ν = 17000 , γ0 = 1 with σ = 0.2, τ = 0.01, h =
√
2/40 at different time, (a) t = 0.1; (b) t = 1; (c) t = 10; (d) t = 20.
And the pressure changes bigger near the wall. In conclusion, the defect-correction MFEM is highly efficient for the non-
stationary conduction–convection problems and it can be used for solving the convection–conduction problems with much
small viscosity.
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