Abstract. We generalize Griffiths' theorem on the Hodge filtration of the primitive cohomology of a smooth projective hypersurface, using the local Bernstein-Sato polynomials, the V -filtration of Kashiwara and Malgrange along the hypersurface and the Brieskorn module of the global defining equation of the hypersurface.
Introduction
Let Y be a hypersurface of degree d in X := P n with n ≥ 2. Let f be a defining equation of Y , which is a polynomial of degree d, and is assumed to be reduced. Let R be the Jacobian ring of f , and R j be its degree j part. If Y is smooth, Griffiths' theorem [12] says that R qd+d−n−1 = H p,q prim (Y, C), where p + q = n − 1 and the right-hand side is the (p, q)-part of the primitive cohomology, see also [11] . This follows from Griffiths' theorem that the Hodge filtration is given by the pole order filtration in the smooth case, see loc. cit. The latter was generalized to the normal crossing case by Deligne ([6] , [7] ), and the comparison between the Hodge filtration and the pole order filtration was further studied in [8] and [20] inspired by a letter of P. Deligne which treated a certain special case, see Remark 4.6 in [20] .
Let F be the Hodge filtration on O X ( * Y ) := i>0 O X (iY ) (see [19] ), which induces the Hodge filtration on the cohomology of the complement U of Y (see [7] ) by taking the de Rham complex even if Y is not a divisor with normal crossings. Let P denote the pole order filtration on O X ( * Y ) such that P i = O X ((i + 1)Y ) if i ≥ 0 and P i = 0 otherwise. Then we have F i ⊂ P i in general, and F i = P i for i ≤ α Y,y − 1 on a neighborhood of y ∈ Sing Y if −α Y,y is the maximal root of the Bernstein-Sato polynomial divided by s + 1 for a local defining equation of Y at y, see [8] , [20] . Set α Y = min{α Y,y }. We will denote also by F , P the induced filtrations on ω X ( * Y ) = ω X ⊗ O X O X ( * Y ) (where ω X = Ω n X , see also (2.1.1)).
Let Ω • denote the de Rham complex of global algebraic differential forms on A n+1 . Let H f denote the free part of the algebraic Brieskorn module H f := Ω n+1 /df ∧dΩ n−1 , see [3] . It is known that H f is a free graded C[t]-module of finite rank by an algebraic version of [13] (see also [1] ), where the action of t is given by the multiplication by f and the degrees of x i and dx i are 1. The action of the logarithmic Gauss-Manin connection ∇ t∂/∂t on the degree k part H f,k is the multiplication by (k − d)/d, and we have isomorphisms
such that, for q < n, P n−q H n (U, C) coincides with the image of
) by the composition of the above morphisms. In particular,
, and H j (Y, C) is naturally isomorphic to the intersection cohomology IH j (Y, C) (see [2] , [10] ). If furthermore Y is smooth, then α Y = +∞, and Theorem 1 is well known in the theory of hypersurface isolated singularities, see [23] , [24] , [25] , [27] , etc. Note that this is a refinement of Griffiths' theorem mentioned above.
If Y is not smooth, H j (U, C) is identified, up to the non primitive part, with the local cohomology H j+1 Y (X, C) or the homology
, it is not easy to describe F n−q H n (U, C) in general. Consider first the case q = 0. Let V denote the filtration on O X induced by the V -filtration of Kashiwara [15] and Malgrange [18] on B f = O X ⊗ C C[∂ t ] along Y . This coincides essentially with the filtration by the multiplier ideals [16] , see [4] . It induces the filtration
, and this gives the quotient filtration on 
and the last term is canonically isomorphic to For q ≥ 1, it is not easy to describe F q (O X ( * Y )) unless we impose some strong condition on the singularities of Y . We now consider the case where Y has only isolated singularities which are locally semi-weighted-homogeneous. This means that Y is locally defined by a function h = α≥1 h α , where the h α are weighted homogeneous polynomials of degree α for some appropriate local coordinates y 1 , . . . , y n with positive weights w y,1 , . . . , w y,n around y ∈ Sing Y , and h (q) h −q−1 at y ∈ Sing Y is given by
,
for any q ∈ N, see [22] . For example,
f be the graded submodule of H f defined by the image of I (q) ⊗ Ω n+1 . Then we have the following Theorem 3. With the above assumption, there are canonical isomorphisms for q ∈ Z y,i and the a y,i are integers which are mutually prime, then Y is a Q-homology manifold at y and the remark after Theorem 1 applies. See [26] for a completely different approach to a similar problem.
1. Rational differential forms on projective spaces 1.1. Let f be a reduced homogeneous polynomial of degree d, and put
. . , x n be the coordinates of A n+1 , and set
Let ι ξ and L ξ denote respectively the interior product and the Lie derivation. Then
Let Ω • denote the de Rham complex of global differential forms on A n+1 . This is isomorphic to the Koszul complex for the action of the vector fields ∂ i on the polynomial ring
as in the introduction. It has a structure a graded module H f = k∈Z H f,k such that the degree of x i and dx i are 1. Let Ω
There is a canonical isomorphism of complexes
Proof. This follows by using the blow-up of P n+1 along the origin of A n+1 (⊂ P n+1 ) together with the pull-back by the projection to P n = P n+1 \ A n+1 . See also Proposition 6.1.16 in [9] .
is an isomorphism of complexes, and its inverse is given by
0 , and (1.3.1) is surjective by definition.
Lemma. The canonical morphism
is injective for any j, and is bijective for j = n.
Here we may assume i > 0, replacing η with f k η and i
So the injectivity follows. The surjectivity follows from
1.5. Proposition. There are canonical isomorphisms
where the first isomorphism is induced by (1.2.1) and (1.3.1), and the limit is taken over k ∈ N with transition morphisms H f,kd → H f,(k+1)d given by the multiplication by f .
Proof. The first isomorphism follows from Lemmas (1.2) and (1.3). The second isomorphism is defined by assigning
So the assertion follows from Lemma 1.4.
1.6. Proposition. We have a canonical isomorphism
where (∂f ) is the Jacobian ideal generated by the
Proof. The assertion is equivalent to
Since
For the converse we use the GaussManin connection ∇ ∂ t on H f , which satisfies the relation ∇ ∂ t ω = dη if df ∧η = ω where
if ∇ ∂ t ω can be defined, i.e. if ω is represented by an element of df ∧Ω n . (Note that the inverse of the Gauss-Manin connection ∇ −1 ∂ t is well-defined as a C-linear endomorphism of H f by the de Rham lemma.) We have to show that ω ∈ f H f if ω is represented by an element of df ∧Ω n . Here we may assume ω ∈ H f,k (because f is homogeneous), and we have k > d by the definition of the grading on Ω n+1 (because deg f i = d − 1 and deg dx 0 ∧ · · · ∧dx n = n + 1 > 1 ). So the assertion follows from (1.6.2).
Remarks. (i)
Let tor H f denote the torsion part of H f so that we have a short exact sequence 0
By Proposition (1.6) we have for k ≫ 0
In the case where Y has only isolated singularities, these are closely related to the Tjurina numbers, see [5] . Note that tor H f is killed by a sufficiently high power of f by an argument similar to [13] , see also [1] , 2.3.
(ii) In [1] the Brieskorn module is defined by the cohomology
). For j = n + 1, we have a canonical surjection
and its kernel is f -torsion by the acyclicity of (Ω
. So the definition in [1] is compatible with the one in this paper as long as we take the free part. (However, it is not clear whether Proposition (1.6) holds with H f replaced by
. This follows for example from Remark (iv) below. We can also show it by proving Theorem 1 with q ≥ n in the first assertion replaced by q ≫ n, and then using the fact that the algebraic de Rham cohomology of U is generated by meromorphic differential forms having poles of order ≤ n along Z, which follows from the relation between the Hodge and the pole order filtrations, see [8] .
(iv) Let G j f be the algebraic Gauss-Manin systems for f : A n+1 → A 1 as in the introduction. This is the direct image sheaves of B f by the projection A n+1 × A 1 → A 1 , and is defined by using the relative de Rham complex associated to the projection. We identify these with the corresponding modules over the Weyl algebra by taking the global section functor. They have the filtration V , which satisfy the conditions similar to those in (3.1), and are induced by the filtration V on B f by using the relative de Rham complex. Let δ(t − f ) denote the canonical generator 1 ⊗ 1 of B f . Let b f (s) be the Bernstein-Sato polynomial of f . Let α f and β f be respectively the minimal and the maximal root of b f (−s)/(−s + 1). Then α f > 0 by [14] , β f ≤ n + 1 − α f by [21] , and
This holds also for the analytic Brieskorn modules and the analytic Gauss-Manin systems associated to a germ of a holomorphic function f . In the isolated singularity case, this is well-known, and follows from [17] together with [23] , [25] , [27] (see also [24] for the weighted homogeneous case). In general, the first inclusion of (1.7.1) is reduced to
and the latter follows from the fact that b f (s) is the minimal polynomial for the action of
The second inclusion of (1.7.1) follows from the fact that the action of ∂ t is bijective on G 0 f so that the filtration V can be replaced with the microlocal filtration in [21] . Note that the first inclusion of (1.7.1) is equivalent to
and also to the isomorphisms
Note also that (1.6.2) is equivalent to (1.7.4) Gr
Milnor cohomology.
With the notation of (1.1), let S i = O X (−i) and E = Spec X ( i∈N S i ). Then E is a line bundle over X, and the sheaf of local sections O X (E) is naturally identified with O X (1). Let f be as in (1.1). Since it is identified with a section of O X (d), it induces a shifted graded morphism ρ f : S i → S i−d for i ≥ d, which is compatible with the action of u ∈ S j defined by the multiplication S j ⊗ S i → S i+j . So it determines an ideal J of S • := i∈N S i which is locally generated by u − ρ f (u) for local nonzero sections u of O X (−d). Let S = S
• /J , and Z = Spec X S with the canonical projection π : Z → X. Then Z is a divisor on E, and we have as O X -modules
, and F be the closure of F in the compactification P n+1 of A n+1 . Then Z can be identified with F . Indeed, we have a projection π ′ : F → X induced by the projection P n+1 \ {0} → X = P n (where 0 ∈ A n+1 ⊂ P n+1 ), and F = π ′−1 (U ). Furthermore, A n+1 \ {0} is identified with the total space of the C * -bundle associated to O X (−1), and P n+1 \ {0} is identified with the line bundle corresponding to O X (1) by exchanging the zero section and the ∞-section (using the involution of C * sending λ to λ −1 ). So we get a canonical isomorphism
Let G = Z/dZ be the covering transformation group of F → U and Z → X such that F/G = U and Z/G = X. It has a generator g which acts on F by g : (x 0 , . . . , x n ) → (ζx 0 , . . . , ζx n ), where ζ = exp(2πi/d). This coincides with the geometric Milnor monodromy. Furthermore, the subsheaf S i of π * O Z for 0 ≤ i < d in (1.8.1) coincides with the eigenspace corresponding to the eigenvalue ζ i for the action of g * because the above involution of C * is used in the isomorphism (1.8.2). In particular, S i | U is stable by the Gauss-Manin connection.
Using these we can generalize the first assertion of Theorem 1 to the Milnor cohomology. Indeed, Proposition (1.5) is generalized to the following assertion for 0 ≤ i < d:
For 0 ≤ i < d, we define the pole order filtration on S i ⊗ O X ( * Y ) by
and it is zero otherwise. We have the Hodge filtration F on S i ⊗ O X ( * Y ) because (1.8.1) is the decomposition by the action of g. Furthermore, F j ⊂ P j , and they coincide at the smooth point of D. 
and, for q ≤ n, P n−q H n (F, C) e(i/d) coincides with the image of
However, the remaining assertion of Theorem 1 cannot be generalized, because we have to
2. Hodge and pole order filtrations 2.1 With the notation of (1.1), let O X ( * Y ) be the localization of O X by local defining equations of Y . Let P and F be respectively the pole order filtration and the Hodge filtration on the left D X -module O X ( * Y ) (see [8] , [19] ) as in the introduction (e.g. P i = O X ((i + 1)Y ) if i ≥ 0 and P i = 0 otherwise). They induce the filtrations F and P on the
and similarly for P . Note that the filtrations F , P on Ω n X are different from those on ω X defined in the introduction (i.e. there is a shift by n).
If i > 0, it follows from Bott's vanishing theorem that
This implies the Γ-acyclicity of the components of
We proceed by increasing induction on n = dim X ≥ 0 and increasing induction on i ≥ −n. The assertion is trivial if n = dim X = 0. Since F −1 O X ( * Y ) = 0, we have
Combining this with the vanishing of H j (U, C) for j > n, the assertion for i = −n and r = 0 follows from the strictness of the Hodge filtration on the direct image of (O X ( * Y ), F ) by X → pt. Indeed, the latter means the injectivity of (2.2.1)
(even if Y is not a divisor with normal crossings), because the direct image by X → pt is defined by using the de Rham complex. Let X 0 be a general hyperplane of X = P n , and set Y 0 = Y ∩ X 0 . Then X 0 is non characteristic to the D X -module O X ( * Y ), and the vanishing cycle ϕ g O X ( * Y ) vanishes, where g is a local equation of X 0 ⊂ X. This implies that the filtration V on O X ( * Y ) along X 0 is given by the g-adic filtration (because Gr [19] , 2.11), we get
Since Ω n P n = O P n (−n − 1), we get furthermore a short exact sequence
For n ≥ 1, there is a short exact sequence
where Θ X is the sheaf of vector fields. This induces a short exact sequence
Here the hypothesis is reduced to the case r = 0 by (2.2.2). Consider now the spectral sequence
By inductive hypothesis for i together with (2.2.2) and (2. 
Proposition. We have canonical isomorphisms for
Proof. By the definition of the direct image of mixed Hodge modules [19] , we have a canonical isomorphism
So the assertion follows from Proposition (2.2).
Proof of Theorem 1.
We have F q O X = P q O X for q ≤ α Y,y − 1 on a neighborhood of y ∈ Sing Y as in the introduction. Since H f is the quotient of H f by the f -torsion part, we see that H f,j is isomorphic to the image of H f,j in the inductive limit of H f,j+kd over k ∈ N where the transition morphisms are given by the multiplication by f . So the assertion follows from Propositions (1.5) and (2.3).
3. V -Filtration 3.1. Let X be a smooth complex algebraic variety, and h be an algebraic function on X. Set Y = h −1 (0). Let i h : X → Z := X × A 1 be the graph embedding. We denote by B h the direct image of O X by i f as a D-module. Let B h [t −1 ] be the localization of B h by t. This is identified with the direct image of O X ( * Y ) by i h as a D-module.
We have canonical isomorphisms
where t is the coordinate of A 1 and ∂ t = ∂/∂t. These isomorphisms are compatible with the action of O X and ∂ t . The actions of t and of a vector field ζ on X are given by
We have the Hodge filtration
and similarly for F p B f . (Here the shift of the index by 1 associated to the direct image by a closed embedding of codimension 1 is omitted to simplify the notation.) Let V be the filtration of Kashiwara [15] and Malgrange [18] on B f , B f [t −1 ] along X × {0} indexed by Q. This is an exhaustive decreasing filtration of coherent D X -submodules, and satisfies the following conditions:
and similarly for B h . Here Gr α V = V α /V >α with V >α = β>α V β , and we assume V is indexed discretely and satisfies V α = V α−ε for ε > 0 sufficiently small. Note that the filtration V on B h is induced by that of B h [t −1 ], and Proof. The first isomorphism was shown in [20] , 4.2. Then the remaining assertions follow, because
3.3. Proof of Theorem 2. By (3.1.2) and (3.2.1), we have isomorphisms
which are identified with the isomorphisms
So the first assertion follows from the vanishing of H k (X, ω X ) for k = 0, 1, because O X ⊂ V >0 (O X ( * Y )) by the negativity of the roots of the b-function (see [14] ). Since the last argument implies also the first isomorphism in the second row, it is sufficient to show (3.3.1)
where ρ : Y → Y is a resolution of singularities. Indeed, the last isomorphism in the second row is then more or less well-known, using for example a cubic resolution. The relation with the intersection cohomology follows from the assertion that ω Y gives the first nontrivial piece of the Hodge filtration of the mixed Hodge module corresponding to the intersection complex, which follows easily from the decomposition theorem in the category of mixed Hodge modules because ω Y is torsion-free. We now show (3.3.1). We have ω X = V >0 (ω X (Y )) ⊂ V >0 (ω X (Y )) and Y ) ), see the proof of Th. 0.6 in [20] . So the assertion follows. 3.4. Proof of Theorem 3. The first isomorphism was shown in [22] , 0.9. Then the second isomorphism follows from the proof of Theorem 1.
