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Abstract
We investigate avascular tumour growth as a two-phase process consist-
ing of cells and liquid. Based on the one-dimensional continuum moving-
boundary model formulated by (Byrne, King, McElwain, Preziosi, Ap-
plied Mathematics Letters, 2003, 16, 567-573 ), we defined boundary con-
ditions for the analogous model of tumour growth in two dimensions.
We investigate linear stability of one dimensional time-dependent solu-
tion profiles in the moving-boundary formulation of a limit case (with
negligible nutrient consumption and cell drag). For this, we obtain an
asymptotic limit of the two-dimensional perturbations for large time (in
the case where the tumour is growing) by using the method of matched
asymptotic approximations. Having characterised an asymptotic limit of
the perturbations, we compare it to the time-dependent solution profile
in order to analytically obtain a condition for instability. Numerical sim-
ulations are mentioned.
Keywords: Avascular tumour, tumour growth model, multiphase model,
two-phase model, linear stability, asymptotic approximations, matched
asymptotic approximation, moving boundary.
1 Introduction
We explore the two-phase model of avascular tumour growth proposed by Byrne,
King, McElwain and Preziosi in 2003 [4]. This is one of the seminal multiphase
models of tumour growth. By considering two limit cases of this model, the
authors were able to draw parallels to previous models of tumour growth such
as [1], [5], [7], and [10], . On the other hand, it has been extended to three and
four phase models of vascular tumour growth in [3] and [8], respectively, using
similar arguments as the ones used in this paper.
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2 MODEL FORMULATION 2
Multiphase models consider the simultaneous movement of materials in dif-
ferent states (liquids, gases and solids) or with different chemical properties,
such as viscosity and heterogeneity. In tumour modelling, these phases can be,
among others, healthy and cancer cells, extra-cellular material, and blood ves-
sels, which will clearly have different properties. Additionally, these phases may
not be all included simultaneously in every model, depending on the complexity
needed. Indeed, this makes multiphase formulations conveniently constructive.
We will approach this model through the study of stability, which is im-
portant in tumour growth models. Stability can represent a non-malignant
dormant tumour that stabilises at a certain size and can potentially be moved
by redirecting its nutrient supply. On the other hand, instability may represent
a malignant tumour that grows uncontrollably, disintegrates or even breaks into
pieces. In the study of avascular tumours, particularly, the distinction between
dormant and malignant tumours is a central point of research and this moti-
vates the use of linear stability and perturbation methods to study the model
proposed here.
More models of tumour growth can be found in the following reviews: [2, 9]
2 Model formulation
The equations we analyse are those of the two phase model of tumour growth
defined in [4], namely
∂α
∂t
= Sc(α,C)−∇ · (vcα),
0 = ∇ · (αvc + (1− α)vw),
0 = ∇ · (−pI− αΣc(α)I+ µcα(∇vc +∇vTc ) + λcα(∇ · vc)I),
0 = (1− α)∇p+ k(α)(vw − vc),
0 = ∇2C −Qc(α,C),
(2.1)
(2.2)
(2.3)
(2.4)
(2.5)
wherein (2.1) represents the conservation of mass equation for the cell phase
(with cell volume fraction α, cell velocity vc, net birth rate Sc), (2.2) represents
overall mass conservation (with water volume fraction 1−α, water velocity vw),
(2.3) is the overall momentum conservation equation (with water pressure p, cell
extra pressure Σc, cell shear viscosity µc, and cell bulk viscosity λc), (2.4) is the
water momentum equation (with interphase drag coefficient k) and (2.5) is the
(quasi-steady) nutrient consumption equation (with consumption rate Qc). We
focus here on the two-dimentional case, with spatial coordinate (x, y) and time
t.
The following expressions were used for the functions Sc(α,C), k(α), and
Qc(α,C):
Sc(α,C) =
( s0C
1 + s1C
)
α(1− α)−
(s2 + s3C
1 + s4C
)
α, si > 0, i = 0 . . . 4
k(α) = k0α(1− α), k0 > 0, Qc(α,C) = Q0Cα
1 +Q1C
, Q0, Q1 > 0.
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The function Σc(α) is defined as the difference between the pressures of the two
phases, chosen as in [4]:
Σc(α) = pc − pw = Σˆc|α− α
∗|r−1
(1− α)q (α− α
∗)H(α− αmin),
where H is the Heaviside function and q, r, Σˆc > 0. Additionally, 0 < αmin <
α∗ < 1 with α∗ being the natural cell density. Here, the cell pressure pc rep-
resents the isotropic stresses associated with cell-cell interactions and the fluid
pressure pw is the hydrodynamic pressure in the water. In summary, the equa-
tion above states that the difference in pressure between the two phases may
depend on the cell concentration.
Additionally, we define the outer boundary of the tumour at time t by
Γ(t) :=: {(x, y) ∈ R2 : x = R(y, t)}
such that the kinematic condition reads
∂R
∂t
(y, t) · n(y, t) = vc(R(y, t), t) · n(y, t), (2.6)
where n is the outward unit normal to the curve R(y, t) = (R(y, t), y). At the
moving boundary Γ(t) we also impose the following boundary conditions:
[−Σc(α)I+ µc(∇vc +∇vTc ) + λc(∇ · vc)I)] · n = 0, p = 0, C = C∞.
(2.7)
These represent zero stress in each phase and fixed nutrient concentration at the
free surface. Additionally, at the inner boundary x = 0 we impose the following
conditions:
vc = 0, v
1
w := vw · e1 = 0,
∂C
∂x
= 0, (2.8)
where e1 is the unit vector in the x direction. This corresponds to assuming
that x = 0 is a rigid impermeable boundary.
Notice that the boundary conditions imposed on the moving boundary can
be reduced to the conditions required in the one dimensional model in [4] by
taking
R(y, t) = (R(t), y), n = e1.
Additionally, recall that, in the one dimensional model, the outer boundary
conditions on vc and p were considered to be derived from 1-D versions of
σc · n = 0, σw · n = 0,
which are equivalent to the first two conditions defined on the two dimensional
moving boundary. We observe that (2.4) and (2.7) imply that
(vw − vc) · τ = 0 (2.9)
on Γ(t).
To complete the necessary notation, let
Ω(t) :=: {(x, y) ∈ R2 : 0 < x < R(y, t)}
denote our domain of interest for each t > 0.
3 LIMIT CASE 4
3 Limit case
Motivated by results obtained in the simpler one dimensional case, we will anal-
yse a specific limit case of this system in which nutrient consumption and cell
drag are taken to be negligible. This will allow us to obtain some analytically
tractable simplifications of the full model.
In the one dimensional formulation this limit case is obtained by taking
Qc(α,C) ≡ 0 and k(α) ≡ 0 in the original formulation. The former raises
no difficulties, simply implying that C ≡ C∞, (i.e. nutrient-rich behaviour)
throughout Ω(t), but the latter requires more care. If k(α) ≡ 0 in the two
dimensional formulation, then (2.4) and (2.7) imply p ≡ 0, only one equation,
from the vector system (2.4). To avoid this loss of information, we must reinstate
the small k(α) taking k(α) = k0α(1 − α) as in [4], with the constant k0 > 0
small. Then,
0 = ∇p+ k0α(vw − vc).
and hence
0 = ∇× (α(vw − vc))
and thus we have obtained the second equation (and extra two equations in
three dimensions) required.
Therefore, p ≡ 0 and (α,C,vc,vw,R) satisfy
∂α
∂t
= Sc(α,C)−∇ · (vcα),
0 = ∇ · (αvc + (1− α)vw),
0 = ∇ · (−αΣc(α)I+ µcα(∇vc +∇vTc ) + λcα(∇ · vc)I),
0 = ∇× [α(vw − vc)]
0 = ∇2C, (x, y) ∈ Ω(t), t ∈ (0,∞),
(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
with kinematic condition (2.6) and other boundary conditions as in (2.7) and
(2.8).
Motivated by results obtained in the one dimensional case, described in [6],
we consider the stability of the following non-homogeneous solution of the limit
case defined in the previous section. Let the constants α = αh ∈ (0, 1) and λ2
be defined by
λ2 =
Σc(αh)
µˆc
=
Sc(αh, C∞)
αh
and
vc(x) = λ2xe1 vw(x) = − λ2αh
1− αhxe1, C = C∞.
We can also define the two-dimensional moving boundary Γ∗(t) and domain
Ω∗(t), via
R∗(t, y) = (R∗(t), y) = (R0eλ2t, y).
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4 Linear stability analysis
We shall consider two dimensional perturbations on this one dimensional so-
lution. For this purpose, we linearise about this one dimensional solution and
obtain a system for the respective two-dimensional perturbations
αˆ(x, y, t), Cˆ(x, y, t), pˆ(x, y, t), Rˆ(y, t) = (Rˆ(y, t), 0)
vˆc(x, y, t) = (vˆ
1
c (x, y, t), vˆ
2
c (x, y, t)), vˆw(x, y, t) = (vˆ
1
w(x, y, t), vˆ
2
w(x, y, t)).
Then, we fix the boundary. For this, we make the following change of variable:
x = R∗(t)ξ
and therefore
∂
∂t
−→ ∂
∂t
− ξ
R∗(t)
dR∗
dt
∂
∂ξ
∂
∂x
−→ 1
R∗(t)
∂
∂ξ
∂
∂y
−→ ∂
∂y
.
Having done this, we noticed that it is not possible to separate variables in
ξ or t as both ξ and t are present in the coefficients in ways that they cannot be
extracted by simple exponentiation. However, it is possible to separate variables
in y.
Indeed, consider now
αˆ(ξ, y, t) = eiκyα˜(ξ, t) + c.c.
Cˆ(ξ, y, t) = eiκyC˜(ξ, t) + c.c. pˆ(ξ, y, t) = eiκyp˜(ξ, t) + c.c.,
vˆc(ξ, y, t) = e
iκyv˜c(ξ, t) + c.c. = e
iκy(v˜1c (ξ, t), v˜
2
c (ξ, t)) + c.c.,
vˆw(ξ, y, t) = e
iκyv˜w(ξ, t) + c.c. = e
iκy(v˜1w(ξ, t), v˜
2
w(ξ, t)) + c.c.
and
Rˆ(y, t) = (Rˆ(y, t), 0) + c.c. = eiκy(R˜(t), 0) + c.c,
where c.c. stands for the complex conjugate of its preceding term and κ ∈ R is
arbitrary corresponding to the wavelength of the perturbation in question.
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This reduces the system to
∂α˜
∂t
=
[∂Sc
∂α
(αh, C∞)− λ2
]
α˜− αh
R∗
∂v˜1c
∂ξ
− αhiκv˜2c
0 =
λ2
1− αh
(
1 + ξ
∂
∂ξ
)
α˜+
αh
R∗
∂v˜1c
∂ξ
+
1− αh
R∗
∂v˜1w
∂ξ
+αhiκv˜
2
c + (1− αh)iκv˜2w
0 = −Σ
′
c(αh)
R∗
∂α˜
∂ξ
+
µˆc
R2∗
∂2v˜1c
∂ξ2
+
(λc + µc)
R∗
iκ
∂v˜2c
∂ξ
− µcκ2v˜1c
0 =
(
− Σc(αh)− αhΣ′c(αh) + λcλ2
)
iκα˜+
µcαh
R2∗
∂2v˜2c
∂ξ2
+(µc + λc)
αhiκ
R∗
∂v˜1c
∂ξ
− αhκ2µˆcv˜2c
0 =
αh
R2∗
∂
∂ξ
(v˜2w − v˜2c )−
iκαh
R∗
(v˜1w − v˜1c ) +
iκλ2ξ
1− αh α˜
(4.1)
for (ξ, t) ∈ (0, 1)× (0,∞), with
dR˜
dt
(t) = λ2R˜(t) + v˜
1
c (1, t), t ∈ (0,∞),
subject to the boundary conditions:
v˜1c = v˜
2
c = v˜
1
w = 0, at ξ = 0,
0 = −Σ′c(αh)α˜+
µˆc
R∗
∂v˜1c
∂ξ
+ λciκv˜
2
c , at ξ = 1,
0 = iκ
(
v˜1c + 2λ2R˜
)
+
1
R∗
∂v˜2c
∂ξ
, at ξ = 1,
v˜2w =
iκλ2R∗
1− αh R˜+ v˜
2
c , at ξ = 1,
(4.2)
for t ∈ (0,∞).
5 Asymptotic results
Since this system cannot be solved analytically, we obtain asymptotic expres-
sions for large t to classify the stability of the one dimensional solution. For
that, we restrict ourselves to the case where the base state solution is one of a
growing tumour, i.e. λ2 > 0 and therefore
 = (t) :=:
1
R∗(t)
=
1
R0eλ2t
−→ 0, when t→∞.
Motivated by this limit, (t) will be used as a small parameter for t large in the
asymptotic approximations that follow.
5 ASYMPTOTIC RESULTS 7
Once this asymptotic behaviour is characterised we can compare these to the
one dimensional base state solution in order to, ultimately, reach a condition
for instability of the growing solutions of the limit case with negligible nutrient
uptake and cell drag. Details of this derivation can be found in [6]. The large-
time limit is of singular perturbation type, necessitating the application of the
method of matched asymptotic expansions.
5.1 Outer solution
We first characterised the long time behaviour of the solution to the system (4.1)
at a position ξ ∈ [0, 1] away from any possible boundary layers. Notice that the
first three equations of this system pertain only to {α˜, v˜1c , v˜2c}. Thus, we may
decouple these equations to solve for {α˜, v˜1c , v˜2c} first and then for {v˜1w, v˜2w}.
Suppose that {a0, a1, a2} are decay rates of α˜, v˜1c , and v˜2c , respectively, i.e.
α˜(ξ, t) = ea0tα(ξ), v˜1c (ξ, t) = e
a1tv1c(ξ), v˜
2
c (ξ, t) = e
a2tv2c(ξ),
with
α(ξ) = O(1), v1c(ξ) = O(1), v
2
c(ξ) = O(1), t→ 0,
for all relevant ξ (away from any possible boundary layers). By substituting
these into the first three equations in (4.1), we may prove via case-by-case logic,
that there is only one set of values {a0, a1, a2} that balances these equations for
large time and yields non-trivial solutions for {α, v1c , v2c}. Then, using these re-
sults we applied the same reasoning to find {v˜1w, v˜2w} using the last two equations
of the system.
This way, we obtained that the non-trivial outer solution for ξ away from
any possible boundary layers is, at first order,
α˜(ξ, t) = e(γ0−λ2)tα(ξ),
v˜1c (ξ, t) =
γ1
R0
e(γ0−2λ2)t
dα
dξ
(ξ),
v˜2c (ξ, t) = γ3e
(γ0−λ2)tα(ξ),
v˜1w(ξ, t) =
λ2R0
αh(1− αh)e
γ0tξα(ξ),
v˜2w(ξ, t) = −e(γ0−λ2)t
[
λ2
iκαh(1− αh)2
(
1 + ξ
d
dξ
)
α(ξ) +
αhγ3
1− αhα(ξ)
]
(5.1)
(5.2)
(5.3)
(5.4)
(5.5)
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and it satisfies
∂α˜
∂t
=
[∂Sc
∂α
(αh, C∞)− λ2
]
α˜− αhiκv˜2c
0 =
λ2
1− αh
(
1 + ξ
∂
∂ξ
)
α˜+
1− αh
R∗
∂v˜1w
∂ξ
+ αhiκv˜
2
c + (1− αh)iκv˜2w
0 = −Σ′c(αh)
∂α˜
∂ξ
+ (λc + µc)iκ
∂v˜2c
∂ξ
− µcκ2R∗v˜1c
0 =
(
− Σc(αh)− αhΣ′c(αh) + λcλ2
)
iκα˜− αhκ2µˆcv˜2c .
0 = − iκαh
R∗
v˜1w +
iκλ2ξ
1− αh α˜,
where
γ0 =
∂Sc
∂α
(αh, C∞)− αhΣ
′
c(αh)
µˆc
+ λ2
(λc
µˆc
− 1
)
,
γ1 = −Σ
′
c(αh)
µcκ2
− (λc + µc)(−Σc(αh)− αhΣ
′
c(αh) + λcλ2)
µcκ2µˆcαh
,
γ3 = − (−Σc(αh)− αhΣ
′
c(αh) + λcλ2)
µˆcαhiκ
.
Notice that γ0, λ2, and therefore all the exponential decay rates specified for
the outer solution, interestingly enough, do not depend on the wavelength κ of
the perturbation in question.
5.2 Boundary layers
Now, in order to find the location of possible boundary layers, we must be able
to find if there are any regions where rapid change may be observed. For that,
we tested different time frames of our solution numerically and discovered the
following behaviour in α˜ (see figure 1).
The graph on the right represents the same data as the figure on the left,
except that the figure on the right shows the behaviour for α˜ for t > 5 rather
than t > 0, as seen on the left. If we focus our attention on the graph on the
right, we see that there are regions of rapid change near ξ = 0 and ξ = 1. This,
in turn, suggests that there is a boundary layer near each of these boundaries.
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Figure 1: Perturbation of the cell concentration α˜(ξ, t) for t ∈ [0, 20] (on the
left) and t ∈ [5, 20] (on the right) showing rapid change near inner and outer
boundaries ξ = 0 and ξ = 1, indicating the position of boundary layers.
5.3 Inner solution near free boundary
Recall that, in the previous section, we have seen numerical results that suggest
that there might be boundary layers near boundaries at ξ = 0 and ξ = 1,
which we will call the inner and outer boundary, respectively. Having said
that, in this section, we will analytically characterise an inner solution near the
outer boundary. Indeed, by considering all possible asymptotic balances for
our equations near ξ = 1, we obtain four possible non-trivial balances, which
may be narrowed down to only one possibility that is non-trivial and allows for
matching to be performed between the outer solution and the inner solution.
For this, consider the following change of variable
ξ = 1− X
R∗(t)β
, β > 0, X = O(1) as t→∞.
This will allow us to focus within the boundary layer, a thin strip near the outer
boundary ξ = 1. By the product rule, we then have
∂
∂t
−→ ∂
∂t
+ βλ2X
∂
∂X
∂
∂ξ
−→ −R∗(t)β ∂
∂X
∂2
∂ξ2
−→ R∗(t)2β ∂
2
∂X2
.
Recall also that the outer solutions all had a common coefficient: eγ0t. Thus,
to facilitate matching between the outer and inner solutions, we will choose to
assume that our inner solution is of the form
α˜(X, t) = e(γ0+a0)tA(X), v˜1c (X, t) = e
(γ0+a1)tV 1c (X), v˜
2
c (X, t) = e
(γ0+a2)tV 2c (X),
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v˜1w(X, t) = e
(γ0+b1)tV 1w(X), v˜
2
w(X, t) = e
(γ0+b2)tV 2w(X).
By substituting these into the system above and exploring the exponential pre-
factors of each of its terms and their behaviour when t → ∞, it is possible to
prove through a case-by-case logic (similar to the one used before) that the only
possible non-trivial asymptotic balances happen when
a0 = a1 = a2, b1 − a0 − λ2 = b2 − a0 − λ2 = 0,
where the asymptotic balance is given by
0 =
[∂Sc
∂α
(αh, C∞)− γ0 − a0 − λ2
(
1 +X
d
dX
)]
A
+ αh
dV 1c
dX
− αhiκV 2c
0 = − λ2R0
(1− αh)2
dA
dX
− dV
1
w
dX
+ iκV 2w
0 = Σ′c(αh)
dA
dX
+ µˆc
d2V 1c
dX2
− (λc + µc)iκdV
2
c
dX
− µcκ2V 1c
0 =
(
− Σc(αh)− αhΣ′c(αh) + λcλ2
)
iκA+ µcαh
d2V 2c
dX2
− (µc + λc)αhiκdV
1
c
dX
− αhκ2µˆcV 2c
0 = −dV
2
w
dX
− iκV 1w +
iκλ2R0
αh(1− αh)A,
(5.6)
(5.7)
(5.8)
(5.9)
(5.10)
with conditions at X = 0:
0 = −Σ′c(αh)A− µˆc
dV 1c
dX
+ λciκV
2
c ,
0 =
(λ2 − γ0 − a0)
iκ
dV 2c
dX
+ (λ2 + γ0 + a0)V
1
c
V 2w =
R0
2(1− αh)
[dV 2c
dX
− iκV 1c
]
.
Consider initially the first three equations (5.6)-(5.9) and the corresponding
set {A, V 1c , V 2c }. Notice that the asymptotic balance of these equations preserves
all the terms in the original system. Therefore, it is no surprise that we cannot
solve this system by using basic ordinary differential equation methods as we
have done in previous cases. However, we can begin to tackle equations (5.6)-
(5.9) by defining {F1, F2} as
F1 =
dV 1c
dX
− iκV 2c , F2 =
dV 2c
dX
+ iκV 1c .
By substituting these into (5.6) and (5.8), we can find expressions for {F1, F2}
in terms of A which we can then substitute into (5.9) to obtain a third order
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ordinary differential equation for A:
0 = λ2X
d3A
dX3
+
[
a0 + λ2(
λc
µˆc
+ 2)
] d2A
dX2
− λ2κ2X dA
dX
− κ2(a0 + λ2)A. (5.11)
Then, through some algebraic manipulations, the expressions for {F1, F2} in
terms of A allow us to recover {V 1c , V 2c } by solving:
d2V 1c
dX2
− κ2V 1c = H1
V 2c −
1
iκ
dV 1c
dX
= H2,
(5.12)
where H1 and H2 depend only on A:
H1 =
µc + λc
µcαh
[(∂Sc
∂α
(αh, C∞)− γ0 − a0 − 2λ2 − αhΣ
′
c(αh)
µc + λc
) dA
dX
− λ2X d
2A
dX2
]
H2 =
1
αhiκ
(∂Sc
∂α
(αh, C∞)− γ0 − a0 − λ2
)
A− λ2
αhiκ
X
dA
dX
.
However, this whole simplification process relies on solving A from a third or-
der ordinary differential equation, namely (5.11), which cannot be easily solved
analytically. Therefore, we will approach the problem differently and find the
asymptotic behaviour of {A, V 1c , V 2c } when X → ∞ in order to be able to per-
form matching between the outer and inner solutions to obtain a value for a0
and consequently for {a1, a2, b1, b2}.
For this, consider Xˆ = X, with 0 <   1. Thus, equations (5.11) and
(5.12) above may be found to be, at first order:
0 = λ2Xˆ
dA
dXˆ
(Xˆ) + (a0 + λ2)A(Xˆ), V
1
c (Xˆ) = 0,
V 2c (Xˆ) =
1
αhiκ
[∂Sc
∂α
(αh, C∞)− γ0 + λ2
(
1− Xˆ d
dXˆ
)]
A(Xˆ).
Through traditional ordinary differential equation methods, these can be solved
to find that
A(Xˆ) = C1Xˆ
−
a0 + λ2
λ2 , V 1c (Xˆ) = 0, V
2
c (Xˆ) = γ3C1Xˆ
−
a0 + λ2
λ2 .
Thus, as X → +∞,
A(X) ∼ C1X
−
a0 + λ2
λ2 , V 1c (X)→ 0, V 2c (X) ∼ γ3C1X
−
a0 + λ2
λ2 .
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Now, by using this asymptotic behaviour and recasting it in terms of (ξ, t) using
X = (1− ξ)R∗(t), we see that as X → +∞,
ea0tA(X) ∼ ea0tC1X
−
a0 + λ2
λ2 = C1[R0(1− ξ)]
−
a0 + λ2
λ2 e−λ2t,
ea0tV 1c (X)→ 0,
ea0tV 2c (X) ∼ ea0tC1γ3X
−
a0 + λ2
λ2 = γ3C1[R0(1− ξ)]
−
a0 + λ2
λ2 e−λ2t.
By matching these to the outer solutions, we see that a0 = −2λ2 and
α(ξ) ∼ C1R0(1− ξ), and dα
dξ
(ξ)→ 0
when ξ → 1. Furthermore, we see that
a0 = a1 = a2 = −2λ2, b1 = b2 = a0 + λ2 = −λ2,
and thus we have characterised the decay rates of the inner solution near the
outer boundary.
If we apply the same process used above for {A, V 1c , V 2c } now to {V 1w , V 2w},
we see that equations (5.7) and (5.10) imply that, at first order,
V 1w(X) ∼
λ2R0
αh(1− αh)C1X and V
2
w(X)→ 0,
when X → ∞ and matching can be performed due to values of b1 and b2 and
the conditions previously derived on α(ξ), namely
α(ξ) ∼ C1R0(1− ξ), and dα
dξ
(ξ)→ 0,
when ξ → 1.
Now, notice that the two conditions above together imply that C1 = 0 (via
L’Hopital’s Rule) and therefore that the asymptotic behaviour obtained here
when X → ∞ is actually trivial. In order to remedy this, we must revisit
equation (5.11), now with a0 = −2λ2, namely
0 = X
d3A
dX3
+
λc
µˆc
d2A
dX2
− κ2X dA
dX
+ κ2A.
Notice that this is a third order ordinary differential equation, so we expect
three linearly independent solutions and not just one, as we obtained previously
with the first order approximation. Therefore, we will extract the other two
solutions by applying a WKBJ expansion to A(X).
Initially, consider Xˆ = X, with 0 <   1. Then, the equation above
becomes:
0 = 2
(
Xˆ
d3A
dXˆ3
+
λc
µˆc
d2A
dXˆ2
)
− κ2
(
Xˆ
dA
dXˆ
−A
)
.
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Note that, at first order, we can retrieve the solution obtained in the previous
section: A(Xˆ) = C1Xˆ. Now, as usual in a WKBJ approximation, let
A(Xˆ, ) = exp
{G(Xˆ, )

}
, where G(Xˆ, ) = G0(Xˆ) + G1(Xˆ) +O(
2).
Through substitution into the equation above, we obtain
0 = Xˆ
[(
dG0
dXˆ
)3
− κ2 dG0
dXˆ
]
+ 
[
κ2 +
λc
µˆc
(
dG0
dXˆ
)2
+ 3Xˆ
dG0
dXˆ
d2G0
dXˆ2
+ 3Xˆ
(
dG0
dXˆ
)2
dG1
dXˆ
− Xˆκ2 dG1
dXˆ
]
+O(2).
Equating terms in O(1) and then O(), we see that either
{G0(Xˆ) = C˜0, G1(Xˆ) = ln(Xˆ) + C˜1},
or
{G0(Xˆ) = ±κXˆ + C˜0, G1(Xˆ) = ω ln(Xˆ) + C˜1},
where ω = −1
2
(
1 +
λc
µˆc
)
. Therefore, grouping the constants, we have
A(Xˆ, ) = exp
{G(Xˆ, )

}
= exp
{G0(Xˆ)

+G1(Xˆ)
}
= C1Xˆ,
or
A(Xˆ, ) = exp
{G(Xˆ, )

}
= exp
{G0(Xˆ)

+G1(Xˆ)
}
= C0Xˆ
ω exp
{±κXˆ

}
.
Notice that the first solution is the same as found previously, by using a first
order approximation. Thus, the latter equation corresponds to the other two
solutions for which we searched. Therefore, since the equation for A is a third
order ordinary differential equation, we thus conclude that A(X) satisfies
A(X) ∼ C1X + C2XωeκX + C3Xωe−κX , ω = −1
2
(
1 +
λc
µˆc
)
(5.13)
when X → ∞ for some constants C1, C2, C3. However, for matching to be
possible, we must have C2 = 0.
Recall now the equations in (5.12) for {V 1c , V 2c } were obtained via alge-
braic manipulation and the definition of two auxiliary functions {F1, F2} that
depended on {V 1c , V 2c }. Similarly, we take an analogous approach to recast
equations (5.7) and (5.10) to find {V 1w , V 2w}. To be more specific, we define
F3 =
dV 1w
dX
− iκV 2w , F4 =
dV 2w
dX
+ iκV 1w ,
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and, through some algebraic manipulation, recast equations (5.7) and (5.10) as
d2V 2w
dX2
− κ2V 2w =
iκR0λ2
αh(1− αh)2
dA
dX
V 1w +
1
iκ
dV 2w
dX
=
λ2R0
αh(1− αh)A.
(5.14)
Therefore, using the expression for A in (5.13), we can find the asymptotic
behaviour of {V 1c , V 2c , V 1w , V 2w} via equations (5.12) and (5.14). For this, we must
solve two second order ordinary differential equations for {V 1c , V 2w} and obtain
{V 2c , V 1w} by substitution of {A, V 1c , V 2w} into the remaining equations.
Note also that the solution to the homogeneous version of the ordinary differ-
ential equations for {V 1c , V 2w} will have both decaying and growing exponential
terms of the type e−κX and eκX , respectively. However, for matching to be
possible, we cannot allow the existence of the growing exponential term of the
type eκX . If this is taken into consideration, we can simplify our calculations
by assuming any pre-factor of eκX is null. Thus, by inserting the expression for
A(X) into the equations above, we obtained that
A(X) ∼ C1X + C2XωeκX + C3Xωe−κX
=⇒ C2 = 0
V 1c (X) ∼ −C1γ1 + C4eκX + C5e−κX + C3Xωe−κXp21(X)
=⇒ C4 = 0
V 2c (X) ∼ γ3C1X + C5ie−κX + C3Xω−1e−κXp32(X)
V 1w(X) ∼
λ2R0
αh(1− αh)C1X + C6e
−κX + C3Xω−1e−κXp23(X)
V 2w(X) ∼
λ2R0C1
iκαh(1− αh)2 + C6ie
−κX + C7eκX + C3Xωe−κXp14(X)
=⇒ C7 = 0,
when X →∞. Here we used the following notation:
pni (X) = Ai,0 +Ai,1X +Ai,2X
2...+Ai,nX
n, i = 1, 2, 3, 4, n ∈ N,
where every Ai,j is a constant that may be found explicitly in terms of the
parameters of our system. Because these polynomials appear in terms that
decay exponentially when X →∞, there is no need to make the expressions for
Ai,j explicit here as these are negligible terms for the purpose of matching.
In the process used to derive the expressions above, we also used the first
order term of the following asymptotic expansion:∫ X
e−2κssηds ∼ −X
ηe−2κX
2κ
(
1 +
η
2κ
1
X
+
η(η − 1)
(2κ)2
1
X2
+
η(η − 1)(η − 2)
(2κ)3
1
X3
+O
(( 1
X
)4))
,
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when X → ∞, which can be proven by integrating by parts repeatedly (See
[11]).
The terms that grow exponentially must be discarded in order to allow us to
perform matching when X → ∞, and therefore C2 = C4 = C7 = 0. This way,
no exponentially growing term is carried along in the derivation of V 1c , V
2
c , V
1
w ,
and V 2w and we may obtain 3 boundary conditions for the inner solution when
X →∞. Since there are 3 boundary conditions already at X = 0, this implies
that we have a total of 6 boundary conditions that may be applied to the inner
solution at X = 0 and when X →∞ in order to perform numerical simulations.
Notice that thus we have 4 degrees of freedom, corresponding to the con-
stants {C1, C3, C5, C6}. However, {C3, C5, C6} do not play a role in matching,
since these are the coefficients of terms that decay exponentially when X →∞.
That being said, we will now find a condition for C1 by matching the inner
solution to the outer solution when X → ∞. Indeed, from the expressions
above, we see that when X →∞, at first order
A(X) ∼ C1X
V 1c (X) ∼ −C1γ1
V 2c (X) ∼ C1γ3X
V 1w(X) ∼
λ2R0
αh(1− αh)C1X
V 2w(X) ∼
λ2R0C1
iκαh(1− αh)2 .
Notice that the asymptotic far-field behaviour found for A, V 2c , and V
1
w is the
same as found previously, by using a first order approximation. However, instead
of having
V 1c (X)→ 0, and V 2w(X)→ 0
when X →∞, we now have
V 1c (X) ∼ −C1γ1, and V 2w(X) ∼
λ2R0C1
iκαh(1− αh)2
when X → ∞. If we match these to the outer solution when ξ → 1, we obtain
that for matching to be possible we must have
C1 = − 1
R0
lim
ξ→1
dα
dξ
(ξ), and α(ξ) ∼ C1R0(1− ξ),
when ξ → 1, where α(ξ) is part of the outer solution.
As in the previous section, notice again that all the exponential decay rates
specified for the inner solution near the outer boundary, interestingly enough,
do not depend on the wavelength κ of the perturbation in question.
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5.4 Inner solution near fixed boundary
Finally, we characterised the inner solution in the boundary layer near the inner
boundary ξ = 0. For that, we have performed a process very similar to the one
applied to the characterisation of the inner solution near the outer boundary.
Most changes stem from different rescaling on ξ, namely
ξ =
x
R∗(t)β
, x = O(1) as t→∞, β > 0.
Indeed, we now want to consider a thin strip near ξ = 0, rather than ξ = 1,
which justifies the rescaling above.
Following the same process as in the previous section, we found that the
inner solution near the inner boundary ξ = 0 satisfies at order one:
α˜(x, t) = e(γ0−2λ2)tA(x)
v˜1c (x, t) = e
(γ0−2λ2)tV 1c (x)
v˜2c (x, t) = e
(γ0−2λ2)tV 2c (x)
v˜1w(x, t) = e
(γ0−2λ2)tV 1w(x)
v˜2w(x, t) = e
(γ0−2λ2)tV 2w(x)
where
ξ =
x
R∗(t)
and A(x), V 1c (x), V
2
c (x), V
1
w(x), and V
2
w(x) satisfy
0 =
[∂Sc
∂α
(αh, C∞)− γ0 + λ2
(
1− x d
dx
)]
A− αh dV
1
c
dx
− αhiκV 2c
0 = −Σ′c(αh)
dA
dx
+ µˆc
d2V 1c
dx2
+ (λc + µc)iκ
dV 2c
dx
− µcκ2V 1c
0 =
(
− Σc(αh)− αhΣ′c(αh) + λcλ2
)
iκA+ µcαh
d2V 2c
dx2
+(µc + λc)αhiκ
dV 1c
dx
− αhκ2µˆcV 2c
0 =
λ2
1− αh
(
1 + x
d
dx
)
A+ αh
dV 1c
dx
+ αhiκV
2
c
+(1− αh)dV
1
w
dx
+ (1− αh)iκV 2w
0 =
λ2iκ
1− αhxA+ αhiκV
1
c − αh
dV 2c
dx
− αhiκV 1w + αh
dV 2w
dx
,
and V 1c (0) = V
2
c (0) = V
1
w(0) = 0.
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Far field behaviour when x→∞ is, at first order
A(x) ∼ D1x
V 1c (x) ∼ D1γ1
V 2c (x) ∼ D1γ3x
V 1w(x) ∼
λ2
αh(1− αh)D1x
2
V 2w(x) ∼ D1B1x,
where matching yields
D1 =
1
R0
lim
ξ→0
dα
dξ
(ξ), and α(ξ) ∼ D1R0ξ,
when ξ → 0. Details of this derivation can be found in [6].
As in the previous sections, notice again that all the exponential decay rates
specified for the inner solution near the inner boundary, interestingly enough,
do not depend on the wavelength κ of the perturbation in question.
At this point, notice that the asymptotic characterisation of the outer and
inner solutions has been obtained.
Additionally, the decays found in this characterisation were validated nu-
merically by simulating the system satisfied by the perturbations and comparing
decays to those characterised in the previous sections, for various regions of the
tumour. The interested reader may find more details in [6].
6 Summary
The non-homogeneous base state solutions are unstable to two dimensional
perturbations if one of the following has an infinite limit for some (x, y) ∈
(0, R∗(t))×R when t→∞:∣∣∣∣∣ αˆ(x, y, t)αh
∣∣∣∣∣, ||vˆc(x, y, t)||||vcs(x)|| , ||vˆw(x, y, t)||||vws(x)|| ,
∣∣∣∣∣ Rˆ(y, t)R∗(t)
∣∣∣∣∣,
where || · || is the euclidean norm. Equivalently, since the base state solution is
one dimensional, it is linearly unstable if one of the following is infinite for some
(x, y) ∈ (0, R∗(t))×R when t→∞:∣∣∣∣∣ αˆ(x, y, t)αh
∣∣∣∣∣,
∣∣∣∣∣ vˆjc(x, y, t)vcs(x)
∣∣∣∣∣,
∣∣∣∣∣ vˆjw(x, y, t)vws(x)
∣∣∣∣∣,
∣∣∣∣∣ Rˆ(y, t)R∗(t)
∣∣∣∣∣, j = 1, 2.
By inserting the definition of the base state solutions into the ratios above
and using the (ξ, t), (X, t) and (x, t) formulations defined in the previous section,
through some algebraic manipulation, it is thus possible to prove that the base
state solution is linearly unstable to two dimensional perturbations if one of the
following is infinite for some ξ ∈ (0, 1), X,x ∈ [0,∞) when t→∞:
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|α˜(ξ, t)| |v˜jc(ξ, t)|e−λ2t |v˜jw(ξ, t)|e−λ2t
|α˜(X, t)| |v˜jc(X, t)|e−λ2t |v˜jw(X, t)|e−λ2t
|α˜(x, t)| |v˜jc(x, t)| |v˜jw(x, t)|
for j = 1, 2 or
lim
t→∞ |R˜(t)|e
−λ2t =∞.
By inserting the asymptotic characterisation of the perturbations obtained
in the previous section into the expressions above, we can find a condition for
instability of the growing base state solutions in terms of γ0 and λ2. By doing
this, we may conclude that for the base state solution to be unstable, one of the
following exponentials must tend to ∞ when t→∞:
e(γ0−λ2)t, e(γ0−2λ2)t, e(γ0−3λ2)t.
Thus, since λ2 > 0, for instability we must have γ0 − λ2 > 0.
6.1 Conclusion
The growing base state solutions (αh,vcs,vws,R∗) of the two dimensional limit
case system with negligible nutrient uptake and cell drag obtained in section 3
are unstable to two dimensional perturbations when
γ0 − λ2 = ∂Sc
∂α
(αh, C∞)− αhΣ
′
c(αh)
µˆc
+ λ2
(λc
µˆc
− 2
)
> 0,
where αh and λ2 are defined by
µˆcSc(αh, C∞) = αhΣc(αh), λ2 =
Σc(αh)
µˆc
.
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