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 Résumé 
Une brèche est un ensemble de blocs anguleux noyés dans un  ciment de  nature variable. 
Les  brèches hydrothermales sont générées par un processus de  fracturation, de  dissolution des 
fragments,  ainsi  que  des  changements de  composition  causés  par des  eaux souterraines sous 
pression à  haute température. La nature de la majorité des processus impliqués dans la forma­
tion des brèches hydrotherma.les est biell comprise d'un point de  vue géochimique et plusieurs 
modèles basés sur cette perspective existent. Par contre, il  n'existe pas de  modèles approchant 
ces processus d'un point de  vue géométrique. 
Dans ce mémoire, nous proposons un modèle basé sur les automates cellulaires, capable de 
simuler les  principaux processus qui interviennent clans la formation des  brèches. Un automate 
cellulaire est un modèle discret qui consiste en  une grille de cellules pouvant chacune prendre à 
un instant donné un nombre fini  d'états. Le  temps est également discret et l'état d'une cellule 
au temps t est fonction de l'état au temps t -1 d'un nombre fini de cellules appelé son voisinage. 
À chaque nouvelle unité de temps, les  mêmes règles sont appliquées pour toutes les cellules de 
la grille, produisant une nouvelle génération de cellules dépendant entièrement de la génération 
précédente. Cette approche est compatible avec l'aspect discret de la dissolution des minéraux et 
permet l'étude de l'évolution géométrique de fragments de roche virtuelle. Plus spécifiquemellt, 
on  veut  mesurer  la  complexité  morphologique  des  fragments  par lellr  dimension  fractale  de 
bordure,  une  méthode de  mesure  utilisée  sur  des  échantillons  réels  et permettant de  valider 
notre modèle avec des données analogiques. 
Un simulateur a été conçu pour mettre en oeuvre un tel modèle. Celui-ci est codé en Java 
et l'interface graphique est en HTML. Des expériences sur le simulateur ont mis en évidence deux 
régimes de  dissolution: l'un limité par la diffusion  (Diff1Lsion  Limited Regime - DLR), l'autre 
cinétique.  Le  premier  régime  dépend  de  la surface  exposée  et on  y  observe  l'arrondissement 
et  le  lissage  progressif des  fragments.  Le  second  régime  est indépendant de  la surface et on 
observe la formation de  cavités dendritiques et une augmentation progressive de  la complexité 
morphologique. D'un point de  vue géochimique, le régime DLR est dit «contrôlé par la surface» 
alors que  le  régime  cinétique est dit  «contrôlé  par le  transport».  Les  extensions  possibles  au 
modèle sont variées et nombreuses. 
MOTS CLÉS: Brèche Hydrothermale, Automate Cellulaire, Modélisation, Dissolution, Dimen­
sion Fractale INTRODUCTION 
Les  brèches hydrothermales sont souvent associées à des  types de gisements économique­
ment intéressants, en particulier pour le  zinc,  le  cuivre, l'or et l'uranium qu'elles contiennent. 
Comprendre les  processus  intervenant dans la formation  des  brèches est donc très impoltant 
en géologie. Une façon d'arriver à mieux comprendre ces processus consiste à créer des modèles 
numériques. En général, on utilise des modèles numériques pour confirmer ou réfuter des hypo­
thèses théoriques. Dans le  présent cas, nous voulons évaluer la relation entre la surface exposée 
au fluide  d'un fragment et sa morphologie après dissolution. 
En fait, la modélisation du processus de dissolution n'est qu'un petite partie d'un grand 
modèle de bréchification beaucoup plus complexe incluant les  processus de  fragmentation, de 
crOiSSaJlce de cristaux, de diffusion-advection, de percolation et de métasomatose. Ces processus 
géologiques seront expliqués en détail au chapitre 1.  Ce modèle devrait être suffisamment géné­
rique pour simuler la bréchification des roches de toute nature. Le travail accompli dans le cadre 
de  ce  mémoire constitue donc la première étape de conception d'un modèle de brèche virtuelle 
complet. 
L'organisation du  mémoire est la suivante. Le  premier chapitre présente les  fondements 
théoriques des concepts géologiques sur lesquels se  base notre modèle. Le deuxième chapitre est 
consacré à l'explication des deux paradigmes de modélisation utilisés pour mettre en oeuvre les 
processus géologiques. Ces deux paradigmes sont la résolution d'équations aux dérivées partielles 
et les  automates cellulaires. Le  troisième chapitre explore en détail la mise en  oeuvre du  simu­
lateur : les  st.ructures de données, les  principaux modules, les  processus et les  algorithmes. Le 
quatrième chapitre présente un guide d'utilisation du simulateur. Le dernier chapitre résume les 
expériences et les résultats obtenus grâce au simulateur. Soulignons qu'au moment de déposer ce 
mémoire, un article de revue (32) était en cours d'approbation au Joumal of Structural Geology. Chapitre 1 
NOTIONS DE BASE DE GÉOLOGIE 
Nous  présentons  ici  les  notions  de  géologie  qui  seront  nécessaires  pour  comprendn~ le 
problème  traité dans ce  mémoire.  l\ous définissons  les  concepts  de  brèche hydrot.hennale,  de 
géométrie fractale ainsi que plusieurs processus intervenant dans la format.ion et l'altération des 
brèches. 
1.1  Brèches hydrothermales 
Une  brèche  est  un  ensemble  de  blocs  anguleux  noyés  clans  un  ciment  - aussi  appelé 
matrice - de nature variable. Les  brèches hydrotherrnales sont caractérisées par un  processus 
de  fracturation  ainsi  qu'une dissolution  des  fragments  causée  par des  eaux souterraines sous 
pression à haute température (i.e., plus de 300°C environ). 
Contrairement à d'autres types de brèches, les  brèches hydrothermales ne font  pas inter­
venir des variations de  la pression solide mais bien  des va.riations dans la pression des fluides. 
Il faut not.er que cles  variations dans la pression des fluides font quand même varier la pression 
solide.  Une diminution de la pression entraîne une bréchification par implosion hydraulique alors 
qu'une augmentation mène à la formation d'une brèche par explosion (31). 
L'étude des brèches, et plus particulièrement celle des brèches hydrothermales, est impor­
tante car de nombreux gisements de minéraux sont associés à  de  vastes ensembles de  brèches. 
De par leurs mult.iples origines et leur répartition dans des milieux difFérents, l'étude des brèches 
est à la rencontre de nombreuses spécialités des géosciences. 3 
Définir  les  caractérisques des  brèches,  et en  particulier  leur  géométrie,  requiert  quatre 
paramètres: la complexité morphologique cles  fragments (Dm), la distribution granulométrique 
(Ds),  la fabrique  (i.e.,  l'orientation) et la dilatation  (i.e.,  l'espacement des  fragments).  La fi­
gure 1.1  permet d'observer et.  de  comparer l'effet  typique de ces quatre paramètres dans le  cas 
à deux dimensions (30).  Soulignons toutefois que les  processus réels sont à trois dimensions. 
- La complexité  morphologique  (Dm)  indique  à  quel  degré  la  surface  d'un solide  est 
accidentée. Elle peut être analysée soit en utilisant la transformée de Fourier, soit par des 
méthodes fractales, sujet de la prochaine section. Un  Dm élevé indique une complexité 
morphologique élevée et donc un haut degré de corrosion. 
- La granulométrie (Ds)  correspond à  la distribution des fragments en fonction  de  leur 
taille et est caractérisée par des lois complexes. On calcule Ds en faisant le  rapport du 
nombre de petits fragments sur celui de  gros fragments. Une explosion est caractérisée 
par une valeur de Ds élevée et des fragments de tailles variées alors que pour des brèches 
formées dans des zones cont.raintes uniformément, les fragments ont approximativement 
la même taille et la valeur de  Ds sera proche de  l. 
- La fabrique est l'ensemble des caractères structuraux d'une roche. Elle peut être mesurée 
grâce à  deux paramètres: l'orientation des  fragments, exprimée par la moyenne ou  le 
model , et un indice de dispersion tel que l'écart type de la distribution des orientations. 
- La dilatation représente l'espacement entre les  fragments et  peut être calculée par le 
rapport entre la surface des fragments et la surface de  la matrice. 
1.2  Géométrie fractale 
Depuis sa conception par I3enoit Mandelbrot (37), la géométrie fractale a changé la façon 
cle  comprendre et d'étudier la nature (6).  La géométrie fractale est un langage mathémat,ique 
pouvant. servir à  décrire plusieurs phénomènes que  les  géologues observent..  Très t6t dans leur 
formation de terrain, les  géologues  apprennent à  photographier les  roches en  plaçant un objet 
de dimension connue tel qu'un marteau, un pic, un  crayon, etc. Pourquoi? Pa.rce qu'il n'est pas 
toujours facile de déterminer l'échelle de l'objet photographié (6). En effet, certaines struct.ures 
ne semblent pas avoir d'échelle caractéristique. On dit de ces objets qu'ils sont autosemblables, 
c'est-à-dire qu'on peut les  observer à différentes échelles et observer presque toujours la même 
image. Le flocon de Koch montré à la figure 1.2 en est un bon exemple. En sciences de la terre, 
IDans le  cas d'une variable discrète, le mode est la valeur dont l'elfectir (la fréquence)  est maximal (43). 4 
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FIG.  1.1 Paramètres géométriques permettant de caractériser une brèche.  Note: les  termes 
sont en  anglais (30). 
des  travaux  plus  avancés  sur  le  sujet ont été faits  dans  deux  domaines:  la morphologie  des 
rivières et la fragmentation  (31).  Dans le  cadre de ce  travail,  notre utilisation de  la géométrie 
fractale sera limitée à la mesure de  la complexité morphologique des fragments. 
o 
FIG.  1.2 Flocon de  Koch, construit par reproduction autosemblable du même motif.  Adapté 
de H.  von Koch  (56). 
Il  existe plusieurs méthodes pour déterminer la dimension fractale d'un objet, méthodes 
qui  dépendent du  type d'objet que  l'on veut étudier.  Les  deux  plus  connues sont la méthode 
du diviseur et la méthode des boîtes. C'est cette dernière qui retiendra notre attention. Il  nous 
faut tout d'abord une image en noir et blanc. Le noir représente l'objet dont on veut mesurer la 
dimension fractale. On divise ensuite l'image en morceaux de tailles identiques en lui superposant 
une grille pour laquelle chaque carré portera le  nom de  boîte  (voir figure  1.3). Puis, on compte 
le nombre de boîtes contenant du noir et on déduit une probabilité de présence. On recommence 5 
l'opération mais en  faisant varier la taille des  boîtes. On place ensuite les  deux probabilités de 
présence sur  un  plan  cartésien et on  tire  une  droite  reliant chaque  point.  La pente de  cette 
droite correspond à  la dimension fractale.  Pour une plus grande précision, on peut faire  varier 
plusieurs fois  la taille des  boîtes.  Cc  calcul est très facile  à effectuer sur un  ordinateur avec  le 
logiciel  approprié.  Pour mesurer des  fragments  d'une brèche,  il  suffit  d'en prendre une  photo 
numérisée et d'en faire l'édition de  manière à garder seulement l'intérieur en noir et l'extérieur 
en  blanc. Le  logiciel peut alors utiliser cette image et effectuer le travail décrit ci-haut. C'est la 
méthode utilisée pour calculer la dimension fractale de  fragments de  roche réels.  La dimension 
fractale permet de mesurer et de comparer la complexité morphologique de fragments de brèches. 
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FIG. 1.3 Grille pour la méthode des boîtes: on compte le nombre de carrés touchés par le tracé. 
1.3  Mécanismes de formation et d'altération des brèches 
1.3.1  Fragmentation de la roche 
La fragmentation de  la roche,  c'est l'action de  briser, fracturer ou  morceler la roche en 
plusieurs fragments. Il existe deux grandes géométries (ou catégories) de fragmentation en géolo­
gie : la fragment.ation régulière et la fragmentation fractale. De manière générale, la propagation 
des fractures sera lente dans les systèmes de fracturation nécessitant une faible intensité énergé­
tique.  Les  fragments résultants seront de tailles approximativement identiques, ce qui conduira 
à  une distribution de  type gaussienne  (39).  La propagation des fractures sera rapide pour les 
systèmes de fracturation nécessita.nt  une forte  intensité énergétique, ce  qui mènera à  une dis­
tribution des  fractures  proche d'une loi  log-normale.  Une  analyse fractale du milieu  résultant 
permet d'observer une distribution fractale de la taille des fragments avec un Ds  proportionnel 6 
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FIG.  1.4 Comparaison des  régimes cinétique et DLR.  Les  valeurs numériques représentent le 
Dm caractérisant une brèche (voir la section 1.1). 
à l'intensité énergétique (53).  On observera ainsi un petit nombre de gros fragments et un très 
grand nombre de petit.s fragments (voir figure 1.1). Anoter qu'il est difficile de t.rouver des lois 
simples reliant l'énergie de la bréchification et la morphologie du milieu résultant (30). 
1.3.2  Dissolution 
La dissolution est l'action de dissoudre une substance dans une autre. Il s'agit d'un proces­
sus important agissant au sein des brèches. La vitesse de dissolution d'une roche est influencée 
par la température, la pression, la nature et le pH du fluide, la nature des minéraux, le blillllage 
ou l'enduit (13), la surface ainsi que la perméabilité. 
Deux types de régimes de dissolution ont été mis en évidence par Sahimi et Tsotsis (48). 
Le  premier, dit  «cinétique», est caractérisé par un  taux de dissolution limité  uniquement par 
la vitesse  de  réaction chimique qui  corrode la surface d'un fragment  indépendamment  de  la 
surface exposée et qui laisse le fragment dans un état hautement accidenté. L'autre mécanisme 
est dit «limité par la diffusion»  (Diff'usion Limited Regime - DLR) et seules les parties les plus 
exposées du solide sont atteintes par le fluide.  Le  taux de  dissolution du régime DLR est donc 
dépendant de la surface exposée au fluide et est caractérisé par l'a.rrondissement et le lissage du 
solide (29). La figure lA montre les deux régimes et.  leurs effets sur Ull fragment. 
Il est.  possible d'analyser la morphologie des fragment.s corrodés en mesurant. leur dimen­
sion fractale.  Cette mesure exprime le  degré  d'irrégularité  (complexité)  d'un  objet.  Il  existe 
d'autres  méthodes  pour  analyser  la morphologie  des  fragments  d'une  brèche.  Par exemple, 
lorsque  l'on  cannait la taille  et  la forme  de  l'objet  initial,  on  peut  utiliser  le  rapport Sur­7 
face/Volume pour mesurer l'évolution de la complexité de l'objet (3).  En effet, plus la surface 
d'un objet est corrodée et complexe, plus le  rapport Surface/Volume sera élevé.  Cette méthode 
a l'inconvénient majeur d'être utilisable uniquement en simulation car il est expérimentalement 
très ardu, voire impossible, de mesurer avec une grande exactitude la surface d'un fragment réel. 
La méthode ne permet donc pas facilement la comparaison entre des valeurs expérimentales et 
des résultats de simulation. 
Le  mécanisme de  dissolution cinétique peut mener à l'apparition de nouveaux fragments 
à mesure que le morceau se corrode. Ce faisant, la dimension fractale diminue comme on peut 
le  voir SUI' le  dernier fragment de la figure 1.5 (19). 
La dissolution s'accompagne souvent de métasomatose (voir la section 1.3.5) sur les pa.rois 
et, dans une certaine mesure selon la pénétration interne du fluide, à l'intérieur des fragments. Ce 
changement de  composition externe du solide peut mener au blindage du fragment, c'est-à-dire 
que le  processus de dissolution sera ralenti voire même bloqué à cause des propriétés chimiques 
du nouveau minéral (32;  13). 
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FIG.  1.5 Création de nouveaux fragments par le  processus de dissolution et diminution de la 
dimension  fractale  : les  dimensions fra.ctales  sont respectivement  : 1.017,  1.046,  1.046,  1.052, 
1.053 et 1.016 (commençant en bas à gauche et terminant en haut à droite). 
1.3.3  Précipitation 
Le mécanisme de  précipitation (i.e., croissance des cristaux) est un processus antagoniste 
à celui de la dissolutioll. Les systèmes solide-fluide tendent gélléralement vers un équilibre local 
entre la dissolution et la précipitation. On distingue deux facteurs qui influencent ou  contrôlent 
la croissance des  cristaux: la surface et le  transport. Il  semble  que le  taux de  croissance des 
cristaux soit limité par le facteur le  plus lent des  deux.  On dira que le  processus de  croissance 8 
est limité par la  sU/jace quand l'arrivée des élément.s est rapide et que le processus d'accrochage 
est lent.  Quand  le  processus d'accrochage des  éléments est rapide et que l'arrivée d'éléments 
est lente, on  dira que le  processus est  limité par le  transport.  D'autres facteurs influencent la 
vitesse cles  processus et déterminent quel sera le facteur de croissance limitant. La température, 
la pression, le  taux de sursaturation du fluide et la morphologie de  la surface en sont cI'autres. 
En général, les  fragments  à  la morphologie lisse sont associés  à  un fiuide  peu  sursaturé, clone 
à  une croissance lente des cristaux, la surface étant alors le facteur limitant. Les fragments de 
morphologie complexe sont plutôt a.'3Sociés  à  un fluide  hautement sursaturé, à  une  croissance 
rapide cles cristaux et, donc, à un processus limité par le transport. Les morphologies complexes 
sont souvent associées à des textures dites dcndritiques2 (exemple: un flocon de neige). La surface 
lisse des systèmes à croissance lente est liée à un rapport des vitesses de dissolution/précipitation 
se rapprochant de 1. Les excroissances dendritiques sont vraisemblablement dissoutes rapidement 
car leur liaison avec les  autres cristaux est faible. 
1.3.4  Percolation 
La percolation est souvent définie comme le  mouvement de  l'cau dans un milieu poreux 
saturé (43).  On peut la modéliser en  se basant sur la loi  cie  Darcy.  Cette loi  décrit la vitesse 
d'écoulement de l'eau dans un corps poreux, et fut formulée en 1856 par Henri Darcy à la suite 
de  tru.vaux  approfondis sur l'écoulement  cie  l'eau dans une couche  filtrante de sable  (50).  La 
vitesse d'écoulement de l'eau dans  un  milieu  poreux dépend de  la perméabilité du  milieu.  La 
perméabilité est une des variables les  plus importantes déterminant la nature des écoulements 
de  fiuide.  C'est également une cles  plus difficile à  prédire. Les  facteurs les  plus important sem­
blant influencer la perméabilité seraient la topologie, la géométrie du réseau formé par les  pores 
connectés (35)  et la taille des grains. La figure  1.6 montre le  rendu3  d'une définition de milieu 
poreux avec une porosité de 7.5%  (38). 
2Une dendrite est.  une structure qui évolue ou  croît vers une  forme d'arbre, c'est-à-dire se séparant en 
plusieurs branches. Les dentrites cristallines forment naturellement des structures fractales. 
3Représentation d'un modèle 3D par l'affichage et le  traitement de ses surfaces à part,ir de paramètres de 
texture, de couleu r,  cl 'éclairage et d'ombrage (43)  . 9 
FIG.  1.6 Réseau de porcs. 
Une  sous-catégorie de  percolation bien connue est la percolation envahissante (invasion 
percolation)  qu'on retrouve dans les  systèmes de  déplacement fluidc-fiuide  (eau-pétrole, eau­
glycérol, etc.) en milieu poreux (58). Dans ces systèmes, les forces capillaires dominent les forces 
de viscosité.  Plus un  pore est étroit, plus  la force  capillaire domine (6).  Dans les  milieux  de 
porosité ordonnée (porosité aléa.toirement répartie), la croissance des  structures envahissantes 
donne lieu  à des  formes  régulières alors que dans les milieux désordonnés, les formes  observées 
ont une géométrie fra.ctale.  La figure  1.7 est un  exemple de percolation envahissante (16).  On 
peut observer que le  fluide  envahissant  (noir)  évolue  vers  la droite et emprisonne parfois des 
régions de fluide défendant'J  (blanc). 
FIG. 1.7 Un exemple de percolation envahissante. 
La percolation joue également un rôle important dans l'apport et le  départ d'éléments. 
Ce phénomène sera expliqué un  peu plus en  détail dans la prochaine section. 
1.3.5  Diffusion 
Le  processus  de  diffusion  dans la roche  a  une  grande importance dans l'évolution des 
brèches hydrothermales. La diffusion correspond à un transfert d'éléments sans déplacement de 
4 Par opposition à envahissant. 10 
fluide.  C'est par ce processus que les ions se propagent dans la roche. On distingue deux types de 
diffusion: la. diffusion dans les solides et la diffusion clans les fluides.  Ce processus extrêmement 
lent est souvent négligé dans les  modèles numériques (33).  En effet, les  coefficients de  diffusion 
sont de l'ordre de 10-10 à 10-14 cm2/s pour des températures de 800
0  C.  Ceci veut dire qu'après 
1 à la millions d'années, les distances de diffusion ne devraient pas avoir dépassées 10 cm (17). 
Macroscopic Types of Diffusion 
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FIG. 1.8 Les  trois types de  diffusion macroscopique: surface, volume et joints (35). 
La diffusion correspond à la loi de Fick. Lorsqu'un solide contient de l'eau, on observe des 
coefficients de diffusion  beaucoup plus élevés.  Ceux-ci sont de  l'ordre de  10-5  cm2/s. Les  ions 
sont diffusés dans le fluide adsorbé sur la surface, sur les joints et à l'intérieur des grains6.  La 
figure  1.8 montre ces  trois mécanismes de  diffusion.  La diffusioIl de surface influence surtout la. 
formation de cristaux (voir section 1.3.3). La différence de vitesse entre la diffusion de surface 
et la diffusion sur les joints est habituellement négligeable (35).  Par contre, on remarque que la 
vitesse de diffusion sur les joints peut être de l'ordre de 104 fois supérieure à celle de la diffusion 
de volume pour des températures de quelques centaines de degrés. À  très haute température, la 
diffusion à l'intérieur des grains devient dominante à cause du plus grand nombre de canaux de 
diffusion (35; 30). La nature du  minéral et du fluide jouent également un rôle dans la vitesse de 
diffusion. 
La diffusion joue un rôle important dans le transport d'éléments chimiques et en particulier 
pour la métasomatose. Bernard Guy (24)  définit.  la métasornatose comme suit: 
Transformation non isochirnique, c'est-à-dire transformation mettant en jeu des ap­
5 Adsorption: adhésion  physique ou  physico-chimique à  la surface d'un corps de substances en  solution 
ou  en suspension dans un fluide  (43). 
6 Aussi appelé diffusion de volume. 11 
ports et départs d'éléments chimiques et modifiant donc la composition chimique de 
la roche de départ. 
La théorie élaborée par Korzhinskii (34)  est celle généralement acceptée dans la littéra­
ture scientifique pour expliquer la formation des  zones  métasomatiques. Les  zones d'échanges 
métasomatiques sont caractérisées par l'apparition de discontinuités spatiales de compositions 
ou de concentrations (fronts) (24). 
FIG.  1.9 Exemple  de  métasomatose le  long d'une fracture: on  peut observer les  différentes 
couleurs de  minéraux associées à différentes phases. 
Partout où  il  y  a  mouvement  du  fluide  par rapport à  un  solide  avec  une  tendance à 
atteindre un  équilibre chimique  local,  on  peut observer des  changements chimiques  radicaux 
même si  les  conditions initiales sont continues. L'apparition de fronts est d'abord et avant tout 
un  problème d'échelle (24).  Lorsqu'on fait le  rapport entre l'équation de diffusion  x  =  (Dt)l/2 
et l'équation de  percolation  x  =  vt  (où  D  est le  coefficient  de  diffusion,  t  est le  temps,  v  est 
la vélocité et x est l'espace), le  rapport devient 0 lorsque t  tend vers l'infini.  Lorsque tet/ou 
x  deviennent grands, les  distances  induites  par la diffusion  deviennent  négligeables.  Cela est 
toujours vrai,  peu importe la valeur de  v et de  D,  ce  qui  signifie que pour un certain point de 
vue et pour une certaine échelle, la diffusion n'est pas négligeable et le  front ne  ressemble plus 
à  une discontinuité. On dirait plutôt que le  front s'étale. Pour bien comprendre ce  phénomène, 
imaginons que  l'on trempe une  poche de  thé dans  de  l'eau.  Si  on laisse les  éléments diffuser 
dans l'eau suffisamment longtemps sans introduire de mouvement, on  voit un halo de particules 
de  thé se  former  autour de la poche.  Le  halo semble se  terminer de  manière abrupte, claire, 
précise.  Or, cela dépend de l'échelle à laquelle nous regardons. Avec l'aide d'une loupe de force 
suffisante, on s'apercevrait qu'en fait, le front, la discontinuité observée, s'étale. L'apparition de 
fronts métasomatiques est un phénomène fréquemment observable sur les fragments des brèches 12 
hydrothennales. La figure 1.10 illustre les explications de ce paragraphe. 
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FIG. 1.10 Le diagramme de gauche montre les équations x = (Dt) 1/2 et x = vt dont il est ques­
tion dans le texte. On voit que lorsque t tend vers l'infini, les distances (x) de diffusion deviennent 
négligeables par rapport aux distances de  percolation. La figure  de droite permet de  comparer 
l'étalement des concentrations par rapport à.  l'espa.ce lorsque l'échelle est suffisante (24). Chapitre II 
MODÉLISATION NUMÉRIQUE DE PROCESSUS GÉOLOGIQUES 
La modélisation numérique, a.ussi appelée simulation par ordinateur, permet d'illustrer les 
comportements de systèmes complexes, habituellement basés sur des équations mathématiques. 
La modélisation numérique est utilisée par les scientifiques et les  ingénieurs pour confirmer ou 
réfuter leurs hypothèses théoriques. Certaines techniques de programmation sont utilisées encore 
et encore en modélisation numérique: le  calcul de mouvement des particules, la résolution de 
matrices et le calcul en grille (2). C'est sur cette dernière technique que nous nous concentrerons 
dans ce  chapitre. 
Le  calcul en grille regroupe les  problèmes pouvant être modélisé5  par des  équations aux 
dérivées  partielles  (par  exemple,  les  flux  de  chaleur,  la diffusion  de  l'eau  dans la roche,  les 
turbulences d'un fluide, le passage de l'air sur une aile d'avion, etc.) ainsi que par des équations 
différentielles ordinaires. Les automates cellulaires et certains problèmes de traitement d'images 
peuvent également être considérés comme du  calcul en grille. On peut même résoudre certaines 
catégories de  problèmes de  matrices grâce à  cette technique  (matrices strictement diagonales 
dominantes). Habituellement, de  tels problèmes sont résolus en approximant la solution à l'aide 
d'une méthode itérative. La méthode itérative la plus  élémentaire est l'itération de  Jacobi.  Il 
existe plusieurs autres méthodes itératives plus efficaces: Gauss-Seidel, successive over-relaxation 
(SOR)  et multigrid, pour n'en nommer que quelques-unes (25; 2). 
2.1  Équations aux dérivées partielles 
Les équations différentielles aux dérivées partielles - EDP - sont importantes dans plu­
sieurs domaines de la physique pour décrire les phénomènes qui varient de manière continue dans 
le temps et ['espaœ. On s'en sert notamment pour les problèmes de difI'usion et de propagation, 14 
en mécanique des fluides, en mécanique quantique et dalls plusieurs autres domaines.  Iln'exis~e 
aucune méthode universelle pour les résoudre toutes. La plupart des EDP n'ont pas de solution 
analytique. C'est pourquoi il  faut souvent utiliser des méthodes numériques pour les résoudre. 
Ce sont les  méthodes de résolution numérique qui nous intéressent dans ce cas-ci. 
Les définitions suivantes proviennent des notes du cours MATH-303 du Cégep de :Maison­
neuve (27). 
Définition 1  (Équation différentielle)  Équation contenant des  dérivées. 
Définition 2 (Équation différentielle ordinaire (EDO))  Équation différentielle ne possé­
dant qu'une seule variable indépendante. 
Définition 3  (Équation différentielle aux dérivées partielles (EDP))  Équation différen­
tielle possédant plus d'une variable indépendante en plus de  la  variable  dépendante. 
Définition 4  (Ordre)  L'ordre  d'1me  équation  différentielle  est  celui  de  la  dérivée  de  l'ordre 
le  pl'us  élevé  qui  y figure.  Par exemple,  si une  équation  contient des  dérivées  premières et des 
dérivées secondes,  l'ordre le  plus élevé est 2. 
Définition 5  (Solution générale)  La solution générale  d'une  équation  difféTentielle  d'ordre 
n  est une solution qui contient n  constantes arbitraires et indépendantes.  La solution générale à 
une EDO consiste en une famille de  courbes qui satisfont l'équation difféTent'ielle donnée.  Chaque 
courbe repr'ésente une solution partic'ulière. 
Définition 6  (Solution particulière)  La  sol1Ltion  particulière  d'une  équation  différentielle 
d'ordr'e  n  est une solution dans  laquelle  les  constantes sont détenninées,  génémlernent à l'aide 
d'une  ou  plusieurs  hypothèses  sur la  variable  dépendante,  hypothèses  appelées  conditions ini­
tiales. 
2.1.1  Types d'équations 
Soit une EDP d'ordre 2 de la forme suivantc1 : 
[Pu  [Pu  [Pu  on  Du 
A-+ B--+ C-+D-+ E-+ Fu = G  (2.1)
ô:r;2  oxoy  oy2  ô:/;  ôy 
lVéquation de  la diffusion décrite à la section 2.1.3 est une équation d'ordre 2. 15 
Une  telle équation est dite hyper'ùolique  au point (xo,  Ya)  si  et seulement si  ce  point est 
élément du domaine D de la solution et 13(xo, YO)2 - 4A(xo: Yo)C(xo, Yo)  est positif. Si l'équation 
est hyperbolique pour tous les points du domaine D, on dit alors que l'équation est hyperbolique. 
Si  B(xo, YO)2  - 1A(xo, Yo)C(xo, Yo)  est nul  pour tous les  points de  D,  alors l'équation est dite 
parabolique.  Si  c'est négatif, alors l'équation est dite elliptique  (7;  46). 
En physique, il  existe cles équations d'importance pour chaque type. Par exemple, l'équa­
tion  de  Laplace et l'équation de Poisson sont cles  équations dites elliptiques.  L'équation de  la 
diffusion est un excellent exemple d'équation parabolique. Les équations paraboliques sont gé­
néralement faciles  à  résoudre  de  manière  numérique.  L'équation d'oncle  est  un  bon  exemple 
d'équation hyperbolique.  Les  équations hyperboliques sont généralement plus  complexe  cl  ré­
soudre numériquement que les équations paraboliques. 
2.1.2  Méthodes de résolution numérique 
En général, les équations différentielles ordinaires - EDO -- sont plus faciles à résoudre 
analytiquement que les  équations différentielles  partielles - EDP.  Plusieurs méthodes analy­
tiques  existent  pour  résoudre  les  EDP  : la  transformée  de  Backlund,  les  équations caracté­
ristiques, la fonction  cie  Green, la transformée en  intégrale, la paire Lax:  et la séparation des 
variables en sont quelques exemples  (·16).  Il  existe également  un  grand nombre de  méthodes 
pour résoudre les  EDO. 
De  manière générale, toutes les  méthodes numériques utilisent ce  qu'on appelle une mé­
thode itérative. Il existe plusieurs méthodes itératives, les principales étant Jacobi, Gauss-Seidel, 
successive over-relaxation (SOR) et rnultigrid (2). Les méthodes Jacobi et Gauss-Seidel ct SOR 
sont faciles à implémenter; par contre, les méthodes de type multigrid sont plus complexes. Dans 
Ull contexte où plusieurs modèles interagissent ensemble, SOR est particulièrement intéressante 
car elle possède un paramètre omega  permettant de contrôler la vitesse de convergence. 
Un  exemple de méthode d'analyse numérique est appelée la méthode par éléments finis 
(Finite Element Method  - FEM). Il  existe de nombreux travaux sur le sujet (51). La méthode 
par éléments finis est particulièrement ut,ile lorsqu'on veut résoudre par approximation des équa­
tions différentielles partielles et que certains paramètres sont variables (par exemple, le coefficient 
de diffusion qui varierait en fonction de la nat.ure du  minéral). Les fondements mathématiques 
solides et la grande généralité de cette méthode font qu'elle est adaptable à un grand nombre de 16 
problèmes. La méthode Crank-Nicholson (12)  est un cas particulier de la méthode par éléments 
finis.  Par une série de  transformation mathématiques, celle-ci  ramène l'équation différentielle 
partielle à  une  équation différentielle ordinaire. Il faut  alors  utiliser la méthode par différence 
finie  (Finite  Differ'ence  Method).  Cette dernière méthode consiste à  solutionner l'équation par 
approximation en  calculant un nombre fini  de points et en  utilisant une méthode itérative, Le 
plus grand défi  consiste à trouver une équation qui soit une bonne approximation de l'équation 
étudiée  et qui  soit  numériquement stable. Par numériquement stable, on  entend que  l'erreur 
combinée des données en entrée et des calculs intermédiaires ne s'accumulent pas de  manière il. 
rendre le  résultat final  inutilisable. 
2.1.3  Équation de la diffusion 
La technique de  modélisation du  processus de  diffusion est basée sur la résolution d'une 
équation différentielle partielle de  type pamboliqv.e.  Le  choix de  l'équation exacte dépend si  le 
système est ou non à l'équilibre. Lorsque la quantité de matière reste constante pour une surface 
ou un volume, et que le flux de diffusion est le même dans toutes les directions et ne change pas 
avec le  temps, on dira que le système a atteint l'équilibre (steady state). Cet état est décrit par 
la première loi de Fick. 
dC
J=-D­ (2.2)
dx 
Si  les  conditions nous montrent que l'état d'équilibre n'est pas atteint (non-steady  state 
ou  tmnsient state) , il  n'est plus possible d'utiliser la première loi de  Fick et les  concentrations 
changent avec le  temps. L'équation correspondant à cet état s'appelle la seconde loi  de Fick. 
(2.3) 
Toutefois,  ces  deux équations ne  s'appliquent que  rarement à  des  problèmes réels  puis­
qu'elles sont en seule  une dimension.  La seconde loi  de  Fick en  deux ou  en  trois dimensions 
s'énonce respectivement comme suit: 
2 2
8C = D(8 C + 8 C)  (2.4)
8t  8x2  8y2 17 
(2.5) 
Finalement, l'équation de diffusion fait partie d'une classe d'équations comprenant éga­
lement  la loi  de  Darcy  en  hydraulique,  la loi  de  Ohm  en  électricité et  la loi  de  Fourier  en 
thermodynamique. Le  tableau 2.1  résume bien où se situe la loi de Fick au sein ùe cette grande 
classe d'équations. On comprend donc que l'expression «équation de  la diffusion»  est une sim­
plification. Pour être tout à fait rigoureux, il aurait donc fallut préciser que nous travaillons avec 
l'équation de la diffusion des solutés, qui correspond à la loi de Ficle. 
Pression ou cbarge  Potentiel  iTempérature  Concentration 
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FIG. 2.1 L'équation de la diffusion; un gradient qui produit un flux.  En caractère gras sur la 
diagonale, l'équation de la diffusion porte alors le  nom loi  de Darcy, loi  de Ohm, etc.  (Adapté 
de Alain Rouleau, UQAC  (45)). 
2.2  Automates cellulaires 
2.2.1  Historique 
Pendant longtemps, les  scientifiques croyaient que la meilleure façon de modéliser la na­
ture était à l'aide d'équations mathématiques. Au  début des années 80, les  travaux de Stephen 
Wolfram (59) ont montré qu'il était possible de  reproduire sur ordinateur des phénomènes ob­
servables dans la nature à  l'aide de règles simples.  Historiquement, le  concept des automates 
cellulaires - AC  - a  véritablement fait son apparition vers la fin  des années 40  avec les  tra­
vaux sur l'auto-reproduction de John von Neumann (57)  et les  expérimentations de Stanislaw 
Ulam (54). Toutefois, il  s'est écoulé plusieurs années avant que renaisse un intérêt pour les  AC. 
Au  début des années 70,  Martin Gardner publie un  article dans la revue Scientific  Amer-ican 
sur le  «Jeu de la Vic»  (20), inventé par John Conway.  Le jeu en  question possède aujourd'hui 18 
ulle  notoriété quasi-universelle dans les  milieux scientifiques. Il permet de générer des  compor­
tements extrêmement complexes  à  partir de quelques  règles  simples.  À  partir de  ce  moment, 
de  nombreux scientifiques amateurs se  sont intéressés aux AC  et tentèrent de  trouver d'autres 
règles simples pouvant générer des comportements intéressants. Curieusement, très peu de tra­
vaux scientifiques furent  entrepris ou  publiés suite à  la publication de  lvlartin  Gardner.  C'est 
vraiment clepuis les  travaux cie Stephen Wolfram qu'on observe un regain d'intérêt pour les AC 
chez les scientifiques. 
2.2.2  Définitions 
Un  automate cellulaire peut être vu  comme un modèle où  l'espace, le  temps et les  gran­
deurs physiques prennent des  valeurs discrètes. L'espace est représenté par une  matrice cie  cel­
lules, avec une, deux, ou plusieurs dimensions2, selon le problème à traiter. Chaque cellule peut, 
à  un  instant donné,  être dans  un  nombre fini  d'états.  Ces  états sont habituellement associés 
et représentés graphiquement par cles  couleurs. L'état d'une cellule au temps t  est fonction  de 
l'état, au temps t - l, d'un nombre fini  de cellules appelé son voisinage. À chaque nouvelle unité 
de temps, les  mêmes règles sont appliquées pour toutes les  cellules de la grille,  produisant une 
nouvelle génération de cellules dépenclant entièrement de la génération précédente. 
De tels systèmes sont appelés automates cellulaires à la condition que ceux-ci rencontrent 
les  trois propriétés fondamentales suivantes (47)  : 
1.	  Le  paraUélisme : L'ensemble des constituants cie  l'automate évoluent simultanément. 
2.	  La localité: Le nouvel état d'une cellule ne dépend que de son état actuc1 ct de l'état des 
cellules de son voisinage immédiat. 
3.	 L'homogénéité: Les  lois sont universelles, c'est-à-dire communes à l'ensemble de  l'espace 
de  l'automate cellulaire. 
Les automates cellulaires peuvent servir à simuler des systèmes physiques continus décrits 
par des  équations  différentielles  partielles.  Contrairement aux  équations différentielles,  l'idée 
générale d'un automate cellulaire n'est pas de  décrire analytiquement un système complexe à 
l'aide de longues équations (approche descendante)  mais bien de  laisser la complexité émerger 
par l'interaction d'éléments simples, suivant des règles simples (approche ascendante). 
2Toutefois, au-delà de quatre dimensions, l'interprétation devient quelque peu difficile. 19 
2.2.3  Classification et propriétés 
li faut tout d'abord préciser qu'il existe plusieurs modèles de classification des AC.  Celui 
de  Wolfram,  un  modèle comportant quatre classes possibles,  fut  le  premier proposé et est au­
jourd'hui le  plus connu  (60;  41).  La. classe l regroupe les systèmes qui se terminent rapidement 
en  un  état fixe.  Les  systèmes  de  la classe II développent  des  comportements qui  se  répètent 
périodiquement. Ceux de la classe III sont dit chaotiques parce qu'ils évoluent continuellement 
de manière imprévisible et aléatoire. Finalement, les systèmes de la classe IV sont dit structurés 
parce qu'ils peuvent développer des structures complexes bien que parfois instables. Il faut noter 
que cette classification n'est pas universellement acceptée par les  chercheurs de ce  domaine. En 
effet, il n'existe pas d'algorithme permettant de déterminer clairement. la classe d'un AC. David 
Eppstein, qui s'intéresse aux phénomènes des  planeurs3,  a mis en évidence le  «problème de  la 
classe IV»  du  modèle de  Wolfram  (15).  Ainsi,  il  n'existe pas de  test efficace  pour déterminer 
si  une  règle  mène  à  un  AC  de  la classe IV.  Eppstein  propose une  nouvelle  classification plus 
simple.  Mais de façon  générale, le  problème du  classement des automates cellulaires rest.e  ou­
vert.  Il  n'existe toujours pas  de  façon  de  classer  un  AC  a priori,  c'est-à-dire, à  partir de  ses 
règles de  transitions. L'intérêt de  connaître la classe d'un AC  est heureusement peu important 
en  pratique. 
AC réversibles et AC aléatoires 
On dit d'un automate cellulaire qu'il est réversible s'il ne se produit pas de perte d'infor­
mation au cours de l'évolution de celui-ci (4).  C'est le cas lorsque chaque configuration possède 
un  unique successeur et un unique prédécesseur. Un  AC  réversible est donc déterministe: à par­
tir d'une même configuration initiale, l'automate évolue toujours de la même façon.  Certains AC 
évoluent selon  une fonction  aléatoire. Ces automates sont dit probabilistes. De  tels  automates 
sont donc toujours non réversibles. De  plus, chaque simulation est unique à  cause de la nature 
non déterministe de  ce  type d'AC. 
3Les planeurs, de l'anglais glider, sont des structures qui  sc  déplacent d'un bout il.  l'autre de la grille de 
l'AC et qui  réapparaissent après un  certain nombre de générations avec  la même orientation mais à  un endroit 
différent. 20 
2.2.4  Conception 
D'une  manière  générale,  on  peut construire tout  type d'automate cellulaire  en  jouant 
sur les  règles structurelles et fonctionnelles.  Les  premières définissent la structure spa.tiale du 
réseau d'automates, soit sa géométrie.  Ces  règles  structurelles sont le  nombre de  dimensions, 
le  mode d'arrangement des cellules  (i.e., carré, tria.ngulaire ou  hexagonal pour une matrice en 
deux dimensions) et la détermination du voisinage. Les secondes déterminent le nombre d'états 
et les règles de  transition. Le choix de ces deux types de règles permet de construire un univers 
(modèle)  adapté à l'objectif recherché. 
Matrice 
Certains auteurs emploient les  termes grille,  treillis,  réseau,  voire même  échiquier,  pour 
désigner l'espace contenant les c.:ellules sur un automate cellula.ire. Tous ces termes sous-entendent 
que  l'AC  est  bidimensionnel.  Or,  comme  nous  travaillerons  sur des  espaces  à  deux et  trois 
dimensions, nous utiliserons plutôt le  terme matrice pour désigner l'espace d'un AC. 
La matrice, que celle-ci soit bidimensionnelle ou  tridimensionnelle, n'est pas limitée à des 
cellules  carrées ou  cubiques.  En fa.it,  certains phénomènes sont plus  facilement  modélisables 
lorsque la géométrie des cellules est différente. Les géométries triangulaires et hexagonales sont 
celles  les  plus  coura.mment  utilisées.  Les  figure  2.2  et 2.3  montrent, respectivement,  diverses 
géométries en 2D  et en 3D. 
1  1 
_. -1$ 
FIG. 2.2 Les géométries les plus populaires pour les  matrices bidimensionnelles: carrés, trian­
gulaires et hexagonales (tiré de MathWorid (46)). 
Voisinage 
Soit une matrice Ai bidimensionnelle, le voisinage est l'ensemble des cellules entourant la 
cellule Af(i,j) qui peuvent avoir un impact sur celle-ci.  La cellule M(i,j) ne fait  normalement •••• 
21 
FIG.  2.3 Différents  types de  polyèdres pouvant servir de  cellules pour une matrice tridimen­
sionnelle (source inconnue). 
von Neumann  Moore 
r:::l  r=2  r:::l  r:::2 
FIG. 2.4 Voisinages les  plus couramment utilisés (adapté de Alesdar.org (8». 
pas  partie du voisinage.  Les  voisinages les  plus  connus sont ceux de  von  Neumann,  Moore et 
Margolus4 .  On peut également utiliser d'autres types de  voisinages mais leur application à des 
modèles du  monde réel  semble restreinte.  Comme la Figure 2.4  le  démontre, les  voisinages ne 
sont pas restreint à un rayon de 1. 
Conditions de bordure 
:Même  si  en  théorie  un  automate cellulaire  ne  devrait  pas  avoir  de  borne,  la mise  en 
oeuvre sur un  ordinateur requiert de  définir des  matrices de taille f-inie.  On  définira alors des 
conditions aux bordures qui permettront de simuler une matrice de taille infinie  (par exemple, 
en  changeant les  valeurs des bordures de  manière périodique). Toutefois, il  arrive souvent que 
le  phénomène  naturel qu'on  désire  simuler soit  défini  pour un  environnement  bien  précis  et 
nécessite des contraintes pour être réaliste. Dans pareil cas, on utilise une condition de bordure 
à valeur fixe  qui consiste à définir des bornes et à les garder tout au long de l'exécution de l'AC. 
C'est ce  type de condition de bordure qui sera utilisé dans le simulateur. 
4Le  voisinage de  Margolus, défini sur des  blocs de  2x2  cellules sur des matrices en deux  dimension~, est 
utile pour la modélisation de systèmes physiques (par exemple: le  modèle lattice-gaz). 22 
Conditions initiales 
Les  conditions  initiales  peuvent  être générées  aléatoirement ou  être spécifiées  de  façon 
particulière. Une façon courante de générer aléatoirement une condition initiale est de définir un 
nombre de cellules proportionnel à un pourcentage prédéfini auquel correspond un état possible. 
Par exemple, si  les  états possibles sont un nombre fini  de couleurs (bleu, rouge ct jaune), alors 
on fera correspondre à chaque état un pourcentage pertinent pour le  problème: 
- Bleu: 10%
 
- Rouge: 20%
 
- Jaune: 70%
 
Par conséquent, si le nombre total de cellules de la matrice est 100, on distribuera de façon 
aléatoire ou  particulière (selon  le  problème), 10  cellules à  l'état bleu,  20  cellules  à  l'état rouge 
et 70  cellules à l'état jaune. 
Règles de transition 
Les  règles de  transition définissent la nature des interactions entre les  cellules.  Les  règles 
de  transition sont par définition  homogènes et appliquées de façon  simultanée sur l'ensemble 
des  cellules  de  la matrice. Les  règles ne sont ni  plus ni  moins  qu'un algorithme qui  permet de 
déterminer vers quel état évoluera une cellule à la prochaine itération en fonction de l'état des 
cellules de son  voisinage. 
Peu  de  choses sont connues sur  la conception des  règles  de  transition.  Ainsi,  il  n'existe 
aUCUIl  algorithme permettant de  déduire systématiquement les  règles  à  utiliser  pour produire 
un  certain comportement observable ou mesurable des  AC.  L'ensemble des règles de transition 
que  peuvent  prendre  un  automate  est  infini.  Une  règle  traditionnelle  consiste  à  compter  le 
nombre de  cellules  du  voisinage qui sont à  l'état Eo, El, E2 ,  ...,  En, et à  décider de  manière 
prédéterminée (20)  ou de manière probabiliste (32)  l'état suivant. 
2.2.5  Utilisation des automates cellulaires en modélisation 
De  nombreux modèles sont basés sur les  AC.  Il serait trop long  de  les  décrire tous en 
détail mais voici une liste, non exhaustive, de phénomènes ayant été modélisés par des AC  : 
-- Feux de forêts  (5) 23 
- n'affic automobile dans un réseau de rues (10)
 
- Étalement urbain (55)
 
- Dissolution cie  cristaux (32), fonte cie  glace (52)
 
- Croissance  des  arbres,  des  feuilles,  des  fleurs,  des  plantes,  des  mollusques  (61),  des
 
coraux (33), des cristaux (flocons de neige)  (1) 
- Turbulence dans les  fluides,  dynamique des  fluides,  dynamique des  gaz  (i.e.,  modèles 
lattice-gaz) (18) 
- La diffusion (thermique, électrique, chimique, etc)  (25) 
2.3  Conclusion 
Les  deux paradigmes de  modélisation  que nous  avons  introduits dans ce  chapitre sont 
applicables dans des situations variées. Dans le prochain chapitre, nous verrons comment chaque 
processus géologique décrit au chapitre 1 peut être modélisé à l'aide de l'urw des deux approches. 
Le  choix de l'approche variera selon la situation. Chapitre III 
CONCEPTION ET MISE EN OEUVRE DU SIMULATEUR DE
 
BRÈCHES HYDROTHERMALES
 
Le simulateur de  brèches hydrothermales modélise plusieurs processus géologiques parmi 
ceux vus au chapitre 1.  Bien que le simulateur pourrait intégrer tous ces  processus, pour l'ins­
tant, il  permet seulement de simuler la dissolution, la précipitation, la diffusion et les  échanges 
métasornatiques.  Les  processus de  dissolutioll, de  précipitation et cl 'échanges  métasornatiques 
sout modélisés  par des  automates cellulaires alors que  le  processus  de  diffusion  est  modélisé 
par  Ulle  équation aux dérivées partielles.  Ce  chapitre présente en  détail la mise en  oeuvre du 
simulateur de brèches hydrothermales. 
3.1  Conception 
3.1.1  Structures de données 
La pierre  angulaire du  simulateur est  la roche  virtuelle,  une  matrice de  deux  ou  trois 
dimensions, de  taille paramétrable. Chaque cellule de la matrice contient plusieurs champs uti­
lisés  pa.r  les  différents  modèles  géologiques.  Les  trois  automates cellulaires  utilisent.  le  même 
champ, nommé nature (i.e., nature du minéral), pour décrire l'état de l'automate. L'algorithme 
de diffusion ct l'automate cellulaire d'échanges métasomatiques utilisent le même champ appelé 
concentration (i.e., mat.ière en solution). L'algorithme d'identification de nouveaux fragments 
nécessite un champ idFragment pour associer à chaque cellule un identifiant unique. 
En résumé, chaque cellule de la. matrice contient trois champs: nature (int), concentrat  ion 
(double) et idFragment (int). Sur la plupart des ordinateurs modernes, un  int occupe 32 bits 
et un double occupe 64  bits. Chaque cellule totalise 128 bits d'information, donc 16 octets. 25 
Dans le but de donner un ordre de grandeur de la quant.ité d'espace mémoire nécessaire, 
voici  quelques exemples de simulation possibles: 
- Une simulation en deux dimensions utilisant une matrice carré de 1000 pa.r 1000 cellules 
nécessiterait 1 million de cellules de  16 octets, donc 16 Mo. 
- Une simulation en trois dimensions utilisant une matrice cubique de  1000 par 1000 par 
1000 cellules nécessiterait un milliard de cellules de 16 octets, donc 16 Go. 
- Une  simulation  moins  ambitieuse en  trois  dimensions  utilisant  une  matrice  cubique 
de  300  x  300  x  300  cellules  nécessiterait  27  millions  de  cellules  de  16  octets,  ce  qui 
totaliserait environ 432 Mo. 
Il  faut également ajouter à  cela les  structures de  données nécessa.ires  pour l'algorithme 
d'identification des fragments (totalisant n2 fois 32 bits) et quelques autres structures de données 
moins importantes (par exemple, les statistiques). 
La simulation en trois dimensions est donc trop volumineuse pour les ordinateurs person­
nels sauf si l'on réduit la taille de la matrice.  C'est pour cette raison qu'il serait avantageux à 
bien des égards de pa.ralléliser le simu1D..teur,  notamment à cause des grandes qua.ntités d'espace 
mémoire nécessaires mais aussi à cause des  temps d'exécution beaucoup trop longs en trois di­
mensions.  D'autre part, les  automates cellulaires,  utilisés pour la mise en  oeuvre de  plusieurs 
processus, sont par définition des  systèmes naturellement parallèles (25;  2). 
Il  est.  important de  noter  qu'il  aurait fallu  fixer  les  exigences  en  mémoire  propres  au 
domaine de notre application mais que cela n'a pas été fait parce que nous nous étions basés sur 
un prototype qui, lui, n'en tenait pas compte. 
3.1.2  Architecture 
Le simulateur est divisé en sept modules qu'on peut voir au premier niveau du diagramme 
hiérarchique de la figure 3.1. Chacun des modules est décrit plus en détail à la section suivante. 
Pour mieux comprendre les rela.tions entre les modules, on peut consulter le diagramme de classes 
en annexe B. Sur le diagramme de classes, chaque module est associé à une classe unique. On voit 
également des  classes auxquelles ne sont associées aucun module.  Ces  classes supplémentaires 
sont nécessaires pour la mise  en oeuvre mais  pas pour la compréhension globale du  système. 
C'est ce qui explique pourquoi on ne  peut pas les  voir sur le  diagramme hiérarchique. 26
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Dissolut.ioll­ Diffnsion 
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Transfonuation 
FIG.  3.1 Diagramme hiérarchique du logiciel de simulation de urèches hydrotherrnales. 
Le logiciel est conceptuellement divisé cn deux couches: la couche présentation ct la couche 
application, aussi appelée le  domaine.  La couche présentation, dont les  tâches sont essentielle­
ment les  interactions avec l'utilisateur et les entrées/sorties, comprend les  modules d'affichage, 
de génération d'images, de statistiques et de configuration. La couche application wmprend le 
module simulation, qui regroupe la mise en oeuvre de  tous les  processus. La figure 3.2  montre 
les  modules du logiciel séparés selon leur couche respective. 
Configuration  Affichage  G6n6raleur d'images 
PréScllt;ltion 
Statistiques 
Définition du  milieu  Simulation  Identification des Domaine 
fragments 
FIG.  3.2 Modules du simulateur séparés selon leur couche logiciel: en haut, les modules de  la 
couche présentation et, en bas, les modules de la couche application, aussi appelée le  domaine. 
Le module de statistique est à cheval sur les  deux couches parce que celui-ci regroupe qllelques 
variables (couche application) et quelques fonctions d'affichage(couche présentation). 27 
3.2  Couche application 
3.2.1  Définition du milieu 
Le  milieu, ou la roche virtuelle, est une matrice où chaque cellule peut prendre plusieurs 
états: minéralisé (quartz, feldspath, etc.) ou  non minéralisé (connecté, non connecté). Les  es­
paces non minéralisés sont remplis par un fluide déterminé au départ qui reste toujours le même. 
Un fiuide aura un comportement différent selon qu'il est connecté ou non au réseau de fracture. 
Dans cc simulateur, deux cellules de fluide ne peuvent être connectées que par les plans orthogo­
naux et jamais par les  diagonales. Les espaces minéralisés peuvent prendre autant d'états qu'il 
existe de  minéraux dans la roche virtuelle.  La figure  3.3  récapitule les  types d'états possibles 
que pcuvent prendre les  cellulcs. 
Cellule 
/~ 
i'vlinéralisée  Non 111inéralisée (FI1Lide) 
/I~  I~ 
Q'uartz  Feldspath  ...  Connectée  N on Connectée 
FIG. 3.3 Types de cellules possibles dans une roche virtuelle. Les types de cellules correspondent 
aux états d'un automate cellulaire. 
Durant l'étape cie  configuration, l'utilisateur peut paramétrer la roche en  précisant si  la 
simulation sc fera cn deux ou trois dimensions, la taille de la matrice et la taille du fragment, le 
type de voisinage (von Neumann ou Moore) et, finalement, choisir entre trois roches prédéfinies 
ou  importer la  matrice d'une roche définie  manuellement.  Le  rôle  de  l'étape de  définition  du 
milicu,  une fois  la configuration effectuée, est donc de générer la roche virtuelle qui sera traitée 
par le simulateur. La figure 3.4 montre un exemple de roche virtuelle. 
3.2.2  Simulation 
Le module de simulation modélise quatre des  six processus géologiques associés à la.  for­
mation des  brèches. Trois de ces processus sont mis en oeuvre grâce des  automates cellulaires: 
un de dissolution, un de précipitation et un d'échanges méta,'3omatiques. L'autre processus géo­28 
FIG. 3.4 Une roche plutonique virtuelle en 3D. On peut observer des phénocristaux de feldspath 
(gris), des micas (noir) et des quartz (blanc). 
logique,  la diffusion,  est  modélisé  par une  équation  aux dérivées  partielles et résolue par une 
méthode itérative. Les  changements d'états des automates cellulaires, représentés à l'écran par 
des changements de couleur, correspondent soit à des changements de composition minéralogique 
(échanges métasomatiques), soit à un changement solide-fluide (dissolution) ou fluide-solide (pré­
cipitation). L'algorithme de simulation vu du plus haut niveau est le  suivant: 
PROCEDURE  simuler(  ) 
POUR  nolteration =0,  nblterations  FAIRE 
SI  OPTION_DIFFUSION  est activée  ALORS 
diffuser() 
FIN  SI 
changerEtats  () 
Il La  méthode  changerEtats()  exécute  le  code  des  processus  de  dissolution, 
Il de  précipitation et de  métasomatose. 
FIN  POUR 
FIN  PROCEDURE  simuler 
Conceptuellement,  les  automates cellulaires  utilisent  une  même  matrice MA et l'algo­
rithme de résolution de  l'équation de la diffusion  (ARED)  possède la sienne, MD. Les  cellules 
de la matrice des automates cellulaires possèdent les  champs nature et idFragment. Celles de 
l'ARED possèdent seulement le  champ concentration. Les matrices MA et MD sont de taille 
identique. Lorsque l'état d'une cellule i,j change sur la matrice MA, il  faut parfois changer la 
concentration de la cellule correspondante sur la matrice MD. Cette situation survient lorsqu'il 
y  a  un  changement d'état de  solide  à  fluide  ou  de  fluide  à  solide.  En effet,  lorsqu'une cellule 29 
solide est dissoûte, sa concentration passe directement à 100 alors que lorsqu'il y a précipitation, 
sa concentration passe à o. 
Nous venons de voir que les changements d'état qui surviennent sur la matrice 1\1 A peuvent 
influencer les valeurs sur la matrice 1\1D. Les valeurs de concentration de la matrice 1\1D peuvent, 
quant à elles, influencer la manière dont surviendront les changements d'état sur la matrice MA. 
Le  meilleur exemple est l'automate cellulaire d'échanges métasomatiques (voir section 3.2.2.4). 
Celui-ci peut seulement faire un échange de minéral si la concentration de la cellule de la matrice 
MD est supérieure au seuilMetarnorphose définit pour une une cellule l'vi A de cette nature. Au­
trement dit, le changement d'état pour une cellule M A(i, j) dépend de la valeur de concentration 
de la cellule 1',,1 DU, j). 
Il  serait plus simple de réunir les  deux matrices en  une seule.  C'est effectivemeut ce  que 
nous avons fait. Avec cette union, la matrice M possède donc les champs nature, concentration 
et idFragment. Le  contexte est parfaitement propice à cette simplification car l'équation de  la 
diffusion est très simple et est numériquement stable (voir chapitre 2)  à ce  niveau de précision. 
La majorité des autres systèmes cie  résolution d'équations numériques auraient nécessité d'être 
mis  en  oeuvre sur des  matrices indépendantes avec  des  échelles  qui  leur soient  propres  (i.e., 
différentes  de  celles  des  automates cellulaires qui,  dans  ce  cas-ci,  utilisent  toujours la même). 
C'est ce qu'il faudra faire avec la résolution de l'équation de fronts, qui sera vraisemblablement 
l'objet d'un autre projet de maîtrise. Le pseudo-code qui suit montre la boucle de parcours de la 
matrice (en deux dimensions) ainsi que les conditions déterminant le  type de changement d'état, 
et ce  pour une matrice M  de taille N  par N. 
PROCEDURE  changerEtatsC  ) 
POUR  i  =  0  à  N-l,  j  =  0  à  N-l  FAIRE 
SI  la nature  de  la cellule MCi,  j)  n'est pas  un  Fluide  ALORS 
SI  OPTION_DISSOLUTION  est activée  ALORS 
dissoudreCi,  j) 
FIN  SI 
SI  la cellule  MCi,j)  n'est pas  dissoute  ALORS 
SI  OPTION_TRANSFORMATION  est activée  ALORS 
transformer Ci ,  j)  Il Métasomatose 
FIN  SI 
FIN  SI 
SINON 
SI  OPTION  PRECIPITATION  est activée  ALORS 
precipiterCi,  j) 
FIN  SI 
FIN  SI 
FIN  POUR 
FIN  PROCEDURE  changerEtats 30 
Finalement, il  est important d'expliquer comment le  simulateur peut contrôler la vitesse 
de chaque processus. Tout d'abord, les  paramètres géologiques de chaque processus permettent 
d'avoir un certain contrôle sur la vitesse.  Cependant, il  serait préférable d'avoir un paramètre 
vitesse  indépendant  car modifier  les  paramètres géologiques  peut avoir  une  incidence  sur  le 
résult.at final,  c'est-à-dire la complexité morphologique, la forme,  etc.  En cela, la méthode de 
mise en oeuvre par successive over-relaxation de l'algorithme de la diffusion offre implicitement 
ce paramètre indépendant par la variable omega, qui cont.rôle la vit.esse de convergence (voir aussi 
chapitre 2).  On peut donc contrôler la vitesse de diffusion de l'eau dans la roche virtuelle. C'est 
le contrôle le  plus rigoureux sur les  vitesses qu'offre cette version du simulateur. Une meilleure 
solution consisterait à ajouter un paramètre de  vitesse pour chaque processus et introduire une 
condition avant l'exécution de chaque processus. Par exemple, on pourrait utiliser l'expression 
noIteration % parametreVitesseProcessusA (%  étant le  symbole  pour  modulo).  De  cette 
façon,  chaque processus pourrait être exécuté, de  manière indépendante, une fraction des fois 
qu'on itère la boucle principale du simulateur. 
3.2.2.1  Dissolution 
Le  processus géologique de  dissolution est modélisé par un  automate cellulaire.  Cet AC 
est. non déterministe, c'est-à-dire que pour chaque cellule et pour chaque changement d'état, un 
nombre pseudo-aléatoirel  est généré et est utilisé pour déterminer l'état suivant. La règle locale 
de  transition pour déterminer l'état suivant est décrite par la procédure suivante: 
PROCEDURE  dissoudre(int  i,  int  j) 
déterminer la nature  du  minéral  à  dissoudre  en  M(i,  j) 
indice_dissolution  <- getTauxDissolutionMineral(i,j)  * getTauxDissolutionAlpha(i,j) 
générer  un  nombre  pseudo-aléatoire 
SI  nombre  aléatoire  < indice_dissolution  ALORS 
changer  la nature  de  M(i,  j)  à  Fluide 
FIN  SI 
FIN  PROCEDURE  dissoudre 
Dans  cette procédure,  la fonction  getTauxDissolut ionMineral 0  retourne le  t.aux  de 
dissolution en fonction  de  la nature du minéral pour cette cellule.  La valeur  retournée par la. 
fonction getTauxDisso1utionAlphaO dépend du nombre de cellules de fluide voisines de cette 
1 Il  faut normalement accorder tille gra.nde importance au choix du générateur de nombres aléatoires pour 
qUE'  le simulateur produise de bons résultat.s. Le choix de la mét.hode randomO de la bibliot.hèque Math du langage 
Java. semble produire de bons résultats. 31 
cellule. Donc, selon le type de distribution choisi au moment de la configuration et du nombre de 
cellules de fluide  voisines,  la fonction retourne une  valeur entre 0 et 1.  Cette valeur, multipliée 
par le  taux de  dissolution minéralogique, donne l'indice de  dissolution. L'indice de dissolution 
est en fait  une valeur charnière ou  un seuil relativement auquel est comparé le  nombre pseudo­
aléatoire.  Lorsque le  nombre aléatoire généré est inférieur ou  égal à  l'indice de  dissolution, on 
dissoût.; lorsqu'il est supérieur, il  n'y a aucun changement. 
L'action de dissoudre revient en fait à changer le  champ nature, ou si  l'on préfère, l'état 
de la cellule, à la valeur Fluide. 
3.2.2.2  Précipitation 
Tout comme pour le  processus de dissolution, le processus géologique de précipitation est 
modélisé par un automate cellulaire, lui a.ussi  non déterministe. 
La règle  locale de transition pour déterminer l'état suivant est montré par la procédure 
suivante: 
PROCEDURE  précipiterCint  i,  int  j) 
déterminer  la nature  du  minéral  à  précipiter en MCi,j) 
indice_précipitation  <- getTauxPrécipitationMinéralCi,j)  * getTauxPrécipitationBetaCi,j) 
générer  un  nombre  pseudo-aléatoire 
SI  ce  nombre  aléatoire  < indice_précipitation  ALORS 
changer la nature  de  MCi,  j)  pour le minéral  à  précipiter 
FIN  SI 
FIN précipiter 
Contrairement à  la procédure de  dissolution, on ne  sait pas directement quel sera l'état 
suivant. Dans le cas de la dissolution, on sait toujours que si l'on dissoût, on change la nature de 
la cellule à l'état Fluide. Dans le cas de la précipitation, il faut déterminer quel type de minéral 
précipitera (fera son  apparition).  Plusieurs  techniques  auraient pu être utilisées.  Nous  avons 
choisi d'attribuer à chaque minéral un taux «d'apparition» qui pourrait être interprété comme 
la solubilité de  cc  minéral.  Plus  le  taux d'apparition du  minéral est  élevé,  moins  le  minéral 
est soluble.  Les valeurs des  taux d'apparition sont comprises entre 0 et 1. Une fonction calcule 
les  nouveaux taux d'apparition en  fonction  du  nombre de  minéraux qui peuvent précipiter (le 
nombre de minéraux à  précipiter dépend de la configuration du simulateur et, en particulier, 
du  choix  de  la roche  virtuelle).  Ce  calcul revient  à  établir une  proportion entre les  différents 
minéraux. Chaque minéral se voit attribué deux indices d'apparition (un intervalle) entre 0 et 1. 32 
Un nombre pseudo-aléatoire est généré et on connaît le minéral à précipiter en identifiant entre 
quels indices se trouve le nombre pseudo-aléatoire généré. La figure 3.5 illustre de tels interva.lles. 
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FIG. 3.5 Intervalles d'apparition attribués à chaque minéral. 
Une  fois  les  deux  indices  déterminés, la fonction  getTauxPrécipitationMineralO re­
tourne le taux ùe précipitation en fonction de la nature du minéral à précipiter, déterminé précé­
demment pour cette cellule. La valeur retournée par la fonction getTauxPrécipitationBetaO 
dépend  quant à  elle du  nombre de cellules  minérales voisines de cette cellule.  Donc, selon  le 
type de  distribution choisi au moment de la configuration et du nombre de  cellules  minérales 
voisines,  la fonction retourne une  valeur comprise entre 0 et 1.  Cette valeur, multipliée par le 
taux de précipitation minéralogique, donne l'indice de précipitation. Lorsque le nombre aléatoire 
généré est inférieur ou égal à l'indice de précipitation, on précipite; lorsqu'il est supérieur, il n'y 
a aucun changement. 
Comme pour la dissolution, l'action de précipiter revient en fait à changer le champ nature 
de la cellule, donc l'état de la cellule, à la valeur déterminée à l'aide du taux d'apparition. 
3.2.2.3  Diffusion 
Le  processus de  diffusion  est  modélisé par une  équation aux dérivées partielles de  type 
parabolique. Pour simplifier la mise en oeuvre de ce processus, nous avons supposé que le milieu 
est toujours homogène2. Cette simplification fait en sorte que nous pouvons utiliser une métllOde 
itérative de résolution basée sur les différences finies. Dans le cas d'un milieu hétérogène, il aurait 
plutôt fallu  utiliser la méthode par éléments finis  (voir chapitre 2). 
L'idée générale de  l'algorithme de diffusion est simple: sur la matrice qui  représente la 
roche virtuelle, on fixe les conditions aux limites, c'est-à-dire les cellules de bordure, et on définit 
des valeurs initiales pour les cellules internes. Puis, on applique la. méthode itérative de résolution 
'2 Dans ce  simulateur, même quand  le  milieu n'est pas homogène, c'est-à-dire quand celui-ci est composé 
de plusieurs minéraux, les  taux de diffusion soat identiques, quel que soit  l<t  Il<tture  du  minéral. 3.3 
de  l'équation de  la diffusion  sur cette matrice.  Les figures  3.6,  3.7,  3.8,  3.9,  3.10 montrent la 
matrice et, dans cha.que cellule, les  concentra.tions Cs  (solide) et Cf (fluide)  après les  premières 
itérations. A noter que sur ces figures, on peut également observer les effets des autres processus 
qui agissent conceptuellement en simultané. 
+ + + + + 
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FIG. 3.6 Les cellules internes sont marquées par des'?' et changent de valeur dynamiquement. 
Les cellules de bordure sont marquées par des'·f.. ' et ont des valeurs fixes puisqu'elles représentent 
le  fluide.  Les cellules de coin sont marquées par des  '-' et ne sont pas utilisées (25). 
Il  faut  modéliser  la diffusion  des  concentrations dans le  fluide  adsorbé3  du  solide.  On 
considèrera que les éléments de bordure sont les cellules de fluide dont les  concentrations restent 
stables (i.e., la concentration reste à 100% puisqu'elle représente un apport constant d'éléments). 
On suppose que les valeurs de bordures sont fixes parce que le système est ouvert. Dans un sys­
tème ouvert, les éléments tels que le fluide sont libres d'entrer et sortir. Ceci a comme principale 
conséquence que le système n'atteindra jamais l'équilibre et qu'il ne  manquera jamais de fluide 
ou de matière en solution. Les cellules internes sont les cellules minérales constituant le fragment 
de roche et leurs valeurs sont changeantes. Les bordures peuvent également se déplacer parce que 
l'état des cellules peut changer - il  ne faut pas oublier que la méthode itérative est appliquée 
conceptuellement sur la même matrice qui sert à modéliser les a.utres processus géologiques, in­
cluant des modèles basés sur des automates cellulaires. À chaque itération, on recalcule le  taux 
de concentration dans le solide, où CL, indique le  taux de la cellule i.i  au temps t.  Le nouveau 
taux de concentration est donné par la formule suivante pour une matrice bidimensionnelle: 
CI+1  - (C,t  +. Cft  .J_ Cl.  Let  )/4  (3.1) 'i,j  - i-l,j  i+l,j ,  i"j-l '  /i.j+.l 
3 Adhésion physique ou physico-chimique à la surface d'un corps de su bstances en solution ou en suspension 
dans un fluide  (43). 34 
- 100  100  100  100  100  ­
100 a a a a a  100 
100 0  0 a a  0 100 
100 a  0  0 a  0 100 
100 a a a a a  100 
100 a a a a a  100 
- 100  100  100  100  100  ­
FIG. 3.7 Matrice représentant un fragment qui vient d'être immergé dans un fluide.  La concen­
tration du fluide  (Cf) est constante et égale à 100%. 
- 100  100  100  100  100  ­
100 50  25  25  25  50 100 
100 25 a  0  0  25 100 
100 25 a  0  0  25 100 
100  25 a  0 a  25  100 
100 50  25  25  25  50 100 
- 100  100  100  100  100  ­
FIG.  3.8 Après  la  première itération,  on  peut observer que  les  concentrations internes sont 
modifiées au voisinage des  bordures. 
- 100  100  100  100  - ­
100  62.5  47.75  37.5  56.25  100  ­
100  47.75  12.5  6.25  12.5  56.25  100 
100  37.5  6.25  a  6.25  37.5  100 
100  47.75  12.5  6.25  12.5  47.75  100 
100  62.5  47.75  37.5  47.75  62.5  100 
- 100  100  100  100  100  ­
FIG. 3.9 À la deuxième itération, la diffusion se poursuit mais une cellule est dissoute (en haut 
à droite) entre les cieux itérations, déplaçant la bordure vers l'intérieur. 35 
- 100  100  100  100  100  - ­
100  100  62.5  47.75  37.5  56.25  100  ­
100  100  47.75  12.5  6.25  12.5  56.25  100 
100  100  37.5  6.25  0  6.25  37.5  100 
100  100  47.75  12.5  6.25  12.5  47.75  100 
100  100  62.5  47.75  37.5  47.75  62.5  100 
100  100  0  100  100  100  100  ­
- 100  100  100  100  100  100  ­
FIG. 3.10 Toujours à la deuxième itération, mais suite à la dissolution, un minéral est précipité 
(en bas à gauche). Cet exemple montre aussi que le fragment est en réalité entouré de nombreuses 
couches de cellules de fluide, justement pour permettre au processus de précipitation d'avoir lieu. 
La véritable bordure ne  change jamais d'état. 
3.2.2.4  Échanges métasomatiques 
Tout comme les  processus de  dissolution et de  précipitation, le processus cl 'échanges mé­
tasomatiques  est  modélisé  par un  automate cellulaire  non  déterministe,  c'est-à-dire que  des 
nombres pseudo-aléatoires déterminent si, pour une cellule, il  y aura échange métasomatiquc ou 
non. Ce processus est particulièrement intéressant parce qu'il est le seul qui, jusqu'à maintenant, 
utilise les résultats du processus de  diffusion (voir section 3.2.2). 36 
Il existe deux paramètres pour contrôler la vitesse des échanges métasomatiques. Le pre­
mier est la concentration de la cellule.  Lorsque la valeur de la concentration dépasse le seuil de 
métamorphose intrinsèque du  minéral de la cellule, alors celui-ci peut se transformer. L'autre 
paramètre est  le  taux de  métamorphose.  Celui-ci  est obtenu en  calculant le  rapport entre la 
concentration et une constante de métamorphose. Cette constante de métamorphose n'a aucune 
représentation physique naturelle. Elle constitue uniquement un  moyen de  contrôler la vitesse 
du processus d'échanges métasomatiques. Anoter que le  mot métamorphose n'est pas très ju­
dicieusement choisi.  Il  s'agit vraiment d'un remplacement de minéral. L'algorithme d'échanges 
métasomatiques est le suivant: 
PROCEDURE  transformer(int  i, int  j) 
SI  la concentration  de  M(i,j)  > seuilMetamorphose  du  minéral  de  M(i,j)  ALORS 
tauxMetamorphose  <- concentration 1  CONSTANTE_METAMORPHOSE 
générer un  nombre  aléatoire 
SI  nombre  aléatoire  < tauxMetamorphose  ALORS 
changer la nature  de  M(i,  j)  pour le minéral  à  transformer 
changer la concentration  de  M(i,  j)  au  taux  de  départ  du  minéral  à  échanger 
FIN  SI 
FIN SI 
FIN  tranformer 
Des  images du processus d'échanges métasomatiques sont disponibles  au  prochain cha­
pitre. 
3.2.3  Identification des nouveaux fragments 
Comme nous l'avons vu au chapitre 1, lors de la dissolution, il peut arriver que se forment 
de nouveaux fragments à partir du fragment initial. Celui-ci peut se morceler en des parties de 
tailles semblables mais, plus fréquemment, laisser un grand nombre de petits fragments résiduels 
de petit.es  tailles.  Ce phénomène peut ètre observé visuellement mais il  serait plus intéressant 
de pouvoir compiler des statistiques concernant ce  phénomène. Pour ce faire, on peut utiliser ce 
qu'on appelle un algorithme d'identification des composantes connectées (Connected Component 
Labeloing), algorithme initialement, développé par R.osenfeld et Pfaltz pour le traitement d'images 
(44).  Il  existe  plusieurs  algorithmes dérivés  de  celui  de  R.osenfeld  et Pfaltz mais ceux-ci sont 
tous plus complexes à mettre en oeuvre. L'algorithme de base sera donc utilisé. Lorsque l'option 
d'identification des fragments est sélectionnée, cet algorithme est exécuté une seule fois,  à. la fin 
de la simulation. 37 
3.2.3.1  Voisinage et connectivité 
Il faut  au  préalable définir  quel  sera le  type  de  connectivité  utilisé  pour  identifier  les 
fragments. Les  deux types les plus utilisés correspondent habituellement aux voisinages de von 
Neumann ou  de  Moore,  respectivement  qualifiés  de  connectivité-4  (N1 (c))  ct  connectivité-8 
(Ns(c)). Plus formellement, on écrira qu'une cellule c possède quatre voisins directs orthogonaux 
N4 (c)  et quatre voisins diagonaux ND(C).  Une cellule possédant huit voisins Ns(c)  consiste en 
l'union de N1 (c)  et de ND(c). 
FIG. 3.11 Les  cellules blanche forment un seul et même fragment par connectivité-8 mais deux 
par cOllnectivité-4.  Les  cellules noires forment un seul fragment par connectivité-8 mais  trois 
par connectivité-4. A noter qu'on n'utilise qu'un seul des  deux systèmes à  la fois,  cette image 
servant seulement d'exemple pour montrer les deux types de connectivité. 
Les deux types de voisinages sont imparfaits. Sur la figure 3.11, on peut voir qu'en utilisant 
la connectivité-8, toutes les cellules noires forment un fragment unique. Il en est de même pour 
les cellules blanches. En utilisant la connectivité-4, les cellules blanches du coin inférieur gauche 
forment un fragment différent des cellules  blanches du  coin supérieur droit. Les cellules noires 
sont  toutes des  fragments  différents.  On remarque que  le  choix  du  type  de  connectivité est 
critique pour déterminer le  nombre de  fragments du système.  Nous avons choisi de mettre en 
oeuvre l'algorithme d'identification de  fragments  avec  une  connectivité-4 car  cette approche 
semblait plus réaliste pour de la roche. 
3.2.3.2  L'algorithme 
L'identification des différents fragments se fait en deux passes. 
Soit.  une matrice M  de taille N  par N  : 
1- Première passe: on parcourt toutes les cellules de la matrice M, rangée par rangée (O ..N - 1) 
et colonne par colonne (O ...N - 1) 38 
- On vérifie tous les  voisins de la cellule M(i,j). 
- Si  la cellule M(i,j) n'a aucun voisin connecté, on crée un nouvel identifiant unique et 
on l'attribue à la cellule. 
- Si la cellule  111 (i, j) a exactement un voisin connecté avec le  même identifiant qu'elle, 
on lui attribue cet identifiant. 
- Si  la cellule M (i, j) possède deux cellules ou  plus connectées mais pas nécessairement 
avec le  même ident.ifiant, on choisit et on attribue à la. cellule M (i, j) l'un de ces iden­
tifiants et on prend note que tous ces identifiants sont maintenant équivalents. 
2- Seconde passe: on parcourt. toute la matrice comme à  la première passe pour résoudre les 
équivalences. 
Les  équivalences  sont  habituellement  conservées  dans  deux  ta,bles.  La première  table 
contient  toutes les  équivalences  d'identifiants dans  une  structure de  type dictionnaire appe­
lée  TreeMap. Il  s'agit cn fait d'une structure hybride entre une  table de hachage et un arbre 
de recherche. Pour être plus précis, chaque cellule du tableau contient une nouvelle instance de 
type TreeMap. La seconde table contient l'identifiant minimal (int) pour tous les identifiants de 
chaque dictionnaire du premier tableau. Pour une matrice j\JI  de taille N2, on peut définir que 
la taille de chaque tableau sera également N 2 . 
La complexité asymptotique de cet algorithme est au maximum O(J{3).  Le pire cas ima­
ginable  est celui  où  les  dictionnaires  de  chaque cellule  de  la table d'équivalence  seraient de 
taille N. 
3.3  Couche présentation 
Certains modules, par exemple celui de configuration, permettent à  l'utilisateur d'entrer 
des données. D'autres, comme celui des statistiques, le générateur d'image ou l'affichage servent 
plutôt à présenter des résultats. Il s'a.git de modules de sortie de données. 
3.3.1  Entrées de données ou «module de configuration» 
Le  module de  configuration fait  deux choses: il  lit  un  fichier  définissant  les  minéraux 
qui  pourront être  utilisés  da.ns  le  simulateur et il  lit  un fichier  de  configuration  généré  par 
l'interface  graphique.  Ce  fichier  de  configuration  est  aussi  modifiable  à  la main.  L'interface 
graphique est un formulaire écrit en HTML et en Javascript. L'utilisateur peut également confi­39 
gurer les minéraux. Les champs configurables des minéraux sont: couleur,  idMetamorphose, 
seuilMetamorphose,  tauxMetamorphose,  tauxDissolution,  tauxPrécipitation et ratio­
Apparition. 
Les  informations envoyées par le  formulaire sont traitées côté serveur par du code PRP. 
Le  nom  de  chaque  champ  du  formulaire  RTML  est  inscrit  dans  le  fichier  de  configuration 
avec sa valeur.  Le  simulateur lit  le  fichier  de  configuration et place  chaque champ clans  une 
structure de  données de  type dictionnaire.  Nous  avons  utilisé  une structure appelée TreeMap 
(j ava. util.  TreeMap). Puis, une méthode affecte les valeurs de chaque clé du dictionnaire aux 
variables de la classe Parametres, laquelle a pour rôle de rassembler en un seul endroit tous les 
champs configurables ct les  constantes pour l'ensemble du simulateur. 
3.3.2  Statistiques 
Le  module de statistiques est  une classe  Java contenant plusieurs variables définies  à la 
section 4.1.2. Une méthode permet l'affichage à l'écran et une autre permet d'écrire les données 
clans  un  fichier. 
3.3.3  Affichage 
Ce module s'occupe d'afficher  à  l'écran la matrice ou  des  coupes de  la matrice (lorsque 
celle-ci  est  cn  trois  dimensions).  Les  bibliothèques  utilisées  sont  j avax. Swing et  java.  awt. 
Trois fenêtres apparaissent lorsque la simulation se termine: une fenêtre montrant les  t.aux  de 
concentrations du processus de diffusion avec un dégradé de couleurs, une fenêtre montrant la 
natures des  cellules  (états)  et une fenêtre montrant les  différents fragments  avec  une  couleur 
clifférente pour chaque identifiant de fragment. À noter que l'option de création d'images en noir 
ct blanc s'applique seulement sur les images de format GIF archivées à chaque itération, ct non 
sur les trois fenêtres Java. Ce sera le sujet de la prochaine sous-sect.ion. 
3.3.4  Générateur d'images 
Le  générateur d'image est une  classe  appelée  ImageGenerator possédant cleux  groupes 
de méthodes.  Le  premier groupe a  pour fonction de créer des images couleur et le  second  de 
créer  des  images  en  noir  et  blanc.  Chaque  groupe est  constitué des  deux  mêmes  méthodes 
surchargées:  l'une prend  un objet de  type I_2D en  paramètre, et l'autre un  objet de  type 40
 
I_3D (où I_2D et 1_3D sont des interfaces Java utilisées selon le nombre de dimensions choisi). 
Cette classe utilise la bibliothèque Acme. JPM. Encoders. GifEncoder pour encoder les images en 
format GIF. Les méthodes qui  créent les  images en  couleur définissent les couleurs en fonction 
du champ nature de chaque cellule. Les  couleurs attribuées à chaque valeur possible du champ 
nature sont enregistrées dans la classe Parametre. Lorsque la méthode doit.  traiter une matrice 
en  trois dimensions, celle-ci encode une image correspondant à une coupe orthogonale du cube. 
3.4  Langage et technologies 
Le simulateur est codé en Java et utilise la bibliothèque externe Acme. JPM. Encoders. GifEncoder 
pour créer les images de la matrice.  L'interface graphique pour la configuration est en  format 
Html et en javascript. Le  fichier de configuration est généré par du code PHP.  On peut voir, en 
annexe A,  les fenêtres de configuration du simulateur de brèches. Chapitre IV 
UTILISATION DU SIMULATEUR DE BRÈCHES
 
HYDROTHERMALES
 
Le  présent  chapitre explique  comment  un  utilisateur  peut interagir avec  le  simulateur. 
Nous  verrons qu'il est possible d'entrer des données pa.r  un  formulaire qui génèrera un  fichier 
de configuration de format approprié. Nous verrons aussi que les données de sortie peuvent être 
de  types variés  (i.e., fenêtres à l'écran, fichiers d'image, fichiers  de texte). Cc  chapitre est donc 
une  sorte de  manuel  d'utilisation du  simulateur.  Le  formulaire  est disponible  à  l'adresse sui­
vante : http://www.martinlalonde.ca/simulateur/simulateur .html. La figure 4.1  illustre 
une utilisation typique du simulateur du début jusqu'à la fin. 
4.1  Description 
4.1.1  Configuration 
La première étape d'une simulation est toujours la configuration. Un formulaire en HTML 
dynamique permet. de définir les différents paramètres. Une simulation typique est présentée en 
guise d'exemple à la section 4.2. Si l'utilisateur suit l'ordre logique de présentation du formulaire, 
la première étape consiste à configurer les paramètres de structure de l'automate cellulaire. Ces 
paramètres sont le  nombre  de  dimensions,  la taille de  la matrice et du  fragment,  le  type de 
voisinage  (graphiquement  explicite)  et  le  nombre d'itérations.  Ensuite,  l'utilisateur définit.  la 
roche virtuelle ainsi que plusieurs paramètres de simulation décrits plus loin par des tableaux et 
commentés par un exemple d'utilisation à la section 4.2.  La dernière étape consiste à définir les 
propriétés des minéraux. Un graphique présentant le formulaire de configuration est présenté en 
annexe A.  Les paramètres à configurer propres à la simulation, les options et les propriétés des 
minéraux sont décrits respectivement dans les tableaux 4.1, 4.2, 4.3. 42 
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FIG. 4.1 Diagramme d'activités décrivant l'utilisation clu  simulateur, incluant l'étape cie  confi­
guration, de simulation et de consultation des résultats. 43
 
Paramètre  Description 
Nombre de  dimensions  La matrice sera-t-elle à deux ou  trois dimensions '( 
Taille de  la matrice  Taille de  la. matrice, que celle-ci soit en  2D  ou  en  3D. 
Taille du  fragment  Taille du  fragment de  roche à  l'intérieur de la matrice. La taille 
du  fragment doit toujours être inférieure à la taille de la matrice 
et toutes les  autres cellules prennent l'état de  fluide. 
Type de  voisinage  Voir  la section 2.2.4. 
Nombre d'itérations  Le  nombre  de  fois  qu'on  désire  exécuter chacune  des  étapes de 
simulation. 
Roche virtuelle  L'utilisateur doit  choisir  entre trois  roches  prédéfinies  par Je  si­
mulateur ou importer un fichier de  roche virtuelle. Ce fichier peut 
soit être le  résultat d'une simulation antérieure,  soit  une  roche 
virtuelle générée par un outil extérieur. Les  trois roches virtuelles 
prédéfinies sont  une  roche  monominéral,  une  roche 1.>iminéral  et 
une roche triminéral. 
Porosité  L'utilisateur peut choisir le  pourcentage de  porosité de  la roche 
virtuelle qu'il désire traiter. Ce  paramètre est seulement  valable 
si  l'utilisateur choisit une des  trois  va.riétés  de  roche virtuelle.  Si 
l'utilisateur utilise un fichier  de données contenant la matrice, le 
paramètre de porosité n'est pas utilisé. La porosité peut prendre 
des valeurs réelles entre 0 et 100. Une valeur réaliste se situe plutôt 
en dessous de  1. 
Distribution des taux de dissolution  Le  choix du type de  distribution des  taux de dissolution influen­
cera la forme  que  prendra le  fragment  de  roche  à  la  fin  de  la 
simulation. Le type de distribution définit la règle locale de  t[(111­
sition  de  l'automate cellulaire  de  dissolution.  L'utilisateur peut 
choisir  quatre types  de  distribution: constant,  log-normal  (voir 
chapitre 1),  linéaire  ou  arbitraire (choix  manuel  de  la distribu­
tion). 
Distribution des taux de précipitation  Le  choix  du  type  de  distribution  des  taux de  précipitation  in­
fluencera la forme que prendra le fragment de roche à.  la fin  de la 
simulation. Le type de distribution définit la règle locale de  tran­
sition de l'automate cellulaire de précipitation. L'utilisateur peut 
choisir  quatre types de  distribution: constant, log-normal  (voir 
chapitre 1),  linéaire ou  arbitraire  (choix  manuel  de  la distribu­
tion). 
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Paramètre 
Diffusion 
Description 
L'utilisateur peut configurer  le  paramètre  omega 
2)  qui  contrôle la vitesse  de  convergence de  l'algo
fusion.  L'utilisateur peut demander de calculer le  o
La valeur d) omega  devrait se situer entre 0 et 2. 
(voir  chapitre 
rithme de  dif­
mega optimal. 
4.1.2  Statistiques 
Les  informations conservées pour chaque simulation sont décrites dans le tableau 4.4. 
4.1.3  Affichage à  l'écran et historique des images 
L'affichage  à.  l'écran se résume à  trois fenêtres.  La première fenêtre montre le fragment 
avec  des  couleurs distinctives selon la nature (état) des  cellules.  La seconde fenêtre  montre la 
diffusion, c'est-à-dire les concentrations selon un dégradé de couleur. La troisième fenêtre montre 
chaque fragment identifié grâce à une couleur différente. Ces  trois fenêtres montrent le  résultat 
final de  la simulation. Les figures 4.2, 4.3 et 4.4 montrent les  trois fenêtres après une simulation 
typique. 
Pour voir les phases intermédiaires de la simulation, le  simulateur offre un mécanisme de 
création d'un historique d'images en couleur ou  noir et blanc. L'historique en couleur enregistre 
seulement la fenêtre de la na.ture des cellules. L'historique des images en noir et blanc distingue 
uniquement. les cellules minérales en  noir et le fluide en blanc. Ces images, de format GIF, sont 
utilisées par un logiciel externe appelé NUI pour calculer la dimension fracta.le des fragments. 45 
Paramètre  Description 
Option de  dissolution  Lorsque cette option est sélectionnée, le simulateur active l'auto­
mate cellulaire de dissolution. 
Option de précipitation  Lorsque cette option est sélectionnée, le simulateur active l'auto­
mate cellulaire de précipitation. 
Option d'échanges métasomatiques  Lorsque cette option est sélectionnée, le simulateur active l'auto­
mate cellulaire d'échanges métasomatiques. 
Option de diffusion  Lorsque cette option est sélectionnée, le simulateur résout l'équa­
tion de  la diffusion. 
Option d'identification des fragments	  Lorsque cette option est sélectionnée, le simulateur exécute la pro­
cédure d'identification des fragments. Cette procédure est exécu­
tée une seule fois  à la fin  de la simulation. 
Option de déboggage	  Pendant l'exécution, lorsque cette option est sélectionnée, le simu­
lateur imprime à l'écran diverses informations concernant l'exécu­
tion. 
Option d'impression de statistiques	  Lorsque cette option est sélectionnée, le simulateur imprime dans 
un fichier  les  statistiques récoltées  pendant la simulation.  Si  ce 
mode est désactivé, le simulateur imprime les statistiques à l'écran 
seulement. 
Option de création d'un fichier de sortie	  Lorsque cette option est sélectionnée, à la fin  de la simulation, un 
fichier représentant la matrice est créé. Ce fichier  peut étre utilisé 
pour simuler d'autres phases d'altérations sur un même fragment. 
Option  de  création  d'un  historique	  À chaque itération, une image GIF en noir et blanc de la matrice 
d'images en noir et blanc	  est créée  (une  tranche pour la matrice en  trois  dimensions).  Le 
noir représente la roche, tous minéraux confondus, et le  blanc re­
présente le  fluide.  À noter qu'il serait plus intuitif d'attribuer la 
couleur noir au fluide  et la couleur  blanc aux minéraux. Toute­
fois,  nous  produisons des  images en  noir  et blanc  pour calculer 
leur complexité morphologique à  l'aide du  logiciel  NIH.  Celui-ci 
demande que les couleurs soient attribuées de cette façoll. 
Option  de  création  d'un  historique	  À chaque itération, une image GIF en couleur de  la matrice est 
d'images en couleur	  créée (une tranche pour la matrice en  trois dimensions).  Chaque 
couleur est associée  à  un  minéral.  Par défaut, le  noir représente 
l'absence de minéraux, donc la présence de fluide. 
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Paramètre  Description 
idi\1etamorphose  Numéro  du  minéral  qUI  remplace  le  minéral  courant  lors  des 
échanges métasomatiques. 
seuilMetamorphose  Seuil  de  concentration à  partir duquel  le  mécanisme d'échanges 
métasomatiques  peut  commencer.  Les  concentrat.ions  sonl.  en 
pourcentages (0-100)  donc les  valeurs du seuil doivent être COlIl­
prises entre 0 et 100. 
tauxMetamorphose  Taux intrinsèque au minéral qui régit la vitesse de  remplacement 
pour les  échanges  métasomatiques.  La valeur  doit  toujours être 
entre 0 et 1. 
tauxDissolution  Taux intrinsèque au minéral qui régit la vitesse de dissolution. La 
valeur doit toujours être entre 0 ct 1. 
tauxPrecipitation  Taux intrinsèque au minéral qui régit la vitesse de précipitation. 
La valeur doit toujours être entre 0 et 1. 
tauxApparition  Valeur entre 0 et 1 indiquant la. probabilité d'apparition d'un mi­
néral par ra.pport aux autres minéraux présents lorsqu'il y a une 
possibilité de précipit.ation. Par exemple, si  les minéraux présents 
sont le  quartz, le  feldspath ct le  minéral  transitoire 1 (voir l'an­
nexe A)  et que tous ont un ratio d'apparition de 0.5, tous les miné­
raux ont une chance égale de précipiter avant même de considérer 
le taux de précipitation de chacun. À noter que les ratios d'appari­
tion sont indépendants les  uns des autres. Pour de plus amples in­
formations concernant l'algorithme de  précipitation, référez-vous 
au chapitre 3. 
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Information  Description 
Nombre de fragments  Le nombre de fragments identifiés à la fin  de la simulation. 
Nombre de cellules selon la nature  Le nombre de cellules pour chaque état du champ nature à la fin 
de la simulation. 
Nombre de cellules dissoutes  Le nombre total de cellules dissoutes pendant toute la simulation. 
Nombre de cellules précipitées  Le  nombre total de  cellules  précipitées  pendant toute la simula­
tion. 
Nombre  de  cellules  remplacées  par  Le nombre total de cellules remplacées par échange métasomatique 
échange métasomatique  pendante toute la simulation. 
TAB. 4.4 Statistiques reccueillies durant la simulation 
FIG.  4.2 Fenêtre d'affichage de  la  nature des  minéraux.  On  distingue,  en  blanc,  le  minéral 
primaire et, en  magenta, le  minéral précipité. 48 
FIG. 4.3 Fenêtre d'affichage des taux de concentration. Les taux de concentration sont décrois­
sants de l'extérieur vers l'intérieur du fragment. 
FIG. 4.4 Fenêtre d'affichage des fragments identifiés. Chaque fragment est représenté par une 
couleur différente. 49 
4.2  Exemple d'utilisation 
Résumons le fonctionnement du simulateur par un exemple d'utilisation. On suppose que 
l'utilisateur est un géologue. Rappelons-nous qu'une utilisation possible du simulateur est. d'aider 
à comprendre quels  sont les  mécanismes qui ont pu engendrer la roche qu'on observe dans la 
nature. C'est ce que notre géologue virtuel tentera de faire pour les  fins  de l'exemple. 
Configurer la structure de l'automate cellulaire et définir la roche virtuelle 
Supposons que celui-ci veuille  tenter d'obtenir une roche à deux minéraux initiaux, aux 
formes arrondies, à la surface lisse et composée d'un troisième minéral, essentiellement observable 
à sa surfa.ce.  Il  choisit d'abord les  paramètres de structure: le  nombre de  dimensions sera de 
deux parce qu'on juge qu'une vue en 3D n'est pas nécessaire et on ne veut pas que la simulation 
dure trop longtemps. On suppose qu'une taille de 300 pour la matrice et de 250 pour le fragment 
fera l'affaire. Le  type de voisinage sera Moore car, comme nous le  verrons au chapitre 5,  nous 
savons que ce  type de voisinage donne de meilleurs résultats que le  voisinage de von  Neumann 
pour l'arrondissement des fragments. Le  nombre d'itérations sera fixé  arbit.rairement à  100  (on 
ne sait. pas encore si la. simulation demandera plus ou  moins d'itérations). Ensuite, il lui faut soit 
définir sa propre roche virtuelle à partir d'un canevas prédéterminé, soit choisir  un fichier  qui 
contient une matrice déjà exist.ante. Le géologue choisit donc un bloc à deux minéraux initiaux 
a.vec une porosité de 1%. 
Choisir le type de distribution des taux de dissolution et de précipitation 
Il  faut  maintenaJlt choisir la distribution des taux de dissolution ct de  précipita.tion  cn 
fonction du  voisinage. La distribution de type log-normal donne de bons résultats pour l'arron­
dissement des fragments. Le formulaire permet d'ajuster manuellement les valeurs de la courbe 
de distribution. Des valeurs sont suggérées mais c'est seulement à titre d'exemple et il  ne faut 
pas  se  limiter à  celles-ci.  Pour sa première expérience,  le  géologue choisira. de ne  pas inclure 
le  processus de  précipitation dans sa simulation. Il  est vrai que le  comportement du système 
devient alors beaucoup plus complexe et imprévisible. Si  le  géologue désire indure des  phéno­
mènes de métasomatose dans sa simulation, il  devra également choisir cJ'inclure le  processus de 
diffusion et définir une vitesse pour le processus. Le géologue juge que le troisième minéral - le 
minéral de surface - devrait être obtenu par métasomatose. Il choisit donc un  omega optimal, 
calculé automatiquement et permettant d'obtenir la vitesse de convergence la plus rapide. 50 
Choisir les options de simulation 
À ce stade, il  reste trois étapes de configuration avant la simulation: les options de simu­
lation, c'est-à-dire, les  processus et les  mécanismes qui seront activés, les  autres options qu'on 
pourrait qualifier  de  «support»  et  enfin,  la configuration des  minéraux et de  leurs  propriétés. 
En  ce  qui  concerne les  options de  simulation, le  géologue choisit  de  simuler la dissolutioll, les 
échanges  métasomatiques ainsi  que  la  diffusion  1.  Notons  que le  géologue  a  choisi  de  ne  pas 
activer le mécanisme d'identification de nouveaux fragments car cette information n'apporterait 
rien  d'utile ou  du  moins,  pas si  l'on  tente d'obtenir  des  fragments  lisses  et arrondis.  Il  doit 
ensuite configurer l'avant dernière catégorie d'options. Il décide d'imprimer les statistiques dans 
un fichier, de créer Ulle  matrice de sortie, de créer un  historique d'images en noir et blanc et un 
historique d'images en couleur. 
Paramétrer les minéraux 
Il  ne  reste  plus  qu'à définir  les  propriétés des  minéraux - les  propriétés de  la nature 
des cellules serait plus juste - utilisés dans la roche virtuelle. Le  géologue avait préalablement 
choisi un bloc à deux minéraux initiaux. Il ne devrait pas être nécessaire de modifier la porosité, 
le fluide  et la  bordure. Les  deux minéraux initiaux sont les  deux  premiers sur la liste.  S'il y a 
précipitation ou métasomatose, il faut considérer les minéraux transitoires. Il choisit d'attribuer 
un  taux de  dissolution  identique aux  deux  minéraux initiaux et  un  taux plus  faible  pour le 
minéral transitoire, résultat de la métasomatose. Il choisit également des taux de métamorphoses 
identiques pour les minéraux initiaux et un taux de métamorphose nul pour le minéral transitoire 
(le minéral transitoire ne donne pas lieu à des  échanges métasomatiques). 
Lancer la simulation, consulter et interpréter les résultats 
La phase de configuration étant terminée, le géologue envoie sa requête ct un fichier  de 
configuration est généré. Il peut alors le télécharger sur son ordinateur et le placer dans le dossier 
racine du  simulateur. Si  nécessaire, il  peut aisément faire des changements au fichier  de  confi­
guration car celui-ci  est de format texte ct les  noms des  champs sont évocateurs. Le  géologue 
lance alors la simulation. Après un certain temps, qui dépend des  paramètres de  configuration, 
mais plus spécialement, de la taille de la matrice, du nombre de dimensions et du  nombre d'ité­
rations, les trois fenêtres d'affichage apparaissent à l'écran. Pour voir les phases intermédiaires, 
1 Anoter que si le géologue avait choisi de simuler le processus d'échanges métasomatiques sans le processus 
de diffusion, il  n'y aur<Lit  pas eu  de métasomatose. 51 
il  faut consulter l'historique des  images. Seule la fenêtre de la couleur en fonction de la nature 
est conservée dans l'historique des  images en couleur. Le  géologue peut également consulter le 
fichier  des  statistiques qui  présentent de manière numérique le  résultat de  la simulation.  Les 
statistiques conservées sont décrites à la section 4.1.2. Finalement, il est possible de recommen­
cer une toute nouvelle simulation, avec des paramètres complètement différents, commençant là 
où s'est terminée une simulation précédente. Il suffit de choisir l'option d'importer un fichier de 
roche virtuelle au moment de définir la roche. Chapitre V 
EXPÉRIMENTATION ET RÉSULTATS 
Ce  chapitre est consacré d'abord à  la présentation des  résultats obtenus  à  l'aide  d'un 
prototype du simulateur actuel, résultats qui donnèrent lieu à une publication (32).  Ce sont ces 
expériences, ainsi quc leurs résultats, que nous présentons dans la première partie du chapitre. 
Quelques a.utres résultats, tels que le choix du voisinage et le choix du treillis, sont des conclusions 
obtcnues grâce aux expériences sur le  nouveau simulateur. Dans la seconde partie du  chapitre, 
nous  présentons quelques exemples  de  simulations possibles ainsi  qu'une brève description de 
quelques  expériences qu'il  faudrait effectuer  pour valider  plus  à  fond  le  simulateur.  Quelques 
méthodes sont proposées. 
5.1  Prototype du simulateur et expérimentation 
Il faut savoir que, préalablement à la conception du simulateur de brèches hydrotherrnales, 
existait un prototype, un simulateur de dissolution, qui servit de  base à la conception du simu­
lateur actuel. Ce prototype avait été conçu  par l'auteur dans le  cadre d'un stage de  recherche, 
préalablement à la maîtrise. Grâce à ce prototype, il fut possible d'effectuer quelques expériences, 
dont les  résultats et interprétations sont en  voie  de  publication.  Nous savons  maintenant que 
notre modèle de dissolution, basé sur un automate cellulaire, est valide.  Ces expériences furent 
exécutées et validées par des géologues. D'ailleurs, il  est pertinent de mentionner que toutes les 
tâches de va.lidation effectuées ou  à effectuer, ont été ou le  seront par des géologues. 53 
5.2  Résultats validés 
5.2.1  Choix du régime de dissolution 
Au  chapitre l, nous avons vu  que les géologues distinguent deux régimes de dissolution: 
le régime cinétique et le régime DLR. On qualifie le premier de cinétique parce que la vitesse de 
dissolution est limitée uniquement par la vitesse de réaction chimique qui corrode la surface d'un 
fragment. Ce régime est donc indépendant de la surface exposée. Le résultat est un fragment dans 
un état hautement accidenté. L'autre régime est qualifié de «limité par la diffusion»  (Diffusion 
Lim.ited Regim.e -- DLR)  parce que seules les parties les plus exposées du solide sont atteintes 
par le fluide.  Le  taux de dissolution du régime DLR est donc dépendant de la surface exposée 
au fluide et est caractérisé par l'arrondissement et le  lissage du solide. 
La forme des fragments a été étudiée dans de nombreux domaines des sciences de la terre, 
incluant  la.  sédimentologie, la. géologie de surface, la géologie économique, la volcanologie et la 
pétrologie (32).  L'arrondissement des fragments a.  été fréquemment observé et est généralement 
attribué  à  l'abrasion pendant le  transport.  Notre simulateur a  permis  de  démontrer  que  la 
complexité de la surface des fragments peut également être reliée au régime de dissolution. Nous 
avons vu au chapitre 1 que la dimension fractale pouvait être utilisée pour mesurer la complexité 
morphologique des fragments de roche dans les brèches. Un étudiant de géologie a été engagé suite 
au développement du prototype et a testé le simulateur en faisant varier différents paramètres: la 
composition, la porosité, la distribution des probabilités de dissolution en fonction de l'exposition 
au fluide.  Ces expériences nous ont permis d'observer un arrondissement lorsque la fonction de la. 
probabilité de dissolution en fonction de la surface exposée ressemble à une fonction log-normale. 
En fait, il suffit d'attribuer une probabilité de dissolution nulle lorsque le voisinage d'une cellule 
est de configuration stable (parce que le cercle et la sphère sont les formes les plus stables dans 
la naturel). Les  autres  types  de  fonctions  donnent en  général  une variante quelconque  (et  a 
priori  peu intéressante)  du  régime cinétique. Une configuration stable correspond à  une seule 
cellule voisine de  fluide  avec  un  voisinage de  von  Neumann et trois cellules  voisines  de  fluide 
(ou  moins)  avec un voisinage  <.le  Moore (voir également la figure  5.2). Pour mieux compren<.lre 
cette notion de  stabilité, on peut imaginer qu'un cercle est en fait  composé d'une infinité de 
droites infinitésimales, tangentes au centre du cercle. Si  l'on regarde le périmètre d'un cercle de 
IOn  ne  peut.  pas  aplatir  plus  lin  cercle  ou  une sphère sans les  déformer, sans  les  rendre  moins  plats 
ailleurs.  On peut.  penser allssi à  la façon  dont les  corps célest.es  (planètes, ét.oiles, etc.) sc st.abilisent. 54 
vraiment très proche, on a  l'impression que le  périmètre du  cercle est parfaitement droit  (un 
peu  comme on a l'impression que la terre est plate parce qu'elle est en réalité une gigantesque 
sphère). 
Finalement, les  expériences ont permis de  montrer que d'autres paramètres tels  que  la 
porosité et la composition de la roche ont une influence mineure sur la forme finale des fragments 
en dissolution. Ces facteurs influencent principalement la vitesse de dissolution, et non la forme 
que ceux-ci auront à la fin. 
5.2.2  Choix du voisinage 
Au  chapitre  2,  nous  avons  vu  que  le  voisinage  local  d'une cellule  pouvait  varier  d'un 
automate cellulaire  à  l'autre.  Le  choix  du  type de  voisinage a  plusieurs  conséquences  sur  la 
simulation. Rappelons que le  voisinage de  von  Neumann inclut seulement les  cellules voisines 
qui sont dans les plans ortogonaux alors que le voisinage de Moore inclut en plus les diagonales. 
La première conséquence du choix d'un type de  voisinage est l'arrondissement des  frag­
ments. En effet, après plusieurs simulations en 2D, nous en sommes arrivés à la conclusion que le 
voisinage de von Neumann peut difficilement modéliser correctement le processus de dissolution. 
Observons d'abord les  deux figures suivantes: 
FIG.  5.1  A gauche:  après  200  itérations.  A droite  après  300  itérations.  Distribution des 
probabilités log-norrrw.le. 55 
Après un certa.in nombre d'itérations, les coins seront arrondis. Toutefois, si l'on continue 
à dissoudre, les coins seront plutôt aplatis. C'est ce qu'on observe sur la figure 5.1. La cause est 
simple: on indique au simulateur que  la probabilité de dissolution est nulle lorsqu'une cellule 
possède une seule cellule voisine dont la nature soit un fluide.  Cette conception est incorrecte 
avec un voisinage de  von  Neumann, qui  ne  tient pas compte des  diagonales.  En effet,  si  l'on 
considère que les  plans orthogonaux sur un cercle correspondent à  7r/2, 7r,  37r/2 et 27r  et que 
les  diagonales correspondent 7r/4,  37r/4,  57r/4 et 77r/4,  alors les  deux groupes de cellules de la 
figure 5.2 représentent de gauche à droite, les positions 37r/2 et 57r/4. Or, on voit bien que pour 
un voisinage de von Neumann, le  nombre de cellules voisines change dépendamment d'où on se 
trouve sur le cercle: un seul voisin à 37r/2 et deux voisins à 57r/4. Normalement lasurface exposée 
au fluide devrait être à peu près partout la même lorsque le fragment est de forme circulaire ou 
sphérique (en 3D). Or ce n'est clairement pas le  cas avec un voisinage de von  Neumann. 
FIG.  5.2 Sur  les  deux  figures,  on  peut voir  la représentation d'une droite sur une matrice 
composée de cellules carrés à deux endroits sur le  périmètre d'un cercle: à gauche à 37r/2 et à 
droite à 57r /4. Les cellules en gris foncé représente des  cellules minérales, la cellule en  gris pâle 
est la cellule à dissoudre et les  cellules blanches représentent cles  cellules de fluide. 
Avec  un voisinage de Moore, le  nombre de cellules voisines dont la nature est un fluide  à 
37r/2 et 57r/4 est le  rn~me,  c'est-à-dire trois. Étant donné que le cercle est la morphologie la plus 
stable et équilibrée que l'on puisse obtenir, il  en découle qu'on doit attribuer la probabilité 0 à 
notre fonction  Alpha lorsque qu'il y a un, deux ou  trois cellules de fluide voisines à  une cellule 
minérale. l'...la.intenant observons la figure 5.3. Ces fragments semblent mieux arrondis que ceux 
produits avec un voisinage de von Neumann. Toutefois, ce n'est pas parfait. On peut clairement 
observer la formation progressive d'un fragment de forme octogonale (8 côtés). On fait facilement 
le  lien avec le  voisinage de  Moore car le nombre de voisins pour ce  type de voisinage est huit. 
Avec  le  voisinage  de  von  Neumann, dont la caractéristique est  de  tenir  compte uniquement 56 
des voisins dans les  plans orthogonaux, le fragment se transformait progressivement en losange 
(quatre côt.és). 
FIG.  5.3 À gauche:  après 160 itérations.  À  droite  après 300  itérations.  Distribution des 
probabilités log-normale. 
Les  imperfections que nous  avons  pu observer pour  les  deux  types de  voisinages nous 
amènent à  penser  que  nous  avons  probablement atteint  une limite.  Cette limite correspond 
à  la.  forme  implicite  d'une  cellule,  c'est-à-dire le  carré ou  le  cube  (en  3D).  La forme  d'une 
cellule dépend du treillis choisi  pour la matrice. Le  carré est  la forme la plus facile  à  mettre 
en oeuvre parce que l'ordinateur permet d'enregistrer l'information sous forme de tableaux qui 
sont organisés en matrices dont les cellules sont des carrés. Il existe toutefois des treillis de type 
triangulaires et hexagonaux. Les  treillis hexagonaux sont les  plus réalistes mais également les 
plus difficiles à mettre en oeuvre. Des exemples de treillis sont montrés a.u  chapitre 2. 
5.3  Résultats à valider 
La section qui suit explique, sommairement, les  possibilités qui devront être explorées, 
testées, validées, par des travaux futurs. 
5.3.1  Processus de précipitation 
Le processus inverse à la dissolution est la. précipitation. Ce dernier possède lui aussi deux 
régimes distincts qu'on appellera «régimes de croissance». Ces régimes sc distinguent par deux 57 
facteurs qui contrôlent la croissance des cristaux, le taux de croissance étant limité par le plus lent 
des deux. On qualifiera un régime de «limité par la surface» lorsque l'arrivée d'éléments est rapide 
et que  le  processus d'accrochage est lent.  Lorsque  le  processus d'accrochage des  éléments est 
rapide mais que l'arrivée d'éléments est lente, on dira que le régime est «limité par le transport». 
Tout comme pour le  processus de  dissolution, ces  deux régimes donnent lieu  à  des fragments 
de formes  distinctives. Le  régime limité par la surface, caractérisé par une croissance lente cles 
cristaux, donne des fragments lisses, alors que le  régime limité par le  transport, caractérisé par 
une croissance rapide, donne des fragments de morphologie plus complexe. Il reste à démontrer si 
ces deux régimes de croissance, ainsi que les complexités morphologiques contrastantes décrites 
ci-haut, sont reliés aux régimes de dissolution de Sahimi ct Tsotsis (48). 
Un  autre phénomène qui nécessiterait une étude plus approfondie est l'atteinte d'un équi­
libre  entre le  processus  de  dissolution  et celui  de  précipitation.  Existe-t-il  une  configuration 
antagoniste qui permette d'obtenir cet équilibre? Nous n'en savons rien pour l'instant. Tout ce 
que nous savons jusqu'à maintenant, c'est qu'inverser la fonction de distribution des probabilités 
de  dissolution et la faire correspondre avec la distribution des  probabilités de  précipitation ne 
résulte pas en  un système à l'équilibre.  De plus, nous savons que la surface lisse des systèmes à 
croissance lente (régime de précipitation limité par la surface) est liée à un  rapport des  vitesses 
de  dissolution/précipitation se  rapprochant de  1.  Sommes-nous capable d'obtenir cette surface 
lisse avec le  simulateur? Jusqu'à maintenant, aucune expérience en ce sens n'a été concluante. 
Il faudrait utiliser la même méthode de caractérisation que celle utilisée pour les expériences sur 
la dissolution, décrites à la première section de  ce  chapitre. Ce  pourrait être une  bonne façon 
de  vérifier si  les  deux régimes de précipitation sont apparentés aux régimes de  dissolution de  la 
première section. 
5.3.2  Processus de métasomatose (transformation) 
Ce  processus est celui  que  nous avons eu  le  moins le  temps de tester. Tout ce  que nous 
avons  pu  valider,  c'est que les  images  obtenues semblent être relativement fidèles  à ce  qu'on 
observe dans la nature. La figure 5.4 montre deux examples de métasomatose. 58 
FIG. 5.4 Agauche, le processus de métasomatose isolé, et à droite, les processus de dissolution, 
précipitation et de métasomatose réunis 
Une façon de valider jusqu'à quel point notre processus de métasomatose est fidèle à la réa­
lité consisterait à utiliser des diagrammes isocônes (22). Cette approche, dérivée des techniques 
de calcul de Gresen (23), est relativement simple. Elle compare la composition minéralogique de 
deux roches, dans ce  cas-ci, la roche  «avant» et la roche «après»  la simulation. CONCLUSION 
Le projet dont il est question dans cc mémoire consistait à faire la modélisation de brèches 
hydrothermales et à simuler les  processus géologiques qui interviennent dans leur formation et 
leur  altération.  Dans ce  document, nous avons  commencé par introduire certaines notions de 
géologie. Puis, nous avons décrit deux paradigmes de modélisation, soit les équations aux dérivées 
partielles et les  a,utomates cellulaires. Ces deux paradigmes nous ont été utiles pour modéliser 
différents processus, Ensuite, nous avons analysé et expliqué le  fonctionnement et l'utilisation 
du simulateur. Finalement, nous avons énuméré et détaillé les  tests et les expériences auxquels 
le simulateur a été soumis, Nous avons également précisé quels processus n'ont pas été testés eL 
validés.  Dans le  présent chapitre, nous  décrirons les  résultats obtenus, les  problèmes auxquels 
nous avons dû faire face durant le  projet ainsi que les  travaux futurs. 
Résultats obtenus 
Les  objectifs généraux du simulateur de  brèche étaient de  mieux comprendre de  quelle 
t'açon  les  brèches hydrothermales se  forment  et s'altèrent,  Plus spécifiquement,  le  simulateur 
devait pouvoir montrer qu'il était possible de modéliser le processus de dissolution à l'aide d'un 
automate cellulaire.  En cela,  les  résultats furent  plus  que  conciuants car  il  a  été possible  de 
reprendre et de  faire  évoluer  les  réflexions  entreprises par d'autres scientifiques  (48).  Sans le 
simulateur,  il  aurait été impossible d'effectuer  un  aussi  grand  nombre d'expériences, celles-ci 
étant coûteuses et dangereuses2.  Le  simulateur de  brèches est donc un outil utile de recherche 
fondamentale qui peut donner cles résultats scientifiques concrets. 
Problèmes rencontrés 
La plus  grande difficulté  rencontrée fut  de  mesurer  correctement l'ampleur du  projet, 
L'effort nécessaire à la mise en oeuvre de chaque processus était difficile à quantifier au début. 
Les  méthodes classiques de  modélisation, c'est-à-dire les méthodes de  résolution numérique, se 
sont avérées être bien plus complexes qu'il paraissait au départ. Il  faut dire que l'équation de 
20n utilise de l'<tcide fluorhydrique pour dissoudre des quartzites. 60 
diffusion n'est pas représentative de la majorité des équations qu'il faut résoudre en sciences de 
la terre. L'équation de diffusion est de type parabolique et ce type d'équation est habituellement 
facile  à  résoudre en  comparaison avec  d'autres types  (elliptique,  hyperbolique).  Il  n'est donc 
pas étonnant que certains étudiants de  maltrise soient obligés de  se  consacrer entièrement à  la 
résolution numérique d'une seule équation. 
Au  début du  projet, le  simulateur devait être mis en oeuvre sur un  superordinateur de 
type SGI Origin 3000  ct le  simulateur devait être parallélisé.  Il  était tout à  fait  pertinent de 
penser à paralléliser notre logiciel puisque nous travaillions sur des processus naturels similaires 
à  ceux  qu'on retrouve en  climatologie, météorologie,  dynamique des  fluide,  etc.  Qui  plus est, 
certaines simulations pouvaient demander des  quantités phénoménales de  mémoire vive et de 
temps processeur. Malheureusement., cette idée dû être abandonnée, faute de temps. L'ampleur 
du travail avait été sous-estimée et un chapitre sur la programmation parallèle que nous avions 
déjà écrit a donc été omis. 
Enfin,  un stage de recherche en France à l'été 2004  permit l'amélioration du simulateur 
et la rédaction d'une partie du  mémoire.  En particulier, ce  stage permit de  cerner les  limites 
du  paradigme d'automates cellulaires,  notamment en  ce  qui  concerne  l'apparition des  fronts 
(voir plus loin).  En effet, il  avait été question de simuler l'apparition de fronts par automates 
cellulaires mais à force d'essais et de discussions, il est devenu clair que cette approche ne collait 
vraiment pas.  La conclusion  est  qu'il  faut  utiliser  une  méthode de résolution  numérique.  Le 
phénomène d'apparition de fronts a donc été classé dans les  «travaux futurs». 
Travaux futurs 
Certains processus ne sont pas mis en oeuvre dans le simulateur. Voici quelques approches 
possibles qui ont été étudiées dans le cadre de cette maîtrise. 
Fragmentation 
La mise en œuvre d'un modèle de fragmentation a été documenté dans le cadre de divers 
travaux (14;  28). Le simulateur pourrait inclure ua agent externe similaire à ceux proposés par 
ces  auteurs. Cet agent permettrait de  mettre en place une brèche virtuelle dont les fragments 
pourraient être utilisés comme intrants pour les  autres modèles.  Un  modèle de  fragmentation 
serait tout.  à fait compatible avec une mise en oeuvre parallèle du simulateur. 61 
Percolation 
Quelques  modèles  de  percolation sont disponibles dans la littérature (6).  On distingue 
cleux  approches pour la mise  en  oeuvre lorsqu'on travaille sur une matrice: la percolation de 
«sit.e»  (site percolation) et la percolation de «liaison»  (bond percolation).  Dans le premier cas, 
on  considère que ce  sont les  cellules  de la matrice qui sont importantes.  Dans l'autre cas,  on 
considère plutôt que ce  sont les  bordures des cellules. La figure 5.5  illustre les  deux approches. 
Conceptuellelllent, le processus de percolation peut être modélisé par l'approche lattice-gas (18), 
un  automate cellulaire  bidimcnsionnel  permettant la résolution  des  équations Navier-Stokes. 
L'automate cellulaire peut être construit, soit avec une mise en oeuvre de  «site», soit avec une 
mise  en oeuvre  «liaison».  La méthode lattice-Boltzmann (26;  42),  une variante de  l'automate 
cellulaire lattice-gaz, donne de bons résultats en  troi::>  dimensions. 
site perco{utiL'}/  bond percohlTioll 
FIG. 5.5 Les deux approches de mise en oeuvre d'un modèle de percolation (46). 
Apparition de fronts 
Depuis quelques années,  de  nombreux travaux ont été faits  pour modéliser quantitati­
vement les  systèmes métasomatiques (24;  9;  36;  40).  Les  équations différentielles partielles de 
Korzhinskii (34) (voir chapitre 1) peuvent être résolues numériquement par ordinateur. La distri­
bution des minéraux qui peuvent se développer dans l'espace et dans le temps dû à l'interaction 
métasomatique entre le  fluide et la roche peut donc être prédite. Toutefois, le modèle de Korz­
hinskii ne  tient pas compte dans ses équations des discontinuités de wmposition définissant les 
zones métasomatiques. Une révision du modèle mathématique de Korzhinskii permet de  tenir 
compte de  ces  discontinuités ct de  l'apparition de  fronts  (24).  Avec  ce  modèle  révisé,  des  si­
mulations sont possibles (49).  Classiquement, on  utilise la méthode de Godunov (21)  pour les 
simulations de  dynamique des  fluides  avec discontinuités.  Il  existe plusieurs algorithmes pour 
mettre en œuvrc cette méthode, la méthode la plus efficace étant la.  Piecewise Parabolic Method 62 
(PPM) de  Colella et Woodward  (11).  Comme pour de  nombreuses simulations, la méthode de 
Godunov sert à  résoudre des  équations différentielles  partielles. L'équation à  résoudre en  une 
dimension est la suivante: 
âCs  (âGf)  0 --+pv -- =  (5.1) ât  â;r 
Cf = f(C8)  (5.2) 
Les  variables Cs  et Gf représentent respectivement la concentration volumétrique des 
composants dans le  solide et dans le  fluide.  Gf  est habituellement une fonction non linéaire de 
Cs (équation 5.2).  La variable p représente le  volume des  pores.  Les  autres variables sont la 
vitesse (v),  le  temps (t)  et l'espace (x). 
Dans le  but de  pouvoir mettre en oeuvre plus fidèlement  le  processus de métasomatose 
(changements  de  composition) par automates cellulaires,  il  faut également pouvoir modéliser 
l'apparition de  fronts de concentrations dans notre modèle qui, lui, est en trois dimensions. Les 
équations 5.3 et 5.4 correspondent à l'équation 5.1 mais en deux et trois dimensions. 
DCs  (DGf  âCf)
--=pv--+-- (5.3)
ât  âx ây 
éJGs  = pv(âGf + âGf + âGf)  (5.4)
ât  âx  ây âz 
L'équation à résoudre est une équation de type hyperbolique, équations qui font apparaître 
des fronts.  L'équation hyperbolique la plus connue est l'équation d'onde (la propagation d'une 
onde sur une corde par exemple). Contrairement à l'équation de diffusion, qui est une équation 
parabolique, les équations hyperboliques sont particulièrement délicates à résoudre numérique­
ment. Mais la plus grosse contrainte ne vient probablement pas de là. En fait, la difficulté pour 
intégrer des  fronts  de diffusion dans notre modèle vient du fait  qu'il faut fixer  une échelle.  En 
effet, si l'on regarde une roche de suffisamment près, la. discontinuité n'en est plus une: le front 
s'étale. Avec  une échelle fixe,  déterminée en fonction du processus de fronts, il  est à prévoir que 
les  autres processus ne  pourront plus  interagir comme ils  le font  maintenant.  La raison pour 
laquelle il  est possible d'utiliser le  même espace mémoire pour les  automates cellulaire et pour 63 
la résolution numérique de l'équation de diffusion est que l'échelle n'est pas fixée  pour l'instant 
et que l'équation de  diffusion est facile  à résoudre numériquement. Pour modéliser l'apparition 
de fronts, il faudra séparer les processus basés sur la résolution numérique d'équations des auto­
mates cellulaire ct les  faire communiquer par d'autres moyens. Une solution plus «paresseuse» 
serait de fixer  l'échelle de manière à ne pas voir apparaitre les front.s. 
Conclusion 
Comme nous l'avons  vu,  le  développement du  simulateur s'est achevé  avec succès.  Des 
résultats scientifiques tangibles ont été obtenus et un  article est en  cours cie  révision pour pu­
blication.  Le  simulateur de  brèches,  tel  qu'il est en ce  moment,  constituera le  point de  départ 
des  travaux d'autres étudiants. Un projet possible serait cie  mett.re en oeuvre les  processus cie 
fragmentation, percolation et d'apparition de fronts. Une autre possibilité serait de  paralléliser 
le simulateur. Au  moment d'écrire ces lignes, un étudiant de géologie est déjà en train d'utiliser 
l'algorithme cie  dissolution du simulateur dans ses travaux de classement des brèches. Quoiqu'il 
en  soit, il  est intéressant que des  chercheurs de deux départements aient pu  travailler conjoin­
tement à  un projet de  recherche, à  l'encadrement académique ct financier d'un étudiant, à  la 
publication d'articles dans des  revues scientifiques ainsi qll 'à la présentation des résultats dans 
des conférences.  Cette rencontre de deux disciplines fut un grand stimulant intellectuel et m'a 
permis de m'accomplir et de mieux connaître mes  forces en tant que professionnel de l'informa­
tique. Annexe A 
FENÊTRE DE CONFIGURATION DU SIMULATEUR 
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DIAGRAMME DE CLASSES 
Nous  présentons ici  le  diagramme de  classes  du  simulateur de  brèches hydrothermales. 
Nous présentons uniquement les méthodes publiques pour des raisons de concision. Notons que 
les classes Fragment2D, Fragment2DVoisinageMoore, Fragment3D et Fragment3DVoisinageMoore 
implémentent toutes les  méthodes de  l'interface IJragment. De  plus,  les  méthodes de  disso­
lution,  de  précipitation et de  transformation (échanges rnétasomatiques) se  trouvent dans les 
quatre classes implémentant l'interface IJragment et sont privées.  Elles sont appelées par la 
méthode publique changerEtat (). Finalement, on remarque que les  interfaces 1_2D  et 1_3D 
sont vides. En fait, le seul rôle de ces deux interfaces est d'obliger la redéfinition d'une méthode 
getMatrice () qui retourne une matrice bidimensionnelle dans le premier c~ et tridimensionelle 
dans le second cas. --------
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EXTRAITS DE CODE DU SIMULATEUR DE BRÈCHES 
C.I  Classe Fragment2D 
import  java.io.File; 
import  java.io.OutputStreamWriter; 
import  java.io.FileOutputStream; 
import  java.io.Writer; 
import  java.io.BufferedWriter; 
import  java.io.BufferedReader; 
import  java.util.StringTokenizer; 
import  java.io.FilelnputStream; 
import  java.io.lnputStreamReader; 
import  java.util.Properties; 
import  java.util.LinkedList; 
import  java.util.TreeMap; 
<p>Title:  Simulateur de  breche</p> 
<p>Description:  </p> 
<p>Copyright:  Copyright  (c)  2005</p> 
<p>Company:  UQAM</p> 
@author  Martin  Lalonde 
* @version  1.0 
*1 
public  class  Fragment2D  implements  Fragment,  I_2D  { 
Il listelndices Ci] [0]  id 
Il listelndices[i] [1]  indice 1nferieur 
Il listelndices[i] [2]  indice_superieur 
private double[] []  listelndices = new  double[Parametres.NB_MAX_MINERAUX] [3]; 
*
*
*
*
*
*
*
*
1** 
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public Cellule matrice[][]  =new  Cellule[Parametres.TAILLE_MATRICE][ 
Parametres.TAILLE_MATRICE]; 
public  Cellule matrice_temp[][]  =new  Cellule[Parametres.TAILLE_MATRICE] [ 
Parametres.TAILLE_MATRICE]; 
public  Fragment2D()  { 
for  (int  i  = 0;  i  < Parametres.TAILLE_MATRICE;  i++)  { 
for  (int  j  =  0;  j  <  Parametres.TAILLE_MATRICE;  j++)  { 
matrice[i][j]  = new  Cellule(); 
matrice_temp[i][j]  =new  Cellule(); 
}
 
}
 
determinerListelndicesApparition(); 
} 
public  Cellule[] []  getMatrice()  { 
return matrice; 
} 
public  Cellule[][]  getMatriceTemp()  { 
return matrice_temp; 
} 
public  void  lireFichierMatrice()  { 
FichierMatrice.lireFichierMatrice(this); 
} 
public  void  lireFichierMatriceSaturation()  { 
FichierMatrice.lireFichierMatriceSaturation(this); 
} 
public  void  creerFichierMatrice(long  time)  { 
FichierMatrice.creerFichierMatrice(this,  time); 
} 
public  void  creerFichierMatriceSaturation(long  time)  { 
FichierMatrice.creerFichierMatriceSaturation(this,  time); 
} 
public  void  identifierFragments(Identification uneldentification)  { 
Il Utilisation d'un voisinage  de  type  14-connected"
 
Il Deux  cellules reliés par  la diagonale  ne  sont  donc  pas  connectés
 
for  (int  i  = 1;  i  < Parametres.TAILLE_MATRICE  - 1;  i++)  { 70 
for  (int  j  = 1;  j  < Parametres.TAILLE_MATRICE  - 1;  j++)  {
 
uneldentification.identifierCellule(this,  i,  j);
 
}
 
}
 
uneldentification.reldentifierTableEquivalence(); 
Il Passe  pour  remplacer  les  identifiants temporaires  et resoudre  les  equivalences 
for  (int  i  = 1;  i  < Parametres.TAILLE_MATRICE;  i++)  { 
for	 (int  j  = 1;  j  < Parametres.TAILLE_MATRICE;  j++)  { 
Il Ce  if est necessaire  pour faire apparaitre  les  idFragments  qui  ne 
Il sont  pas  dans  la table d'equivalence 
uneldentification.resoudreEquivalences(this,  i,  j); 
}
 
}
 
} 
public  void  creerGifNoirBlanc(int  step,  long time)  { 
ImageGenerator.creerlmagePourNIH(step,  this,  time); 
} 
public  void  creerGifCouleur(int  step,  long  time)  { 
ImageGenerator.creerlmageLog(step,  this,  time); 
} 
private  double  getParametreAlpha(int  _nombreVoisins)  { 
switch  (_nombreVoisins)  { 
case  0: 
return Parametres.TAUX_DISSOLUTION_COTE[O); 
case  1:
 
return Parametres.TAUX_DISSOLUTION_COTE[l);
 
case  2:
 
return Parametres.TAUX_DISSOLUTION_COTE[2);
 
case  3:
 
return Parametres.TAUX_DISSOLUTION_COTE[3);
 
case  4: 
return Parametres.TAUX_DISSOLUTION_COTE[4J; 
default: 
System.out.println( 
"Erreur  avec  la methode  getParametreAlpha"); 
break; 
} 
return 0; 
} 
private  double  getParametreBeta(int  _nombreVoisins)  { 
switch  (_nombreVoisins)  { 71 
case  0:
 
return Pararnetres.TAUX_PRECIPITATIDN_CDTE[O];
 
case  1:
 
return Pararnetres.TAUX_PRECIPITATIDN_CDTE[1];
 
case  2:
 
return Pararnetres.TAUX_PRECIPITATIDN_CDTE[2];
 
case  3:
 
return  Pararnetres.TAUX_PRECIPITATIDN_CDTE[3];
 
case  4:
 
return Pararnetres.TAUX_PRECIPITATIDN_CDTE[4];
 
default:
 
System.out.println(
 
"Erreur  avec  la methode  getPararnetreBeta");
 
break;
 
}
 
return 0;
 
} 
public  void  initialiserFragment()  { 
Il Depuis  un  fichier  source 
Il Par  exemple  pour faire  une  seconde  phase  de  diffusion-transformation 
if  (Pararnetres.TYPE_RDCHE  ==  Pararnetres.UTILISER_MATRICE_INPUT)  { 
lireFichierMatrice();
 
lireFichierMatriceSaturation();
 
}  else {
 
Definition.definirFragment(this) ;
 
}
 
} 
private  void  remplacerMatrice()  { 
liOn remplace  la matrice originale par les nouvelles  valeurs  (temporaires) 
for  (int  i  = 1;  i  < Pararnetres.TAILLE_MATRICE  - 1;  i++)  { 
for	 (int  j  = 1;  j  < Pararnetres.TAILLE_MATRICE  - 1;  j++)  { 
matrice[i] [j] .nature  = matrice_temp[i] [j] .nature; 
matrice[i][j] .saturation = matrice_temp[i] [j].saturation; 
matrice[i][j] .idFragment  = matrice_temp[i] [j] .idFragment; 
} 
} 
} 
public  void diffuser()  { 
if  (Pararnetres.DIFFUSIDN  ==  Pararnetres.JACOBI)  {
 
Diffusion.diffuserJacobi(this);
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}  else  if  (Parametres.DIFFUSION  ==  Parametres.GAUSS_SEIDEL)  { 
Diffusion.diffuserGaussSeidel(this); 
}  else if  (Parametres.DIFFUSION  == 
Parametres.SUCCESSIVE_OVER_RELAXATION)  { 
Diffusion.diffuserSuccessiveOverRelaxation(this); 
} 
} 
private  int nombreVoisinsFluide(int  i, int  j)  { 
int  count  = 0; 
if  (matrice[i  1] [j] .nature  Parametres.FLUIDE  Il 
matrice[i  1] [j] .nature  Parametres.BORDURE)  { 
count++; 
} 
if  (matrice [i  +  1] [j].nature  Parametres.FLUIDE  Il 
matrice[i  +  1] [j] .nature  Parametres.BORDURE)  { 
count++; 
} 
if  (matrice [il [j  1] .nature  Parametres.FLUIDE  Il 
matrice Ci] [j  1] .nature  Parametres.BDRDURE)  { 
count++; 
} 
if  (matrice Ci] [j  +  1] .nature  Parametres.FLUIDE  Il 
matrice [i] [j  +  1] .nature  Parametres.BDRDURE)  { 
count++; 
} 
return count; 
} 
private  int nombreVoisinsSolide(int  i,  int  j)  { 
int  count  = 0; 
if  (matrice[i  - 1] [j] .nature  !=  Parametres.FLUIDE  && 
matrice[i  - 1] [j] .nature  !=  Parametres.BDRDURE)  { 
count++; 
} 
if  (matrice[i  +  1] [j] .nature  !=  Parametres.FLUIDE  && 
matrice[i  +  1] [j] .nature  !=  Parametres.BDRDURE)  { 
count++; 
} 
if  (matrice [i] [j  - 1] .nature  !=  Parametres.FLUIDE  && 
matrice Ci] [j  - 1] .nature  !=  Parametres.BORDURE)  { 
count++; 
} 
if  (matrice Ci]  [j  +  1] .nature  !=  Parametres.FLUIDE  && 
matrice Ci]  [j  +  1] .nature  !=  Parametres.BORDURE)  { 
count++; 
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return count; 
} 
public  void  changerEtats()  { 
Dissoudre,  précipiter,  transformer,  etc 
*1 
boolean  estDissout  = false; 
for	 (int  i  = 1;  i  < Parametres.TAILLE_MATRICE  - 1;  i++)  {
 
for  (int  j  = 1;  j  < Parametres.TAILLE_MATRICE  - 1;  j++)  {
 
if  (matrice[i][j] .nature  !=  Parametres.FLUIDE  && 
matrice[i] [j] .nature  !=  Parametres.BDRDURE)  { 
if  (Parametres.DISSDUDRE)  { 
estDissout  = dissoudre(i,  j); 
} 
if  (lestDissout)  { 
if  (Parametres.TRANSFDRMER)  {
 
transformer(i,  j) ;
 
}
 
}
 
}  else {
 
if  (Parametres.PRECIPITER)  {
 
precipiter(i,  j) ;
 
}
 
}
 
}
 
}
 
remplacerMatrice(); 
} 
private  void transformer(int i,  int  j)  { 
double  aleatoire  = 0; 
double  taux_metamorphose  = 0; 
Mineral  unMineral; 
unMineral  = (Mineral)  Parametres.listeMineraux.get«new  Integer(matrice[ 
i)[j) .nature»); 
if  (matrice[i) [j) .saturation  > unMineral.getSeuilMetamorphose(»  { 
1/ Il faudra verifier le type  de  mineral  a  dissoudre 
taux_metamorphose  = matrice[i)[j).saturation / 
Parametres.CDNSTANTE_METAMORPHOSE; 
1/ Determiner  si l'on dissout
 
aleatoire = Math.random();
 
if  (aleatoire  < taux_metamorphose)  { 
matrice_temp[i][j] .nature =unMineral.getIdMetamorphose(); 74 
matrice_temp[i][j] .saturation = matrice[i][j] .saturation; 
Statistiques.nbCellulesTransformees++; 
} 
} 
} 
private  void determinerListeIndicesApparition()  { 
1*  Methode  appelee  dans  le constructeur  *1 
Il Initialiser le  tableau d'indices
 
for  (int  i  = 0;  i  < Parametres.NB_MAX_MINERAUX;  i++)  {
 
for  (int  j  =0;  j  < 3;  j++)  {
 
listeIndices[i][j]  = 0;
 
}
 
} 
java.util.Iterator i; 
java.util.Collection listeMineraux  Parametres.listeMineraux.values(); 
i =  listeMineraux.iterator(); 
Mineral  unMineral  = null;
 
int  j  = 1;
 
while  (i.hasNext(»  {
 
unMineral  = (Mineral)  i.next(); 
if  (unMineral.getRatioApparition()  !=  0)  {
 
Il listeIndices[j] [0]  id mineraI
 
Il listeIndices[j] [1]  indice_inferieur
 
Il listeIndices[j] [2]  indice_superieur
 
listeIndices[j] [0]  unMineral.getId(); 
listeIndices[j] [1]  listeIndices[j  - 1] [2]; 
listeIndices[j] [2]  listeIndices[j][l]  + 
unMineral.getRatioApparition(); 
j++; 
} 
} 
} 
private  Mineral  determinerMineraIPourPrecipiter()  { 
double  aleatoire = 0; 
Mineral  unMineral  = null; 
aleatoire = Math.random(); 
boolean  estEntreDeuxIndices  =  false;
 
int  i  = 0;
 
while  (!estEntreDeuxIndices)  {
 
if  (listeIndices[i] [1]  < aleatoire  &&
 
listeIndices[i][2]  > aleatoire)  {
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estEntreDeuxIndices  = true; 
unMineral  = (Mineral)  Parametres.listeMineraux.get(new  Integer«int) 
listeIndices Ci]  [0])) ; 
} 
i++; 
} 
return unMineral; 
} 
private  void precipiter(int i,  int  j)  { 
double  aleatoire = 0;
 
double  indice_precipitation  0;
 
Mineral  unMineral;
 
unMineral  = determinerMineralPourPrecipiter(); 
Il Il faudra  verifier le type  de  mineral  a  dissoudre
 
indice_precipitation = uru~ineral.getTauxPrecipitation()  *
 
getParametreBeta(nombreVoisinsSolide(i,  j));
 
Il Determiner  si l'on dissout
 
aleatoire =Math.random();
 
if  (aleatoire  < indice_precipitation)  { 
matrice_temp[i] [j] .nature  = unMineral.getld();
 
matrice_temp[i] [j].saturation = 100;
 
Statistiques.nbCellulesPrecipites++;
 
}  else  {
 
matrice_temp[i] [j] .nature  = matrice[i] [j] .nature;
 
matrice_temp[i] [j] .saturation = matrice[iJ [jJ .saturation;
 
} 
} 
private  boolean dissoudre(int  i,  int  j)  { 
double  aleatoire = 0;
 
double  ind1ce  d1sso1ut1on  0;
 
Mineral  unMineral;
 
boolean  estDissout  false;
 
unMineral  = (Mineral)  Parametres.listeMineraux.get«new  Integer(matrice[ 
LI [jJ .nature))); 
if  (unMineral.getld()  ==  Parametres.POROSITE)  { 
if  (nombreVoisinsFluide(i,  j)  >=  1)  {
 
matrice_temp[iJ [jJ.nature =Parametres.FLUIDE;
 
matrice_temp[iJ [jJ.saturation = 100;
 
estDissout  = true;
 
}  else  {
 
matrice_temp[iJ [j] .nature  matrice[iJ[j].nature;
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matrice_temp[i] [j].saturation  matrice[i][j] .saturation; 
} 
}  else  { 
lndlce dissolution  unMineral.getTauxDissolutionC) *
 
getParametreAlphaCnombreVoisinsFluideCi,  j»; 
Il Determiner  si l'on dissout 
aleatoire = Math.randomC); 
if  Caleatoire  < indice_dissolution)  { 
matrice_temp[i] [j].nature = Parametres.FLUIDE; 
matrice_temp[i][j] .saturation = 100; 
estDissout  = true; 
Statistiques.nbCellulesDissoutes++; 
}  else  { 
matrice_temp[i] [j] .nature  = matrice[i] [j].nature; 
matrice_temp[i][j] .saturation =matrice[i] [j] .saturation; 
} 
} 
return estDissout; 
} 
} 
C.2  Classe Diffusion 
/** 
* <p>Title:  Simulateur de  breche</p> 
*
*
*
*
* *
* *

<p>Description:  </p>
 
<p>Copyright:  Copyright  Cc)  2005</p>
 
<p>Company:  UQAM</p>
 
@author  Martin  Lalonde
 
* @version  1.0 
*1 
public  class  Diffusion { 
public  DiffusionC)  { 
} 
public  static  void  diffuserSuccessiveOverRelaxationCI_2D  unFragment)  { 77 
Il Algorithme  pris  dans  Hansen,  1995,  avec  ordonnancement  par parite
 
Il pour faciliter la mise  en  oeuvre parallele
 
int k; 
int  j; 
liOn commence  apres  la bordure  et on  termine  avant
 
for  (int b  = 0;  b  <=  1;  b++)  {
 
for (int i  0; i  < Parametres.TAILLE_MATRICE;  i++)  {
 
k  (i  +  b)  ï.  2;
 
j  2  - k;
 
while  (j  <  (Parametres.TAILLE_MATRICE  - k»  { 
if  (unFragment.getMatrice()[i] [j].nature  != 
Parametres.BORDURE  && 
unFragment.getMatrice()[i] [j] .nature  != 
Parametres.FLUIDE)  { 
unFragment.getMatrice()[i] [j].saturation 
prochaineRelaxation(unFragment.getMatrice()[i] [ 
j].saturation, 
unFragment.getMatrice()[i  - l][j] .saturation, 
unFragment.getMatrice() [i  +  1] [j] .saturation, 
unFragment.getMatrice()[i][j  +  1] .saturation, 
unFragment.getMatrice()[i] [j  - 1] .saturation); 
}
 
j j  +  2;
 
}
 
}
 
}
 
}
 
private static double  prochaineRelaxation(double  c,  double  w,  double  e,
 
double  n,  double  s)  {
 
double res; 
res = (w  + e  + n  + s)  1 4 - c; 
return  (c  +  Parametres.OMEGA  * res); 
} 
public  static void  diffuserGaussSeidel(I_2D  unFragment)  { 
Il Cette methode  converge  2  fois  plus vite que  Jacobi  car  on  n'utilise pas  de  matrice  temporaire 
liOn commence  apres  la bordure  et on  termine  avant 
for  (int  i  = 1;  i  < Parametres.TAILLE_MATRICE  - 1;  i++)  { 
for  (int  j  = 1;  j  < Parametres.TAILLE_MATRICE  - 1;  j++)  { 
if  (unFragment.getMatrice()[i] [j] .nature  !=  Parametres.BORDURE  && 
unFragment.getMatrice()[i] [j] .nature  !=  Parametres.FLUIDE)  { 78 
unFragment.getMatrice()[i] [j] .saturation = 
(unFragment.getMatrice()[i  - l][j] .saturation 
+ unFragment.getMatrice()[i  +  1] [j] .saturation 
+ unFragment.getMatrice()[i][j  - 1] .saturation 
+ unFragment.getMatrice() [i] [j  +  1] .saturation)  1 
4; 
} 
} 
}
 
}
 
public static void diffuserJacobi(I_2D  unFragment)  { 
liOn commence  apres la bordure  et on termine  avant 
for  (int  i  =  1;  i  < Parametres.TAILLE_MATRICE  - 1;  i++)  { 
for  (int  j  = 1;  j  < Parametres.TAILLE_MATRICE  - 1;  j++)  { 
if  (unFragment.getMatrice()[i] [j] .nature  !=  Parametres.BORDURE  && 
unFragment.getMatrice() [i] [j] .nature  !=  Parametres.FLUIDE)  { 
unFragment.getMatriceTemp()[i] [j] .saturation = 
(unFragment.getMatrice()[i  - 1] [j] .saturation 
+ unFragment.getMatrice()[i  + l][j] .saturation 
+ unFragment.getMatrice() Ci] [j  - 1] .saturation 
+ unFragment.getMatrice()[i][j  +  1] .saturation)  1 
4; 
unFragment.getMatriceTemp()[i] [j] .nature  unFragment. 
getMatrice() [i] [j] .nature; 
} 
} 
} 
remplacerMatrice(unFragment) ; 
} 
private static void  remplacerMatrice(I_2D  unFragment)  { 
liOn remplace  la matrice  originale par les nouvelles  valeurs  (temporaires) 
for  (int  i  =  1;  i  < Parametres.TAILLE_MATRICE  - 1;  i++)  { 
for  (int  j  = 1;  j  < Parametres.TAILLE_MATRICE  - 1;  j++)  { 
unFragment.getMatrice()[i][j] .nature = unFragment. 
getMatriceTemp()[i] [j] .nature; 
unFragment.getMatrice() [i] [j] .saturation = unFragment. 
getMatriceTemp()[i] [j] .saturation; 
unFragment.getMatrice()[i][j] .idFragment  = unFragment. 
getMatriceTemp()[i] [j] .idFragment; 
} 
} 
} 
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C.3  Classe Identification 
import  java.util.TreeMap; 
1** 
* <p>Title:  Simulateur de  breche</p> 
*
*
*
*
*
*
* *

<p>Description:  </p>
 
<p>Copyright:  Copyright  (c)  2005</p>
 
<p>Company:  UQAM</p>
 
@author  Martin  Lalonde
 
* @version  1.0 
*1 
public  class  Identification { 
public  Identification()  {
 
idFragment  1;
 
for  (int  i  0;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  { 
tailleFragments[i]  = 0; 
} 
for  (int  i  = 0;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  { 
table_equivalence[i]  = new  TreeMap(); 
} 
} 
Il Constantes
 
private final  int AUCUN_VOISIN_IDENTIFIE  = 0;
 
private final  int UN_VOISIN_IDENTIFIE  = 1;
 
private final  int DEUX_VOISINS_IDENTIFIES  = 2;
 
*
 public  static final  int TAILLE_TABLE_EQUIVALENCE  20
Parametres.TAILLE_FRAGMENT; 
private int tailleFragments[]  = new  int[TAILLE_TABLE_EQUIVALENCE];
 
private TreeMap  nbFragmentsTaille  = new  TreeMap();
 
Il Les  tailles  sont  a  revoir  (surtout  pour  le  3D)
 
private TreeMap  table_equivalence[]  = new  TreeMap[TAILLE_TABLE_EQUIVALENCE];
 
private  int table_equivalence_resolue[]  = new  int[TAILLE_TABLE_EQUIVALENCE];
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private int idFragment  0; 
public  int[]  getTailleFragments(I_2D  unFragment)  { 
1*  Conserve  le nombre  de  cellules associé  à  chaque  fragment  distinct 
incluant  le fluide 
for  (int i  =0;  i  < Parametres.TAILLE_MATRICE;  i++)  { 
for  (int  j  = 0;  j  < Parametres.TAILLE_MATRICE;  j++)  { 
tailleFragments[unFragment.getMatrice() [i][j].idFragment]++; 
} 
} 
return  tailleFragments; 
} 
public  int  compterNbFragments()  { 
1*	  Retourne  le nombre  de  idFragment  differents
 
donc  le vrai  nombre  de  fragments  distincts
 
incluant le  idFragment  du fluide
 
*1 
int  count  = 0;
 
for  (int  i  = 1;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  {
 
if  (tailleFragments[i]  > 0)  {
 
count++;
 
}
 
}
 
return  count;
 
} 
public  TreeMap  getNbFragmentsPourChaqueTaille()  { 
Integer nbFragments; 
for	 (int  i  =0;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  {
 
int nbFragmentsTemp  = 0;
 
if  (tailleFragments[i]  !=  0)  {
 
nbFragments  =  (Integer)  nbFragmentsTaille.get(new  Integer( 
tailleFragments[i]»; 
if  (nbFragments  ==  null)  { 
nbFragmentsTemp++; 
}  else { 
nbFragmentsTemp  =  nbFragments.intValue()  +  1; 
} 
nbFragmentsTaille.put(new  Integer(tailleFragments[i]), 
new  Integer(nbFragmentsTemp»; 
} 
} 
return  nbFragmentsTaille; 81 
} 
private  int nbVoisinsDejaParcourusConnectes(I_2D  unFragment,  int i,  int  j)  { 
int  count = 0; 
if  (unFragment.getMatrice()[i  - 1J [jJ .nature  !=  Parametres.FLUIDE)  { 
count++; 
} 
if  (unFragment.getMatrice()[iJ[j  - l].nature  !=  Parametres.FLUIDE)  { 
count++;
 
}
 
return  count; 
} 
private  int getldentifiantCelluleConnectee(I_2D  unFragment,  int i, int j)  { 
int idFragment1  Integer.MAK_VALUE;
 
int  idFragment2  Integer.MAK_VALUE;
 
if  (unFragment.getMatrice()[i  - 1] [j] .nature  !=  Parametres.FLUIDE)  { 
idFragment1  =unFragment.getMatrice()[i  - 1] [jJ.idFragment;
 
}
 
if  (unFragment.getMatrice()[iJ[j  - 1J .nature  !=  Parametres.FLUIDE)  { 
idFragment2  =  unFragment.getMatrice()[i][j  - 1J .idFragment; 
} 
return  (idFragment1  < idFragment2  ?  idFragment1  idFragment2); 
} 
private  void  noterEquivalence(int  idFragment1,  int  idFragment2)  { 
Il idFragment1  = i-1  et  idFragment2  = j-1 
if  (idFragment1  ==  idFragment2)  { 
table_equivalence[idFragment1J .put(new  Integer(idFragment1),  null); 
}  else  if  (idFragment1  < idFragment2)  { 
table_equivalence[idFragment2J.put(new  Integer(idFragment1),  null); 
}  else  if  (idFragment1  > idFragment2)  { 
table_equivalence[idFragment1J.put(new  Integer(idFragment2),  null); 
} 
} 
public  void  identifierCellule(I_2D  unFragment,  int i,  int j)  { 
if  (unFragment.getMatrice()[iJ [jJ .nature  ==  Parametres.FLUIDE)  { 
unFragment.getMatrice()[iJ[jJ .idFragment  = 0; 
}  else  { 82 
if  CnbVoisinsDejaParcourusConnectesCunFragrnent,  i,  j)  == 
AUCUN_VOISIN_IDENTIFIE)  { 
Il Attribuer un  nouvel  identifiant  unique  a  la cellule 
unFragrnent.getMatriceC) [i] [j] .idFragrnent  = idFragrnent++; 
1* 
System.out.printC"AUCUN_VOISIN_IDENTIFIE  :  "); 
System.out.printlnCunFragrnent.getMatriceC) [i] [j] .idFragment); 
*1 
}  else 
if  CnbVoisinsDejaParcourusConnectesCunFragment,  i,  j) 
UN_VOISIN_IDENTIFIE)  { 
1* 
System.out.printC"UN_VOISIN_IDENTIFIE  :  ") i 
System.out.printlnCunFragrnent.getMatriceC) Ci] [j) .idFragrnent); 
*1 
unFragrnent.getMatriceC) [i][j) .idFragment 
getIdentifiantCelluleConnecteeCunFragrnent,  i,  j); 
}  else 
if  CnbVoisinsDejaParcourusConnectesCunFragrnent,  i,  j) 
DEUX_VOISINS_IDENTIFIES)  { 
unFragrnent.getMatriceC) [i) [j) .idFragrnent  = 
getIdentifiantCelluleConnecteeCunFragrnent,  i,  j); 
Il Si l'identifiant est different,  on  note  l'equivalence 
noterEquivalenceCunFragrnent.getMatriceC)[i  - l)[j) .idFragrnent, 
unFragrnent.getMatriceC)[i)[j  - l).idFragrnent); 
System.out.printC"DEUX_VOISINS_IDENTIFIES  :  "); 
System.out.println(unFragrnent.getMatriceC)[i)[j) .idFragment); 
*1 
} 
} 
} 
public  void  reIdentifierTableEquivalenceC)  { 
if  CParametres.DEBUG)  {
 
System.out.printC"Table  equivalence  :  ");
 
for  (int  i  = 0;  i  < Parametres.TAILLE_MATRICE;  i++)  {
 
System.out.printCi) ; 
System.out.printCtable_equivalence[i)); 
System.out.printC"  "); 
}
 
System.out.printlnC"");
 
}
 
int plusPetiteCle;
 
java.util.Collection uneCollection;
 
java.util.Iterator unIterateur;
 
for  Cint  i  = 0;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  {
 
if  C!table_equivalence[i) .isEmptyC))  { 83 
plusPetiteCle	  ((Integer)  table_equivalence[iJ .firstKey(». 
intValueO; 
uneCollection	  table_equivalence[iJ .keySet(); 
unIterateur = uneCollection.iterator(); 
while  (unIterateur.hasNext(»  { 
Integer entier = (Integer)  unIterateur.next(); 
Ilif(entier.intValue()  !=  plusPetiteCle  Il  entier.intValue()  !=  i)  { 
table_equivalence[entier.intValue()].put(new  Integer( 
plusPetiteCle),	 null); 
II} 
} 
} 
} 
if  (Parametres.DEBUG)  { 
System.out.print("Table  equivalence  :  "); 
for  (int  i  = 0;	 i  < Parametres.TAILLE_MATRICE;  i++)  { 
System.out.print(i); 
System.out.print(table_equivalence[iJ); 
System.out.print("  "); 
} 
System.out.println('"I) ; 
} 
for	 (int  i  = 0;  i  < TAILLE_TABLE_EQUIVALENCE;  i++)  { 
if  (!table_equivalence[iJ.isEmpty(»  { 
plusPetiteCle = ((Integer)  table_equivalence[iJ .firstKey(». 
intValueO; 
table_equivalence_resolue[i]  plusPetiteCle; 
}  else { 
} 
} 
table_equivalence_resolue[iJ  o·, 
for  (int  i  = 0;  i  < TAILLE_TABLE_EQUIVALENCE; 
if  (table_equivalenceJesolue[iJ  !=  0)  { 
table_equivalence_resolue[iJ  =  getEqu
table_equivalence_resolue[iJ); 
} 
i++)  { 
ivalence(i. 
} 
} 
private  int getEquivalence(int  i,  int v)  { 84 
if  Ci == v) {
 
return i;
 
} else if  Cv  < i)  {
 
table_equivalence_resolue[i]  = getEquivalenceCv,
 
table_equivalence_resolue[v]);
 
}
 
return  table_equivalence_resolue[i]; 
} 
public  void  resoudreEquivalences(I_2D  unFragment,  int i,  int  j)  { 
if  Ctable_equivalence_resolue[unFragment.getMatriceC)[i] [j] .idFragment]  != 
0)  { 
unFragment.getMatrice() [i] [j].idFragment = 
table_equivalence_resolue[unFragment.getMatrice()[i][j] . 
idFragment]; 
} 
} 
} 
C.4  Classe  ~ain 
import  javax.swing.JFrame; 
import  java.util.Calendar; 
import  java.io.File; 
import  java.io.IOException; 
import  java.nio.channels.FileChannel; 
import  java.io.FilelnputStream; 
import  java.io.FileOutputStream; 
import  java.nio.MappedByteBuffer; 
1** 
* <p>Title:  Simulateur  de  breche</p> 
*
*
* *
*
*

<p>Description:  </p>
 
<p>Copyright:  Copyright  Cc)  2005</p>
 
<p>Company:  UQAM</p>
 
*
 
*
@author  Martin  Lalonde 
* @version  1.0 85 
public  class  Main  { 
public  MainO  {
 
}
 
public  static void main(String[]  args)  { 
Fragment  fragmentlnitial; 
Main  main  = new  Main(); 
Il Définir un  identifiant unique  pour la création des fichiers  de  sortie
 
Calendar  unCalendrier  =  Calendar.getlnstance();
 
long time = unCalendrier.getTimeI~lillis();
 
File image_dir  = new  File("output"  +  time);
 
image_dir.mkdir();
 
Il  Copier  le fichier  de  configuration  dans  le répertoire  de  sortie 
try { 
copy(new  File(Parametres.NDM_FICHIER_CDNFIGURATIDN), 
new  File("output"  +  time  +  "/"  + 
Parametres.NDM_FICHIER_CDNFIGURATIDN»; 
}  catch  (IDException  e)  { 
System.out.println(lIImpossible  de  copier le fichier  de 
configuration  dans  le dossier de  la simulation"); 
} 
Parametres.creerMineraux(); 
if  (Parametres.UTILISER_FICHIER_CDNFIG)  {
 
Parametres.lireConfiguration();
 
}
 
Statistiques moduleStatistiques  = new  Statistiques(); 
fragmentlnitial  = main.creerFragment();
 
Iifragment2  = main.creerFragment();
 
moduleStatistiques.calculerNbTotalCellules();
 
moduleStatistiques.calculerNbCellulesDepart«I_2D)  fragmentlnitial);
 
Il Pour  simuler l'alteration de  plusieurs  fragments  en parallele,
 
Il  inserer ici des  threads et rappeler  N fois  la methode  creerRoche(  )
 
Il et  N fois  simuler(  )
 
main. simuler (fragmentlnitial ,  time);
 
Ilmain.simuler(fragment2);
 
moduleStatistiques.calculerNbCellulesFin«I_2D)  fragmentlnitial); 86 
Il Pour  initialiser les variables  dans  le  constructeur 
if  (Parametres.IDENTIFIER)  { 
Identification uneIdentification  =  new  Identification(); 
fragmentInitial.identifierFragments(uneIdentification); 
moduleStatistiques.calculerTaillesFragments(uneIdentification, 
(I_2D)  fragmentInitial); 
moduleStatistiques.calculerNbFragments(uneIdentification); 
moduleStatistiques.calculerNbFragmentsChaqueTaille( 
uneIdentification); 
} 
main. afficher (fragmentInitial ,  1);
 
Ilmain.afficher(fragment2,  2);
 
if  (Parametres.UTILISER_MATRICE_DUTPUT)  { 
fragmentInitial.creerFichierMatrice(time);
 
fragmentInitial.creerFichierMatriceSaturation(time);
 
}
 
if  (Parametres.PRINT_STATISTIQUES)  {
 
moduleStatistiques.ecrireStatistiquesFichier(time);
 
}  else  {
 
moduleStatistiques.ecrireStatistiquesEcran();
 
} 
System.out.println("Fin normale  du  programme"); 
} 
public  Fragment  creerFragment()  { 
Fragment  unFragment; 
if  (Parametres.DIMENSIDN  ==  Parametres._2D)  { 
unFragment  = new  Fragment2D(); 
}  else if  (Parametres.DIMENSIDN  ==  Parametres._3D)  { 
unFragment  =new  Fragment3D(); 
}  else if  (Parametres.DIMENSIDN  ==  Parametres._2D_MDDRE)  { 
unFragment  new  Fragment2DVoisinageMoore(); 
}  else { 
unFragment  null; 
} 
unFragment.initialiserFragment(); 
return unFragment; 
} 
public  void afficher(Fragment  unFragment,  int noFragmentInitial)  { 87 
if  (Parametres.DIMENSION  ==  Parametres._2D)  {
 
JFrame  f  = new  Affichage«I_2D)  unFragment,  "Minéraux");
 
f.setLocation(O,  0);
 
f. showO ; 
JFrame  f2 = new  AffichageDiffusion«I_2D)  unFragment,  "Diffusion");
 
f2.setLocation(200,  0);
 
f2.showO;
 
JFrame  f3  = new  AffichageIdFragment«I_2D)  unFragment, 
noFragmentInitial) ; 
f3.setLocation(400,  0); 
f3. showO ; 
}  else if  (Parametres.DIMENSION  ==  Parametres._2D_MOORE)  {
 
JFrame  f  =  new  Affichage«C2D)  unFragment,  "Minéraux");
 
f.setLocation(O,  0);
 
f. showO ; 
JFrame  f2  =  new  AffichageDiffusion( (C2D)  unFragment,  "Diffusion");
 
f2.setLocation(200,  0);
 
f2. showO ;
 
JFrame  f3  =new  AffichageIdFragment«I_2D)  unFragment, 
noFragmentInitial); 
f3.setLocation(400,  0); 
f3.showO; 
}  else  { 
} 
} 
public  void  simuler(Fragment  unFragment,  long  time)  { 
Il Pour  eviter de  le calculer  NB_ITERATION  fois ...
 
if  (Parametres.CALCULER_OMEGA_OPTIMAL)  {
 
Parametres.calculerOmegaOptimal();
 
} 
for  (int  i  = 0;  i  < Parametres.NB_ITERATIONS;  i++)  { 
if  (Parametres.DIFFUSER)  {
 
unFragment.diffuser();
 
} 
unFragment.changerEtats(); 
if  (Parametres.CREER_GIF_NOIR_BLANC)  {
 
unFragment.creerGifNoirBlanc(i,  time);
 
}
 
if  (Parametres.CREER_GIF_COULEUR)  {
 88 
unFragment.creerGifCouleur(i,  time); 
} 
Il Inserer fonction  pour  calculer Complexite  Morphologique 
} 
} 
public  static void copy(File  source,  File dest)  throws  IOException  { 
FileChannel  in  =  null,  out  =  null; 
try { 
in = new  FileInputStream(source).getChannel(); 
out  = new  FileOutputStream(dest).getChannel(); 
long size  =  in.size(); 
MappedByteBuffer  buf  = in.map(FileChannel.MapMode.READ_ONLY,  0, 
size); 
out.write(buf); 
}  finally  {
 
if  (in  !=  null)  {
 
in.closeO;
 
}
 
if  (out  !=  null)  {
 
out. close () ;
 
}
 
}
 
}
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