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Through this object-oriented approach, it was also possible to hide many of the details of the computations required on parallel computer architectures. The result of this research is the basis for a high-level programming environment that facilitates the development of high-resolution simulation software on serial or parallel computer architectures for the equations describing fluid flow in regions with complex geometry.
-
Background and Research Objectives
The advent of high-performance serial and parallel computers has opened the possibility of performing high-resolution simulations of fluid flow phenomena in regions with complex geometry. The method of composite overlapping grids [ 1,2] provides a mechanism for accurately representing complex geometry by using a set of overlapping structured meshes on which finite-difference or finite-volume methods can easily be used to approximate the partial differential equations. The method of block-structured adaptive mesh refinement (AMR) [3] has been extended to this environment us well, and provides a mechanism for automatically obtaining high computational resolu tioii while only refining the mesh in regions where additional refinement is needed. While the potential of these methods is great, the rapid development of simulation software that incorporates both overlapping grids and AMR is made difficult both by the complex data structures that are involved in each of the methods, and by the complexities of programming for modern massively parallel computer architectures. The objective of this research project was to initiate the development of programming tools that Principal Investigator, E-mail: dlh@lanl.gov i would facilitate such software development by using object-oriented techniques to hide much of the complexity at the highest programming levels. The C++ programming language provided much of the necessary capability required to accomplish this task. C++ classes provided a natural mechanism for accomplishing these objectives. Using the full power of the C++ language, classes were developed for handling the details of parallel array operations and for encapsulating the details of objects such as grids, grid functions and differential operators.
Importance to LANL's Science and Technology Base and National R&D Needs using supercomputers. The past Laboratory emphasis on fluid behavior of programmatic interest in simple geometries has been expanded by the more recent interest in promoting technology transfer between the national laboratories and US. industry. For example, fluidsdriven processes requiring high computational resolution, and often involving complicated geometries, are of interest to industrial scientists modeling internal combustion, materials processing and manufacture, as well as many other applications of critical industrial technology. Another trend is the evolution of supercomputer technology towards massively parallel processors. Parallel machines have few language standards, which makes code portability difficult. In addition, algoii thmic complexity is increasing in proportion to the ambitiousness of the applications that scientists hope to simulate. The development of computational tools that simplify the development of simulation software that addresses these application targets and that is also portable across the full range of modern computer architectures is of critical interest to both the Laboratory and to the nation.
One of the Laboratory's key areas of expertise is the simulation of fluid phenomena
Scientific Approach and Accomplishments
The objective of developing high-level computational tools that simplify the computational scientist's job of writing software capable of simulating fluid flows in complex geometries has been accomplished by using an object-oriented approach based on the C++ programming language. In the object-oriented approach, basic computational objects are abstracted, and classes are developed that encapsulate the data structures and functionality of each object. The use of the C++ language helps to enforce a strictly-defined interface to each object, which in tuin allows the objects to be developed independently of each other. The algorithms used to implement each object can be changed to improve performance or functionality, for example, without affecting the object's interface. In addition, different architecture-dependent implementations of objects can he supported with access through only one well-defined interface, allowing the development of high-level code to be essentially architecture independent. Since the fluid flow simulation codes are developed at a high level, they access the data and functionality of these objects only through their well-defined interfaces, and thus do not have to be rewritten every time that the implementation of the objects changes. This results in high-level software that is easily written and maintained. As part of this project, the A++/P++ a m y classes were further developed to handle the basic array operations required in scientific codes, in particular those using the composite overlapping grid method. The P++ class was ported to both the CM-5 and T3D computers as well as to generic parallel environments that support the PVM and MPI message passing libraries [4] . In addition, the Overture Framework [5] was developed, which includes C++ libraries for handling grids [6], giid functions [7] and differential operators [8] on composite overlapping grids. This Framework provides a very powerful tool that allows the development of fluids simulation software that appears to be independent of the complex grid data structures that it accesses and uses. The original objective of developing software libraries to support adaptive mesh refinement for overlapping grids on parallel architectures was not met due to the unanticipated complexity of this objective. However, the development of the AMR++ library, which is intended to address this need, continues as part of a spin-off of this LDRD pro-ject.
