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With the widely use of software technique in everyday applications, the correct-
ness of software becomes more and more important. Formal verification is an important
method to improve the correctness of software. However, it mainly takes formal lan-
guages as its modeling languages, which are based on mathematical logic, automata or
graph theory, hard for learning and domain description. That hinders the applications
of formal verification in industry.
This dissertation investigates the design and practice of domain modeling and
verification language EDOLA, to possess all the features of the usability for domain
description, reusability and automatic verification. It proposes a three-level design
method with the domain knowledge level, the common module level and the verifica-
tion support level. The main contributions are summarized as follows:
1. In the domain knowledge level, the extraction and representation methods of
the domain knowledge on both job-shop scheduling and PLC control software
are proposed. It defines domain-specific operators of the job-shop scheduling
problem, timed Petri net, etc. for the job-shop scheduling description. It also
defines the operators of the scan cycle pattern, the complete environment pattern
and five kinds of verification requests for the PLC domain description. It presents
the formal semantics of the defined domain-specific operators, for the further
EDOLA definition and its automatic verification.
2. In the common module level, the method to define common operators is pre-
sented with real-time as an example for common knowledge. It proposes two
kinds of basic time operators and four advanced ones, which help EDOLA to
describe real-time features easily and make the reusability of EDOLA design
among time-sensitive domains possible.
3. In the verification support level, it presents a properties-oriented abstraction strat-
egy, which reduces the state space and exploring space during automatic verifi-
II
Abstract
cation. It then formulates the encoding rules from EDOLA to first-order logic,
thus implements the verification of the models with infinite states, with the help
of first-order logic automatic theorem provers.
4. A prototype of the PLC domain modeling and verification language: EDOLA-
PLC are developed and its tools are implemented. The tools provide an EDOLA-
PLC editor and a compiler with the functionalities like syntax checking, seman-
tics checking and translation-based automatic verification.
5. A case study of the EDOLA-PLC language on a dock fire-fighting control sys-
tem is presented. It indicates that EDOLA-PLC is easy to describe both the PLC
domain knowledge and the properties to be verified; is easy to describe the com-
mon knowledge: real-time and can be verified automatically. The results show
that the abstraction strategy adopted in the verification support level of EDOLA-
PLC improves the efficiency of automatic verification.
Key words: Domain-specific language; TLA+; automatic theorem proving; pro-
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EDOLA 新型领域语言 (Evolved DOmain LAnguage)
DSL 领域专用语言 (Domain Specific Language)
TLA 动作时序逻辑 (Temporal Logic of Actions)
CTL 计算树逻辑 (Computation Tree Logic)
LTL 线性时序逻辑 (Linear Temporal Logic)
SMT 可满足性模理论 (Satisfiability Modulo Theory)
PLC 可编程逻辑控制器 (Programmable Logic Controller)










































































































































































































〈公式〉 ∆= 〈谓词〉 | [〈动作〉]〈状态函数〉 |
¬〈公式〉 | 〈公式〉 ∧ 〈公式〉 | 〈公式〉
〈动作〉 ∆= 包含常量符号、变量符号和带撇变量的布尔表达式






sJ f K ∆= f (∀‘v’ : sJ v K/v ) σJF ∧G K ∆= σJF K ∧ JG K
sJA Kt ∆= A(∀‘v’ : sJ v K/v , tJ v K/v ′) σJ¬F K ∆= ¬σJF K
|= A ∆= ∀s , t ∈ St : sJA Kt |= F ∆= ∀σ ∈ St∞ : σJF K
sJ  A K ∆= ∃t ∈ St : sJA Kt
〈s0, s1, . . .〉JF K ∆= ∀n ∈ Nat : 〈sn , sn+1, . . .〉JF K
〈s0, s1, . . .〉JA K ∆= s0JF Ks1
在基本符号的基础上定义的其它一些常用符号，表示如下。
p′ ∆= p(∀‘v’ : v ′/v ) 3F ∆= ¬¬F
[A]f
∆
= A ∨ (f ′ = f ) F ; G ∆= (F ⇒ 3G)
〈A〉f ∆= A ∧ (f ′ , f ) WFf (A) ∆= 3〈A〉f ∨ 3¬ 〈A〉f
 f ∆= f ′ = f SFf (A)
∆
= 3〈A〉f ∨3¬ 〈A〉f
其中f是一个状态函数；A是一个动作；F和G是公式； p是一个状态函数或谓












∧ ∨ x = 1
∨ x = 2
∧ ∨ y = 1
∨ y = 2
与((x = 1) ∨ (x = 2)) ∧ ((y = 1) ∨ (y = 2))具有相同的含义。
集合幂集和广义并 集合S的幂集表达形式为  S，例如 
{1, 2} = {{ }, {1}, {2}, {1, 2}}；集合S的广义并表达形式为  S，例如 
{{ }, {1}, {2}, {1, 2}} = {1, 2}。
集合约束表达式 表达形式为{x ∈ S : P }，定义了这样一个集合：它是集合S的
子集，且集合成员满足谓词P，例如：{x ∈ Nat : x%2 = 0}定义了偶数集合（其
中Nat表示自然数集）。
集合内涵表达式 表达形式为{e : x1 ∈ S1, . . . , xn ∈ Sn}，定义了这样一个集
合：它的成员都具有e的形式，且e中的参数分别满足x1 ∈ S1, . . . , xn ∈ Sn，例
如：{x + y : x ∈ {1, 2}, y ∈ {3, 4}}。
8
第 1章 绪论
记录赋值表达式 表达式形式为[elem1 7→ val1, . . . , elemn 7→ valn]，表示对
具有n个成员的记录进行赋值，这通过对记录的每个成员进行赋值实现。例









































































程 [82]（domain engineering）的分析和基于程序族 [41]的分析。目前DSL的领域分析
大多是非形式化的个案分析。基于领域工程的分析，通过系统性的领域建模方法
来获取领域知识。比较著名的领域建模方法包括ODM [83]（Organizational Domain
Modeling)、FODA [84]（Feature-Oriented Domain Analysis）、DSSA [85]（Domain-
Specific Software Architectures）等。基于程序族的领域分析从一族相似程序
中提取领域相关的共性特征，采用逆向工程技术从程序族中挖掘领域知




































































































• F：待处理的n个作业被划分为F个族（Family），F ≥ 1。同一族中的作业，
加工工艺路线相同。
















定义 2.1：时间Petri网是一个六元组TPN = (P , T , I , O , M0, D)，其中P是库
所（Place）的有限集合；T是变迁（Transition）的有限集合，P ∪T , ∅且P ∩T =
∅；I : (P × T )→ N是输入函数，它定义了从库所到变迁的有向弧，其中N是非
负整数集，整数值代表输入权值（Weight）；O : (T × P )→ N是输出函数，它定
义了从变迁到库所的有向弧，其中N中的整数值代表输出权值；M0 : P → Seq
是初始状态（Initial Marking），Seq是由非负整数构成的序列集；D : T → N是
定义变迁执行时持续时间的函数。
















族i工艺路线中的第j个加工操作为Oi ,j，则Oi ,j被映射为时间Petri网的变迁pti ,j，












1, −jibp 1, −jipt
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假定作业族i的工艺路线Ri包含Si个加工操作，即Ri : Oi ,1 →, . . . ,→ Oi ,Si，
则它的一个顺序关系 Oi ,j−1 → Oi ,j , j = 2, . . . , Si，可通过将Oi ,j−1的加工后状态库







































中p = 1, . . . , c。与之对应，kbip表明机器k已准备好加工作业族ip，且加工操作已




第一步 添加一组变迁st0k ,ip及其连接弧，使得变迁st0k ,ip的输入库所为kp，输出



















第二步对于任意两个库所kbip和kaiq，p, q = 1, . . . , c, p , q，添加一个变迁stk ,p,q，
使得其输入库所为kbip，输出库所为kaiq。此变迁表示机器k准备好并加工完作业
族ip之后，紧接着为另一作业族iq进行准备的动作。



















机（State Machine）、标记图（Marked Graph）、自由选择网（Free Choice Net）、扩






定义 2.2：对于时间Petri网TPN = (P , T , I , O ,M0, D)，我们定义•t = {p | I (p, t) ≥
1}为变迁t的输入库所集合。t• = {p |O(p, t) ≥ 1}为变迁t的输出库所集合。
对于库所也有相应的概念，即•p = {t |O(p, t) ≥ 1}为库所p的输入变迁集合，
而p• = {t |I (p, t) ≥ 1}表示库所p的输出变迁集合。这个概念也可以扩展到集合上，
即对于一个集合S ⊆ P，•S是S中所有成员x对应集合•x的广义并，S •是S中所有
成员x对应集合x •的广义并，x ∈ S。
定义 2.3：时间Petri网在结构上被称为是一个自由选择网，当且仅当∀p ∈ P :
























识，分别表达为常量操作符 JM、MN ( )、F、O( )、Sigma( , )、P ( , )、L( )、B ( )
和 ST ( , )。
JM是车间所有机器的集合；对于所有的m ∈ JM，MN (m) ∈ Nat，表
示车间中机器m的数量（Nat是TLA+中的自然数集合表示）。F是作业
族的集合。工艺路线通过两个参数O( )和Sigma( , )共同表示：对于所有
的i ∈ F，O(i)的值为作业族i的工艺路线上的操作个数，O(i) ∈ Nat；对于所
有的i ∈ F和1 ≤ j ≤ O(i)，Sigma(i , j )的值为作业族i的工艺路线的第j个操作要
使用的机器，即Sigma(i , j ) ∈ JM。P (i , j )的值为加工时间，P (i , j ) ∈ Nat。对于所
有的i ∈ F，L(i)的值为作业族i的作业数目，L(i) ∈ Nat。B (i)的值为作业族i的
加工批量，B (i) ∈ Nat。对于所有的m ∈ JM和i ∈ F，ST (m, i)的值为机器m为加
工作业族i中的作业所需要的准备时间，ST (m, i) ∈ Nat。
2.3.3.2 时间Petri网






















Ts, Is, Os)、 RouteModeling(Ps, Ts, Is, Os)、 MachineModeling(Ps, Ts, Is,



















OperationModeling(Ps ,Ts , Is ,Os) ∆=
∧ Ts ′ = Ts ∪  {{[name 7→ pt(i , j ), delay 7→ P (i , j )]
: j ∈ 1..O(i)} : i ∈ F }
∧ Ps ′ = Ps ∪  {{[name 7→ bp(i , j ), token 7→ 〈〉] : j ∈ 1..O(i)} : i ∈ F }
∪  {{[name 7→ ap(i , j ), token 7→ 〈〉] : j ∈ 1..O(i)} : i ∈ F }
∧ Is ′ = Is ∪  {{[place 7→ bp(i , j ), trans 7→ pt(i , j ),weight 7→ B (i)]
: j ∈ 1..O(i)} : i ∈ F }
∧ Os ′ = Os ∪  {{[place 7→ ap(i , j ), trans 7→ pt(i , j ),weight 7→ B (i)]
: j ∈ 1..O(i)} : i ∈ F }
其中，函数pt(i , j )，bp(i , j )和ap(i , j )分别对应图 2.2中的pti ,j，bpi ,j和api ,j。这
三个函数是表示变迁或库所名的有序列表，定义为（◦是列表连接符）
pt(i , j ) ∆= 〈“pt ”〉 ◦ 〈i〉 ◦ 〈j 〉
bp(i , j ) ∆= 〈“bp ”〉 ◦ 〈i〉 ◦ 〈j 〉
ap(i , j ) ∆= 〈“ap ”〉 ◦ 〈i〉 ◦ 〈j 〉
动作OperationModeling表示，对于每一个作业族（i ∈ F）的每一个操
作（j ∈ 1..O(i)），向变迁集合Ts中添加名字域为pt(i , j )且时延域为P (i , j )的
一条记录；向局部状态集合Ps添加两条记录：一条记录的名字域为bp(i , j )，令
牌域为空列表，另一条记录的名字域为ap(i , j )，令牌域也为空列表；向输入弧集
合Is添加一条库所域为bp(i , j )、变迁域为pt(i , j )且权值域为 B (i)的记录；向输出






t ∈  {{[name 7→ pt(i , j ), delay 7→ P (i , j )] : j ∈ 1..O(i)} : i ∈ F }
≡∃i ∈ F : t ∈ {[name 7→ pt(i , j ), delay 7→ P (i , j )] : j ∈ 1..O(i)}
≡∃i ∈ F : (∃j ∈ 1..O(i) : t = [name 7→ pt(i , j ), delay 7→ P (i , j )])
可以看出，此 集合所包含的成员就是我们期望添加的所有变迁。
工艺路线建模操作符RouteModeling被解释为TLA+中的动作定义
RouteModeling(Ps ,Ts , Is ,Os) ∆=
∧ Is ′ = {  i ∆= x .trans[2] j ∆= x .trans[3] 
[place 7→  j > 0  ap(i , j − 1)  f (i),
trans 7→ x .trans ,
weight 7→ x .weight] : x ∈ Is}
∧ Ps ′ = {x ∈ Ps : Head (x .name) , “bp ”}
∪{[name 7→ f (i), token 7→ Insert(〈〉,L(i), 0)] : i ∈ F }
∧  〈Ts ,Os〉
从图 2.3 和图 2.4 中可以看出，工艺路线建模步骤只影响到输入弧集
合Is和局部状态集合Ps，而对变迁集合 Ts和输出弧集合Os没有影响，这一点
由 语句表达。对输入弧集合的影响由Is ′表示：对于每一条输入弧x，
设其变迁域表示的是作业族i的第j个操作（由名字pt(i , j )表示），则若是第1个




族i ∈ F，添加一个记录，其名字域为f (i)，令牌域为L(i)个0构成的有序列表（表










= ∨ (step = 0 ∧OperationModeling(Ps ,Ts , Is ,Os) ∧ step′ = 1)
∨ (step = 1 ∧ RouteModeling(Ps ,Ts , Is ,Os) ∧ step′ = 2)
∨ (step = 2 ∧MachineModeling(Ps ,Ts , Is ,Os) ∧ step′ = 3)
∨ (step = 3 ∧ SetupModeling(Ps ,Ts , Is ,Os) ∧ step′ = 4)















= ∀p ∈ Ps : ∨ Cardinality(PostSet(p)) ≤ 1































































替执行。发送方具有较高的优先级（不必等待接收方，如 start := true），而接收
方则使用条件判断（如 start == true）来等待发送信号的到达，当条件满足时执



































































设通过INPUTVAR声明了输入变量invar1, . . . , invarni；通过OUTPUTVAR声明
了输出变量outvar1, . . . , outvarno；通过SYSTEMVAR声明了系统变量sysvar1,




= 〈invar1, . . . , invarni 〉
OV
∆
= 〈outvar1, . . . , outno 〉
SV
∆










invar ′i ∈ ValRangei
此语义解释使用了变量类别这一领域知识。全环境模型通过描述PLC控








= ∨ ∧ aux = 0
∧ EnvInput
∧  SOV
∧ aux ′ = 1
∨ ∧ aux = 1
∧ SystemAction
∧  IV
∧ aux ′ = 0
其中SOV
∆








= ∨ ∧ aux = 0
∧ EnvInput
∧  SOV
∧ aux ′ = 1
∨ ∧ aux = 1
∧ SystemAction
∧  IV
∧ aux ′ = 2
∨ ∧ aux = 2
∧ ClearEnvInput
∧  SOV








本章总结的几种PLC领域验证需求都可通过不变式来描述，以 Inv (P ) 表
示。基于TLA+定义不变式的形式语义时，需要区分P是一个状态谓词或是
一个动作。若P表示一个状态谓词，则Inv (P ) ∆= 2(P )；若P表示一个动作，
则Inv (P ) ∆= 2[P ]vars，其中vars表示系统所有变量构成的元组。四类正确性验
证需求以及一类排错属性都是特殊形式的不变式，它们的操作符描述和形式语
义定义如下。









竞争属性 系统状态之间的竞争属性表达为操作符 Compete(Cond ,
State1, State2) ，表示在条件Cond下，系统状态State1和State2不能同时成立。
它的TLA+语义解释为
Compete(Cond , State1, State2)
∆
= 2(Cond ⇒ ¬(State1 ∧ State2))
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Sequence(Act , SysState) ∆= 2[Act ⇒ SysState]vars
其中vars表示模型中所有变量组成的元组。
优先属性 通过操作符Priority(Act , SysState)表示，即对于用户定义的所有
系统动作，在SysState 定义的系统状态下， Act动作具有最高的优先级。它
的TLA+解释为
Priority(Act , SysState) ∆= 2(SysState ⇒ ∧  Act
∧ ¬ (OtherActions))
其中，OtherActions表示除 Act 之外的所有其它动作。此公式指定，在 SysState
成立的情况下，只有 Act 动作被使能而所有其它的系统动作都是非使能




































































































DurationBound (STRflag , t ,A, v ,min, lb,max , ub)
DurationUB (STRflag , t ,A, v ,max , ub)
DurationLB (t ,A, v ,min, lb)















IntervalBound (STRflag , t ,Acts ,B , v ,min, lb,max , ub)
IntervalUB (STRflag ,Acts ,B , v ,max , ub)
IntervalLB (Acts ,B , v ,min, lb)














Delay(A, time, t , v )
Deadline(A, time, t , v )
Timeout(A,B , time, t1, t2, v )




































NowNext(v ) ∆= ∧ now ′ ∈ {r ∈ Real : r > now }
∧  v
其中，now ′表示变量now在执行一个动作后，所得新状态中的值；Real代表所






RTFairness(v ) ∆= ∀r ∈ Real : WF now (NowNext(v ) ∧ (now ′ > r ))
其中，WFvar (A)形式的公式表示动作A上的弱公平性约束（Weak Fairness），它
在TLA+中的定义为：( 〈A〉var ⇒ 3〈A〉var )，含义为：若动作A被连续使















DurationBound (STRflag , t ,A, v ,min, lb,max , ub) ∆=
 TNext
∆
= t ′ =  〈A〉v ∨ ¬( 〈A〉v )′
 0
 t + (now ′ − now )
UpperBound
∆
=  STRflag = 
  ub  t ′ ≤ max  t ′ < max
 A⇒  ub  t ≤ max  t < max
LowerBound
∆
































DurationUB (STRflag , t ,A, v ,max , ub) ∆=
 TNext
∆
= t ′ =  〈A〉v ∨ ¬( 〈A〉v )′
 0
 t + (now ′ − now )
UpperBound
∆
=  STRflag = 
  ub  t ′ ≤ max  t ′ < max











DurationValue(STRflag , t ,A, v , val ) ∆=

















IntervalBound (STRflag , t ,Acts ,B , v ,min, lb,max , ub) ∆=
 TNext
∆
= t ′ =  〈B〉v ∨ ¬( 〈Acts ∨ B〉v )′
 0





=  STRflag = 
  ub  t ′ ≤ max  t ′ < max
 B ⇒  ub  t ≤ max  t < max
LowerBound
∆








为：A1, . . . ,An，则在使用操作符IntervalBound表达A和B之间的时间间隔约束
时，取Acts
∆































Deadline(A, time, t , v ) ∆= DurationUB (, t ,A, v , time, )
超时 Timeout操作符表示若一个动作A未在时间time之内执行，则执行另一动
作B。它可使用两个基本时间操作符定义为
Timeout(A,B , time, t1, t2, v ) ∆=
∧ DurationUB (, t1,A, v , time, )
∧ DurationValue(, t2,B , v , time)
也就是说，超时概念被解释为动作A和B上的两个约束。首先，要求若动



























1. ∀i ∈ Competitors : Timeout(Compete(i),BeeperRing , 5, t1, t2, vars)
2. Delay(BeeperRingFinish, 3, t3, vars)
3. ∀i ∈ Competitors :



































































































































量词形式进行限定：“∀v1 ∈ S1, . . . , vk ∈ Sk :”，其中S1, . . . , Sk 是表示约束变量取
值范围的集合。在图 4.1描述的实时组合框架中，借用了正则表达式中的标准符
号“?”表示可选（Optional），“|”符号表示选择（Choice），“+”符号表示一次或多
次重复。Ap 和 Aq 表示与时间约束相关的动作（DomainModule模块中定义）；ti
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 RTmodule
 FuncModule,RealTimeNew , Sequences










= ∧(Next ∨ ( vars))
∧(NowNext(vars) ∨  now )
(∧(∀v1 ∈ S1, . . . , vk ∈ Sk )?
DurationBound (STRflag , ti ,Ap , vars ,min, lb,max , ubi )
| DurationUB (STRFlag , ti ,Ap , vars ,max , ub)
| DurationLB (ti ,Ap , vars ,min, lb)
| DurationValue(STRflag , ti ,Ap , vars , val )
| IntevalBound (STRflag , ti ,Aq ,Ap , vars ,min, lb,max , ub)
| IntervalUB (STRflag , ti ,Aq ,Ap , vars ,max , ub)
| IntervalLB (ti ,Aq ,Ap , vars ,min, lb)
| IntervalValue(STRflag , ti ,Aq ,Ap , vars , val )
| Delay(Ap , time, ti , vars)
| Deadline(Ap , time, ti , vars)
| Timeout(Ap ,Aq , time, ti , tj , vars)
| WaitUntil (Ap , Idle, time, ti , vars))+
RTvars
∆

















RTspec ⇒ Spec (4-1)
根据本章对编译框架的设计，此蕴含关系很容易得证。为证明公式 (4-1)，首
先将RTspec和Spec根据定义进行替换，从而得到
BigInit ∧2[BigNext]RTvars ∧ RTL (4-2)
⇒ Init ∧2[Next]vars ∧ L
为证明公式 (4-2)，只需证明以下三条公式即可
BigInit ⇒ Init
























Init ⇒ P , P ∧ Next ⇒ P ′, P ∧ v = v ′ ⇒ P ′

















(func, n, domL) 或 (pred , n, domL)
















对于一个基本的subTLA表达式 x ∈ S，根据S是否被量词所限定，有不同的转换
规则。第 4.4.2.1节将详细讲述这一点。
下面给出一个简单的例子来解释函数 Q。考虑表达式 e1 ⊆ e2，假设经过类
型推演，可得知e1和e2的类型信息都为一元谓词（参考第 4.4.2.1节)，即
TJ e1 K = TJ e2 K = (pred , 1, nil )















集合的编码规则 集合包含操作 ∈ 是集合论中的原始算符。在一阶逻辑中，一
般有两种方法对x ∈ Set进行编码
SJ x ∈ Set K =





达式 ∃S ⊆ R : P，其中 P 是一个谓词，若基于一元谓词对集合进行编码，会得到
SJ∃S ⊆ R : P K
= SJ∃S : (S ⊆ R) ∧ P K
= exists([S ], and (SJ S ⊆ R K,SJP K)
= exists([S ], and (forall ([x ], implies(SJ x ∈ S K,SJ x ∈ R K)),SJP K))
= exists([S ], and (forall ([x ], implies(S (x ),R(x ))),SJP K))
从最后一行可以看出，翻译结果中包含了对谓词符号S的量化，所以不再是
一个合法的一阶逻辑公式。这种情况下，我们采取第二种方法。也就是说，若
QJ S K = true，则将 x ∈ S 转换为 elem(x , S )。基于此策略，上面的例子可转换为
合法的一阶逻辑公式







4.4.1节介绍的基本转换知识，集合表达式 S 总是以 e ∈ S 的形式出现。这里介
绍subTLA中七种集合操作的类型推演规则以及到一阶逻辑的编码规则。
空集 Exp ::= {} Exp被定义为一个空集，其类型推演和转换规则很简单：
TJExp K = (pred , 1, nil ), SJ e ∈ {} K = false
集合枚举 Exp ::= {E1, . . . ,En} 此表达式定义一个成员为 E1, . . . ,En 的枚举集
合，其中n ≥ 1。根据它的语义，可直观得到其类型推演和转换规则
TJExp K = (pred , 1, nil ),
SJ e ∈ {E1, . . . ,En} K = or (SJ e = E1 K, . . . ,SJ e = En K)
基本的集合操作 基本的集合操作如 ∪, ∩和\，根据它们的语义，可以直接转换
为对应的布尔操作。例如
SJ e ∈ E1 \ E2 K = and (SJ e ∈ E1 K, not(SJ e ∈ E2 K))
集合约束 Exp ::= {Id ∈ E1 : E2} 此表达式定义了一个集合Exp，它是集合E1的
子集且集合成员必须满足谓词 E2（其中Id是标识符）。类型推演和转换规则为
TJExp K = TJE1 K,
TJE2 K = (pred , 0, nil ),
SJ e ∈ {Id ∈ E1 : E2} K = and (SJ e ∈ E1 K,SJE2 |Id←e K)
其中E2 |Id←e表示将E2中所有出现Id的位置，用e替换。




所有满足下面条件的值 e 所构成：存在Id1 ∈ E1, . . . , Idn ∈ En，使得e = Exp1。此
转换规则定义为
SJ e ∈ {Exp1 : Id1 ∈ E1, . . . , Idn ∈ En} K
= exists([Id1, . . . , Idn], and (SJ Id1 ∈ E1 K, . . . ,SJ Idn ∈ En K,SJ e = Exp1 K)),
QJ Id1 K = true,
. . .
QJ Idn K = true
幂集 Exp ::=  E1 由于e ∈  E1等价于e ⊆ E1，因此转换规则定义为
SJ e ∈  E1 K = SJ e ⊆ E1 K
广义并 Exp ::=  {Exp1 : Id1 ∈ E1, . . . , Idn ∈ En} TLA+表达式  S表
示S 的所有成员集合的并集。若考虑此一般情形，转换规则将被定义为




SJ e ∈  {Exp1 : Id1 ∈ E1, . . . , Idn ∈ En} K





函数表示 在subTLA中，函数 f 的定义域用  f 表示；定义域中的每个
成员 x 被映射为值f (x )。本章使用SPASS中的函数来表示subTLA的函数，因




fp(x , y) 成立当且仅当 x ∈  f 且 y = f (x )。函数的类型信息则被表示
为：TJ f K = (pred, 2, nil)。然而，此编码的一个缺点是需要为每一函数定义
一条公理，以声明函数值的唯一性。公理具有下面的形式： forall ([x , y1, y2],




表达式  f 是表示函数 f 定义域的集合，因此 TJ  f K = (pred, 1,
nil)。给定函数 f 的类型信息 TJ f K = (fund / pred , n, domL)，n > 0且 domL不为
空，则有：SJ  f K = SJHead (domL) K，其中 Head (l )返回列表 l 的第一个元
素。
下面分别对subTLA中包含的函数定义以及操作的转换规则进行介绍。
函数定义 Exp ::= [Id ∈ E1 7→ E2] 定义了一个函数 f，定义域为 E1，且对于任
一Id ∈ E1，f [Id ]的值等于E2（在subTLA中使用方括号表示函数作用）。考虑函
数定义出现在等号表达式右侧的情形（其它情形可以归结为这种情形），转换规
则定义为
SJ e = [Id ∈ E1 7→ E2] K
= forall ([x ], implies(SJ x ∈ E1 K,SJ e[x ] = E2 K))
且QJ x K = true，x 是转换过程生成的一个新量词变量。e和Exp的类型信息由 E2
的类型信息决定
TJ e K =TJExp K = (pred/func, n + 1,E1 :: domL),
给定TJE2 K = (pred/func, n, domL)
其中 ::表示列表连接符。





SJE1[e1, . . . , en] K = SJE1 K(SJ e1 K, . . . ,SJ en K)
TJExp K = (pred/func,m − n,Tail (domL, n)),
给定TJE1 K = (pred/func,m, domL)
其中m ≥ n，函数 Tail (l , n)返回列表l的尾（即删除前n个元素后得到的列表）。
函数重载 Exp ::= [Exp1  ![E1] = E ] 构造了一个函数Exp，它除了对
参数 E1 返回函数值 E 之外，和函数 Exp1完全相同。给定Exp1的类型信息
TJExp1 K = (pred/func, n, domL)，函数重载操作的转换规则定义为
SJ e = [Exp1  ![E1] = E ] K
= forall ([x ], implies(SJ x ∈ Head (domL) K,
and (implies(SJ x = E1 K,SJ e[x ] = E K),
implies(not(SJ x = E1 K),SJ e[x ] = Exp1[x ] K))))
表达式Exp的类型信息与Exp1完全相同：
TJExp K = TJExp1 K
此转换很容易一般化到多函数成员更新的情形。subTLA中函数重载的更一般的
形式为
[Exp1  ![e1,1] . . . [e1,n] = E1, . . . , ![ek ,1] . . . [ek ,n] = Ek ]
函数空间 Exp ::= [E1 → E2] 表示定义域为E1且值域为E2的函数集合。由
于Exp是一个集合，因此本章同样考虑e ∈ Exp的转换规则
SJ e ∈ Exp K = forall ([x ], implies(SJ x ∈ E1 K,SJ e[x ] ∈ E2 K))
QJ x K = true
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函数相等 Exp ::= e = E1 表达式e和E1表示两个函数（可通过它们的类型信息
进行判断）。函数相等的转换是递归进行的，一次转换函数的一维
SJ e = E1 K = forall ([x ], implies(SJ x ∈ Head (domL) K,SJ e[x ] = E1[x ] K))
若 TJ e K = (pred/func, n, domL)





两个值可对应到SPASS中的值 true 和 false，因此  可被编码为有两
个成员的普通集合，从而对于表达式p, q ∈ ，转换规则为（以p为
例）：SJ p ∈  K =  (p) 或 SJ p ∈  K = elem( , p)，
而SJ p ∧ q K = and (equal (p, true), equal (q , true))。然而，它会给项替换（Term Sub-
stitution）带来更多可能性，因而在实践中效率很低。本章考虑了对 转
换规则的优化：当遇到表达式e ∈ 时，我们将 e 识别为一个命题，并进
行相应的处理。对于前面的例子，基于我们的转换方法，实际的转换结果为
SJ p ∈  K = true 且 SJ p ∧ q K = and (p, q)。
常量 Exp ::=  |  我们仅考虑逻辑常量出现在等号表达式右部的情
形（其它情形可以归结为这种情形），其转换规则和类型推演很容易理解
SJ e =  K = SJ e K
SJ e =  K = not(SJ e K)
TJ e K = TJExp K = (pred , 0, nil )
谓词等价 Exp ::= e = Exp1 已知 e或 Exp1的类型信息为：(pred , n, nil )，n ≥ 0，
转换函数 S区分 n = 0和 n > 0两种情况对谓词等价操作进行转换
1. SJ e = Exp1 K = equiv (SJ e K,SJExp1 K)
若 TJ e K = (pred , 0, nil )或 TJExp1 K = (pred , 0, nil )；
62
第 4章 EDOLA的验证支持层研究和实现
2. SJ e = Exp1 K = forall ([x1, . . . , xn], equiv (SJ e K(x1, . . . , xn),SJExp1 K(x1, . . . , xn)))
且 QJ x1 K = . . . = QJ xn K = true
若 TJ e K = (pred , n, nil )或 TJExp1 K = (pred , n, nil )，n ≥ 1。
有界量词 Exp ::= ∀ | ∃ Id1 ∈ E1, . . . , Idn ∈ En : Exp1 一阶逻辑中有（无界的）
全称和存在量词，因此只需将它们与有界集合按照第 4.4.2.1节给出的集合结构
转换规则进行关联即可。以有界全称量词为例，转换规则和类型推演定义为
SJ∀Id1 ∈ E1, . . . , Idn ∈ En : Exp1 K =
forall ([Id1, . . . , Idn], implies(and (SJ Id1 ∈ E1 K, . . . ,SJ Idn ∈ En K),SJExp1 K)),
QJ Id1 K = true
. . .
QJ Idn K = true











SJ e1 ≥ e2 K = ge(SJ e1 K,SJ e2 K)
SJ e1 ≤ e1 K = ls(SJ e1 K,SJ e2 K)
SJ e1 + e2 K = SJ e1 K + SJ e2 K










SJ e infixOp  e1  e2  e3 K =
and (implies(SJ e1 K,SJ e infixOp e2 K),
implies(not(SJ e1 K),SJ e infixOp e3 K))
TJ e1 K = (pred , 0, nil )
TJExp K = TJ e2 K = TJ e3 K
其中infixOp ∈ {∧,∨,⇒,≡,∩,∪, \, ∈ , < ,=,,,⊆≥,≥,≤,≤,+,−, ∗, /}，是subTLA的
一个中缀操作符。




SJ e infixOp  e1 → E1  . . . en → En   → En+1 K =
and (implies(SJ e1 K,SJ e infixOp E1 K),
. . . ,
implies(SJ en K,SJ e infixOp En K),
implies(and (not(SJ e1 K), . . . , not(SJ en K)),SJ e infixOp En+1 K))
TJ e1 K = . . . = TJ en K = (pred , 0, nil )








CHOOSE表达式 完整TLA+语言的  操作符有两种用法，无界的形
式： Id : E1，或有界的形式： Id ∈ E1 : E2，而后者可由无界的形式
定义出来，即 Id ∈ E1 : E2 ∆=  Id : (Id ∈ E1) ∧ E2，因此转换时仅考
虑无界的形式即可。
根据 操作符在TLA+中的语义，若命题 E1 是可满足的，则表达
式 Id : E1 的值是任一使得命题E1 成立的值v（当把E1中所有Id的出现
都替换为v时）；否则（即命题E1不可满足），此表达式将返回一完全任意的
值 [26]。若根据此语义，表达式的类型推演和转换规则可定义为
TJ  Id : E1 K = TJ Id K
TJE1 K = (pred , 0, nil )
SJ  Id : E1 K = Idnew
并伴随着一条公理
formula(and (implies(exists([Id ],SJE1 K),SJE1|Id←Idnew K),









1. Exp::=  Id : . 由于是不可满足的，所以第二条分支被选择。
转换规则为：SJExp K = ARBIT；
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2. Exp::=  Id : Id ∈ {}. 由于空集中不包含任何元素，因此第二条分支被
选择，转换规则为：SJExp K = ARBIT；
3. Exp::=  Id : Id ∈ E1，其中 E1 非空。在这种情况下，存在变量Id，使
得Id属于集合E1，因此第一条分支被选择，转换规则定义为：SJExp K =
Idc，并伴随着一条公理：formula(SJ Idc ∈ E1|Id←Idc K).若此表达式是
第一次在subTLA模型中出现，则Idc表示一个新生成的标识符；否则 Idc表
示对其第一次出现时所定义标识符的引用。
4. Exp::=  Id : Id < E1. 由于在 Zermelo-Fra¨nkel集合论中，不存
在“包含了所有集合的集合”。因此任给一个集合，总是存在不属于这个
集合的元素，从而使得Id < E1可满足，所以第一条分支被选择，转换规








例如，一个subTLA模型中通过语句  Clients 声明了一个标识符Clients；
我们将其记录下来，但尚不能猜测关于Clients的任何类型信息。之后，通过对
整个模型的扫描，我们为Clients推演出它的类型信息，例如(pred , 1, nil )，进而
在SPASS中将其声明为一个一元谓词，形式为 predicates[(Clients , 1), . . .]。
subTLA的动作以及相关概念的公式定义具有形式 LeftF ∆= Exp ，其
中LeftF
∆
= Id | Id (Id1, . . . , Idn)。一条subTLA公式的转换，通过对其右部表达式
进行转换，并在SPASS中添加相应的声明来实现。具体来说，公式LeftF ∆= Exp的
转换，对应于SPASS的一条公式





































































































EDOLA-module ::=      AtLeast4("-")  MODULE  ModuleName  (AtLeast4("-") 
                      ( nil  |  EXTENDS  CommaList( ModuleName) ) 
                      GeneralDef 
Declarations  
ActionDef 
                      Constraints 
           Properties 
                      AtLeast4("=") 
GeneralDef ::= nil  |  ( formula )* 
Formula ::= LeftF  '= ='  Exp 
LeftF ::= Name  |  Name  “(”  CommaList(ID)  “)” 
Declarations ::=     ConstDeclarations    VarDeclarations 
ConstDeclarations ::= CONSTANT CommaList ( OpDec ) 
OpDec ::= ConstName  |  ConstName  “(”  CommaList(“_”)  “)”  
VarDeclarations ::=   INPUTVAR  varDecList 
                  OUTPUTVAR  varDecList 
                  SYSTEMVAR  varDecList 
varDecList ::= CommaList ( varTypeDes ) 
varTypeDes ::= varName \in Exp 
ActionDef ::=     INIT  formula 
                ACTION  ActionList 
                SPEC  SpecName 
ActionList ::=  ( Formula )+ 
Constraints ::=      EnvConstraint 
                 ( nil | TimeConstraints ) 
EnvConstraint ::=    ENV  TOTAL 
                |  ENV  ( Formula )+ 
TimeConstraints ::= TIME ( Duration | Interval | Delay | Deadline | Timeout | WaitUntil ) + 
Duration ::= (Quantif)? DURATION 
BOUND (STRFlag, TimerName, ActRef, minVal, LowerFlag, maxVal, UpperFlag) 
         |  UB (STRFlag, TimerName, ActRef, maxVal, UpperFlag) 
  |  LB (TimerName, ActRef, minVal, LowerFlag) 
  |  VALUE (STRFlag, TimerName, ActRef, Val) 
Interval ::= (Quantif)? INTERVAL 
BOUND (STRFlag, TimerName, ActRef, ActRef, minVal, LowerFlag, maxVal, UpperFlag) 
         |  UB (STRFlag, TimerName, ActRef, ActRef, maxVal, UpperFlag) 
  |  LB (TimerName, ActRef, ActRef, minVal, LowerFlag) 










Delay ::= (Quantif)? DELAY (ActRef, Val, TimerName) 
Deadline ::= (Quantif)? DEADLINE ( ActRef, Val, TimerName) 
Timeout ::= (Quantif)? TIMEOUT (ActRef, ActRef, Val, TimerName, TimerName) 
WaitUntil ::= (Quantif)? WAITUNTIL ( ActRef, IdleName, Val ) 
Quantif ::= ( \A | \E) CommaList ( Name \in SetName )  “:” 
ActRef ::= ActName  |  ActName  “(”  CommaList(ID)  “)” 
Properties ::=  PROP  ( Debug  | ToProof ) 
Debug ::= DEBUG  PropName: (Quantif)? ActRef 
ToProof   ::=  TOPROOF ( Respond | Compete | Sequence | Priority | StateInv | ActInv )* 
Respond ::= PropName “:”  (Quantif)? RESPOND (ActRef, EnvState, SysState) 
Compete ::= PropName “:”  (Quantif)? COMPETE ( CondExp,  SysState, SysState ) 
Sequence ::= PropName “:”  (Quantif)? SEQUENCE (ActRef, sysState) 
Priority ::=  PropName “:”  (Quantif)? PRIORITY (ActRef , SysState)  
StateInv ::=  PropName “:”  (Quantif)? STATEINV (SysState) 
ActInv ::=  PropName “:” (Quantif)? ACTINV (ActRef) 
EnvState ::= Exp 
SysState ::= Exp 
STRFlag ::= TRUE | FALSE 
LowerFlag ::= TRUE | FALSE 
UpperFlag ::= TRUE | FALSE 
ModuleName ::= ID 
Name ::= ID 
ActName ::= ID 
SetName ::= ID 
TimerName ::= ID 
IdleName ::= ID 
Val ::= DIGIT 
minVal ::= DIGIT 




















为带参动作时，由 Quantif 给出参数的取值范围。各个参数与它们在第 3章中的
解释完全相同，唯一的区别在于，EDOLA-PLC描述中不再需要给出参数v，它将
由EDOLA-PLC的编译器自动生成。

















































































































































































• 待处理文件（如control .tla）通过JavaCC生成的tla2spass .java进入转换流
程，被javaCC解析为一个树形结构，同时保存对应变量的类型，并完成类
型推演工作；






• tla2spassGenerator .java 和 tlas2spassTranslator .java 两个文件都需用到
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SimpleNode 类、Type 类和 SimpleTable 类来保存信息。
模型转换的命令执行过程为：
1. jjTree tla2spass .jjt 执行JJTree预处理，生成tla2spass .jj文件以及抽象语法
树对应的一组辅助.java文件；
2. javacc tla2spass .jj 执行javaCC工具，生成tla2spass .java文件以及语法分析
过程的辅助.java文件；
3. javac ∗ .java 编译所有的java文件，得到可执行的.class文件；

























































































动：(1)开启电源（按下power 按钮）；(2)启动水泵（按下 openpump 按钮）；(3)
选择要进行灭火的泊位 berth1或 berth2；(4)确认选择（按下 confirm 按钮）；(5)
移动操作杆以改变消防炮的方向进行灭火。
码头消防结束后，用户应执行如下系列动作以结束控制：(6)关闭水泵（按


































PLC从基语言TLA+中继承而来的优点：抽象描述能力。 CannonInCase( ) 和
BelongTo( )是常函数，CannonInCase(c) = i 表示消防炮 c 可在消防工况 i 中使





FireCase = {“berth1”, “berth2”}
Cannon = {“cannon1”, “cannon2”}




















u button ∈ [Button →  ]





s buttonLight ∈ [ButtonLight →  ]
s cannonLight = [Cannon →  ]
s handle = [Cannon → Direction]















StateSet == {“init”, “power”, “openpumpSent”, “pumpopened”, “selected”,
“cannonOnUse”, “closepumpSent”, “pumpclosed”}
Direction == {“up”, “down”, “left”, “right”, “none”}
SelfLockedButton == {“power”}
UnlockedButton == {“openpump”, “closepump”, “confirm”, “cancel”} ∪ FireCase
Button == SelfLockedButton ∪ UnlockedButton













= ∧ u button = [i ∈ Button 7→ ]
∧ u handle = “none”
∧ realPump = 
∧ s sysState = “init”
∧ s buttonLight = [i ∈ ButtonLight 7→ ]
∧ s cannonLight = [i ∈ Cannon 7→ ]
∧ s handle = [i ∈ Cannon 7→ “none”]
∧ valve = [i ∈ Valve 7→ ]
∧ pumpCtl = 






PowerUp == . . .
OpenPump == . . .
PumpLightOn == . . .
Alarm == . . .
AlarmReset == . . .
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∃i ∈ FireCase : SelectCase(i) == . . .
Confirm == . . .
ResponseHandle == . . .
ClosePump == . . .
PumpLightOff == . . .
Cancel == . . .





∧ s sysState = “power”
∧ u button[“power”]
∧ u button[“openpump”]
∧ ∀i ∈ UnlockedButton : i , “openpump”⇒ ¬u button[i]
∧ pumpCtl ′
∧ s sysState ′ = “openpumpSent”
其中，由合取符连接的前4行，表达了动作 OpenPump 的使能条件；第5至6行表
达了执行此动作所带来的效果。具体来讲，当系统处于“power”状态（第1行）、


















TIMEOUT(OpenPump,Alarm, 5, t1, t2)，其中t1和t2是两个动作所对应的时
钟名；蜂鸣器持续响3秒的实时约束可通过 DELAY 操作符表示，描述为

























RESPOND( SelectCase(i),∀i ∈ FireCase : u button[i],




CaseSelectOnlyOne : ∀i ∈ Firecase, j ∈ Firecase :
COMPETE( i , j , s buttonLight[i], s buttonLight[j ] )
4. 消防炮使用的唯一性 码头消防实例中，同一时刻最多只有一个消防炮在用
于消防灭火行动。此性质同样属于竞争属性，表示为
CannonUsedOnlyByOne : ∀i ∈ Cannon, j ∈ Cannon :




ValveMutex : ∀i ∈ Valve, j ∈ Valve :
COMPETE(BelongTo(i) , BelongTo(j ), valve[i], valve[j ] )
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SEQUENCE(OpenPump, s buttonLight[”power”] )
7. 消防工况选择与水泵开启的顺序性 另一个顺序属性的例子是消防工况选
择动作只能在水泵已开启的情况下才能被执行。与属性 6类似，表达为
SelectAfterOpenPump : ∀i ∈ FireCase :
SEQUENCE( SelectCase(i), s buttonLight[”pump”] )
即消防工况i仅在水泵的指示灯亮（从而水泵已开启）之后才能被选择。

























u button, u handle, realPump,





= ∧ u button ∈ [Button →  ]
∧ u handle ∈ Direction
∧ realPump ∈ 
∧ s buttonLight ∈ [ButtonLight →  ]
∧ s cannonLight ∈ [Cannon →  ]
∧ s handle ∈ [Cannon → Direction]
∧ s sysState ∈ StateSet
∧ valve ∈ [Valve →  ]
∧ pumpCtl ∈ 
∧ alarm ∈ 
















∧ s sysState = “power”
∧ u button[“power”]
∧ u button[“openpump”]
∧ ∀i ∈ UnlockedButton : i , “openpump”⇒ ¬u button[i]
∧ pumpCtl ′
∧ s sysState ′ = “openpumpSent”















环境重置动作 ClearEnvInput 的版本（参见第 2.4.4.3节的介绍）
Next
∆
= ∨ ∧ aux = 0
∧ EnvInput
∧  SOV
∧ aux ′ = 1
∨ ∧ aux = 1
∧ SystemAction
∧  IV
∧ aux ′ = 2
∨ ∧ aux = 2
∧ ClearEnvInput
∧  SOV





= 〈s sysState, s buttonLight , s cannonLight , s handle, valve, pumpCtl , alarm〉
IV
∆


















































1 CheckPowerUp ∆= 2[¬PowerUp]vars
2 CheckOpenPump ∆= 2[¬OpenPump]vars
3 CheckPumpLightOn ∆= 2[¬PumpLightOn]vars
4 CheckAlarm ∆= 2[¬Alarm]vars
5 CheckAlarmReset ∆= 2[¬AlarmReset]vars
6 CheckSelectCases ∆= 2[¬(∃i ∈ FireCase : SelectCase(i ))]vars
7 CheckConfirm ∆= 2[¬Confirm]vars
8 CheckResponseHandle ∆= 2[¬ResponseHandle]vars
9 CheckClosePump ∆= 2[¬ClosePump]vars
10 CheckPumpLightOff ∆= 2[¬PumpLightOff ]vars
11 CheckCancel ∆= 2[¬Cancel ]vars
12 CheckPowerDown ∆= 2[¬PowerDown]vars
对于所有正确性属性，我们期望TLC返回结果为 。第 6.3.5节码头消防
实例的 8条正确性属性，全部成功通过了TLC的验证，返回结果为真。此过程










其中，Init 和 Next 以及 vars 的定义与前面的介绍完全相同。从而，EDOLA-
PLC的规范说明 SPECControl 被编译为一个新的subTLA模块RTdock，定义如








extends DomainControl , RealTimeNew , Sequences
variable t1, t2, t3
BigInit ∆= ∧ Init
∧ now = 0
∧ t1 = 0
∧ t2 = 0
∧ t3 = 0
F PumpLightOn ∆= ∧ aux = 1
∧ PumpLightOn
∧ aux ′ = 2
∧ unchanged IV
F Alarm ∆= ∧ aux = 1
∧Alarm
∧ aux ′ = 2
∧ unchanged IV
F AlarmReset ∆= ∧ aux = 1
∧Alarm
∧ aux ′ = 2
∧ unchanged IV
BigNext ∆= ∧ (Next ∨ unchanged vars)
∧ (NowNext(vars) ∨ now ′ = now)
∧ Timeout(F PumpLightOn, F Alarm, 5, t1, t2, vars)
∧Delay(F AlarmReset , 3, t3, vars)
RTvars ∆= 〈t1, t2, t3, now〉 ◦ vars
RTL ∆= RTFairness(vars)






























在表 6.2中，Inv ∆= (s sysState = “power”) ⇒ s buttonLight[“power”]。由







1. ClosePumpNotRespond 成立 12.4秒
2. SelectCaseNotRepsond 成立 10.6秒
3. CaseSelectOnlyOne 成立 1分33秒
4. CannonUsedOnlyByOne 成立 39.2秒
5. ValveMutex 成立 18分33秒
6. OpenPumpAfterPower 成立 1分37秒
OpenPump ⇒ s buttonLight[“power”] 不成立 17.2秒
Inv 成立 1分26秒
OpenPump ∧ Inv ⇒ s buttonLight[“power”] 成立 10.3秒
7. SelectAfterOpenPump 成立 1分49秒
8. ClosePowerAlwaysRespond 成立 16.2秒
式来完成证明。以属性 OpenPumpAfterPower 为例，当试图证明OpenPump ⇒
s buttonLight[“power”] 时，SPASS的证明结果显示此公式不成立。经过分析，
我们发现原因在于该公式的前提 OpenPump 并未指定变量 s sysState 和
s buttonLight 之间的关系。因此，这里首先验证一个表明这两个变量之间关系的


















































s buttonLight ′ = [j ∈ ButtonLight 7→  j < FireCase
 s buttonLight[j ]
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