We propose a new Bayesian time-varying CAPM-based beta model to analyse how mutual funds' managers use predictors to change their betas in the short-and mediumrun. Our empirical work is based on 5,377 U.S. domestic equity mutual funds over the 1990-2005 period. The main results can be summarized as follows. First, beta dynamics are significantly affected by economic variables, although managers seem not to care about benchmark sensitivities with respect to predictors in choosing their instrument exposure. Second, persistence in beta dynamics and leverage effects are substantial while market timing has a minor role. Third and most important, we find that fund managers tend to converge towards long-run, instrument-based hedging investment strategies and that short-run predictors play a scant role. This offsets the negative market timing and produces positive Jensen's alphas for most mutual fund categories.
Introduction
In this paper we analyze how mutual funds managers use equity and bond predictors in changing their portfolio structures over time. How do predictors enter into asset allocation decisions and how important are they in the short-and medium-run? How does private and public information enter into market timing activity and fund returns? Our main conjecture is that while economic predictors may explain little in the short-run, mutual fund managers may attribute more importance on the long-run, in this way converging towards instrument-based investment strategies. This is indeed our main finding.
To address the above mentioned questions and test our conjecture, we introduce a novel Bayesian time-varying CAPM-based beta. In this model we assume that managers change their systematic risk exposure in part by observing how benchmark returns are related to a set of predictors, and in part on the basis of their own information set which is unobservable for the econometrician, who basically observes only return patterns over time. When changing their exposure to systematic risk, managers take into account potential benefits arising from market timing, via benchmark predictability, and from private information.
Our approach is inspired by a number of different contributions. First, we draw on Mamaysky et al. (2008) , who estimate time varying mutual funds alphas and betas with a state space model, but they find that for most funds conditioning upon information does not improve the model's fit, thus implying a scant role for macroeconomic factors in explaining funds dynamics. Our asset pricing model is also similar to that used in Jostova and Philipov (2005) , who propose a stochastic mean-reversion beta. As in Pastor and Stambaugh (2009) , we develop a framework in which predictors are assumed to be imperfect and innovations in the predictive system are correlated according to priors based on theoretical and empirical features. We therefore follow Ferson and Schadt (1996) and Becker et al. (1999) in assessing timing ability within a conditional asset pricing model context. bringing all these elements together, we introduce a Bayesian conditional market timing approach by allowing for correlation among the innovations of portfolio returns, time-varying betas and benchmark returns.
Our empirical analysis is performed on equally weighted portfolios obtained from 5,377 US domestic equity mutual funds over the 1980-2005 period using monthly data. Our main result is that beta dynamics are significantly affected by conditioning variables. Idiosyncratic beta shocks assume a major role in the short-run, thus confirming Mamaysky et al. (2008) , while in the medium-run predictors play a major role in explaining the total variation in systematic risk dynamics, in sharp contrast with Mamaysky et al. (2008) . These results suggest the tendency of mutual funds to converge over time towards instrument-based investment strategies. The trend and term spread seem to be the most important predictors as instrument-based rules in beta variations, even though managers do not seem to care about benchmark sensitivities with respect to predictors in choosing their instrument exposure, either in sign or in magnitude.
We also find, by and large, relevant persistence in beta variation, though some significant differences arise due to specific fund styles depending also on predictors. Interestingly, the longrun mean persistence parameters for beta have significant negative correlation, indicating that the lower the long-run mean for beta, the weaker its mean-reversion. This leads us to conclude that dynamic funds with significant beta variation exhibit low long-run beta average.
As for market timing, our Bayesian conditional measure reveals that no mutual fund category shows significantly positive timing ability over the 1990-2005 period: most funds have in fact negative market timing and negative leverage effects which can be interpreted as generated by some sort of hedging. This suggests that fund managers are more focused on long-run hedging strategies rather than on pure aggressive market timing strategies. This interpretation is supported by a structural VAR-based beta variance decomposition analysis that we use to show that mutual funds tend to converge towards instrument-based investment strategies.
The remainder of the paper is organised as follows. Section 2 describes our model. Section 3 describes the estimation procedure and discusses our Bayesian approach. Section 4 presents the data and section 5 reports the empirical results regarding mutual funds' performance and beta dynamics, while Section 6 discusses results on conditional market timing. Section 7 looks at beta dynamics in more depth by exploring the variance decomposition. Section 8 concludes.
Fund Dynamics
Following Admati et al. (1986) Becker et al. (1999) , the maximisation problem is simplified by assuming that portfolio managers choose between the risky market portfolio with return R m,t and the risk-free asset. Hence, we can define
, where w t is the weight of the market portfolio. In this setting, the portfolio selection problem is
The solution of the portfolio selection problem is to adjust market exposure w according to z and s every period t, assuming that the objective function is time-invariant, i.e. that the conditional distribution of the returns r p,t , given the predictors and the signal, is time homogenous. Formally, this amounts to:
This implies that the optimal market portfolio weight at t depends on the conditional meanvariance ratio of the tangency portfolio, given the information variables z and s at t. ‡ ‡ Becker et al. (1999) discuss how to find optimal weights in such a setting. Their approach is based on applying first order conditions on an objective function characterized by constant Rubinstein-type measure of risk aversion (Rubinstein, 1973) .
As pointed out by Chen et al. (2010) , assuming that w evolves over time as a linear function of the private signal s implies that the return of the managed portfolio with market timing ability should exhibit a convex pattern relative to the returns on the market benchmark. Classical market timing approaches have provided with convincing theoretical reasons for such functional form, which can be expressed as a quadratic function of market returns (Treynor and Mazuy, 1966) or as an "isomorphic correspondence" to some non-linear option strategy pay-off (Merton, 1981) .
However, this convexity hypothesis is still a controversial point in finance. Indeed, empirical evidence is contradictory and shows anomalous concavity patterns (e.g. Elton, et al., 2012) .
Other problems arise from the interaction between selectivity and market timing. Glosten and Jagannathan (1994) pointed out that market timing may be spuriously signalled by negative correlation between the two components if managers take long put option positions which lower the fund's beta when stock returns are low. Grinblatt and Titman (1989) highlighted problems in performance measurement when the fund's beta varies without any active portfolio rebalancing.
It is thus clear that modelling beta evolution plays a key role in providing an empirical counterpart to the theoretical model embedded in equations (1) and (2).
Our paper uses a novel approach to achieve this goal, enabling us to explain how expected and unexpected market returns affect expected and unexpected portfolio returns. In our framework, systematic risk exposure is the unobservable fulcrum of a system in which benchmark and fund returns are connected through imperfect economic predictors, i.e. the information variables z.
The Model
Our model generalises the conditional asset pricing approach by assuming that predictors affecting benchmark returns also enter the time varying specification for beta as covariates in a dynamic stochastic equation § . This means that the predictors contribute to systematic risk dynamics by affecting the benchmark and in addition they partially determine beta evolution. At one extreme, when predictors are irrelevant, beta evolves in a purely stochastic way. At the other extreme, when the beta shock is absent, i.e. within the classical conditional asset pricing literature which postulates that beta is a deterministic function of a set of conditioning variables, predictors perfectly determine beta. Our specification can flexibly capture how managers use predictability to modify their systematic risk exposures. It also encompasses the above extremes as special cases.
We use the following three equations:
Equation (3) 

denotes the portfolio's § This is the key assumption in our model: we develop a Bayesian asset pricing model in which betas are not merely deterministic functions of state variables. The Bayesian approach is now largely used in asset pricing literature, both to study the stock returns (Avramov, 2002; Cremers, 2002) , and fund managers (Meligkotsidou and Vrontos, 2008; Giannikkis and Vrontos, 2011) . Savona (2012) uses the framework developed on an earlier version of our paper (Amisano and Savona, 2008) Note that our beta specification accommodates as special cases several patterns of time variation for beta. When = 0, i.e. when the predictors 1  t z have no effect on beta, then we have the model proposed by Jostova and Philipov (2005) . ** In contrast, conditional asset pricing models as in Ferson, Schadt (1996) consider a predictive regression approach in which the linear combination of lagged predictors assumes that the true conditional expected beta is explained perfectly, i.e. without error, by observed predictors.
To close the model, we impose a structure on the innovations appearing in all equations. Indeed, it seems plausible to assume a positive-definite covariance matrix whose off-diagonal elements could arise as a result of a market timing ability as well as leverage effects on beta. Hence, the assumption is that the system innovations exhibit the following i.i.d. distribution: 
denote respectively shock variances, covariances and correlation coefficients.
Estimation Approach
Model described by equations (3)-(6) is a state space model in which beta is treated as a latent variable. In particular, equation (3) is the measurement equation, equation (4) We denote by 
In this paper, following Kim and Nelson (1999, chapters 7 and 8) , this posterior distribution is simulated using a Gibbs sampling-data augmentation procedure, a Markov Chain Monte Carlo † † In order to (slightly) simplify notation, here we leave dependence on the variables z completely implicit. This is perfectly legitimate since these variables are assumed exogenous.
(MCMC) technique that generates random samples from a given target distribution, namely the joint posterior distribution of the parameters θ and the state variables given the observed
. The presence of endogenous regressors in the state and measurement equations requires some modifications to the standard MCMC approach for state space models described in Kim and Nelson (1999) . The simulation strategy is detailed in Section B of the online appendix ‡ ‡ .
Priors
Prior specification is certainly the most difficult and controversial aspect of Bayesian inference.
In principle, prior distributions should allow the researcher to incorporate extra-sample information in a consistent manner. We construct our prior by exploiting what we can learn from a "training sample", i.e. a set of observations preceding those used in the empirical analysis. This is particularly easy for the regression parameters in the equation for market returns equation (5).
Calling
,0 0ˆ and ˆ S γ the OLS estimate of  and its estimated covariance matrix obtained by using only the observations belonging to the training sample (t = 1, 2, …, T 0 ), for  we use a Gaussian prior centred on ˆ0 γ and prior covariance matrix equal to
The training sample approach however is more complicated for the coefficients in the state equation, given the presence of latent variables. We therefore use the following two-step procedure: ‡ ‡ The online appendix to this paper is available at the URL: www.eco.unibs.it/~amisano/AS2013/AS_2013_appendix.pdf.
1) On the training sample observations (t = 1, 2, …, T 0 ) we apply the Ferson and Schadt (1996) conditional performance approach and we estimate by OLS the following equation:
Here betas are deterministically projected on the conditioning variables 1
2) The resulting estimates
are used as observable counterparts of betas in equation (4), which is then estimated using the training sample observations (t = 1, 2, …, T 0 ). Denoting returns. This scaling is done to reflect the importance of market returns conditional predictability in determining how precisely the sensitivity parameters  can be estimated.
3) The same logic is used to calibrate the prior for  p : we define a Gaussian prior centered on the OLS estimate of equation (9) based on the pre-sample and with prior variance equal to the estimated variance of the OLS estimate.
In order to specify a prior on the Σ covariance matrix of shock innovations, we use the OLS estimated residuals over the training sample ) ,..., 2 , 1 , (
to calibrate a Wishart prior for the inverse of Σ :
In this way we centre the prior on values which are coherent with those observed in the training sample and we rescale degrees of freedom and scale parameters (by multiplying by 4) in order to emphasise prior uncertainty.
Summing up, the specification of our model and of the prior distributions used for estimation is guided by the central assumption that managers modulate systematic risk of their portfolios in part by observing how the benchmark returns are related to some predictors, and in part on the basis of their own information set which is unobservable to the econometrician. This is why the same set of covariates 1  t z enters both beta benchmark equations. By changing portfolio composition, i.e. modifying betas, managers take into account potential benefits deriving from market timing. In turn, market timing arises from benchmark predictability and from truly private information. This explains why the equation for beta postulates dependence on the covariates and the presence of a stochastic term, orthogonal to past predictors but potentially correlated with unexpected market returns. This correlation is the component of market timing that is not connected with the capacity to anticipate market returns and truly reflects private information.
Instruments for Beta Process
The specification of the set of variables z to be used as predictors is a crucial aspect of the specification of our model. The literature on predictability of equity returns using lagged values of economic and financial variables is extensive. Here we refer to the paper by Ait-Sahalia and
Brandt (2001), on how to select and combine variables to best predict optimal portfolio weights of an investor who works with the following set of predictive variables:
1) the credit (or default) spread, computed as the yield difference between Moody's BAA and AAA-rated corporate bonds;
2) the log dividend-to-price ratio of the S&P index, computed as the annual dividend yield of the CRSP value-weighted stock index (other works used the sum of dividends paid on the S&P index over the past 12 months divided by the current level of the index);
3) S&P index trend (or momentum) variable computed as the difference between the log of the current S&P index level and the log of the average index level over the previous 12 months; 4) the term structure slope (or, simply, term spread), measured as the difference between a five-year and a one-month discount Treasury yield (other works use the yield difference between the ten and one-year government bonds).
As noted by Ait-Sahalia and Brandt (2001), the economic rationale of this selection is provided by French (1988, 1989) , who show that the first three predictors capture cyclical time variations in excess stock and bond returns, and Keim and Stambaugh (1986) , who use a variable similar to trend in order to predict returns. For our paper, such a choice seems theoretically and methodologically consistent, since Ait-Sahalia and Brandt (2001) have shown how to select and combine variables to optimally predict an investor's optimal portfolio weights.
Note that other studies often start by considering a larger set of predictors and, using some preliminary statistical analysis, they narrow down the set of included predictors to generally 4-6 factors. Based on Ferson and Qian (2004) we limit the number of instruments to 4 so as to have a parsimonious model, easy for estimation and interpretation of the results.
Posterior simulation of the model
As already mentioned, equations (3), (4), (5) and the set of assumptions (6) Simulation results are carried out by running 110,000 replications and discarding the first 10,000 to achieve convergence to the posterior distribution for each of the funds' portfolios analysed.
The MCMC algorithm converged for all funds' portfolios.
Data: Mutual funds, Benchmark and Predictors
We use monthly returns of 5,337 open-ended US equity funds from January 1980 to December We decided to work with equally weighted portfolios (EWPs) of mutual funds according to the ownership style category as provided by Standard and Poor's Style Name. The reason why we deal with EWPs is twofold. First, mutual fund benchmarks summarise the behaviour of homogeneous classes of funds in terms of style investing, thus giving a "general" view of each specific style, which is particularly useful in identifying common characteristics of funds.
Second, given the high number of individual funds in the sample, it would have been computationally intensive to conduct the analysis at an individual funds level and, most likely results would have been extremely noisy.
One drawback of working with funds' portfolios is that single managers' idiosyncratic information is averaged out, but operating at a style level allows to look at funds features which are homogeneous among funds being aggregated in the single portfolios.
The seventeen different EWPs are listed in Table 1 .A detailed synthetic data description is contained in Section B of the online appendix.
[ Table 1 to appear here]
Mutual Fund Performance and Beta Dynamics
Before inspecting mutual fund performance and beta dynamics, we firstly verify the predictability of the selected instruments by running equation (5), using the four demeaned and standardised predictors and controlling for heteroskedasticity and autocorrelation with the Newey-West (1987) covariance estimator. Unreported results (available upon request) show low R 2 for the two subsamples and for the whole sample of available data (never exceeding 3 per cent), which is consistent with recent empirical evidence (e.g., Campbell and Thompson, 2007) . Given the structure of our prior distribution, low predictability entails diffuse priors on the parameters on the conditioning variables in equation (4). In other words, given the weak predictability, the potential benefits of market timing through predictability look extremely low and the prior reflects expectations that managers do not mechanically follow timing rules. Indeed, we expect  and  to differ in signs and magnitudes.
We then run the system (3)-(6) for each EWP with a prior elicited as described in Section 3.1.
From equation (3), note that  is constant and represents a Bayesian measure for each EWP's Jensen's alpha. Since beta is a mean-reverting process affected by imperfect predictors and by stochastic shocks, , our model can deliver unbiased estimates of excess returns. in addition, beta dynamics gives direct information on market timing ability conditional on public information within a Bayesian context via correlations across shocks as described in equation (6). In other words, the model delivers a Bayesian Conditional Market Timing measure. Table 2 reports the posterior means of parameters and Table 3 shows correlations of parameters posterior means across different EWPs. These correlations are intended to provide measures of interrelations of estimates across different portfolios.
Note that in computing correlations for shocks in the system we only refer to off-diagonal elements, since they give information on various angles of mutual fund performance; the offdiagonal elements we used are not covariances but correlations, computed by using the parameter in (6).
[ Table 2 to appear here]
[ Table 3 to appear here]
Jensen's alphas are positive and statistically significant for 12 out of 17 EWPs, implying that most funds deliver positive extra performance over the inspected period. Interestingly, in Table 3 we observe that correlation between alphas and   p estimates is -0.53 and significant at the 5% level. Given that   p measures the leverage effect in portfolio returns, this result shows that, across portfolios, a lower leverage is associated to higher Jensen's alpha. To better understand this result we need to inspect the relationship between leverage effect and market timing since, as we will discuss in the next section, we obtain an estimated negative market timing. This means that, on the one hand, mutual fund managers react to benchmark returns shocks in an unexpected direction. On the other hand, the leverage effect seems to compensate this effect. Moreover, the correlation between shocks in mutual fund returns and shocks in benchmark returns, pm  , is negatively related to the leverage effect and positively related to the market timing: Table 3 shows that these correlation coefficients, both statistically significant, are respectively -0.65 and 0.57. The latter correlation suggests that, in spite of the negative market timing, shocks in benchmark returns and shocks in portfolio returns are negatively correlated. This further suggests a hedging effect played by innovations in portfolio returns, which tend to offset positive and negative benchmark surprises. In other terms, fund managers seem to be more focused on longrun hedging strategies rather than pure and aggressive market timing strategies. Indeed, such investment strategy seems profitable, as the Jensen's alpha is significantly positive for most of the EWPs.
Inspection of the parameters describing beta dynamics gives interesting insights on how managers modify their risk exposure over time. Let us start by considering the persistence parameter . The estimated values indicate high average persistence in beta variation, though some differences occur for specific EWP depending on predictors. The mean coefficient is 0.45 and takes on values between -0.09 and 0.81. Interestingly, significant persistence coefficient tends to be high, indicating significant speed in mean-reversion and so high beta volatility.
Another interesting finding contained in Table 3 is that the correlation between the long long-run mean and persistence parameters for beta is significant and negative, with a value of-0.95. This suggests that dynamic funds with significant risk exposure variation have in general low beta on average, since high persistence reflects high unconditional beta volatility. Tables 2 and 3 regarding beta sensitivities with respect to predictors reveal that this set of variables matter, at least for specific fund category, and that funds differ significantly in terms of instrument-based rules in beta variations. Assuming that managers look at predictors in estimating expected benchmark returns before choosing the right risk exposure, the term spread and trend seem to be the most important predictors with the higher absolute average coefficients.
Results in
Indeed, we can calculate averages of absolute coefficient values as follows: 0.0275, 0.0254, 0.0290, 0.0439 for the first, second, third and fourth predictors.
Considering the statistical significance of the coefficients, we note that we have at least a significant predictor for 12 out of 17 EWPs. For each individual predictor, the default spread is significant for six style categories while for dividend yield is significant only for three EWPs.
Term spread and trend are significant in nine and ten cases, respectively.
We also note that the term spread coefficient is positive for 5 categories, while for the remaining four EWPs the coefficient is negative. The term spread is known to move with the business cycle, making it a natural predictor of equity and bond returns § § . The positive coefficient we obtain in our analysis is thus economically reasonable, while a negative sensitivity might be associated with funds focusing on specialized categories with returns weakly correlated with the overall U.S. equity market. In fact, the funds that exhibit negative term spread coefficients are the Energy InfoTech Materials sectors.
Regarding the Trend predictor, nine out of ten significant coefficients have a positive sign, indicating therefore a general tendency to behave as momentum funds. The positive coefficients estimated for default spread (five out of six significant coefficients) and dividend yield (two out of three significant coefficients) are consistent with the fact that the two variables track variation in expected returns as they are largely measures of business conditions (Fama and French, 1989) .
The relationship between  and  coefficients, which can be seen by inspecting correlations between each element of with the corresponding one of is also of particular interest. Let us recall that the coefficients define predictability of the benchmark returns on the basis of predictors, while the  coefficients denote the dependence of betas on predictors. The correlations reported in Table 5 indicate that the linear relationships among these two sets of coefficients are virtually non-existent: managers do not care about benchmark sensitivities in choosing their instrument exposure. A first and obvious reason may be related to the scant predictability of § § Chen (1991) and Fama and French (1989) find a positive relation between the yield spread and the future equity and bond returns.
benchmark returns using instruments. Furthermore, it cannot be excluded that  and  may be related in a more complex, non-linear relationship. This possibility will be investigated in our future research.
Betas and Market Timing
Within our model's framework, a manager is market timer if m   is positive. As in Becker et al. (1999) , we distinguish timing ability that merely reflects publicly available information as captured by the set of instrumental variables, from conditional market timing based on better information. But, unlike these authors, we also model imperfect predictability and a stochastic component in the process for systematic risk.  , which signals conditional market timing ability. Table 2 shows that no mutual fund category was a significant market timer over the 1990-2005 period. Indeed, no correlation appears to be positive and statistically significant. We note however that only the Info Tech Sector exhibits a positive correlation of 0.12 which is almost significant at 0.1 level (pvalue equal to 0.105) and may lead us to consider the Info Tech Sector as a "persistent" market timer over the time period inspected. Interestingly, this is the unique fund category for which we detect some conditional market timing. This result is consistent with the existing literature on market timing activity of mutual funds. In fact, Elton, et al. (2012) , using conditional sensitivities obtained by extending Ferson and Schadt (1996) , find slight evidence of negative market timing. Differently from their results, which are not statistically significant, our findings denote instead that 13 out 17 EWPs exhibit significant negative market timing. As discussed in the previous section, a clear interpretation of our results requires a joint interpretation of market timing, leverage effect, and Jensen's alpha.
First, from This is also what we find by computing correlations among the parameters. In fact, Table 3 shows that
is significantly negative (-0.65). Interestingly, in the same table we note that the correlation between the leverage and Jensen's alpha is significantly negative (-0.52). So, it seems that the negative leverage effect not only compensates the negative market timing, but also leads to an increment in the extra performance of mutual funds, i.e. selectivity.
There is also another important point to consider when interpreting beta dynamics and their impacts on portfolio performance. If changes in systematic risk exposure are connected to conditioning variables and unobservable shocks, a very important question is how these components contribute in explaining the variation in beta, and in turn, the mutual fund performance. To this end, in the next section we take up a variance decomposition of the betas.
Beta Decomposition
Our interest in decomposing the beta variance and thus assessing the relative contribution of persistence and conditioning variables variability and shocks in explaining beta dynamics, is strongly related to Mamaysky et al. (2008) . As discussed in the introduction, they did not find any significance in adding Treasury bill and dividend yield on the CRSP equally-weighted index in their state space model. The estimated coefficients were statistically equal to zero, thus leading them to conclude that very few funds use macroeconomic variables. This is precisely our main concern: how much do predictors impact on beta dynamics? More broadly, we want to measure the relative importance of different sources in explaining the observed variance of betas at all horizons..
To do so, we use the state space estimates for the betas and market returns and we augment the model by adding a VAR specification for predictors. This extended system is indeed a VAR model and we use the structural VAR approach of Amisano and Giannini (1997) to decompose the instantaneous correlations across shocks.
The model is based on the following two assumptions:
1) the unexpected part of beta is allowed to depend on the unexpected component of the market benchmark;
2) the unexpected market benchmark return is allowed to depend simultaneously on shocks of the predictors.
These two reasonable assumptions allow us to identify uncorrelated shocks affecting beta and in particular:
a) an idiosyncratic shock on beta (the so-called own shock); b) a shock on the benchmark; c) a set of shocks affecting the predictors.
Analytically, the VAR specification is as follows: Table 5 reports results of variance decompositions in terms of relative importance attributed to each main driver of beta variability at 1 and 6 months horizon.
On average, predictors really matter in explaining how the systematic risk exposure changes over time. This strongly contrasts with the findings of Mamaysky et al. (2008) . At the one month horizon predictors account for 16%of the total beta variability, while at the six month horizon the quota is 65%. Idiosyncratic beta shocks have major role in the short-run, by accounting for 4% on average, hence suggesting that managers strongly use their own private signals to reallocate their portfolios. However, in the medium-run, they account for approximately one third of the total variation in systematic risk variation, while predictors significantly increase their quota.
Benchmark innovations play instead a minor role both in the short-and in the medium-run, showing quotas of less than 1%.
These results suggest, therefore, a tendency of mutual funds to converge towards instrumentbased investment strategies. Furthermore, the negligible role assumed by benchmark surprises is consistent with the insignificant market timing ability documented by our results..
Conclusion
How does a manager use predictors in changing her/his portfolio structure over time? This is what we analyse in this paper. To do this we derived a new model which combines a stochastic component, and a systematic component in the time variation pattern. To this end we use a predictive system that jointly considers portfolio excess returns, a time-varying beta and the benchmark excess returns. Predictors are assumed to be imperfect and innovations in the system are instantaneously correlated We use this model to inspect how managers use predictors in changing their investment strategies over time. In addition, our model delivers a measure for conditional market timing which is different from that obtained from traditional conditional asset pricing models, since we accommodate imperfect predictors and correlation across innovations.
Our empirical study is conducted on 17 equally weighted sectoral portfolios over the period, and shows that instruments impact significantly on beta dynamics, but managers do not care about benchmark sensitivities towards predictors in choosing their instrument exposure.
Intuitively, this result is due to the modest benchmark forecasting abilities of these variables.
Persistence in beta is significant although we note strong differences across fund categories.
Interestingly, betas' long-run means and persistences are negatively correlated.
In accordance with the existing literature on market timing, we do not find evidence of market timing ability. On the other hand, we do find a significant leverage effect. When the market timing is anomalously negative, the negative leverage effect offsets the negative timing effect. As a consequence, most of the mutual fund categories exhibit significantly positive Jensen's alpha.
Using a structural VAR approach to decompose the beta variance, we find that mutual funds implement instrument-based investment strategies showing scarce attention towards benchmark surprises, which is consistent with anomalous negative market timing ability. Kacperczyk et al. (2011) (3)- (6) for each EWP. The table reports directly shock correlations. The superscript *, **, *** denote significance at 0.1, 0.5, and 0.01 levels respectively using posterior distribution estimated quantiles. Note: Panel A contains monthly descriptive statistics for the four predictors used in this study: the default spread, , the log dividend-to-price ratio of the S&P index, the S&P index momentum variableand the term spread. Panel B shows correlations of the predictors with: the predictors, the excess stock return rm its square (rm) 2 and the HenrikssonMerton piece-wise term for upward and downward excess stock return, Irm>0(rm) and Irm<0(rm) , namely the indicator variable for positive and negative excess stock return, I rm>0 and I rm<0 , multiplied by the excess stock return (r m ).
Figure A: Predictors
This figure shows autocorrelograms and time-series plots for the default spread, the log-dividend-to-price ratio of the S&P index, the S&P index trend variable, and the trend variable. The data cover the period from January 1980 through December 2005 and refer to monthly observations. 
