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Two elements a, b of any ring are said to anticommute in case 
a*b = ab + ba = 0. However if an elements squares to zero then it 
automatically anticommutes with itself, which is less noteworthy. Then we 
say two elements are purely anticommutative if they anticommute but do not 
commute. Quaternions and octonians (Cayley numbers) have purely 
anticommutative elements as building blocks. In this study we subject alter- 
native rings to the condition that they have no purely anticommutative 
elements. In essence, assuming characteristic not 2, this condition may be 
restated as a*b = 0 implies ab = 0. 
MAIN THEOREM. Let R be an alternative ring of characteristic + 2, 3 
which has no ideal Z # 0 such that I2 = 0, and where a*‘b = 0 implies ab = 0. 
Then R must be associative. 
At the end of the paper we shall give examples of alternative as well as of 
associative rings which have no purely anticommutative elements. 
In a free alternative ring of characteristic not 2 with generators x, y, z we 
know that u = (x, y, z) and u = (x, y) are purely anticommutative elements. 
In fact 
(u, x, y) = vu = -uv (1) 
is an identity. Henceforth we shall assume that R satisfies the hypothesis of 
the Main Theorem. Then (1) may be rewritten right away as 
(24, x, y) = vu = uv = 0. (2) 
The reader will find it helpful to review certain standard, elementary iden- 
tities in alternative rings, of the order of difficulty of (1) and proofs of (1). 
Since these identities are quite frequently mentioned and proved in many 
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publications on the subject, we need not repeat most of them. However. we 
single out the identity 
(x2, y, z) =x*(x, Y, z). (3) 
Using (2) and (3) now yields 0 = ((x2, y, z), y, z) = (x*(x, y, z), y, z). But a 
linearization of (3) implies that (x*(x, y, z), y, z) = x*((x, y, z), y, z) + 
(x, y, z)*(x, y, z) = (x, y, z)*(x, y, z). Hence by hypothesis (x, y, z)’ = 0. 
Linearizing the last identity we obtain (x, y, a)*(~, y, b) = 0, so that by 
hypothesis (x, y, a)(~, y, b) = 0. We may write the last identity as 
(x, Y, RN& Y, a> = 0, (4) 
-where R represents arbitrary elements of R. Linearizing (4) we get 
(x, a’, b’)(x, c’, d’) = sgn P(x, a, b)(x, c, d), (5) 
where P is the permutation UP = a’, bP= b’, cP=c’, dP=d’. Clearly it 
follows from (5) that 
((x, R, R), (x, R, RI) = 0. (6) 
Also beginning with (6) we have 0 = ((x, a, b), (x, y*, z)) = ((x, u, b), y*(x, 
Y, ~1) = Y*((x> a, b)> (x, Y, z)) + (x, Y, z)*((x, a, b), Y) = 6, Y, z)*(tx, a, 
b), y). Then using the hypothesis we obtain 
(x, Y, z)((x, a, b), Y) = 0 = ((x, a, b), Y)(x, Y, z). (7) 
Let us recall the semi-Jacobi identity (a, bc) - b(a, c) + (a, b)c - 3(u, b, c). 
Then ((x, a, b), (A Y, z> Y) = (( x, a, b), (x, y, yz)) = 0, using (6). But semi- 
Jacobi implies ((x, a, b), (x, Y, z) Y) = (x, Y, z)((x, a, b), Y) + ((x, a, bh 
(x9 YT z>> Y - 3(( x, a, b), (x, y, z), y) = 0. Using (7) and (6) we obtain 
3((x, a, b), (x, y, z), y) = 0. The hypothesis permits cancelling 3. Then 
linearization leads to 
((x, a’, b’), c’, (x, d’, e’)) = sgn P((x, a, b), c, (x, d, e)), (8) 
for every permutation P on a, b, c, d, e. Applying (8) we see that- 
((x3 a, b), c, (x, 4 e>> = ((x, 4 e c 1, , ( x, a, b)), while the alternative identity 
tells us that ((x, u, b), c, (x, d, e)) = -((x, d, e), c, (x, a, b)). Thus 
((x, RR), R, (x, R, R)) = 0. (9) 
LEMMA 1. If n is an element of the nucleus of R such that n* = 0, then 
n = 0. 
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PruoJ With 0 = (n2, x) = n*(n, x), the hypothesis leads to n(n, x) = 0 = 
(n, x)n, so that nRn = 0. The ideal generated by n can be generated by all 
finite sums of elements of the form in, nR, Rn, and RnR. Since [xny]z = 
(x,wz)+x[wl= ( n x, y, z) + x[nyz] belongs to this ideal, call it Z, it is 
easy to show that In = 0. If T is the set of right annihilators of Z, then it can 
be shown readily that T is an ideal and since T contains n, then T contains I. 
But then Z2 = 0, so that Z = 0, by hypothesis. Thus n = 0. This completes the 
proof of the Lemma. 
LEMMA 2. Zf t is an element such that (R, R, R)t = 0 = t(R, R, R) and if 
S is the ideal of R generated by all associators, then St = 0 = tS. 
ProoJ Since [(x, y, z)y]t = (x, y, yz)t = 0, we obtain [(w’, x’, y’) z’]t = 
sgn P[(w, x, y)z]t. However, (wx, y, z) - (w, xy, z) + (w, x, yz) = w(x, y, z) + 
(w, x, y)z, holds in every ring. Multiplying on the right by t we get- 
[WC% Y, z)lt = -[( w,x, y)z]t = [(x, y,z)w]t. Thus ((R, R, R), R)t = 0. 
Similarly t((R, R, R), R) = 0. But then (t*(w, x, y), z) = t*((w, x, y), z) + 
(t, z)*(w, x, y) = (t, z)*(w, x, y). Then the hypothesis implies (w, x, y) 
(t, z) = 0. But then semi-Jacobi leads to ((w, x, y)t, z) = (w, x, y)(t, z) + 
((w x, Y), z)t + 3((w, x, Y), t, 2). Thus 3 ((w, x, y), t, z) = 0, so that 
((w,x, y), t, z) = 0. Consequently 0 = (z, (w, x, y), t) = [z(w,x, y)]t. Since S 
may be characterized as all tinite sums of elements of the forms (R, R, R) 
and R(R, R, R), we have established that St = 0. By going to the anti- 
isomorphic copy of R we can establish tS = 0. This completes the proof of 
the lemma. 
The first two lemmas can now be used to established a number of useful 
identities. Using (9) we see that ((x, y, z)*y, (x, a, b), c) = ((x, y2, z), 
(x, a, b), c) = 0, using (3) at the end. But also ((x, y, z)*y, (x, a, b), c) = 
(x,y,z)*(v,(x,a,b),c) + ~*((x,y,z),(x,a,b),c) = (x,~,z>*(~,(x,a,bXc). 
Then by hypothesis (x, y, z)( y, (x, a, b), c) = 0. Through linearization of this 
identity we obtain 
(x, y’, z’)(d’, (x, a, b), c’) = sgn P(x, y, z)(d, (x, a, b), c), (10) 
for every permutation P on c, d, y, z. A linearization of (2) shows that 
(r, (x, r, s), 0 = -(r, 0, r, $1, x) = 4 r , ( r, s, t), x). Thus (x, Y, z)(r, (x, r, s), 0 
= -(x, y, z)(r, (r, s, t), x) = (x, y, r)(z, (r, s, t), x), using (5). However, (lo), 
with x replaced by r, now makes the last expression zero. Hence 
(x, y, z)(q’, (x, r’, s’), t’) = sgn P(x, y, z)G (x, r, s), 0. (11) 
Combining (10) and (11) results in 
(x9 Y’, z’k’, (4 r’, s’), t) = sgn P(x, Y, z)(q, (x, r, s), 0. (12) 
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Now (y, (x, Y, z)*(x, r, s), t> = (x, Y, z)*(Y, (x, r, s), f> + (x, r, s>*(Y, (x7 Y, 
z), t) = 0, using (12). However, (6) implies that (x, y, z)*(x, r, s) = 
2(x, r, s)(x, y, z). Thus (y, (x, r, s)(x, y, I), t) = 0. Since (a, b, R) = 0 always 
implies that (a, b) is in the nucleus of R we can establish that (y, (x, r, s) 
(x, y, z)) is in the nucleus. Because of (4) every associator u squares to zero. 
As before the hypothesis leads to URU = 0. But then 
[(x, r, s)tx, Y, (Y, z))]” = 0, where u is taken to be either (x, r, s) or 
(x, y, (y, z)). Now Lemma 1 yields the identity 
(x, r, s)(x, Y, (Y, z)> = 0, (13) 
as well as 
(x, Y, (Y, z>)(x, r, s) = 0 = (x, r, s)(x, Y, (Y, z)), (14) 
using (6). 
LEMMA 3. (R,R,R)(x,y,(y,z)),x,R) = 0 = ((x,y,(y,z)),x,R)(R,R,R). 
Proof: Using (12) we see that (P, q, r)((x, r, ~1, x, 0 = -(P, 4, r) 
((6 r, s), x, x) = 0. Linearizing this identity we obtain (P, 4, r) 
((x, Y, (Y, z)), x, t) = (P, Y, (Y, z))((x, 4, r), x, f), Because of (14), 0 = 
((A P, 4)*(x, Y, (Y, z)), s9 f) = (x9 P9 q)*((& Yv (Y, z)), s, f) + (x3 Y9 (YT z))* 
((x, P, q), s, f) = 26, P, q)*t(x, Y, (Y, z)), s, f), using (12) and its analog. 
Hence (x, p, q)((x, y, (y, z)), s, f) = 0, using the hypothesis. By going to the 
anti-isomorphic copy of R, then 
(x, Y, (Y, Z))((& P> 4), s, f) = 0. (15) 
Now linearizing (15) we see that (P. Y, (Y, z))((x, 4, r), x, f) = 
-(x9 Y, (Y, z))((P, 4, r), x, f) = 0, using (14). Conwuently (p, 4, r) 
((x, y, (y, z)), x, t) = 0. This established the first half of the Lemma. The 
second half follows by passing to the anti-isomorphic copy of R. This 
completes the proof of the Lemma. 
COROLLARY 1. (6, Y, (Y, z)), x, R) = 0. 
ProoJ Using Lemmas 2 and 3 we see that (x, y, (y, z)), x, R) annihilates 
S. Since these annihilators are all in S, then the ideal they generate squares 
to zero. Then by hypothesis ((x, y, (y, z)), x, R) = 0. This completes the 
proof. 
COROLLARY 2. (((x, y,z), y),x)= 0. 
ProoJ Using Corollary 1, ((x, y, (y, z)), x) must be in the nucleus. Since 
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((x7 YY (Y9 z)), xl = (4 YT (4 (Y9 z))), we can use (4) and Lemma 1 to obtain 
(((x, y, z), y), x) = 0. This completes the proof of the Corollary. 
LEMMA 4. (x, y, (Y, z))(r, s, (& 4) = 0. 
Proof: Using linearizations of (14), we can write 
(x, y, (Y, z))(r, s, 6, f)) = 4% Y, (Y, z))(r, 4 ($9 0) = ($3 YP (Y, (s, t)))(r, x3 
z). But (s, Y, (Y, (s, 0)) = ((s, Y, (s, f)), Y) = (((s, Y, f), ~1, Y) = 0, as a result 
of Corollary 2 to Lemma 3. This completes the proof of the Lemma. 
LEMMA 5. If  (x, Y, (Y, ~>>a = 0, then (i> (R (R, R), CR, R))cJ = 0, (ii) 
(R, R, ((R, R), R))a = 0, (iii) (R, R, (R, R, R))a = 0. 
ProoJ Linearizing (x, y, ( y, z))a = 0, we obtain (x, w, ( y, z))u = 
-(x, y, (w, ~))a. But then 
(p’, (q’, r’), (s’, t’))a = w  P(P, (4, r-1, (s, 0)~. (16) 
However, (16) implies (p, (q, r), (s, t))u = (p, (s, t), (q, r))u, whereas right- 
alternative implies (p, (q, r), (s, t))u = -(p, (s, t), (q, r))u. Using the 
hypothesis of characteristic not 2 we have established (i). Using 
(x, w, (y, z))u = -(x, y, (w, ~))a, with w  = (q, r), we obtain (ii) from (i). 
Then utilizing the Jacobi identity ((x, y), z) + ((y, z), x) + ((z, x), y) = 
6(x, y, z) together with characteristic f2, 3 we can go from (ii) to (iii). This 
completes the proof of the Lemma. 
We are now ready to begin the final assault on the proof of the Main 
Theorem. Starting with the linearized form of (13) we have 
@, R, R)(p, q, (q, r)) = -(A R, R)(b, q, (q, r)). Replacing b by (RR, R) and 
a by (b, q, (q, r)) in Lemma 5(iii), which is justified by Lemma 4, then 
(R, R, R)((R, R, R), q, (q, r)) = 0. By passing to the anti-isomorphic copy of 
R one obtains ((R, R, R), q, (q, r))(R, R, R) = 0. Utilizing Lemma 2 and the 
hypothesis, therefore 
’ ((R, R, RI, Y, (Y, z)) = 0. (17) 
We may rewrite (17) as (((R, R, R), y, z), y) = 0. Linearizing, we obtain 
((CR, R, RI, (z, a, b), z), Y) = -(((R, R, RI, Y, z), (z, a, b)) = 0, as a result of 
(6). But then ((R, R, R), ( z, a, b), z) is in the commutative center of R, hence 
in the nucleus, by hypothesis. But then (4) and Lemma 1 together with the 
hypothesis imply that ((R, R, R), (z, R, R), z) = 0. Let u = (p, q, r) and use a 
linearization of the last identity. Then (u, (c*, a; b), z) = -(u, (z, a, b), c’). 
But -(u, (z, a, b), c2) = -c*(u, (z, a, b), c), white (u, (c*, a, b), z) = 
(a, c*(G 4 b), z) = c*(ll, (c, 0, b), z) + (G 4 b)*(% G z) = 
-c*(u, (z, u, b), c) + (c, a, b)*(u, c, z). Cancelling, we obtain (c, a, b)* 
(u, c, z) = 0. But then (c, u, b)(u, c, z) = 0 by hypothesis. By passing to the 
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anti-isomorphic copy of R we also obtain (u, c, z)(c, a, b) = 0. Linearizing 
both of these identities we can obtain in three steps the result 
(4 e, S), g, h)((p, q, 4, s, f) = - ((P, q, r), s, t)((d e, f), g, h). But then by 
hypothesis we get 
((R, R, R), R, R)((R, R, R), R, R) = 0. (18) 
From the linearization of (c, a, b)(u, c, z) = 0, we can derive through use of 
(18) 
CR, R, R)((R, R, Rh CR, 4 R), R) = 0 = ((R, R, R), (R R, RI, R)(R, R, RI. 
(19) 
Using Lemma 2 and hypothesis together with (19) then 
((R, R, R), CR, R, RI, R) = 0. (34 
But then (20) implies that ((R, R, R), (R, R, R)) is in the nucleus of R. But 
then (4) and Lemma 1 yield 
((R, R, R), (R, R, R)) = 0. (21) 
A linearization of (13) shows (a, b, c)(x, y, (JJ, z)) = -(x, b, c)(u, y, (y, z)). 
Using this last identity together with (20) and (21) then 
(p’, q’, r’)@‘, b’, 0(x’, y, (y, z)) 
= sgn P(p, 9, r)(a, b, c)(x, Y, (y, z>)- (22) 
But then (22) implies (p, q, r)(a, b, c)(x, y, (y, z)) = -(a, 6, c)(p, q, r) 
(x, y, ( y, z)), whereas (21) implies that (p, q, r)(a, b, c)(x, y, ( y, z)) = (a, 6, c) 
(~7 4, rk Y, (Y, z)). Th en characteristic not 2 yields 
(R R, W(R, R, W(x, Y, (A Z>> = 0 = (CR, R, R)(x, Y, (Y, Z>)(& R, R)- (23) 
Then from (23), Lemma 2, (20), (21) and hypothesis it follows that 
(R, R, R)(x, Y, (Y, z)) = 0 = (x, Y, (Y, z)>(R, R RI. 
But then (24), Lemma 2, and hypothesis yield 
(24) 
(x7 Y, (Y, z)> = 0 = ((x3 Y9 zh Y). (25) 
Linearizing (25) then ((R, (R, R, R), R), R) = -((R, R, R), (R, R, R)) = 0, 
using (21). Then (R, (R, R, R), R) is in the commutative center of R, hence 
in the nucleus. Again (4) and Lemma 1 give us 
(R,(R,R,R),R)=O. (26) 
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But then (R, R, R) is in the nucleus of R and so (4) and Lemma 1 show that 
R must be associative. This completes the proof of the Main Theorem. 
The Main Theorem may be viewed negatively, as exploring conditions 
which force alternative rings to be associative. But it can also be viewed as 
establishing conditions under which alternative, nonassociative rings must 
have purely anticommutative elements. It is not difficult to find large classes 
of associative rings which have no purely anticommutative elements, as well 
as large classes which have. Free associative rings and fields of characteristic 
not 2 have none. Quaternions and total matrix rings of dimension greater 
than 1 on the other hand do. 
We conclude with an example of an alternative but not associative algebra 
over a field of arbitrary characteristic which has no purely anticommutative 
elements. Then of necessity it cannot satisfy the remaining hypothesis of the 
Main Theorem. So then assuming that there exist no ideals I# 0 which 
square to zero is a necessary assumption to the Main Theorem. The algebra 
A has basis elements x, y, z, xy, yx, xz, zx, yz, zy, (xv)z, (yx)z, (yz)x, (zy)x, 
(xz)y, (zx)y, and w. Obviously we are implying by the notation that 
xy = (x)(y), (xy)z = (xy)(z), etc. The only other nonzero products are 
x(yz) = (xy)z - w, x(zy) = (xz)y + w, y(zx) = (yz)x - w, y(xz) = (yx)z + w, 
z(xy) = (zx)y - w, and Z(JJX) = (zy)x + w. It is relatively straightforward to 
verify that the algebra A is alternative and that it contains no purely 
anticommutative elements. 
