In this paper, we report a method of precise and fast absolute x-ray energy calibration over a wide energy range using an iterative x-ray diffraction based method. Although accurate x-ray energy calibration is indispensable for x-ray energy-sensitive scattering and diffraction experiments, there is still a lack of effective methods to precisely calibrate energy over a wide range, especially when normal transmission monitoring is not an option and complicated micro-focusing optics are fixed in place. It is found that by using an iterative algorithm the x-ray energy is only tied to the relative offset of sample-to-detector distance, which can be readily varied with high precision of the order of 10 −5 -10 −6 spatial resolution using gauge blocks. Even starting with arbitrary initial values of 0.1 Å, 0.3 Å, and 0.4 Å, the iteration process converges to a value within 3.5 eV for 31.122 keV x-rays after three iterations. Different common diffraction standards CeO 2 , Au, and Si show an energy deviation of 14 eV. As an application, the proposed method has been applied to determine the energy-sensitive first sharp diffraction peak of network forming GeO 2 glass at high pressure, exhibiting a distinct behavior in the pressure range of 2-4 GPa. Another application presented is pair distribution function measurement using calibrated high-energy x-rays at 82.273 keV. Unlike the traditional x-ray absorption-based calibration method, the proposed approach does not rely on any edges of specific elements, and is applicable to the hard x-ray region where no appropriate absorption edge is available.
I. INTRODUCTION
Monochromatic x-ray diffraction using synchrotron radiation plays a dominant role in modern structural determination of crystalline and non-crystalline materials. Precise x-ray energy is needed to determine lattice parameters or atomic radial distribution function of material under study in x-ray diffraction experiments. The absence of well-defined features such as characteristic lines in synchrotron radiation requires frequent in situ energy calibration with good precision so as to identify and correct unpredictable energy drifts. The energy of the incident monochromatic x-ray beam can deviate considerably from the energy defined by the Bragg angle of the monochromator due to many factors, such as thermal loading of the monochromator crystals, water cooling or cryocooling techniques, loss of steps in the monochromator motor, beamline optics, synchrotron orbit shifts, and optimization in x-ray intensity. 1 There are a variety of energy calibration methods that have been proposed. The most common technique for a monochromatic synchrotron beam is to measure the energy of the absorption edge of a standard known to a precision of a few electron volts. However, this x-ray absorption (XAS) based method is not always possible and convenient, especially for beamlines where sophisticated x-ray focusing optics are installed. Scanning the energy may affect the matching of a) Author to whom correspondence should be addressed. double crystals and induce significant changes in beam position and intensity, which are more serious in the case of a double-Laue crystal monochromator (DLCM) without fixed exit. [2] [3] [4] The use of Kirkpatrick-Baez mirrors, which can focus the x-ray beam down to 10 μm or less for high-pressure research with diamond anvil cells, requires a stable beam matching a tiny sample chamber and normal transmission xray energy scanning is not an option, especially for a DLCM with no fixed exit. For diffraction experiment using highenergy x-rays, it may be hard to find suitable absorption standard close to the desired high-energy range of the experiment. Instead, a multi-channel analyser (MCA) can be employed to covert and calibrate MCA channel numbers to the corresponding energies using various radiation sources at highenergy synchrotron beamlines. However, the energy calibration of the monochromator will be lost in the long term and may require other inconvenient calibrations over the course of an experiment. Such a MCA energy calibration has lower energy resolution in comparison with that of the absorption based method.
Other x-ray energy calibration methods include fluorescence mode measurements using elastically scattered incident x-rays, 1 combined techniques of x-ray absorption and diffraction, 5, 6 and diffraction markers (Bragg angle) of standard references using an analyzer crystal. 7 According to Bragg's law, x-ray energy/wavelength calibration is related to the precisions of sample d-spacing and diffraction angles. Using a known x-ray wavelength of Cu kα 1 radiation, Bond proposed an absolute d-spacing measurement method, where the x-ray scattering was measured at both sides of the primary beam, which can effectively eliminate the possible zero-point offsets and setting errors of the crystal. 8 This method has a precision of few parts in 10 5 level. 9 On the other hand, in terms of high precision d-spacing value of a Si single crystal, x-ray energy can be calibrated precisely. Through a combination of absolute measurements of x-ray interferometer 10 and optical interferometry, the (220) lattice plane spacing of silicon has been determined with uncertainty of one part in 10 8 level. 11 The reported value has become the basis of high precision double Si-crystal monochromator, accurate energy determination at arbitrary energies, e.g., characteristic x-ray wavelengths (Cu Kα 1 and Mo Kα 1 ), and absolute energy calibration on the absorption edge energies of elements from Z = 23 to Z = 82. 5, 12 However, these methods do not satisfy the requirements of fast, simple, in situ energy calibration and are accurate at any energy range for diversified x-ray diffraction experiments. They are either limited to low energy, tied to a specific absorption edge 1, 12 or have inconvenient layout, more difficult to use, 8, 11 additional alignment or require calibration of the analyzer crystal. 6, 7 X-ray diffraction based calibration using diffraction standards, such as CeO 2 , Au, LaB 6 , and silicon, with wellestablished lattice parameters is frequently used to check and correct small energy drift from XAS defined value. The x-ray wavelength is linked to crystal lattice spacings by Bragg's law. With the known lattice parameters and x-ray wavelength, the sample-to-detector distance can be obtained using the FIT2D program, 13 and may be used for further calibration of other desired x-ray energy or to check energy drift over the course of an experiment. Nevertheless, the interaction between wavelength and sample-to-detector distance makes it hard to refine wavelength with fixed sample-to-detector distance, which cannot be directly measured and remains largely unknown on the exact position of sensor plane enclosed inside a detector. Uncertainties in standard sample thickness and the reproducibility of sample position are also sources of errors.
The DLCM has advantages of high angular acceptance, high photon flux, and thermal loading stability, making it well suited for the low emission characteristics of a second-generation synchrotron source. Two moderate energy DLCMs are installed at the X17B3 and X17C beamlines at the National Synchrotron Light Source (NSLS), Brookhaven National Laboratory, 3, 4 respectively, for diffraction experiment at around 30 keV, while an additional high-energy DLCM (80 keV) was employed for high-energy diffraction experiment at the X17B3 beamline. However, these basic DLCM monochromators have no water cooling or cryocooling technique that could be effectively applied in transmission mode, and no feedback function to trace and compensate synchrotron orbit shifts too. A precise prompt energy calibration method is necessary for reliable x-ray diffraction experiments; especially for high-energy diffraction experiment where XAS based calibration cannot be applied.
Although accurate absolute x-ray energy is indispensable for many energy-sensitive scattering and diffraction experiments, there is still a lack of effective methods to quickly calibrate x-ray energy. Slight difference in x-ray energy calibration can cause considerable uncertainties in Rietveld refinement.
14 Some high-pressure research areas, such as determination of elastic moduli and strength by radial x-ray diffraction, 15 require measurements of small changes in peak position and peak shape.
In this paper, we report a method of precise absolute x-ray energy calibration using an iterative x-ray diffraction based method. Our approach is to use repeated x-ray diffraction patterns of common diffraction standards such as CeO 2 , Au, and Si at a series of sample-to-detector distance by inserting standard gauge blocks of known length. If the x-ray wavelength deviates from the real value, the measured apparent distance of sample-to-detector by FIT2D program 13 would be different from the known offset distance. It is found that the x-ray energy is only tied to the relative offset of the x-ray detector, which can be set precisely by standard gauge blocks or highly accurate translation stages. The reliability of proposed approach is tested. The iteration process converges to a value within 3.5 eV for a 31.122 keV beam with CeO 2 standard, and a 14 eV energy deviation is observed when using different standards. In addition to not being limited to specific absorption edges, the main advantage of proposed method is that it is suitable for the hard xray energy range where no absorption edge at the desired energy may be available. Examples of the first sharp diffraction peak (FSDP) of network forming GeO 2 glass at high pressure and pair distribution function (PDF) measurement are presented. Although specific reference to a Laue monochromator is made here, the technique is generally applicable to other areas of synchrotron-radiation x-ray research requiring absolute energy calibration on monochromatic beam as long as diffraction experiments can be conducted.
II. EXPERIMENT AND METHOD
A high-precision gauge block set (Grade 0, No. 516-103-26) and additional 10-mm thick blocks were purchased from Mitutoyo Co. A Certificate of Accuracy, traceable to the NIST, is furnished with each Mitutoyo gauge block set and individual blocks. They have ±0.00014 and ±0.0002 accuracy for the 10 mm and 25 mm gauge blocks, providing 1.4 × 10 −5 and 8 × 10 −6 spatial resolution, respectively. To get a sufficiently large distance offset range for highenergy x-ray calibration, an 8-inch Mitutoyo Absolute Digimatic Caliper (Model No. CD8 PSX) with measuring range of 0-200 mm was also employed in the experiment.
Four sets of x-ray diffraction experiments have been performed at the X17B3 and X17C beamlines. The first set of experiments was designed to collect x-ray diffraction data from a CeO 2 standard at a series of sample-detector distances by inserting gauge blocks in series. A spring was employed to ensure tight contact between detector and gauge blocks. X-ray diffraction data were collected using a Rayonix 165 CCD detector at X17C and a Perkin-Elmer flat panel (XRD 1261) detector at X17B3, respectively. The program FIT2D (Ref. 13 ) was used to process the 2D x-ray diffraction images. Alternative data and dark files were collected for the Perkin-Elmer detector, and then input into FIT2D for dark current reduction. Using the FIT2D calibration command, we can get the apparent sample-detector distance and beam center coordinates by fixing the wavelength, but leaving other parameters free in the calibration. The initial x-ray wavelength at X17C was determined by scanning across the K-edge of antimony (30.491 keV). An iterative procedure was developed to calculate the actual x-ray energy and uncertainty (Fig. 2) . Arbitrary initial values of x-ray wavelength have been used to check the convergence of the method (Figs. 2 and 3). The second set of experiments, with three different standards, was designed to cross-check the deviation and reliability of the method (Figs. 4 and 5 ). The data obtained for an Au powder were compared in d-spacing to that determined by energy dispersive x-ray diffraction (EDXD) method (Fig.  6 ), to further double-check the validity of the method. The third set of experiments was an application of the technique to the FSDP of GeO 2 glass at high pressure. The last set was designed to apply the calibrated high-energy x-rays to PDF measurements.
III. RESULTS AND DISCUSSION
Figure 1(a) shows the FIT2D calibration of the x-ray diffraction pattern of the CeO 2 standard collected with a Rayonix 165 CCD detector to get apparent sample-to-detector distance, beam center coordinates, and detector tilting angles using an x-ray wavelength of 0.4066 Å, which was defined by scanning the energy across the K-edge of Sb (30.491 keV). The CCD detector was positioned asymmetrically relative to the beam center due to a beampipe in the hutch, and this setup allows access to a wide range of diffraction angles. We fixed the monochromatic x-ray energy and fit the other parameters.
The overall fitting appears to be good, but when viewed at higher resolution and "unrolled" along the azimuthal angle (so-called "cake" function of FIT2D), curved lines can be observed at 2θ around 17
• (right column of Fig. 1(a) ). Such a curved line indicates an inappropriate interaction among parameters of x-ray energy, sample-to-detector distance, and the two tilting angles of the diffraction plane. When integrated to form a 1-D diffraction pattern, curvature in the unrolled diffraction lines results in an increased peak width and uncertainty in peak position, which would cause unacceptable errors in x-ray diffraction experiments at high pressure using diamond anvil cells. 15 The diffraction condition can be expressed by Bragg's law,
where n is an integer, λ is the wavelength of incident x-rays, d is the spacing between the planes in the atomic lattice, and θ is the angle between the incident x-ray and the scattering planes. For a diffraction ring with radius, R, Eq. (1) can be rewritten as
where L is the sample-to-detector distance. For certain diffraction lines at small angles, the Bragg law, Eq. (2), can be simplified to λ ∼ = 2d n · 0.5R L , i.e., x-ray wavelength is inversely proportional to the sample-to-detector distance. One may get all unrolled diffraction lines straight at small angles even with wrong energy and sample-to-detector distance. At larger scattering angle, the approximate of θ ≈ sin(θ ) in Bragg's law is unsatisfied, e.g., there is 0.37% and 1.15% differences between θ and sin(θ ) for 2θ = 17
• and 30
• , respectively. This is the rationale of the common method to check for energy drift by careful analysis of unrolled diffraction lines at high angles.
One way to break the correlation between wavelength, λ, and distance, L, would be to obtain a precise value of L independently. It is difficult to measure L directly due to the uncertainties in the sample thickness of the standard, the reproducibility of sample position during sample change, and exact position of the detector plane. By inserting a series of gauge blocks, we can change the relative sample-todetector distances precisely and record repeated x-ray diffraction patterns from the standard and fit using FIT2D. If the x-ray wavelength deviates from the real value, the variation of the apparent sample-to-detector distance from FIT2D would be different from the known inserted length.
When a new gauge block is inserted, it is hard to ensure the detector moving exactly parallel to the x-ray path. Thus, the effective offset of the detector should be used in the energy calibration. To get the real distance offset, l real , for each gauge block, we use following equation:
where l is the length of inserted gauge block, ϕ is the angle formed by the lines from the sample to two adjacent x-ray beam centers. The angle ϕ can be determined by
where x and y are the corresponding shifts of beam center due to the inserted gauge block. Equation (3) can be then rewritten as
All the offset distances in the experiments have been corrected using Eq. (5).
We use an iterative algorithm (Fig. 2 ) to obtain the accurate x-ray wavelength by comparing the apparent distance and real distance of gauge block using Eq. (5). The new wavelength for the next iteration, λ i+1 , can be calculated by multiplying the current wavelength, λ i , with the correlation slope, k i , of the linear fitting,
where i denotes the ith iteration. It can be seen that the unrolled line becomes very straight after energy calibration ( Fig. 1(b) ), being a good indication of correct x-ray energy.
The calibrated x-ray wavelength is 0.4003 Å (30.973 keV), which differs about 1.5% from the original x-ray energy. Figure 3 shows the relationship between the apparent sample-detector distances and the gauge block offset through several iterations. The wavelength of the K-edge of antimony (0.4066 Å) was chosen as initial value. Ideally, the change of apparent distance should be the same as the real distance if there is no energy deviation, and the slope of a linear fit (Fig.  3, upper panel) should reflect the deviation of the apparent distance from the real distance, while the error bar indicates the quality of correlation and reproducibility of the experiments. The new wavelength for next iteration is determined by Eq. (6). After three iterations, excellent linear behavior could be found for all detector offset points. The correlation coefficient between apparent and real distances closes to one and residuum of linear fitting becomes gradually smaller (Fig. 3,  lower panel) .
The parameters of the FIT2D calibration are quite sensitive to the of x-ray wavelength. To check the convergence Rev for cases where the energy has wandered far from the initial value, we use arbitrary initial wavelengths. Three quite different trial values of 0.1 Å (123.984 keV), 0.3 Å (41.328 keV), and 0.5 Å (24.797 keV) have been tested (Fig. 4) . Details of fitting parameters are listed in Table I . It can be seen that with only three iterations, the x-ray wavelength rapidly converges to a consistent value with a standard deviation of 4.5 × 10 −5 and consistent residuals (Fig. 4, lower panel) . Straight lines from FIT2D cake integration have been observed for all diffraction peaks (Fig. 5 presents only one of the respective cake integration lines before and after correction, for clarity).
With the proposed method, it should be emphasized that the x-ray wavelength or energy is only tied to the relative offset of the sample-to-detector distance, which can be changed with high precision of the order of 10 −5 -10 −6 . The iterative process converges quickly and can significantly improve the accuracy of calibrated x-ray energy, indicating a good potential of in situ energy calibration method. In addition, it should be noted that the method is obviously different from the common calibration method of using several diffraction standards at "same" fixed distance to optimize the x-ray energy using FIT2D, because in principle precise distance of sample-todetector remains unknown. There is another x-ray energy calibration approach of combining x-ray absorption and x-ray diffraction methods. The x-ray energy is firstly defined by x-ray absorption and then one collects diffraction pattern of a standard, so as to get a precise sample-to-detector distance. Next, one adjusts the energy of the monochromator to the desired energy and keep sample-to-detector distance unchanged; then one obtains another diffraction pattern and optimizes the x-ray energy with previously obtained sample-to-detector distance. The success of this combined method largely depends on:
(1) desired energy should be close to the absorption edge; (2) reliable relation between monochromatic angle and xray energy; (3) good stability of x-ray beam position with fixed exit; and (4) x-ray absorption may be needed for a new calibration when considerable drift in energy is present. Clearly, our proposed approach, which is free from the x-ray absorption method, is a better solution for x-ray energy calibration as it has almost no limitation on the x-ray energy range. Figure 6 shows the effect of energy calibration in dspacing for the trial wavelengths of 0.3 Å, 0.4066 Å, and 0.5 Å. With properly calibrated energy, a much better symmetric intensity profile is obtained, implying the capability for more precise structure determinations for the materials under study in subsequent Rietveld refinement. iterations, the standard deviation of these standards becomes 1.9 × 10 −4 , which is good enough to trace the 1.5% energy drift of DLCM monochromator (Fig. 1) . This cross-check demonstrates the reliability of the proposed method. Figure 8 shows the comparison of Au diffraction data obtained by angle-dispersive x-ray diffraction (ADXD) and . A least-squares fit gave a relation of E (keV) = −0.1761 + 0.017475C + 2.486 × 10 −9 C 2 , where C represents the channel number and E represents the energy. Excellent consistency between these two methods can be observed (Fig. 8) . Of these two methods, the monochromatic ADXD is more widely used, both in the laboratory setting and at synchrotron beamlines, because of having higher resolution in comparison with EDXD method. 16 By using the 30 keV DLCM monochromator, the x-ray energy in the above three different experiments can drift a few percent, e.g., 1.5% (Fig. 1) , 2.0% (Fig. 4) , and 0.5% (Fig. 7) from the K-edge of antimony (30.491 keV), in a time span of a few months. The energy calibration was carried when evidence of curved cake integration lines was detected. It is worth mentioning that such differences don't affect the size of unit cell much, e.g., the value obtained using the corrected x-ray energy by GSAS (General Structure Analysis System) fitting 17, 18 is 5.41150 Å, which is very close to that of uncorrected one of 5.41205 Å, although incorrect energy does have significant influence on the individual peak shape (Fig. 6 ). This is because slight deviation in x-ray energy can be compensated in the FIT2D calculation by adjusting sampledetector distance. This illustrates that the correlation between x-ray energy and sample-detector distance has to be broken in order to get a reliable structural analysis.
As discussed above, precise x-ray energy is highly desired for studies based on a detailed analysis on the lineshape of diffraction peaks. The position of the FSDP, which is inversely related to periodicities in the real-space structure, is usually determined by a Lorentzian fitting. FSDP of network-forming glasses such as GeO 2 is associated with the cage or holes of the network in the glass. 22, 23 These classic network-forming glasses have recently received renewed investigations both in experimental and theoretical studies [24] [25] [26] [27] [28] [29] [30] due to the findings of new intermediate states.
31-34 Figure 9 shows the FSDP data of GeO 2 glass at pressures up to 10 GPa with diamond anvil cell. With increase of pressure, only a slight change in FSDP is observed at pressures below 2 GPa, but it increases more quickly at higher pressures. There is a clear knick point at around 2 GPa and 4 GPa, respectively. The linear fit in the range of 2.0-4.3 GPa clarifies the existence of a distinct slope in the relation of FSDP and applied pressure, which confirms the formation of an intermediate state in this range. 31 High-energy x-ray diffraction, which can access a large range of scattering vector, e.g., 20 Å −1 -40Å −1 , is becoming of increased importance in material and nano sciences. Using high-energy x-rays of 80 keV at X17B3, total scattering PDF measurements have been carried out by users from multiple disciplines. 42 This technique involves measuring both Bragg and diffuse scatterings for structural analysis, allowing simultaneously probing local, intermediate, and long-range structure in crystalline, amorphous, or complex materials. For a review see Refs. [35] [36] [37] . However, precise energy calibration by XAS is problematic because of the lack of suitable x-ray absorption edges at the desired high energy. Using our method, the calibrated wavelength of a nominal 80 keV x-ray beam was found to be 0.1507 ± 0.0001 Å (82.273 ± 0.055 keV). At such high energies, the x-ray energy can be determined using an EDXD detector but with much lower resolution. For example, the reported energy resolution for a Ge solid state detector (Canberra) is 0.22 keV at 8.04 keV and about 0.36 keV at 59.54 keV. 16 The mounting/dismounting of DLCM, while switching diffraction experiments between 30 keV and 80 keV monochromatic x-ray beam, can induce uncertainties in x-ray energy within ±5 keV for 80 keV monochromatic x-ray beam, which can be well addressed by the proposed method. Figure 10 shows the PDF data of a CeO 2 standard using PDFGETX2 program. 38 The data were corrected for background scattering, self-absorption, and incoherent Compton scattering, and then normalized for incident flux, number of scatterers, and squared atomic form factor, to obtain the structure factor function. Further PDF's modeling was carried out using the PDFGUI program. 39 Structural refinements of PDF yield information about the local structure rather than the average crystal structure probed by Rietveld refinement. The structural models and refined parameters are the same as the Rietveld GSAS refinement 17, 18 at 31.122 keV. The value of R w , which is the PDF fit residuum with respect to the established structure from the literature (fit range 1 < r < 50 Å), is 0.088, being close to the reported PDF modeling with R w of 0.103 where high quality PDF data sets were collected at the 6ID-D beamline of the Advanced Photon Source, Argonne National Laboratory, USA, at x-ray energies of 87 and 98 keV. 40 This example also proves the reliability of proposed approach for high-energy x-ray calibration.
We have shown our iterative x-ray energy calibration approach is only tied to the relative detector offset distance, which can be changed in a high precision fashion. For example, the use of Mitutoyo gauge blocks in 10 mm and 25 mm thickness has ±0.14 μm and ±0.2 μm accuracy, respectively, i.e., 1.4 × 10 −5 and 8 × 10 −6 . For the same grade gauge block, the larger the gauge block, the higher the resolution is. Ideally, if uncertainty is only due to the accuracy of gauge block (10 mm blocks as an example), the energy resolution should be only 1.4 eV at 100 keV. However, practical uncertainty in distance correlation, which compromises the energy resolution of the monochromator and several effects, such as the size of detector pixel, offset reproducibility, and overall FIT2d fitting quality, is about 4 × 10 −4 mm for 10 mm gauge block after three iterations (Fig. 3) . Energy calibration using different diffraction standards indicated a standard deviation of 1.9 × 10 −4 (Fig. 7) . These results are compatible with the energy resolution of 10 −3 -10 −4 (dE/E) for DLCM monochromators of X17C and X17B3 beamline. 4, 41 For the same data set, even with very different trial initial values, the proposed iteration method leads to a convergent value with small deviation, e.g., 1.2 × 10 −4 in sampledetector distance and 2.0 × 10 −4 in distance correlation, as shown in Table I . An energy resolution of 10 −4 is adequate for most x-ray diffraction experiments. It should be mentioned that the obtained energy deviation, as listed in Table I , is 3.5 eV for 31.122 keV x-ray beam, being comparable with that of x-ray absorption based energy calibration method.
It is obvious that pixel size of x-ray detector has significant effect on the calibrated x-ray energy. Pixel size is a key parameter of a detector, which is usually calibrated and given by the manufacturer. Using X-rays, there is also an easy way to calibrate the pixel size with high precision. We can move the detector transversely across x-ray beam from one edge to other edge, and measure the real displacement, L, using a micrometer or a caliper, e.g., the Mar-165 CCD detector would have a resolution of 6 × 10 −5 with a digital caliper. The real pixel size can be deduced by L/N, where N is the pixel difference between two beam centers (up to 2048 pixel difference). Pixel coordination of x-ray beam center can be obtained accurately by fitting the diffraction pattern of standards using FIT2D. With correct pixel size, x-ray energy would be calibrated correctly.
It should be mentioned that the calibration of x-ray energy/wavelength is closely related to the precisions of sample d-spacing and diffraction angles. The Bond method can effectively eliminate the possible errors of diffraction angles. 8 The d-spacing of Si single crystal has been well established with a precision of one part in 10 8 by x-ray/optical interferometry. 11 Using such high precision value for Si crystal, the energy calibration at edge energies for K and L edges of selected metals from Z = 23 to 82 has been determined at 10 −5 -10 −6 precision level, 12 covering x-ray energy from 5.463-30.490 keV. The precision of x-ray absorption based energy calibration using high precision monochromator seems to be at least one order higher than that of the proposed diffraction based method at 10 −4 precision, which coincides well with the E/E ∼ 10 −4 energy resolution of employed double-Laue crystal monochromator. Further examination of the proposed method using high precision monochromators ( E/E∼10 −5 -10 −6 ) is highly desired in future work. It is anticipated that better energy resolution in the energy calibration would be achieved if using a high precision monochromator, which will lead to improved resolution in the diffraction peak width, i.e., more accurate sample-to-detector distance obtained by FIT2D fitting.
Although the discussion above is mainly referred to a Laue monochromator, it should be applied to energy calibration with other types of monochromators as well. The method should be able to work for prompt in situ calibrating/monitoring x-ray energy in diffraction and scattering experiments if a motorized stage is employed to drive the x-ray detector back and forward. Developed software for this energy calibration method is available upon request.
IV. CONCLUSIONS
In summary, we have reported an effective method for precise and fast absolute x-ray energy calibration over a wide energy range using an iteration method. No change in the xray optics layout is needed. It is found that using this iterative algorithm the x-ray energy is only tied to the relative offset of sample-to-detector distance, which can be changed precisely by use of high precision gauge blocks or high accurate translation motors. Comprehensive investigation of the proposed iteration process using several diffraction standards has been performed. Applications of the proposed method to the FSDP position of network forming GeO 2 glass and PDF measurement using high-energy x-ray diffraction have been demonstrated.
