The effect of driving frequency on the efficiency of turbulence generation through magnetic forcing is studied using kinetic hybrid simulations with fully kinetic ions and fluid electrons. The efficiency of driving is quantified by examining the energy input into magnetic field as well as the thermal energy for various driving frequencies. The driving is efficient in exciting turbulence and heating the plasma when the time period of the driving is larger than the nonlinear time of the system. For driving at faster time scales, the energy input is weak and the steady state energy is much lower. The heating of the plasma is correlated with intermittent properties of the magnetic field, which are manifested as non-Gaussian statistics. Implications for turbulence in solar corona are discussed.
The effect of driving frequency on the efficiency of turbulence generation through magnetic forcing is studied using kinetic hybrid simulations with fully kinetic ions and fluid electrons. The efficiency of driving is quantified by examining the energy input into magnetic field as well as the thermal energy for various driving frequencies. The driving is efficient in exciting turbulence and heating the plasma when the time period of the driving is larger than the nonlinear time of the system. For driving at faster time scales, the energy input is weak and the steady state energy is much lower. The heating of the plasma is correlated with intermittent properties of the magnetic field, which are manifested as non-Gaussian statistics. Implications for turbulence in solar corona are discussed. Heating of solar corona and heating of solar wind (e.g., Refs. 1 and 2) are two long standing questions in solar physics. Various models have been proposed to explain the heating mechanisms in the solar corona, often based on magnetohydrodynamics (MHD) or related models such as reduced MHD (RMHD) (e.g., Refs. 3-6 and references therein). These models are often implemented in geometries appropriate to coronal loops (e.g., Ref. 7) .
A common feature of many of the studies is that turbulence provides an important mechanism to transport energy to the small scales where it is dissipated through kinetic processes. The details of which processes are dominant in the dissipation are still unsettled. Phase-mixed shear Alfvén waves, 8 resonances in coronal loops, 9 heating by intermittent structures, [10] [11] [12] Fermi mechanisms, 13 stochastic heating, [14] [15] [16] and surface Alfvén wave damping 17 are some of the mechanisms proposed. A complete study of turbulence in solar corona calls for, among other issues, a good understanding of the onset of turbulence driven by the field lines because of the foot-point motions. Heyvaerts and Priest 18 proposed a model based on the evolution of magnetic helicity and suggested that very slow and very fast foot-point motions cannot heat the corona. Choudhuri et al. 19 suggested that occasional rapid foot-point motions could be responsible for transporting most of the energy flux into the corona. In this study, we examine the dependence of the onset of turbulence as a function of the frequency of driving. In the case of solar corona, this driving frequency would correspond to the frequency of field line driving due to foot-point motions. Using 2.5D hybrid simulations, we drive the system magnetically and examine the evolution of various components of the energy (thermal, magnetic, etc.) as a function of driving frequency x d . Because hybrid simulations have full kinetic ion physics including Kinetic Alfvén Waves, our simulations include self-consistent kinetic dissipation at ion scales. Building on previous hybrid simulation studies, 25, 27 we examine the distribution of energy in various spatial and temporal scales using wavenumberfrequency k À x spectra. The above method, together with a standard intermittency analysis based on the probability distribution functions (PDFs) of the increment of the magnetic field vector, provides information on the dissipative processes that generally occur in turbulent plasmas. We find that in order to excite turbulence and heat the plasma, the forcing time scale must be longer than the nonlinear (NL) time of the system. k À x spectra for the turbulent case show only a very small amount of energy following the magnetosonic mode indicating the relatively negligible role of waves in heating the plasma. The PDFs of the magnetic field increments show vanishing super-Gaussian tails with increasing driving frequency, implying that nonGaussian intermittent events are playing an important role in heating of the plasma.
II. SIMULATION DETAILS
We study kinetic turbulence starting with a Maxwellian plasma, driven in time with large scale magnetic vortices. We use the hybrid code P3D-Hybrid (a parallel version of the code described in Ref. 20) in 2.5D, i.e., the dynamics occurs in the x, y plane and there is no dynamical variation in the z direction. The hybrid code models protons as individual particles and electrons as a fluid. This code has been used extensively to simulate magnetic reconnection (Refs. 21-23 and references therein). The code advances the following equations: 
where y ¼ 5/3 is the ratio of specific heats, J ¼ r Â B is the current density, J i is ion flux, P e electron pressure, T e ¼ P e /n is the electron temperature, o H c=ðL 0 x pi Þ is the normalized proton inertial length, m e and m i are the electron and proton masses, x i and v i are the positions and velocities of the individual protons, and u e is the electron bulk flow velocity. Magnetic field is normalized to a characteristic magnetic field b 0 and density to a characteristic density n 0 . Length is normalized to L 0 , velocity to V 0 ¼ b 0 =(4pm i n 0 ) 1/2 , time to t 0 ¼ L 0 =V 0 , and temperature to b 0 2 =(4pn 0 ). With these normalizations, the normalizations of wavenumber and frequency are k 0 ¼ 1=L 0 and x 0 ¼ V 0 =L 0 . v e is the electron viscosity and v is the thermal diffusivity. F b is the forcing term for the magnetic field in the plane of the simulation to which we assign a specific spatial structure (described in the next paragraph). a is a dimensionless constant to control the strength of driving. The v e term transfers energy from the magnetic field into the electron thermal energy.
The numerical results are for system size 2p Â 2p and 256 Â 256 grid points. There are about 52. A remark should be made here about the choice of forcing. It is possible to think of many different kinds of forcing functions to study such problems. One could, based on simple scaling arguments in the linear regime, think of a forcing whose effective energy input to the system is independent of the forcing frequency. This would require a forcing of the type ax d F b cos(x d t), which has decreasing forcing amplitude with decreasing frequency. Even though this might give a system with energy input independent of the forcing frequency in the linear regime, real life systems like the photospheric foot point motions have lower energy at the higher frequencies not at the lower frequencies, which is consistent with the model adopted here. Another type of forcing of interest would be a broadband forcing with controlled correlation time. Even more realistic forcing would have a broadband spectrum in space as well. Another aspect to be considered is the nonlinear cascade starting with a spectrum of normal modes of the system (e.g., Ref. 26) or even driving with a set of normal modes. All of the above cases are essential to our understanding of the realistic systems. In this paper, we intend to get the process started by studying a very simple model with driving energy only at a couple of wavenumbers and only one time scale. This ensures that all the small scale dynamics is due to the nonlinear cascade of energy to smaller scales. In this case any wave modes that appear are generated by the plasma dynamics. By having only one time scale in the driving function, we avoid the complication of having to separate the contributions of different time scales. A more complete study would require exploring the above mentioned aspects. We are in the process of designing such a study in 2D MHD.
III. RESULTS
The amount of turbulence generated has a strong dependence on the forcing frequency x d . Figure 2 Fig. 2(b) shows the time averaged (t $ 41 to t $ 73) omnidirectional magnetic field spectra for the same runs. We see the same trend of decreasing input of energy into the magnetic field in these spectra. For x d < 0.4, the spectra have the tendency to follow the Kolmogorov À5/3 behavior in the inertial range (k < 1/d i ). For x d > 0.4 the spectral amplitude drops off, first at the lowest wavenumbers and then across the entire spectrum, leaving an enhancement near the driving wavenumbers. The frequency x d ¼ 0.4 seems to be the "critical frequency" below which turbulence can be generated. Note that in the computational units, the proton cyclotron frequency based on the guide field is X ci ¼ 8; therefore, this transition is not closely connected with that characteristic parameter.
The effect of forcing frequency on turbulence generation can be illuminated further by examining a time period of relatively steady turbulence, denoted by the vertical lines in Fig  2(a) . The average magnetic energy h E b i and thermal energy h E th i during the time period 40 < t < 50 is plotted as a function of the driving frequency x d . Each point in Figure 3 represents a separate simulation. The behavior observed in Fig. 2(a) of decreasing magnetic energy input with increasing frequency is clearly evident. The average turbulent energy changes abruptly near the critical frequency of x d ¼ 0.4. For x d < 0.4, the energy input saturates very quickly to its value at x d ¼ 0.0 and for x d > 0.4 the energy input drops very quickly. The thermal energy shows similar behavior. For higher frequencies, the heating is reduced to the level associated with the numerics (due to finite particle number). Although not shown, the fluid kinetic energy shows similar behavior. This analysis suggests that the critical frequency x d ¼ 0.4 is related to an important dynamical timescale. The behavior of the magnetic energy input in the high frequency driving regime can be described by comparing the forcing term to the @B @t term (which would describe the behavior of the magnetic field without a plasma). We wish to thank the referee for this observation. This simple scaling gives us the magnetic energy input in that frequency regime decreasing as a power law with an exponent of À2. The behavior around the critical frequency and for frequencies lower than the critical frequency is not describable by simple scalings and is determined by the dynamically established nonlinear time of the system.
The critical frequency can be understood in terms of the NL time of the system. Nonlinear time for a given system is the time scale at which the nonlinear term in the equation of motion becomes important, which can be estimated by 
. With the parameters of our system, the condition is x d < 0.25. Hence for the specific forcing we have, driving frequencies of smaller than 0.25 give the forcing enough time to introduce energy to the system and transfer it down to smaller scales before the direction of forcing reverses. Consistent with this picture, the amount of turbulent magnetic field energy in Figure 3 sharply decreases for frequencies greater than 0.25.
An important question regards the primary dissipation mechanisms which convert the turbulent energy from driving into heat. We first consider wave damping as a possible source and show that this possibility is unlikely because the energy present in wave modes is quite small in the simulations. Examining x À k diagrams [25] [26] [27] are quite revealing because energy present in wave modes should lie on dispersion curves x ¼ x(k), as has been seen in fully kinetic particle in cell (PIC) simulations, for cases in which magnetosonic waves are directly driven. 26 Fully developed turbulence occurs as long as the driving frequency is less than the nonlinear time, so we focus on the x ¼ 0 case. The x À k spectra for the in-plane magnetic field (B x , B y ) have been published previously for both decaying 25 and the driven case here. 27 These spectra do not show any recognizable wave modes. Fig. 4(a) shows the spectrum for the out of plane component of the magnetic field. We see slight activity along the magnetosonic branch but the amount of energy in these peaks observed is orders of magnitude smaller than the free energy in the system (which is the same order of magnitude as the heating, see Fig. 3 ). This suggests that wave-particle resonances might not be the dominant mechanism in heating the plasma in this case.
To contrast the relative energy budget of waves in different driving frequency regimes, we show the k À x diagram of out of plane magnetic field for the highest frequency, x d ¼ 13.04, case in Fig. 4(b) . We can clearly see that most of the energy is in the electromagnetic Bernstein modes as indicated by the over plotted dispersion relations calculated from linear Vlasov theory. 24 It should be noted that this case the plasma gained negligible amounts ($4 orders of magnitude smaller than the zero frequency case) of energy and the plasma did not heat (other than the numerical heating). Also, note that the spectrum in Fig. 4(b) lacks the strong continuous enhancements at low x and k associated with the turbulence cascade, which is seen clearly in Fig. 3(a) .
The absence of strong linear wave modes in the turbulent regime suggests that it is unlikely that conventional wave particle interactions are involved in heating the plasma. A possible alternative mechanism is the energization of plasma by intermittent structures like current sheets and reconnection sites as suggested by various observational as well as theoretical studies. 10, [28] [29] [30] [31] Examination of the PDFs of the magnetic field increments has revealed that the statistics of the solar wind magnetic discontinuities are strongly non-Gaussian, resembling the intermittent character of simulations of MHD turbulence. 32, 33 In Fig. 4(c) , we plot the PDFs of the normalized vector increments of magnetic field defined by
where R ¼ hDB
is the standard deviation and DB ¼ B(x þ ds) À B(x) is the magnetic field vector increments. Several driving frequencies are shown and an increment values ds ¼ 10dx $ 0.5k c is used, where k c is the correlation length. For low frequency forcing, super-Gaussian tails are present. As the driving frequency x d is increased these tails gradually disappear and the PDFs approach the unit Gaussian. The strong non-Gaussian tails at low frequency are associated with current sheets formed during the turbulent cascade. These current sheets disappear with higher forcing frequency which has been verified by examination of the outof-plane current evolution in these simulations. Consistent with plasma heating in current sheets and reconnection sites, the increase in thermal energy is much reduced for higher x d in Figure 3 . The correlation between the super-Gaussian tails and the heating of plasma is consistent with earlier studies suggesting a relation between heating and non-Gaussian features in the solar wind. 31 The presence of intermittent magnetic field structures, i.e., current sheets, in the case of slow forcing of the plasma is strongly reminiscent of Parker's picture of coronal heating. In Parker's scenario, very slow foot-point motions (with 
092302-4 Parashar et al.
Phys. Plasmas 18, 092302 (2011) timescales much less than the system Alfvén time) generate an entangled magnetic field structure which quickly relaxes to a quasi-static equilibrium state characterized by a web of current sheets. Over longer timescales, dissipation and reconnection in these current sheets heat the solar corona. The key point is that the foot-point motions must be slow enough to allow the system to relax through nonlinear couplings, create the current sheets, and then dissipate them. Fast foot-point motions, reminiscent of the large x d simulations, continuously disrupt these current sheets, preventing the heating process from occurring.
IV. CONCLUSIONS
This study demonstrates that the excitation of turbulence and heating of plasma depends critically on the frequency of driving. The time scale of the driving has to be longer than the nonlinear time of the system. For driving time scales smaller than the nonlinear time, there is insufficient time for the forcing to excite turbulence; the energy input plummets with increasing driving frequency. For longer driving time scales, the energy input quickly saturates to the zero frequency value. Another potentially important time scale is the intrinsic nonlinear time of the forcing s f NL which has to be smaller than the driving time scale 1/x d in order for the forcing to be efficient. For the type of driving employed here and for the 2.5D geometry of this model, we may conclude that when turbulence is excited and sustained, the k À x spectra of magnetic field fluctuations do not show any significant energy in wave modes. The presence of super-Gaussian tails of PDFs of magnetic field vector increments on in the turbulent case indicate a role of current sheets and reconnection sites in heating the plasma.
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