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Problem recall
Let X and Y be two vectors of n elements. A matrix A defined by the Cartesian sum X + Y is such that aij = xi + yj. If X and Y are sorted then X + Y is a matrix with sorted rows and columns. Based on such a structure, Vyskoc [5] claimed the existence of a class of algorithms for certain NP-complete problems, with running time O(n Ig k 2"") and storage requirements O(k 2n'k), for 2 d k < n.
In [2] it was proved that the theorem presented in [S] in order to derive such a class of algorithms was not exact, invalidating VyskoE's claim. Another theorem was A. Few&a 
L .
presented in a corrigendum [6] , leading, according to VyskoE, to a different algorithm that has the same time and space complexities. In this note we want to make it clear that even if the theorem in the corrigendum is exact, it does not help to derive such an algorithm. We therefore conclude, like in [2] , that the algorithm in [S, 63 does not have the claimed time and space complexities. Thus the algorithm in [l, 41 (time O(n 2"'*) and space 0(2"'4)) is still the best-known solution for the class of NPcomplete problems defined in [4] .
A counterexample
Let X, Y, R, and S be sorted vectors with n elements. The basic idea behind the two-list four-table algorithm proposed in [4] is that the problem of searching a multiset of the form X + Y + R + S can be solved through a reduction to searching a multiset formed by the sum of only two sorted vectors (X + Y) and (R + S) with n* elements each. Such a reduction is obtained through the successive generation of the elements of each new vector in a sorted order, with the help of a priority queue, which keeps the storage requirements in O(n) (cf. [3] for a comprehensive study on search algorithms for sorted multisets of the form xxi).
Since the class of algorithms proposed in [S, 61 is a generalization of a two-list six-table algorithm [S] , we shall show through an example that this algorithm does not have the claimed time and space complexities. The theorem proved in the corrigendum states that the successive generation in sorted order of the elements of a set of the form X + Y can be done in time O(n* log n). A careful study of [S, 61 reveals that the two-list six-table algorithm uses the same idea of the two-list four-table: a search is performed in a multiset xxi, 1 <i< 6, by generating successively the elements of S, =X1 +XZ + X3 and S2 =X4 + X, +X6, in sorted order, in claimed time 0(n3 log n) and space 0 (n), where the sorted vectors Xi, 1 <i < 6, have n elements each.
The algorithm Multifoursearch presented below is the same as Algorithm 2 of [5], with the difference that Multifoursearch is used in the context of multisets instead of NP-complete problems.
Algorithm Multifoursearch
(input: vectors Xi, 1~ i < 4, of cardinality n; an element z) (output: yes/no, depending on whether z belongs to CXi, 1~ i < 4); (1) sort X2 into increasing order and X4 into decreasing order; let Q'(or Q") be the priority queue for pairs of elements from X1 +X2 (or X3 +X4) so that the pair with the smallest (or largest) sum in X1 +X2 (or X3 +X4) is accessible in O(1) time; tlr~ X1 insert into Q' all pairs (r, first(X,)); Vr E X3 insert into Q" all pairs (I, first (X4)); This algorithm was proved to search CXi, 1 G i<4, for a given element in time O(n2 log n) [l, 3,4] . We notice that X2 and X4 can also be seen as the Cartesian sum of two vectors, what means that this algorithm can easily be extended to a Multisixsearch version to search CXi, 1 d i < 6, for a given element with storage requirements 0 (n).
Algorithm Multisixsearch
(input: vectors Xi, 1~ i < 6, of cardinality n; an element z) (output: yes/no, depending on whether z belongs to CXi, 1 < i < 6); (1) sort X2 into increasing order and X4 into decreasing order; let Q' be the priority queue for pairs of elements from X1 +(X2 +X3) so that the pair with the smallest sum in X1 +(X, +X,) is accessible in O(1) time; let Q" be the priority queue for pairs of elements from X4+(X, + X,) so that the pair with the largest sum in X4+(X, + X,) is accessible in O(1) time; VreX, insert into Q' all pairs (r, first(X, +X3)); Vr E Xd insert into Q" all pairs (r, first (X, +X6)); Its time complexity depends on the crucial operation next. Instead of computing next in a sorted set (which can be done in O(l)), now we are obliged to find the successor of a given element in a matrix of the form X+ Y. In [2] it was proved that this operation is O(n) time. Hence Multisixsearch would have time complexity 0(n4).
In order to improve the performance of Multisixsearch, it was proposed in [6] that the successive generation of the elements of (X2 +X3) and (X5 +Xs) could be used to implement the operation next, with an overall complexity of O(n* log n). However, such a strategy of generation is not enough to guarantee that the elements of X1 +(X2 + X,) and X4+(X, +X6) will be generated successively in a sorted order.
For instance, suppose that we just inserted a pair composed by Vi, the ith element of Xz +X3, into Q'. If the new smallest element in Q' is not composed by vi then next (Vi) cannot be correctly generated as it was proposed in [6] , since the elements in X2 +X3 are generated successively and in sorted order. Unfortunately, the correct behavior of the operation next is exactly what is required for the correctness of the algorithm.
Below we give an example of X 1, X2, and X3, for which the successive generation of the elements of X1 +(X2 +X,) cannot be done as it was proposed in [6] . We remark that more complex examples can be easily shown to exist.
Let X1 = {0,5}, X2 = (0, l}, X3 = {0,2}; then:
With this example we can see that the operation next has to generate all the elements in X2 +X3 in order to generate the first row of X1 +(X2 +X,). After the last element of the first row of X1 +(X2 +X,) -the 3 -, is selected from the heap Q', the first element of the second row of X1 +(X2 +X,) -the 5 -, is the next element to be selected from Q'. The operation next is then called but it cannot generate any element since 3 was the largest element ofX, +X3. It is not difficult to see that, to generate all the elements of X1 +(X2 +X,) with this strategy, the algorithm should keep track of all the elements generated from X2 + XJ, since different total orders can be embedded into X1 +(X2 +X3). Therefore, the storage requirements will increase and the algorithm in [S, 61 cannot have the claimed complexities.
Conclusion
An algorithm was proposed in [S] (and corrected in [6] ) to solve some NPcomplete problems that belong to a class defined in [4] . The complexities described were O(n 'gk "1' time and O(k 2"lk) storage requirements, for 2~ k<n.
