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with the results presented here. 
in {6.2.9) T{t. 1 .t.), in {6.2.11) 1+ 1 
... Problem 2.3.1 and Theorem 2.3.3 
... {6.5.12) 
... {7.2.10) 
... Recollect 
f2{ t. 1 , t. ) , a2r... 1+ 1 
the term marginal likelihood is also used 
a similar result is given in Ansley and Kohn {1985) {also 
p.121, 1 O} 
dw/ds 
{8.2.9) . . a~ {also p.136, {9.2.5)} 
• 
2 
p.161 in caption 'formal' 95% {also p.162} 
ii. 
DECLARATION. 
Much of the material in Chapters 5, 7, 8, and 9 is contained in 
Osborne and Prvan (1987a), (1987b) and Prvan and Osborne (1987) , and 
represents joint work with my supervisor M.R. Osborne. Except where 
otherwise stated, the work presented in this thesis is my own. 
T. Prvan. 
iii. 
ACXNOWLEOCEMENTS. 
I thank my supervisor Mike Osborne for having me as a student , 
for his assistance and encouragement throughout my course. I also 
thank Robert Kohn and Craig Ansley for making their results freely 
available to Mike Osborne and thank Peter Thompson for some helpful 
input at the beginning of my studies at ANU. 
iv. 
ABSTRACT. 
Smoothing Splines provide curves which smooth discrete, noisy 
data. The connection between Smoothing Splines and the solution to a 
particular stochastic differential equation conditioned on all of the 
available data has given rise to new approaches for obtaining such 
smoothed curves. These approaches exploit a state space formulation 
that is provided by the solution to the stochastic differential 
equation and the observation equation. This stochastic setting has the 
added advantage that it permits confidence intervals to be attached to 
Smoothing Splines. A new approach for determining the smoothing 
parameter based on maximum likelihood estimation has also resulted. 
The Kalman Filter, the Fixed interval, Discrete time Smoother and 
Interpolation Smoother are invaluable tools in this stochastic 
approach. They are introduced in Chapters 2 and 3 and stable recursive 
implementations of t:hem are the main thrust of Chapters 4 and 5. 
Chapter 6 extends Wecker and Ansley's (1983) stochastic approach to Lg 
Smoothing Splines while Chapter 7 presents other 
approaches. 
stochastic 
In Chapter 8 a generalization of the stochastic formulation of 
Smoothing Splines is developed. This framework produces smoothed 
curves which can possess less than the usual order of continuity at 
the data points. 
Numerical algorithms for Generalized Smoothing Splines and the 
inherent sensitivity of these algorithms are considered in Chapter 9. 
The connection between the stochastic differential equation approach 
to smoothed curves and an equivalent class of least squares problems 
is used to develop the algorithms. The condition nwnber of the Reinsch 
algorithm in its conventional implementation is used as the benchmark 
v. 
with which other algorithms are compared. Numerical results which 
support the conclusions based on the sensitivity analysis of the 
algorithms are presented. 
It is worthwhile mentioning here that even though determining the 
optimal smoothing parameter is important it will not be considered in 
much detail in this thesis. The problem of determining the order of p 
is not addressed. 
vi. 
NOTATION. 
A convention followed in this thesis is that capital case letters 
are reserved for matrices and bold lower case letters denote vectors 
unless otherwise stated. The sign indicates equal by 
definition ·. A list of notation encountered in this thesis is given 
below. 
ffi == the set of real numbers 
O(•) == is order of(•) 
11 • 11 2 : = Euclidean norm 
- == is approximately 
- N(µ, ~) == is normally distributed with meanµ and covariance 1 
0 . - 0 = {01 ij . - ij -
e. == vector with 1 in i'th position and zeroes elsewhere l 
x. : = x( t.) 
l l 
z. ·- z(t.) 
l l 
u. . - u( t. , t. 1) l l 1-
c. ·- c(t.) 
l l 
Yi ·- y(ti) 
n. . - n( t .. c. 1 ) l l 1-
== x(t. lk) 
l 
== S(tjk) the covariance of x(tlk) unless otherwise stated 
CV== Cross Validation 
GCV ·- Generalized Cross Validation 
GLS ·- Generalized Least Squares 
LS== Least Squares 
MLE == Maximum Likelihood Estimation 
RSS == Residual Sum of Squares 
RQ == Rayleigh quotient 
dp 
nP == dtp 
L+ ·- formal adjoint of the differential operator L 
tr . trace . -
a. (C) . i'th largest singular value of C . -l 
cond{C) == condition number of C 
+ 0 where o>O and 0 -+ 0 t . t + . -
t . t - 0 where o>O and 0 -+ 0 . -
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1.1. Smoothing Splines. 
CHAPTER 1 
INTRODUCTION 
1. 
Suppose that the data y 1 .... ,yn are given at the data points 
t 1 .... ,tn respectively. In most situations the data y 1 , ... ,yn contain 
errors. It isn't unrealistic to think of the data as being represented 
by a regression model 
y. = f{t.) + E. •• 
l l l 
i = 1, ... ,n, {l.1.1) 
2 
where E.. is normally distributed with zero mean and variance a. The 
l 
E.. can be thought of as ''noise'' and the function f{t) as the 
l 
·'signal''. If the underlying mechanism generating the data is not 
lalown then it doesn't make sense to prescribe a parametric form for f. 
A nonparametric form is desirable. This leads to the consideration of 
what sort of properties we would like f{t) to possess. 
Fitting a polynomial of degree n-1 which interpolates the data is 
not desirable because it could oscillate wildly (see for example 
Atkinson ( 1978)) while the underlying function generating the data 
could be smooth. This suggests that a continuous piecewise curve might 
be desirable. It makes sense to prescribe the continuous piecewise 
curves between the points [t. 1 .t.J, i=2, ... ,n. Interpolating the data 1- l 
by a continuous piecewise curve is only useful if sufficiently 
accurate data is available. This is not always the case, so one 
desirable property of f ( t) is that it be free of the interpolation 
restriction. This leaves the consideration of what continuity 
properties it would be desirable for f{t) to possess at the data 
points. If it is assumed that the p'th derivative of f{t) is square 
integrable then minimizing the following functional 
t 
n n 
1 (f(t.) - y.) 2 + µ f 
. l 1 1 l= 
2. 
(1.1.2) 
over f where µ is constrained to be positive seems a useful 
compromise. lne first term can be thought of as a measurement of the 
approximation to the data and the second term as a penalty function 
which prescribes the smoothness of the data. lne termµ is 1mown as 
the smoothing parameter and can be thought of as controlling the trade 
off between · ·smoothness· · and · • approximation to the data· ·. 
Whittaker (1923) was the first person to perceive how to balance the 
two conflicting goals of accuracy and smoothing. He used a sum of 
squares of p'th differences in the penalty function and only 
considered equally spaced data points. Schoenberg (1964) is 
responsible for suggesting the functional {1.1.2). Reinsch {1967) 
showed that the function which minimized (1.1.2) for a givenµ. in the 
special case p=2. was a cubic piecewise polynomial with two continuous 
derivatives at the data points t 2 ..... tn-l and zero second and third 
derivatives at the end points. For general p the function which 
minimizes (1.1.2) is a piecewise polynomial of degree 2p-1 with 2p-2 
continuous derivatives at the points t 2 ..... tn-l and zero p' th to 
(2p-l)'th derivatives at the end points. lnis function is kr..own as a 
Smoothing Spline and is unique for given µ. lne problem of how to 
estimate the optimal smoothing parameter µ will be addressed in 
section 1.3. 
Anselone and Laurent (1968) gave a general method for 
constructing Splines and Smoothing Splines which exploited the Hil~ert 
space setting they used. 
Silverman (1985) showed that it was possible to interpret 
3. 
Smoothing Splines as the mean of a posterior distribution given the 
data under the assumption of an appropriately tailored form of the 
prior distribution. Kimeldorf and Wahba (1970a). (1970b). (1971) 
explored particular relationships between Bayesian estimation and 
spline smoothing. Wahba (1978) provided a different formulation and 
generalization of the result in Kimeldorf and Wahba (1971). She showed 
that spline smoothing is equivalent to modelling the signal by the 
stochastic differential equation 
av'Adw(t) 
dt 
where w(t) is a Wiener process with unit dispersion parameter (see, 
for example, Billingsley (1979)) and A is a scale parameter 
corresponding to the reciprocal of the smoothing parameterµ which is 
to be determined. Let 
be the vector of initial conditions on the above stochastic 
differential equation. She shows that if x(t 1) is allowed to have a 
diffuse prior; that is, setting x(t 1) - N(o,...,
2 ) and letting ...,2-+ 00 ; 
then 
f(t) = lim E{x(t)ly(t1 ) .... ,y{t )}. 2 n 
'"'( -+ (X) 
A generalization of this result to smoothing splines that are not 
piecewise polynomials was also developed in Wahba (1978). 
1.2 Cubic Smoothing Splines. 
In the literature the most important case of Smoothing Splines 
used in practice is the Cubic Smoothing Spline (see, for example. 
de Boor (1978)). From the discussion in Section 1.1 a Cubic Smoothing 
4. 
Spline is obtained by minimizing 
t 
n 2 n 2 
}: {f{ti) - yi) + µ f {f"{u)) du 
i=l tl 
F - (1.2.1} 
over f{t) for givenµ. It will be shown that the function f{t) which 
minimizes F is a piecewise cubic polynomial with 2 continuous 
derivatives at the points t 2 •... ,tn-l and zero second and third 
derivatives at the end points. 
We will find 
min F 
f{t) 
by a standard variational argument. This is done by replacing f{t) by 
f(t)+en(t) in (1.2.1) where n is assumed to be continuously 
differentiable but otherwise arbitrary, differentiating the resulting 
expression with respect toe, then equating it to zero, and taking the 
limit as e ~ 0. It will be seen that to uniquely define the function 
f{t) some constraints have to be imposed. 
Replacing f(t) by f{t)+en(t) in (1.2.1) yields 
n 2 
F - 2 (f{t.)+en(t.)-y.) + 
. l 1 1 1 l= 
t 
µ fn(f' '(t)+en' '(t}}2dt. 
tl 
Differentiating this expression with respect toe gives 
Now 
t 
n n ! dF = µ 
2 de 
f n I I ( t) ( f I I ( t )+ery I I ( t) }d t + }: n(t.)(f{t.)+en(t.)-y.). 
. l 1 1 1 1 
tl 
1 1 . dF 1m _ = µ 
2 e--0 de 
t 
n f n I I ( t) f I I ( t )d t + 
tl 
l= 
n 
2 n(t.){f{t.)-y.) 
. l 1 1 1 l= 
and equating this expression to zero produces 
-
t. 
n 1 
µ }: f 
n 
n' '(t)f' '{t)dt =}: n(t.)(y.-f{t.)) 
i=2 . l 1 1 1 + ·-
·-t. 1 1-
5. 
which can be evaluated by integrating by parts to give 
n n 
µ i:/ry'(\)f''(\) - 11'(ti-l)f''(\~1)) - µ i:}11(\)f'''(t) 
-
t. 
n 1 
- n(ti_1)f' · '(t;_1)) + µ 2 f n(t)f(4 ){t)dt _ i=2 + 
n 
t . 1 1-
2 n(t.)(y.-f{t.)). {1.2.2) 
. l 1 1 1 1= 
We can't solve this uniquely without imposing some constraints. It is 
desirable to make the integral vanish, since n(t) is assumed to be 
arbitrary this can be achieved by making f(t) a cubic polynomial. Now 
(1.2.2) can be rewritten as 
n 
µn'(t )f' '(t-) - µn'(t 1)f' '{t+1) + µ 2 n'(t.){f' '(t~)-f' '(t:)) n n . 2 1 1 1 l= 
- + n 
- µn(tn)f'' '(tn) + µn(t 1)f'' '{t1) - µ 2 n(t.){f'' '(t~)-f' · '(t:)) 
. 2 1 1 1 l= 
n-1 
= n(t~)(y1-f{t1)) + 2 n(t.)(y.-f{t.)) + n(t )(y -f{t )). 1 . 2 1 1 1 n n n l= 
This defines a unique cubic polynomial if the following constraints 
are imposed 
+ -f{t.) = f(t.) 
l l i=2, ... , n-1. 
f'(t:) = f'{t~) i=2, ... ,n-1. 
l l 
f I I ( t:) - f I I ( t ~) i =2 t • • • t n-1 • 
l l 
f I I ( tl) - f I I ( t ) = f I I I ( t ) = f I I I ( t ) = 0 
n 1 n 
f' I '(t:) - f' I '(t~) = µ- 1(y. - f(t.)) i=l, • • • ,n. 
l l l l 
(1.2.3.a) 
(1.2.3.b) 
(1.2.3.c) 
(1.2.3.d) 
{1.2.3.e) 
which implies that a convenient form of writing f(t) is 
2 3 f(t) =a.+ b.{t-t.) + c.(t-t.) + d.(t-t.) . 
l l l l l l l tE[t.,t. 1] l 1-
(1.2.4) 
All that is left to do is determine the Cubic Smoothing Spline 
coefficients. This is achieved by substituting (1.2.4) into equations 
(1.2.3) and manipulating them. Substituting (1.2.4) into (1.2.3c) and 
(l.2.3d) gives after simplification 
where 
h. - t. +l - t. 1 1 1. 
d = . l 
Ci+l - Ci 
3h . 
l 
6. 
i=l ..... n-1. (1.2.5) 
Inserting {l.2.4) into {l.2.3b) using {1.2.5) and rearranging it as an 
expression for b. yields 
l 
b -i -
a - a. i+l 1 
h. 
1 
i=l ..... n-1. (1.2.6) 
Putting {1.2.4) into {l.2.3b) and the utilizing {1.2.5) and {1.2.6) 
after simplification produces 
1 1 
- a - (- + h. i+l h. l 
1 1-
1 
+ 3-h. le. 1 1- 1-. i=l ..... n-1. {1.2.7) 
Substituting (1.2.4) into {1.2.3e) using (1.2.5) after simplification 
yields 
1 
- C -h. i+l 
1 
{1.2.8) 
i=l ..... n 
Equations {1.2.7) and {1.2.8) can be rewritten in matrix form. They 
become 
(1.2.9) 
and 
1 -1 Qc = z.L (y - a) (1.2.10) 
where T € Rn-2 x n-2 and Q € Rn x n-2 are tridiagonal matrices defined 
by 
2 
t .. = 3-(h. + h. 1). 11 l 1-
1 
q. 1· -h 'q .. = 1- l 11 i-1 
and 
tii+l = ti+li 
1 1 
-(- + - ) 
h. l h. ' 1- l 
1 
qi+li = h .. 
l 
7. 
T Y =(yl, ... ,yn). 
T 
a - (a1 .... ,an). 
The matrix Tis positive definite. Premultiplying (1.2.10) by QT and 
using (1.2.9) gives 
T 1 -1 1 -1 T (Q Q + 2 µ T)c = 2 µ Q y (1.2.11) 
which can be solved for c. Then from (1.2.10) 
a= y - 2µ.Qc. (1.2.12) 
Coefficients b. and d. can then be obtained from (1.2.5) and (1.2.6). 
1 1 
The term 
is a pentadiagonal matrix which is positive definite since the 
smoothing parameter µ is non negative. This derivation of Cubic 
Smoothing Splines is included here to contrast with a different 
derivation given in CHAPTER 7 where the Smoothing Spline is posed as 
the function of the elements of a solution to a stochastic 
differential equation conditioned on all of the available data; that 
is. Wahba's (1978) equivalence is exploited. 
An implementation of Reinsch' s ( 1967) algorithm is given in 
de Boor (1978) for cubic smoothing splines. 
The arguments in this section can be generalized to derive a 
(2p-1) degree Smoothing Spline. 
1.3 Choosing the smoothing parameter. 
Reinsch (1967) proposed determining the optimal smoothing 
parameterµ by finding the smallestµ for which 
n 2 
1 (y. - f(t.)) <= S 
.. _1 1 1 
.L-
S(f) - (1.3.1) 
where he assumed that the S was given. If S is not given Reinsch 
8. 
(1967) suggests that it should be chosen to lie in the interval 
[a2 (n-~(2n)),a2 (n+~(2n))] which is a confidence interval for S. 
One cf the most popular methods for choosing the smoothing 
parameter is Cross Validation (see, for example, Wahba (1975)) which 
is also similar to Allen's PRESS (see Allen (1974)) which is employed 
within the context of ridge regression. This is a leave one out at a 
time estimator. Optimalµ is determined by minimizing 
CY(µ)= 
n 
2 (y. -
. 1 l l= 
i 2 f (µ,t.)) 
l 
(1.3.2) 
i f (µ,t.) 
l 
overµ where is the Smoothing Spline based on all of the data 
except (t.,y.) for givenµ evaluated at the missing data point. The 
l l 
rationale behind this criterion is 
predicts the missing data y .. 
l 
to see how closely i f (µ,t.) 
l 
A related criterion to cross validation is Generalized Cross 
Validation which was pioneered by Craven and Wahba ( 1979). The idea 
here is to chooseµ to minimize 
II ( I - sd(µ) )y 112 
GCY(µ) = II tr(I - 91(µ))11 2 
where sd(µ) € Rnxn satisfies 
f (µ, t ) 
n 
(1.3.3) 
and the function f(µ,t) is the Smoothing Spline based on all of the 
available data for givenµ. The matrix sd(µ) is known as the influence 
matrix. It is worthwhile noting that the numerator in (1 .3.3) is the 
residual sum of squares (RSS) evaluated for a particular value ofµ. 
This method now has strong theoretical support (see Speckman {1980)). 
Golub, Heath and Wahba (1979) show that the GCY estimate is a rotation 
invariant version of Allen's PRESS and that it can be thought of as a 
9. 
weighted version of CV(µ). They show that it is superior to PRESS 
because in certain situations PRESS does not possess a unique 
minimizer (for example when~(µ) is diagonal). Craven ~d Wahba (1979) 
showed that GCV should asymptotically choose the bestµ in the sense 
of minimizing the predictive mean square 
n 2 
R(µ) = 2 (f(t.) - f(µ.t.)) 
. 1 1 1 l= 
and this is borne out by results published by Golub, Heath and Wahba 
(1979). Until recently, finding GCV(µ) was a computationally expensive 
procedure. The major cost was in evaluating the trace of ~(µ). 
Numerical approximations of O(n) were employed to overcome this, for 
example see Silverman (1984) and Utreras , (1980). Hutchinson and 
de Hoog ( 1985) developed the first O{n) method to evaluate GCV(µ) 
exactly. Their method was given ,. ror cubic polynomial smoothing 
splines. Ansley and Kohn { 1987) also developed an O{n) method to 
evaluate GCV(µ) which was within a stochastic framework. Their method 
will be discussed in aIAPTER 9 after the appropriate theoretical 
development has been given. The sequel to Wahba {1978), Wahba (1983) 
provides Bayesian "confidence intervals" for the General Cross 
Validation Smoothing Spline. 
For the Cubic Smoothing Spline developed in section 1.2. using 
(1.2.11) and (1.2.12) the function (1.3.3) becomes 
GCV(µ) -
II Q(QTQ + ~ µ-lT)-lQTy 11 2 
( tr(Q(QTQ + ~ µ-1T)-1Q)2 
The matrix (QTQ + ~ µ- 1T) is pentadiagonal. Hutchinson and de Hoog 
(1985) exploited this structure in their algorithm. 
10. 
1.4 Material covered in this thesis. 
Wecker and Ansley (1983) initiated a signal extraction approach 
to polynomial Smoothing Splines in which they exploit Wahba's (1978) 
equivalence between Smoothing Splines and Bayesian estimation. This 
will be developed for Lg Smoothing Splines in aIAPTER 6 and extended 
to Generalized Smoothing Splines in aIAPTER 9. Within this setting the 
actual Smoothing Spline is a function of the elements of the solution 
to a stochastic differential equation conditioned on all of the 
available data. This stochastic differential equation can be solved 
explicitly and a recursion can be developed for the past values. The 
observations are assumed to be decomposable as a function of the 
elements of the solution to this stochastic differential equation at 
the appropriate data point plus a noise component. This facilitates 
the state space formulation which can be written as an overdetermined 
system of equations plus a noise component which is normally 
distributed. A likelihood can be attached to this system of equations 
and this is used to obtain X by MLE. Weinert, Byrd and Sidhu (1980) 
were the first people to use a state space approach to Smoothing 
Splines. It will be seen in CHAPTER 6 that the Kalman Filter can be 
used as a computational tool in evaluating the likelihood for given X. 
The Kalman Filter, Fixed interval, Discrete time Smoother and 
Interpolation Smoother are crucial in obtaining the Smoothing Spline 
within this stochastic setting. Also this setting allows forma l 
confidence intervals to be attached to the Smoothing Spline. 
In CHAPTER 2 several estimation problems are investigated. 
Choosing an appropriate Hilbert Space and using the Projection Theorem 
furnishes the solutions. This is a fairly conventional approach: it 
can be found in, for example, Luenberger (1969). The most important 
11 . 
problem considered is the recursive estimation problem solved by the 
Kalman Filter. Here advantage is taken of a successs i ve updating 
property by exploiting the Projection Theorem. Recursive estimation is 
an important component of many of the algorithms investigated in this 
thesis. CHAPTER 3 investigates Smoothers, encompassing the two 
mentioned above, and gives proofs along the lines of those found in 
Anderson and Moore ( 1979) but made more general. Ansley and Kohn ' s 
(1982) elegant proof for the Discrete time, Fixed interval Smoother is 
extended here to derive the Interpolation Smoother. Stable 
implementations of the Kalman Filter, and the Fixed interval Discrete 
time Smoother are the main thrust of CHAPTER 4 and CHAPTER 5. 
In CHAPTER 7 other stochastic approaches by Ansley and Kohn 
(1985), (1986) and Kohn and Ansley (1987), are investigated along with 
those of Weinert, Byrd and Sidhu (1980) and an adaption of some Time 
Series ideas summarized in Harvey and Phillips (1979). These methods 
differ from Ansley and Wecker's approach by a different initial 
assumption being placed upon the stochastic differential equation and 
they differ amongst themselves by the handling of this assumption. 
Wecker and Ansley consider that the initial conditions are a constant 
but unlmown vector and suggest estimating this by MLE. The rest 
consider a diffuse prior on the vector of initial conditions; that is, 
the vector of initial conditions is assumed to be normally distributed 
with zero mean and very large covariance which in the limit tends t o 
infinity. This is consistent with having no prior information abou t 
the vector of initial conditions. Harvey and Phillips (1979) work 
explicitly with --r2 I covariance setting --r 2 = 10 000. The others no t e 
that the influence of the diffuse prior vanishes after a while and 
adjust their algorithms accordingly thus avoiding working explici tly 
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with the diffuse prior. Osborne and Prvan (1987a) derive Weinert, Byrd 
and Sidhu's (1980) formulation of Smoothing Splines within a framework 
which avoids using the reproducing kernel Hilbert space that they 
favoured. Also included in this chapter is a stochastic derivation of 
Reinsch's (1967) algorithm extended to Lg Smoothing Splines. This is 
based on work done by Ansley and Kohn (1985) who gave a very direct 
derivation for cubic splines by making an application of the 
Projection Theorem. 
In aJAPTER 8 a generalization of the stochastic formulation of 
Smoothing Splines is developed. This framework produces smoothed 
curves which can possess less than the usual order of continuity at 
the data points. 
aJAPTER 9 gives an analysis of two algorithms for computing the 
methods discussed. Estimates of the condition numbers for these two 
algorithms are derived. They are used to differentiate between the two 
algorithms on the basis of numerical stability. The numerical results 
support this differentiation. Also included is a brief description of 
the approach to GCV pioneered by Ansley and Kohn (1987) mentioned in 
the preceeding section. 
Even though determining the optimal smoothing parameter is 
important it is not considered in detail here. The problem of 
determining the order of pis not addressed. 
13 . 
CHAPl'ER 2 
IBE KALMAN FILTER 
2.1 Introduction. 
In this chapter some estimation problems will be considered. One 
standard approach in solving these estimation problems, adopted by , 
for example, Luenberger (1969), is to work within a Hilbert Space o f 
random variables so that the Projection Theorem can be exploited. In a 
three dimensional Euclidean space it is the theorem that states that 
the shortest line from a point to a plane is that line from the point 
which is perpendicular to the plane. The Projection Theorem in its 
full generality is given below, 
11IEOREM 2.1.1 Let H be a Hilbert Space and Ma closed subspace of 
H. Corresponding to any vector x € H, there is a unique vector 
m € M such that 
0 
llx-m ll~llx-mll 
0 
V m € M. 
Furthermore, a necessary and sufficient condition that m € M be 
0 
the unique minimizing vector is that x - m be orthogonal to M. 
0 
A brief outline of the estimation problems to be considered in this 
chapter will be given below. 
The first estimation problem to be considered is that of Least 
Squares. Here it is hypothesized that the data 
T 
y = [yl, ... ,yn] 
is of the form 
y = W{3 + r (2. 1.1) 
where W € !Rnxp is lmown, {3 € !RP is an unlrnown parame t er , r € !Rn is 
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required to make the system consistent and n)p. The problem is to 
estimate /j by ma.king a measure of r small. The system (2.1.1) is 
overdetermined and usually doesn't have a solution. Instead of finding 
the exact solution the problem becomes to minimize 
2 II y - W{3 11 2 
over /j in order to make the residual r small. This is the Least 
Squares problem. An application of the Projection Theorem provides the 
solution. 
For the rest of the problems considered in this chapter the 
following Hilbert Space will be employed. It is the Hilbert Space~ of 
n dimensional random vectors where an elementary element in this space 
can be expressed as 
n 
x = 2 K.y. 
. l 1 1 l= 
nxn 
where K. € R , along with the inner product 
l 
<x .z> = E(xTz) = trace E(zxT) 
where the norm of an element x can be written as 
II x II= {trace E(xxT)} 1/ 2 . 
The next problem to be considered is that of Minimum-variance 
Unbiased Estimation. Here the data are assumed to be random variables 
of the form 
y = W{3 + e (2.1.2) 
where W € IRnxp is lmown, (3 € IRP is unlmown parameter and e € IRP is a 
random vector with zero mean and covariance Q which is assumed to be 
positive definite. Here a linear estimate /j of the form 
f3 = Ky 
where K € IRpxn is a constant matrix is wanted. From (2.1.2) we have 
that y is a random vector thus the estimate P and the error P - Pare 
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random vectors whose mean and covariance are determined by c and the 
choice of K. An appropriate optimality criterion is to minimize the 
variance 
II ~ - /3 11 2 (2.1.3) 
over /J. It will be shown that to make the above criterion independent 
of fJ the constraint that {3 is an unbiased estimate of fJ has to be 
imposed. Minimizing (2.1.3) over tJ subject to fJ being an unbiased 
estimate of fJ is the Minimum-variance Unbiased Estimation problem 
whose solution can be obtained by exploiting the Projection Theorem. 
The third problem to be considered is that of Minimum-variance 
estimation. In the preceeding two problems the vector {3 was assumed to 
be an unknown parameter; that is, it was assumed that there is no 
prior information concerning their values. However if there is prior 
information, it makes sense to consider the unknown f3 to be a random 
variable with known mean and covariance. The a priori information can 
be used to produce an estimate possessing lower error variance than 
the minimum-variance unbiased estimate. Again the data is assumed to 
be of the form 
y = Wfj + C 
but now both fJ and c are random vectors. Here the problem is to 
minimize 
II ~ - {3 11 2 
over {3. Using the Projection Theorem produces the answer. 
Some additional properties of Minimum-variance estimates will be 
considered such as, what does the minimum-variance estimate of a 
linear function of f3 plus an error term look like and most 
importantly, how is the estimate updated when additional information 
becomes available assuming that the optimal estimate fJ of {3 has been 
16. 
formed on the basis of past measurements with error covariance R? If 
additional information of the form 
y = W/3 + E. 
is given where E. is a zero mean random vector which is uncorrelated 
with /3 and the past data we want the updated estimate~ of f3 using /3. 
This updating must be based on the part of the new data which is 
orthogonal to the old data. Again the Projection Theorem is being 
employed. This updating property is a crucial ingredient of this 
thesis along with recursive updating which uses successive 
projections. The algorithms used here al 1 depend on this recursive 
updating property. 
Most importantly the following recursive estimation problem is 
considered. The model consists of an observation equation 
T y. = h.x. + t. 
l l l l 
i=l, ... ,n, 
and a state transition equation 
X. 
- T.x. l + u. l l 1- l i=2, ... n, 
starting with x 1 having a laiown mean and covariance. Here hi€ IRP is a 
constant vector, 
and satisfying 
e. € IR is a measurement error possessing zero mean 
l 
2 E(e.e.) = a.o . .. 
l J l lJ 
y. € IR is the observation. x. € IRP is the state vector which is a 
l l 
random variable, T. € IRpxp is laiown, and u. € IRP is a random vector 
l 1 
with zero mean satisfying 
The random variables x 1 . uj and~ are all assumed to be uncorrelated 
for j~l. k~l. The estimation problem is to obtain the minimum variance 
estimate of the state ~ from the data y 1 .... ,y j. Let x(k I j) = ~ I j 
denote the optimal estimate of~ based on the observations y 1 .... ,Yn· 
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It will be shown that x(klj) is the appropriate projection o f ~ onto 
the space generated by y 1 , ... , y j. The Kalman Filter provides the 
recursion for x(klk) and x(k+llk) along with their respec tive 
covariances S(klk) and S{k+llk). k=l, .... n. This involves a success i on 
of projections. 
2.2 Some estimation problems. 
The Least Squares problem involves finding a parameter vec t or 
f3 E IRP such that 
y = Wfj + r (2.2.1) 
where W € IRnxp and y E !Rn are given with n)p. The system (2 . 2.1) is 
overdetermined. thus it usually does not have an exact solution. 
Instead of finding the exact solution the problem becomes to minimiz e 
2 II y - Wfj 11 2 • (2.2.2) 
over /3, in order to make the residual r small. This is the Least 
Squares Problem. The following theorem states the solution to this 
problem. 
THEOREM 2.2.1 Let (2.2.1) be given where W is assumed t o have 
A 
linearly independent columns. Then there exists a unique fj E IRP 
which minimizes (2.2.2), over all {3 . The Projection t heorem gives 
rTW = 0 from which it follows that 
(2.2. 3) 
Least Squares problems are studied in more detai l by Lawson and Hanson 
(1974) in their book. 
The Least Squares problem formulated above is not a s t a tistical 
problem but the technique is widely used in Statistics. It can be 
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converted into a statistical problem by considering that the 
deviations from the model have a random origin so that 
y = Wfj + e. (2.2.4) 
where E. is a gaussian random vector for definiteness with zero mean 
and identity covariance. lben the Least Squares estimate corresponds 
to the Maximum Likelihood Estimate (see for example Rao (1973)). 
Now if 
y = Wfj + r (2.2.5) 
where r - N{O.Q) with Q being positive definite we can't obtain a 
least squares estimate since identity covariance is required. lbis 
can be achieved by premul tiplying (2.2.5) by (Q-l/2 ) T. then the 
problem is to minimize 
over (3. lbis problem is lmown as the Weighted or Generalized Least 
Squares Problem. When W is assumed to have linearly independent 
columns its solution is 
The second problem considered is that y is assumed not to be 
known exactly and is of the form 
y = Wfj + e. (2.2.6) 
where E. - N(O.Q) is the error. Q is a nxn positive definite matrix and 
W € ffinxp is known. A linear estimate of f3 of the form 
f3 = Ky 
is wanted. To determine K the criterion 
min II ~ - f3 11 2 
is used where 
II x 11 2 = E(xTx) = tr(E(xxT)). 
(2.2.7) 
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Now 
A 
min II f3 
= min II Ky - {3 11 2 
- min II KW{3 {3 + Kc 11 2 
= min II (KW - I){3 + Kc 11 2 . 
It follows from this expansion by inspection that the constraint 
(2.2.8) 
has to be imposed to make (2.2.7) independent of p. This suggests an 
A 
alternative problem which is finding the estimate f3 = Ky which 
minimizes (2.2.7) subject to the constraint (2.2.8). The constraint 
A 
(2.2.8) is equivalent to making P an unbiased estimate of fj. The 
standard result for this linear minimum variance unbiased estimate of 
{3 is given in the theorem below. It is known as the Gauss Markov 
Theorem. 
THEOREM 2.2.2 Assume that (2.2.6) is given, then the linear 
minimum variance unbiased estimate of {3 is 
with corresponding error covariance 
The next estimation problem to be considered in this section asks 
what happens when f3 is assumed to be a random variable with known mean 
and covariance in (2.2.3). The same optima.Ii ty criterion as i n the 
preceeding paragraph is employed. This estimate of f3 is known a s the 
minimum variance estimate and is given explici t ly in t he f ol lowing 
theorem. 
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THEOREM 2.2.3 Let y E !Rn and f3 E !RP be random vectors. Assume 
T -1 ,,.. 
that [E(yy )] exists. Then the linear estimate f3 of {3, based on 
y, minimizing (2.2.7) is 
"" T T -1 f3 = E(fjy )[E(yy )] y (2.2.6) 
with corresponding error covariance 
E[(; - f3)(; -fj)T] = E(f3f3T) - E(~~T) 
= E(f3f3T) _ E(J3yT)[E(yyT)]-1E(yf3T). 
(2.2.7) 
A A 
PR(X)F. Let f3 = Ky, the criterion (2.2.4) is used to determine p. 
Assume K is optimal and consider the variation 
K + 77A 
where A is arbitrary, and define 
f = ll{K+77A)y - {3112 
= E[tr{KyyTKT + 112AyyTAT + 277KyyTAT - 2{3yTKT - 277f3yTA}]. 
Stationarity at K implies that the 77 term must vanish as A is 
arbitrary (so A and -A are permitted), 
E[tr{-2f3yTAT+2KyyTAT+277AyyTAT}] = 0. 
Letting 77 ~ 0 
Using Lemma 1 in Appendix 1 gives 
E(-~yT+KyyT) = 0 
<=> KE(yyT) = E(fjyT) 
K = E(fjyT)[E(yyT)]-1. 
while its corresponding estimate of f3 is 
A 
f3 = Ky 
T T -1 
= E(fjy )[E(yy )] y. 
Consider the error covariance 
Using (2.2.6) gives 
and 
E(~PT) = E(f3yT)[E(yyT)]-1E(ypT) = E(~~T) 
E(~~T) = E(pyT)[E(yyT)]-lE(yyT)[E(yyT)]-lE(yPT) 
= E(13YT)[E(yyT)]-1E(y~T) 
therefore 
E[(~ - ~)(~ - ~)TJ = E(~~T) - E(~~T) 
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= E(~~T) _ E(~yT)[E(yyT)]-lE(y~T). 
QED. 
If c and Pare independent and have known covariances the above 
theorem becomes 
(l)ROLLORY 2.2.1 Suppose that the data y is represented by (2.2.6) 
where~ is an unknown random variable. Let c and~ satisfy 
and 
T E(cc) = Q 
E(~~T) = R 
T E(cP) = o 
where Rand Qare assumed to be positive definite matrices. Also 
assume that (WRWT+Q) is non singular. Then the linear estimate~ 
of~ minimizing (2.2.4) is 
~ = RWT(WRWT+Q)-ly 
with error covariance 
PROOF. Using 
K = E(~yT)[E(yyT)]-1 
= E{~(W~ + c)T}[E{(W~ + c)(W~ + c)T}] 
gives 
Using 
gives 
) 
+ WE({3t::. T) 
= RWT(Q+WRWT)-l 
22. 
T T T -1 
+ E(t::.{3 )W + E(t::.t::. )] 
QED. 
Interesting points arising from this result are no longer requiring 
n~p and that the estimate exists even if there is no measurement 
error. 
Using the matrix inversion lemma in Appendix 1 the above 
corollary can be stated differently and. this observation is the gist 
of the following result. 
COROLLORY 2. 2. 2 The es tma te given in COROLLORY 2. 2. 1 can be 
expressed alternatively as 
with corresponding error covariance 
PROOF. The Matrix inversion lemma proved in Appendix 1 states 
that 
Substituting this into 
; = RWT(WRWT+ Q)-ly 
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gives 
and into 
gives 
E[(~ - ~)(~ - ~)T] = R - (WTQ-lW + R-1)-lWTQ-lW 
= (WTQ-lW + R-1)-l(WTQ-lW + R-1_ WTQ-lW)R 
_ (WTQ-lW + R-1)-1. 
QED. 
If R-l= 0, which corresponds to having no prior information about~. 
this result is identical with the Gauss Markov estimate (refer to 
A 
11-IEOREM 2.2.2). This also illustrates th.at~ can be repr~sented as the 
solution to a weighted Least squares problem. This is ~ the track 
that leads to Duncan and Horn's (1972) weighted linear least squares 
approach to recursive estimation. 
2.3 The Kalman Filter. 
Some additional problems associated with the minimum variance 
estimates discussed in section 2.2 are considered here. The solutions 
to these problems will be crucial in deriving the Kalman Filter. 
The first problem being considered is what does the optimal 
estimate of a linear function of P look like? The following theorem 
furnishes the answer. 
11-IEOREM 2.3.1 Given an arbitrary matrix T E !Rnxp and c E !Rn 
A 
uncorrelated with y E !Rn then the best estimate of (T~ + c) is T~ 
A 
where ~ is the minimum variance estimate of ~ given in 
24. 
IBEOREM 2.2.2. 
PROOF. Suppose that the optimal estimate of (T~ + e) is fy. By 
the Projection Theorem (IBEOREM 2.1.1) 
<T~ + e - fy, Wy> = 0 
<=> E[tr{(T~ - fy)yTWT}] + E[tr(eyTWT)] = 0 
but e is uncorrelated with y thus 
Using this result gives 
but by Lemma 1 in Appendix 1 
E[(T~ - fy)yTJ = 0 
<=> E(T~yT) = E(fyyT) 
<=> T{E(13YT)} = f{E(yyT)} 
<=> f = T{E(~yT)}[E{yyT)J-l 
<=> fy = T~. 
QED. 
The next problem to investigate is whether optimal~ changes when 
the optimality criterion is stated in terms of a more general 
quadratic form. Surprisingly it does not change. 
IBEOREM 2.3.2 If fj = Ky is the minimum variance estimate o f ~ 
" 
then~ is also the linear estimate minimizing 
where C is any pxp positive definite matrix. 
PROOF. Let c112 be 
1/2" THEOREM. 2. 3. 1 C ~ is 
. "" 
and hence mi~ izes 
the square root of C. According t o 
h rlim · · · · f c112{3 t e  .. 1nimum variance estimate 0 
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II cl/2~ - cl/2{3 112 - E[(~ - f3)TC(~ - /3)]. 
QED. 
The last problem considered in this section is that of 
determining how an estimate of f3 is changed if additional data become 
available. Thus an updating property is being considered and 
orthogonality properties of projections in the Hilbert Space will be 
exploited. This is the basic problem of recursive least squares 
estimation. Let Y1 and Y2 be subspaces of a Hilbert Space then the 
projection of f3 onto the subspace Y 1+Y2 is equal to the projection 
onto Y1 plus the projection onto Y2 where Y2 is orthogonal to Y1 . In 
addition, if Y2 is generated by a finite set of vectors, the 
differences between these vectors and their projections onto Y1 
generate Y2. The following theorem is pivotal to our derivation of the 
Kalman Filter equations. 
THEOREM 2.3.3 Let~ denote a Hilbert Space of random variables. 
Let f3 € ~ and let {31 be the orthogonal projection on a closed 
subspace Y1 of~. this means that {31 is the best estimate of /3 in 
Y 1 . Let y 2 be an n vector of random variables generating a 
subspace Y2 of~ and let Y2 be then dimensional vector of the 
projection of the components y2 onto Y1 , this means that Y2 is 
the vector of best estimates of y 2 in Y1 . Let y2 = y 2- Y2 ; that 
is, y2 is orthogonal to Y 1 , then the projection of f3 onto the 
The following problem is crucial in developing the Kalman Filter 
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equations. It provides the mechanism for updating. 
PROBLEM 2.3.1 Suppose that an optimal estimate /3 of a random p 
dimensional vector /3 has been formed on the basis of past data 
with error covariance 
Additional data of the form 
y = W/3 + e. 
is given where e. is a random vector with zero mean and covariance 
Q and is orthogonal to both /3 and the past. What is the optimal 
estimate /3 of {3? 
ANSWER. The best estimate of W{3+e. and the ref ore y on the past 
data is 
y = W/3 
by THEOREM 2.3.1. Introducing the innovation 
y' = y - W/3 
which is orthogonal to the past data we have that the updated 
estimate of /3 is 
by THEOREM 2.3.3. Now 
T A A T 
E(y'y' ) = E[(y - W/3)(y - W/3) ] 
A A T 
= E[(W/3 + e. - W/3)(W/3 + e. - W/3)] 
= WRWT+ Q 
and 
E({3y'T) = E(fjyT- /3~TWT) 
= E(/3(/3 - ~)rWr). 
But by the Projection Theorem 
By Lennna 1 in Appendix 1 
E[~(P - ~)T] = 0 
therefore 
Thus 
E(~'T) = E[(P - ~)(P - ~)T]WT 
= RWT 
and 
A 
~ = ~ + RWT(WRWT+ Q)-ly,. 
Let 
then 
A A 
A A T A A T 
E[(P - ~)(P - P)] = E[(P - P -S)(P - P - S) J 
Now 
= E[(P - ~)(P - ~)T] + E{SST) - E[S(p - ~)T] 
- E[(P - ~)ST]. 
~ 
~ .3.1) 
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E{SST) = RWT(WRWT+ Q)-1[E(y - WP)(y - W~)TJ-1(WRWT+ Q)-lWR 
= RWT{WRWT+ Q)-lWR 
and 
E[S(~ - ~)T] = RWT{WRWT+ Q)-1E[(y - W~)(y - W~)T] 
= RWT(WRWT+ Q)-1E[W(~ - ~)(~ - ~)T] 
= RWT(WRWT+ Q)-lWE[(P - ~)(~ - ~)T] 
= RWT(WRWT+ Q)-lWR 
E[(P - ~)ST]= E[(~ - ~){y - W~)T](WRWT+ Q)-lWR 
= RWT(WRWT+ Q)-1WR. 
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Thus 
(2.3.2) 
REMARK ~ .3.1 Duncan and Horn (1972) showed using the matrix 
inversion lenuna that (2.3.1) and (2.3.2) are the weighted least 
squares estimates for 
y = W/3 + c. 
f3 = µ + u 
where u - (O,Q). They condense the model by writing 
for 
[ ~ ] - [ ~ ] /j + [ -~ ] . 
This can be written as 
y - X/3 - (0,}:) 
where 
The Kalman Filter is the solution to the following recursive 
estimation problem. Kalman (1960) furnished the solution to this 
problem, a derivation in a similar vein to his is given below. Before 
stating the recursive estimation problem the model used is outlined in 
the following definition. 
DEFN 2 . 3.1 The following state space formulation is considered . 
It consists of a state equation and an observation equation. 
The state equation is 
(2.3.3) 
where x. E IRP is a state vector which is a random variab l e, 
l 
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T. 1E ffipxp is the known state transition matrix and u.E ffip is a 1+ l 
random vector with zero mean satisfying 
E(u .u..) = o .kn .. J K J J 
Data is represented by the observation equation which is of 
the form 
T y. = h.x. + E.., 
l l l l 
i=l , ... , n (2.3.4) 
where h.E ffip is 
l 
measurement error 
known , y . E ffi i s known and E. • 
1 l 
· h d 2 · wit zero mean an a. variance. 
l 
is a random 
Sometimes the 
E.. are referred to as ·'noise''. Attention is restricted to 
l 
scalar y. but the theory is the same for vector y .. 
l l 
In addition it is assumed that the random vectors ~,uj and 
~ are all uncorrelated for j~l. k~l. 
The recursive estimation problem is that of finding the linear 
minimum variance estimate of the state vector x from the measurements 
y. In particular we want ~+l lk and ~+l lk+l which are the linear 
minimum variance estimates of the state vector ~+l based on the data 
Y 1 , ... ,yk and y 1 .... ,yk+l respectively. Error covariances associated 
with ~+llk and ~+llk+l are denoted by Sk+ljk and ~+llk+l· The term 
~+llk is known as the predicted estimate and ~+ljk+l as the filtered 
estimate. As stated earlier the Kalman Filter provides the solution to 
this particular recursive estimation problem. The following theorem 
furnishes the recursion. 
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THEOREM 2.3.4 For the given state space formulation (2.3 . 3) and 
(2. 3. 4) in DEFN 2. 3. 1 the fol lowing equations. lmown as the 
Kalman Filter, generate the linear minimum variance estimates of 
the state vector ~+l based on the data y 1 .... ,yk and y 1 ..... yk+l 
respectively. 1be Kalman Filter is 
(2.3.5) 
(predicted estimate) 
T 
8ic+1lk = Tk+18iclkTk+l + ~+l {2.3.6) 
(predicted estimate error covariance) 
T 
~+1 = Yk+l - ~+l~+llk (2.3.7) 
{innovations residual) 
T 2 
dk+l = ~+18ic+1lk~+l + 0 k+l (2.3.8) 
{innovations residual variance) 
~+llk+l = ~+llk + 8ic+1lk~+l~+l/dk+l 
{filtered estimate) 
{2.3.9) 
and 
8ic+1 lk+l 
(filtered estimate error covariance) 
k=l, .... n-1. 
(2.3.10) 
PROOF. Let Yk be the subspace which contains the measurements 
Suppose that y 1 , ... ,yk P.ave been measured and that the 
estimate together with its covariance Sklk have been 
computed. Using ~lk we can compute the optimal estimate ~+l jk 
of 
~+1 = Tk+l~ + uk+l 
given the observations y 1 , ... ,yk. THEOREM 2.3.1 implies that the 
optimal estimate of is because 
~+1 is 
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uncorrelated to~ and~· this gives equation (2.3.5). 1be error 
covariance of ~+llk is 
8ic+Ilk = E[(~+llk - ~+l)(~+llk - ~+l)TJ 
= E[(Tk+l~lk - Tk+l~ - '1<+1) 
which furnishes 
{Tk+l~lk - Tk+l~ 
= Tk+18i.clkT~+l + ~+1 
{2.3.6). 
We now have ~+llk' which is the projection of ~+l onto the 
subspace Yk. and its associated covariance Sk+l lk· Suppose at 
time tk+l the following measurement is obtained 
T 
Yk+l = ~+l~+l + ~+1 
which gives additional information about ~+l· Here an update of 
~+llk based on the additional information yk+l is wanted. 1bis 
is essentially the same as PROBLEM 2.3.1 which was solved 
earlier, making suitable identifications we get 
T 2 -1 , 
~+llk+l =~+Ilk+ Sk+llk~+l(~+18k+llk~+l + 0 k+l) Yk+l 
and 
8ic+1lk+l = 8ic+1lk -
where 
Yk+l = Yk+l - ~+l~+llk 
which are the same as {2.3.9) and (2.3.10). 
QED. 
REMARK 2.3.2 Kalman and Bucy (1961) established the stability of 
the Kalman Filter for continuous time s:-;stems. Sorenson (1985) 
asserts that a similar result can be proven for discrete time 
systems. 1bis result of stability is very important because it is 
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this which differentiates the Kalman Filter from other similar 
recursive solutions. 
REMARK 2.3.3 Duncan and Horn (1972) rewrote the state space 
formulation 
* y. 
l 
ul 
yl 
0 
Y2 
0 
y. 
l 
= 
(2.1.4) and (2.1.5) in 
I 
h: 
l 
-T I 2 ~ 
-T. I 
i T 
h. 
l 
* * A.x + €. i=l, .... n. 
l 
regression 
xl 
+ 
X. 
l 
form 
-u 1 
cl 
-u 2 
E.2 
-u. 
l 
E. . 
l 
as 
(2.1.6) 
where the rows involving T .• j=l, ... ,i, come from writing (2.1.5) 
J 
as 
- u .. 
l 
Let 
* * n. = cov{€.} 
l l 
then the right hand side of the normal equations for the 
regression above is 
which can be rewritten as 
[ 
* T * -1 * 
* (Ai-1) (Oi-1) yi-1 
g. = 2 • l -h.a. y. 
l l l 
which demonstrates that the estimate of x. is a linear function 
l 
of the right hand side of the normal equations for (2.1.6). They 
show that the estimate of x. is indeed identical to x. I·, 
l 1 l 
the 
linear minimum variance estimate based on the measurements 
Y 1 , ... , y i, that the Kalman Filter furnishes. The argument is a 
33 . 
direct extension of the equivalent weighted least squares 
i ' 
formulation in REM.ARK,.3.1. This equivalence facilitates least 
squares algorithms for obtaining the Kalman Filter estimates. 
3.1 Introduction. 
CHAPIER 3 
SMOOTIIERS 
34. 
In this chapter we are interested in estimating the state x( t) 
based on the observations y 1 , ... ,y. where t.)t. This is the estimation J J 
of past values of the state vector which is known as the Smoothing 
Problem. A Smoother is any estimator producing a smoothed estimate. We 
are interested in the Discrete time, Fixed point Smoothing problem, 
which is that of determining the estimate of x(t.) and its associated 
J 
covariance based on the observations y 1 .... ,yk where k)j, because it 
is needed for the development of the Fixed interval. Discrete time 
Smoother and the Interpolation Smoother. The Fixed interval, Discrete 
time Smoother provides the estimate of x(t.) and of its associated 
J 
covariance based on all of the data y 1 .... ,Yn· Rauch, Tung and 
Streibel (1965) developed the sequential algorithm which gives these 
estimates. The Fixed interval, Discrete time Smoother will be referred 
to as the RTS Smoother. The Interpolation Problem is that of finding 
the estimate of x(t) and of its associated covariance based on all of 
the available data where When t=t. 
1 
the 
Interpolation Smoother reduces to the RTS Smoother. The interpolation 
problem is largely ignored in the standard literature. I have seen it 
quoted only in Wecker and Ansley {1983). It is derived here using an 
extension of the usual arguments for deriving the RTS Smoother found 
in Anderson and Moore ( 1979). An alternative derivation of the RTS 
Smoother is given by Ansley and Kohn (1982). It will be generalized to 
handle the Interpolation Smoother after the other derivation has been 
given. 
35. 
Again the following state space formulation is being considered 
x( t.) = T( t., t. 1 )x( t. 1) + u( t., t. 1) 1 l 1- 1- l 1-
y( ti)= h(ti)Tx(ti) + c(ti) 
i=l, ... ,n, 
(3.1.1) 
(3.1.2) 
where x(t.), h(t.), u(t. 1.t.) E ffiP, T(t. 1.t.) € nfxp and y(t.), l 1 1+ l 1+ l 1 
c(t.) € ffi. The quantities x(t1). u(t. 1.t.) and c{t.) are all 1 1+ l J 
uncorrelated for i~l. j~l. Also 
and 
E(c(t.)e(t.)) 
l J 
2 
- 8 .. a. lJ J 
T E(u(t.,t. 1}u(t.,t. 1)) = D. J"2(t.,t. 1). l 1- J J- lJ l 1-
By definition x(tlj) is the estimate of x(t) based on the 
observations y 1 , ... ,yj and likewise S{tlj) is the covariance of 
x(tjj). If the two random variables~ and~· k=l, ... ,n, in the state 
space model {3.1.1) and (3.1.2) are normally distributed then 
and 
3.2 Discrete time, Fixed point Smoother. 
As mentioned in the introduction this type of Smoother is of 
tnterest because it is required for the d~velopment of the RTS 
Smoother and Interpolation Smoother. We will derive the recursion 
using a line of argument similar to that of Anderson and Moore (1979) . 
Here the estimate xjjk and its associated covariance Sjlk based 
on the observations y 1 , ... ,yk for some fixed j and for all k)j are 
wanted. These estimates can be obtained by considering an augmenting 
state vector z(tk) for the model (3.1.1) and (3.1.2) satisfying the 
~+l = ~ (3.2.1) 
and initialized at time j by z. = z(t). From (3.2. _1) we have that 
J 
~+l = z(t). 
36. 
If the augmenting state vector z(t) is correlated with x. then it will 
J 
be related to the observations. Having this correlation is pivotal to 
the argument. Assuming normality for the random variables~ and Ek in 
the state space model (3.1.1) and (3.1.2), we have that 
~+ 1 I k = z c t I k) 
and 
zz I I T 
~+llk = E[(z(t) - z(t k))(z(t) - z(t k)) J. 
I 
The Kalman Filter equations ( (2.3.5) - (2.3.10)) are applied to the 
augmented model 
gives 
[ ~+l l 
~+1 
[ ~~1 l (3.2.2) 
(3.2.3) 
Applying the equations to the augmented model (3.2.2) and {3.2.3) 
[ ~+1 Jk l 
~+llk 
_ [ T k+ 1 o l [ ~ I k l 
0 I ~lk 
- [ Tk+l O ,j{[ ~lk-1 l + 
0 I ~jk-1 
T , 
[ 
8icJk-1 ~k-1 1 [~ ](yk - ~ ~Jk-1)/~} 
~k-1 s~jk-1 j 
= [ Tk+l~Jk + Tk+!;Jk-l~(yk -T~~Jk-1)/~ ] 
~lk-1 + ~lk-l~(yk - ~~lk-1)/dk 
and 
_ [ Tk+l O] [ ~lk ~k] 
0 I s._ZX s._ZZ 
-klk -klk 
[ T k+ 1 T O ] [ ~+ 1 0 ] x O I + 0 0 
= [ Tk+l O ]{[ !\:ik-1 ~k-1] _ ! [ ~lk-1 ~k-1] 
0 I zx zz d zx zz 
~lk-1 ~lk-1 k ~lk-1 ~lk-1 
37 . 
[ 1i< ] [ 1i< T o J [ ~ I k-1 ~ k-1 ] [ T k+ 1 T o ] + [ n ( tk+ 1 . tk) o ] 0 s_ZX s_ZZ } 0 I O 0 
-klk-1 -klk-1 
= [ Tk+l~lk-lTr+l Tk+l~k-1 l + [ ~+l O ] 
zx T zz O 0 
~lk-lTk+l ~lk-1 
- ! [ Tk+l8klk-11i<~T~jk-1Tk+lT Tk+l~lk-l~i{~jk-1 ] · 
C\ ~,k-l~i{sklk-lTr+l s:fk-l~i{~k-1 
From the above equations we extract 
zx T 
2k+llk = 2klk-1 + ~lk-l~{yk - 1\~lk-1)/dk (3.2.4) 
and 
(3.2.5) 
The Fixed point smoothing equations are obtained by initializing 
(3.2.4) and (3.2.5) with 
T T T T [ X. Z. ] = [ X. X. ] 
J J J J 
which gives 
zx s.,. 1 = S.I. 1· J J- J J-
The equations are 
(3.2.6) 
and 
(3.2.7) 
and initial 
38. 
covariance zx 8 
· I · 1= 8 · I · 1 for (3.2.7). This is a forward filter. J J- J J-
Appropriate quantities are extracted from the Kalman Filter equations. 
Let 
and 
<P(tl,tj) = ~(tl-l ' tl-2)~(tl-2'tl-3) ... ~{tj,tj-l). 
Repetitive applications of (3.2.4) using (3.2.5) gives 
k zx T T 
z.lk = z.l. +}: S.l .-l<P(tl,t.) hl(yl - hlxlll-1)/dl 
J J J l=j+l J J J 
k zx T T 
= zjlj-1 + ~.sjlj-1¢{tl,tj) hl(yl - hlxlll-1)/dl. 
l=J 
For the Fixed point smoothing equations these become 
T 
- hlxlll-l)/dl (3.2.8) 
T 
- hlxl I l-1 )/dl · (3.2.9) 
The development of the Fixed point Smoother follows closely the 
argument given by Anderson and Moore {1979). It is more general in the 
sense that z(t) can be any quantity correlated with x .. 
J 
This 
generality is important because it is required for the development of 
the Interpolation Smoother, a type of Smoother not considered by them. 
3.3 RTS Smoother. 
This type of Smoother provides the recursion for x(tlln) and its 
associated error covariance S( tl In) for all l where l~l~n and n is 
fixed. 
The RTS Smoother is derived from the Fixed point Smoother using 
39. 
Rearranging (3.2.9) gives 
k T T 
xjlk - xjlj-1 = i_sjlj-1¢{tl.tj) hl(yl - hlxlll-1)/dl. (3.3.2) 
l=J 
Using (3.3.2) simplifies (3.3.1) to 
T -1 
x . 1 I k = x . 1 I . 1 + S . 1 I . 2"' . 1 ( S . I . 1 ) ( x . I k - x . I . 1 ) . ( 3 . 3 . 3 ) J- J- J- J- J- J- J J- J J J-
Using the definition of <I>. 1 and equation (2.3.10) we obtain the J-
following relationship 
T T -1 T 
S . 1 I . 2"' . 1 = S . 1 I . 2 ( T . - T . S . 1 I . 2hh d . 1 ) J- J- J- J- J- J J J- J- J-
T -1 T 
= ( S . 1 I . 2 - S . 1 I . 2hh S . 1 I . 2d . 1 ) T . J- J- J- J- J- J- J- J 
T 
= S. 1 I . lT .. J- J- J 
Using this result (3.3.3) becomes 
T -1 
x. llk = x. 11 · 1 + S. 11 · lT.S.I. l(x.lk - x.,. 1). (3 .3 . 4 ) J- J- J- J- J- J J J- J J J-
The covariance of xj-ljk is 
where 
T 8 j-llk = E[(xj-llk - xj-l)(xj-llk - xj-1) J 
= E[ ( X • 1 I . 1 + A . 1 ( X • I k - X • I . 1) - X • 1) J- J- J- J J J- J-
T (x. 11· 1 +A. l(x.,k-x·I· 1) -x. 1) J J-~ J- J- J J J- J-
T -1 
A. 1 = s. 11 . lT . (S . I . 1) . J- J- J- J J J-
This simplifies to 
S. 1 lk = S. 1 I . 1 + E[A. 1 (x · lk - x. + x. - x · I . 1) J- J- J- J- J J J J J-
because 
T T 
(xjlk - xj + xj - xjlj-1) Aj-1] 
TT 
E[(x. 11· 1 - x. l)(x.lk - x.l. 1) A. 1] = 0. J- J- J- J J J- J-
(3.3.5) 
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Expanding the second expression above gives 
thus 
T T 
A. 1E[ (x · lk - x.) (x · jk - x.) ]A. 1 J- J J J J J-
T T 
- A . lE[ ( x . I k - x . ) ( x . I . l - x . ) ]A . l J- J J J J- J u-
T T 
- A. 1E[(x.,. 1 - x.)(x.lk - x.) ]A. 1 J- J J- J J J J-
T T 
+ A . lE[ ( x. I . l - x.) ( x. I . l - x.) ]A. l J- J J- J J J- J J-
T T 
= A. ls.,kA. 1 +A.ls.,. lA. 1 J- J J- J- J J- J-
T T 
-A. 1E[(x. 1k-x. 1 . 1 +x. 1 . 1 -x.)(x.,. 1 -x.) ]A. 1 J- J J J- J J- J J J- J J-
-A. 1E[(x. 1 . 1 -x.)(x.,k-x.,. 1 +x.,. 1 J- J J- J J J J- J J-
T T 
= A . ls . I kA . 1 - A . ls . I . lA . 1 J- J J- J- J J- J-
T T 
- x.) ]A. l J J-
T 
S. 11k=S. 11· 1 +A.(s.,k-s.,. l)A. 1· (3.3.6) J- J- J- J J J J- J-
By letting k=n in (3.3.4) and (3.3.5) the RTS Smoother is 
obtained. This is a backward recursion which is initialized with x I 
n n 
and its associated error covariance S I which are obtained from a 
nn 
forward pass of the Kalman Filter. Other quantities like 
x . I . 1 , x . 1 I . 1 , S . I . 1 and S . 1 I . 1 are also obtained from this J J- J- J- J J- J- J-
forward pass. 
3.4 Interpolation Smoother. 
Here an estimate of x( t), where t . 1 < t < t . , based on al 1 the J- - - J 
observations y 1 , ... ,yn is wanted. The Interpolation Smoother reduces 
to the RTS Smoother when t=t .. 
J 
To obtain the Interpolation Smoother we initialize the Fixed 
point Smoother derivation in Section 3.3 at z(t) = x(t) and use 
(3.3.2). Now 
S~xl . 1 = E[ ( x( t) - x( t I j-1)) ( x. - x. I . 1) T] J J- J J J-
= E[(x(t) - x(tjj-l))(T(t.,t)x(t) - T(t.,t)x(tlj-1) 
J J 
= S(tlj)T(t.,t)T. 
J 
T 
+ u(t.,t)) J 
J 
41. 
The expansion for S(tlj) is 
S{tlj) = E[(x{t) - x(tlj-l))(x(t) - x(tlj-l))T] 
= E[ (T ( t. t . 1 )x. 1 - T ( t. t . 1 )x. 1 I . 1 + u( t. t . 1)) J- J- J- J- J- J-
T (T( t. t . 1 )x. 1 - T( t. t. 1 )x. l I . 1 + u( t. t. 1)) J J- J- J- J- J- J-
T 
= Tc t • t . 1) s . 1 1 . 1T c t . t . 1) + n c t. t . 1 ) J- J- J- J- J-
hence 
s ( t I j-1) Tc t .. t) T = T ( t. t . 1 ) s . 1 I . 1T ~ + n c t . t . 1) T ( t .. t) T. J J- J- J- J J- J 
Using (3.2.8) and initializing at z(t)=x(t) gives 
k 
x(tlk) = x(tlj-1) + l:jS(tlj-l)T(tj,t)TQl{tl,tj)Thl(yl - hixlll-l)/dl. 
Utilizing {3.3.2) in the above expression furnishes 
x(tlk) = x(tlj-1) + S{tlj-l)T(t .. t)Ts-:11. 1(x.jk - x.,. 1). J J J- J J J-
Set 
I . T -1 A(t .. t) = S(t J-l)T(t .. t) s.,. 1 . J J J J-
The error covariance of x(tlk) is 
S{tlk) = E[(x{t) - x{tlk))(x(t) - x(tlk))T] 
= E[{x(t) - x(t lj-1) - A{t .. t)(x. lk - x. I. 1))] J J J J-
• I T (x(t) - x(t IJ-1) - A(t .. t)(x. lk - x. I. 1)) ] J J J J-
= S(tlj-1) + A( t .. t )E[ (x · lk - x. + x. - x · I . 1) J J J J J J-
T T {x.lk - x. + x. - x.
1
. 1) JA{t.,t) J J J J J- J 
The expectation term expansion is 
T 
s.
1
k-E[(x.
1
k-x.){x.
1
. 1 -x.) J J J J J J- J 
T 
- E[ (x · j • 1 - x.) (x · lk - x.) J + S. I . 1 · J J- J J J J J-
The first expectation simplifies to 
T 
E[ { X. I k - X. I . 1 + X. I . 1 - X.) ( X. I . 1 - X.) J = s . I . 1. J J J- J J- J J J- J J J-
Similarly 
T 
E[ (x. I . 1 - x.) (x · lk - x.) J = S · I . 1 · J J- J J J J J-
42. 
Hence 
S(tlk) = S(tlj-1) + A(t.,t)(S.lk - S.I. l)A(t.,t)T. J J J J- J 
Letting k = n provides the desired equations. 
where 
and 
Summarizing, the Interpolation Smoother is 
x( t In) = T( t, t. 1 )x. l I . 1 + A( t., t) (x · I - x. I . 1) J- J- J- J J n J J- (3.4.1) 
A( t., t) 
J 
S( t In) 
T T -1 
- [T( t, t. l )S. l I . 1T. + 0( t, t. l )T( t . , t) ] (S · 1 . l) J- J- J- J J- J J J-
T 
= 0( t, t . l) + T ( t, t . l )S . l j . 1T ( t. t . l) -J- J- J- J- J-
T A{t.,t)(S.,. l - s., )A{t.,t) J J J- J n J 
(3. 4. 2) 
(3.4.3) 
for tj_1StStj. 
The Interpolation Smoother can be derived geometrically by 
exploiting an argument used by Ansley and Kohn (1982) to obtain the 
RTS Smoother. This elegant derivation is included in this section to 
show an alternative approach. 
THEOREM 3.4.1 The state space formulation {3.1.1) and (3.1.2) is 
T T 
assumed. Let w. = {e.. ,u.+l } which is serially uncorrelated in 
1 1 l 
time. We have that w. is uncorrelated with x. for jSi. All 
1 J 
random variables are normally distributed and have zero mean. 
For lSjSn the normality assumptions give 
and 
S(tlj) = E[(x(t) - x(tlj))(x(t) - x(tlj))T] 
hence E(x(t)ly1 , ... ,yj) is the appropriate projection of x(t) 
onto the space generated by y1 , ... ,yj. 
43 . 
. 
Suppose that x. 1. 1 .x. I· ,S. I· 1 and S. I· l 1- l l l 1- l l are given by the 
usual Kalman Filter equations. 
Under the above assumptions the Interpolation Smoother is 
given by (3.4.1), (3.4.2) and (3.4.3). 
PR(X)F. The assumption of normality allows the use of conditional 
expectations as the projections. Define 
q(t) = E(x(t) IY1· ··· ,yi,xi+l - xi+lli'wi+l' · ·· ,wn) 
then 
q(t) = E(x(t) IY1 , ... ,yi) + E(x(t) lxi+l - xi+lli) 
+ E(x(t) lw. 1 .... . w.) 1+ l 
because the three sets of random 
(3.4.4) 
variables 
and {w. 1 .... ,w} 1+ n are mutually 
uncorrelated. The quantity q(t) becomes 
q(t) = x(tli) + E(x(t) Ix. 1 - x. 1 1.) + 0 1+ 1+ l {3.4.5) 
where the last term is zero because x{ t) is uncorrelated with 
wi+l' · · · ,wn. 
Assuming that the inverse of the error covariance of x. ii· 
1+ l 
A 
exists, the linear estimate of x{t), say x(t), is given by the 
Projection Theorem 
A T 
x(t) = E(x(t)(xi+l - xi+lli+l) ) 
x [E{ (x. 1 1+ 
x (xi+l - xi+lli) 
I. T T -1 = E(x(t)(x(t) - x(t 1)) )T(ti+l't) (Si+lli) (xi+l - xi+lli) 
= E((x(t) - x(tli))(x{t) - x(tli))T)T(ti+l't)T(Si+lji)-l 
x (xi+l - xi+lli) 
I. T -1 = S(t l)T{ti+l't) {Si+lli) (xi+l - xi+lji). (3.4.6) 
The term E(x(t)(x(t) - x(tli))T) can be rewritten as 
E((x(t) - x(tli))(x(t) - x(tli))T) 
44. 
because E(x( t Ii) (x( t) - x( t Ii)) T) equals zero by the Projection 
Theorem. Using (3.4.6) expression (3.4.5) becomes 
. T -1 
q(t) = T(t,ti)xili + S{tli)T(ti+l't) (Si+lli) (xi+l - xi+lli). 
The conditioning variables on the right hand side of (3.4 .4) 
generate y 1 , ... ,Yn· 1bis gives us that 
E{x(t) IY 1 , ... ,yn} = E{q(t) IY1 ,. · · ,yn} 
= T ( t, t. )x. I . + 
1 1 1 
I. T -1 S(t i)T(ti+l't) (Si+lli) (xi+lln - xi+lli). 
It is straightforward to obtain the error covariance associated 
with x(tln). 
QED. 
4.1 Introduction. 
aIAPTER 4 
IMPLEMENTING THE KALMAN FILTER 
45. 
• 
In this chapter numerically stable ways of implementing the 
Kalman Filter using recursive Linear Least Squares and recursive 
Generalized Linear Least Squares will be discussed. In the last two 
decades considerable interest has been shown in implementing the 
Kalman Filter in a numerically stable manner. Bierman (1977) gave a 
comprehensive state of the art exposition for its time. Sorenson 
(1985) covers the important literature appearing in the IEEE journals. 
Anderson and Moore (1979) have a chapter on computational aspects of 
the Kalman Filter. 
Square root algorithms along with the concepts of covariance and 
information filters will be introduced. A modified version of Paige 
and Saunders (1977) square root information filter implementation of 
the Kalman Filter will be given. Their approach also encompasses 
smoothed estimates. They formulate the Kalman Filter as a solution to 
a recursive weighted Linear Least Squares Problem using the connection 
established by Duncan and Horn {1972) between the estimation of the 
state of a discrete linear dynamic system subject to noise and 
regression analysis. After this Osborne and Prvan's {1987b) square 
root covariance implementation will be given. Here the Kalman Filter 
is formulated as a solution to a recursive Generalized Least Squares 
Problem. The smoothed estimates can be obtained by solving a 
Generalized Least Squares Problem. 
Paige and Saunders' (1977) method is not numerically competitive 
when state covariances are given explicitly instead of their inverses 
46. 
but is of interest in giving information about the attainable accuracy 
(it will be shown to possess slight advantages) in this situation. It 
also provides a suggestion for a recursive solution which is 
competitive in this situation and appears to possess good stability 
properties. This will be shown in aIAPTER 9 for a specific problem. 
The Linear Least Squares implementation has the advantage that the 
predicted, filtered and smoothed estimates can be obtained from one 
system of equations in O(n) operations instead of running a forward 
pass of the Kalman Filter followed by a backward pass of the 
RTS Smoother. However, if the state error covariances n. ,j=l, ... ,n, 
J 
are ill conditioned then the predicted, filtered and smoothed 
estimates will be poorly determined. 
The Generalized Linear Least Squares implementation proposed by 
Osborne and Prvan {1987b) does not possess the advantage of solving 
the predicted, filtered and smoothed estimates from one system of 
equations in O(n) operations. Obtaining the filtered estimates 
requires O(n) operations if we formulate the Kalman Filter as the 
solution to a recursive Generalized Linear Least Squares problem but 
obtaining the smoothed estimates in Paige's (1979) Generalized Linear 
Least Squares setting requires O(n3 ) operations since we have been 
unable to derive a recursive formulation within this setting. However 
our approach permits the state error covariances, 0., j=l, ... ,n, and 
J 
observation error covariances E.., j=l, ... ,n, to be ill conditioned 
J 
provided the original problem has a well determined solution. Our 
method allows some elements of the state vectors to be known precisely 
and also p~rmi ts the possibility that the observations may be very 
accurate which in the Linear Least Squares framework for our state 
space formulation causes the approach using Paige and Saunders (1977) 
47. 
method to fail. 
4.2 Covariance and information filters. 
Various people like Schlee et al ( 1967) have noted that the 
Kalman Filter equations are sensitive to round off errors and that 
sometimes the accuracy degenerates so much that the results become 
meaningless. Implementing the Kalman Filter equations ((2.3.5) 
(2.3.10)) as they stand can generate filtered and predicted error 
covariances which are no longer positive semi definite and hence 
meaningless. We want a stable implementation of the recursions which 
avoids obtaining such meaningless results. 
One way to do this is to replace the Kalman Filter algorithm 
((2.3.5) - (2.3.10)) with a numerically better conditioned algorithm 
like a square root filter. A square root filter updates the square 
roots of the covariances or inverses of the covariances. A filter 
which updates the covariances is lmown as a covariance filter while 
one which updates the inverses of the covariances is lmown as an 
information filter. The square root covariance filter ensures that the 
covariances are positive semi definite while the square root 
information filter ensures that the inverse of the covariances are 
positive semi definite. Bierman (1977) attributes the improved 
behaviour of square root filters to the reduction in the numerical 
ranges of the variables. According to him square root filter accuracy 
in single precision is comparable with the usual formulation of the 
Kalman Filter equations ((2.3.5) - (2.3.10)) performed in double 
precision. Potter (see Battin (1964)) is credited with developing the 
first square root factorization in the area of recursive least squares 
estimation. People like Kaminski, Bryson and Schmidt (1971) and 
48. 
Bierman (1974) extended Potter's result to include the presence of 
input noise and vector measurements. Golub (1965) was the first person 
to polularize the use of Householder matrices in developing a square 
root algorithm for the Kalman Filter. Householder (1958) used 
orthogonal transformations to solve linear least squares problems. 
Golub (1965) and Businger and Golub (1965) were responsible for 
working out the practical details. 
4.3 Information filter. 
Paige and Saunders ( 1977) developed a square root information 
filter implementation of the Kalman Filter which uses the alternative 
formulation of the estimation problem given by Duncan and Horn (1972) 
(see REMARK 2.3.1 and REMARK 2.3.3). As has been seen the problem 
becomes a Linear Least Squares Problem with the noise being normally 
distributed with zero mean and identity covariance. Orthogonal 
transformations can be used to convert the data matrix into an upper 
triangular matrix, this is the standard stable approach to solving the 
Linear Least Squares Problem. Paige and Saunders show how the 
factorization can be arranged to exploit the problem structure and 
show the connection between this approach and the Kalman Filter. The 
smoothed estimates are obtained by back substitution of the 
transformed data matrix for the linear least squares problem. In this 
section their method is outlined for our state space formulation 
(2.3.3) and (2.3.4). No control vector exists in the state transition 
equation considered here unlike the state space formulation that they 
considered. 
Premultiplying the state equation (2.3.3) by the transpose of the 
inverse of the square root of the covariance 0. 1 of u. 1 transforms J+ J+ 
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the equation into one having identity covariance. The mean of the 
transformed state is still zero. A convenient square root 
factorization to choose is the Cholesky factorization. Let L. 1 be the J+ 
-1 
Cholesky factor of nj+l' in which case nj+l must be positive definite. 
-1 Premultiplying the observation equation (2.5.4) by a. transforms the 
J 
equation into one having unit variance. The state space formulation 
can be rewritten as 
where 
and 
Note that 
and 
E(e'.e:) = o ... 
J l Jl 
(4.3.1) 
(4.3.2) 
Assuming that the initial state x 1 has known covariance n1 the 
transformed state space formulation (4.3.1) and {4.3.2) can be 
rewritten as the following system of equations for the first k 
observations 
y' =Ax+€ (4.3.3) 
where 
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and 
(4.3.4) 
The vector€ has zero mean and identity covariance. The least squares 
estimate of x. say x, can be found by 
A 2 
x = arg min II y' - Ax 112 • (4.3.5) 
X 
This estimate will include ~lk since the estimate of~ is based on 
the observations y 1 , ... ,yk. By appending 
O = ~+l~+l + Fk+l~ + u'k+l (4.3.6) 
to (4.3.3), the least squares estimate of x will include ~+llk since 
the estimate of ~+l is based on the observations y 1 , ... ,yk. This is 
the recursive problem which the Kalman Filter solves. 
The numerical solution to the linear least squares problem can be 
obtained by premultiplying (4.3.5) by an orthogonal matrix QT=[Q1.~JT 
which is chosen to trans£ orm A into an upper triangular matrix R. 
Since the 2-norm is unaffected by orthogonal transformations 
x - arg min 
X 
which gives 
II [ t: ] -[ : ]x II~ 
A T I 
Rx= Qly. 
The matrix A in (4.3.3) is easily reduced to upper block 
bidiagonal form by a series of elementary reflectors. Assume that the 
A 
matrix A excluding the last block [ ? ] has been reduced to upper 
triangular form, ignoring the zero rows we have that 
where 
and 
0 2kx(k-l)p 
Rl Rl.2 
R(k-1) - R2 R2,3 
A 
A 
~-1 ~-1.k 
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(4.3.7) 
1be quanties ~and~ are directly below ~-l,k. 1be Ri and Ri,i+l 
A 
are pxp matrices and bi.~€ rnP. 1be matrix in (4.3.7) can be reduced 
to upper block bidiagonal by reducing 
to [; ]· 
where~ is an upper triangular. by a series of elementary reflectors 
which zero one element of 1\T at a time by using the diagonal element 
immediately above the element being zeroed working from left to right . 
Denoting this series of elementary reflectors by QkT.1ben 
A 
(4.3.8 ) 
1bis gives 
~~lk = b 
which can be solved for ~lk by back substitution. Appending (4 .3 .6) 
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to this system gives 
b(k-1) R(k-1) X (k-2) 
-~ 
-
0(2k+l)x((k-l)p) 
~ ~-1 + noise. 
rk OT ~ T 0 Fk+l 
~+l ~+1 
(4.3.9) 
The matrix in (4.3.9) can be reduced to an upper block bidiagonal form 
by reducing 
0 
0 
T 
~+l 
to ~ ~.k+l 0 
0 
0 
~+l 
where R. is an upper triangular matrix, by a series of elementary 
-"k+l 
reflectors. This can be done efficiently by starting by zeroing the 
bottom left hand element using the diagonal element of Rk above it, 
then working from left to right, bottom to top zeroing elements in a 
similar fashion. Denoting this series of elementary reflectors by Q'T 
then 
Q'T[ ~ 0 i ~ I [~ ~.k+l ·~ I . 0 : rk - :k T A 
Fk+l 
~+l l 0 ~+1 ~+l 
Deleting the row corresponding to zero in the matrix 
~+l~+llk = ~+l 
which can be solved by back substitution. 
(4.3.10) 
this gives 
In sum.rna.ry, to obtain the filtered and predicted states we reduce 
A 
~ 0 ~ ~ ~.k+l ·~ (4.3.11) 
~T 
to 
0 I 0 0 yk rk 
T A A 
Fk+l 
~+1 0 0 ~+l ~+l 
the (4.3.8) and (4.3.10) initializing A T and in two steps at R1= Ll 
"T b1= 0. Step (4.3.8) and step (4.3.10) are applied n and n-1 t i mes 
respectively to obtain all the filtered states and predicted stat es . 
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The rows containing zero in the transformed matrix A are deleted from 
the final system of equations. This system solved by back substitution 
yields the smoothed estimates since the estimates are based on all of 
the available data. We need only store ~· ~.k+l and ~ after 
executing { 4.3.11), the quantities ~+l and ~ are required for the 
next update. 
So far the filtered, predicted and smoothed states have been 
obtained. Their covariances are also wanted. The error covariance of 
x, after simplification, is 
A AT T -1 
E[(x - x){x - x) J ={RR) {4.3.12) 
where R, the upper bidiagonal matrix, is the Cholesky factor of H-1 . 
Consequently the error covariance of ~lk' ~lk' can be obtained from 
the bottom right l}and corner block of (4.3.8) which from (4 .3.12) is 
-r- -1 (~~) and the error covariance of ~+llk' ~+llk' can be obtained 
from the bottom right hand corner block of (4.3.10) which from 
AT -1 (4.3.12) is (~+l~+l) . 
The smoothed covariances are obtained by reducing R in the system 
of equations below 
[ ~(n-1) ] = [ 
n 
0 px{n-1 )p R n 
to block lower diagonal form by premultiplying by orthogonal 
t ransformations in n-1 steps beginning at the bottom right hand corner 
of R. After n-i steps we obtain 
. R. . 1 
1,1-
R: 
l 
(4.3.13) 
R' I R' I 
i+l,i i+l . 
"R' I R' I 
n,n-1 n 
where the entries with two primes are in final form and the entry wi th 
54. 
a single prime will be altered when zeroing the block above it. From 
(4.3.12) the error covariance of x. I . S. I . is obtained from the i 'th 
1 n 1 n 
pxp block on the diagonal of (4.3.13) and is 
s. I = (R: TR: ) -1. 
1 n 1 1 
Paige and Saunders algorithm is a square root information filter 
because the square roots of the inverse of the covariances are 
extracted easily. The algorithm requires O(n) storage. Their algorithm 
is convenient in the sense that the predicted. filtered and smoothed 
estimates can be obtained by solving one system of equations. They 
have converted a Generalized Linear Least Squares problem into a 
Linear Least Squares Problem by premultiplying the state space 
formulation (2.3.3) and (2.3.4). rewritten as 
0 I xl -u (h )T 1 Y1 cl 1 ~ 0 -{T )T I -u 
-
2 (~)T + 2 
~2 
·-(T )TI T X 0 n -u 
n (h) n yn E. n n 
f 
-
Cx + r 
by the transpose of the inverse square root of the covariance of r . 
-1 
say B . Then 
~ = arg min II B-1(Cx - f) II~. 
X 
This can be rewritten as 
- -1 -
where C = B C and f 
x = arg min 
X 
-1 
= B f. Golub 
II Cx - f 11; 
and Van Loan (1983) note that if B 
is ill conditioned then x will be poorly determined. Paige's ( 1979 ) 
alternative formulatinn of the Generalized Least Squares problem seeks 
to avoid this problem. 
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4.4 Covariance filter. 
Osborne and Prvan ( 1987b) developed a square root covariance 
filter implementation of the Kalman Filter incorporating the 
RTS Smoother by realizing that Paige and Saunders (1977) in deriving 
their algorithm had converted a Generalized Linear Least Squares 
problem into a Linear Least Squares problem. We used Paige's (1979) 
device for solving the Generalized Linear Least Squares problem. This 
gave an O(n3 ) operations algorithm. Converting Paige's device into a 
recursive Generalized Linear Least Squares problem produced an O(n) 
operations algorithm for the filtered estimates but we are still left 
with using the standard RTS Smoother. Prvan and Osborne (1987) 
developed an O(n) operations algorithm for the RTS Smoother by 
converting Bierman's (1983) embedded recursion which is essentially a 
covariance filter into a square root filter. This method will be 
outlined in the next chapter. In this section an outline of the 
Generalized Linear Least Squares covariance filter implementation of 
the Kalman Filter equations and the RTS Smoother for the state space 
formulation (2.3.3) and (2.3.4) will be given. 
as 
The state space formulation c2J .3) and {2 ¥ 4) can be rewritten 
0 = x. 1 - T . 1x. 1+ 1+ 1 
T y
1
. = h.X. + c. 
1 1 l 
i=l, ... ,n, 
(4.4 . 1) 
(4.4.2) 
where ~lo and its associated error covariance s1 10 are assumed to be 
given. The above equations (4.4.1) and (4.4.2) can be written as the 
following system of equations 
xl lo I 
(hl) T yl 
0 
-
-T I 2 
(~)T Y2 
-T 
n 
I 
(h )T 
n 
which is written more conveniently as 
f = Cx + r. 
X 
n 
Now the covariance of the vector r is J where 
J = diag{J .. i=l ..... n} 
l 
with the J.E ffi(p+l)x{p+l) which is defined by 
l 
+ 
Jl = [ S1Jo af ]·Ji= [ ni a7 ]· i=2, ... ,n. 
-u 
n 
e 
n 
(4.4.3) 
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The Paige and Saunders' Linear Least Squares formulation of the Kalman 
Filter and RTS Smoother can be obtained by premultiplying (4.4.3) by 
(J1/ 2 )-T. Thus the Linear Least Squares problem becomes 
(4.4.4) 
which is the Duncan and Horn {1972) formulation of the Generalized 
Linear Least Squares problem (see REMARK 2.3.3). 
as 
Paige {1979) poses the Generalized Linear Least Squares problem 
T 
min s s 
x. s 
(4.4.5) 
This is an equality constrained sum of squares and avoids the 
inversion of (J) 112 which may be ill conditioned. In this form J112 is 
even allowed to be singular although J is still positive semi 
definite. It would be desirable in (4.4.5) for the equality constraint 
to involve only terms ins. This is achieved by choosing a matrix ZT 
of maximum rank such that 
T Z C = 0. 
Then (4.4.5) is equivalent to the problem 
min sTs : ZT(J) 1/ 2s = -ZTf. 
s 
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{4.4.6) 
This has a well defined solution for every right hand side f iff 
ZTJl/2 has full rank {Osborne {1985)). Onces is known x can be found 
from (4.4.5). 
T To apply Paige's procedure to {4.4.4) Z has to be found. It is 
easy to verify- that for our problem one possibility is 
hT 
1 -1 
ZT 
T 0 ~ -1 h1T2 
-
T 
h1T2 0 ~T3 0~ -1 
This can be written more conveniently as 
where 
Z. = Z.1 x Z.2 x ... x Z. l l l 1n 
Z .. = [hi]· Z .. = [ TI+lhj] j(i, Z .. = 0 j)i. 
11 -1 lJ O lJ 
The quantity ZT(J) 1/ 2 contains the submatrix aI where IE ffinxn so is 
of full rank. To solve {4.4.6) for s, an orthogonal matrix Q=[Q1 1~J 
can be chosen so that 
where U is an upper triangular matrix. Using (4.4.6) this gives 
s = -Q
1
U-TZTf. 
This can be seen by setting 
so that problem (4.4.6) becomes 
subject to the constraint 
which gives 
but 
. { T T } min v 1v 1 + v2v2 
T 
vl = Qls 
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so we end up with the desired result by premultiplying v 1 by Q1. The 
· (J1/ 2 )TZ · bl k H b h" h 1 d . lf quantity 1s oc upper essen erg w 1c ens 1tse to some 
storage savings but apparently still requires O(n2 ) storage unlike 
Paige and Saunders' algorithm and has greater computational cost 
O(n3 ). 
This storage problem can be overcome by applying Paige's (1979) 
approach recursively. This is achieved by initializing with x. 
1
. and 
1 1 
computing x. ll· 1 by using the (i+l)'st observation equation to set 1+ 1+ 
up the corresponding Generalized Linear Least Squares problem. Doing 
this generates the filtered estimates in O(n) operations. The 
predicted estimates can be obtained by premul tiplying the fi 1 tered 
estimates by the appropriate state transition matrix. This recursive 
approach needs a smoothing step since we cannot improve upon O(n3 ) 
operations to obtain the smoothed estimates within a Generalized 
Linear Least Squares framework. The recursive Generalized Linear Least 
Squares 
problem is 
where 
min 
i 
s .. x 
1 
T 
S.S. 
1 1 
f. 
1 
J. 
- diag{Siji'ni+l'a~+l}' 1 
T 
ni+l = Li+lLi+l' 
C. 
- [-ii+l \ ]· 1 
hi+l 
i [ xiJi+l ] 'X -
xi+lli+l 
and 
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(4.4.7) 
(4.4.8a) 
(4.4.Sb) 
(4.4.Sc) 
(4.4.Sd) 
i Here the matrix Z. required to eliminate x in (4.4.7) is a subcase of 
l 
Zand is the vector 
(4.4.9) 
which converts constraint (4.4.7) into 
T 1/2 T Z.(J.) s. = -Z.f .. 
1 1 l l l 
Problem (4.4.7) is now equivalent to 
T 
min s.s. 
l l 
s. 
l 
subject to the constraint 
which by the same minimum norm argument given in the preceeding 
paragraph has the solution 
1 
s. 
1 
2 
s. 
1 
3 
s. 
1 
From the constraint (4.4.7) we have that 
1 
xili+l = 8 ili 5 i + xiii 
and 
2 
xi+lli+l = Ti+lxili+l + Li+l 5 i 
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which are essentially the Kalman Filter equations. We still require 
1/2 T (S. lj· 1) for the next step. This quantity is kept conveniently as 1+ 1+ 
an upper triangular matrix. 
One standard approach for obtaining this quantity is by using a 
T 
series of elementary reflectors, denoted by Q, to reduce 
[ 
(TS11· /121· )TTT1· +l ] [ (Sl/2 )T ] to i+olli+l . 
Li+l 
This is possible because the square root of a matrix is determined up 
to an orthogonal matrix, and this can be chosen to achieve the result. 
This can be seen by evaluating the following expression 
[Ti+l8ili' Li+l]QQ (Sili~ Ti+l 1/2 T[ 1/2 TT l 
1 i+l 
T 
= Ti+l8 iliTi+l + 0 i+l 
= 
8 i+lli· 
Then another series of elementary reflectors denoted by PT can be 
employed to reduce 
[ (Sl/2 ) T ~1/2 T l [ 1/2 T 0 
l· 
i+lli (0.+1 1 ·) h. (Si+lli+l) l 1 l l 
OT to T 2 T 1/2 0 i+l u {ai+l+ h.S. 1 , .h.} l 1+ l l 
This can be verified by comparing 
[ 1/2 
rPT[ 
(Sl/2 )T 1/2 T ] 8 i+lli 0 i+lli (Si+lli) hi T 1/2 OT hiSi+l Ii a. l a. l 1+ 1+ 
[ 8 i+lli 8 i+l lihi l - h~Si+lli ' 2 T ta + h.S. 1 ,.h . } i+l l 1+ l l 
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with 
1/2 ] [ 1/2 T 
[ 
Si+l li+l u (Si+l li+l) 0 1 
T 2 T 1/2 T 2 T 1/2 
O {ai+l+ hiSi+llihi} u {ai+l+hi8 i+llihi} 
[ 
T 2 T 1/21 S. 11 . 1+ uu u{a.+1+h.S. 11 .h.} 1+ 1+ l l 1+ l l 
- T 2 T 1/2 2 T . 
u {a. 1 +h.S.+1 1.h.} {a ·+i+h.S.+l I .h.} 1+ l l l l l l l l l 
The required relationship 
where 
follows directly. 
T 
+ uu 
In CHAPTER 5 an O(n) square root algorithm for the smoothed 
estimates and their respective covariances will be given. 
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CHAPI'ER 5 
A SQUARE ROOT FIXED - INTERVAL, DISCRETE TIME SMOOIBER. 
5.1 Introduction. 
Reports of computational experience with the RTS smoother (see 
section 3.3) suggest that on occasions numerical problems can occur. 
Bierman (1983) identifies these problems as being caused by 
computations involving the differences of positive definite matrices 
which can cause loss of significance due to cancellation, and to a 
lesser extent by the inversion of covariance matrices which can be ill 
conditioned. In addition these explicit inversions can be 
computationally expensive. He suggested an alternative formulation 
which avoided these problems. 
In this chapter we plan to give a more comprehensive development 
of Bierman' s ( 1983) embedded smoother approach and to show how the 
equations can be rearranged to exploit the inherent structure. It will 
be shown that his algorithm can be implemented in a numerically stable 
way as a square root smoother. This is desirable because the positive 
definiteness of the smoothed covariances can be preserved. Numerical 
results are given for the usual form of the RTS Smoother, Bierman's 
algorithm and our square root formulation of his algorithm. These 
confirm the expected advantages. The material in this chapter can also 
be found in Prvan and Osborne (1987). 
5.2 Preliminaries. 
The following signal model is considered 
x. - T .x. l + w '. 
J J J- J 
T y. - h .X. + V. 
J J J J 
j=l, .... n, 
(5.2.1) 
(5.2.2) 
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where x. , w '. , h. € !RP, y . , v . € IR and T . € !Rpxp. An initial estimate 
J J J J J J 
A 
of the first state x1 . say x 1 , is assumed to be known and likewise an 
estimate of its covariance s1 . The following assumptions 
E(w '.) = 0 
J 
E(v.) =0 
J 
.E(wjwkT) = ojknjk 
2 
,E(v.vk) = o.ka. 
J J J 
A ,T A 
E((x1 - x 1 )wj ) = 0 ,E((x1 - x1)vj) = 0 
where {vk}. {wk} and x1 are uncorrelated. 
The Kalman Filter recursion for the signal model 
(5.2.2) under assumptions (5.2.3), (5.2.4) and (5.2.5) is 
and 
and 
X . I . 1 = T .x . 1 I . 1 J J- J J- J-
(one step prediction estimate) 
T 
s . I . 1 = T .s . 1 I . lT . + n . J J- J J- J- J J 
(estimate prediction error covariance) 
T 
€j = Yj - hjxjlj-1 
(innovations residual) 
T 2 d . = h .S . I . 1h . + a J J J J- J 
(innovations residual covariance) 
X • I . = X . I . 1 + s . I . lh . € ./ d . J J J J- J J- J J J 
(estimate update) 
T 
S. I . = S · 1 . l - S. I . lh .h .S. I . 1/d .. J J J J- J J- J J J J- J 
The RTS Smoother is 
x j In = x j I j + A j ( x j + 1 In - x j + 1 lj? 
(smoothed estimate) :r.f 
j=l, ... ,n. 
T 
s. I = s. I . + A. (S ·+1 I - s ·+1 I . )A. J n J J J J n J J J 
(smoothed estimate error covariance) 
are made that 
(5.2.3) 
(5.2.4) 
(5 .2.5) 
(5. 2. 1) and 
(5.2.6a) 
(5.2.6b) 
(5.2.6c) 
(5.2.6d) 
(5.2.6e) 
(5.2.6f ) 
(5.2.7a) 
(5.2.To) 
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where 
T -1 
Aj = SjljTj+l(Sj+llj) . (5.2.7c) 
(smoother gain) 
j =n •... , 1. 
The quantities x I and S I which initiate this backward 
n n n n 
recursion 
are obtained from the Kalman Filter. It is in equation (5.2.7b) that 
the possibility of losing the property of positive definiteness for 
the smoothed covariance may arise because of the differencing of the 
positive definite matrices. Our algorithm exploits Bierman· s ( 1983) 
equations for the RTS Smoother by arranging it as a square root 
smoother which ensures that the smoothed covariances remain positive 
definite. In some contexts it is desirable to maintain the positive 
definiteness of the smoothed covariances. Another distinct advantage 
of using a square root implementation of the RTS Smoother is that it 
is numerically stable for the covariance calculations. This was 
supported experimentally by numerical results obtained from running 
the usual form of the RTS Smoother, Bierman's formulation of the RTS 
Smoother, and our square root implementation of Bierman's formulation 
of the RTS Smoother in both single and double precision to obtain 
estimates of the accuracy of the smoothed estimates and covariances 
for the three algorithms. The results are given in section 5.5 for two 
examples. 
5.3 Bierman's algorithm. 
In this section a modified version of Bierman's (1983) approach 
for obtaining smoothed estimates ai1d their respective covariances will 
be given. 
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As a pre-liminary the following signal model will be considered 
X. = X. l + bw. J J- J 
j=l, ... ,n, (5.3.1) 
which has no associated observation equation. 1be vectors x. and bare 
J 
of dimension p and w. is a scalar with zero mean and unit variance. In 
J 
this special case the Kalman Filter collapses to the following 
equations 
xj+l lj = xj lj 
xj+llj+l = xj+llj 
T 
s . 1 I . = s . I . + bb J+ J J J 
8 j+llj+l = 8 j+llj' 
1be RTS Smoother becomes 
where 
j=l, ... ,n-1. 
(5.3.2.a) 
(5.3.2b) 
(5.3.2c) 
(5.3.2d) 
(5.3.3a) 
(5.3.3b) 
(5.3.3c) 
j=n-1, ... ,1. 
Rearranging (5.3.2c) as an expression for s.
1
. and substituting this 
J J 
into (5.3.3c) we have that A. is given by the rank I matrix 
J 
where 
T A.= I - bv 
J 
V = 
-1 (S. 11· 1) b. J+ J+ 
Substituting this expression for A. into (5.3.3a) and (5.3.3b), using 
J 
(5.3.2c) and simplifying gives 
T 
x . I = x . 1 I . + bv ( x . 1 I . 1 - x . 1 I ) J n J+ n J+ J+ J+ n 
and 
~ T T T T T S.I = tI - bv )S. ll (I - bv) + (1-v b)bb. J n J+ n 
(5.3.4a) 
(5.3.4b) 
From equations (5.3.2.a) and (5.3.2b) the term x. ll . 1 is equivalent J+ J+ 
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to x 1 11 . The formula for the smoothed covariance is a rank II matrix 
plus a correction term. This formulation is desirable because it lends 
itself to numerically stable implementation. The model (5.3.1), and 
recursion (5.3.2) and (5.3.4) are pivotal to Bierman's development of 
his algorithm. 
To make use of (5.3.4) it is necessary to organize (5.2.1) into a 
series of steps each of which has the form (5.3.1) with uncorrelated 
noise terms. Here this is done by rewriting the state equation (5.2.1) 
as 
x. = T .x. l + L .w., J J J- J J 
-1 
wJ. = ( L . ) w '. 
J J 
(5.3.5) 
where L. is the Cholesky factor of the covariance n. which for the 
J J 
-1 present is assumed to be positive definite. The quantity L. is never 
J 
evaluated. It is worthwhile noting here that any square root 
factorization of the covariance n. will suffice to make w. have 
J J 
identity covariance which is equivalent to the elements of w. being 
J 
uncorrelated. We choose the Cholesky decomposition because it is 
readily calculated. Let w .(k) denote the k' th element of , the vector 
J 
w .. The state equation (5.2.1) can be expressed in terms of w.(k) by 
J J 
considering operating on the columns of 
L. = [~·1· .... ~. J 
J J JP 
where 
This gives 
x. = Tx. 1 + ~ .1w. ( 1) + . . . + ~. w. (p) J J- J J JP J 
which can be written recursively as 
where 
~~D)= 
J 
~ .. 1 Jl+ 
T.x. l J J-
= ~ .. + ~ .. w.(i) Jl Jl J i=l .... ,p, 
(5.3.6) 
(5.3.7a) 
(5.3.To) 
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~jl = ~~D). J (5.3.7c) 
This gives a deterministic update (5.3.7a) and a noise process update 
(5.3.7b). The state equation (5.2.1) can now be replaced with 
(5.3.7a), (5.3.7b) and (5.3.7c). The recursion (5.3.7) considered as a 
state space formulation does not contain an observation equation. 
To obtain the solution for one step prediction the special case 
Kalman Filter (5.3.2) 
where 
and 
""(D) ~ . = T .x . 1 I . 1 J J J- J-
A A 
~ji+l = ~ .. Jl 
A 
~jl "(D) - ~. J 
A 
,.(D) 
<J'jl = <J'j 
A 
is applied to (5.3.7) which gives 
(5.3.Sa) A(D) T (5.3.8d) <J' • = T .S . 1 I . 1 T . J J J- J- J 
A A T (5.3.8b) <J'ji+l - <J' •• + ~ .. ~ .. (5.3.8e) Jl Jl ,l l 
i=l . .... p. 
(5.3.8c) 
(5.3.8£) 
A 
Note that !: .. Jl is being used to represent !:. · I . and 'J.. to represent lJ J J l 
" 
<J'. ·I .. The recursion (5.3.8) gives lJ J 
and 
A 
~jp+l = xjlj-1 
A 
<J'. 1 =S. 11· 1 Jp+ J- J-. 
(5.3.8g) 
(5.3.8h) 
Upper case bold script letters are used to denote embedded recursions. 
The subsript j indicates that the j'th state equation is of interest 
while the subscript i indicates that the i'th embedded recursion is of 
interest. 
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1be special case RTS Smoother (5.3.3a) is applied to (5.3.7) to 
obtain 
~jp+l In = xj In 
~ .. I = ~ .. +l I + ~ .. -, .. ( x. I . 1 - ~. . 1 I ) Jl n Jl n Jl Jl J J- J1+ n 
i=p, ... , 1, 
-T 
X. 11 = T. ~-11 J- n J J n 
j=n, ... , 1, 
as the recursion for the smoothed estimate where 
" -1 
., .. = (~ .. 1) ~ ... Jl Jl+ Jl 
(5.3.9a) 
(5.3.9b) 
(5.3.9c) 
To obtain~ ... i=l, ... ,p, a forward pass of the recursion (5.3.8) for Jl 
the covariances is required. If a Cholesky decomposition is applied to 
~ji+l the following equation 
"1/2 "1/2 T ~ .. = ~-·+1C~··+1) -, .. Jl Jl Jl Jl 
can be solved for ~.. by a forward and backward subs ti tut ion thus Jl 
avoiding inverting ~ji+l · 1be special case RTS Smoother (5.3.3b) is 
13. 
applied to (5.7) to obtain 
~. 11 =S.I Jp+ n J n 
T 
~--1 =(I-~ .. -, .. )~-·+11 (I Jl n Jl Jl Jl n 
-T 
S. 11 = T.~·1j T. J- n J J n J 
T T T 
- ~ .. ., .. ) + 17 .. ~ .. ~ .. Jl Jl Jl Jl Jl 
i=p, ... , 1 , 
j=n, ... , 1 , 
as the backward recursion for the smoothed covariance where 
T 17 .. = (1 - ~ .. ., .. ). Jl Jl Jl 
(5.3. lOa) 
(5.3. lOb) 
(5. 3.10c) 
To identify (5.3.9) and (5.3.10) with the recursions obtained by 
Bierman (1983) we make a LDLT decomposition on the state covariances 
n. where the lower triangular matrix L has unit entries along its 
J 
principal diagonal and D is a diagonal matrix with elements 
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(q. 1 .... ,q.) and make the replacement J . JP 
1 .. +-/\ .. 1 .. Jl Jl Jl 
where 
T -1 /\ .. = (1 + 1 .. ~ .. q .. ) . Jl Jl Jl Jl 
As mentioned earlier L~1 is never evaluated. Bierman's algorithm 
J 
will now be modified to handle n. being positive semi definite, as 
J 
follows. Recollect that since by definition n. is a covariance matrix 
J 
it must be symmetric. TI-ius the re exists a non singular matrix G. such 
J 
that 
G.O.G~ = A., J J J J 
where A. is a diagonal matrix, furthermore n. being positive semi 
J J 
definite restricts the entries of A. to being non negative which means 
J 
that n. 
J 
possesses the square root Since square roots of 
matrices are determined up to an orthogonal matrix we can convert 
-1 1/2 . G. A. to a lower triangular matrix L. by appropriate multiplications 
J J J 
by orthogonal transformations. If n. is not of full rank neither will 
J 
L. be of full rank. Let 
J 
L . - [~ · 1, ... , ~ . J, J J JP 
we are now in the position to use the formulation of the Kalman Filter 
and the RTS Smoother given in this section. TI-le crucial step is that 
w. given in (5.3.5), even when n. is positive semi definite, still has 
J J 
a covariance which is diagonal, albeit one which may have some entries 
that have to be interpreted as approaching infinity (although we never 
need evaluate it), so the elements of w. are still equivalent to being 
J 
uncorrelated. Bierman (1983) didn't consider using his algorithm for 
the state transition covariance n. being positive semi definite, he 
J 
argued that if this occurred then it served as a warning that the 
state space formulation needed reformulation. TI-iis will not always be 
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the case in the following chapters. 
5.4 A square root algorithm. 
As noted in the preceeding section, the -, . . (i=l, ... ,p) are Jl 
required to apply the recursions (5.3.9) and (5.3.10) for given j 
A 
which in turn requires the quantities~-- 1 given j (i=l, ... ,p). First Ji+ 
A 
of all a square root algorithm for updating~ .. will be developed. To Jl 
do this the recursion (5.3.Sd). (5.3.Sc) and (5.3.Sf) will be 
exploited. 
A square root Kalman Filter is used initially to obtain the 
f h . (S1/2)T Th . (S1/2)T. k . square roots o t e covariances ·I. . e matrix ·I. 1s ept 1n J J J J 
· l f Th · (:;,l/2 )T · · · h f d upper tr1angu ar orm. e quantity J jl in1 t1ates t e orwar 
. Al/2 T 
recursion for(~ .. ) (c.f. (5.3.Sf)). The result 
. J l 
(;~/12)T = (S~/1:)TT .. 
J J J J (5.4.1) 
when computed is not necessarily an upper triangular matrix but it is 
determined up to an orthogonal matrix which can be chosen to restore 
upper triangular form. Thus (5.4.1) is premul tiplied by orthogonal 
transformations to restore it to the required form. Using a similar 
approach orthogonal transformations are used' to obtain 
reducing 
to 
[ 
(;1/2 )T ] · ji+l 
0 
(;1/2 )T by ji+l 
(5.4.2) 
f . 1 h (~l·/·2)T and (:;,1/2 )T . d b or i= , ... ,p, were J J •• 1 are constra1ne to e upper Jl Jl+ 
triangular matrices. This can be done efficiently by a series of 
elementary reflectors where only one eloment of the last row is zeroed 
at a time starting with the the (l,l)'th element to zero t he 
(p+l,l)'th element and finishing with using the (p,p)'th element to 
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zero the (p+l,p)'th element. More details about this can be found in 
Golub and Van Loan (1983). Then the following equation 
"'1/2 "'1/2 T 
~-· = ';/··+1(';/ .. +l) ., .. Jl Jl Jl Jl (5.4.3) 
is solved for '1 .. Jl by a backward and forward substitution thus avoiding 
inverting "1/2 ';I . . • Jl 
To downdate (!1~~21 1 ) T; which is kept as an upper triangular Jl+ n 
matrix; in the embedded recursion for the square root of the smoothed 
covariance the square root of the leading term in (5.3.lOb) is first 
formed. The quantity 
(<;J~/2 )T = (S~/2 )T 
Jp+l In J In (5.4.4) 
initializes this backward 1/2 T . where (S · j ) 1s kept in upper J n recursion 
triangular form. By inspection of (5.3. lOb) the square root of the 
first term is 
1/2 T 1/2 T T (<;J .. +11 ) - (';/ .. +11) 'f .. ~ ... Jl n Jl n Jl Jl 
The term 1/2 T 2 (!I. ·+i I ) -, . . can be transformed to a e 1 by a series of Jl n Jl 
orthogonal transformations, QT. . h that QT(c•l·/· 2 )T . 1n sue a way ;;, Jl+l In 1s 
upper Hessenberg. This is achieved by introducing one zero at a time 
into ((<;J~~+2ll )T-, .. ) starting with its last element and ascending to Jl n Jl 
its second element using the element immediately above it to send it 
. T 1/2 T T 1/2 T to zero. Subtracting (Q (<;!.. l I )'1 .. )~.. from Q (<;!.. l I ) only alters Jl+ n Jl Jl Jl+ n 
the first row of QT(';/~~21 1 )Tso the quantity Jl+ n 
T 1/2 T T 1/2 T T " Q (<;J .. +11 ) - Q (<;J .. +11 ) '1 .. ~ .. = R (5.4.5) Jl n Jl n Jl Jl 
2 is also upper Hessenberg. It only takes O(p) operations to reduce an 
A 
upper Hessenberg matrix R to an upper triangular matrix R by a series 
of elemeentary reflectors PT; that is, 
T" PR= R. (5.4.6) 
For more details see Golub and Van Loan (1983). Once the square root 
of the leading term in (5.3.lOb) is evaluated the square root of the 
72. 
smoothed covariance can be formed by reducing 
[
-/ri.~~~- l Jl Jl to (5.4.7) 
by a series of elementary reflectors as outlined for (5.4.2). After 
going through {5.4.5) to (5.4.7). which implements (5.3.lOb) p times, 
the The final step computes 
(5.4.8) 
which is not necessarily in upper triangular form. This must be 
restored by orthogonal transformation. Note that both this reduction 
and that required following (5.4.1) are relatively expensive (of the 
same order as the internal recursion). 
5.5 Examples. 
The RTS Smoother, Bierman· s ( 1983) implementation of the RTS 
Smoother and the square root formulation of the RTS Smoother in 
section 5.4 were run in single and double precision to obtain 
estimates of the precision of the smoothed estimates and covariances 
for two data sets. The data sets being Gallant {1975) (here n=72) and 
the Sunspot data in Pandit and Wu (1983) p487 (here n=176). 
The following covariance was used for the transition equation 
(5.2.1) 
Olk - A((2p-l-k+l){p-l)!(p-k)!)-l 
1 = 1 . . . . , p . k= 1 . . . . . p , 
for j=2, ... ,n where the algorithms were used for p=l, ... ,5. This 
covariance structure was chosen because we were interested in fitting 
.. 
to the data a polynomial Smoothing Spline employing a method which 
made use of the Kalman Filter and RTS Smoother. For more details refer 
to Wecker and Ansley (1983), Osborne and Prvan (1987a), (1987b), 
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chapters 6 to 9 of this thesis and references contained therein. The 
results in Table 5.1 and Table 5.2 are for values of A which straddle 
the optimal A for the Smoothing Spline. The smoothed estimates do not 
vary with the mode of calculation and we believe they reflect the 
attainable accuracy. Thus they provide a standard by which to judge 
the covariance calculations. Looking at the results in Table 5.1 and 
Table 5.2 it is apparent that Bierman's algorithm is more accurate 
than the standard implementation of the RTS Smoother and that the 
square root formulation of the RTS Smoother is more accurate than 
either algorithm for p ~ 3. Thus our formulation of the RTS Smoother 
has two distinct advantages over its competitors by being more 
accurate for large p and by ensuring that the smoothed covariances are 
positive definite. 
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Table 5.1. Error estimates for Smoothed Estimates and Smoothed 
Covariances. 
Gal !ant data. 
p I\ RTS Smoother Bierman (1983) Square root Algorithm 
1 0. 1 -9 -9 -9 est 0.36xl0_8 0.36xl0_9 0.36xl0_9 
cov 0.24x10 0.36x10 0.38x10 
0.01 -9 -9 -9 est O.S8x10_8 O.S8x10_9 O.S8x10_9 
cov 0.18x10 0.29x10 0.43x10 
0.001 -8 -8 -8 est 0.19xl0_9 0.19xl0_9 0.19xl0_9 
cov 0.93x10 0.28x10 0.39x10 
0.0001 -9 -9 -9 est 0.70xl0_9 0.70xl0_10 0.70xl0_10 
cov O.llxlO 0.12x10 0.27x10 
2 0. 1 -10 -10 -10 est 0.16xl0_9 0.16xl0_8 0. 16xl0 _8 
cov 0.99x10 0. lOxlO 0.16x10 
0.01 -10 -10 -10 est 0.17xl0_9 0.17xl0_9 0.17xl0_8 
cov 0.93x10 0.30x10 0.15x10 
0.001 -10 -10 -10 est 0.18xl0_9 0.18xl0_9 0.18xl0_8 
cov 0.41x10 0.40x10 0.19x10 
0.0001 -10 -10 0.25xlO-lO est 0.25xl0_9 0.25xl0_9 
cov 0.63x10 0.42x10 0.16x10-10 
3 0.1 -10 -10 -10 est 0.13xl0_8 0.13xl0_8 0.13xl0_8 
cov 0.4lx10 0.30xl0 0. 15x10. 
0.01 -11 -11 -11 est 0.9lxl0_8 0.91xl0_8 0.9lxl0_9 
cov 0.17x10 0.16><10 0.74x10 
0.001 -11 -11 -11 est 0.60xl0_8 0.60xl0_8 0.60xl0_9 
cov 0.16x10 0.20x10 0.77x10 
0.0001 -12 -12 -12 est 0.26xl0_8 0.26xl0_9 0.26xl0_9 
cov O. 16x10 0.58x10 0.42x10 
4 0. 1 -10 -10 -10 est 0.24xl0_7 0.24xl0_8 0.24xl0_8 
cov 0.5lx10 0.70x10 0.26x10 
0.01 -11 -11 -11 est 0.42xl0_7 0.42xl0_8 0.42xl0_8 
cov 0.25x10 0.67x10 0.25x10 
0.001 -11 -11 -11 est 0.30xl0_7 0.30xl0_8 0.30xl0_8 
cov O. 12x10 0.46x10 O. llxlO 
0.0001 -12 -12 -12 est 0.56xl0_8 0.56xl0_8 0.56xl0_8 
cov 0.74x10 0.24x10 0.13x10 
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5 0. 1 -10 -10 -10 est 0.2lx10-6 o.21x10_7 0.2lxl0_8 
cov 0.78x10 0.45x10 0.57x10 
0.01 -11 -11 -11 est 0.75xl0_6 0.75xl0_7 0.75xl0_8 
cov 0.45x10 0.51x10 0.35x10 
0.001 -12 -12 -12 est 0.94xl0_6 0.94xl0_7 0.94xl0_8 
cov 0.32x10 0.30xl0 0.3lx10 
0.0001 -12 -12 -12 est 0.56xl0_6 0.56xl0_7 0.56xl0_8 
cov 0. 18x10 0. 13x10 0.32x10 
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Table 5.2 Error Estimates for Smoothed Estimates and Smoothed 
Covariances. 
Sunspot data 
p RTS Smoother Bierman {1983) Square root algorithm 
1 100 -9 -9 -9 est 0.89xl0_7 0.89xl0_7 0.89xl0_7 cov O. 16xl0 0.15x10 0.79xl0 
10 -8 -8 -8 est 0.17xl0_8 0.17xl0_8 0.17xl0_7 cov 0.79xl0 0.71x10 0.12x10 
1 -8 -8 -8 est 0.29xl0_7 0.29xl0_8 0.29xl0_8 cov O.llxlO 0.56x10 0.63x10 
0.1 -8 -8 -8 est 0.73xl0_8 0.73xl0_9 0.73xl0_9 cov 0. 14x10 0.18x10 0.19x10 
2 100 -8 -8 -8 est 0.32xl0_7 0.32xl0_7 0.32xl0_7 cov 0.38xl0 0.3lx10 0.92x10 
10 -8 -8 -8 est O. 14x 10 _ 7 0.14xl0_8 0. 14xl0 _8 cov O.llxlO 0.56x10 0.63x10 
1 -9 -9 -9 est 0.27xl0_8 0.27xl0_9 0.27xl0_8 cov 0.26x10 0.87x10 0.13x10 
0. 1 -9 -9 -9 est 0.95xl0_9 0.95xl0_9 0.95xl0_8 cov 0.57x10 0.65x10 0.13x10 
3 100 -8 -8 -8 est 0.18xl0_6 0.18xl0_6 0. 18xl0 _7 cov 0.45x10 0.24x10 0.43x10 
10 -8 -8 -8 est 0.17xl0_7 0.17xl0_7 0.17xl0_8 cov 0.87x10 0.15x10 0.74x10 
1 -8 -8 -8 est O . 14x 10 _ 7 0. 14xl0 _8 0. 14xl0 _8 cov 0.12x10 0.47x10 0.22x10 
0.1 -9 -9 -9 est 0.54xl0_8 0.54xl0_8 0.54xl0_9 cov 0.29x10 0.19x10 0.85x10 
4 100 -9 -9 -9 est 0.27xl0_5 0.27xl0_6 0.27xl0_7 cov 0.68x10 0.97x10 0.80x10 
10 -8 -8 -8 est 0.22xl0_6 0.22xl0_6 0.22xl0_7 cov 0.79x10 O. llxlO 0. 16x10 
1 -9 -9 -9 est 0.20xl0_6 0.20xl0_7 0.20xl0_8 cov O. lOxlO 0.18x10 0.48x10 
0. 1 -8 -8 -8 est 0.10xl0_7 0.10xl0_8 0.10xl0_8 cov 0.27x10 0.36x10 0.16x10 
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5 100 -9 -9 -9 est 0.27xl0_3 0.27xl0_4 0.27xl0_6 
cov O. lOxlO 0.23x10 0. 14x10 
10 -8 -8 -8 est 0.27xl0_4 0.27xl0_5 0.27xl0_7 
cov O. lOxlO 0.33x10 0.22x10 
1 -8 -8 -8 est 0.23xl0_5 0.23xl0_6 0.23xl0_8 
cov 0.23x10 0.21x10 0.53x10 
0. 1 -8 -8 -8 est O. lOxl0-6 0. lOxl0 _7 0. lOxl0 _8 
cov 0.50x10 0.23x10 0.37x10 
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a-IAPTER 6 
EXTENDING IBE ANSLEY AND WECKER APPROACH TO SMOOIBING SPLINES 
TO HANDLE LG SMOOIBING SPLINES 
6.1 Introduction. 
Wecker and Ansley (1983) use a stochastic setting to obtain an 
algorithm for polynomial spline smoothing. The advantages of this 
setting are that it facilitates the use of stable and efficient 
algorithms based on the Kalman Filter and RTS Smoother, that maximum 
likelihood estimation can be used to estimate the smoothing parameter 
~. and that formal confidence intervals can be attached to the 
Smoothing Spline. In this chapter their method will be derived within 
a more general framework which encompasses Smoothing Splines. 
Let L be the following differential operator 
L = nIJ - a (t)nlJ-l -p-1 (6.1.1) 
where nP = dp/dtP. Define H to be the Hilbert space of functions f{t), 
t 1~t~tn, possessing p'tp derivatives which are square integrable then 
an Lg spline is defined as follows, 
DEFN 6.1.1 An Lg Smoothing Spline provides a smooth curve through 
the data y., 
l 
minimizing 
S(f) = 
i=l, ... ,n, at t., 
l 
i=l, ... ,n, 
n 2 
+ 2 (y. - f(t.)) } 
. l 1 1 l= 
where f € H. The assumption that n~p is made. 
respectively by 
(6.1.2) 
Explicit is the assumption that the data can be decomposed as 
y. = f(t.) + c. 
l l l 
,i=l, ... ,n, (6.1.3) 
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where c. is normally distributed with zero mean and a 2 variance. The 
1 
f(t.) can be thought of as an unlmown signal and the c. as a noise 
l l . 
term. When L = nP the definition of an Lg Smoothing Spline reduces to 
that of a polynomial Smoothing Spline. Some authors refer to Lg 
Smoothing Splines as Generalized Smoothing Splines, I n this thesis a 
different meaning is reserved for this term. 
Wahba (1978) obtains a similar result for Lg Smoothing Splines by 
modelling the signal by the stochastic differential equation 
Lx. = ~(dw(t)/dt) (6.1.4) 
where w(t) is a Wiener process with unit dispersion parameter (see for 
example Billingsley (1979)) and~ is a scale parameter corresponding 
to the reciprocal of the smoothing parameter µ which is to be 
determined. Let 
be the vector of initial conditions on (6.1.4). She shows that if 
x(t 1 ) is allowed to have a diffuse prior distribution; that is, 
setting x(t 1 ) ~ N(0.~2 ) and letting ~2-+ oo, then 
f(t) = lim E{x(t) IY1 , ... ,yn}. 
~-+ 00 
(6.1.5) 
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6.2 State Space Formulation. 
Equation (6.1.4) can be formulated in matrix companion form by 
setting 
• 
x 1(t) = x 2 (t) 
~2 ( t ) = "J { t ) 
• 
X 1(t) = X (t) p- p 
• ( ) ( ) { ) ( ) ( ) + ~ A dw ( t ) xp t = a 0 t x1 t + ... + ap-l t xp t av/\ dt 
where 
giving 
• 
x(t) = Mx(t) + g(t)e p 
where 
and 
M = 0 I p-1 
a 0 {t):a1(t) ... ap_1(t) 
T ( 1) {p-1) T 
x{t) = [x{t),x {t), ... ,x {t)] , 
g(t) = ~ :~(t)_ 
(6.2.1) 
(6.2.2) 
{6.2.3) 
(6.2.4) 
Assuming that the vector of initial conditions x(t1) is a 
constant vector to be determined then the solution to equation (6.2.1) 
is 
t 
x(t) = T{t,t1)x(t1) + f T(t,s)e g(s)dw(s) t p 
1 
{6.2.5) 
where T(t,t1) is the fundamental matrix solution for 
• 
x(t) = Mx(t); (6.2.6) 
that is, T(t,t 1) satisfies the initial value problem 
d dtT(t,t 1) = MT(t,t 1). T(t1 ,t1) = I. 
Two properties of T which will be used are 
and 
where 
(ii) ~tT(t,s) = -T(t,s)M. 
Equation (6.2.5) can be written recursively as 
x(t 1.+1) = T(t.,t. 1)x(t.) + u{t.,t. 1) l 1+ l l 1+ 
u( t. 1 , t. ) 1+ l 
t. 1 1+ 
= ~ J T(t. 1 .s)e (dw{s)/ds)ds. 1+ p t. 
l 
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(6.2.7) 
(6.2.8a) 
(6.2.8b) 
(6.2.9) 
(6.2.10) 
By definition ui+l is independent of x(t) for t~ti and is distributed 
normally with zero mean and covariance given by 
t. 1 
l+ T T 
O{t.,t.+1) = ~ J T(t. 1 ,s)e e T(t. 1 .s) ds. l l 1+ pp 1+ t. (6.2.11) 
l 
Utilizing property (6.2.8a) equation (6.2.10) can be written as 
u(t. 1.t.) = T(t1 1 ,t)u(t,t.) + u(t. 1 .t). 1+ l + l 1+ (6.2.12) 
Wahba's {1978) result suggests choosing the signal f{t) to equal x(t), 
the first entry of the vector x(t). Then the observation equation 
(6.1.3) becomes 
T 
Yi= elxi + ci 
Substituting for x. as defined by (6.2.5) gives 
l 
t. 
T i 
+ e 1 J T(t .. s)e g(s)ds + c. t l p l 
1 
(6.2.13). 
(6.2.14) 
which simplifies to the following expression with x 1= a and the 
integral term replaced by using (6.2.10) 
T T Yi= e 1T(ti,t 1)a + e 1u(ti,t 1) + ci. (6.2.15) 
Setting 
z. = z(t.) = u(t.,t 1 ) l l l 
equation (6.2.15) can be rewritten as 
T T 
yi = e 1T(ti,t 1)a + e 1zi + ci. 
Using (6.2.12) the following recursion is obtained for z. 1 1+ 
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(6.2.16) 
(6.2.17a) 
(6.2.17b) 
where by definition zi is independent of ui+l which has covariance 
ni+l given by (6.2.11). 
Equations (6.2.17a) and (6.2.17b) furnish the state space 
formulation where the former is the ''observation equation'' and the 
latter is the ''state transition equation'' which is usually 
abbreviated to ''state equation''. The Kalman Filter can be applied to 
this formulation. 
6.3 Maximum Likelihood Estimation. 
The state space formulation (6.2.17) can be written as a system 
of equations in terms of a plus a noise term. Since the noise term has 
a known distribution a likelihood can be attached to the state space 
, 
formulation. This likelihood can be used to determine the constant a 
for a given A after determmining 2 a , the residual sum of squares 
(RSS), also by maximum likelihood. Once they have been determined the 
likelihood or log likelihood can be evaluated for the given value of 
A. This approach ca~ be used to determine the optimal A by a nonlinear 
optimization algorithm. For each candidate the RSS and a have to be 
determined in that order before evaluating the function at this A. The 
reason that the RSS has to be evaluated is that it appears in the 
likelihood calculation. 
Letting 
YT= [Y1·· .. ,yn]T. 
T X = [r1 , ... ,rn] 
where 
T T 
r. 
- e 1T{ti,t1). 1 
and 
T T 
V 
- [vl, ... ,vn] 
where 
T 
V. 
- elzi + c.' 1 1 
permits (6.2.17) to be 
y = Xa + v. 
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written in matrix form as 
(6.3.1) 
Here a, the vector of initial conditions on (6.1.4), is being treated 
as an unlmown constant. The maximum likelihood estimate {MLE) of A and 
a
2 is obtained by treating (6.3 . 1) as a generalized linear least 
squares problem. Let V denote the covariance of v in (6.3.1). The 
(i,j)'th element of V for i~j is 
2 
- o .. a + lJ 
T E(v.v.) = E[(e1z. l J l 
= E(c.c.) + 
l J 
t . 
T J 
e1E[(~ J T(t.,s)e dw{s) t 1 p 
1 
c.)] 
J 
t. 
1 
+ ~ J T(t.,s)e dw{s)) 
t. 1 p 
J 
t . 
J T 
x (~ J T(t.,s)e dw{s)) Je1 t J p 
1 
t . 
2 2 T J T T 
= o .. a + Aa e 1T(t., t .)E[ J T(t .. s)e e T{t .. s) ds]e1 lJ l J t J p p J 
1 
2 T 
= o .. a + e 1T(t.,t.)O(t.,t 1)e1 . (6.3.2) lJ 1 J J 
Thus the covariance matrix of v has the form a2A where the matrix A is 
a function of the scale parameter A only. 
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The likelihood of (6.3.1) is 
T -1 2 
l = l(a2,A,aly) = [(211a2)n/21All/2]-le-(y-Xa) A (y-Xa)/(2.a). 
Taking the log likelihood of this gives 
~ = ~(a2 ,A,aly) = constant -(n/2)log(a2) -(l/2)log(IAI) -(2a2)-1Q 
(6.3.3) 
where 
Q = (y-Xa)TA-1(y-Xa). 
M · · · · 2 f · h 2 - lQ S b . . h. 1 . inimizing over a urnis es a = n . u stituting tis resu t into 
(6.3.3) yields, after absorbing all constants, 
~*(A,aly) = constant - (n/2)log(Q) - (1/2)log( IAI). (6.3.4) 
Let L be the Cholesky factor of A then (6.3.4) can be rewritten as 
~*(A,aly) = canst - (n/2)log[(y-Xa)TL-TL-1(y-Xa)] - (l/2)log(ILLTI) 
which is maximized over a if Q is minimized over a since the last term 
is independent of a. Doing this implies that a, the minimizer of Q, is 
b · d b · L- l L- lX h · h · o taine y regressing yon w ic gives 
and residuals 
-1 
a=L (y-Xa). 
Thus the log likelihood concentrated over a2 and a is 
~**(Aly,X) = canst - (n/2)log(aTa) - (1/2)log( IAI). (6.3.5) 
Then (6.3.5) can be used to maximize over A by any standard non linear 
estimation method. For each A used the values of a2 and a have to be 
determined to evaluate ~**(Aly,X). Since the log likelihood (6.3.5) 
only depends on one variable A, a line search method which uses only 
function values will suffice. To evaluate this log likelihood the 
quantities L-1y, L-1x and IAI are required. This is where the Kalman 
Filter enters as a computational tool. 
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6.4 The Kalman Filter as a computational tool. 
The Kalman Filter equations for the state space formulation 
(6.4.1) 
(6.4.2) 
where u. is given by {6.2.10), c. is normally distributed with zero 
1 1 
2 
mean and variance a and z. 1 . u., c. are mutually independent for 1- 1 J 
l~i~n. l~j~n. from {{2.3.5) - {2.3.10)) are 
z.,. 1 = T.z. 11· 1 1 1- l 1- 1-
T -
s . I . 1 = T . s . 1 I . IT . + n. 1 1- 1 1- 1- 1 1 
T 
di - e1Sili-lel + 1 
X*. ( p T ln _ y. - 2 a.X.k - e 1z. j· 1)/{d. ) 1 1 k=l k 1 1 1- 1 
{6.4.3a) 
{6.4.3b) 
(6.4.3c) 
{6.4.3d) 
p T 
z
1
. ,
1
. - z.,. 1 + s.,. 1e 1{y. - ! a. X.k - e 1z. 1 . 1)/d. (6.4.3.e) 1 1- l 1- 1 k=l .I:{ 1 1 1- l 
and 
T -1 
S. I . = S. I . 1 - S. I . lele1S. I . 1 { d. ) . 1 l 1 1- l 1- 1 1- l 
i=l, ... , n, 
where here 
-2 S . I . = a cov { z . I . } , 
l l l l 
-2 S. I . 1 = a cov { z. I . 1} l 1- 1 1-
and 
-2 d. = a cov{y. -
1 l 
T hz.,. 1}. 1 1-
The quantity n. is the covariance of 
l 
-1 
a u .. The 
1 
(6.4.3f) 
* sequence {X.} is the 
1 
p 
Gram-Schmidt orthonormal ization of the sequence {y. - 2 a. X. k} by 
l k=l .I:{ l 
construction of the innovations {residual) sequence by the Projection 
Theorem (refer to PROBLEM 3.3.1 and THEOREM 3.3.3) divided by the 
respective standard deviations. Thus 
(i) * {X.} is an orthogonal sequence 
1 
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* 2 (ii) {X.} has constant variance a 
l 
and 
* i p {iii)X. = 2 {3 • • (y. - }: ~X.k) where {3 •• form the entries of a 
l j = 1 l J J k= 1 J l J 
lower triangular matrix. 
Let 
where 
and 
where A is a positive definite matrix. Applying the Cholesky 
decomposition to A gives 
where Lis lower triangular, note that L-l is also of the same form. 
Defining 
yields 
-1 -1 T 2 E[L (y - Xa)(L (y - Xa))] = a I 
** which means that X. , the i'th element of L-1(y - Xa), 
2 
constant variance a 
l 
an orthogonal sequence with 
x~ 
l 
i A p A 
- 2 {3 • . (y . - }: a.. X .k) where {3 . . j=l lJ J k=l K J lJ ,j=l, ... ,i, are 
(6.4.4) 
is a member of 
From {6.4.4) 
constants which 
can be determined. Since Gram-Schmidt orthonormalization is 
essentially unique 
x~ = x~ 
1 1 
i=l, ... ,n. 
Thus equation (6.4.3d) can be used to determine L-1 (y - Xa) once a is 
known, this equation relies on the estimates obtained from the Kalman 
Filter. 
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The estimate of a can be found by GLS. To do this 
L_l -1 -1 y.L x1 ..... L XP. where Xi is the i'th column of X. need to be 
computed. Referring to equation {6 .. 4.3d) if the z. 
l 
is split into 
components 
p 
zi = zOi -k~1~2ki 
it can be rewritten as 
This is linear in z 0 i li-l' ... • zpi li-l" Making similar substitutions 
into the remaining equations in (6.4.3) it can also be seen that they 
are l i near in z 0 . I . , . . . . z . I . and z 0 . I . 1 . . . . . z . I . 1 . The equa ti ans l l pl l l 1- pl 1-
for the filtered and predicted covariances remain the same. Thus the 
Kalman Filter can be used to obtain z .. I . . z .. I . 1 . S. I . . S. I . 1 and Jl l Jl 1- l l l 1-
* Xji where zjl I l = 0 and s1 I l = 0 are obtained from (6.2.16). This 
leads to p+l Kalman Filter recursions being used to form 
where x0 = y. The required recursions are 
z .. l. 1 = T.z .. 11· 1 Jl 1- 1 Jl- 1-
and 
T -s . I . 1 = T. s. 1 I . lT. + 0. 1 1- l 1- 1- 1 1 
T 
di= e1Sili-lel + 1 
* T I X . . = ( X . . - e 1 z . . 1• • 1 ) / va . Jl Jl Jl 1- 1 
T 
zJ· 1· I 1· = z .. 1 · 1 + S. 1 · lel (X.. - elz .. 1 · 1 )/d. Jl 1- 1 1- Jl Jl 1- l 
T -1 
S. I . = S. 1 · 1 - S. 1 · lele1S. 1 · 1 ( d.) l l l 1- l 1- l 1- 1 
j=O, .... p. i=l .... ,n. 
-2 -2 
Here S. I · 1 = a Cov( z. 1 . 1) and S. I · = a Cov( z. I . ) . l 1- l 1- l 1 l 1 
{6.4.5a) 
{6.4.5b) 
(6.4.5c) 
(6.4.5d) 
(6.4.5e) 
(6.4.5f) 
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Now 
-1 but L is lower triangular and has along its diagonal the elements 
( 1/v'd. ) hence 
l 
n 
IA I = II d .. 
. 1 l l= 
The quantity a can be found by minimizing 
(6.4.6) 
This is now a linear least squares problem whose solution can be found 
efficiently by premultiplying (6.4.6) by an orthogonal matrix 
is chosen to transform L-lX into the upper 
triangular matrix R. Since the 2 norm is unaffected by orthogonal 
transformations 
which gives 
a= arg min 
a 
A T-
Ra = Qlyl 
-1 is the first p elements of L y and y2 is the remaining n-p 
where y 1 
elements -1 of L y. The quantity a then can be obtained by back 
subs ti tut ion. Also the residual sum of squares (RSS) is equal to 
T- 2 11 ~y2 11 2 . Hence 
"2 
a = RSS/n. (6.4.7) 
A first estimate z. I· of z. 
l l l 
in (6.2.17b) is 
(6.4.8) 
A 
This leaves the calculation of the point estimate f(t) which is 
(6.4.9) 
Here it is assumed that the estimates for a, the initial estimates of 
the states z z 1· 1 n and 1· ts associated covariance S. I· i' iii '= ..... ' l 1 
have been obtained as well as z. l I· and its associated 
1+ 1 
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covariance 
S. ll·· 1bese estimates of z. aren't based on all of the available 1+ 1 1 
data. 1bis can rectified by using the RTS Smoother ((3.3.4)-(3.3.6)) 
which for the state space formulation (6.2.17) is 
where 
k=n, ... , 1. 
(6.4. lOa) 
(6.4.lOb) 
(6. 4. 10c) 
1be initial conditions which start the algorithm, z I and SI , are 
n n n n 
obtained after (6.4.5) has been run. Also wanted are estimates of z(t) 
at points other than t. based on all of the available data. 1be 
1 
Interpolation Smoother ((3.4.1)-(3.4.3)) provides these estimates. For 
the state space formulation (6.2.17) for ti-l~t~ti they are 
where 
and 
z( t In) 
S( t In) 
A(t.,t) 
l 
= T ( t, t . l) z. l I . l + A( t . , t) ( z. I - z. I . l) 1- 1- 1- 1 1 n 1 1-
T 
= O(t,t. 1) + T(t,t. 1)S. ll· 1T(t,t. 1) 1- 1- 1- 1- 1-
T 
- A( t. , t) {S. I . l - S. I . )A( t. , t) l l 1- l l l 
T -1 
= [T( t' t. 1 )S. 1 1 · lT. + re t. 't) JS. I . 1 1- 1- 1- l l 1 1-
- T f(t.,t) = O(t,t. 1)T(t.,t) . 1 1- l 
(6.4.lla) 
(6.4.llb) 
(6.4.llc) 
(6.4.lld) 
1bis reduces to the RTS Smoother when t=t .. 1be estimate of f(t), say 
l 
"' f{t), based on all of the data can be found. Fort. 1<t<t., i=2, ... ,n, 1- - - l 
it is, 
"' T "' T f(t) = e 1T(t,t1)a + e 1z(tln). (6.4.12a) 
For t<t 1 
f(t) 
which gives 
as the estimate of f(t) based on all of the data. For t)t 
n 
f(t) T - e 1x(t) 
T 
- e 1[T(t,t 1)a + z(t)] 
T T 
- e 1T(t,t1)a + e 1[T(t,tn)z(tn) 
which yields 
A T A T 
f{t) = e 1T(t,t1)a + e 1T{t,tn)znln 
+ u{t,t )] 
n 
as the estimate of f(t) based on all of the data. 
A 
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(6.4.12b) 
(6. 4. 12c) 
In the next section the continuity properties of f(t) will be 
investigated. 
6.5 Smoothness properties. 
A +A 
If f(t) given by (6.4.12) satisfies LL f(t) = 0 and has (2p-2) 
continuous derivatives at the knot points then it corresponds to an Lg 
A 
Smoothing Spline. Since f(t) is a function of the elements of z(tln) 
it makes sense to investigate the smoothness properties of this 
A 
quantity. For f(t) to possess (2p-2) continuous derivatives at the 
data points, z(tln) has to possess (p-1) continuous derivatives at the 
knot points because of the structure imposed by the matrix companion 
form of (6.2.1). The following lemma provides the result necessary for 
f(t), given by (6.4.12), to possess (2p-2) continuous derivatives at 
the knot points. 
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LEMMA 6.5.1 The first (p-1) derivatives of z{t In), given by 
(6.4.11), are continuous at the data points. 
PR(X)F. Differentiating (6.4.lla) ,for ti-l~t~ti, gives 
ddtz(t In) = MT(t, t. l)z. 1 I· 1 + ddtA(t., t)(z. I - z. I. 1) 1- 1- 1- 1 1 n 1 1-
(6.5.1) 
where f(t.,t) in the definition of A(t.,t) is rewritten as 
l l 
t TT 
f(t.,t) = J>..J T(t,s)e e T. ds; 
l t p p l 
i-1 
d T d -1 
dtA(t .. t){MT(t, t. l)S. 11 · lT. + dtf(t .. t)}S. I. 1 l 1- 1- 1- l l l 1- (6.5.2) 
and 
d 
dtf(t 1.,t) = Mf{t.,t) + Ae e T(t.,t) l p p l (6.5.3) 
which are obtained by differentiating (6.4. llb) and (6.4. llc) 
respectively. Substituting (6.5.2) and (6.5.3) into (6.5.1) and 
rearranging gives 
d I I T T -1 
dtz(t n) = Mz{t n) + Ae e T(t.,t) S. I· 1(z. I - z. I· 1). pp 1 1 1- 1 n 1 1-
(6.5.4) 
As a consequence the states z(tln) between the two data points 
have the same smoothness as the solution to the homogeneous 
differential equation. From this observation it follows that the 
states evaluated at the data points, t., i=l, ... ,n, are of most 
l 
interest in determining the smoothness of z(tln). 
Let Dj be the jump in the j'th derivative of z(tln) at the 
point t .. Then 
l 
1 d + I D = dtz(ti n) 
2.. T T -1 -1 
= a-1\e e [T. 1s.+1 I .(z. l I - z.+1 1.) - S. I. 1(z. I - z.,. 1)]. pp 1+ 1 1 1+ n 1 1 1 1- 1 n 111-
(6.5.5) 
Continuity of ~tz(tln) at t=ti requires that D1::0. Substituting 
t=t. into (6.4.lla) and rearranging provides 
1 
T -1 -1 
T. ls. 11-Cz. 11 - 2 ·+11·) = S.l.(z.l - 2 ·1·). 1 + 1 + 1 1 + n 1 1 1 1 . 1 n 1 1 
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(6.5.6) 
Using the matrix inversion lemma on S. I. defined by (6.4.3f) 
1 1 
produces the following result 
-1 -1 T 
sili = sili-1 + elel. (5 . 5 . 7 ) 
Substituting (6.5.6) into (6.5.5) gives 
1 T -1 -1 
D = Ae e [S. I . ( z. I - z. I . ) - S. I . 1 ( z. I - z. I . 1)]. pp 1 1 1 n 1 1 1 1- 1 n 1 1-
(6.5.8) 
From the Kalman Filter (6.4.3) 
T 
z. I . = z. I . 1 + S. I . lel (y. - elz. 1 · 1 )/d. 1 1 1 1- 1 1- 1 1 1- 1 
where 
T T 
= -Ae e e 1(y. - e 1z. I ). p p 1 1 n 
Since e!e1 = 0, D1= 0, that is the first derivative of z(tln) is 
continuous at the data points. 
This result can be extended to higher derivatives. The first 
occurrence of discontinuity wi 11 appear in differentiating the 
term involving eTT(t.,t)T in (6.5.4). The successive derivatives p 1 
of T(t.,t) can be represented by 
1 
dj 
-.T(t., t) = T(t., t)P .(M) 
dtJ 1 1 J 
where the P. satisfy the recurrence 
J 
(6.5.9) 
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j=l,2, ..... (6.5.10) 
Parallelling the argument in the preceeding paragraph provides 
the result that the first k derivatives of z(tln) are continuous 
at t. provided 
l 
T T 
e P. 1(M) e 1 = 0, p J- j=l, .... k. (6.5.11) 
Suppose that the T vectors Pj_1 (M) e 1 , j=l, ... ,p, are linearly 
independent. At most the first (p-1) derivatives can be 
continuous. The p'th derivative being continuous is equivalent to 
the {p+l) · th vector being orthogonal to p linearly independent 
vectors which leads to a contradiction. The matrix P.(M) can be 
l 
written as 
0 o I 
T 
a .. 
11 
I . p-1 
~ 
. 2. 12) 
where the a .. are functions of the coefficients in L. Clearly lJ 
T T 
e P. (M) e 1 - 0, i::O •.... p-2, p l 
= 1. i=p-1 
which makes z(tln) together with its first (p-1) derivatives 
continuous at the data points. 
QED . 
LEMMA 6.5.2 The curve (6.4.12) is indeed an Lg Smoothing Spine . 
A 
PROOF. For the curve f(t) given by (6.4.12) to be an Lg Smoo t h i ng 
Spline we must show that 
+ A 
L Lf(t) ::0, 
where L+ is the formal adjoint of L. From equation (6.5 . 4) we 
have that the data points z(tln) have the same smoothness 
94 . 
properties as the solutions to the homogeneous differencial 
equation (6.2.6). Hence 
A T T -1 
Lf ( t) = e T( t. , t) S. I . 1 ( z. I - z. I . 1) p 1 1 1- 1 n 1 1-
T T 
= e T(t.,t) d. p l 
But it is immediately verified that 
+ A + T T 
L Lf(t) =Le T(t.,t) d = 0 p l 
for every d. This derivation is essentially that found in Kohn 
and Ansley (1983). 
A 
As a consequence of LEMMA 6.5.1 f(t) has (2p-2) continuous 
derivatives at the lmot points. All that remains to do is to 
check the boundary conditions and give an explicit form for the 
jump in the {2p-l)'th derivative of f{t). By LEMMA 6.5.1 eiz{tln) 
together with its first (2p-2) derivatives are continuous. Now 
~o-1 T T T 
1r = -Ae e P 1{M) e 1{y. - e 1z. I ) pp p- 1 1 n 
T 
= -Ae {y. - e 1z. I ) p 1 1 n 
which gives 
d2p-1 +I d2p-1 - T 
~ 2 _1{z1(t. n)) - ~2p 1(z1{t. In))= -A{y . - e 1z. I ) (6.5.13) dt P 1 dt - 1 1 1 n 
A 
as the jump in the {2p-l)th derivative in f{t) given by {6.4.12). 
We now check the boundary conditions. For t<t1 
A T A 
f{t) = e 1T(t,t1)a. 
Now, 
but 
where T{t,t1) is the fundamental matrix solution to 
• 
z{t) = Mz 
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which can be written as 
that is 
Similarly 
hence the natural boundary conditions are satisfied. 
QED. 
As noted earlier the polynomial Smoothing Spline is obtained by 
modelling the signal by the stochastic differential equation 
~ A dw 
OVAdt • 
This is a subcase of {6.1.4) so all the results obtained in this 
chapter also apply for this subcase. 
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aIAPTER 7 
011IER SfCXlIASTIC APPROACHES TO LG SMCXJfHING SPLINES 
7.1 Introduction. 
Reinsch's (1967) algorithm is the main algorithm used to 
construct smoothing splines. For completeness a stochastic derivation 
of Reinsch· s algorithm wi 11 be given for the more general model 
considered here. The argument which uses an application of the 
Projection Theorem (THEOREM 2.1.1) is a generalization of that given 
by Kohn and Ansley (1987) and is based on Osborne and Prvan (1987a) . 
An estimate of the condition number for the usual implementation of 
the Reinsch algorithm will be included. De Hoag and Hutchinson (1987) 
suggested an alternative implementation of the Reinsch algorithm and 
this was noted also in Osborne and Prvan (1987a). A brief outline of 
it will be given together with an estimate of the condition number for 
this implementation. 
Other approaches to Lg Smoothing Splines differ from the approach 
outlined in the previous chapter by assuming a diffuse prior on 
the vector of initial conditions on 
Lx _ .. A dw ( t ) 
- OV/\dt . 
That is, they set x(t1) - N(0.~
2I) and let 
(7.1.1) 
2 ~ -+ co. Infinite covariance 
corresponds to lack of information about x(t 1). These approaches are 
related to the work done by Harvey and Phillips (1979), Weinert, Byrd 
and Sidhu (1980), Ansley and Kohn {1985), (1986) and Kohn and Ansley 
( 1987). 
Harvey and Phillips (1979) work explicitly with the diffuse 
prior. Osborne and Prvan (1987a) show that S I is bounded as ~2-+ 00 pp 
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provided 
dim{v .. v.= T(t. ,t1)Th, i=l, ... ,k} = k, k=l, ... ,p. 1 1 1 (7.1.2) 
This result makes it possible to initialize the Kalman Filter at t=t p 
instead of t=t1 . The estimate x(tln), t~tp, is computed in the usual 
way. A smoothing step is required to compute x(tln) for t<t. Weinert, p 
Byrd and Sidhu ( 1980) also initialize the Kalman Fi 1 ter at t=t . p 
Letting f(t.) = µ.(f) in DEFN 6.1.1, their assumption that the first p 
1 1 
functionals µ 1 , ... ,µp are linearly independent over H, the Hilbert 
Space of functions f(t) whose p'th derivatives are square integrable, 
permits them to initialize the Kalman Filter in this way. Here it will 
be shown that working with condition (7 .1.2) the same algorithm as 
that of Weinert, Byrd and Sidhu is obtained. Ansley and Kohn (1985) 
find Wienert, Byrd and Sidhu' s condition of the first p functionals 
µ 1 , ... ,µp being linearly independent too restrictive. They obtain a 
more complicated algorithm by removing this condition. Ansley and Kohn 
(1986) show that the output from their more complicated algorithm is 
equivalent to that of Weinert, Byrd and Sidhu when the linear 
independence conditions holds. 
7.2 Stochastic derivation of the generalized Reinsch algorithm. 
Reinsch's {1967) algebraic derivation of his algorithm was 
outlined in CHAPTER 1. Here an alternative derivation of his algorithm 
will be given based on the stochastic model developed in CHAPTER 6 . 
Our attention is restricted to the equations (6.2.5) and (6.2.13). The 
following argument is a generalization of that given in Kohn and 
Ansley ( 1987). 
Substituting t 1=ti into (6.2.5) gives 
t 
x(t) = T(t,t.)x(t.) + J T(t,s)e g{s)ds. 
l l t. p 
l 
The observation equation is 
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{7.2.la) 
T 
y. = e 1x( t.) + e. {7. 2. lb) l l l 
where e. - N{O,a2 ) and is independent of the integral term in 
l 
(7.2.la). The following is proposed as a basis for the p-dimensional 
. . { )T vector space conta1n1ng x t , 
T T T 
e 1 , e 1T{ t. 1 , t.), ... , e1T{ t. 1 , t.). 1+ l 1+p- l 
We can choose 
Ar= [Ari·· ... Arp+l] {7.2.2a) 
such that 
p+l T 
1 A'f!.e1T{t .. 1,t.) = 0 {7.2.2b) . l lJ l+J- 1 J= 
since eT1T{t. ,t.) must be a linear combination of the proposed basis, 1+p l 
moreover we can choose the coefficients such that 
p+l 
2 I A'f! . I = 1. 
. 1 lJ J= 
The following error contrasts are defined, 
z. - A'f!y. = A'f!f{t.) + A'f!e., i=l, ... ,n. 
l l l l l l l 
Now 
P PT A.f(t.) = A.e1x{t.) l l 1 l 
p+l T 
= 1 A'f! .e1x(t .. 1) . l lJ l+J-J= 
{7.2.2c) 
{7.2.3) 
p+l T 
= 2 {A'f!.e1T{t .. 1.t.)x(t.) . 1 lJ l+J- 1 1 
t. . 1 T i+J-
+ A'f! .~e1 J T{t .. 1.s)e g{s)ds} lJ l+J- p 
t. J= 
l 
{by (7.2.1)) 
p+l T ti+j-1 
=1~A'f!.e1 J T(t .. 1.s)eg{s)ds lJ l+J- p j=l t. 
l 
{7.2.4) 
{by {7.2.2b)) 
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which is independent of x(t.). 
l 
Thus the error contrasts are 
independent of the x( t.) and hence of the particular model of the 
1 
initial conditions. The best estimate£ of the signal given the data 
is obtained by subtracting the best estimate of c given the data from 
y. The independent information is given by the error contrasts so 
that, by the Projection Theorem, 
"' -1 f = y - cov{c,z}var{z} z (7.2.5) 
and this must correspond to the values of the Lg Smoothing Spline 
calculated at the data points. A detailed verification is given by 
Kohn and Ansley (1987) for the cubic polynomial smoothing spline case. 
To facilitate evaluating the quantities in (7.2.5) equation (7.2.4) is 
written in matrix form. Now 
z = ov'Aq + Jc (7.2.6) 
n n~ p 
where J:(R ~ IR is an upper triangular matrix formed from the A. 
1 
shifted so that Jii = Arl and q E !Rn is defined by (7 .2.4) and has 
components defined by 
Thus 
and 
p+l T 
q. = 2: A~.el 
1 . l lJ J= 
t. . 1 l+J-
f T(t .. 1 ,t.)e l+J- l p 
t. 
l 
cov{c,z} - E{czT} 
- E{c(ov'Aq + Jc)T} 
- E{ccTJT} 
= 0 2JT 
dw 
ds ds. (7.2.7) 
( because c is independent of q) 
(7.2.8) 
var{z} - E{zzT} 
= E{(ov'Aq + Jc)(ov'Aq + Jc)T} 
2.._ T 2 T 
= a-AE{qq} + a JJ. (7.2.9) 
\ 
I 
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Define 
T V = E{ qq } . 
There can be a contribution to E{qqT} only when the intervals of 
integration in (7.2.7) overlap and in fact Vis a 2p-1 banded matrix. 
This can be seen from the following example. 
f:XAMPIB, .2.1 Let p=2 and M = e2e~ in the underlying stochastic 
differential equation (6.2.1) generating the state equation. Then 
the state transition matrix is 
T(t,t.) = 
l [ 0
1 ( t-1 t 1· ) ] • 
Without loss of generality assume the data points are evenly 
spaced. Set 
h = ti+l - ti, 
then condition (7.2.2b) yields 
2 2 2 Ail= 0.25, Ai 2 = -0.5, Ai3 - 0.25, i=l, ... ,n. 
From (7.2.7) we have that 
t. 1 T i+ T 
qi - -0.5xe1 f T(ti+l's)e2 dw(s) + 0.25xe1 t. 
l 
t. 1 1+ ti+2 
- -0.5x f {ti+l - s) dw{s) + 0.25x 
t. 
f (ti+2 
t. 
- s) dw{ s). 
1 
Looking at the following, 
tj+l 
E{q.q.} = E{( f-0.5x(t. l J l J+ t . 
J 
ti+l 
( f-0.5x(t. 1 1+ t. 
1 
1 
t. 2 J+ 
- s) dw(s) + f 0 . 25x(t. 2 - s) dw(s))x J+ t . 
J 
t. 2 1+ 
- s) dw{s) + f 0.25x(ti+2-s) 
t. 
l 
dw{s))} 
t j+l 
- E{ 0.25xf (tj+l - s)dw(s) 
t . 
J 
tj+l 
E{-0.125xf (t. 1 - s)dw(s) J+ t . 
J 
t. 2 J+ 
E{-0.125xf (t. 2 - s)dw{s) J+ t . 
J 
t. 2 J+ 
E{0.0625xf (t.+2 - s)dw{s) t . J 
J 
t. 1 1+ 
f (ti+l - s)dw(s)} + 
t. 
l 
ti+2 
f (t. 2 - s)dw(s)} + 1+ 
t. 
l 
ti+l 
f (ti+l - s)dw(s)} + 
t. 
l 
ti+2 
f (t.+2 - s)dw(s)}. t. l 
l 
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For this to be non zero the limits of integration in at least one 
of the four expectations have to overlap. There are three ways of 
achieving this, i=j, i=j-1 or i=j+l. Thus Vis a 3 banded matrix. 
This example can be extended to show for general p that Vis a 2p-1 
banded matrix. 
We will now proceed to estimate the condition number for the 
usual implementation of this algorithm. The smoothed estimates are 
"' 2 T 2- 2 T -1 f = y' - a J (a-~V + a JJ) Jy 
since 
z = Jy 
using (7.2.3). The quantity 
var(z) = (a~V + a 2JJT) 
in standard implementations of the Reinsch algorithm (for example 
de Boor (1978)) appears to be constructed and factorized explicitly. 
Osborne and Prvan {1987a) consider this to be the obvious quantity to 
use in attaching a condition number to this method. The condition 
number for any matrix A when the Euclidean norm is being used in the 
perturbation analysis is 
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where an{A) is the largest singular value of A and a 1 {A) is the 
smallest singular value of A. If A is a syrrunetric matrix the Rayleigh 
quotient can be employed to obtain estimates of the extreme 
eigenvalues and eigenvectors of A. The Rayleigh quotient for A is 
xTAx 
RQ(x) - T 
xx 
(this result can be found in Golub and Van Loan (1983)). 
To estimate the condition number of var{z} the quantities V and 
JJT have to be investigated. It is worthwhile noting here that the 
2p-1 banded matrix Vis composed of elements of the form 
T 
e O(t+c5.t)e1 . 
Some information about the eigenvalues of O(t+o.t). given by (6.2.11). 
in the limit as c5 ~ 0 will prove useful. Expanding T{t+o.t) in 
(6.2.11) using (6.5.9) and (6.5.10) gives 
2.. t+o {s - (t+o))i+j T T 
0( t+o. t) = a-l\ J }: . 1 • 1 P. (M) e e P . (M) ds . 
. . 1.J. 1 PPJ 
t l.J 
Since the successive powers of c5 are incommensurable as c5 ~ O. using 
result (6.5.11) (where k=p) in the calculation of the Rayleigh 
quotient of O{t+o.t) gives the largest eigenvalue being O(Ao) with its 
associated eigenvector tending to e as o ~ 0 and p the smallest 
eigenvalue being 0(Ao2p-l) with its associated eigenvalue tending to 
T 
e 1 as o ~ 0. Since Vis composed of elements of the form e 1n(t+o.t)e1 
by the above discussion these elements are 0(Ao2p-l) since e 1 in the 
limit is the eigenvector associated with the smallest eigenvalue of 
2p-l-O(t+o,t). The matrix V can be written more conveniently as V = AO V 
where V is an appropriately scaled matrix. We now investigate JJT. 
There is a strong analogy betwetn 
p+l T 
}: A~ . e 1T ( t . . l , t . ) - 0 . l lJ l+J- 1 J= 
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satisfying (7.2.2c) and the definition of divided differences (this 
can be found in any elementary Numerical Analysis text book, for 
example, Conte and de Boor (1980)). Let D:ffiP-+ ffip be nonsingular then 
T T 
~(t) = e 1T(t,t1)D 
is a vector of linearly independent functions which are sent to zero 
by Ar. i=l, ... ,n-p. The values of \fl(t) at t 1 , ... ,tp, span the null 
T 
space of J J. As a consequence any sufficiently smooth function m(t) 
can be written as 
p 
m{t) = 1 f.~(t.) + R(t) 
. l 1 1 l= 
where f. E ffi, i=l ..... p. are constants and R{t) is a remainder term. 
l 
Using this it can be shown that 
p+l p p 
z A .. m{t .. 1) = O{c5) (9.2.1) . l lJ l+J-J= 
(see Householder {1953)). Thus JTJ has an eigenvalue which is O{c52p). 
This can be seen by using the Rayleigh quotient. The argument must 
allow for zero modes, and then use sample values of a smooth function 
to generate the estimate. It follows from the singular value 
T decomposition of J that the singular values of J J are the non zero 
singular values of JJT. Consequently the Rayleigh quotient of var{z} 
can be made as small as max{Ac52p-l.c52p}. Worked examples show that the 
correct order is 0{Ac52p-l). This is expected because if Vin equation 
(7.2.10) has positive elements its contributions to the Rayleigh 
quotient . wi 11 be small for the highly fluctuating eigenvectors of 
var{z}. These arguments give 0(1) contributions from JJT when m{t) is 
varying rapidly and are not relevent in estimating small eigenvalues . 
The above argument indicates that the condition number of the Reinsch 
algorithm in its usual implementation is given by 
-2p+l -1 
cond{var{z}} = O{c5 A ). 
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De Hoag and Hutchinson ( 1987) suggested an alternative 
implementation of the Reinsch algorithm which was also suggested by 
Osborne and Prvan ( 1987a). It is based on interpreting 
-1 
cov{t,z}var(z) J as the top left hand corner of a projection matrix 
which can be computed using the orthogonal transformation determined 
by the QR factorization of 
Recollecting that 
A T T -1 
f = y - J (AV+ JJ) Jy 
where J is the upper triangular matrix defined after equation (7.2.6), 
and Vis a 2p-1 banded matrix given by (7.2.10) and (7.2.7). This can 
be rewritten as 
where 
T f - y - J C 
T {AV+ JJ )c = Jy. 
(7. 2. 10a) 
(7.2.lOb) 
Equation (7 .2. lOb) is just the normal equation associated with the 
Linear Least Squares problem which can be solved by orthogonal 
transformations. Hutchinson and de Hoog {1985) showed how the 2p-1 
banded matrix V could be decomposed 
in O{n) operations. Thus the square 
reducing 
T 
as LL by a Cholesky decomposition 
T 
root of (AV+ JJ) can be found by 
by a series of orthogonal transformations. The quantity R € IRnxn is 
upper triangular. The same transformations are applied to Jy. Backward 
and forward subsitution can ther. b~ used to determine the vector c and 
A 
then the estimate f can be formed. De Hoag and Hutchinson {1987) show 
how the trace of the influence matrix needed for GCV can be found in 
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O{n) operations. 
A condition number can be readily attached to this method. The 
observation that equation 17.2.lOb) is the normal equation associated 
with the Linear Least Squares problem suggests how to do this. The 
quantity {7 .2. lOa) is the residual in the least squares problem. 
THEOREM 1 in Appendix 3 gives the perturbation result for the residual 
as being 
A 
II £ - £ II~ 
II£ II ~ €(1 + 2cond(JT)min{l.n-p} + (~). 
From earlier work we have that 
hence 
T -p 
cond(J) = O(o ). 
This supports the claim by de Hoag and Hutchinson ( 1987) that this 
approach is more numerically stable than the usual implementation of 
the Reinsch algorithm. They only supported this claim with numerical 
results. 
7.3 Working explicitly with the diffuse prior. 
Harvey and Phillips (1979) cast the regression model with 
autoregressive-moving average disturbances in a form suitable for the 
Kalman Filter. They calculated the generalized least squares estimator 
using the Kalman Filter as a computational tool which circumvented 
calculating and factorizing the covariance matrix of disturbances. It 
also provided an O(n) algorithm. 
Their approach can be used for Lg Smoothing Splines. We work with 
the following state space formulation which was obtained in 
Section 6.2, 
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X. = T.x. l + u. (7 . 3 .la) l l 1- l 
T 
i=l ..... n. (7.3 .lb ) y, = elxi + c .. l l 
We now assume that ~ has a diffuse prior. that is sett i ng 
x1 - N(o.~
2I) and letting ~2-+m. Harvey and Phillips work explicit l y 
with s1 10= ~
2
I. They advocate ~2= 106 as a suitable choice. We are no 
longer estimating x( t 1 ) = a as in aIAPTER 6. This means that the 
likelihood attached to the state space fornrula.tion (7. 3.1) when it is 
written in matrix form is different. This will be seen in the 
following paragraph. 
and 
where 
Here (7.3.1) will be written in matrix form. Let 
T 
Y = [y 1 · · · · · Y n] 
then (7.2.1) can be written as 
y = v. (7.3 . 2) 
The covariance of vis Vandis of the form a 2A as in section 6 .3 . 
Since c. and x. have known distributions a likelihood can be a ttached l l 
to (7.3.2). The likelihood is 
2 -1 T 
l = l(a2,AIY) = [(2ITa2)n/21All/2]-le-{2a) Y Ay_ (7.3.3) 
The log likelihood is 
~ = ~(a2 .AIY) = canst - (n/2)log(a2) - {l/2)log(IAI) - (2a2)-1Q 
(7 .3.4) 
where 
T Q = y Ay. 
2 Maximizing (7 .3.4) over a gives 
2 
a = (1/n)Q. 
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Substituting this into (7.3.4) after absorbing all the constants 
yields 
~*c~IY) = canst - (n/2)log(Q) - (1/2)log( IAI). (7.3.5) 
Again let L be the Cholesky factor of A. As in section 6.3 L-ly and 
IAI can be obtained from the Kalman Filter with an equation appended. 
The following Kalman Filter is used 
i=l, ... ,n. 
(7.3.6a) 
(7.3.6b) 
(7.3.6c) 
(7.3.6d) 
(7.3.6e) 
(7.3.6f) 
The sequence {X~} supplies the i'th element of L-1e. The recursion is 
l 
initiated with x 1 jo = 0 and s1 lo = -Y2 I, where -Y2 is chosen to be 
large. It will be shown in the next section that after p steps of the 
Kalman Filter the influence of the diffuse prior has vanished. It is 
necessary to exclude the estimates obtained from the first p-1 steps 
of the Kalman Filter from the likelihood calculation since they are 
sensitive to the arbitrary starting value for -Y2I. The following 
partial log likelihood is advocated for determining the optimal~ by 
any standard non linear optimization technique 
n 
= canst - [(n-p)/2]log(Q) - (1/2) I log(d.) P . l 
where 
Q = p 
Note that for each value of 
-1 n * 2 (n-p) I (X.) . 
. l i=p 
l=p 
~ the Kalman Filter has to be run. Once 
the optimal~ has been determined the RTS Smoother ((3.3.4)-(3.3.6)) 
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and Interpolating Smoother ((3.4.1)-(3.4.3)) are applied to obtain 
x(tln). The curve being fitted is 
T 
e 1 T { t ' t 1 ) xl In ,t<tl 
"' 
eixC t In) f{t) - ,t1~t~tn (7.3.7) 
T 
' t) t . e 1 T{ t, t )x I n n n n 
Similar arguments to those given in Section 6.5 will show that the 
curve is a natural Lg Smoothing Spline with (2p-2) continuous 
derivatives at the data points. 
The major disadvantage with initializing the Kalman Filter with 
that this may lead to numerical stabi 1 i ty problems. 
Harvey and Phillips {1979) report that they have not experienced this 
difficulty. Numerical results comparing the estimates obtained by 
. 
Wecker and Ansley's ( 1983) approach with those obtained from the 
method outlined in this section agree to 4 significant figures when 
2 t~tp and then improve dramatically even for~ as small as 10 000. 
7.4 An alternative derivation of Weinert, Byrd and Sidhu's Lg 
Smoothing Spline. 
The following state space formulation is being considered 
T y. - h x. + E.. 
l l l 
(7.4.la) 
x. = T.x. l + u. l l 1- l (7.4. l b) 
where h, x.' l u. € ffiP. E.., y. € ffi and T.€ ffipxp_ The term E.. is normally l l l l l 
distributed with zero mean and variance a2 . The term u. is normally 
l 
distributed with zero mean and covariance given by 
t. 
l 
n. = cov(u.) = aJ'A J 
l l 
• 
.... . 1 1-
T T T{t. ,s)bb T(t .. s) ds 
l l 
(7.4.2) 
where b € rnP. Note that this is a slight generalization of the s t a t e 
space formulation (7 .1.3) previously used. In the next chapter the 
curves that this particular formulation produces will be examined. 
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Osborne and Prvan ( 1987a) proved the fol lowing theorem which 
Ansley and Kohn (1985) also established. 'Ibis theorem is pivotal to an 
alternative derivation of Weinert, Byrd and Sidhu's (1980) Lg 
Smoothing Sp! ine which circumvents using Reproducing Kernel Hilbert 
Spaces. 
11IEOREM 7.4.1 For the state space formulation (7.4.1) with 
x 1 - N(o.~
2), SPIP is bounded as ~2-+ oo provided 
dim{v., v. = T{t.,t1)h, i=l, ... ,k} = k, k=l, ... ,p. l l l (7.4.2b) 
PR(X)F. We are interested in the Kalman Filter recursions for the 
covariances. For the state space formulation (7.4.1) they are 
T 
Sklk-1 = Tk~-llk-lTk + ~ 
T 2 
dk = h ~lk-lh + a 
T -1 
~lk = 8klk-1 - <~lk-lhh ~lk-l){dk ). 
k=l, ... , n. 
From our assumption about x 1 we have that 
2 
S11o=~I. 
1ne first iteration of (7.4.3) yields 
?~ T 2 d 1 = ~n h + a 
and 
(7.4.3a) 
(7.4.3b) 
(7.4.3c) 
(7.4.4) 
To be consistent with the notation employed in Osborne and Prvan 
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(1987a) this orthogonal projection is denoted by Q1 . Also let 
•1 = v1 = h (7.4.5a) 
so that 
T 
•1•1 
Ql - T 
•1•1 (7.4.5b) 
Define 
T 
•1•1 
Rl 2 = a ( T )2 
•1"'1 
(7.4.Sc) 
then (7.4.4) can be written as 
2 T -2 Sljl = T(t1,t1)[, (I - Q1) + R1JT(t1,t1) + 0(, ). (7.4.6) 
We now execute the second iteration. Equation (7.4.3a) becomes 
which after setting 
becomes 
2 T -2 s2 11 = T(t2 ,t1)[, (I - Q1) + E2JT(t2 .t1) + 0(, ). 
Equation (7.4.3b) for k=2 after substituting for s
2
1
1 
is up to 
-2 0(, ) terms 
T 2 T 2 d2 = h T(t2 ,t1)[, (I - Q1) + E2]T(t2 .t1) h +a. 
Setting 
this expression simplifies to 
T 2 2 d2 = v2[, (I - Q1) + E2Jv2 +a. 
-2 Equation (7.4.3c) up to 0(, ) terms becomes 
2 S2l2 = T(t2.tl)[, (I - Ql) + E2 -
2 2 T (, (I - Ql)v2 + E2v2)(, (I - Ql)v2 + E2v2) T 
T 2 2 ]T(t2,tl) · 
v2[, (I - Q1) + E2Jv2 + a 
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Define 
then the above expression simplifies to 
Defining 
-2 this simplifies to the following expression (up to 0(, ) terms) 
2 T s2 12 = T(t2 ,t1)[, (I - ~) + R2 JT(t2 ,t1) 
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where 
It is also worthwhile noting that 
and 
In general we need to show that for k~p. (up to first order 
terms) 
(7.4.7) 
where~ is 0(1) and Qk is the orthogonal projection of rank k 
defined by 
(7.4.8) 
Tilis result has been shown to be true when k=l and k=2. Tile proof 
of (7.4.7) is by induction. Assume that the result holds for the 
first k steps. it is necessary to verify the result for the 
{k+l)'st step based on (7.4.7). Let 
so that 
T 
wkwk 
Qk = Qk-1 + T 
wkwk 
Substituting (7.4.7) into (7.4.3c) gives 
obtaining s2 12 simplifies to 
2 T 
~lk = T{tk,tl){, (I - Qk) + ~}T(tk.tl) 
(7.4.Sa) 
(7.4.9) 
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where, up to terms of -2 0(, ). 
T T T 
wkvk wkvk 
)T 
wkwk 
~= 
(I - T )~(I - T 2 + a ( T )2. 
wkwk wkwk wkwk 
(7.4.10) 
The term ~ is 0(1) and is positive definite if ~ is. 
Substituting (7.4.9) into (7.4.3a.) gives 
T 
~+llk = T(tk+l'tk)~lkT{tk+l'tk) + O(tk+l'tk) 
2 -1 -T 
= T{tk+l'tl){, (I - Qk) + ~ + T(tk+l'tl) ~+lT(tk+l'tl) } 
where 
-1 -T 
~+l = ~ + T(tk+l'tl) ~+lT(tk+l'tl) 
t 
2 k+l T T 
=~+a ../1'. J T(t 1 ,s)bb T(t 1 ,s) ds 
tk 
T 
x T ( tk+ l . t l ) 
which shows that the result holds for the (k+l)st step so the 
induction has been established. Now after p steps Qp = I so 
I - QP = 0 and 
T S I = T(t ,tl)R T{t ,tl) = 0(1). pp p p p 
This is the desired result. 
QED. 
It is necessary to obtain x I and S I to initialize the Kalman pp pp 
Filter at t=t . Once these quantities have been found the smoothed p 
estimate xiln' i~p. and its associated covariance can be computed in 
the usual way using the RTS Smoother. Modifications are necessary in 
computing these quantities when i(p. 
First of all the lim ~lk for k~p will be found. For reference 
2 
"r ~ oo 
the Kalman Filter for the state space formulation (7 .4.1) will be 
given. It is 
x. j · 1 = T .x. 1 j · 1 1 1- 1 1- 1-
T 
s . I . 1 = T . s . 1 I . lT . + n . 1 1- 1 1- 1- 1 1 
T 2 d. = h s. I . 1h + a 1 1 1-
xi Ii = xi li-1 
s.,. =S.,. l 
T 
+ s. ,. lh(y. - h x. ,. 1)/d. 1 1- 1 1 1- 1 
1 1 1 1-
T -1 
- s. I . lhh s. I . ld. . 1 1- 1 1- 1 
i=l, ... ,n. 
From 11IEOREM 7.4.1 ~lk can be expanded as follows 
0 -2 1 
~ lk = ~ lk + 'Y ~ lk + ... 
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(7.4.lla) 
(7.4.llb) 
(7.4.llc) 
(7.4.lld) 
(7.4.lle) 
(7.4.12) 
Substituting (7.4.7) into (7.4.lld) using (7.4.lla), (7.4.2b) and 
(7.4.8a) gives 
x.
1
. = T.x. 11 . 1 + -r2r(t., t 1)w. 
T (y. - h T.x. 1j· 1) 1 1 1- 1-
-2 
1 1 1 1- 1- 1 1 2 T T 2 (-r w.w.+v.E.v.+a) 
1 1 1 1 1 
Setting 
x.,. = T(t., t 1)f. 1 1 1 1 
simplifies (7.4.12) to 
f. = f. l l 1-
2 
+ 'Y w. 
1 
= f. l + w. (y. 1- 1 l 
Letting -r2~ oo produces 
T (y. - v.f. 1) 1 1 1-
2 T T 2 + O(-r-2 ) (-r w.w.+v.E.v.+a) 
1 1 1 1 l 
T T -2 
- v.f. 1)/(w.w.) + 0(-r ). 1 1- 1 l 
T T f. = f. 1 + w.(y. - v.f. 1)/(w.w.) l 1- 1 1 1 1- 1 1 
T 
W.V. 
2__1 T 
= (I - T )f. 1 + w.y ./(w.w.). W.W. 1- l 1 1 1 
1 1 
+ 0(-r ). 
(7.4.12) 
(7.4.13) 
(7.4. 14) 
Comparing (7.4.14) with (7.4.10) it is seen that cov(f.) equals R .. 
1 1 
Equation (7.4.14) can also be written as 
In particular 
= 
- yTr yp - p~p 
but since V € ffipxp and has full rank we have that p 
hTT(t ,t) p p 
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(7.4.16) 
--1 
= M y (7 . 4.17) p 
which is the estimate used by Weinert, Byrd and Sidhu (1980) to 
initialize their recursion. 
From THEOREM 7.4.l we have that 
T s I = T(t ,tl)R T(t ,tl) . pp p p p 
Now R is the covariance off which is also given by p p 
Cov(f) = Cov(V-Ty) p p p 
-T -1 
= V Cov(y )V . p p p 
(7 . 4. 18) 
Substituting this into (7.4.18) gives 
S = (VTT(t ,t1)-l)-
1Cov(y )(T(t ,t
1
)-TV )-l p IP p p p p p 
--1 --T 
= M Cov(y )M . p 
From (7.4.la) 
T y. = h X. + E.. 
1 1 1 
but x. using result (6.2.5) can be written as 
1 
t. 
x(t.) = T(t .. t )x(t) 
1 1 p p 
1 dw 
+ a.JA f T(t.,s)b --d ds. 
t 1 S 
p 
Setting 
t. 
1 dw 
z. = a.JA f T(t.,s)b --d ds 
1 t 1 S 
p 
the observation equation can be rewritten as 
Let A .. lJ denote 
T T y. = h.T(t.,t )x(t) + h z. 
1 l 1 p p 1 
the ( i . j ) th e 1 emen t of 
+ E. •• 
l 
Cov(y ) . p 
manipulation. for jLi, 
t . 
2 2.. - T A. . = o . . a + a-Ah T ( t .• t . ) lJ lJ 1 J 
J T T f T{t.,s)bb T(t .. s) ds h. 
t J J 
p 
Thus 
2 A = a I + H 
where His defined by (7.4.19). Using this result gives 
S I = M- 1(a2 I + H)M-T. pp 
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After some 
(7.4.19) 
2 When b = e and a I= Q this is equivalent to the covariance used by p p 
Weinert. Byrd and Sidhu {1980) to initialize their recursion. 
The following lemma provides the recursion for the first (p-1) 
smoothed estimates. These are required to obtain the smoothing spline. 
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LEMMA 7. 4. 1 Let ting 2 -, -+ (X)' the fol lowing equations provide the 
smoothed estima.te x. I and its associated covariance, i~p. for 
1 n 
the state space formulation {7.4.1) with x1 - N{0,-,
2I). They are 
-T 
x. ll = T{t. 1 .t1)f. l + T{t. 1.t1){I+A.X.)T{t.,t1) 1- n 1- 1- 1- 1 1 1 
x { x . I - T { t .. t l ) f . l ) { 7 . 4. 20a) 1 n 1 1-
and 
T TT T 
s. 11 = T(t. l'tl)[{I+A.X.)S. I {I+A.X.) -A.-A.X.A.JT{t. l'tl) 1- n 1- 1 1 1 n 1 1 1 1 1 1 1-
{7.4.20b) 
i=n ..... 2. 
where 
A. = R. l - E .• l 1- l {7.4.20c) 
the quan ti ties E . and R. given by { 7 . 4. 1 Oa) and { 7 . 4. 1 Ob) , and 
1 1 
X. satisfies the following equations 
1 
X. = X.Q. 1x. 1 1 1- 1 
Q. lE.X.Q. 1 = Q. 1· 1- 1 1 1- 1-
This specifies X. uniquely. 
1 
PROOF. Referring to the RTS Smoother given by {5.2.7) we have 
that 
x. 1 I = x. 1 I· 1 + A. l{x. I - T.x. 1 I· 1) 1- n 1- 1- 1- 1 n 1 1- 1- {7.4.21a) 
and 
T 
s. 1 I = s. 1 1 · 1 + A. 1 {S. I - s. I . 1 )A. 1 1- n 1- 1- 1- 1 n 1 1- 1- {7.4.21b) 
where 
T -1 
A. l =S. ll· 1T.s.,. 1 . {7.4.2lc) 1- 1- 1- 1 1 1-
The quantities s.
1
. 1 and S. 11 . 1 from THEOREM 7 .4.1 can be 1 1- 1- 1-
written as 
Sili-1 = T{ti,tl){-r2{I - Qi-1) + Ei + ..,-~il + ••• }T(ti,tl)T 
{7.4.22a) 
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and 
- Q · 1) + R · 1+ '"Y -; . 11+ • • • } 1- 1- 1-
. T 
x T(ti-l'tl) (7.4.22b) 
Substituting (7.4.22a) and (7.4.22b) into the expression for 
A. 1 given by (7.4.21c) yields after simplifying 1-
2 -2-
A. l = T ( t. l. t l) { '"Y ( I - Q. l) + R. l + '"Y "-R. 11+ • • •} x 1- 1- 1- 1- 1-
2 -2_ -1 -1 {'"Y (I - Q. 1) + E. + '"Y -E. 1 +•••} T(t .. t 1) 1- l l l 
2 -2_ 
= T ( t . 1 I t 1 ) { '"'( ( I - Q . 1 ) + R . 1 + '"'( -1{ . 11 + ••• } X 1- 1- 1- 1-
{X. + '"Y-2x.l + '"Y-4x.2 + ••• }T(t .. tl)-1 
1 1 l l 
where 
{'"Y2 (I - Qi-1) + Ei + '"Y-~il +•••}{Xi+ '"Y-2xil + '"Y-4xi2+ •••}=I 
and 
{Xi+ '"Y-2xil + '"Y-4xi2+ •••}{'"Y2(I - Qi-1) + Ei + '"Y-~il+ •••} - I. 
1be above two relationships give 
(I - Q. l)X. = 0 => X. = Q. lx. (7.4.23a) 1- l 1 1- 1 
X. (I 
- Q. 1) = 0 => X. = X.Q. 1 (7.4.23b) l 1- l l 1-
E.X.+ (I 
- Q. l)X.1 - I => (I - Q. l)X.1 = I - E.X. (7.4.24a) l l 1- l 1- l l l 
X.E.+ X. 1{I - Q. 1) = I => X. 1(I - Q. 1) = I - X.E .. (7.4.24b) l l l 1- l 1- l l 
Postmultiplying (7.4.23b) and using (7.4.23a) gives 
X. = Q. lX. Q. 1 . l 1- l 1-
Premultiplying (7.4.24a) by Qi-l yields 
Q . lE . X . = Q . 1 . 1- l l 1-
Using (7.4.23b) this can be written as 
Q · lE · X · Q · 1 = Q · 1 . 1- l l 1- 1-
Consider 
2 -2_ -2__ -4._ { '"Y ( I - Q. 1) + R. 1 + '"Y -K. 11 + • • •} {X. + '"Y -X. 1 + "r -X1. 2 +. •. } 1- 1- 1- l l 
2 -2 
= '"'f (I - Q. 1)X. + (I - Q. 1)X. 1 + '"Y (I - Q. 1)X. 2 + R. 1x . + 1- l 1- l 1- l 1- l 
'"'(-;. 1 + '"'(-;. 11x. + ••• 
1- 1- l 
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-2 
- I - E.X. + R. lx.+ -r {R. 1x·1 + R. llx. - E.X.1 - E. lX.) + l l 1- l 1- l 1- l l l l l ••• 
-2 
_ I + {R. l - E. )X. + -r [ {R. l - E. )X. l + {R. l l - E. l )X.] + 1- l l 1- l l 1- l l • • • 
-2 
_I+ A.X. + -r {A.X. 1 + A. 1X.) + ••• l l l l l l 
where 
A. = R. l - E. l 1- l 
and 
thus 
-2 -1 A. l = T{t. 1,t1)(I + A.X. + -r {A.X1 . + A. 1X.) + •••)T(t 1.,t1) . 1- 1- l 1 1 1 1 1 
Recall that by construction 
0 x.,. = T{t., t 1)f. 1 1 1 1 
(7.4.25) 
where f. is furnished by (7.4.15b). Substituting (7.4.25) into 
l 
(7.4.21a) and letting -r2~ oo provides the recursion 
x. 1 I = T{t. 1' tl)f. 1 1- n 1- 1- -T + T(t. 1.t1){I+A.X.)T{t.,t1) 1- l 1 l 
x (x. I - T{t. ,t1)f. 1). 1 n 1 1-
In the expression for the smoothed covariance given by 
{7.4.2lb) the term of interest is 
T 
s. 1 I . 1 - A. ls. I . IA. 1- 1- 1- l 1- l 
since S I is bounded. Referring to {7.4.7), {7.4.9) and {7 .4.25) P n 
the above expression can be rewritten as 
2 
T{ti-l'tl)[-r {I - Qi-1) + R. 1 + -r-~- 11 + ••• 1- 1-
- {I+ A.X. 
l l 
-2 
+ -r {A.X. 1 + A. 1X.) + ••• l l l 1 
2 }{-r {I-Qi-1) 
+ 'Y-~il+ ••• } 
-2 T T 
x {I+ A.X.+ -r {A.X. 1+A. 1X.) + •••} ]T{t 1._1 . t 1) . l l l l l l 
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Consider 
2 
I (I - Q. 1) + R. l + 0(,-
2) - {I+ A.X.+ ,-2(A.X. 1+A. 1X. ) + 1- 1- l l l l l l 
+ ••• }{,2(I-Q. 1) + E.1+ .-~-1+ ••• } 
1- l l 
-2 T 
X {I+ A.X.+ I (A.X.l+A.lX.) + ••• } 
l l l l l l 
2 -2 
= I (I - Qi-1) + Ri-1 + 0(, ) 
2 2 
- {, (I-Q. 1)+E. 0+'Y A.X.(I-Q. 1)+A.X.E.+(A.X. 1+A. 1)(I-Q. 1)+•••} 1- l l l 1- l l l l 1 l 1-
-2 T 
X {I+ A.X.+ I (A.X.l+A.lX.) + ••• } 
1 1 1 1 1 1 
which using the results (7.4.23b) and (7.4.24b) simplifies to 
2 -2 2 -2 
, (I-Q. 1)+R. 1+0(, )-{, (I-Q. 1)+E.+A.X.E.+A.(I-X0E.)+O{, )} x 1- 1- 1- 1 1 1 l 1 1 
-2 T {I+ A.X.+, (A.X. 1+A. 1X.) + ••• } 1 1 1 l 1 1 
2 2 2 TT 
=, (I - Q. 1) + R. l - , (I - Q. 1) - , (I - Q. l)X.A. -1- 1- 1- 1- 1 l 
T TT TT (I - Q. 1)(A.X. 1+A. 1X.) - E. - E.X.A. - A. - A.X.A. 1- 1 1 1 1 l l l 1 1 1 l 1 
+ 0(,-2) 
T T TT TT -2 
= (R. l - E.) - (I - Q. 1)X. 1A. - E.X.A. - A. - A.X.A. + 0(, ) 1- 1 1- l 1 1 l 1 1 1 1 1 
TT T TT TT -2 
= A. - (I - E.X.)A. - E.X.A. - A. - A.X.A. + 0(, ) 
1 1 1 1 1 l l 1 1 l 1 
TT -2 
= -A. - A.X.A. + 0(, ) 
l 1 1 1 
thus 
T 
s. 1 I . 1 - A. ls. I . lA. 1- 1- 1- 1 1- l 
TT T 
= T(t. 1.t1)[-A. - A.X.A. + ••• ]T(t1._1,t1) . (7. 4 .26) 1- 1 1 l l 
Substituting this result and (7.4.25) into (7.4.21b) and taking 
the limit as , 2-+ oo gives the recursion 
T TT T S. 11 = T(t. l'tl)[(I+A.X.)S. I (I+A.X.) -A.-A.X.A.JT(t. l' tl) . 1- n 1- 1 1 1 n 1 1 1 1 1 1 1-
QED. 
The fol lowing lemma provides the recursion for x( t In) and its 
associated covariance S(tln) for t~p. 
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LEMMA 7 .4.2 Letting 2 "'T ~ CX)' the fol lowing equations provide the 
smoothed estimate x(tln) and its associated covariance, 
ti-l ~t~ti, i~p. for the state space formulation (7 .4. 1) with 
x 1 - N(o,...,
2I). The recursion is 
x(tln) = T(t,t1)f1._1 +(I+ A.X.)(x. I - T(t .. t 1)f. 1) 1 1 1 n 1 1-
and 
S(tln) = T(t,t 1)[(I 
where 
with 
and X. satisfies 
1 
- - T -
+ A.X.)s., (I+ A.X.) - f(t. ,t) 
1 1 1 n 1 1 1 
- -T T A.X.A.]T(t,t 1) 1 1 1 
X . = Q. lX. Q. 1 1 1- 1 1-
Q. lE.X.Q. 1 = Q. 1· 1- 1 1 1- 1-
(7.4.27a) 
T-
- E.X.A. -
1 1 1 
(7.4.27b) 
(7.4.27c) 
(7.4.27d) 
The quantities E. and R. are given by (7.4.lOa) and (7.4.lOb). 
1 1 
The proof of LEMMA 7.4.2 is in Appendix 2. 
The curve being fitted is 
"' f{t) -
T 
h TT ( t ' t 1 ) xl In 
h x( t In) 
T h T(t,t )x I 
n n n 
,t<tl 
,t1~t~tn 
,t)t . 
n 
(7.4.28) 
Parallelling the argument given in the proof of LEMMA 6.5.1 for the 
state space formulation (7.4.1) the first k derivatives of x(tln) are 
continuous at the data points provided 
'f T . b P. 1(M) h = 0, J=l, ... ,k, J-
where the P. 1 satisfy the recurrence J-
(7.4.29) 
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(7.4.30) 
and 
• _A dw(t) 
x(t) = Mx(t) + UVA dt b. (7.4.31) 
The state space formulation (7.4.1) will only provide an Lg Smoothing 
Spline if h = e 1 and b = ep which is borne out in LEMMA 6.5.1. 
If h = e 1 and b = ep then there exists an alternative to using 
LEMMA 7.4.2 for calculating x(tln), t(t. It is a consequence of the p 
variational derivation that Lg Smoothing Splines solve 
+ L Lx(t) = 0 (7.4.32) 
(for example see Prenter {1969)) where x(t) is the first component of 
+ the vector x(t) and L is the formal adjoint of L. The discontinuity 
at the (2p-l)st derivative at the data points is used to successively 
generate terminal conditions for x(tln) at t.=p, ... ,2, and then to 
l 
integrate (7.4.32) back to t. 1 . Here the smoothing formula for 1-
x(tln), ti-l~t~ti, provides an explicit solution to the boundary value 
problem for (7.4.32) with boundary conditions at x(ti_1 ln) and 
x(t.ln). 
l 
8.1 Introduction. 
CHAPTER 8 
GENERALIZED SMOOIBING SPLINES 
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In CHAPTER 6 it was shown that Lg Smoothing Splines are related 
to the following stochastic differential equation 
• _ A dw 
x(t) = Mx(t) + avA dt ep, (8.1.1) 
where ~ is a constant vector to be determined, x(t) € [RP, M € [Rpxp 
and w(t) is a Wiener process with unit dispersion. The data points 
y 1 .... ,yn are assumed to be expressible as 
T y. = e1x. + c. l l l (8.1.2) 
where the c. are independent of the Wiener process w( t) and are 
l 
normally distributed with zero mean and variance a2 . The solution to 
the stochastic differential equation (8.1.1) can be written in 
recursive form 
(8.1.3) 
where T. 1 = T(t. 1 .t.) is the fundamental matrix solution satisfying 1+ 1+ l 
T(t,f) = MT(t,f), T(t.,t.) = I, 
l l 
and ui+l is given by 
ti+l dw(s) 
- aJA. J T(ti+l's)ep dt ds 
t. 
l 
which has associated covariance 
t. 1 
2... l+ T T 
n. 1 = a-A J T(t. 1 ,s)e e T(t. 1 .s) ds. 1+ 1+ pp 1+ 
t. 
l 
The quantity u. 1 also has zero mean and is normally distributed. The 1+ 
state space formulation (8.1.2) and (8.1.3) facilitates the use of 
recursive algorithms to solve for x(tln). This consists of a forward 
pass of the Kalman Filter fol lowed by a backward pass of the RTS 
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Smoother initialized with the final estimates of the forward f i 1 ter 
before using the Interpolation Smoother to evaluate x( t In) and its 
associated error covariance S(tln) for ti-l~t~ti which is required in 
calculating formal confidence intervals for the curve being fitted. A 
similar result to that contained in Lermna 6.5.1 can be obtained for 
the state space formulation (8.1.2) and (8.1.3) considered here. 
In Section 7.4 a more general form was assumed for the 
observations y. and vector u .. It is 
l l 
where 
T y. =hx. + e. 
l l l 
x. = T.x. 1 + u. l l 1- l 
i=l, ... ,n, 
t. 
l 
u. - crJA f T(t.,s)b ddw(s) ds, 
l t l s 
i-1 
(8.l.4a) 
(8.l.4b) 
b E ffip and the remaining quantities are defined to be the same as in 
Section 7.4. This is the state space formulation considered by Osborne 
and Prvan (1987a). There it was shown that the first k derivatives of 
x(tln) are continuous at the knot points provided 
T T b P. 1CM) h = o. j=l .... ,k. J-
where the P. 1 satisfy the recurrence J-
d 
I, Pj = dt(Pj-l) - MPj-l' j=l,2, .... 
(8.1.5a) 
(8. 1. 5b) 
The Smoothing Spline being fitted coincides with the usual definition 
of an Lg Smoothing Spline if h = e 1 and b = ep, The state transition 
equation (8.1.4a) arises from the stochastic differential equation 
• _ A dw 
x(t) = Mx(t) + av~ cit b. (8.1.6) 
This was our first attempt at Generalized Smoothing Splines. 
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REMARK 8. 1. 1 If b has a zero element in its last position the 
covariance 0. is no longer positive definite. Information 
J 
implementations of the Kalman Filter cannot be used since the 
square root of the inverse of 0. is required. 
J 
Condition (8.1.5) provides a mechanism for generating curves which 
possess a variety of smoothness possibilities at the knot points. Some 
examples are given below. 
T T EXAMPLE 8.1.1. If p = 3. b = ep. M = e 1e2 + e 2e 3 and h = e 1 + e 2 
then hTx(tln) is a quintic polynomial with its first derivative 
continuous at the data points. 
EXAMPLE 8.1.2. If p 3. b = e I p M + and 
h = e 1 + e 2 + e 3 then h Tx( t In) is a quintic polynomial with no 
continuous derivatives at the data points. 
T T EXAMPLE 8.1.3. If p = 3, b = e 2 . M = e 1e 2 + e 2e 3 and h = e 1 then 
hTx(tln) is a quintic polynomial with two continuous derivatives 
at the data points. 
The stochastic differential equation (8.1.6) can be made more 
general. This generality permits a wider range of smoo t hness 
possibilities for hTx(tln) at the data points. The above represent our 
first attempt at Generalized Smoothing Splines and correspond t o a 
subcase of Generai ized Smoothing Splines which wi 11 be developed in 
the next section. 
8.2 Generalized Smoothing Splines. 
The data y. is still assumed to be expressible as 
l 
T y. = h x. + c., i=l, ... ,n, 
l l l 
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(8.2.1) 
where h, x. € rnP. y .. c. € ffi, and the noise c. is normally distributed 
l l l l 
with zero mean and variance a 2 . We want to generalize the stochastic 
differential equation (8.1.6) which furnishes the state equation, and 
it is the stochastic forcing term which begs to be 
generalized. Suppose that x(t) now satisfies the stochastic 
differential equation 
~(t) = M(t)x(t) + a'1>... :: (8.2.2) 
where M(t) is assumed to possess enough continuous derivatives for our 
purposes and w( t) is a Wiener process, independent of the c. in 
l 
(8.2.1), satisfying, for positive semi definite V:ffiP-+ ffipgiven, 
E{(w.(t+o) - w.(t))(w.(t+o) - w.(t))} = V . . o. 
l l J J lJ (8.2.3) 
Assuming that the vector of initial conditions x(t 1) is constant 
then the solution to equation (8.2.2) is 
_ A ft dw{s) 
x(t) = T(t,t1)x(t1 ) + avA T{t,s) ds ds 
tl 
where T(t,t 1) is the fundamental matrix solution for 
• 
x(t) = Mx(t). 
That is, T(t,t 1) satisfies the initial value problem 
d dt?(t,t1) = MT{t,t1). T(t1 ,t1) = I. 
Equation (8.2.4) can be written in recursive form 
where 
t. 1 1+ 
a'1>... f T(t. 1 .s) 1+ 
t . 
l 
dw{s) 
ds ds. 
(8.2.4) 
(8.2.5) 
(8.2.6) 
(8.2.7) 
(8.2.8) 
By definition ui+l is independent of x(t) for t~ti and is normally 
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distributed with zero mean and covariance given by 
t. 1 
1+ T 
= alA f T(t. 1 .s)Vf(t. 1 .s) ds. 1+ 1+ 
t. 
(8.2.9) 
l 
The state space formulation (8.2.1) and (8.2.7) is that considered by 
Osborne and Prvan {1987b). 
The following lenuna provides the order of magnitude of the 
smallest and largest eigenvalues of n. 1 when the data points are 1+ 
equally spaced o apart and o ~ 0. 
LEMMA 8.2.1 If V~ then the largest eigenvalue of O(t+o, t) is 
O(Ao) as o ~ 0 and the corresponding eigenvector is asymptotic 
to the orthogonal complement of the kernel of V. If there exists 
v such that 
VP .{M)v = 0, j=(), 1, ... ,k-1, 
J 
then the smallest eigenvalue of O{t+o,t) is 0(Ao2k+l). 
(8.2.10) 
PROOF. The key step is to make a Taylor series expansion of 
O{t+o,t). This is obtained by using 
dj 
-.(T{t,s)) = T{t,s)P.{M) 
dsJ J 
where P.{M) is defined by 
J 
{8.2.11) 
d 
PO{M) = I, Pi{M) = dt{Pi-1) - MP. 1' 1- i=l ,2, .... {8.2.12) 
The expansion is 
2... t+o . . T 
O{t+o,t) = a-A f 2 (s - {t+o)) 1 +JP.{M)VP.{M) ds. 
t . . l J l,J 
{8.2.13) 
An estimate of the order of magnitude of the largest eigenvalue 
of O{t+o,t) is obtained by maximizing the Rayleigh quotient 
T 
r O(t+o)r 
T 
r r 
The O{o) term must be picked up. This is achieved by setting 
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i=j::0 in (8.2.13) and using P0 (M) = I . . From (8.2.10) its 
associated eigenvector has to be asymptotic to the orthogonal 
complement of the kernel of V in (8.2.10). For reference we 
denote this eigenvector by¥· 1ne smallest eigenvalue is found by 
minimizing the Rayleigh quotient and noting that distinct powers 
of c, are incormnensurate as c, ~ 0. Forming the Rayleigh quotient 
using the vector v from (8.2.10) the first non zero contribution 
h · · k · · 0{"" s::2k+ 1) as the · d · f h occurs wen 1=J= giving Au require size o t e 
smallest eigenvalue. 
QED. 
How to proceed from the state space formulation (8.2.1) and 
(8.2.7) depends upon the assumptions placed on x(t1). the vector of 
initial conditions on (8.2.2). If x(t1) is a constant vector to be 
determined then the approach outlined in CHAPTER 6 is advocated. 1nis 
generates a slightly different state space formulation to (8.2.1) and 
(8.2.7). If x(t1 ) has a diffuse prior ,then we work directly with the 
state space formulation (8.2.1) and (8.2.7). 1ne continuity properties 
of the curves being fitted remain the same regardless of the initial 
assumptions placed upon x(t1). 1nis being the case, without loss of 
generality, we will look at these curves when a diffuse prio~ is 
assumed for x(t1). 1ne Generalized Smoothing Spline in this instance 
is 
s(t) = 
.t<tl 
,t1~t~tn 
,t)t 
n 
(8.2.14) 
1ne Interpolation Smoother furnishes x(tln), it requires the 
quantities obtained from the Kalman Filter and RTS Smoother. 
129. 
For the state space formulation (8.2.1) and (8.2.7) the Kalman 
Filter equations ((2.3.5)-(2.3.10)) become 
X. 1 · 1 = T .x. 11 · 1 l 1- l 1- 1-
T 
s. I . 1 = r-. s. 1 I . lT. + n. l 1- l 1- 1- l l 
T 2 d. = h s. I . 1h + a l l 1-
xili = xili-1 + sili-lh(yi 
T 
- h X.,. 1)/d. l 1- l 
and 
T -1 
s. I . = s. I . i - s. I . ihh s. I . ld. . l l l 1- l 1- 1 1- 1 
i=2 ..... n. 
1be RTS Smoother ((3.3.4)-(3.3.6)) becomes 
where 
x. 1 j = x. 1 · 1 + A. l(x. I - x. 1 · 1) 1- n 1 1- 1- 1 n 1 1-
T 
s. 11 = s. 1 I . 1 + A. 1 (S. I - s. 1 · 1 )A. 1 1- n 1- 1- 1- 1 n 1 1- 1-
T -1 
A. l = S. 1 j· 1T.S. j· 1 . 1- 1-~ 1- 1 1 1-
i=n ..... 1 . 
(8.2.15a) 
(8.2.15b) 
(8. 2. 15c) 
(8.2.15d) 
(8. 2. 15e) 
(8.2.16a) 
(8. 2. 16b) 
(8. 2. 16c) 
1be Interpolation Smoother ((3.4.1)-(3.4.3)) is for ti_1stSti 
where 
with 
x( t In) 
S( t In) 
A(t.,t) 
l 
= T ( t. t. 1 )x. 1 I . 1 + A. 1 ( x. I - x. I . 1) 1- 1- 1- 1- 1 n 1 1-
T 
= nc t, t. l) + T ( t. t. l )S. l I . lT ( t. t. l) -1- 1- 1- 1- 1-
T A( t .. t) (S. I - S. 1 · l )A( t. , t) 1 1 n 1 1- 1 
T -1 
= [T(t, t. 1 )S. l j · 1T. + f(t. t. 1)JS.,. l 1- 1- 1- 1 1- l 1-
8.3 Smoothness properties. 
(8.2.17a) 
(8.2.17b) 
(8.2.17c) 
{8.2.17d) 
Since the curve being fitted (8.2.14) is a function of the 
elements of x(tln) it makes sense to investigate the smoothness 
properties of this quantity. THEOREM 8.3.1 states the necessary 
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conditions for x(tln) to possess k continuous derivatives. 
THEOREM 8.3.1 Tiie first k derivatives of x(tln). which is given 
by (8.2.17). are continuous only if 
VP .(M) Th = 0, j=O, ...• k-1. 
J 
where the P. satisfy the recurrence 
J 
d 
PO= I, pj = dt(Pj-1) - MPj-1· j=l,2, ... 
(8.3. la) 
(8.3. lb) 
PROOF Tiiis proof is similar in spirit to that furnished for 
LEMMA 6.5.1. 
Differentiating {8.2.17a) for ti-l~t~ti gives 
• d 
x(t) = MT(t, t. 1 )x. l I· 1 + d A(t .. t)(x. 1 - x. 1 . 1) (8.3.2) 1- 1- 1- t 1 1 n 1 1-
where 
t 
f(t.,t) = criA f T(t,s)Vf.ds, 
1 1 
t. 1 1-
T d -1 
- [MT( t, t. l )S. l I · 1T. + dtf { t .. t) JS. 1 · l 1- 1- 1- 1 1 1 1- (8.3.3) 
and 
dd f{t .. t) = Mf{t.,t) + a~Vf{t.,t) t l l 1 (8.3.4) 
which are obtained by differentiating (8.2.17b) and {8.2.17c) 
respectively. Substituting (8.3.3) and (8.3.4) into (8.3.2) after 
simplification yields 
• I 2. T -1 
x(t) = Mx(t n) + a-t\.Vf{t., t) s.,. 1 (x. I - x.,. 1). 1 1 1- 1 n 1 1- (8.3.5) 
Let Di represent the jump in the i'th derivative of x(tln). Then 
-1 
-s.
1
. 1(x.l -x.,. 1)]. 1 1- 1 n 1 1-
(8.3.6) 
Tiie quantity ~tx(tln) is continuous at t=ti if D1= 0. Rearranging 
(8.2.16a) furnishes 
T -1 -1 
Ti+l8 i+lli(xi+lln - xi+lli) = 8 ili(xiln - xiii). (8.3.7) 
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Applying the matrix inversion lemma (Appendix 1) to the formula 
for S. I· given by (8.2.15e) gives 
l l 
-1 -1 -2-_T 
S. I· = S. 1. 1 + a -hh . l l l 1- (8.3.8) 
Substituting (8.3.7) into (8.3.6) gives 
1 2- -1 -1 
D = a-A. V[ S . I . ( x. I - x. I . ) - S . I . 1 ( x. I - x. I . 1 ) ] . {8.3.9) 1 1 1 n 1 1 1 1- 1 n 1 1-
Inserting (8.2. lld) into the above equation and using (8.3.8) 
yields 
Dl 2- [ -2- - T( ) -1 ( T ) = al\ V a llh x. I - x. I . 1 - S . I . S . I . 1h y . - h x. I . 1 / d . J 1 n 1 1- 1 1 1 1- 1 1 1- 1 
2- -2- - T -2- - T T 
= a-A.V[a -hh x.
1 
- a -hh x.
1
. 1 - h{y. - h x. 1 . 1)/d. -1 n 1 1- 1 1 1- 1 
-2-_T T 
a -hh s. 1. 1h(y. - h x. I. 1)/d.J l 1- l l 1- l 
2- -2- - T -2- - T -2- 2 T 
= a-A.V[a -hh x.
1 
- a -hh x.
1
. - a -h(a + h s.
1
. 
1
h)y./d. + 
1 n 1 1 1 1- 1 1 
-2-_T 2 T 
a -hh x. I . 1 ( a + h S . I . 1h) / d . J l 1- l 1- 1 
but 
2 T d. = a + h s . I . 1h l 1 1-
so this expression simplifies to 
Dl = -AVh(yi - hTxiln). 
For the first derivatives of x(tln) to be continuous at the data 
points we require that D1 = 0. The bracketed term will be non 
zero with probability one. 
This result can be extended to higher derivatives. The first 
occurrence of a discontinuity will appear in differentiating the 
term involving Vf(t.,t)T in (8.3.4). The successive derivatives 
l 
of T(t.,t) can be represented by 
l 
dj 
dtT(t.,t) = T(t.,t)P.(M) l l J 
where the P. satisfy the recurrence 
J 
d 
PO= I. pj = dt(Pj-1) - MPj-1' j=l,2 ..... 
(8.3.10) 
(8.3.11) 
Para! lel 1 ing the argument in the preceeding paragraph provides 
the result that the first k derivatives of x(tln) are continuous 
at the lalot points provided 
T VP. 1 (M) h-0, j=l, ... ,k. J-
In particular 
k~dim ker{V}. 
8.4 Roles that hand V play. 
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(8. 3. 12) 
QED. 
THEOREM 8.3.1 provides the necessary condition for the first k 
derivatives of x( t In) to be continuous. This condition provides a 
T 
mechanism for constructing algori thrns for curves given by h x( t In) 
which possess a variety of smoothness possibilities. 
By assumption h # 0 in the observation equation (8. l .4a). If V 
has full rank then x(tln) has a derivative that is discontinuous at 
the lalot points regardless of what form h takes. In this instance h 
determines 
through to 
When 
whether the curve hTx( t In) being fitted possesses zero 
(p-1) continuous 
T V=ee andh= pp 
derivatives at the lalot points. 
e 1 the Lg Smoothing Spline is recovered. 
Our first attempt at Generalized Smoothing Splines is recovered by 
setting V = bbT 
Recollecting that by definition Vis positive semi definite, the 
necessary condition that the covariance n. given by (8.2.9) is non 
J 
singular is that the p'th row and column of Vis not equal to the zero 
vector. As mentioned earlier, problems arise when the state equation 
covariance is singular. In particular, the information implementations 
of the Kalman Filter cannot be used. 
The following examples illustrate the flexibility of Generalized 
Smoothing Splines. 
EXAMPLE 8 . 4. 1 . 
p-1 T 
If M =}: e.e.+l' 
. 1 1 1 l= 
k T 
V =}: e.e. 
1 1 i=p 
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k=p, ... , 1, and 
h = e 1 then a polynomial of degree 2p-1 is being fitted which 
possesses p+k-2 continuous derivatives at the data points. 
p-1 T T T EXAMPLE 8.4.2. If p=3, M = 1 e.e. 1 , h - e2e2 + elel then . 1 1 1+ l= 
hTx(tln) is a quintic polynomial. Three choices of V are 
considered here. 
(i) If V = e3e~. then hTx(tln) has two continuous derivatives 
at the knot points, 
(ii) If V = e 2e~ + e3e~. then hTx(t In) has one continuous 
derivative at the knot points, 
{iii) If V = I 3 . then hTx(tln) has one continuous derivative at 
the knot points. 
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CHAPTER 9 
ALGORITHMS FOR GENERALIZED SMOOTHING SPLINES 
9.1 Introduction. 
Two different algorithms for Generalized Smoothing Splines will 
be given using the maximum likelihood approach which was proposed by 
Wecker and Ansley for the polynomial Smoothing Spline case for 
determining the smoothing parameter /\. Here the vector of initial 
conditions on the underlying stochastic differential equation is a 
constant vector which has to be calculated. These algorithms can 
easily be adapted to obtaining/\ by CCV using Ansley and Kahn's (1987) 
stochastic approach. 
Ansley and Kohn (1987) produced an O(n) algorithm for CCV within 
a stochastic framework. They show it is possible to use the Kalman 
Filter and Fixed Point Smoother to evaluate the trace of the influence 
matrix, s4(/\), in the CCV estimator which is minimized over/\. The GCV 
estimator is given by 
= II ( I - s4{/\) )y 112 
II tr(I - s4(/\))112 
where s4(/\) is defined in Section 1.3. The term s4(/\)Y is obtained 
efficiently either by Kohn and Ansley ( 1985) or Wecker and Ansley 
(1983). The central idea in evaluating the trace of the influence 
matrix s4(/\) is to realize that the i'th element of s4(/\)y is by 
definition hTx( t. In) for given /\ hence s4(/\) can be found by running 
l 
the Kalman Filter and the RTS Smoother on the vectors e 1 .... ,en. To 
evaluate s4(/\) in this fashion would require O(n2 ) operations but we 
want the tr(s4(/\)) which requires only the elements on the principal 
diagonal of s4(/\). Ansley and Kohn (1987) use the RTS Smoother 
expressed in terms of the Fixed Point Smoother (as seen in its 
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derivation in Section 3.3) and the Kalman Filter to evaluate ~(A) .. . 
11 
i=l .... ,n, in O(n) operations and hence the tr(~(A)). 
The order of magnitude of the condition numbers for the two 
methods will be estimated. The first method considered is square root 
information filter based on Paige and Saunders' (1977) approach which 
was given in Section 4.3 and used in Osborne and Prvan (1987a) to 
evaluate Lg Smoothing Splines. The second method uses a recursive 
square root covariance filter based on Osborne and Prvan's (1987b) 
approach outlined in Section 4.4 followed by a smoothing step using 
Prvan and Osborne's (1987) approach given in CHAPTER 5. If maximum 
smoothness is required then for the Generalized Smoothing Spline 
outlined in CHAPTER 8 a Covariance Filter approach is desirable. This 
is predicted by the condition number estimate for a related approach 
and supported by the error estimates produced by running the 
algorithms in single and double precision on a UNIVAC 1100 for 
different values of p and different values of A which straddle the 
optimal A. Machine single precision is 10-8 . The problem of 
determining which p to choose or the form of V will not be addressed 
in this thesis. Which method to use in determining A will also not be 
considered. The two examples that are used to illustrate the two 
algorithms are the Gal !ant data {Gerig and Gal !ant ( 1975)) and the 
Sunspot data found in Pandit and Wu ( 1983). These two data sets 
represent the extremes of smoothing. Gallant' s data is fitted by a 
very smooth curve, while the Sunspot data is fitted by a curve which 
nearly interpolates the data. 
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9.2 Extending the Ansley and Wecker approach to Smoothing Splines to 
handle Generalized Smoothing Splines. 
Even though the Wecker and Ansley approach to Smoothing Splines 
extended to Lg Smoothing Splines was considered in detail in aIAPI'ER 6 
and extending this to handle Generalized Smoothing Splines is straight 
forward. its extension is included here as a convenient reference for 
the two algorithms to be given in sections 9.3 and 9.4. 
The observations y. are assumed to be of the form 
l 
T y. = h X. + e. 
l l l 
,i=l, .... n. (9.2.1) 
where h, x. € IRP and 
l 
y .. 
l 
e. € IR with e. ,v N ( 0, a 2 ) . 
l l 
The fol lowing 
stochastic differential equation generates the states x. 
l 
~(t) = M(t)x(t) + ~~(t) (9.2.2) 
where M(t) is assumed to be smooth enough for our purposes and w(t) is 
a Wiener process, independent of e. 
l 
positive semi definite V:IRP-+ IRP given, 
in (9.2.1). satisfying 
E{(w.(t+c5) - w.(t))(w.(t+c5) - w.(t))} = V .. c5. 
l l J J lJ 
The solution to (9.2.2) can be written recursively as 
where 
x. 1 = T . 1x. + u. 1 1+ 1+ l 1+ 
ti+l 
u. 1 = u(t. 1 .t.) 1+ 1+ l =~ f t. T(ti+l's) 
l 
dw(s) 
ds ds 
(9 .2.3) 
(9.2 .4) 
for 
is independent of x(t) for t~ti and is normally distributed wi t h zero 
mean and covariance given by 
t. 1 1+ T 
0. l = ~ f T(t. 1 .s)Vf(t. 1 .s) ds. (9.2. 5 ) 1+ 1+ 1+ 
t. 
1 
By considering the vector of initial conditions x(t 1) = a on (9 . 2.2) 
to be deterministic we can rewrite (9.2.1) as 
T T y. = h T(t.,t1)a + h u(t.,t1) + e .. l 1 1 1 (9.2.6) 
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Setting 
z. = z(t.) = u(t .. t 1) l l l (9.2.7) 
equation (9.2.6) can be rewritten as 
T T y. = h T(t .. t 1)a + h z. + e. l l l l (9.2.8) 
and the following recursion is obtained for z. 1 using the argument 1+ 
given in Section 6.2 
(9.2.9) 
where z. is independent of u. 1 by definition. Equations (9.2.8) and l 1+ 
(9.2.9) furnish the state space formulation for Wecker and Ansley's 
approach. 
As explained in Section 6.3 maximum likelihood estimation can be 
used to determine optimal A. The state space formulation (9.2.8) and 
(9.2.9) can be written in matrix form as 
y = Xa + V (9.2.10) 
where 
where 
and 
where 
T 
V. = h Z. + t .. 
l l l 
As outlined in the latter half of Section 6.3 the likelihood to be 
maximized over A is 
~**(Ajy,X) = -{n/2)log(aTa) - (1/2)log(IAI) (9.2.11) 
where 
-1 A 
a= L (y - Xa) 
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and 
For each different value of A the quantities a, a and IAI have to be 
evaluated. 
In Section 6.4 it was illustrated how the Kalman Filter can be 
employed as a computational device to evaluate~. aTa, L-1y, L-lX and 
IAI. The required recursive equations for our state space formulation 
(9.2.8) and (9.2.9) have the initial conditions zjlll = 0 and s1 11 = 0 
and are 
z .. ,. 1 = T.z .. 1j· 1 Jl 1- l Jl- 1-
T 
s . I . 1 = T . s . 1 I . IT . + n. l 1- l 1- 1- l l 
T d. = h s. I . 1h + 1 l l 1-
* T X. . = (X. . - h z .. I . l )/v'd. Jl Jl Jl 1- l 
T 
z .. I . = z .. I . l + S. , . lh{X.. - h z .. I . l )/d. Jl l Jl 1- l 1- Jl Jl 1- l 
and 
T -1 
s. I . = s. I . i - s. 1 · ihh s. 1 · id. l l l 1- l 1- l 1- l 
where - -2 n. = a n .. We have that 
l l 
n 
IAI = TI d. 
. 1 l l= 
hence 
n 
log( IAI) = L log(d.). 
. 1 l l= 
The quantity a is found by minimizing 
as outlined 
obtained. 
II L-ly - L-lXa 11 2 
2 
in Section 6.4. As a byproduct T a a, 
(9.2.12a) 
(9.2.12b) 
(9. 2. 12c) 
(9. 2. 12d) 
(9. 2. 12e) 
(9.2.12f) 
the RSS, is also 
Once an optimal A has been found either by .MLE given in CHAPTER 6 
or GCV given in CHAPTER 1 we can proceed to fitting the Generalized 
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Smoothing Spline. The quantities 
y'. = y. - hTT(t.,t 1)a 1 1 J i=l, ... ,n, 
can now be found. The Kalman Filter for the state space formulation 
I hT y. = z. + c. 
1 1 l 
z. = T.z. l + u. l l 1- 1 
i=l , ... , n, 
where c. - N(O,a2) and u. - N(O,O.) is 
l l 1 
z. I . 1 = T .z. 11 . 1 J J- J J- J-
S . I . 1 = T .s . 1 I . lT . + n. J J- J J- J- J J 
T d . = h s . I . 1h + 1 J J J-
z . I . = z . I . 1 + s . I . lh(y '. - h T z . I . 1) / d . J J J J- J J- J J J- J 
(9.2.14a) 
(9. 2. 14b) 
(9. 2. 14c) 
(9. 2. 14d) 
and 
T -1 
s . I . = s . I . 1 - s . I . lhh s . I . ld . J J J J- J J- J J- J (9. 2. 14e) 
j=l, ... ,n, 
initialized with zlll =0 and s1 11 =0. It is worthwhile remarking 
here that S . I . 1 and S . 1 I . 1 above are J J- J- J-
-1 
and a z. ll. 1 respectively and that J- J-
-1 , T 
a (y. - h z.l. 1). The RTS Smoother J J J-
the covariances of a-1z . l . 1 J J-
d. is the covariance of 
J 
for the above state space 
formulation is given by (6.4.10) and the Interpolation Smoo ther is 
given by (6.4.11). 
The Generalized Smoothing Spline is given by 
A 
f(t) -
T A 
h~T(t. t
1
)a 
T A T 
h T(t,t1)a + h z(tln) T A T 
h T(t,t1)a + h T(t,t )z I n n n 
t(tl 
tl(t(t . 
- n 
t>t 
n 
(9 .2.15) 
This curve's smoothness properties were discussed in Section 8 .3. 
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9.3 Information filter algorithm for Generalized Smoothing Splines. 
According to Sorensen and Wets {1982) two practical aspects to 
consider when designing numerical algorithms are most importantly 
numerical stability and to a lesser extent efficiency of the 
algorithms. It isn · t usual for the Kalman Filter {9. 2. 12) to be 
implemented directly because it lacks numerical stability. Numerical 
stability according to Sorensen and Wets {1982) is very important in 
filtering problems because they are recursive in nature and not self 
correcting. This provides opportunities for calculations to become 
meaningless due to error growth if the algorithms are not formulated 
stably. Since the Generalized Smoothing Spline procedure outlined in 
Section 9.2 relies on recursive algorithms such as the Kalman Filter 
and RTS Smoother we want to employ a method which is numerically 
stable. One such candidate is the square root information filter 
developed by Paige and Saunders {1977) oulined in Section 4.3. This 
approach has the advantage that it provides the smoothed values as an 
integral part of the algorithm instead of as a separate procedure. In 
developing their approach they used Duncan and Horn's {1972) 
equivalence between Generalized Linear Least Squares and the recursive 
estimation problem that the Kalman Filter solves. The Generalized 
Linear Least Squares problem is a problem in numerical linear algebra 
for which reliable solution techniques are available {see, for 
example. Lawson and Hanson (1974)). 
In the Wecker and Ansley approach the state vector x 1 and its 
associated covariance are zero thus x 1 11= xlln= 0 and s1 11= Slln = 0. 
Toe Paige and Saunders' approach. as outlined in Section 4.3. in the 
first instance is applied to the following state space formulations 
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z .. = T.z .. l + u. 
Jl l JI- l 
T X .. =hz .. + e. 
J l J l l 
j::O, ... ,p, i=l .... ,n, 
where 
X .. = [yj 
Jl hTT(t.,t
1
)e. 
l J 
j::O 
j=l ..... p 
u. rv N(O,O.) and e. "'N(O,a2 ) where n. is given by (9.2.5) . Thei r l l l l 
A T A 
method is initiated at R2 = L2 and h2= 0 where 
-2 -1 T (a n.) = L .L. J J J 
with L. being a Cholesky factor. The p+l state space formulations are J 
rewritten as 
T 0 - L .z .. J Jl 
X .. = 
Jl 
+ F .z .. l + u'. J Jl- 1 
T hz .. + e. Jl 1 
where F. = -L~T. and u'. 
l l l l 
T 
= -L. u .. 
l 1 Note that this is slightly different 
from (4.3.1) and (4.3.2) in that we are not transforming the state and 
observation equations into having identity covariance and uni t 
variance but covariance a 2 I and variance a 2 . As shown in Section 4.3 I 
the p+l rewritten state space formulations can be written as p+l 
systems of equations. We now treat these p+l systems of equations as 
p+l weighted least squares problems to be solved, as outlined in 
Section 4.3, for z .. I. 1 . Its associated covariance is also available . J 1 1-
* These quantities are required to form the matrix X where 
* T X.. = (X.. - h z .. I . l )/v'd. Jl Jl Jl 1- 1 
with 
T 
d. = h s. 1 · lh + 1 . 1 1 1-
A 
Thus as outlined in the preceeding section the quantitiies a and RSS 
are obtained which are required to evaluate the log likelihood 
(9.2.11) for given A. The optimal smoothing parameter A can be found 
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by any non linear optimization method. Every evaluation of (9.2. 11 ) 
requires that the p+l weighted linear least squares problems be 
solved. 
Once the optimal A has been determined the quantities 
I p T 
y. = y. - ] h T(t.,t1)a 1 1 . l J J= 
are formed and the state space formulation 
i=2, ... , n, 
I hr y. = z. + E:.. 
l l l 
z. = T.z. l + u. l 1 1- l 
i=l, ... ,n, 
is used. The step (4.3.11) is performed (n-2) times saving the upper 
block diagonals~· ~.k~l and~ and then step (4.3.8) is performed 
where R and b are stored. Thus the following system of equations can n n 
be solved by back substitution to obtain z. I , i=2, ... ,n, 
1 n 
b2 R2 R2,3 z2ln 
b3 ~ R3,4 z3ln 
= 
b R R n-1 n-1 n-1,n 
b R z 
nln n n 
Obtaining the smoothed covariances is outlined in (4.3.13). Along t he 
way the filtered and predicted estimates are stored along wi t h the 
square roots of the covariance inverses. Now the Interpo l a ti on 
Smoother (6.4.11) can be employed to obtain z(tln) which is required 
to obtain the Generalized Smoothing Spline point estimates which are 
given by (9.2.15). 
We now want to obtain the condition number for our implementation 
of Paige and Saunders' {1977) least squares approach. The condition 
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number is a measure of the inherent sensitivity of this approach t o 
the actual estimation problem. This is derived for the Lg Smoothing 
Spline case in Osborne and Prvan { 1987a) and is intimated for t he 
Generalized Smoothing Spline case in Osborne and Prvan {1987b) . The 
Paige and Saunders least squares approach to the Generalised Smoothi ng 
problem is to solve 
min II r 112 2 r = 
X 
where 
0 
-1 T 
a h 
LT 0 
-1;. 
a~ 
C = -L2T2 
Cx - C 
LT 
3 ' C -
0 
-1 
yla 
0 
-1 
y2a 
0 
0 
-1 
Ya 
n 
{9 . 3.1) 
For our analysis the assumptions that o-+ 0 and no is bounded as n-+ oo 
and that the data points are equally spaced o apart are being 
employed. They are reasonable assumptions to make since the aim i s t o 
smooth the given set of data. Theorem 1 in Appendix 3 gives the bas i c 
perturbation result for the linear least squares problem. It is 
-II x - x II 2 2 
11 x 11 ~ e{2cond{C)/cos{9) + tan{9)cond{C) } + O{e) 
{9.3.2) 
where xis the solution to the perturbed least squares prob l em . The 
quantity e is the maximum of the relative errors and is bounded by 
sin{9) = ii r 11/llcll. 
In order to estimate the extreme singular values of C we need t o know 
something about the behaviour of the smoothing parameter A. Speckman 
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(1985) and Wahba (1985) assume that A~ 0 like o'. o<,<1. as o ~ 0. We 
wi 11 adopt this assumption. In the Lg Smoothing Sp! ine case this 
assumption can be seen to be appropriate by considering the extreme 
values of ,. Recollecting that an Lg Spline minimizes (6.1.2) where 
µ = A-1 . when,= 0 the approximation term dominates (6.1.2) for large 
n unless the curve being fitted tends to interpolate the data, while 
when,= 1 the penalty function dominates. The extreme eigenvalues of 
O(t+o,t) are useful in obtaining the extreme eigenvalues of the data 
matrix CTC. LEMMA 8.3.1 proves useful in determining these extreme 
eigenvalues. It is worthwhile making the remark that if there exists a 
v satisfying (8.3.10) then the choice of h = v where vis chosen for 
optimal smoothness ensures that z(tln) has k continuous derivatives. 
If this is the case then the smallest eigenvalue of O(t+o,t) has its 
eigenvector tending to h. 
The following sequences aid in finding the extreme singular 
values of C. They are 
If 
a 1= h, ai+l = Ti+lai + h, i=l, ... ,n-1, 
~1= ¥• ~i+l = Ti+l~i + ¥• i=l, ... ,n-l. 
t. 
1 
a. - f T(t.,s)h ds 
1 1 
tl 
n 
= 1 T(t.,t.) 
. 2 l J J= 
t . 
J f T( t .. s )h ds 
J t. 1 J-
then letting o ~ 0 gives 
i 
a. = }: T( t. , t.) 
1 . 2 l J J= 
i D 
f 
0 
=}: T(t.,t.) 
. 2 1 J J= 
D 
f T{o,s)h ds 
0 
(h + O(o)) ds 
(9.3.3) 
(9.3.4) 
i 2 
= 2 T(t.,t.)8h + 0(8 ). 
. 2 1 J J= 
From the sequence (9.3.3) we have t~t 
i 
a. = I T( t. , t. )h 
1 . 2 1 J J= 
(9.3.5) 
thus for (9.3.5) to equal a. we need to multiply it by n hence 
1 
a. "'na. + 0(1) 
1 1 
and similarly it may be shown that 
/j. "' I$. + 0(1) 
1 1 
where 
t. 
1 
{j. = f T(t.,s)¥ ds. 
1 t 1 
1 
(9.3.6) 
(9.3.7) 
(9.3.8) 
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An estimate of the smallest and largest eigenvalue ·of CTC is required 
T 
to estimate cond{C C). The Rayleigh quotient is used to estimate these 
eigenvalues. Here it is 
n 
RQ(x) = H(x)/( 2 II x. 112 ) 
i=l l 
(9.3.9) 
where 
- -2 T 2 H(x) = a {h x 1) + II 
T 2 n T T 
L1x 111 + 2 {II L.x. - L. T .x. l 
. 2 1 1 1 1 1-l= 
112 + 
-2 T 2 
a {h X.) } . 
1 (9.3.10) 
It is worthwhile recollecting that L. is the Cholesky factor of n. 
1 1 
thus the extreme eigenvalues of CTC can be estimated using the results 
for the extreme eigenvalues of O(t+8,t) which are given in 
LEMMA 8.3.1. Exciting the smallest eigenvalue w1 of O{t+8,t) which is 
O( ")_ s:2k+l) and ha · d · d" "u s associate eigenvector ten 1ng to h, the large 
values of the RQ are obtained. One way of doing this is selecting 
x. = a., i=l, ... ,n, by (9.3.3). This gives 
1 1 
n -2 T H(a) = 2 a {ha.) 
. 1 1 l= 
T 2 n T T 2 
+ II L1h II + 2 {II L.a. - L.T.a. l II } i=2 l 1 1 l 1-
but 
so 
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L Tlh 11 2 + ~ { II L: T . a. l + L: h - L: T . a . l 11 2 } 
l l 1- l l l 1-i=2 
i=l 
n 
=}: {w1(t.)-lll h 11
2 (1 + O(o)) 
. 1 l (9.3.11) l= 
n T 
2 a.a. 
. 1 1 l l= 
n 
- n
2 2 II a( t.) 11 2 - n 3 
l i=l 
t 
n 
f II a( s) 
tl 
The other possibility is to choose x such that the small eigenvalues 
are only excited in a small number of terms in (9.3.10) thus avoiding 
the O(n3) term in (9.3.11). Choosing x. = h, x. = 0, j#i, gives 
1 J 
RQ(x) = O{A-lo-2k-l) (9.3.12) 
which is larger than the estimate above and cannot be improved upon. 
Small values of the RQ are obtained by choosing x to only excite 
the largest eigenvalue of O(t+o,t). The choice x. = 'J,, x. = 0, j#i, 
l J 
does not work. It yields 
H(x) = w (t.)11 'J, 11 2 (1 + O{o)) + II L: 1T. l'J, 11
2 
+ 0(1) p l 1+ 1+ , 
and the second term excites other eigenvalues excepting w1 because its 
associated eigenvector in the limit is h. Thus the smallest H{x) wi t h 
this choice is O{o-lA-1). Alternatively taking x. = /3. for all i g i ves 
l l 
n 
H(/3) =}: {w (t.)-1 11 'J, 11 2 (1 + O(o)) + a-2 (hr/3.) 2 }. 
i=l p 1 l 
(9.3.13) 
Using (9.3.3) gives 
T T T 2 
h /3i+l = h /3i + oh M(ti)/3i + o(o /3i) 
. t . 
l T J 
~}: oh M(t .)n J T(t .. s):r ds 
j=l J tl J 
t . 
J 
~n f T ( t, s) 1- ds d t 
tl tl 
thus the second term in H(~) is O(n3 ) but 
n T 2n 2 3 
1 ~-~- ~ n 1 II ~(t.) II ~ n 
i=l l l i=l l 
so that 
· RQ(~) = O(oA-l) + 0(1) = 0(1). 
A smaller order is not possible. 
t 
n 
f II ~(s) 
tl 
147. 
11 2 ds 
(9.4.14) 
Some knowledge about 9 is required before we can evaluate 
(9.4.1). The assumption of independence and unit covariance for n 
effective degrees of freedom gives 
(9.4.15) 
but 
Y. = 11( t. ) + e. 
l l l 
thus by the law of large numbers the linear term in E. can be ignored 
sin{9) 
t 
n 
- v'n/v'(a-2n J 17(t)2dt 
tl 
-2 n 2 
+ a 1 e.) 
. 1 l l= 
t 
n 
- alv'( J 17{t)2dt + 1) 
tl 
and so tends to a limit )0 as n ~ ro. From (9.4.12) and (9.4. 14) it 
follows that cond{C} ~ ro as o ~ 0 so that (9.4.1) must eventually be 
dominated by the term involving cond{C) 2 . Thus asymptotically, the 
condition number of the Paige and Saunders algorithm applied to 
Generalized Smoothing Splines (denoted by condPS) is of the following 
order providing the assumption about A is true 
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-2k-1 -1 
condPS = O(o A ). (9.4.19) 
It was shown in CHAPTER 6 that the largest value that k can take 
is p-1. In this case Paige and Saunders algorithm applied to the 
Generalized Smoothing Spline Problem possesses a condition number 
estimate of the same order as the usual implementation of the Reinsch 
algorithm as D ~ 0. Thus the two algorithms would appear to be 
essentially equivalent on the basis of stability. Both algorithms are 
suspect for values of p, as small as 5, and modest values of n, this 
is illustrated in TABLE 9.5.1 and TABLE 9.5.2 for the Paige and 
Saunders implementation. 
9.4 Covariance filter algorithm for Generalized Smoothing Splines. 
The Kalman Filter equations used in the approach to Generalizeed 
Smoothing Splines inspired by Wecker and Ansley (1983) can be 
implemented more stably as the Generalized Least Squares recursive 
algori thrn outlined in Section 4.4. We use the Square root 
Fixed - interval. Discrete time Smoother developed by Prvan and 
Osborne (1987) to calculate the smoothed estimates. 
In this section the estimate of the condition number for 
calculating the Generalized Smoothing Spline using Generalized Least 
Squares wi 11 be given because we can make progress with it. It 
suggests that the behaviour of the method outlined in the preceeding 
paragraph could be satisfactory. The Generalized Least Squares problem 
becomes 
where 
T 
min s s 
x,s 
(9.4.1) 
and 
with 
Let 
then 
I 
hT 
-T 
C = 2 
I 
hT 
T T 
... 0 y J ' 
n 
J = diag{ J., i=l .... ,n} 
i 
the J. € ffi(p+l)x(p+l) which is defined by 
i 
Jl = [ 8110 1 ]· Ji= [ a-2ni 1 ]· i=2, .... n. 
-2 L. be the Cholesky factor of a n. where n. is 
i 1 1 
1!/2 = [ Li 1 ]· 
B h · · ZT f · ank h ha y c oosing a matrix o maximum r sue t t 
the problem (9.4.1) is equivalent to 
. T T 1/2 T 
min s s Z J s = -z f 
s 
where for our situation one suitable choice of Z is 
hT 
-1 
hTT 0 hT -1 2 
hTT hT hTT 0 0 -1 
ZT = 
2 3 
hTT hTT 0 hTT 0 0 2 3 4 
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(9.4.2) 
given by (9.2.5) 
(9.4.3) 
(9.4.4) 
THEOREM 2 in Appendix 3 gives the following condition number for 
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the method oul ined above. which we have denoted by condP. provided 
II s 11 2 "#, O. and cond{ZTJl/2} and cond{C} get large as o-+ oo, 
II X - XII T 1/2 2 
condP = II x II = 0( cond{Z J }cond{C} II s 11/11 q II) (9.4.5) 
-
where x is the solution to the perturbed generalized least squares 
problem and 
q = f + r 
is the estimate of the signal. There is no direct dependence on 
cond{J1/ 2 }. As mentioned in Section 4.4 the Generalized Least Squares 
problem is equivalent to 
where 
T -1 
min r J r 
X 
r=Cx-f. 
Th J-l/2 · f · d d l d us s = r 1 s a vector o 1n epen en t zero mean norma ran om 
variables with identity covariance. From this it follows. almost 
surely. that 
{9.4.6) 
consequently 
II s 11/11 q II = 0(1). (9.4.7) 
First of all we will look at estimating cond{ZT J 1/ 2 } which is the 
square root of the condition number of ZT JZ. This latter term is 
easier to estimate. Assume for convenience that the data are equally 
spaced. The {i.j)th element of the matrix ZTJZ is given by 
T (Z JZ) .. = lJ 
min{i-1.j-1) T T T 2 L h Tk 1rrrk 1h + h Oh+ a o .. k=l + + lJ 
{S1 10 - 0 here). This can be rewritten as 
where 
• 
T (Z JZ) .. lJ 
-
t 
- n f hTT(t.s)ITr(t.s)Th ds 
tl 
2 
+ a o. . + 0( o II O II) lJ 
Let 
and 
so that 
\f!(t.,t.) 
1 J 
-
t = min(t.,t.). 
1 J 
-
t 
- J hTT(t,s)ITf(t,s)Th ds 
tl 
'11 •• = '11(t .• t .) + 0(011 n 11) lJ l J 
T 2 Z JZ = a I+ n'V. 
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(9.4.8) 
Calculating the condition number of ZTJZ requires the extreme 
eigenvalues of (9.4.8) since the condition number is the ratio of the 
largest eigenvalue to the smallest eigenvalue. In general \f!(s,t) can 
be expected to be a slowly varying function. Since \fl(s,t) is a slowly 
varying function it is reasonable to expect that the order of 
magnitude of the largest eigenvalue can be estimated by forming the 
Rayleigh quotient with the test vector 
lT = [1,1, ... ,l]T. 
thus 
RQ( 1) ~ a2 + 2 2 \fl . . 
. . 1 J 
l J 
~ a 2 + n2 ff \fl(s,t) ds dt 
~ a 2{1 + O(Ao-l)) 
since II n II = a~O(o). Some cancellation has to be introduced into the 
Rayleigh quotient to estimate the order of magnitude of the smal 1 
eigenvalues. This is achieved by choosing a vector which differences 
adjacent elements giving 
2 - i+j 
RQ ~ a + 2 2 ( -1 ) '11 • • 
. . l J 
l J 
~ a 2 + n2J f \fl(s,t) ds dt x o(differencing) 
~ a 2 + n2o2a~ 
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~ a 2 (1 + O(A)) 
where a2o~ comes from II n II in the term \/l(s.t). There is no advantage 
in developing a test vector to give a higher order of differencing 
because the 0(1) term will dominate. Again. if as in Section 9.3. the 
assumption that A= O(o~). O<~<l. is made. then the estimates of the 
smallest and largest eigenvalues of ZTJZ above provide the following 
strictly lower bound condition number 
T -1 
cond{Z JZ} = O(Ao ) 
hence 
(9.4.9) 
The Rayleigh quotient approach can be used once more to estimate 
the order of rnagni tude of the condition number of C. The Rayleigh 
quotient for this matrix is 
where 
2 n-1 2 n T 
II x 1 II + 2 II w. II + }: (h x. ) i=2 1 i=l 1 RQ(x) = ------------
n 2 
2 II x.11 
i=l l 
w. =x.+1 -T. 1x .. l l 1+ l 
(9.4.10) 
(9.4.11) 
To minimize the RQ it is necessary that both w. and hTx. be made small 
l l 
while sirnul taneously making x. large. There is no restriction in 
l 
scaling w. so that II w. II= 1. Recollecting that T(t. 1 .t.) is the l l 1+ l 
fundamental matrix solution to the following homogeneous differential 
equation 
• 
x(t) - M(t)x(t) 
we have that 
T(t. 1.t.) =I+ oM(t.) + O(o
2 ). 
1+ l l (9.4.12) 
If at each step w. is chosen to nearly maximally increase II x. II then 
l l 
it fol lows that w. wi 11 be slowly varying and as a consequence its 
l 
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norm will be close to 1. As mentioned above to minimize the RQ i t i s 
T 
necessary to keep h x. small. If we choose 
l 
T h ~ = o. k=l ..... i+l. 
then 
T 
= 0 = h {w. + T{t. 1 .t.)x.} l 1+ l l 
T 2 
= h { w . + oM ( t . ) x . } + o c o II x . 11 ) . 
l l l l 
This suggests that w. can be chosen recursively by 
l 
w . = -oM ( t . ) x. + z .. 
l l l l 
T h z. = 0 
l 
(9.4.13 ) 
(9 . 4.14) 
where z. is chosen to increase x. 1 and w. has been made smal l as l 1+ l 
required. From (9.4.11) 
But using (9.4.14) this becomes 
x1.+l = -oM(t.)x. + z. + T. 1x. l l l 1+ l 
= z. + (T.+l - oM(t.))x. l l l l 
- z. +{I+ oM(t.) + O{o2) - oM(t.))x. 
l l l l 
= x. + z. + 0(02 11 x.11) 
l l l 
i 
= }: z. + O(o2 11 x.11) 
. l 1 1 J= 
t . 
l 
= n f z{t)dt + 0(1). 
tl 
(9.4 . 15) 
We have that II w.11 = 0(1) as required and hTx. = 0(1) . Now 
l l 
hence 
n 2 n }:llx.11 =Ln 
i=l l i=l 
t. 
l 
f z(t) 
tl 
dt + O{l) 
= n
2 ff z(t) dt ds + O(o-1) 
= O(o-2) 
2 RQ ( x) = 0 ( o ) . 
The largest singular value of C also has to be estimated i n order t o 
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get an idea of the condition number of e. To get an estimate of the 
largest eigenvalue of ewe apply Gershgorin's theorem {it can be found 
. 
in, for example, Stoer and Bulirsch {1980) p385) to eTe. 1bis matrix 
has band structure. 1be individual entries of eTe are all 0(1) hence 
by Gershgorin' s theorem and the band structure of this matrix the 
largest eigenvalue of ere is 0(1). 1bus 
cond{e} = O(o-2 ). 
Using this and (9.4.9) in (9.4.5) gives 
condP = 0{A112o-512) (9.4.16) 
. T 1/2 
since cond{Z J } and cond{e} get large as o -+ 0. 1bis condition 
number estimate is independent of p. 
Now 
condP/condPS = 0{A312o2k-{3/ 2 )). 
thus the condition number estimate of the algorithm outlined in this 
section is generally smaller than the condition number estimate for 
the method outlined in the last section provided that the assumption 
about A given earlier is realistic {all the condition numbers quoted 
are lower bounds). In particular, for the popular case of cubic 
smoothing splines the ratio of the condition numbers is 
3/2 1/2 
condP/condPS = A o 
which differentiates in favour of the algorithm outlined here provided 
the assumption about A mentioned earlier is valid. 1bis estimate is 
for the non recursive form based on Paige's device but it suggests 
that the recursive form will have advantages over the method outlined 
in the preceeding section. Numerical results are given in the next 
section which support the suggestion that the recursive algorithm 
based on Paige's {1979) device might well be superior to the algorithm 
based on Paige and Saunders' {1977) approach. 1be recursive algorithm 
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based on Paige's ( 1979) device is a square root covariance filter 
while the algorithm based on Paige and Saunders' {1977) approach is a 
. 
square root information filter. Since the state transition equation 
covariances are given and not the inverses of the covariances we would 
expect the algorithm based on Paige's device to perform better. 
As mentioned in the introduction the algorithms in this section 
and the last one can in essence also be applied to the diffuse pr i or 
algorithms outlined in a-IAPTER 7 and can also be employed in using GCV 
instead of MLE to obtain the optimal smoothing parameter A. 
9.5 Numerical Results. 
The least squares implementation based on Paige and Saunders' 
{1977) method and the generalized recursive least squares 
implementation based on Paige's (1979) device of the Generalized 
Smoothing Spline was used on two data sets, the Gallant data {Gerig 
and Gallant {1975)){here n=72) and the Sunspot data (Pandit and Wu 
{1987) p487){where n=176) for h = e 1 . for a range of values of p. A 
and V. These two data sets represent the extremes of smoothing . The 
Gallant data is fitted by a very smooth curve which appears to require 
a lower order of smoothing spline { there is overfi tting for higher 
values of p). while the Sunspot data is fitted by a Smoothing Spline 
which tries very hard to interpolate the data. The estimates of the 
errors in the computation are obtained by running t he a l gor ithms in 
both single and double precision on a UNIVAC 1100 computer whi ch has 
accuracy in single precision. Clearly the results i n the 
accompanying tables illustrate that the recursive algorithm based on 
Paige's { 1979) device performs better than the algorithm based on 
Paige and Saunders' {1977) method for different V. Results are given 
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for a range of values of A which straddle the optimal A computed by 
the maximum likelihood procedure discussed in Section 9.3 and 
CHAPTER 6. As predicted by the condition number for Paige and Saunders 
algorithm, the accuracy improves when the continuity conditions are 
relaxed. This corresponds to increasing the rank of V. This does not 
happen when Paige's device is implemented. For the Sunspot data A is 
very large and is more or less independent of the continuity 
conditions. This is consistent with interpolating the data (see Wecker 
and Ansley (1983)). Evidence for oversmoothing with the Gallant data 
-2 -6 is provided by the optimal A decreasing rapidly {from 10 to 10 ) as 
p is increased from 2 to 4. In summary, the algorithm proposed in 
Section 9.5 performs better than the existing algorithms. The two 
algorithms mentioned above also have the additional advantage that the 
continuity conditions can be relaxed when we possess a priori 
information which suggests that 2p-2 continuous derivatives is too 
stringent a constraint. 
A few graphs are included to illustrate that for that for optimal 
A the Gallant data is fitted with a very smooth curve and the Sunspot 
data is fitted with a curve which nearly interpolates the data. Formal 
confidence intervals are attached to the graphs. 
157. 
Table 9.5.1. Gallant Data error estimates. 
p V I\ Paige error Paige & Saunders error 
2 T 0.0001 0.12 X 10-8 0.24 X 10-6 e2e2 
0.001 0.18 X 10-8 0.20 X 10-6 
0.01 0.63 X 10-8 0.31 X 10-7 
0.1 0.44 X 10-8 0.41 X 10-7 
I2 0.0001 0.75 X 10-8 0.14 X 10-6 
0.001 0.87 X 10-8 0. 11 X 10-6 
0.01 0.61 X 10-8 0.43 X 10-1 
0.1 0.41 X 10-8 0.34 X 10-1 
3 T 0.0001 0.23 X 10-1 0.30 X 10-5 e3e3 
0.001 0.41 X 10-7 0.20 X 10-5 
0.01 0.25 X 10-1 0.31 X 10-6 
0.1 0.10 X 10-1 0.36 X 10-1 
I - T 0.0001 0.26 X 10-1 0.30 X 10-5 3 elel 
0.001 0.40 X 10-1 0.20 X 10-5 
0.01 0.22 X 10-1 0.31 X 10-6 
0. 1 0.84 X 10-1 0.36 X 10-1 
I3 0.0001 0.23 X 10-1 0.13 X 10-5 
0.001 0.31 X 10-7 0.33 X 10-6 
0.01 0.20 X 10-1 0.24 X 10-6 
0. 1 0.87 X 10-8 0.28 X 10-1 
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4 T 0.(X)()l 0.80 X 10-1 0.53 X 10-3 e4e4 
0.001 0.31 X 10-7 0.19 X 10-4 
0.01 0.13 X 10-6 0.37 X 10-3 
0. 1 0.46 X 10-6 0.27 X 10-3 
T 
e3e3 + 0.0001 0.39 X 10-1 0.14 X 10-3 
T 0.001 0.27 X 10-1 0.19 X 10-5 e4e4 
0.01 0.10 X 10-6 0.20 X 10-4 
0. 1 0.39 X 10-6 0.24 X 10-4 
I - T 0.(X)()l 0.38 X 10-1 0.43 X 10-5 4 elel 
0.001 0.22 X 10-1 0.13 X 10-6 
0.01 0.10 X 10-6 0.22 X 10-5 
0.1 0.39 X 10-6 0.41 X 10-5 
I4 0.0001 0.33 X 10-1 0.75 X 10-6 
0.001 0.25 X 10-1 0.64 X 10-1 
0.01 0.13 X 10-6 0.99 X 10-6 
0. 1 0.30 X 10-6 0.16 X 10-5 
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Table 9.5.2. Sunspot Data error estimates. 
p V I\ Paige error Paige & Saunders error 
2 T 0. 1 0.27 X 10-5 0.27 X 10-4 e2e2 
1.0 0.14 X 10-5 0.18 X 10-4 
10.0 0.39 X 10-6 0.14 X 10-5 
100.0 0.13 X 10-5 0.17 X 10-5 
I2 0.1 0.18 X 10-
5 0.21 X 10-4 
1. 0 0. 11 X 10-5 0.66 X 10-5 
10.0 0.91 X 10-6 0.12 X 10-5 
100.0 0. 11 X 10-5 0.15 X 10-5 
3 T 0.1 0.21 X 10-4 0.75 X 10-3 e3e3 
1. 0 0.83 X 10-4 0.33 X 10-3 
10.0 0.26 X 10-3 0.17 X 10-2 
100.0 0.60 X 10-3 0.10 X 10-2 
I - T 0. 1 0.10 X 10-4 0.59 X 10-4 3 elel 
1.0 0.52 X 10-4 0.15 X 10-3 
10.0 0.19 X 10-3 0.65 X 10-4 
100.0 0.37 X 10-3 0.96 X 10-4 
I3 0.1 0.10 X 10-
4 0.67 X 10-4 
1. 0 0.37 X 10-4 0.95 X 10-4 
10.0 0.10 X 10-3 0.77 X 10-4 
100.0 0.99 X 10-4 0.10 X 10-3 
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4 T 0. 1 0.55 X 10-2 0.32 X 101 e4e4 
1. 0 0.39 X 10-2 0.88 X 10° 
10.0 0.81 X 10-2 0.39 X 10-1 
100.0 0.28 X 10-1 0.10 X 10° 
T 
e3e3 + 0. 1 0.38 X 10-2 0.26 X 10° 
T 1. 0 0.32 X 10-2 0.62 X 10-1 e4e4 
10.0 0.87 X 10-2 0.95 X 10-1 
100.0 0.23 X 10-1 0.68 X 10-1 
I4 - elel 
T 0.1 0.33 X 10-2 0.48 X 10-1 
1.0 0.24 X 10-2 0.13 X 10-1 
10.0 0.73 X 10-2 0.12 X 10-1 
100.0 0.12 X 10-1 0.86 X 10-2 
I4 0. 1 0.33 X 10-2 0.19 X 10-1 
1. 0 0.24 X 10-2 0.81 X 10-2 
10.0 0.49 X 10-2 0.44 X 10-2 
100.0 0.57 X 10-2 0.30 X 10-2 
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APPENDIX 1. 
LEMMA 1. If tr(AB) = 0 VA then B = 0, where A is a mxn matrix and B 
is a nxm matrix. 
PROOF. Let A= [a .. ] and B = [b .. J. Now lJ lJ 
m n 
tr(AB) = }: }: a .. b ... 
i=l j=l lJ Jl 
If tr(AB) = 0 VA then we have that 
Specializing A to be 
=> 
T 
e. e. 
l J 
}: }: a .. b .. = 0 V A. 
i j lJ Jl 
b .. = O. i=l ..... m. j=l .... ,n. Jl 
QED. 
MATRIX INVERSION LEMMA. For R. W E IRpxn and a positive definite 
Q € IRnxn the following relationship holds 
RW{WRWT + Q)-1 = (WTQ-lW + R-1)-lWTQ-1. 
PROOF. This is proved by first postrnultiplying the above expression by 
T T -1 -1 (WRW + Q) and then premultiplying by (W Q W + R ). 
QED. 
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APPENDIX 2. 
2 LEMMA 7. 4. 2. Letting 'Y -+ en, the following equations provide the 
smoothed estimate x(tln) for ti-l~t~ti and its associated covariance 
for the state space formulation (7.4.1) with x 1- N{O,'Y
2I). The 
recursion is 
and 
x(tln) = T{t,t 1)f1._1 +(I+ X.X.)(x. I - T(t.,t1)f. 1) 1 1 1 n 1 1-
S{ t In) - - T -= T{t,t1)[(I + A.X.)s., (I+ A.X.) - f(t. ,t) 1 1 1 n 1 1 1 
- T-T T 
- A.X.A.]T(t. ,t1) 1 1 1 1 
(7.4.27a) 
T-T 
- E.X.A. 
1 1 1 
(7.4.27b) 
where 
with 
and X. satisfies 
1 
A. = R. l + f(t .. t) - E. 1 1- 1 1 
X. = Q. IX . Q . 1 1 1- 1 1-
Q . lE · X · Q · 1 = Q . 1 . 1- l l 1- 1-
(7.4.27d) 
(7.4.23) 
(7.4.24) 
The quantities E. and R. are given by (7.4.lOa) and (7.4.lOb). 
1 1 
PROOF. It is worthwhile noting that X. can be determined and is 
l 
symmetric. Referring to the Interpolation Smoother given by 
(3.4.1) - (3.4.3) we have that 
x(tln) = T(t,t. 1 )x. lj· 1 + A(t.,t)(x. I - x. ,. 1) J- 1- 1- 1 1 n 1 1- (A2.1) 
where 
A(t. ,t) 
1 
T T -1 
_ [T( t. t. 1 )s. 11 . 1T. + n( t. t. 1 )T( t .. t) Js. I . 1 1- 1- 1- 1 1- l 1 1-
(A2.2) 
and 
S( t In) T = O(t,t. 1) + T(t,t. 1)S. lj· 1T(t,t. 1) -1- 1- 1- 1- 1-
for t. 1<t<t .. 1- - 1 
T A( t. , t) (S. I . l - S. I )A( t. , t) 1 1 1- 1 n 1 
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(A2 .3) 
The quantities S. j· 1 . and S.-11. 1 from 11IEOREM 7.4.1 and LEMMA 7.4 . 1 1 1- 1 1-
can be written as 
8 ili-1 = T(ti,tl){,2(I - Qi-1) + Ei + ,-~il + ••• }T(ti,tl)-T, 
(A2.4) 
and 
S. 11· 1 = T(t. l'tl){,2(I - Q. 1) + R. 1 + ,-~. 11 + •••} 1- 1- 1- 1- 1- 1-
T 
x T(ti-l'tl) . {A2.5) 
In the proof to LEMMA 7.4.1 it was shown that 
X. = Q. lX. Q. 1 1 1- 1 1-
and 
Q. lE · X · Q · 1 = Q · 1. 1- l 1 1- 1-
Using (A2.4) and (A2.5) in (A2.2) we get 
A(ti,t) = {T(t,ti-l)T(ti-l'tl){,2(I - Qi-1) + Ri-1 + ,-~i-11 +•• } 
T T -T 
X T. T(t. l'tl) + f(t.,t)}T(t.,tl) X 1 1- 1 1 
2 -2- -1 -1 {, {I - Q. 1) + E. +, -E. 1 + ••• } T(t.,t1) . 1- 1 1 1 
Setting 
R. l = R. l + f{t. ,t) 1- 1- 1 
we look at 
2 - -2._ {, ( I - Q . l ) + R . l + , -R . 11 + • • • } 1- 1- 1-
2 -2-
x {, (I - Q. 1> + E. +, -E.1 
1- 1 1 
-1 + ••• } . {A2.6) 
As seen in LEMMA 7.4.1 the inverse term can be written as 
X + _-2-_ + _-4__ + ••• i I -xil I --xi2 1 
thus equation {A2.6) becomes 
{~2(I - Qi-1) + Ri-1 + ~-~i-11 +···}{Xi+ ~-2xil + ~-4:xi2 +••• } 
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2 -
=, (I - Q. 1)X. + R. 1X. + (I - Q. 1)X. 1 + 1- - 1 1- 1 1- 1 
-2 - -4 
, (R. 11x. + R. 1x. 1 + c r - Q. 1 )X. 2 + oc, ) . 1- 1 1- l 1- l 
Using the relationships (7.4.23) and (7.4.24) this simplifies to 
- -2 - -4 
I+ (Ri-1 + Ei) +' ((Ri-11 - Eil)Xi + (Ri-1 - Ei)Xil) + O(, ). 
Setting 
A. = R. 1 - E. l 1- l 
and 
the above expression can be written more compactly as 
- -2 - -4 I+ A.X. +, {A. 1X. + A.X. 1) + 0(, ) l l l l l l 
thus 
-2 - · -4 -1 A{t 1.,t) = T(t,t 1)(I + A.X. +, {A. 1X. + A.X. 1) + 0(, ))T(t. ,t1) . 11 l l 11 1 
{A2.7) 
Taking the limit as 
t. 1<t<t. is given by 1- - - l 
2 
' -+ oo the interpolation smoothed estimate for 
x{tln) =T(t,t. 1)x. ii· 1 + (I+A.)(x.l -x.l. 1) 1- 1- 1- 1 1 n 1 1-
where x. ll· 1 is obtained from solving 1- 1-
T + (V · 1) y · 1 = f. 1 1- 1- 1-
(which is defined in Section 7.4) since 
X. 11· 1 =T(t. l'tl)f. 1 1- 1- 1- 1-, 
thus (7.4.27a) is obtained. 
The Interpolation Smoothed estimate's covariance for ti-l~t~ti is 
given by (A2.3). In this expression the possible unbounded terms are 
T T T( t, t. l )S. l I · 1T( t, t. l) - A( t. , t )S. 1 . 1A( t. , t) 1- 1- 1- 1- l l 1- l 
which using (A2.4),(A2.5) and {A2.7) become 
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2 -2- T T(t,tl){, (I - Qi-1) + Ri-1 +' ~i-11 + ••• }T(t,tl) 
- -2 -
- T(t,t1){I + A.X. +, (A. 1X. + A.X. 1) + ••• } l l l l l l 
2 -2-
x {, (I - Q. 1) + E. l + , -E. 11 + • • • } 1- 1- 1-
- -2 - T x {I+ A.X. +, (A. 1X. + A.X. 1) + ••• } T(t,t1). l l l l l l 
Inspecting the following term gives using (7.4.23) and (7.4.24) 
2 -2_ {, (I - Q. 1) + R. 1 + ' ~- 11 + • •. } 1- 1- 1-
- -2 -
- {I+ A.X. +, (A. 1X. + A.X. 1) + ••• } l l l l l l 
2 -2-
x {, (I - Q. 1) + E. +, -E.1 + ••• } 
1- l l 
x {I+ A.X. + ,-2(A.1X. + A.X.1) + ••• }T 
l l l l l l 
2 -2 
=, (I-Q. 1) + R. l + 0(, ) -1- 1-
c~2cr - Qi-1) + Ei + ~-2Eil + ~-2Eil + ~2XiXi(I - Qi-1) + AiXiEi 
-2- -
+, A.X.E. 1 + (A. 1X. + A.X. 1)(I - Q. 1) + l l l l l l l 1-
-2 - -4 - -2 T 
, (A. 1X. + A.X1 .)E. + 0(, )}{I+ A.X. +, (A. 1X. + A.X. 1) + •••} l 01 l l l l l l l l l 
2 -2 2 -2- -
=' (I-Qi-1) + Ri-1 + O(, ) - [, (I - Qi-1) + Ei +' -Eil + AiXiEi 
-2 - -2 -
+, A.X.E. 1 + A.(I - X.E.) +, (A. 1X. + A.X. 1)E. + •••] 111 l 11 l l 11 l 
x {I+ A.X. + ,-2(A.1X. + A.X.1) + ••• }T 
l l l l l l 
2 -2 
=, (I - Q. 1) + R. l + 0(, ) 1- 1-
- [,2(I - Q. 1) + E. +A.+ ,-~-1 + ,-~-1 + ,-2A.X.E.1 + 
1- l l l l l l l 
-2 -2- - -2 - }T 
, A.lX.E. +, A.X.lEi]{I + A.X. +, (A.lX. + A.X:1) + ••• 
l 11 11 11 l l 11 
2 -2 2 
=, (I - Q. 1) + R. l + 0(, ) - , (I - Q. 1) - E. -1- 1- 1- l 
2 T-T T-T - - T-T 
, (I - Q. 1)X.A. - E.X.A. - A. - A.X.A. 1- l l 1 1 l l l 1 l 
- T-T - T-T -2 
= R. l - E. - A. - E.X.A. - A.X.A. + 0(, ) 
1- 1 1 l l l l l l 
- T-T - T-T -2 
= R. l - E. - R. l - f(t.,t) + E. - E.X.A. - A.X.A. + 0(, ) 1- l 1- l l l 1 l l l l 
- T-T - T-T -2 
= -f(t.,t) - E.X.A. - A.X.A. + 0(, ). 
1 l l l l l l 
After letting , 2~ 00 the possible unbounded terms become 
- T-T - T-T T T(t,t1){-f(t.,t) - E.X.A. - A.X.A.}T(t,t1) . l l l 1 1 l l 
This is inserted into equation (A2.3), after some manipulation 
equation (7.4.27b) is obtained. QED. 
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APPENDIX 3 
PERTURBATION RESULTS FOR LEAST SQUARES PROBLEMS 
The following theorem found in Golub and Van Loan {1983) provides 
the perturbation results for the least squares problem. 
TIIEOREM 1. Suppose x. r, x and r satisfy 
II Ax - b 11 2 = min. r = b - Ax. 
A A A 
II (A+ oA)x - {b + ob) 11 2 = min. r = {b + ob) (A+ oA)x. 
where A. oA € ffinxp. (n~p) and b # 0, ob€ ffin. Assume that 
E. = max 
{ II oA II~ II ob 112 al (A) 
II A 11 2 ' II b 112 } < a2 {A) 
where a 1{A) is the smallest singular value of A and an{A) is the 
largest singular value of A so that 
Then 
sin{8) = 11 ~; ~ 11 2 # 1. 
2 
II x - x 112 < c{2cond{A) + tan(8)cond{A)2} + O(c2) 
11 x 11 2 - cos(8) 
11 ~ ~ ~/2 5: t{l + 2cond{A)min(l,n-p)} + O{t2). 
The Generalized Linear Least Squares problem is 
. -1/2 nxn nxp 
min II W (y - Cx) 11 2 , W € ffi , C € ffi , X 
(A3.1) 
(A3.2) 
where the data is assumed to be of the form 
y=Cx+w 
where w is an unknown noise vector with zero mean and covariance W. 
Paige (1979) reformulated this problem as 
· T B Cx min V V: V = y - . 
v,x 
where 
T T W =BB, w = Bv, E(v) = 0, and E(vv) = I. 
It was seen in Section 4.4 that by choosing a matrix ZT of maximum 
rank such that 
the equivalent problem is 
min vTv: ZTBv = - ZTy. 
V 
Paige (1979) furnishes the following perturbation result. 
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IBEOREM 2. Let oi = ti - ti-l" If II v 11 2 "# 0, and if cond{ZTB} 
and cond{C} get large as o. ~ 0, V., then the condition number 
l l 
associated with the GLS estimate using Paige's device is 
A 
II x - x II T 211 s II 
11 x 112 2 a cond{Z B}cond{C} 11 q u; (A3.3) 
A 
where xis the solution to the perturbed Generalized Linear Least 
Squares problem and 
q = f + r 
is an estimate of the signal. 
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