Inversions of electromagnetic data from different coil configurations provide independent information about geological structures. We develop a 1-D inversion algorithm that can invert data from the horizontal coplanar (HC), vertical coplanar, coaxial (CA), and perpendicular coil configurations separately or jointly. The inverse problem is solved by minimizing a model objective function subject to data constraints. Tests using synthetic data from 1-D models indicate that if data are collected at a sufficient number of frequencies, then the recovered models from individual inversions of different coil systems can be quite similar. However, if only a limited number of frequencies are available, then joint inversion of data from different coils produces a better model than the individual inversions. Tests on 3-D synthetic data sets indicate that 1-D inversions can be used as a fast and approximate tool to locate anomalies in the subsurface. Also for the test example presented here, the joint inversion of HC and CA data over a 3-D conductivity provided a better model than that produced by the individual inversion of the data sets.
INTRODUCTION
In electromagnetic (EM) surveys, data can be measured with different coil orientations. Commonly used coil configurations include horizontal coplanar (HC), vertical coplanar (VC), coaxial (CA), and perpendicular (PP) systems, shown in Figure 1 . Usually the coil separation is large enough compared to the transmitter radius so that the source can be treated as a horizontal or vertical magnetic dipole. Different orienta- tions of the source probe the earth somewhat differently, while different receiver orientations measure the different components of the earth's response. When only a limited number of frequencies are available, the data from different coil configurations can provide complementary information about subsurface conductivity.
Inversion of 1-D electromagnetic data has been studied extensively in the literature. Most of these studies have centered on the inversion of the horizontal coplanar data, where both parametric inversion methods (e.g., Glenn et al., 1973) and model norm-based inversion were applied (e.g., Fullagar and Oldenburg, 1984) . The use of different coil systems has been addressed by Ward et al. (1976) in a groundwater problem, where they compare the result of the horizontal-and verticalloop sources with Schlumberger sounding data.
The primary purpose of our paper is to present an algorithm that can produce a 1-D conductivity structure from multiple coil configurations for the dual-loop method. The data from different coil systems can be inverted separately or jointly (Vozoff and Jupp, 1975) . Our algorithm will be useful in circumstances where conductivity is locally uniform in the horizontal direction over distances comparable to the illumination footprint of the transmitter. However, if the scale length of the structural variation is small, then differences between the 1-D and 3-D responses will be a problem for the 1-D inversion. Xie et al. (1998) and Ellis (1998) have shown the limitation of using 1-D inversion algorithms for frequency-domain airborne electromagnetic data over 2-D conductivity structures. For the time domain EM problems, the discrepancy between the 3-D and 1-D responses and its effect on the inversions results are extensively addressed in the literature (e.g., Newman et al., 1987; Goldman et al., 1994; Rabinovich, 1995) . The violation of the 1-D assumption may make the recovered models unreliable for interpretation in particular areas of the survey. Some insight about the magnitude of this effect can be obtained by carrying out 1-D inversions from 3-D synthetic modeling. We attempt to do that here.
We begin our paper by solving the forward problem for the different coil systems. Next, we formulate the inverse problem by minimizing a model objective function subject to the data constraints. We propose a simple way to obtain the sensitivities, which are the partial derivatives of the magnetic fields with respect to conductivity, for different coil systems. With a 1-D synthetic example we investigate the ability to recover a model by individually inverting data from each of the four coil systems. The effect of S/N ratio in different coil systems is illustrated. To show the practical utility of our algorithm, we apply our method to 3-D synthetic data contaminated with noise. Individual data sets from different coil configurations are inverted separately and jointly. The first example has two prisms buried in a homogeneous half-space, and the second example has a conductive overburden in addition to the prismatic bodies.
FORWARD MODELING
The forward problem in the dual-loop system requires computing a magnetic field resulting from a horizontal or vertical magnetic dipole. Responses for loop sources can be obtained by carrying out numerical integrations of responses attributed to dipole sources over the loops. In geophysical exploration, however, the coil separation is generally greater than the radius of the source loops, and it is adequate to treat the loop sources as point dipoles. Ryu et al. (1970) present a solution for the forward problem of a horizontal loop that can be adapted easily to the case of a vertical magnetic dipole source. Dey and Ward (1970) and Ward and Hohmann (1988) compute the forward responses of a horizontal magnetic dipole over a layered earth. They show that when the measurements are taken above the earth, the secondary field resulting from the transverse magnetic mode associated with a horizontal magnetic dipole can be ignored. For the frequencies of interest in most geophysical applications, the magnetic field response of the earth is attributable only to the currents flowing horizontally, even in the case of a horizontal magnetic dipole source. Das (1995a Das ( , b, 1997 computes apparent resistivity for various coil systems. However, in this paper we consider the real and imaginary parts of the response as our data.
Consider a source of dipole moment m situated at a height h above a layered earth. Each layer is characterized by a constant conductivity σ i . The dielectric permittivity and magnetic permeability are assumed constant and equal to their free-space values. The dipole is energized by a time-dependent current FIG. 1. Four commonly used coil configurations: the horizontal coplanar (HC), the perpendicular (PP), the coaxial (CA), and the vertical coplanar (VC) systems. T x and R x denote the transmitter and receiver, respectively. e iωt . The data are measured at a radial distance r from the source. Figure 2 shows the geometry for a horizontal coplanar system. Geometries for the other three coil configurations can be obtained by changing the orientations of the source and receiver accordingly. If we denote the secondary magnetic fields for VC, CA, PP, and HC systems as H V C , H C A , H P P and H HC , then, for the given geometry and under the quasi-static assumption, we have
and
where R T E is the transverse electric (TE) mode reflection coefficient, z is the distance below the source plane, J 0 and J 1 are the zeroth-and first-order Bessel functions, λ is the Hankel transformation parameter, m is the model to be obtained, and ω is the angular frequency. Equations (1-4) are obtained by
FIG.
2. Geometry of the coplanar coil system. A horizontal transmitter loop (T x ) of radius a is located at height h above the surface of a 1-D earth. The source current has angular frequency ω and amplitude I . The receiver (R x ) is situated at a radial distance r from the loop source. The earth is modeled as M layers. The conductivity in the ith layer is denoted as σ i . Z obs is the vertical distance between T x and R x .
removing the primary fields from the solutions given by Ward and Hohmann (1988) . R T E is computed by
where Z 0 is the intrinsic impedance of free space and the input impedance at the first layer, Z 1 , can be found by the recursive procedure outlined by Morrison et al. (1969) .
SENSITIVITY COMPUTATION
To solve the inverse problem, we need to compute the sensitivities which connect the perturbations on the model to the perturbations on the data. We first use the sensitivities of the electrical field for an HC system to find the sensitivities for the reflection coefficient of the TE mode. Then we build the solution to the sensitivity for other three systems. Equations (1-4) show that the effect of conductivity σ on the data is exclusively embodied in the reflection coefficient R T E . The difference among the data of these four coil configurations is caused solely by geometry. Let H XY be any one of the secondary magnetic fields given in equations (1-4) and O XY be the geometry factor, which can be decided from equations (1-4). Then the generic form of the sensitivities is
where the index XY denotes any one of the V C, P P, C A, and HC coil configurations. The sensitivities of the secondary electrical field for a horizontal coplanar system are given by Zhang and Oldenburg (1997) :
where E and G are the primary and auxiliary fields, respectively, and µ j is the magnetic permeability of the jth layer. The sensitivities for H HC and H P P are connected to the sensitivities for the electric field through Faraday's law:
Combining equations (4) and (8) yields
where z obs is the vertical distance between transmitter (TX) and receiver (RX). Substituting equation (9) into equation (6), we obtain the sensitivities for the remaining three systems by applying the appropriate geometric factors:
INVERSION ALGORITHM
The main objective in our inversion method is to obtain a geologically interpretable model that can adequately reproduce the observations. This is achieved by minimizing a model objective function subject to adequately fitting the data (e.g., Constable et al., 1987; Oldenburg, 1994) . The model objective function for our problem is given by
where the control parameter α ∈ [0, 1]. The inverse problem in the discretized form can be stated as
where 
NUMERICAL RESULTS
In this section we invert the HC, CA, VC, and PP data generated from both 1-D and 3-D synthetic models. The data were normalized by the primary fields and are given in parts per million (ppm). Since the primary field at the receiver coil for the perpendicular system is zero, we use the primary field associated with the coplanar system to normalize the perpendicular data.
1-D synthetic examples
The secondary magnetic fields for the four coil configurations are calculated at 10 logarithmically spaced frequencies ranging from 110 to 56 320 Hz. The coil separation is 10 m, and the source and receiver are placed 30 m above the earth, which is common in helicopter EM surveys (Palacky and West, 1991) .
In performing the following inversions, the earth is divided into 44 layers to a depth of 500 m. The parameter α in equation (11) is chosen as 0.02, and this is sufficiently small so the smoothness constraint is dominant. The starting and reference models, (m 0 ) in equation (12), are 10 −2 S/m half-spaces, and the data were contaminated with Gaussian random noise with a standard deviation of 1% of the datum value. Data from all four coil systems were inverted; the results are shown in Figure 3 . It took seven to nine iterations for each of the four inversions to converge to the desired misfit levels (φ * d = 20). The resultant models are almost identical, and all inversions successfully recovered the two conductive zones. The intervening resistive layer has higher conductivity than its true value. This is because of the smoothness constraint in the model objective function in equation (11) and because the data are not significantly affected by decreasing the conductivity there. The data from all four coil configurations fit equally well, and the final misfit for each system reached a desired χ 2 misfit of 20, which is equal to the number of data. The fact that all coil configurations provided the same recovered conductivity model is primarily related to each being contaminated by 1% noise.
Next, we illustrate the effects of signal strength and noise by adding noise that has constant standard deviation to the same data set as in the previous example. The standard deviations for the VC, HC, and PP data were set to 2 ppm at all frequencies and 1 ppm for the CA data. This is because the primary field for the coaxial system is twice the amplitude of the HC, VC, and PP systems. The actual errors, after being converted back from parts per million to amperes per meter, were then the same for all data. Each of the four inversions converged to the desired misfit level of χ 2 = 20 after five to six iterations. The , and (h) plot the corresponding predicted data (lines) and observed data (discrete points) from the inversions for HC, VC, PP, and CA coil systems. The observed real and imaginary data are shown by the triangles and circles, respectively. The data misfit attained is χ 2 = 20, which is equal to the number of data for all systems.
recovered conductivity models and the data are presented in Figure 4 . The recovered model from the invertion of the HC data was the best among the four recovered models, followed by those obtained from inverting the VC and CA data. The reconstructed conductivity from inverting the PP data failed to pick up either the resistive layer or the second conductive zone at depth. This is because the information about the resistive and the second conductive layers is contained mainly in the real components of the data at the lower three frequencies. Given the error assignment, the PP system had the smallest S/N ratio, and the signal pertaining to the resistive and the second conductive layers was smeared out. By contrast, the signal related to those two layers in the coplanar system was well above the noise level, so the inverted HC data generated the best result. These examples indicate the importance of noise in the data. When the S/N ratios are the same, the data inversions from different coil systems can produce similar results. In practice, however, different coil systems have different S/N ratios. Since,
FIG. 4.
The results of the inversions of the 1-D data from different coil systems. The standard deviations are 1 ppm for the coaxial data and 2 ppm for the data from the other three coil configurations. Panels (a), (c), (e), and (g) show the recovered models (solid lines) and true models (dashed lines) from the inversions of the HC, VC, PP, and CA data, respectively. Panels (b), (d), (f), and (h) plot the predicted data (lines) and observed data (discrete dots). The observed real and imaginary data are shown by the triangles and circles, respectively. The data misfit attained is χ 2 = 20, which is equal to number of data for all systems.
for a 1-D earth, the HC system has the largest signal, this configuration is most commonly used.
If data are collected at sufficient frequencies and with the caveat regarding the importance of noise, then the inversion of individual data sets from different coil configurations produces similar conductivity models. This was shown in the first example (Figure 3) . However, in practice, data in airborne EM surveys are acquired at very few frequencies (usually two or three) using coaxial and coplanar systems that operate at different frequencies. Under such circumstances, a 1-D joint inversion can be advantageous. We illustrate this by considering the joint inversion of CA and HC data. We consider a 1-D conductivity model (blocky) shown in Figure 5a . Data for the HC system are generated at 7040 and 880 Hz, and data for the CA system are generated at 56 320 and 7040 Hz. The data are contaminated by Gaussian random noise with a standard deviation of 5 ppm for both CA and HC systems. The desired misfit for the individual and joint inversions is χ 2 = 4 and χ 2 = 8, respectively. The model recovered from inverting the HC data is shown in Figure 5a , and its corresponding fit to the data is in Figure 5b .
FIG. 5.
The results from the individual and joint inversions of the HC and CA data collected at a few frequencies. The standard deviations are 5 ppm for both configurations. Panels (a) and (c) display the recovered models from the individual inversion of HC and CA data, respectively. The model from the joint inversion (dashed) is shown in (e). Panels (b), (d), and (f) plot the predicted data (lines) and observed data (discrete dots). The observed real and imaginary data for HC data are shown by the squares and triangles, respectively; for CA data, they are shown by stars and circles, respectively. The data misfit attained is χ 2 = 4 for individual inversions andχ 2 = 8 for the joint inversion.
The deeper conductor is better recovered than the shallower conductor, and this is primarily a consequence of using only low frequencies (7040 and 880 Hz). The model recovered from the CA data inversion in Figure 5b indicates the top conductive layer is well recovered, but there is no indication of the deeper anomaly. The corresponding data fit is shown in Figure 5d . The joint inversion of HC and CA data shown in Figure 5e is able to resolve the two conductive anomalies very well. The fit to the data is shown in Figure 5f .
3-D synthetic examples
The usefulness of applying a 1-D inversion algorithm to data acquired over 3-D geologic targets is problem dependent. To gain some insight regarding conductivity structures and data acquisition parameters that are relevant to mineral exploration, we consider the following two synthetic examples. separation and observation height are the same as in the 1-D examples. The line spacing was 50 m, and the station interval was 25 m. Data from four coil configurations were generated with a staggered-grid, finite-difference method (Newman and Alumbaugh, 1995) , and contaminated with 1% Gaussian noise. In addition, forward modeling errors of the finite-difference code were estimated to be about 5%. For our 1-D inversions we assigned standard deviations of 5 ppm plus 10% for the HC data. For the CA, VC, and PP data, the standard deviations were set to 2 ppm plus 10% of the data strength. In the inversions, the data were all fit to the desired misfit level (χ 2 = 6 for each station). Other parameters in the inversion were kept the same as in the 1-D inversions. In displaying the recovered models and the data, the positions of the two prisms were denoted by white rectangles.
The data for HC, CA, and VC systems look similar in this example, and we show only the VC data. The imaginary component is displayed in Figure 7 . The data form two peaks at 880 Hz, one peak and one trough at 7040 Hz, and two troughs at 56 320 Hz, over the tops of the two prisms. The real component of the data (not shown), on the other hand, shows two peaks over the tops of the two prisms at all three frequencies. The data clearly indicate the presence of two anomalous bodies, but they do not reveal if the bodies are conductive or resistive, nor do they indicate depths of burial. The perpendicular data seem to be rougher than the data from the other three coil systems, possibly because of a low S/N ratio. We plot the real component of the perpendicular data in Figure 8 are presented in Figures 9 and 10 , respectively. In all recovered models in Figure 9 , the existence of the two anomalous bodies is evident. The recovered models from VC, HC, and CA are reasonably good representations of the true model, even though the recovered amplitudes are lower than the true values. This is because relatively large standard deviations are used to avoid overfitting the 3-D data. The maximum amplitude recovered is approximately 0.1 S/m, compared to the true value of 0.5 S/m for the deeper prism and 0.045 S/m compared to the true value of 0.1 S/m for the shallower prism. To the first order, the results from the three coils (VC, CA, and HC) are similar. The recovered model from the inversion of the CA data has the sharpest vertical structures in the direction orthogonal to its source plane (i.e., x-z plane). The recovered conductivity from the inversion of the VC data has the longest extension in the direction perpendicular to its source plane. In this 3-D example, the PP coil system is most sensitive to 3-D effects; consequently, the recovered model from it exhibits the most roughness. But at the same time, the model extracted from the PP data shows two completely separated conductive bodies, although the peak of the anomalies is close to the edge of the prisms. A common feature in the inversions of all four coil systems is that the recovered models are thinner in the vertical directions and wider in the horizontal directions than the true models. So caution must be exercised when interpreting We first invert the coaxial data at section y = 400 m. There are six data to be inverted for each station. After 5 to 7 iterations the desired misfit (χ 2 = 6) was obtained at all 15 stations. The standard deviation used in the inversion is 5 ppm plus 2% of the data size. Figure 11 shows the model and the data. at 880 Hz penetrate through the overburden. This is noted in Figure 11c , where the real component of the data at 880 Hz forms a local peak over the top of the deeper prism. Figure 11d shows the recovered model. The position of the vertical contact is located relatively accurately, given the station spacing of 50 m. The thickness and the conductivity of the overburden are recovered reasonably well-especially in the region away from the conductive prisms where the data are one dimensional. The inversion provides some indication of the shallower prism on the left, even though the survey line passes along the north edge of the prism. The prism on the right is manifested as an increase of thickness of the overburden.
The horizontal coplanar data are inverted next. Data were assigned an error of 5 ppm plus 2% of the data size. After four to six iterations at each station, the cumulative misfit was reduced to the desired misfit level of 90 (15 stations with 6 data at each station). Figure 12 shows the model and the data from the inversion. The data at all frequencies indicate the conductivity variation of the overburden, and only the real component of the data at 880 Hz clearly indicates the existence of the lower prism. The recovered model is presented in Figure 12d . The conductivity values for the overburden were recovered well. Vertical variations inside the overburden diminish as the observation location moves farther away from the prisms. The peak of the conductivity anomaly coincides with the top of the lower prism.
In the above examples, both HC and CA inversions indicate increasing conductivity with depth at the location of the deep prism. However, the prism is not well resolved. We are not concerned about the shallow prism since the survey line passes along the north edge of the prism. Inversion of data at y = 300 m reveals this conductor clearly.
The joint inversion of CA and HC data is shown in Figure 13 . Structurally, the recovered model shows a clear indication of the lower prism that is better than the result of individual inversions (compare Figure 13g with Figures 11d and 12d) . In carrying out the inversions the standard deviations for both data sets were the same as in the separate inversions. After 5 to 7 iterations, the total cumulative χ 2 misfit obtained is 237 (expected value is 180). This is somewhat larger than the desired value, but it is not surprising. Different coil systems couple with 3-D targets differently, so a 1-D model obtained by inverting the data from one coil system may be inconsistent with data from other coil systems when the earth is three dimensional. However a joint inversion of the data from different coil systems can perhaps draw a compromise between these inconsistencies. Some quantification of this is needed; but irrespectively, the results from this example suggest the usefulness of joint inversion even when 3-D data are inverted using a 1-D algorithm.
CONCLUSIONS
In this paper we have developed an inversion algorithm to recover 1-D conductivity structure from HC, CA, PP, and VC systems using an iterative Gauss-Newton method. The inversion is carried out by minimizing a model objective function subject to data constraints. Results from the inversion depend critically upon the errors in the data and how well the data are reproduced. Synthetic examples over a 1-D earth show that each coil system can provide essential detail about conductivity, but the information about conductivity depends upon the observational errors. For a fixed level of additive noise, the HC data have the highest S/N ratio, followed by VC and CA. The PP system has the lowest S/N ratio. This indicates an order of preference for use in 1-D analysis.
For the application of 1-D inversion to 3-D data, if the earth is horizontally uniform over a region excited by the source, then 1-D inversion is expected to work well. As the scale length of the structure decreases, there will be extraneous signal in the data, and fitting that signal can produce artifacts in the inversions. The examples in the paper show that 1-D inversion can recover the structural features of the model better than the amplitude of the anomaly; hence, it can be an effective mapping tool.
Our empirical investigation indicates that 1-D joint inversion in 3-D environments can improve the quality of the recovered models compared to the inversions of individual data sets. It appears that the data cannot be fit to the same degree as in the inversions of individual data sets. The usefulness of 1-D joint inversion of 3-D data is likely to be model dependent, and difficulty may arise when the 3-D effects are too strong.
