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Abstract 
This thesis is devoted to cellular mobile networks systems engineering. It covers fixed channel assign-
ment (FCA) strategies, dynamic channel assignment (DCA) strategies and their performance evaluations, 
handoff analysis, mobile location tracking strategies as well as QOS measure design for cellular mobile 
networks. The fixed channel assignment is a well-known NP-complete problem and sub-optimal solutions 
can only be obtained by heuristic algorithms. We take two different approaches to tackle this problem: 
the first approach aims at minimizing the system blocking probability for a given frequency span, whereas 
the second approach aims at minimizing the frequency span for a given set of channel requirements. As 
the FCA strategy lacks the capability of sharing channel resources among cells, it has a low spectrum 
efficiency in system with highly unbalanced traffic among cells. To counter-act this, we propose an ef-
ficient DCA called compact pattern (CP) based DCA strategy. The CP-based DCA strategy consists 
of the channel allocation phase and the channel packing phase, and it aims at dynamically keeping the 
CO channel cells of any channel to a compact pattern. 
We then turn to performance evaluation of DCAs. Two analytical models, cell group decoupling 
(CGD) analysis and phantom cell analysis, are developed for the borrowing with directional channel 
locking (BDCL) strategy in both linear and planar cellular systems. These models are then generalized 
to borrowing with directional carrier locking (BDCL) strategy. In linear systems, we show that the 
blocking probability obtained by CGD analysis is a tight upper bound on the true blocking probability. 
In planar systems, close agreements between the analytical results obtained from phantom cell analysis 
and the simulation results are observed. 
We next develop a new analytical model for performance evaluation of directed retry, a generalized 
FCA strategy. With that, we formulate a second analytical model for obtaining the probability of 
additional handoffs due to directed retry. What we found is that the use of directed retry would cause 
only a minimum amount of additional load in handoff processing and has only a minimal effect on the 
probability of handoff failure. 
For mobility management in cellular systems, we first derive the handoff call arrival rates and 
study the effect of using channel reservation for handoff calls in linear cellular systems. Then we conduct 
a comparative study of different mobile location tracking strategies and show that a composite strategy 
called adaptive location tracking (ALT) strategy gives the lowest combined signalling cost of location 
update and paging. 
Finally, a new QOS measure called root mean square excessive blocking is proposed as a composite 
measure of the blocking probability and the cell-to-cell variation of blocking probabilities. The root 
mean square excessive blocking measure is found to be superior to the conventional mean-plus-standard-
deviation measure in many aspects. 
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During the last decade, the annual increase of cellular subscribers worldwide has been approximately 
40% or more. Around the year 2000, predictions point to between 150 to 250 million cellular/PCS/PCN 
subscribers worldwide. At that time, more than 50% of all new public subscriptions will be wireless 
connections. A vision of the future generation systems is that people can communicate with each other 
in any medium, any time and anywhere, in a reliable and cost-effective way. One evolutionary route is 
from the current cellular mobile systems (Fig. 1.1). 
There are a lot of research challenges in evolving the cellular mobile systems into its next gener-
ation. One of the most challenging aspects is the need to develop engineering solutions that span a large 
range of considerations, from integrated circuits to radio engineering to system software. Among different 
challenges, this thesis is devoted to studying the system engineering issues of cellular mobile networks. 
In particular, it covers fixed channel assignment (FCA) strategies, dynamic channel assignment (DCA) 
strategies and their performance evaluations, handoff analysis, mobile location tracking strategies as well 
as QOS measure design for cellular mobile networks. 
In this chapter, a brief introduction of each area we investigate will be presented. Some of the 
important findings of our research will also be highlighted. Before we proceed, cellular concept will be 
first reviewed. 
1.1 Cellular Concept 
Frequency reuse is the most important concept in cellular mobile systems. It refers to the use of radio 
channels on the same carrier frequency to cover.different areas which are separated by sufficient distances 
so that cochannel interfererence is acceptable. Cellular concept is simply the idea of employing frequency 
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Figure 1.1: Evolution of cellular mobile systems. 
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reuse on a shrunken geographical scale. That is, the limited spectrum allocated to the service is partitioned 
into, for example, N non-overlapping channel sets, which are then assigned in a regular repeated pattern 
to a hexagonal cell grid. The hexagon is just a convenient idealization that approximates the radio 
coverage of an omnidirectional antenna. It forms a grid with no gaps or overlaps. The choice of N is 
dependent on many tradeoffs involving the local propagation environment, traffic distribution, and costs. 
N is also called cluster size. Since digital modulation systems can operate with a smaller signal to noise 
ratio for the same service quality, they would allow a small value of N and thus provide higher spectrum 
efficiency. This is one advantage the digital cellular systems provides over the analogue cellular systems. 
The cell size determination is usually based on the local traffic distribution and demand. The 
higher the traffic demand in an area, the smaller the cell has to be sized in order to have a shorter 
frequency reuse distance. On the other hand, the smaller the cell is sized, the more equipment will be 
needed in the system as the number of cells required to cover the same area increases. Besides, smaller 
cell size creates problems on mobility management and we refer to Sections 1.5 & 1.6 for details. 
1.2 Fixed Channel Assignment 
All existing cellular mobile systems employ fixed channel assignment (FCA) strategy. In FCA, channels 
are permanently assigned to each cell in accordance with the frequency reuse constraints. When a call 
arrives and finds all channels assigned to a cell are busy, the call is blocked. An efficient fixed channel 
assignment can give an efficient use of the available spectrum [1,2,3]. However, the problem of assigning 
a set of compatible channels to each cell, or channel assignment problem, has been shown to belong to the 
class of NP-complete combinatorial optimization problems [4]. Its solution is in general not feasible for 
any practical size cellular mobile networks. A number of more practical approaches to this problem were 
proposed in the literature. This includes efficient heuristics [5], the use of simulated annealing [6] and the 
use of neural networks [7]. Each of these approaches was shown to have its own limitations. Two different 
approaches are taken to solve this problem in this thesis: the first approach aims at minimizing the system 
blocking probability for a given frequency span, whereas the second approach aims at minimizing the 
frequency span for a given set of channel requirements. 
1.3 Dynamic Channel Assignment 
As the FCA strategy lacks the capability of sharing channel resources among cells, it has a low spectrum 
efficiency in system with highly unbalanced traffic among cells. To counter-act this problem, research 
is being done on implementing dynamic channel assignment (DCA) strategies for raising the spectrum 
efficiency at the expense of higher hardware costs as well as control signalling overheads. Many DCA 
strategies have been proposed in the literature and they can be generally divided into two classes. The 
first class DCAs are in contrast to FCA as there is no definite relationship between the cells and the 
channels that are used in them [8, 9, 10, 11, 12]. Any cell can use any channel as long as the interference 
constraints are not violated. A channel is chosen from a central pool and assigned to a call based on 
some cost functions. After the call is over, the channel is returned to the central pool. 
Channel borrowing based DCAs belong to the second class DCAs and similar to FCA, fixed 
relationship between the channels and the cells exsits. In channel borrowing based DCA strategies 
.13, 14, 15], channels are first allocated to each cell on a nominal basis as FCA. When a call request 
arrives and finds all nominal channels of a cell are busy, a nominal channel of a neighboring cell can 
be borrowed if such borrowing will not violate the cochannel interference constraints. By incorporating 
channel ordering and channel reassignment [13, 14], the channel borrowing based DCA strategies can 
give a significant performance improvement^. 
1 Combining FCA and DCA, the so-called hybrid channel assignment (HCA) [8，16] can be obtained. HCA also belongs 
to DCA. 
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Generally speaking, DCA strategies can all improve network performance at low traffic loads 
through channel resource sharing, but the heavy load network performance is no better than that of the 
FCA. This undesirable behavior occurs because cells that are assigned with the same channels are on the 
average, spaced apart larger than the minimum cochannel reuse distance. As a result, under heavy load 
conditions, the throughput of DCAs becomes lower than that of FCA. 
1.4 Performance Evaluation of DCA 
There are many studies of DCA strategies but most of them are based on computer simulations [8, 13, 14, 
17]. The analytical models for DCAs are extremely difficult because the specific set of channels in a cell 
varies from time to time owing to the dynamic channel sharing. This makes the exact analytical solutions 
a formidable task. Some approximate models for DCAs have been developed [18, 19, 20, 21, 22, 23]. One 
general problem of these approaches is they all provide approximate solutions. For cellular engineering 
using DCAs, a way to obtain a tight upper bound on blocking probabilities will be of great interest when 
exact solution is not available. Another problem with those models is that they all assume the cellular 
systems consist of infinite number of cells and all cells have the same homogeneous traffic distribution. For 
a practical system, traffic rates vary from cell to cell and all systems have boundary cells. The challenge 
here lies to developing some efficient analytical models while taking these problems into consideration. 
1.5 Handoff Analysis 
Cellular systems can achieve a high user density through dense grids of microcells, or shorter frequency 
reuse distance. The decrease of cell size, however, creates a number of problems on network management. 
One major problem related to microcells is the increase in the number of handoffs as a result of higher 
cell crossing rate. Consider a linear cellular system which covers the traffic on a highway. The majority of 
the call arrivals are handoff calls. Efficient handling of handoff calls is therefore essential to the efficient 
operation of a system. Although with distributed DCA the channel allocation is expected to excecute 
faster, the need to cut down the number of handoffs per call as well as the number of handoffs per unit 
time handled by each cell is still crucial. Studies on fast handoff algorithms can be found in [24, 25:. 
Since blocking of a handoff call is less desirable than blocking of a new call from a user's viewpoint. 
Prioritized handoff schemes were studied in [26, 27] but the results are applicable only to the homogeneous 
traffic systems. The difficulty with inhomogeneous traffic systems arises from the fact that the blocking 
probabilities of individual cells are inter-denpendent. If the blocking probability at one cell is changed, it 
will initiate a system-wide change in the handoff call arrival rates and affects the blocking probabilities 
of all other cells. 
1.6 Mobile Location Tracking Strategies 
Another problem caused by using dense grids of microcells on mobility management is the location 
tracking of mobile users. User mobility, and the resulting location update and paging activities have 
impacts on both air-interface and terrestrial network resources. The increase of signalling load on the 
terrestrial network has been studied in [28, 29]. Aiming at minimizing the signalling traffic on the radio 
links, a number of location tracking strategies have been studied [30, 31, 32, 33]. As far as the signalling 
traffic on the radio links is concerned, an efficient mobile location tracking strategy should minimize the 
combined cost of paging and location update and this combined cost depends on a mobile's mobility as 
well as its incoming call arrival rate. 
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1.7 QOS Measure 
Like conventional telephone networks, the generally accepted QOS parameter in cellular radio systems is 
the call blocking probability. Owing to the need of switching to a new frequency channel when a mobile 
unit crosses a cell boundary, additional blocking due to these handoff operation will be introduced. The 
probability that a handoff call will be dropped is known as the dropped call probability. The cell-to-cell 
variation of blocking probabilities also known as the service deviation is another important attribute of 
QOS. It has not received much attention in the literature. Service deviation is caused by the non-uniform 
traffic distribution among the cells and can usually be reduced by a non-uniform assignment of nominal 
channels that matches the non-uniform traffic distribution. Further reduction can be obtained by the use 
of DCAs. 
1.8 Organization of Thesis 
After the introduction in this chapter, we concentrate on studying the heuristic algorithms for fixed 
channel assignment in Chapters 2 and 3. In Chapter 2，we consider a system with only cochannel 
interference constraints. Given a fixed number of frequency channels and the traffic intensity of each cell, 
efficient algorithms based on compact pattern of cochannel cells are proposed to minimize the overall 
system average blocking probability while not violating the cochannel interference constraints. 
Chapter 3 considers a more general case where three types of interference constraints, namely 
cochannel, adjacent channel and co-site channel constraints, are represented by a compatibility matrix. 
Given a set of channel requirements (or, a channel requirement vector) and a compatibility matrix, 
six heuristic channel assignment algorithms for minimizing the frequency span while not violating the 
compatibility matrix are proposed and compared. The lowest channel spans found by our algorithms 
are shown to be much lower than that reported in the literature, and are in many cases equal to the 
theoretical lower bounds. 
Chapter 4 develops a new DCA called compact pattern based DCA. The CP-based DCA aims at 
dynamically keeping the cochannel cells of any channel to a compact pattern. It consists of two phases: 
channel allocation and channel packing. Channel allocation is used to assign an optimal idle channel to 
a new call. Channel packing is responsible for the restoration of the compact patterns and is performed 
only when a compact channel is released. Simulation results indicate that the CP-based DCA always 
performs better than the other existing strategies. 
Chapters 5 and 6 develop two analytical models for performance evaluation of an efficient channel 
borrowing based DCA called borrowing with directional channel locking (BDCL) strategy [13]. In Chapter 
5，cell group decoupling (CGD) analysis is proposed and our approach is to decouple a particular cell 
together with its neighbors, i.e., those cells within its interference range, from the rest of the system 
for finding the blocking probability of that cell. CGD analysis is applicable to both homogeneous and 
heterogeneous traffic distributions. In linear systems, we show that the blocking probability obtained by 
CGD analysis to be a tight upper bound on the true blocking probability. 
In Chapter 6, phantom cell analysis is developed for BDCL in planar cellular systems. Different 
from CGD analysis, phantom cell analysis is an approximate model which can handle realistic size planar 
systems. To find the blocking probability of a particular cell, two phantom cells are used to represent 
its six neighboring cells. Then by conditioning on the relative positions of the two phantom cells, the 
blocking probability of that particular cell can be found. We found that the phantom cell analysis is 
not only very accurate in predicting the blocking performance but also very computationally efficient. 
Besides, it is also applicable to any traffic patterns and any cellular layouts. 
Chapter 7 generalizes CGD analysis and phantom cell analysis to borrowing with directional 
carrier locking (BDCL) strategy. In BDCL strategy, a carrier which consists of a mulitple number of 
voice channels (time slots) is the basic unit of resource sharing. 
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In Chapter 8，we first develop a new analytical model for finding the call blocking probability of a 
cellular mobile system using directed retry, a generalized FCA strategy. With that, we formulate a second 
analytical model for obtaining the probability of additional handoffs due to directed retry. Numerical 
results show that the use of directed retry causes only a minimum amount of additional load in handoff 
processing and thus has only a minimal effect on the probability of handoff failure. 
Handoff calls would consititute a substantial portion of the total traffic in microcellular systems. 
Efficient handling of handoff calls therefore is essential to the efficient operation of a system. In Chapter 
9, we analyze the effect of using channel reservation for handoff calls in linear cellular systems. We derive 
the handoff call arrival rates at individual cells and study the effectiveness of using channel reservation 
for handoff calls. Computer simulation results show that our analysis is very accurate and numerical 
examples show that the optimal use of channel reservation can significantly reduce the blocking of new 
calls while satisfying a GOS requirement on the probability of call termination due to handoff failure. 
Chapter 10 conducts a comparative study of different mobile location tracking strategies. We 
derive the optimal location area size for the fixed location area (FLA) strategy and the distance-based 
location area (DBLA) strategy using the fluid mobility model. We then compare these two strategies 
and identify the problems of the distance-based approach. A composite strategy called adaptive location 
tracking (ALT) strategy is then described. Numerical examples show that the ALT strategy always gives 
better performance than the FLA and the DBLA strategies. Contrary to the conventional expectation, 
the FLA strategy is found to outperform the DBLA strategy in many cases. 
In Chapter 11, a new "quality of service" (QOS) measure called root mean square excessive 
blocking, denoted as EB{2), is proposed as a composite measure of the blocking probability and the 
cell-to-cell variation of blocking probabilities. EB{2) belongs to a class of measures EB{p), p>l which 
is unbiased, makes reference to the QOS requirement, is one-sided, and takes on the form of a penalty 
function. The effectiveness of this root mean square excessive blocking measure is compared to the 
conventional mean plus standard deviation type of measure. 
Finally, results in this thesis are summarized in Chapter 12 and the future research directions in 
the system engineering of cellular mobile systems are discussed. 
Chapter 2 
Optimization of Channel 
Assignment I 
2.1 Introduction 
Due to the increasing demand for mobile communication services and a finite spectrum allocated to such 
services, an efficient method of reusing frequency in different geographical areas is essential [34]. This 
is true independent of the multiplexing technology being used. Thus in the second generation TDM A 
system, various multiple TDM channel carriers have to be reused in different geographical areas. For a 
fixed spectrum assigned and a specific multiplexing technology used, the traffic-carrying capacity of a 
cellular system depends on how the frequency channels are managed [35 • 
Since all existing cellular mobile systems employ fixed channel assignment (FCA), in this and the 
next chapters, we shall concentrate on designing efficient fixed channel assignment algorithms. In FCA, 
when a call arrives and finds all nominal channels of a cell are busy, the call will be blocked. Channel 
assignment, i.e. the task to assign a set of compatible frequency channels to the base stations of a system 
in a spectrum efficient way, is very important in cellular network planning because an efficient channel 
assignment gives an efficient use of the available spectrum [1, 2, 3]. However, the channel assignment 
problem has been shown to belong to the class of NP-complete combinatorial optimization problems [4]. 
Its solution is in general not feasible for any practical size cellular mobile networks. A number of more 
practical approaches to this problem were proposed in the literature. This includes efficient heuristics 
[5], the use of simulated annealing [6] and the use of neural networks [7]. Each of these approaches was 
shown to have its own limitations. 
In this chapter, an approach follows that in [36] will be taken, i.e. given a fixed frequency span 
and traffic intensities of all cells, algorithms for minimizing the system blocking probability while not 
violating the cochannel interference constraints are to be designed. In the next chapter, we will take 
a more conventional approach that for a given channel requirement vector and system compatability 
matrix, algorithms for minimizing the frequency span while not violating the given compatability matrix 
will be proposed. 
It should be noted that channel borrowing based DCAs (as we discussed in Section 1.3) also take 
advantages of channel assignment plans obtained from FCA. Recall that for a channel borrowing based 
DC A, all channels are first nominally assigned to each cell as in FCA. When a call arrives and finds all 
nominal channels of a cell are busy, a channel from its neighboring cells can be borrowed to carry the 
call if such borrowing will not interfere with the existing calls. Therefore with good nominal channel 
assignment (or fixed channel assignment), the need for channel borrowing will be reduced and thus the 
penalty of channel borrowing (i.e. the locking of the borrowed channel in the cochannel cells within the 
channel reuse distance of the borrowing cell) can be minimized. Among the channel borrowing based 
19 
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D C A S [13, 14，16, 37], extensive simulation reveals that the borrowing with directional channel locking 
(BDCL) strategy [13] (we summarize this strategy in Appendix A) gives the lowest blocking probability. 
Therefore numerical examples based on BDCL strategy will be constructed in this chapter. Besides, 
nominal channel assignment and FCA will be used inter-changeably. 
The channel assignment algorithms we develop in this chapter are based on compact patterns. 
We shall first generalize the concept of compact pattern for regular cell sizes to that for irregular cell sizes. 
Then we explore a combined use of compact pattern and greedy allocation methods called hybrid alloca-
tion. The / f optimal variations and backtracking strategies are studied for their effectiveness in homing 
towards optimality. It is found that the hybrid allocation method with backtracking can significantly 
increase the system's traffic-carrying capacity. 
2.2 Generating Compact Patterns 
2.2.1 Regular size cells 
The compact pattern of a cellular network is defined as the channel allocation pattern with the minimum 
average distance between cochannel cells. To lay out such a pattern, two shift parameters i and j {i > j ) 
are used [34]. For a seven cell reuse pattern, i - 2 and j - I. Starting with an arbitrarily chosen cell 
as a reference, the first tier compact pattern cells can be obtained by moving i cells along the six radial 
directions and turning clockwise or anticlockwise 60 degree and moving j cells along the new direction. 
The outer range compact pattern cells are obtained in a similar fashion. The two turning directions give 
rise to two compact patterns as shown in Fig. 2.1. The position of the reference cell can take position in 
any one of the seven cells within a cluster. This gives a total of fourteen different compact patterns [36 . 
2.2.2 Irregular size cells 
Fig 2.2 shows an example of a cellular system with irregular cells. For such systems, compact allocation 
patterns can similarly be defined as the patterns with the maximum number of cochannel cells. The 
pattern, however, will no longer be symmetrical. Another factor causing the variation of reuse distance 
is shadow blocking due to man-made structures or natural terrains [35 . 
The set of all compact patterns can be obtained by exhaustive search. For an AT-cell system 
the number of possible patterns is in the order of N\ and in general is not feasible to enumerate. Here 
we develop an algorithm for finding a set of N representative compact patterns, one with each cell as 
a base. This number can be made larger for better results but at the expense of higher computational 
complexity. In the subsequent discussion, we will use the value of N as this is the smallest value such that 
each cell is guaranteed to be included in at least one compact pattern. This practice can prevent channel 
starvation in a cell (i.e. a cell has no channel assigned to it) since channels are assigned according to 
compact patterns. It should be noted that the same compact pattern may be created in different orders 
and the total number of different compact patterns may be less than N. This however would cause no 
problem to the algorithm developed below as well as the subsequent channel assignment schemes. 
The input to the algorithm is the cell interference matrix A = [ctij], where 
{ 2 cell j is within the interference range of cell i and is a neighboring cell of cell i 
1 cell j is within the interference range of cell i 
0 otherwise. 
It outputs a set of N compact patterns K i � K 2 , . •., Kjv- Let /„ be the number of cells within cell n's 
interference range. Let K„ be the sets of cochannel cells of cell n. 
Compact Pat tern Search Algorithm for Irregular Size Cells 
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1st tier cells 
-2nd tier cells 
3rd tier cells 
(a) 
(b) 
Figure 2.1: Fourteen compact patterns of a channel for regular cells: (a) Clockwise rotation; (b) Anti-
clockwise rotation. 
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( y blind spots ^ � 
Figure 2.2: Cellular system layout with irregular cells. 
1. for cell n, rz 二 1，..., AT，do the following. 
2. K„ := {n}. 
3. 3 = (f>] 
for j = 1 to N 
Qj 二 0; 
if dij = 0 for all i G 
for all k, where aik = 2 
if akj > 0 
J = J U { i } ; 
/* Set of cells just outside the interference range of cell group */ 
Qj = Qj +1； 
/* Count the number of cells in which are within cell j，s interference range. */ 
4. if J is empty, STOP; 
else K„ 二 K„ [j{j}, where j is the cell with the maximum Qj. 
In case of a tie, choose the cell with minimum I j . If still in case of a tie, randomly choose one. 
5. Goto step 3. 
Step 3 chooses the set of possible (cochannel) cells to be added to compact pattern K„. These 
possible cells are cells outside the interference range of cells in Kn but within the interference range of 
cell k where aik = 2 and i G K„. For each possible cell j , Qj the number of already assigned compact 
pattern cells which are within cell j ' s interference range Qj is counted. Step 4 selects a cell with the 
maximum value of Qj from J and adds it to compact pattern K„. Maximum value of Qj ensures the 
newly selected cell to be packed as closely as possible to cells already in K„. In case of a tie, the cell 
with minimum value of Ij (i.e. the cell with minimum number of cells within its interference range) is 
chosen. This can minimize the interference to assigning the subsequent compact pattern cells. 
It should be noted that this search algorithm makes local packing of cochannel cells based on 
compact patterns. For cellular systems with irregular size cells, local packing does not assure a global 
optimal compact pattern. But when this algorithm is applied to cellular systems with regular size cells, 
global optimal compact patterns can be found since in this case, local packing generates global optimal 
cpmpact patterns. Besides, the advantage of the boundary effect (to be explained in Section 2.4)，which 
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is ignored by fitting one of the fourteen compact patterns (shown in Fig. 2.1)，is fully exploited by this 
algorithm. Take an example, a compact pattern found by using this search algorithm on a 49-cell cellular 
system with a seven cell reuse pattern have 9 cochannel cells (see Fig. 2.4(b)), whereas by fitting one of 
the fourteen compact patterns, one can only get a pattern with 7 cochannel cells (Fig. 2.4(a)). 
For a cellular system with irregular cell sizes, it is intuitively appealing that cells of a compact 
pattern generated by this search algorithm are closely packed. For the purpose of studying nominal 
channel assignment, we are satisfied with the use of the compact patterns thus obtained. 
Computational complexity 
Steps 2 to 5 need to execute N times. Step 2 involves only a single assignment operation. Step 
3 consists of an assignment operation and a two-level nested for-loop. The total number of operations 
in the two-level nested for-loop can be found and is equal to 0 [ P P � . Step 4 involves at most one union 
operation and 2N comparisons for finding the cell with maximum Qj and minimum I j . The overall worst 
case computational complexity is therefore given by O(N^). 
2.3 Nominal Channel Allocation Methods 
All the nominal channel allocation algorithms introduced below are aimed at minimizing the overall 
blocking probability of the cellular mobile system. Let us first define the blocking measure. Let Xi be 
the traffic in erlangs to cell i and Ui be the number of channels available in cell i. Let the arrival process 
be Poisson, then the call blocking probability in cell i is given by the Erlang-B formula as 
, 、 、 r ^ A"' 
.k=0 ‘ J ” 
and the blocking rate in cell i is \ p(Xi,ni). In a system with N cells, the overall blocking probability R 
is therefore ^ 
� = E i � 
2.3.1 Compact pa t te rn allocation 
Supposed M channels are to be allocated. In the compact pattern allocation [36], nominal channels are 
allocated one at a time with the attempt to minimize the overall blocking probability R in the system. 
In order to reduce the amount of search efforts for optimal allocation patterns, only compact patterns 
are considered. In other words, to assign a nominal channel to the system, only the compact patterns 
are examined and the one that gives the lowest R is chosen. In doing so, the pattern search process is 
greatly simplified as no backtracking is necessary. In the case of systems with irregular cell sizes, only 
the N representative compact patterns are searched because the number of compact patterns in general 
are too numerous to be exhaustively searched. We summarize the compact pattern allocation as follows. 
1. Find R for each compact pattern if a channel is assigned to it. 
2. A channel is assigned to the pattern which gives the minimum R. 
3. Repeat 1 and 2 until all channels are assigned. 
Each operation for finding R involves N times of using the Erlang-5 formula for finding the 
blocking probabilities at individual cells. There are total fourteen compact patterns for regular size cells. 
The number of times of using the Erlang-5 formula in step 1 is at most 14N. Step 2 needs at most 
fourteen comparisons to find out the minimum R. Steps 1 and 2 repeat M times and so the worst case 
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computational complexity of this allocation for regular size cells is 0{MN). For irregular size cells, we 
use N representative compact patterns. Therefore its worst case computational complexity is given by 
0(MiV2). 
2.3.2 Greedy allocation 
In greedy allocation, a channel is assigned to the set of cells with the largest reduction of overall blocking 
probability without violating the channel reuse distance requirement. Obviously, the cells with the larger 
blocking rates have the larger need for channels. The greedy allocation algorithm can be summarized as 
follows. 
1. For each of the M channels to be assigned, perform Steps 2 to 4. 
2. All cells are ordered in a list in descending order of blocking rates. 
3. A channel is assigned to the first cell if it is outside the interference range of other assigned cells. 
4. Remove the first entry in the ordered list and repeat Step 3 until the list exhausts. 
Denote Steps 2 to 4 as a cycle and there are M cycles since the number of channels to be 
assigned is M. In Step 2, there are N times of using the Erlang-j5 formula for finding blocking rates 
at individual cells and assume bubble sort is used to order the cells. The total number of operations 
used in Step 2 is 0{N^). Steps 3 and 4 is a nested cycle and the number of comparisons for checking 
the cochannel interference constraint is 0(iV2) The overall worst case computational complexity of the 
greedy allocation is thus equal to O(MN^). 
2.3.3 Hybr id allocation 
The hybrid allocation assigns channels one by one by comparing the R obtained from both the compact 
pattern and greedy allocations. The allocation that gives the smaller R is chosen. Since hybrid alloca-
tion is a combination of compact pattern allocation and greedy allocation, its worst case computational 
complexity is 0{MN'^) for regular size cells. For irregular size cells, its worst case time complexity is also 
given by 0{MN^). 
2.3.4 The Optimal variations 
In assigning nominal channels, we observed that the last few channels being assigned are most crucial 
in balancing the channel resources in the system. To ensure the last few channels are properly assigned, 
we divide the allocation procedure into two parts. In the first part, we use compact pattern, greedy or 
hybrid allocation to allocate M — K channels. In the second part, we exhaustively search all possible 
patterns for the remaining K channels to obtain the allocation pattern that gives the lowest R. The 
degenerate case K = M gives the original NP-complete graph coloring problem. 
Disregarding all constraints on the nominal channel allocation, a single channel can be allocated 
in 2 � ways. If there are K channels to be allocated, there are 2龍 patterns to be searched. Owing 
to this extremely high computational complexity, K more than 2 is unrealistic for a reasonable value of 
N. Design example, however, show that the 2-optimal variation does not compare favourably with the 
backtracking strategies introduced below. We therefore, will leave it from further consideration. 
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2.3.5 Backtracking s t rategies 
In all allocation schemes discussed earlier, a channel is assigned to one of the allocation patterns (obtained 
either from compact pattern allocation or greedy allocation) which can minimize the overall blocking prob-
ability R without changing the allocations of the previously assigned channels, or without backtracking. 
Here we propose three backtracking strategies for the refinement of the solutions. We let Rq be the overall 
blocking probability before the backtracking refinement. 
A. Compact Pattern Backtracking 
1. Remove a channel from one of the M allocation patterns which gives the minimum increase in R. 
2. Assuming the addition of one channel to each of the fourteen compact patterns and find the corre-
sponding fourteen R values. Let Rmin be the minimum of the R^s. 
3. If Rmin < Ro, the removed channel is reassigned to the corresponding compact pattern that gives 
Rmin and goto Step 1. Otherwise, restore the original assignment and quit. 
Steps 1 and 2 involve at most MN times of using the Erlang-5 formula for finding R respectively. 
Step 3 consists of one comparison and at most N assignments if Rmin < Ro. Since the number of times 
the backtracking strategy to be executed is limited to D, the worst case computational complexity is 
0{DMN). 
B. Greedy Backtracking 
1. Remove a channel from one of the M allocation patterns which gives the minimum increase in R. 
2. All cells are ordered in a list in descending order of blocking rates. 
3. A channel is assigned to the first cell if it is outside the interference range of other assigned cells. 
4. Remove the first entry in the ordered list and repeat Step 3 until the list exhausts. 
5. If R of the new allocation pattern obtained is greater than Rq, restore the original assignment and 
quit. Otherwise, goto Step 1. 
Step 1 involves at most NM times of using the Erlang-5 formula. Step 2 and Steps 3 & 4 have 
complexity 0(JP�respectively. The backtracking strategy (Steps 1 to 5) can be executed at most D 
times. Therefore, the overall worst case computational complexity is 0(DN{M + N)). 
C. Composite Backtracking 
Composite backtracking is the combination of compact pattern and greedy backtrackings. A 
backtracked channel is reassigned by comparing R obtained from the compact pattern and the greedy 
backtrackings. The one that gives the smaller R is chosen. Extensive simulation shows that the composite 
backtracking always gives better results than the individual backtrackings. Hence only the composite 
backtracking, abbreviated as CB, will be considered in the performance comparison. The worst case time 
complexity of the CB is found to be 0{DN{M + N)). 
2A Performance Comparison 
The cellular system being simulated consists of 49 regular hexagonal cells as shown in Fig. 2.3. The 
number in each cell represents the call arrival rates and ranges from 20 calls/hour to 200 calls/hour from 
cell to cell. Let the total number of channels available in the system he M — 70. Assume the arrival of 
calls is a Poisson process and the call duration is exponentially distributed with a mean of 3 minutes. A 
seven cell reuse pattern is assumed. 
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40 1 4 0 40 100 20 6 0 I 8 0 
100 20 8 0 40 40 80 I 6 0 
8 0 60 100 20 100 1140 I 120 
140 T 60 60 160 140 60 I 60 
6 0 | 1 0 0 | 4 0 | 4 0 T I 2 0 140 8 0 
(a) Traffic distribution A. 
160 T 60 40 100 20 160 J^ 80 
40 2 0 80 40 2 0 0 8 0 I 6 0 
180 60 100 80 100 140 I 120 
140 T 6 0 60 180 60 60 MOO 
60 8 0 20 50 120 2 0 I 4 0 
2 0 0 T i 3 0 60 100 60 40 I 120 
70 T 60 40 4 0 120 40 I 8 0 
(b) Traffic distribution B. 
Figure 2.3: Cellular system with non-uniform traffic distributions. 
Strategy R z 
Uniform 1.84% 
Compact 1.84% 490 
Greedy 2.66% 492 
Hybrid 2.01% 491 
Compact/CB 1.84% 490 
Greedy/CB 2.11% 503 
Hybrid/CB || 1.97% 490 
Table 2.1: Nominal channel allocations with uniform traffic. 
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(a) One of the fourteen compact patterns. 
/ i— -ipN-- — J 
/ 一 一 一 一 —III I , ) 
(b) One of the possible 9 cochannel cells pattern. 
Figure 2.4: Cochannel cells map in a 49-cell system. 
Let us start with a simple uniform traffic distribution of 100 calls/hour in all 49 cells. Using the 
allocation strategies proposed in this chapter, the number of channels allocated in each cell is found. The 
total number of simultaneously usable channels z for each allocation strategy is obtained by adding up 
the number of allocated channels in the 49 cells and the overall blocking probability is found by using 
the Erlang-5 formula. From Table 2.1, the compact pattern allocation with and without backtracking 
and the uniform allocation give the same allocation of nominal channels with 2： = 490. The greedy 
allocation with CB gives 2 = 503. This increase of z over the compact pattern allocation is due to the 
non-optimal compact pattern allocation near the boundary of the cellular system. An example is shown 
in Fig. 2.4. Using the clockwise compact allocation (Fig. 2.1(a)), we obtain the allocation of Fig. 2.4(a). 
However, Fig. 2.4(b) shows that the two corner cells can also use the channel set by a mixed clockwise 
anti-clockwise assignment. Thus contrary to conventional wisdom, the compact pattern allocation is not 
necessarily optimal in the sense of providing the largest number of simultaneously usable channels even 
for a system with regular size cells and uniform traffic. However, it does give the smallest overall blocking 
probability. 
For the non-uniform traffic distributions A and B shown in Fig. 2.3，the overall blocking prob-
abilities and total number of available channels for each allocation strategy are listed in Tables 2.2 and 
2.3 respectively. Generally speaking, the allocation that combines both compact pattern and greedy al-
locations/backtrackings gives a larger number of usable channels as well as a lower blocking probability. 
We now vary the traffic load by multiplying the nominal arrival rates in each cell by a factor 
k. We vary k from 0.6 to 2.0 for traffic distribution A and plot R for various allocation strategies in 
Fig. 2.5. Fixed assignment (i.e. no channel borrowing or sharing) (FCA) is assumed. It is seen that 
for non-uniform traffic distribution, the composite backtracking always gives some improvements. But 
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Figure 2.5: FCA strategy with compact, greedy, hybrid allocations/backtrackings. 
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Strategy R � 
Uniform 4.45% 490 
Compact 1.94% 490 
Greedy 1.83% 481 
Hybrid 1.28% 489 
Compact/CB 1.26% 484 
Greedy/CB 1.45% 487 
Hybrid/CB 1.28% 489 
Table 2.2: Nominal channel allocations with traffic distribution A. 
Strategy R £ 
Uniform 6 ^ 1 % i M " 
Compact 3.47% 490 
Greedy 2.19% 475 
Hybrid 1.57% 492 
Compact/CB 1.87% 494 
Greedy/CB 1.79% 482 
Hybrid/CB 1.54% 493 
Table 2.3: Nominal channel allocations with traffic distribution B. 
it is significant only for the compact pattern allocation. Overall speaking, the hybrid allocation with 
composite backtracking provides the best performance even without backtracking. Thus at R — 0.02， 
the uniform allocation gives k = 0.8 while the hybrid allocation gives k = 1.1. This represents a 38% 
more traffic-carrying capacity for the hybrid allocation. Results are also obtained for traffic distribution 
B with similar conclusions drawn. 
Now let us examine the performance of the allocation algorithms when the borrowing with direc-
tional channel locking (BDCL) [13] strategy is used. We shall restrict our comparison to the algorithms 
with backtrackings as they always provide a slight improvement of performance than those without. 
Fig. 2.6 shows that the compact/CB and hybrid/CB allocation algorithms give comparable performance 
while the greedy/CB allocation gives only a lower performance than the uniform allocation. When 
comparing greedy/CB with uniform algorithm, 4% increase of traffic-carrying capacity is observed at 
R - 0.02. This improvement is much smaller than that with the fixed channel assignment strategy be-
cause BDCL is very effective in relegating resources from the non-congested cells to congested cells and so 
a large performance gain is obtained even under a uniform assignment of nominal channels. At R = 0.02, 
the BDCL strategy with hybrid/CB allocation can carry 8% more traffic than that with uniform channel 
allocation. 
2.5 Conclusions 
We have explored a combined use of compact pattern and greedy allocation methods called hybrid alloca-
tion. The /^-optimal variations and backtracking strategies have also been studied for their effectiveness 
in homing towards optimality. Owing to the extremely high computational complexity, the A'-optimal 
variations do not compare favourably with the backtracking strategies. Among the backtracking strate-
gies, the composite backtracking is the most effective one. Overall speaking, the hybrid allocation with 
composite backtracking provides the best performance. In the 49-cell network example, it is found that 
the hybrid allocation with backtracking can increase the system's traffic-carrying capacity by 38% at 2% 
blocking when compared to the uniform allocation and by using fixed channel assignment. A further 73% 
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Figure 2.6: Blocking performance comparison of allocations with composite backtracking under BDCL 
strategy. 
increase of traffic-carrying capacity is observed if the BDCL strategy is used. 
Chapter 3 
Optimization of Channel 
Assignment I I 
3.1 Introduction 
We take a more conventional approach to the fixed channel assignment problem in this chapter. Given a 
set of channel requirements and a system compatibility matrix (to be defined), algorithms for minimizing 
the frequency span while not violating the given compatibility matrix are proposed and studied. 
Three types of interference constraints are considered in this chapter: 
• Cochannel constraints: a channel assigned to one cell cannot be reused in its nearby cells that are 
within its cochannel interference range; 
• Adjacent channel constraints: channels assigned to adjacent cells must maintain a minimum sepa-
ration of a channels; 
• Co-site channel constraints: channels assigned to the same cell must maintain a minimum separation 
of s channels. 
For an TV-cell cellular system, an N x N compatibility matrix C 二 [Qj] can be used to represent these 
three types of constraints, where Cij denotes the minimum channel separation between channels assigned 
to cell i and cell j. It is easy to see that Cij — 0 means a channel assigned to cell i can be reused at cell 
j , di 二 s, the co-site channel constraint and Cij — a, the adjacent channel constraint. In practice, the 
compatibility matrix is usually obtained by measurements since a real system does not have an idealized 
regular hexagonal structure. 
Let vector M 二 (mi, m2,.. •，mjv) denote the channel requirements of the N cells in a network. 
Let the set of frequency channels be ranked by a set of positive integers {1, 2, 3，...} according to their 
carrier frequencies (Fig. 3.1). Let fik be the channel assigned to the k-th. call in cell i. An admissible 
channel assignment [2] is a collection F - {fik) of integers, where i = 1,2,-- • ,N and k = 1，2,…，�“ 
such that 
\fik — fjl\ > Cij 
for all i,j, k and I (except for i 二 j and k = I). An efficient channel assignment algorithm should have 
an admissible channel assignment F* with N{F*) = maxi’A� fik as small as possible. 
Traffic rates in a cellular network vary from cell to cell. Those areas with substantially higher 
traffic rates are called hotspots. Normally, a hotspot involves several interfering cells with each cell 
having a high channel requirement. Cells inside a hotspot are called hotspot cells. The frequency span 
18 
CHAPTER 3 OPTIMIZATION OF CHANNEL ASSIGNMENT I I 19 
r A T A l 
9 
• • I I I I I 1 1 
Channel: 1 2 3 4 5 • • • • 
^ 
jc Mhz y 飯 
Spectrum 
Figure 3.1: Channel assignment in a cellular mobile system. 
of a system is usually determined by the span of the hottest hotspot. On the other hand, the span of a 
hotspot depends on how channels are assigned to Us hotspot cells. In other words, if channels assigned 
to the hotspot cells (belong to the same hotspot) are packed efficiently, a small frequency span can 
be obtained. Therefore, an efficient channel assignment algorithm should concentrate on satisfying the 
requirements of each group of hotspot cells. 
Many previous studies [2, 5, 38] focus on assigning channels to the cell with the highest assignment 
difficulty first. Heuristic measures of the assignment difficulties are defined and cells are then ordered 
into a list. Based on the list, channels are assigned. We find two problems on this approach. The first 
problem is on the ordering of cells. As channels are assigned to the cells, the assignment difficulty of 
individual cell changes. It is therefore necessary to re-order the cells after each channel assignment. The 
second problem is that this approach only concentrates on assigning channels to the cell with the highest 
assignment difficulty. It fails to identify hotspot areas and can cause very inefficient channel allocation 
when consecutive cells in the ordered list do not belong to the same hotspot. 
To be more specific, the channel assignment algorithms proposed in [2, 38] consist of two steps: 
(i) cells are ordered into a list by their node-colors or node-degrees, and (ii) based on the ordered list, 
channels are assigned to each cell by frequency exhaustive (F) strategy or requirement exhaustive (R) 
strategy. Later on, a new definition of degree (which is a heuritic measure of channel assignment difficulty) 
and a method for call ordering were proposed [5 . 
In this chapter, we follow the same basic idea of heuristic design by first ordering the cells 
before channel assignment. But cells are re-ordered after each subsequent channel assignment according 
to their modified degrees (to be explained in the next section). In addition, a combined frequency 
exhaustive/requirement exhaustive (FR) strategy is designed. Combining each of the three channel 
assignment strategies with the two cell re-ordering methods, node-color re-ordering (CR) and node-
degree re-ordering (DR), a total of six channel assignment algorithms, namely algorithms F/CR, F/DR, 
R/CR, R/DR, FR/CR and FR/DR are obtained. The performance of these algorithms are studied and 
compared with that reported in the literature results as well as the theoretical lower bounds. What we 
found are (i) the node-color ordering is a more efficient ordering method than the node-degree ordering; 
(ii) strategy F is more suitable for systems with highly non-uniform traffic distributions, and strategy R 
is more suitable for systems with less non-uniform traffic distributions; (iii) strategy FR with node-color 
re-ordering, or algorithm FR/CR is the most efficient algorithm. The lowest frequency spans found by 
the above algorithms are significantly lower than that found by algorithms in [5] and are either equal or 
very close to the theoretical lower bounds. 
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We start with reviewing some of the basic heuristics in channel assignments in the next section. 
In Section 3.3，algorithms F/CR, F/DR, R/CR and R/DR are proposed. Strategy FR, the combined 
frequency exhaustive and requirement exhaustive strategy, is studied in Section 3.4 with the emphasis 
on the reasons behind the heuristic. In Section 3.5, the performance of all the six proposed channel 
assignment algorithms are studied and compared with those in [5] as well as the theoretical lower bounds. 
3.2 Basic Heuristics 
3.2.1 Two methods for cell order ing 
Let the degree di be a measure of the difficulty of assigning a channel to cell i. In [5], it was defined as 
N 
di = rrijCij - Cii, I < i< N (3.1) 
i=i 
if rrii • 0; otherwise, di = 0. Since the term cu on the right hand side of Eqn. (3.1) is the same for all 
cells, we propose to remove it for a simpler form 
N 
di = ^ rujCij, I <i < N. (3.2) 
j=i 
In the node-degree ordering [38], cells are ordered in descending values of di. The first cell therefore has 
the highest priority of getting a channel. 
In the node-color ordering [38], cells are first ordered by node-degree ordering. The last cell in 
the list is moved to an empty list, say list A. The degrees of the remaining N - 1 cells are re-computed 
with the last cell's channel requirement eliminated. The remaining TV — 1 cells are then re-ordered by 
their modified node-degrees. Next, move the last cell in the reduced list to list A and place it immediately 
before the already listed ones. Continue this procedure until all N cells are moved to list A. List A so 
formed is called the node-color ordering list according to [38 . 
These two cell ordering methods have been extensively used in the heuristic algorithm designs. 
It is however not obvious which ordering method provides a better performance. In Section 3.5，the 
efficiency of these two cell orderings will be studied by numerical examples. 
3.2.2 Two channel assignment s t ra teg ies 
Given the ordered list of cells (obtained by either node-degree ordering or node-color ordering), two 
channel assignment strategies, frequency exhaustive (F) strategy and requirement exhaustive (R) strategy 
"38], can be used to assign channels to cells. In strategy F, starting with the first cell in the ordered list, 
each cell with unsatisfied channel requirement is assigned with a channel with the lowest rank (all channels 
are ranked according to their carrier frequencies) and is consistent with all the previous assignments. 
In strategy R, one starts with the first channel and assigns it to an unsatisfied channel requirement 
of the first cell in the ordered list. Then try the same channel with the unsatisfied requirement of the 
second cell and so on, until that channel cannot be accepted by any cell. Then follow the same procedure 
to assign the second frequency channel. Continue this procedure until all channel requirements are 
satisfied (or exhausted). 
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3.3 Channel Assignments with Cell Re-ordering 
3.3.1 Four channel ass ignment a lgori thms 
The purpose of ordering cells is to identify the most difficult-to-assign cells. As a channel is assigned to 
a cell, the cell's channel requirement is reduced by one and its associated assignment difficulty as well as 
that of its neighboring cells are affected. To truely reflect the assignment difficulty, the list need to be 
re-ordered before assigning the next channel. 
Based on the two basic cell ordering principles, two cell re-ordering methods node-color re-
ordering (CR) and node-degree re-ordering (DR) are obtained. Combing each of these with strategy 
F and strategy R, four algorithms\ namely F/CR, F/DR, R/CR and R/DR are formed and can be 
described by the following pesudo-codes. 
Algorithms F/CR or F/DR 
Input: C 二 [CIJ] and M = (mi, m2,…’ TTIN) 
Output: N[F*� 
1. For 2 = 1 to # do 
m'i — mi\ 
2. For i 二 1 to TV do 
if m\ = 0, = 0; 
else di = m'jCij-, 
3. Order cells into an ordered list using node-color OR node-degree ordering; 
4. If the degree of the first cell in the list di 0 
find g the channel with the lowest rank such that the assignment of g to cell i is consistent 
with all previous assignments, 
m;- = m; — 1’ Ar 二 rui - m- and fik = g., 
goto Step 2; 
5. Else N[F*) 二 maxi^k fik and EXIT; 
Algorithms R/CR or R/DR 
Input: C = [c"] and M 二 (mi ’ m 2 ,…，T U N ) 
Output: N(F*) 
1. For i = 1 to AT do 
m- = rrii； 
2. / = 1； 
3. For 2 = 1 to A/" do 
if m'i = 0，di = 0; 
else di � Ylf=i � ' j C i j \ 
4. Order cells into an ordered list using node-color OR node-degree ordering method. 
5. Find i the first cell in the list such that the assignment of channel f to cell i is consistent 
with all previous assignments; 
6. If cell i is found 
I F D I G O 
m'- = rrii — 1, k = rrii - m[ and f a = / � 
goto Step 3; 
else N{F*) = maxi,^ fik and EXIT; 
7. Else / = / + ! ; goto Step 4. 
iThe notation "chaimel-assigmnent-strategy/re-ordering-method" is used. 
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A 
4 
B 3 1 C 
(a) A 3-cell system consists of cells A, B and C. 
Sequence: 1 2 3 4 5 6 1 8 
Cell: A A A A B B B C 
Channel: ' 's ' 's ' 'v ' I ' I'l ‘ I's ‘ I's ‘ I'v ‘ ' Js ^ 
Span 
(b) Without cell re-ordering. 
Sequence: 1 2 3 4 5 6 7 8 
Cell: A A B B A A B C 
I I I I I I I I I I I I I I I I I 1 I I I I I ~ ^ 
Channel: 1 3 5 7 9 11 13 15 17 ‘ 19 21 23 
Span 
(c) With cell re-ordering and 1st tie resolution method. 
Sequence: 1 2 3 4 5 6 7 8 
Cell: A B A B A C B A 
I I I I I I I I I I I I I I L I I I I I I I I ~ ^ 
Channel: 1 3 5 7 9 11 13 17 19 21 23 
Span 
(d) With cell re-ordering and 2nd tie resolution method. 
Figure 3.2: The channel assignment plans for a 3-cell system. 
3.3.2 Complexi ty 
Let the total number of channel requirements be M = m,-. For algorithms F/CR or F/DR, Step 
2 consists of N operations for finding di. Assume bubble sort is used, the number of operations involved 
in Step 3 for node-color ordering is 0(妒)and that for node-degree ordering is O(N^). Steps 2 to 4 
forms a cycle and will excecute M times. The total number of comparisons for excecuting M times 
of Step 4 is 1 + 2 + M - I, or O(M^). Therefore the overall complexity of algorithm F/CR is 
MO{N^) + 0(M2) 二 0{MN^ + M2). The overall complexity of algorithm F/DR is 0{MN'^ + M ” . 
For algorithms R/CR or R/DR, Steps 3 to 7 perform M times for assigning M channels. Similar 
to algorithms F/CR and F/DR, the complexity of Step 4 is 0{N^) if node-color ordering is used and 
if node-degree ordering is used. The total number of comparisons for excecuting M times of Step 
5 is O(M^). The overall compexity is found to be 0{MN^ + M^) for R/CR and 0{MN^ + M ” for 
R/DR. 
3.3.3 An example 
To demonstrate the effectiveness of using cell re-ordering, consider a simple 3-cell system shown in 
Fig. 3.2(a). Cells A, B and C have channel requirements 4, 3 and 1 respectively. Let the adjacent 
channel constraint and the co-site channel constraint be a 二 2 and s = 3 respectively. The degrees of 
cells A, B and C are found to be 20, 19 and 14 from Eqn. (3.2). In this particular example, the above four 
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algorithms perform the same and the corresponding four algorithms without cell re-ordering also have the 
same performance. For convenience, we shall use "with cell re-ordering" and "without cell re-ordering" 
to denote these two types of channel assignments. 
For channel assignments without cell re-ordering, the initial ordered cell list (A,B,C) is used until 
all channel requirements are satisfied. The resulting channel assignment plan is shown in Fig. 3.2(b). 
The numbers on top of cells A, B and C indicate the channel assignment sequence. The frequency span 
is found to be 20. 
When channel assignments with cell re-ordering are used, the ordered list of cells is updated each 
time a channel is assigned. In case of a tie, i.e. more than one cell have the same assignment difficulty, 
we can choose to assign the cell to which a channel is most recently assigned as the first, or we can 
choose a reverse order. (Note that differenct tie resolution methods can be used.) In the former case, the 
resulting channel assignment plan is shown in Fig. 3.2(c) and the sequence of ordered list used is (A,B,C) 
—(A，B，C) — (B’A’C) 4 (B’A,C) — (A,B,C) — (A’B，C) — (B，C，A) — (C,B,A). The frequency span is 
18. In the latter case, the sequence of the ordered list is (A,B’C) — (B，A，C) — (A,B,C) — (B,A,C)— 
(A，C，B) 4 (C,B,A) — (B,A,C) — (A,B,C) and the resulting frequency span is 15 as shown in Fig. 3.2(d). 
This result can be shown by enumeration to be optimal. Thus for this example, the minimum frequency 
span is reduced from 20 to 15 with the use of cell re-ordering. 
3.4 Channel Assignment at Hot spots 
As mentioned earlier, the conventional approach to heuristic channel assignment has two problems. In the 
previous section, we have solved the first problem by re-ordering cells before assigning the next channel. 
In this section, we concentrate on the second problem: assigning channels to hotspots. Usually a hotspot 
involves a number of hotspot cells and the frequency span of a hotspot depends on how channels are 
assigned to its hotspot cells. Focusing on the optimization of channel assignments at hotspots, a new 
strategy called combined frequency exhaustive and requirement exhaustive (FR) strategy is proposed. 
Strategy FR can then combine with the two cell re-ordering methods to produce two channel assignment 
algorithms, FR/CR and FR/DR. 
Before we proceed, let us take a closer look at strategy F and strategy R which provides us some 
insights on combining the two strategies to get strategy FR. 
3.4.1 S t ra tegy F vs s t ra tegy R 
Using strategy R more cochannel cells of a channel can be obtained when compared to strategy F. 
Cochannel cells are cells assigned with the same frequency channel. Let s > a. When assigning channel 
/ to a cell using strategy R, the assignment will be successful if the inteference constraints posed by the 
previous assignments of channels from (/ — 5 -f 1) to / are not violated. This is because the channel 
with the highest rank assigned so far is the channel which is currently being assigned, i.e. channel f . If 
strategy F is used, assigning channel / to a cell needs to check the constraints posed by the assignments 
of channels from (/ — s + 1) to (/ + s — 1). This almost doubles that for strategy R. As a result, channel 
f has a higher probability being rejected by a cell. This can produce relatively loosely packed cochannel 
cells of channel f . 
Suppose strategy R is used to assign channel / to a system. If no constraint is violated, the 
first cell in the ordered list gets channel f first. (This assignment follows the assignment difficulty.) 
According to strategy R, channel f has to be assigned to all possible cells before assigning channel 
/ + 1. The subsequent assignments of channel f to the cells therefore do not truely follow the assignment 
difficulties, or the ordered list of cells. Take an example, when a channel is assigned to the first cell in an 
ordered list, suppose the second cell now becomes the most difficult-to-assign cell after cell re-ordering. 
The second cell cannot get a channel in the next channel assignment if it is within the interference range 
of the original first cell. A direct consequence of this is loosely packed channels at hotspots as no priority 
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is given to the most difficult-to-assign cells. On the contrary, strategy F does not have this problem. 
From the above comparison, we can see that for systems with small variations in cell to cell 
channel requirements (or less non-uniformly distributed channel requirements), it is more important to 
maximize the number of cochannel cells. Therefore strategy R tends to give a better performance. For 
systems with highly non-uniformly distributed channel requirements, it is more critical to satisfy the 
channel requirements of the most difficult-to-assign cells first. Therefore strategy F tends to perform 
better. Numerical examples in Section 3.5 justify our predictions. 
3.4.2 S t ra tegy F R 
To take advantages of the both strategies, strategy FR is proposed. It is a two level channel assignment 
strategy and consists of a Global Assignment using strategy R, and a Local Assignment using strategy 
F. The Global Assignment is to identify the hotspots and maximize the number of cochannel cells. The 
Local Assignment is to assign channels to the hotspots and pack those channels closely. 
To be more specific, when channel f is assigned to cell i by the Global Assignment, a hotspot 
centered at cell i (or, hotspot i) is identified. The Global Assignment is then suspended and the Local 
Assignment is activated to assign channels to the hotspot cells (not including cell i), i.e. cell i,s inter-
fering cells with high channel requirements (the way to determine hotspot cells is explained in the next 
paragraph). In the Local Assignment, each hotspot cell is allowed to get at most one channel and that 
channel's rank must be less than or equal to / + X, where X is a non-negative integer to be designed. 
In fact, it is impossible to find a channel with rank less than or equal to f (since the Global Assignment 
is strategy R) and therefore, a channel can only be chosen from ranks / + 1 to / + X in the Local 
Assignment. The purpose of setting the limit / + X is to minimize the interference that would be caused 
by the locally assigned channels on the future channel assignments. 
Then we need to determine in hotspot i, which cell is a hotspot cell and which cell is not. It is 
very difficult to have a threshold typed rule and therefore we take a very simple approach by fixing Y 
the number of cells that can participate in the Local Assignment. Then the first Y cells in the ordered 
list of cell i's interfering cells are chosen as hotspot cells within hotspot i. 
When the Local Assignment is finished, the Global Assignment is resumed and continue to assign 
channel f to the next poosible cell in the ordered list. If no cell can accept channel f , proceed with channel 
/ + 1. Continue this procedure until all channel requirements are satisfied. 
Combining strategy FR with the two cell re-ordering methods, two channel assignment algorithms 
FR/CR and FR/DR can be obtained. It should be noted that when cell re-ordering is used, cells are 
re-ordered after each channel assignment no matter the channel assignment is in Global Assignment or 
in Local Assignment. In the follwoing, we summarize algorithms FR/CR and FR/DR by pesudo-codes: 
Global Assignment 
Input: C = [cij] and M 二 (mi , m?, . . .，mjv) 
Output: N(F*) 
1. For i 二 1 to iV do 
mj 二 rrii ； 
/ = 1 ; 
2. For i = 1 to A/" do 
if m'i 二 0，di = 0; 
else di = � 1 rn,jCij. 
3. Order cells into an ordered list using node-color OR node-degree ordering. 
4. Find i the first cell in the list such that the assignment of channel f to cell i is consistent 
with all previous assignments. 
5. If cell i is found 
if di / 0 
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m- = rUi - I, k = rrii - m\ and fik = /; 
goto Step 1 of Local Assignment; 
else N(F*) = max,-,A： fik and EXIT; 
6. Else / = / + 1 and goto Step 4. 
Local Assignment 
1. counter 二 1. 
2. While counter < Y do 
for each cell j with Cij > 1 do 
if rrij = 0, dj 二 0; 
else dj = E L I K^^jk] • 
order cells with Cij > 1 into an ordered list using node-color O R node-degree ordering; 
if the degree of the first cell in the list dj ^ 0 
find g the channel with the smallest rank such that the assignment of g to cell j is 
consistent with all previous assignments and f < g < f X. 
if g is found 
m'j = m'j - 1, k - rrij — m � a n d f j k = g', 
counter = counter + 1; 
else goto Step 2 of Global Assignment. 
3. Goto Step 4 of Global Assignment. 
The optimal values for X and Y such that the frequency span of a system is minimized are very 
difficult to obtain. In fact, their values should be adjusted after each channel assignment just like doing 
cell re-ordering. For simplicity, we shall assume fixed values of X and Y. Suppose channel f is assigned 
to cell k by the Global Assignment. Some considerations for values of X and Y are summarized below. 
• If X = 0, the Local Assignment is by-passed. 
• li X = I, only cells with Ckj = 1 can participate in the Local Assignment. 
• li X < s - a, the subsequent assignment of channel f to the rest of the system will not be affected 
by the interference introduced by the current Local Assignment. 
• If X < 5 + 1, any interfering cell of k can get at most one channel in the Local Assignment. 
• 0 < y < the total number of interfering cells of cell k. 
• If Y 二 0，the Local Assignment is by-passed. 
• Y should take a value which is comparable to the number of hotspot cells in the hotspot centered 
at cell k. 
As the computational complexity is concerned, it can be found that algorithms FR/CR and 
FR/DR have the same complexity as that of F/CR and F/DR, i.e. 0(MN^ + M^) for FR/CR and 
0(MN^ + M2) for FR/DR. This is because the Local Assignment only has the complexity 0(M + N). 
3.5 Numerical Examples 
We use the same 21-cell numerical examples as used in [3, 5]. Fig. 3.3 shows two cases of channel 
requirement. The number shown inside each cell is the channel requirement of that cell. Cells are 
numbered from 1 to 21 in the order of left to right and top to bottom. When the node-degree ordering 
is used, in case of a tie the cell with the smallest number is ranked first. When the node-color ordering 
is used, in case of a tie the cell with the largest number is ranked first. 
C H A P T E R 3 OPTIMIZATION OF CHANNEL ASSIGNMENT I I 2 6 
8 2 5 8 s i s 
15 18 52 77 2 8 I 13 I 15 
3 1 15 36 57 2 8 8 
10 13 8 
(a) Case I channel requirement. 
5 5 5 8 12 
2 5 30 2 5 30 40 40 45 
20 30 2 5 15 15 30 
20 20 2 5 
(b) Case II channel requirement. 
Figure 3.3: A 21-cell hypothetical cellular network with two cases of channel requirements. 
Let ordered triplet (Nc,a,s) denote a system with cluster size Nc, adjacent channel constraint a, 
and co-site channel cosntraint s. Numerical results are summarized in Tables 3.1, 3.2 and 3.3. Column 
SMK corresponds to the range of frequency spans obtained from the eight algorithms in [5]. Column 
LB corresponds to the theoretical lower bounds [3, 39]. Those bounds were obtained by considering a 
decoupled subnetwork of the original system. It should be noted that we do not know how tight those 
bounds are. 
3.5.1 Per formance of a lgor i thms F/CR,F/DR,R/CR and R / D R 
For various network configurations, Table 3.1 summarizes the frequency spans obtained by algorithms 
F/CR, F/DR, R/CR and R/DR. The minimum span found in each row is underlined. From the table, we 
can see algorithm F/CR always outperforms F/DR. This shows the node-color ordering is more efficient 
than the node-degree ordering. The same trend is however not so obvious for algorithms R/CR and 
R/DR. This is because channels are assigned not truely follow the assignment difficulty when strategy R 
is used (refer to Section 3.4.1). As what we predicted in Section 3.4.1，algorithm F/CR performs better in 
Case I channel requirements (which is highly non-uniformly distributed), and algorithm R/CR performs 
better in Case II channel requirements (which is more evenly distributed). For each case studied, the 
minimum span found by our algorithms is much lower than that found by algorithms in [5]. As an 
example, for Case I channel requirements and network configuration (12,2,5), the minimum span we 
found is 431 and that by algorithms in [5] is 460. 
3.5.2 Effect of X & F on per formance of a lgori thms F R / C R & F R / D R 
Next we study the performance of algorithms FR/CR and FR/DR with different values of X and Y. 
Consider a system with configuration (7,2,5) and case I channel requirements, Table 3.2 shows the re-
sulting frequency spans for 1 < X < 5 and 1 < Y < 3. When X = S and Y = 2, the two algorithms both 
give the minimum frequency spans of 428 and 438 respectively. The best result obtained by algorithms 
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Case Network config. LB F/CR F/DR R/CR R/DR SMK~[ 
~~I (12,2,3) 4 2 7 4 3 5 472~" 427 431 436-554 
I (7,2,3) 427 m 475 442 439 442-554 
I (12,2,5) 427 M i 448 489 481 460-543 
I (7,2,5) 427 432 476 468 496 447-543 
I (12,2,7) 533 M3 M3 568 568 536-565 
I (7.2.7) 533 533 5M 557 557 M3-566 
(12,2,3) ^ m ^ 262 278 272-327 
II (7,2,3) 253 265 309 m 271 265-340 
II (12,2,5) 258 293 289 m 291 283-360 
II (7,2,5) 258 m 269 2M 277 269-347 
II (12,2,7) 309 m 315 318 321 310-384 
II (7,2,7) I 309 I _ 315 325 337 310-358 | 
Table 3.1: Frequency spans obtained by F/CR,F/DR,R/CR and R/DR. 
Algorithm y \X = 1\ X = 2\ X = S\ X = A\ X^5\ 
FR/CR F ^ l 446 445 446 
Y = 2 485 459 428 437 433 
y zz 3 487 466 445 438 437 
FR/DR " " " ^ 451 ^ “ 
Y = 2 491 462 4M 453 441 
II Y = 3 I 493 472 446 448 444 
Table 3.2: Frequency spans obtained by FR/CR and FR/DR with (7,2,5) and Case I channel require-
ments. 
in [5] is only 447 and that by a recent paper [40] is only 446. Besides, the values of X and Y are within 
our expections in the previous section. 
3.5.3 Per formance of a lgor i thms F R / C R Sz F R / D R 
For 0 < X < 5 and 1 < Y < 3, Table 3.3 summarizes the minimum spans found using algorithms FR/CR 
and FR/DR. The ordered pair {X,Y) shown in the table denotes the values using which the minimum 
span is found. ( 0 , y ) means Y can be any value. Again, the minimum span of each row in the table is 
underlined. It can be seen that algorithm FR/CR always outperforms the algorithms in [5]. Besides, it 
produces a smaller span than algorithm FR/DR except for Case I with (7,2,3) and Case II with (7,2,5). 
Comparing algorithm FR/CR with algorithms F/CR and R/CR in Table 3.1，FR/CR gives the lowest 
span in every case except for Case II with (12,2,7) but the difference is only 1 channel. 
In summary, for Case I channel requirements, the lowest spans found by our algorithms are at 
most one channel higher than the theoretical lower bounds. For Case II channel requirements, the lowest 
spans found by our algorithms are at most five channels higher than the theoretical lower bounds. Note 
that we do not know how tight the theoretical lower bounds are. 
3.6 Conclusions 
Two problems with the conventional heuristic channel assignment algorithms have been identified. Cell 
re-ordering and a channel assignment strategy focusing on hot-spots were then proposed to solve these 
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"CiTse Network config. LB FR/CR FR/DR SMK 
~ 427 421 (0,y) (1,!)-( ! ,3) 421 (1,2) (1,3) 436-554 
I (7,2,3) 427 430 (1,3) 鍾（1,3) 442-554 
I (12,2,5) 427 428 (3,2) (4,2) (5,3) 431 (5,2) (3,3) 460-543 
I (7,2,5) 427 m (3,2) 438 (3,2) 447-543 
I (12,2,7) 533 M3 (3,1)-(5,1) (3,2) (5,2) (3,3) M3 (2,1)-(5,1) 536-565 
I (7,2,7) 533 M3 (3,1)-(5,1) 翅（3,1)-(5，1) M3-566 
~ n ( 1 2 � ^ 2 5 8 M ( 0 , y ) 2 7 8 {0,Y) 2 7 2 - 3 2 7 
II (7,2,3) 253 2 ^ ( 1 , 3 ) 265 (1,2) 265-340 
II (12,2,5) 258 M 3 ( l , 2 ) 272 (2,3) 283-360 
II (7,2,5) 258 263 (2,2) (4,3) 2M (1,3) 269-347 
II (12,2,7) 309 MO (4,1) (5,1) 316 (1,1) (4,3) 310-384 
II (7,2,7) I 309 I aM (5,2) 320 (3,1) 310-358 
Table 3.3: Frequency spans obtained by FR/CR k FR/DR with 0 < X < 5 and 1 < Y < 3. 
two problems. As a result, six new channel assignment algorithms which are the combinations of three 
channel assignment strategies and two cell re-ordering methods were proposed and studied. What we have 
found were (i) the node-color ordering of cells is a more efficient ordering method than the node-degree 
ordering; (ii) strategy F is more suitable for systems with highly non-uniform traffic distributions, and 
strategy R is more suitable for systems with less non-uniform traffic distributions; (iii) algorithm FR/CR 
is the most efficient algorithm which gives the lowest frequency span in almost every case. Besides, the 
lowest spans found by our algorithms are much lower than that reported in the literature and are either 
in many cases equal to the theoretical lower bounds. 
Chapter 4 
Compact Pattern Based D C A 
4.1 Introduction 
The increasing demand for mobile telephone services calls for a new generation of technology to meet 
future demand. To cope with this challenge, many new modulation and multiple access techniques have 
been developed. But for a given spectrum and a specific technology used, the traffic-carrying capacity of 
a cellular system depends on how the frequency channels are managed. 
An important feature of dynamic channel assignment is that it can adapt automatically to traffic 
variability in both space and time [11]. As a cellular network evolves, cells will become smaller, leading 
itself eventually to a microcellular system in metropolitan areas. Decreasing cell size exacerbates the 
spatial and temporal volatility of traffic and makes optimal frequency planning infeasible [17]. Dynamic 
channel assignment will, therefore, play a more important role in the next generation system as no 
centralized coordination is needed. 
Simulation studies [8’ 37] of some DC A algorithms showed that they can all improve network 
performance at low to normal traffic loads, but the heavy load network performance is no better than 
that of the FCA. This undesirable behavior occurs because cells that are assigned with the same channels 
are on the average, spaced apart larger than the minimum cochannel reuse distance. As a result, under 
heavy load conditions, the throughput of DCAs becomes lower than that of FCA. To improve on this 
situation, channel reassignment can be used to pack the cochannel cells. Channel reassignment means 
switching calls in progress to other channels wherever possible to reduce the distance between cochannel 
cells. In [9], an idealized DCA called "maximum packing" (MP) was proposed. With the use of MP, 
a new call will be blocked only if there is no possible reallocation of channels to allow the call to be 
carried. The MP strategy requires system-wide information and the complexity of searching all possible 
reallocations renders this strategy not practical for implementation. 
Channel borrowing DCA strategies [13, 14, 15] are another type of DCA that only need local 
and neighboring cells information. In channel borrowing DCA strategies, channels are allocated to each 
cell on a nominal basis as in the case of FCA. When a call request arrives and finds all nominal channels 
busy, a channel may be borrowed from a neighboring cell if the borrowing will not violate the cochannel 
interference constraints. By incorporating channel reassignment, the channel borrowing strategies can 
give a superior performance under heavy load conditions as the channel reuse distance between cochannel 
cells can be reduced to a minimum whenever possible. Simulation studies [13, 14, 15] of various channel 
borrowing strategies show that the traffic-carrying capacity of the cellular system can be significantly 
increased over FCA even under overload traffic conditions. As far as we know, among the class of 
channel borrowing strategies that do not require system-wide information, extensive simulation reveals 
that the Borrowing with Directional Channel Locking (BDCL) strategy in [13] gives the lowest blocking 
probability. In fact, as we discussed in the early chapters, BDCL is an improvement of the Borrowing 
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with Channel Ordering (BCO) strategy [14] by the observation that when there is a channel, say x, being 
borrowed, the three cochannel cells of the donor cell that have channel x being locked can in fact lend 
channel x to some of their neighbors without violating cochannel interference constraint. Before then, 
the BCO strategy was widely considered to be the best performing channel borrowing strategy in the 
literature. 
In this chapter, we propose a new dynamic channel assignment strategy called Compact Pattern-
based DCA. CP-based DCA differs from the conventional strategies by always keeping the cochannel cells 
of any channel to a compact pattern whenever possible. Cochannel cells are cells which can use the same 
set of frequency channels without violating the cochannel interference constraint. A compact pattern of a 
cellular network is defined as the channel allocation pattern with the minimum average distance between 
cochannel cells [36]. CP-based DCA consists of two phases: channel allocation and channel packing. 
Channel allocation is used to assign an optimal idle channel to a new call. Channel packing is responsible 
for the restoration of the compact patterns and is performed only when a compact channel is released. 
We shall show that the number of channels reassigned per released call in channel packing phase is at 
most one. It is found that CP-based DCA can give a significant improvement in the blocking performance 
over FCA in a 49-cell cellular system with both uniform and non-uniform spatial traffic distributions. In 
our designed example, CP-based DCA is shown to have 2% more traffic-carrying capacity than that of 
the BDCL in case of the uniform traffic and 8% more traffic-carrying capacity in case of the non-uniform 
traffic, both at a blocking rate of 0.02. 
4.2 Compact Pattern Channel Assignment 
4.2.1 Data s t ruc tures 
To lay out a cellular system with compact patterns, two shift parameters i and j {i > j ) are used [34]. 
For a seven cell reuse pattern, i — 2 and j = 1. Starting with an arbitrarily chosen cell as a reference, 
the first tier compact pattern cells can be obtained by moving i cells along the six radial directions and 
turning clockwise or anticlockwise 60 degrees and moving j cells along the new direction. The outer 
range compact pattern cells are obtained in a similar fashion. The two turning directions give rise to two 
compact patterns as shown in Fig. 2.1. The position of the reference cell can take position in any one 
of the seven cells within a cluster. This gives a total of fourteen different compact patterns [36]. The 
concept of compact pattern can be generalized to cellular systems with irregular size cells. For details 
please refer to Chapter 2. 
Let the cell locations be represented by their (i, j ) coordinates shown in Fig. 4.1, where i and j 
are positive integers. The Ar-th compact pattern is represented by a matrix C(^) defined below. Let there 
be M channels kept in the central pool and let them be numbered from 1 to M. Let compact pattern 
matrix C{k), channel status matrix S(m) and pattern indicator vector D be defined as 
1. C{k) = [cij(k)] represents the k-ih compact pattern of cochannel cells for a cellular system {k = 
1，2，…，14)，where 
. . _ f 1 cell (i,j) belongs to compact pattern k 
c认k�^ \ 0 otherwise. 
2. S(m) = [sij (m)] denotes the status of channel m m — 1，2，...，M) in the system, where 
( � _ / 1 channel m is being used in cell (i, j ) 
” � J — \ 0 channel m is idle in cell (z, j ) . 
3. D 二 [C?i, C?2，…，C?M] indicates the allocation pattern of the channels, where 
，k channel m is assigned according to the type k compact pattern 
Dm = —1 channel m is assigned in a non-compact pattern 
0 channel m is not yet assigned to any cell. 
C H A P T E R 4 COMPACT PATTERN BASED D C A ^^ 
fY^j ^ 
/ / / ① 
/ � T • • • 
1 / ^ ^ U 
/ / / / L • 
0 1 2 3 I 
Figure 4.1: An arbitrary cellular system layout. 
There are two types of compact channels. A complete compact channel, say channel m, has its 
channel status matrix S(m) equal to one of the fourteen compact pattern matrices C( l ) , C(2), • • •, C(14). 
An incomplete compact channel, say channel n, allocated according to C{k) say, is one that has not been 
fully utilized by the cells in C(^). In other words, Sij{n) < Cij{k) for some (ij). A non-compact channel 
is one that is not allocated according to any one of the fourteen compact patterns. The cochannel cells 
for this channel do not have minimum separations. 
4.2.2 Two funct ions 
CP-based DCA has two phases: channel allocation and channel packing. Channel allocation is responsible 
for finding an optimal idle channel for the new call. It requires the evaluation of two functions: pattern(i,j) 
and channel(ij). They are defined as follows: 
1. Function paUern(i,j): if a channel is to be assigned to cell (i, j ) from the central pool, function 
pattern(i,j) decides on which compact pattern to use. Refer to Fig. 2.1 and starting from cell {i,j), 
two compact patterns Yi and Y2 can be assigned where Yi is the clockwise pattern and Y2 is the 
anti-clockwise pattern. The pattern which gives the largest reduction in the overall blocking rate of 
the system is chosen for use. Thus if Xij is the traffic in Erlangs to cell (i, j ) and Uij is the current 
number of allocated channels in cell ( i , j ) , the blocking rate is 
^k 1 yiij 
iKj . / -i • 
U=o J ” 
for Poisson call arrivals. The compact pattern that gives a larger reduction of blocking rate is 
obtained by the following decision rule: 
Y, R i ’ j � — � � � K � J + l) < YI - + !)• 
(ij)eyi (i,3)€Yr y^ (i,j)€Y2 (i,j)eY2 
2. Function channel(i,j): it selects an optimal non-compact channel for the call in cell (i, j ) according 
to the following steps: 
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(a) Find a set of channels U which are not used in the first and second tiers of cell {i,j). If U 
is empty, return zero. Remark: Any channel in U can he using in cell ( i J ) . The following 
procedures choose an optimal one. 
(b) If U contains a number of non-compact channels, choose the one which has the largest number 
of cochannel cells in the third tier of cell ( i J ) . In case of a tie, choose the channel which is 
currently being used by the largest number of cells. Again, in case of a tie, randomly choose 
one and return its channel number. Remark: An existing non-compact channel instead of 
a compact channel is chosen to carry the call because we want to keep the existing compact 
channels for their minimum separations between cochannel cells. 
(c) If there is no non-compact channel in U, choose an incomplete compact channel which gives 
the minimum reduction in the call blocking rate of the system if it is made complete; return 
its channel number. Remark: When there is no existing non-compact channel, choose an in-
complete compact channel to carry the call. In doing so, however, the channel is made into 
a non-compact one. We choose the one that gives minimum contribution to the reduction of 
blocking rate. For each incomplete compact channel, the way used to measure the contribu-
tion to the reduction of blocking rate ts by assuming the incomplete compact channel under 
investigation is complete, then find out the overall blocking rate of the system. The incomplete 
channel which gives the highest call blocking rate is chosen. In other words, this is the channel 
which has the least e f f e c t in reducing the call blocking probability of the system if it becomes a 
complete compact channel 
In the following, we describe the detailed operations of the CP-based DCA. 
4.2.3 Two phases 
Phase 1: Channel Allocation 
When a call request is arrived at cell {iJ), a free channel is selected and allocated to the new 
call according to the following algorithms. 
/* Compact Pattern Allocation */ 
for m = 1 to M do 
ii dm >0 
if {sij(m) = 0) and {cij{dm) = 1) 
Sij(m) = 1; 
/* Assign channel m to the call request */ 
exit; 
for m = 1 to M do 
if c?^ = 0 
Sij (m) = 1; 
dm = pattern(i, j); 
/* Return the optimal compact pattern number */ 
exit; 
/* Optimized Allocation */ 
p = channel(i, j); 
/* The allocation pattern of channel p has minimum cost */ 
if (p 二 0) 
the call is blocked; 
else 
Sij{p) = 1； 
dp 二 - 1 ; 
/* Mark channel m as non-compact pattern */ 
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Figure 4.2: Non-uniform traffic distribution in a 49-cell system with 70 channels. 
exit; 
Channel allocation is performed whenever a new call is arrived. Channels are assigned to each 
call on a compact pattern basis. Only if no appropriate compact channel can be found and no free channel 
is kept in the central pool, a non-compact channel with a minimum cost (measured in terms of the call 
blocking rate reduction as well as the cochannel cells' separation) is chosen by function channel(i,j). 
Phase 2: Channel Packing 
As the traffic rate increases, the randomness of call initiation will gradually destroy the compact 
patterns formed and channel utilization will decrease. Channel packing (or channel reassignment proce-
dure) is used to restore the compact patterns. We call a channel active if it is carrying at least one call. 
When a compact channel x is released, the following steps are performed in the local cell for channel 
packing: 
1. If there exists an active non-compact channel, the call on it is switched to channel x. (The non-
compact channel is therefore released.) 
2. Otherwise, find an active compact channel y that is least utilized, i.e. being active in the smallest 
number of cells. If that number is smaller than that of channel x, the call on channel y is switched 
to channel x. 
Step 1 can minimize the number of calls holding the non-compact channels and step 2 can 
pack the ongoing calls which are holding the compact channels onto a complete compact pattern. After 
this channel packing, new calls can more readily be accepted as more candidate channels are available. 
Channel packing is carried out whenever a call holding a compact channel is released. Therefore, at most 
one channel is reassigned at each packing. 
4.3 Performance Evaluation 
The cellular system being simulated consists of 49 regular hexagonal cells as shown in Fig. 4.2. A seven 
cell channel reuse pattern is assumed. Let the total number of channels available in the system be M = 70. 
Assume the arrival of calls is a Poisson process and the call duration is exponentially distributed with a 
mean of 3 minutes. CP-based DCA is studied by simulation. We also plotted the results of the Erlang-B 
formula (corresponds to the FCA) and the borrowing with directional channel locking (BDCL) strategy 
.13] for the purpose of comparison. Among the class of channel borrowing strategies that do not require 
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Figure 4.3: Blocking performance for an uni form traffic distr ibut ion w i th 70 channels. 
system-wide information, extensive simulation in [13, 14] reveals that the B D C L strategy gives the lowest 
overall blocking probabi l i ty in a 49-cell system w i th both uni form and non-uniform traffic rates. 
Let us start w i th a simple uni form spatial traffic distr ibut ion of 100 calls/hour in al l 49 cells. The 
average blocking probabil i ty {P B ) of the system, which is the rat io of the number of blocked calls and the 
total number of call attempts, is plotted as a funct ion of the percentage increase in traffic, in Fig. 4.3. 
A l l simulation results are plotted w i th 95% confidence interval. I t is seen CP-based D C A always offers 
a lower blocking probabil i ty than B D C L over the whole range of traffic under consideration. Thus at 
PB = 0.02, the FCA has a capacity of 102 cal ls/hour/cel l , the BDCL gives about 150 cal ls/hour/cel l and 
CP-based DCA gives about 153 cal ls/hour/cel l . This represents a 47% more traff ic-carrying capacity for 
the BDCL over the FCA and a further 3% increase in traffic-carrying capacity is achieved by CP-based 
DCA. 
Next, consider a particular non-uniform spatial traffic distr ibut ion shown in Fig. 4.2. The number 
in each cell represents the call arrival rates and ranges f rom 20 calls/hour to 200 cal ls/hour. The blocking 
performance for the three channel assignment strategies is plotted in Fig. 4.4. Again, CP-based DCA 
gives the lowest blocking probabil i ty. A t PB 二 0.02, CP-based DCA can carry 8% more traff ic than that 
of the BDCL strategy. 
Fig. 4.5 shows the same network with higher nominal traffic rates and a corresponding larger 
number of channels available, M 二 210，or 30 channels per cell for the BDCL strategy. Blocking 
probability against the percentage increase in traff ic rate is plotted in Fig. 4.6. CP-based DCA again 
outperforms the BDCL strategy over the entire simulation range. 
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Figure 4.4: Blocking performance for a non-uniform traffic d istr ibut ion w i t h 70 channels. 
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Figure 4.5: Non-uniform traffic distribution in a 49-cell system with 210 channels. 
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Figure 4.6: Blocking performance for a non-uniform traffic distribution with 210 channels. 
4.4 Conclusions 
We have proposed a new compact pattern channel assignment strategy called CP-based DCA. The strat-
egy aims at dynamically keeping the cochannel cells of any channel to a compact pattern whenever 
possible. It is superior to the BDCL strategy as no channel borrowing penalty (i.e. locking of the channel 
in cochannel cells) is imposed. The number of channels reassigned per released call is at most one and is 
therefore another advantage over the BDCL strategy. In a 49-cell network example with uniform spatial 
traffic distribution and the total number of channels 70, the new strategy has 2% more traffic-carrying 
capacity than the BDCL strategy at the blocking level of 0.02. In a non-uniform traffic distribution case, 
a 8% increase of traffic carrying capacity over the BDCL strategy is observed at the blocking level of 
0.02. 
The channel allocation algorithm can be greatly simplified by substituting functions pattern(i,j) 
and channel(i,j) with random assignments. We have investigated on that and found that such simplifi-
cation causes only a minimal performance degradation. In actual applications we believe such a tradeoff 
of performance with channel management simplicity is worth considering. 
Chapter 5 
Cell Group Decoupling Analysis 
5.1 Introduction 
Efficient use of the limited radio spectrum is important in cellular mobile systems [34，41]. At present, the 
demand of radio channels has already far exceeded the capacity in many metropolitan areas. A promising 
way to meet this demand is to use microcells [17, 42, 43, 44]. Linear microcellular networks can be used, 
for example, to cover the traffic on a highway or a long street while planar microcells can be used to cover 
busy metropolitan areas. The decrease of cell size however exacerbates the spatial variability of mobile 
traffic, and makes frequency planning infeasible. An important feature of dynamic channel assignment 
(DCA) is that it can adapt to the spatial as well as temporal variations of traffic load [11’ 16]. DCA, 
therefore, will play a prominent role in microcellular systems. 
There are many studies of DCA algorithms and most of them based on computer simulation 
[8，13, 14，15, 17]. This is because in DCA the specific set of available channels in a cell may change 
from time to time owing to the sharing of channel resources between cells. The very complex interaction 
between cells makes exact analytical solution a formidable task. A few analytical models for an idealized 
strategy called "maximum packing" (MP) have been proposed [9, 11]^ [18]. In MP strategy, it is assumed 
that a call will be blocked only if there is no possible reallocation of all existing calls that would result 
in the call being carried. (This strategy is not practical for implementation as system-wide channel 
usage information as well as exhaustive search for possible reallocation patterns are required.) Xu and 
Mirchandani [19] proposed an analytical model for channel borrowing assignment under the following 
three assumptions: 1) the arrivals of "borrowers" form a Poisson process with rate Aj, 2) lambda^ 
and the probability that a channel can be borrowed are state-invariant, and 3) all cells have the same 
traffic rate. Bakry and Ackroyd [20] derived the blocking probability for some fixed, dynamic and hybrid 
channel allocation schemes. Yue [21] proposed two analytical methods to approximate the performance of 
a hybrid channel allocation. Recently, Cimini, Foschini and C-L I [22] developed an Equivalent Erlang-5 
Approximation for DCA blocking probability calculations. Simulation showed that such an approximation 
gives very accurate results. The method, however, only applies when all cells have the same traffic load. 
More recently, C-L I [23] proposed an analytical model for DCA under light traffic conditions using a 
combinatorial approach. All of the above analytical models developed give only approximate solutions. 
For cellular engineering using DCA schemes, a way to obtain a tight upper bound on blocking probabilities 
will be of great interest when exact solution is not available. 
In this chapter, we develop a simple but very accurate analytical model for a very powerful 
dynamic channel assignment strategy called the borrowing with directional channel locking (BDCL) in 
both one-dimensional (linear) and two-dimensional (planar) microcellular systems. Our approach is to 
decouple a particular cell together with its neighbors, i.e., those under its interference range, from the 
rest of the system for finding the blocking probability of that cell. We call our approach the cell group 
iThe analytical models in [9’ 11] are not exact and the authors are wrong to claim they are. 
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Figure 5.1: A linear microcellular system with nominal channel sets A and B. 
decoupling analysis. Similar clustering approaches were used in [22] and [23] for the Equivalent Erlang-5 
Approximation and the light traffic approximation of DCA analysis. Cell group decoupling analysis is 
applicable to both homogeneous and heterogeneous traffic distributions. In linear microcellular systems, 
we will show that the effect of this decoupling causes the blocking probability so obtained to be an 
upper bound. The bound is found to be very tight when compared with simulation results. In planar 
microcellular systems, we are not be able to prove that cell group decoupling analysis provides an upper 
bound on true blocking probabilities, but numerical results suggest that it is practically an upper bound. 
Besides, this analysis gives accurate results to boundary cells as well as inner cells, and is therefore quite 
different from the other approaches which neglect boundary effects. Another use of the analysis is that 
a very efficient cell group decoupling simulation algorithm can be readily developed along the same line 
for very large size networks. 
We shall describe the BDCL strategy in Appendix A and develop the cell group decoupling 
analysis in the next two sections. Then in Section 5.4, the analytical results are compared with the 
simulation results. What we have found is that the cell group decoupling analysis is very accurate in 
evaluating the performance of the BDCL strategy. It is applicable to any traffic patterns and any cellular 
layouts. 
5.2 One-Dimensional Cell Layout 
5.2.1 Prob lem formulat ion 
A linear array of microcells is shown in Fig. 5.1. Suppose there are a total 2m distinct frequency channels 
available to this microcellular system and the same frequency channel can be reused at every other cell. 
Then these channels can be divided into two nominal channel sets A and B with m channels in each set 
and consecutive cells can be allocated with channel sets A, B, A, B, • • .，etc. Let Si denote the set of 
active channels, or channels in use, in cell i and \Si \ denote the number of elements in Si. A call attempt 
arrives at cell i will be blocked if and only if \Si-i U Si U Si+i I = 2m because otherwise there will either 
be an idle channel in cell i or an idle channel can be borrowed from the neighboring cells to carry the 
call. 
The two neighboring cells of cell i are cochannel cells using the same set of nominal channels. 
Therefore, it is easy to see that the following two statements about channel borrowing initiated by cell i 
are equivalent: 
• Cell i borrows a channel, say channel k, from cell i — 1 and locks channel k in cell i + 1. 
• Cell i borrows channel k from cell i + 1 and locks channel k in cell i - 1. 
By making use of the property that the two neighboring cells of a cell are cochannel cells, we 
obtain the following proposition. 
Proposition 1. If a cell has one or more channels lent to its neighboring cells, it cannot borrow channels 
from its neighboring cells to accommodate new calls. In other words, channel borrowing is not a chain 
reaction. 
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Figure 5.2: A three-dimensional Markov chain formed by cells i,i + 1 and i - 1. 
Proof: Without loss of generality, assume the channels in set A is numbered froml to m and that in set 
B is numbered from m + 1 to 2m. Let cell i lend k channels numbered m - Ar + 1 to m to cell i + 1. Then, 
\Si+i \ = k and <m-k. If a new call arrives at cell i and finds that |5�| = a < m - A?, the idle 
nominal channel a + 1 is assigned to the new call. If, instead, it finds \Si \ = m- k, the call will have to 
be blocked because borrowing from cell i + 1 is forbidden by the fact \Si U 1 = 2m and borrowing 
from cell i — 1 is equivalent to borrowing from cell i + 1. Q.E.D. 
To determine the blocking probability at cell i by applying the cell group decoupling analysis, 
we form the three consecutive cells i - 1, i and 1 into a group and assume this group to be decoupled 
from the rest of the network. In other words the blocking probability at cell i is assumed to depend only 
on its two neighboring cells. This assumption is justified by the non-propagative borrowing property of 
Proposition 1. 
5.2.2 Calculation of blocking probabi l i ty 
Let the call arrivals at cell i be a Poisson process with rate A^  and channel holding time be exponentially 
distributed 
with mean 1/". Let � be the call blocking probability at cell i. As a call in cell i is blocked 
if and only if \Si-i U Si U Si+i | = 2m, we have 
Bi = Prob{\Si-i U Si U Si+i \ = 2m}. (5.1) 
The channel usage in cells i — I, i and i + 1 can be described by a three-dimensional ergodic 
Markov chain whose state space is shown in Fig. 5.2. This three-dimensional model is sufficient because 
with channel ordering and immediate channel reallocation, channels within a cell are indistinguishable 
and so the states of the three cell group can be described by the channel occupancies in the three cells. 
With Eqn. (5.1) as the constraint, the total number of states is ^ I Z t ^ 二 (8m^ + ISm^ + 13m + 3)/3. 
Let P{xi,x2,x3) be the probability that = xi, = X2 and l^ i - i l = X3. 
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Figure 5.3: A typical state transition diagram at state (xi,x2, X3). 
Theorem 1 For a linear cellular system with single cell buffering, the call blocking probability Bi of 
an arbitrary cell i obtained by the cell group decoupling analysis is an upper bound on the true blocking 
probability at cell i. 
Proof: From Eqn. (5.1), the channel occupancy Si of cell i depends on both S i - i and Si+i. The 
maximum number of channels that can be used in cell i is therefore 2m - maxdS'i-il, \Si+i\]. In a 
decoupled three-cell system, if cell i has occupied \Si\ channels, then the maximum number of channels 
that can be occupied by cells i — 1 and i + 1 is 2m - \Si\. On the other hand, if these three cells are not 
decoupled from the rest of the network, the channel occupancies of cells i - 1 and i + 1 are also affected 
by that of cells i — 2 and i + 2 respectively. As an example, if nominal channel k of cell i + 1 is lent to 
cell i + 2, then cell i + 1 cannot use channel k. But cell i can use channel k because cell i is thecochannel 
cell of cell i + 2. Thus in the non-decoupled model the blocking probability of cell i would be lower as 
more channels are available for use incertain states. 
More formally, let Pr{xi,X2, X3) be the conditional probability that the total number of ac-
tive channels in cells i + 1 and 2 + 2 is equal to 2m given that the current state is {xi,x2,x3), or 
Pr{xi,X2,X3) 二 P{\Si+i\ + \Si+2\ 二 2m\{xux2,x3)}. Let Pl{xuX2,X3) be similarly defined to be the 
conditional probability that the total number of active channels in cells i — 1 and i — 2 is equal to 2m 
given that the current state is {xi,x2, X3). Then the exact state transition rate from state (xi,x2,x3) 
to {XI,X2 + l,X3) is � [1 — PR(xi,X2,X3)]Xi+i and that from state (xi,x2,x3) to {xi,x2,x3 + 1) is 
= [1 - Pl{xi,X2, X3)]Ai_i (Fig. 5.3). In the cell group decoupling analysis, we ignore the effect from 
cells outside the cell group and take the state transition rates simply as A!-一 1 and Since A^-i > 
and Ai+i > A;+i，we have in fact assumed a higher traffic rate and therefore the blocking probability 
obtained is larger, or is an upper bound of the exact blocking probability. By the same argument, 
and shown in Fig. 5.3 are similar quantities with values smaller than A^-i and A^+i respectively. 
Q.E.D. 
To calculate Bi, the call blocking probability at cell i, we need to solve the three-dimensional 
Markov chain shown in Fig. 5.2. One way to do so is to set up a set of global balance equations by equating 
the rates of flow out of and into each state (Fig. 5.3) and solve these balance equations iteratively, say 
by the overrelaxation method [45]. Upon closer observation we found that the Markov chain belongs to 
the class of coordinate convex policy problems for which product-form solution can be obtained [46, 47 • 
Let Q denote the set of all possible states and aj = \j/fi. The steady state probability is given by 
3 a � 
= (5.2) 
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G= E n^ • 
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From Eqn. (5.1), the call blocking probability at cell i, is obtained as 
Bi = ^ P{x i ,2m-x i ,X3) -\ - Y j P { x i , X 2 , 2 m - x i ) . (5.3) 
Xi+X3<2m Xi+X2<2m 
If a boundary cell is under investigation, it has only one neighboring cell. In this case, the three-
dimensional Markov chain degenerates into two dimension. The cell group decoupling analysis still gives 
accurate results. This is quite different from other approaches which neglect boundary effects. In Section 
5.4，numerical examples on this will be studied. 
The overall blocking probability B of the system consists of N linear microcells is given by 
/ N � - 1 iv 
E A f c E A a A . (5.4) 
\Ar = l / k = \ 
5.3 Two-Dimensional Cell Layout 
5.3.1 Prob lem formulation 
In this section, we extend our cell group decoupling model to two-dimensional microcellular systems. 
For ease of problem formulation and the computation of blocking probabilities, we assume the three-cell 
reuse pattern. The methodology developed, however, is general. Conventional cellular system can also 
use three-cell reuse pattern [48] by adjusting the transmitting power of the antennas as well as their 
locations. Let us look at a typical cell, say cell 0, and its six neighboring cells (Fig. 5.4). If a channel is 
used in cell 0，it cannot be reused in its six neighbors, i.e., the first tier of cell 0. This is called single 
ring buffering in the literatures. Assume 3m channels are available in the system and nominal channels 
are uniformly allocated to each cluster of three cells, such that each cell gets m channels. Taking a closer 
look on a three cell cluster, we found that proposition 1 is no longer valid here because if a cell has lent 
a channel to another cell, it is allowed to borrow an idle channel from the third cell. 
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In other words, a single channel borrowing may cause system-wide channel borrowing. This 
creates very complicated channel coupling mechanisms that renders us to claim the cell group decoupling 
analysis can provide an upper bound on the true blocking probability. Although later on the simulation 
results suggest that the cell group decoupling analysis tends to give an upper bound, we shall claim it to 
be an approximate analysis for planar microcellular system and not a bound. 
5.3.2 Calculation of blocking probabi l i ty 
A call arrives at cell 0 will be blocked if and only if | ULo Sk \ 二 3m. Therefore, the blocking probability 
of cell 0 is r 6 � 
Bo = p | | | j 5 A : | = 3 m l . (5.5) 
I k=o J 
Let X � • • •, a^ e) and let P[x] be the steady state probability that |5o| = xq, l^il = xi, 
...，and {Sel = xe- Let Q denote the set of all possible states. Further, let yi = x q x i X 2 , y 2 -
a^o + + X2,Y3 二 + + X5,Y4 = X0 + X5 + X3,Y5 XQ + X3 + a n d YE = XO + X6 + a^i. N o w , t o 
make the analysis tractable so that a product form solution is available for numerical computation, we 
have to make a second approximation that all channels are indistinguishable within a cell and that the 
blocking condition shown in Eqn. (5.5) be approximated by the condition that at least one yi is equal 
to 3m. Let QA be the set of states with | ULo = 3m and QB be the set of states with at least one 
y- = 3m. It is easy to see that QB is a subset of and so the blocking probability taking QB as the set 
of blocking states is a lower bound on that using QA- But with this approximation, P[x] can be given by 




卿 ) 二 E (nS). 
xen V=o 工r ) 
The blocking probability at cell 0 is therefore 
BO^Y. P M . (5-7) 
The overall blocking probability of a two-dimensional system consisting of N cells is given by the same 
expression as Eqn. (5.4). 
5.4 Illustrative Examples 
5.4.1 One-dimensional case 
The linear microcellular system being analyzed consists of 30 microcells. Let there be a total of 20 
channels in this system. Let the arrival of calls be a Poisson process and the call duration be exponentially 
distributed with a mean of 3 minutes. 
First, we examine the performance under the homogeneous traffic distribution. Let the base load 
traffic in each cell be 100 calls/hour. The overall average blocking probability B of the system obtained 
by the above analysis is plotted as a function of the increase in traffic in Fig. 5.5. The blocking probability 
obtained by simulation is the ratio of the number of blocked calls to the total number of call attempts. 
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Figure 5.5: Linear cellular network with uniform traffic distribution. 
The simulation results are shown with 95% confidence intervals. The Erlang-5 formula which corresponds 
to the fixed channel assignment (FCA) performance is also plotted for the purpose of comparison. We 
see that under all traffic conditions, the blocking probability obtained by simulation is upper bounded 
by the analytical results. At low traffic rates, the analytical results overlap with the simulation results. 
As the traffic load increases, the bound tends to be looser. This is because the influence of the farther 
away neighboring cells on the blocking of the local cell grows with the traffic load and our analysis has 
ignored such influence. 
Next, consider the same linear cellular systems under heterogeneous traffic where the traffic rate 
in calls per hour in the 30 cells are [120 100 80 80 90 100 90 130 120 60 40 60 80 100 80 120 
100 60 60 80 120 100 80 60 60 80 100 100 80 120]. Fig. 5.6 shows the analytical and simulation 
results. Again a very tight bounding is observed. We have checked the product-form solution with that 
obtained by the solution of the global balance equations and found that the state probabilities obtained 
match to 5 significant figures. All blocking probabilities obtained under heterogeneous traffic conditions 
for both one- and two-dimensional cell layout cases are weighted by the traffic rates Aj's. 
In Figs. 5.7 and 5.8, we study the performance of cell group decoupling analysis on boundary cells. 
Blocking probabilities of the two boundary cells (i.e. cells 1 and 30) and an arbitrarily chosen interior cell 
10 are plotted against traffic rates for both uniform and non-uniform traffic distributions. For the uniform 
traffic distribution case, very tight bounding of the blocking probabilities is again observed (Fig. 5.7). 
For the non-uniform traffic distribution case (Fig. 5.8), it is interesting to note that although cells 
1 and 30 have the same base load of 120 calls/hr, the cell group decoupling analysis provides a tighter 
upper bound on cell 1 than on cell 30. The reason is that for cell 30, the effect from the "neighbor's 
neighbor" (i.e. cell 28) is much stronger than that of cell 3 to cell 1. In other words, the base load of cell 
28 is larger than the base load of cell 29 whereas the base load of cell 3 is smaller than the base load of 
cell 2. Cell 28, therefore, affects more on cell 29 than cell 3 on cell 2. In cell group decoupling analysis, 
we ignore the effect of "neighbor's neighbors" and so the bound tends to be looser when such effect is 
large at heavy load conditions. 
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Figure 5.6: Linear cellular network with a non-uniform traffic distribution. 
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Figure 5.7: Boundary cells of a linear cellular network with uniform traffic. 
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Figure 5.8: Boundary cells of a linear cellular network with non-uniform traffic. 
5.4.2 Two-dimensional case 
We analyze the performance of the planar microcellular system based on a 49-cell system as shown in 
Fig. 5.9. We consider the case where the total number of channels in the system is 15. The blocking 
probability under the homogeneous traffic condition is plotted as a function of traffic load in Fig. 5.10. 
The base load is engineered at 50 calls/hour. The analytical results show a good agreement with the 
simulation results. 
We next consider a non-uniform traffic case on the same system where the base traffic load in 
calls per hour is shown inside each cell in Fig. 5.9. Fig. 5.11 shows again the good agreement between 
the analytical and the simulation results. As expected, in both homogeneous and heterogeneous traffic 
conditions, the bounds follow tightly the simulation results in low to intermediate traffic conditions and 
tend to be looser at heavy traffic conditions. The reason, again, is that the effect from the "neighbor's 
neighbors" can no longer be neglected under heavy traffic conditions. 
Figs. 5.12 and 5.13 show the effect of cell group decoupling analysis on the boundary cells for 
both uniform and non-uniform traffic distributions. The blocking probabilities of the four cells marked 
in Fig. 5.9 are obtained. Cells A, B, C and D have two, three, four and six neighboring cells respectively. 
Although we cannot prove that the cell group decoupling analysis can provide upper bounds on the true 
blocking probabilities in planar cellular layouts, all simulation and analytical results we have obtained 
suggest that it is practically an upper bound and that the bound tend to be looser at heavy loads. 
5.5 Conclusions 
Dynamic channel assignment will play an important role in microcellular systems because of its adapt-
ability to spatially variable traffic. In this paper, we have developed a simple but very accurate analytical 
CHAPTER 5 CELL GROUP DECOUPLING ANALYSIS 60 
3 5 T 6 0 4 0 5 0 6 0 6 0 I 7 0 
5 0 4 0 8 0 4 0 5 0 4 0 I 6 0 
Cell D 
leuiJ r ^ T 45 T 40 25 45 20 25 
2 0 T 6 5 T 4 0 5 5 6 0 4 0 丄 4 0 
Cell A Cell C Cell B 
Figure 5.9: Planar cellular network with a non-uniform traffic distribution. 
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Figure 5.10: Planar cellular network with uniform traffic. 
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Figure 5.11: Planar cellular network with non-uniform traffic. 
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Figure 5.12: Boundary cells of a planar cellular network with uniform traffic. 
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Figure 5.13: Boundary cells of a planar cellular network with non-uniform traffic. 
model for a channel borrowing based dynamic channel assignment strategy called the Borrowing with 
Directional Channel Locking, in both one-dimensional and two-dimensional microcellular systems. Our 
approach was to decouple a particular cell together with its neighbors, i.e., those under its interference 
range, from the rest of the system for finding the blocking probability of that cell. We called this the cell 
group decoupling analysis. This analysis is applicable to both homogeneous and heterogeneous traffic 
distributions. We have shown that the effect of this decoupling causes the blocking probability so ob-
tained to be an tight upper bound in linear microcellular systems. We are not able to prove the same 
for the planar microcellular systems, but numerical results suggest that it is practically an upper bound. 
This analysis gives accurate blocking performance to boundary cells as well as inner cells, and is therefore 
quite different from the other approaches which neglect boundary effects. 
Chapter 6 
Phantom Cell Analysis 
6.1 Introduction 
The borrowing with directional locking (BDCL) strategy [13] (also refer to Appendix A) only needs 
local cells information and it gives the lowest blocking probability among all strategies proposed in the 
literature that do not require system-wide information. Its four distinct features are (i) channel ordering, 
(ii) immediate channel reallocation, (iii) directional channel locking and (iv) analytically tractable. Direct 
modeling of BDCL, however, would require a state space equal to k times the total number of cells in the 
system, where k is the cluster size of channel reuse. In the previous chapter, a simple but very accurate 
analytical model, cell group decoupling (CGD) analysis, for evaluating the performance of the BDCL 
strategy in cellular systems was proposed. It was proved that the effect of cell group decoupling causes 
the blocking probability so obtained to be an upper bound and that the bound was found to be very tight 
when compared with simulation results. When CGD analysis is applied to planar cellular systems with 
three cell reuse pattern, a seven-dimensional markov chain need to be solved. This is not computationaly 
efficient as we noted in Chapter 5. 
In this chapter, we propose an efficient approximate analysis for the BDCL strategy on planar 
cellular systems with a three-cell channel reuse pattern. We call this phantom cell analysis. To find the 
blocking probability of a particular cell, two phantom cells are used to represent its six neighboring cells. 
Then by conditioning on the relative positions of the two phantom cells, the blocking probability of that 
particular cell can be found. We formulate the problem in the next section. The call arrival rates at the 
phantom cells are derived in Section 6.3. In Section 6.4, the approximate analytical model is established 
and the product-form solution of the steady state probabilities is derived. The analytical results are 
compared with the simulation results in Section 6.5 and found to be very accurate in predicting the 
blocking performance. Besides, this analysis is applicable to any traffic patterns and any cellular layouts. 
6.2 Problem Formulation 
Let us assume a three-cell channel reuse pattern as an illustration of the analysis. The analysis for the 
seven-cell channel reuse pattern is similar but more complicated. Conventional cellular system can use 
three-cell reuse pattern [48] by adjusting the transmitting power of the antennas as well as their locations. 
Assume there are 3m channels in the system and they are divided into three nominal channel sets A, B 
and C with m channels in each set. Consider a typical cell, say cell 0 as shown in Fig. 6.1. Let cell 0 
be allocated with nominal channel set A and let its six neighbors be labelled such that cells 1, 2 and 3 
are cochannel cells allocated with channel set B, and cells 4, 5 and 6 are cochannel cells allocated with 
channel set C. We call cells 1，2 and 3 Group B cells, and cells 4，5 and 6 Group C cells. Let Si denote 
the set of active channels, or channels in use, in cell i and \Si\ denote the number of elements in Si. 
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Figure 6.1: A cellular system with cluster size of three. 
Using the BDCL strategy [13], a call attempt at cell 0 will be blocked if and only if | 二 3m 
because otherwise there will either be an idle channel in cell 0 or an idle channel can be borrowed from 
the neighboring cells to carry the call. 
If cell 0 wants to borrow a nominal channel, say x, from Group B cells, channel x must be idle in 
Group B. Without loss of generality, assume cell 2 is currently the cell with the highest channel occupancy 
in Group B, or 1^ 21 = max[|5i|, |52|, l^al]. Due to channel ordering and immediate channel reallocation 
properties of the BDCL strategy, li x ^ S2 this borrowing is granted; otherwise, the borrowing is rejected. 
From the above example, we can see that whether a channel can be borrowed by cell 0 or not 
depends only on its two neighboring cells with the highest channel occupancies at that moment, one 
in Group B and the other in Group C. Since these cells can be different cells in Groups B and C at 
different times, we call them phantom cells. For convenience, we denote the corresponding phantom cells 
of Groups A, B and C as cells A, B and C. Therefore, the Markov chain model for determining the 
blocking probability of cell i using nominal channel set A for instance (i.e. cell 0 here) consists of three 
cells: cell i, phantom cell B and phantom cell C. Similarly, for cell j using channel set B, the Markov 
chain model consists of cell j , phantom cell A and phantom cell C. 
6.3 Arrival Rates in Phantom Cells 
Let the arrival of calls to cell i be a Poisson process with rate \i and the call duration be exponentially 
distributed with a mean of l//i. Let random variable Mi denote the channel occupancy of cell i and MA, 
mB and Mc denote the occupancies of the phantom cells A, B and C respectively. Consider phantom 
cell B. Since cell B is the cell with the highest channel occupancy in Group B cells, its channel occupancy 
is given by MB = max[Mi, M2, Ms]. Assume the channel occupancy distributions of cells 1，2 and 3 are 
independent, we have 
P[MB <K] = P[Mi <K,M2< K, M 3 < k[ 
3 
= J J P f M i S i q ’ 0 < Ar < 3m (6.1) 
i = l 
and thus 
3 3 
P[MB = ib] = J J P [ M i < A r ] - J J P[Mi < fe - 1], 0 < A: < 3m (6.2) 
i=l i=l 
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The expected number of busy channels in phantom cell B can be found 
3m 
E[MB\ = P[MB = K. 
k=0 
E[MB] can also be interpreted as the carried load of phantom cell B. Let JB be the call arrival rate to 
phantom cell B. Then in equilibrium, 
fiE[MB] = 73(1-^3), 
where Bjg is the blocking probability at phantom cell B and is given by Eqn. (6.12). Rearranging, we 
have „ 
二 ^ Z l = o k P [ M B = k] (6 3) 
了 召 - 1 - B s . 
j c is given by a similar expression. Note that the computation of and j c requires the set of channel 
occupancy distributions {P[Mi 二 众]} which is not available. In the next section, we will derive {P[Mi : 
k]] as a function of 75 and jc • With that an iterative procedure for the simultaneous solution of Tc 
and {P[Mi = Ar]} can be started from Eqn. (6.3) and (6.11) with the initial distributions � (o)[Mi � k' 
given by that of an M/M/Sm/3m queue. 
� 1 - 1 
P ( o ) [ 风 二 和 寧，z•二 1 ， 2 , … 
J=0 _ 
where pi = 
6.4 Blocking Probability and Channel Occupancy Distribution 
Consider cell 0 in Fig. 6.1 again. Although the two phantom cells can take different positions in Groups 
B and C at different times, they have only two relative positions: side-by-side position and opposite 
position. If the two phantom cells are side-by-side, a call attempt at cell 0 will be blocked if and only if 
|5o| 4- 15^1 + \Sc \ 二 3m. In other words, the total number of active calls in cells 0’ B and C cannot be 
greater than 3m. On the other hand, if the two phantom cells are opposite to each other, a call attempt 
at cell 0 will be blocked if and only if |5o U U 5 c | = 3m. In this case, the total number of active 
channels in cells 0，B and C can exceed 3m and in the extreme case, a total of 6m active channels can 
be supported when 丨S"o| = 0. 
Let a and 1 — a be the probability that the two phantom cells B and C are at opposite and 
side-by-side positions respectively, then the blocking probability Bq at cell 0 can be expressed as 
Bo 二 a Bopp： + (1 — a) B^ide (6.4) 
where Bgide and Bopp. are the respective conditional blocking probabilities. 
6.4.1 Derivation of a 
Let fi be the probability that cell i is a phantom cell. Consider the Group B cells, i.e. cells 1, 2 and 3 
in Fig. 6.1. Then f i , the probability that cell 1 is the phantom cell of Group B cells (or cell B) can be 
derived from the definition of phantom cells to be 
3m ^ 1 
/i = P[M2 < k] P[M3 -P[M2 = k] P[M3 < � + 
Jfc=0 L 
ip [M2 < k] P[M3 = k]-{- i p [ M 2 二 k] P[M3 = k]\ P[Mi = fc]. (6.5) 
2 o J 
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Figure 6.2: State space of the Markov chain for phantom cells at side-by-side positions. 
Note that in Eqn. (6.5), we have assumed that when two or more cells have the same highest channel 
occupancy, the phantom cell is picked with equal probabilities. This accounts for the last three terms on 
the right hand side of Eqn. (6.5). fi (for i = 2，3，...，6) can be similarly found. From the actual cellular 
layout in Fig. 6.1, it is seen that cell 1 is opposite to cell 5, cell 2 to cell 6 and cell 3 to cell 4. Therefore 
the probability that the phantom cells B and C are at opposite positions is given by 
d - f i h + h f s + fsU-
6.4.2 Derivation of Bside 
Let P{XO,XI, X2) be the steady state probability that |5o| = \SB\ = and |5c| = X2 given that 
the two phantom cells are at side-by-side positions. To calculate Bside, the blocking probability of cell 0 
when the two phantom cells B and C are at side-by-side positions, we need to solve the three-dimensional 
Markov chain shown in Fig. 6.2. This Markov chain belongs to the coordinate convex type for which 
product-form solution can be obtained [46]. Let oq = W " ， = P and 02 = Ac// .^ The total 
number of states is computed to be (9m^ + 18m2 + l l m + 2)/2. The steady state probability xi,X2) 
is given by 
2 
p(xo,xi,X2) = G - ' l [ ^ (6.6) 
• O 怎 j • 
j=0 J 
where 
/ 2 arA 
G= E n y 
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Figure 6.3: State space of the Markov chain for phantom cells at opposite positions. 
The blocking probability Bside is obtained as 
Bside = ^ p{xo,xi,X2). ( 6 . 7 ) 
6.4.3 Derivation of Bopp. 
If the phantom cells B and C are at opposite positions, the channel usage in cells 0，B and C can 
be described by the three-dimensional Markov chain shown in Fig. 6.3. The total number of states is 
� P � � 1 8 m 3 + 21w? + 13m + 2)/2. The product-form solution of the steady state probability 




(2 a � 
。二 E nJr 
xo+xi<3m,xo+X2<3m y =0 ^ j 
The blocking probability Bopp. is obtained as 
Bopp. = ^ q{xo,^m- X0,X2)-^ YI q{xo, xi,3m - XQ) (6.9) 
xo+X2<Sm xo+xi<3m 
Substituting Eqns. (6.3)，(6.7) and (6.9) into Eqn. (6.4)，the blocking probability at cell 0 is 
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Figure 6.4: Cellular system with non-uniform traffic distributions. 
found. The overall blocking probability of a system consisted of N cells is simply 
/N-i � - l i v - i 
B 二 (6.10) 
\k=0 J k=0 
where Ba；, the call blocking probability at cell k, is given by the same expression in Eqn. (6.4). 
6.4.4 Channel occupancy distribution 
Let P[Mi 二 k I side] and P[Mi — k | opp.] be the probabilities that cell i has occupancy k given that the 
two phantom cells are at side-by-side and opposite positions respectively. From Eqns. (6.6) and (6.8), we 
have 
P[Mi = k I side] = ^ p{k, xi,x2), 
P[Mi = k I opp.] 二 ^ q(k, Xi,X2). 
By the law of total probability, we have 
= k] = a P[Mi = k \ opp.] + (1 — a) P[Mi = k\side]. (6.11) 
The blocking probability of phantom cell B can be found as follow. Let PB[Mi 二 k] be the 
blocking probability of cell i with channel occupancy k. Let PB[Mi = k | side] and PB[Mi = k | opp. 
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be the blocking probabilities of cell i with channel occupancy k given that the two phantom cells are at 
side-by-side and opposite positions respectively. From Eqns. (6.6) and (6.8) again, we have 
PB[Mi 二 k I side] = ^ p{k, xi,x2)j 
二 A: I opp.] = ^ q{k,Sm-k,X2)-\- ^ q{k, - k). 
X2<3m-k xi<3m-k 
Then， 
PB[Mi = k] = a PB[Mi - k | opp.] + (1 - a ) PB[Mi = k \ side；. 
B_b，the blocking probability at phantom cell B, is given by 
3m 
BB = XI PB[MB = K] P[MB = K_ 
k=0 
3m 3 
= Y ^ Y j i 二 k] P[MB = k] (6.12) 
where f i is given in Eqn. (6.5). 
6.5 Numerical Results 
In this section, we investigate the performance of the phantom cell analysis by considering a cellular 
system consisting of 49-cell as shown in Fig. 6.4. Let the number of nominal channels m in each cell be 
10. Let the arrival of calls be a Poisson process and the call duration be exponentially distributed with 
a mean of 3 minutes. Each simulation data point is obtained by collecting statistics of 510,000 calls with 
the statistics of the initial 10,000 calls discarded. 
First, we examine the performance under the uniform traffic distribution. The base load of each 
cell is first engineered at 100 calls/hour. The blocking probability B is plotted against the increase of 
traffic load in Fig. 6.5. The Erlang-5 curve which corresponds to the fixed channel assignment with 10 
channels in each cell is plotted for comparison. It is seen that the analytical results is very close to the 
simulation results. 
Next we consider two non-uniform traffic distributions with the base traffic in calls/hour of each 
cell shown in Figs. 6.4(a) and (b). The analytical and simulation results for BDCL are plotted in Figs. 6.6 
and 6.7. The curves corresponding to FCA are again obtained by Erlang-5 formula with 10 channels in 
each cell. For both traffic distributions, very close agreements between analytical and simulation results 
are found. These results show that the phantom cell analysis is accurate under very different traffic 
conditions. 
6.6 Conclusions 
An approximate analytical model called phantom cell analysis for evaluating the performance of the BDCL 
strategy was proposed in this chapter. The phantom cell analysis was found to be very computationally 
efficient and accurate. It is applicable to any traffic patterns and any cellular layouts. In this paper only 
systems with three-cell channel reuse pattern was considered. The analysis of systems with seven-cell 
channel reuse pattern would require the solution of many seven-dimensional Markov chains and this is 
still a formidable task with today's computation power. 
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Figure 6.6: Non-uniform traffic distribution A. 
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Figure 6.7: Non-uniform traffic distribution B. 
Chapter 7 
Performance Analysis of BDCL 
Strategy 
7.1 Introduction 
There are many studies on channel assignment strategies for the first generation analogue cellular systems 
[8, 16’ 49]. Channel borrowing based dynamic channel assignments (DCA) [14，37] have been shown to be 
a very efficient type of channel assignment schemes. Among them, extensive simulation reveals that the 
borowing with directional channel locking (BDCL) strategy [13] gives the lowest blocking probability. For 
second generation digital FDMA/TDMA cellular systems (e.g. GSM, IS-54), a carrier which consists of 
multiple time slots or voice channels is the basic unit of resource allocation among base stations. In this 
chapter, we first extend the BDCL strategy to borrowing with directional carrier locking (BDCL). In 
BDCX strategy, when a call arrives at a cell and finds all voice channels busy, a carrier can be borrowed 
from its neighboring cells if such borrowing does not violate the cochannel interference constraint. The 
borrowed carrier is then locked in the cochannel cells within the channel reuse distance of the borrowing 
cell. 
Based on the model presented in Chapter 5, cell group decoupling (CGD) analysis is generalized 
to BDCL in Section 7.3. We can still show that the CGD analysis can provide a tight upper bound on 
the true blocking probability of linear cellular systems with single cell buffering. As the number of voice 
channels per carrier as well as the traffic load increase, the bounding tends to be loose. 
The CGD analysis for BDCL strategy in planar celluler systems is generally infeasible due to the 
complexity in solving higher dimensional Markov chains. Phantom cell analysis developed in Chapter 6 is 
an alternative approach with much lower computational complexity yet still produces accurate analytical 
results. In Section 7.4, the phantom cell analysis is generalized to carrier borrowing. For low to medium 
traffic loads and small number of voice channels per carrier, we show that the analytical model provide 
accurate prediction on the system blocking probability. The results in this chapter can also be used to 
determine the optimal number of voice channels per carrier in FDMA/TDMA systems. 
7.2 Borrowing with Directional Carrier Locking 
Similar to BDCL strategy [13] (Appendix A), carrier ordering and immediate carrier reallocation are 
used in the BDCL strategy. Carrier ordering means that all nominal carriers are ordered such that the 
voice channels on the first carrier has the highest priority to be assigned to the next local call, and 
the last carrier is given the highest priority to be borrowed by the neighboring cells. Immediate carrier 
reallocation means that a carrier is reallocated according to the following rules: 
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• When a call on a nominal carrier terminates and there is another call on a borrowed carrier, the 
call on the borrowed carrier is switched to the nominal carrier. If no other call on that borrowed 
carrier, it is released. 
• When a call on a nominal carrier terminates and there is another call on a higher order nominal 
carrier in the same cell, the call in the higher order nominal carrier is reallocated to the newly 
released lower order carrier. 
• When a call on a borrowed carrier terminates and there is another call on a lower order borrowed 
carrier, the call being carried on the lower order borrowed carrier is switched to this carrier. 
• When a carrier is unlocked by the termination of all calls in the interfering cells, any calls on a 
borrowed carrier or a higher order carrier are immediately switched to this carrier. 
When a call arrives at a cell, a voice channel on the lowest available nominal carrier is selected 
to carry the call. If all voice channels on nominal carriers as well as already borrowed carriers are 
busy, another carrier is borrowed from neighboring cells if the borrowing will not violate the cochannel 
interference constraint. By doing this, BDCL packs all active calls towards the lower order nominal 
carriers such that the load on the higher order nominal carriers is minimized to facilitate carrier borrowing. 
This in turn provides very efficient resource sharing among cells. 
7.3 Cell Group Decoupling Analysis 
The CGD analysis is applicable to both linear and planar cellular systems. The basic idea of the CGD 
analysis is to look at a decoupled system (the cell under investigation and those neigboring cells within 
its interference range) instead of the whole network. This reduces the problem size tremendously. Such 
decoupling, however, does not cause any significant error in calculating blocking probabilities. This is 
because the interaction between the cell under investigation and the further away neighboring cells is 
negligible (as we shall show later). In this section, we study the performance of the BDCL strategy using 
the CGD analysis for both linear and planar cellular systems. 
7.3.1 Linear cellular systems 
Suppose there are a total of 2m distinct carriers available to a linear cellular system (Fig. 5.1) and they 
are numbered from 1 to 2m. Let the same carrier can be reused at every other cell. Carriers are divided 
into two sets such that set A has carriers from 1 to m and set B has carriers from m + 1 to 2m. Each 
cell is assigned with either set A or set B carriers and let the number of voice channels per carrier be z. 
Each voice channel can be identified through its carrier number and the time slot it occupied. 
Let Si and Ni denote the set of active voice channels and the set of active carriers in cell i. Let 
\X\ denote the number of elements in set X and \x] denote the ceiling function. We have \Ni\ - [|5i|/z' 
because in the BDCL strategy, voice channels are packed towards the lower order nominal carriers. A 
call attempt arrives at cell i will be blocked if and only if \Ni-i U Ni U iVi+i | = 2m and = \Ni\z. The 
call blocking probability at cell i is therefore given by 
Bi = P r o b { \ N i - i U N i U N i + i \ = 2m and = \Ni\z} . (7.1) 
Applying the CGD analysis to determine the blocking probability at cell i, we form the three 
consecutive cells i — 1, i and i + 1 into a group and assume this group to be decoupled from the rest of 
the network. It can be shown that the carrier borrowing is non-propagative as in Chapter 5. 
Let the call arrivals at cell i be a Poisson process with rate Xi and channel holding time be expo-
nentially distributed with mean l//i. Let P(x i , iPa) be the steady state probability of the decoupled 
system that \Si\ = xi，|5^+i| = X2 and \Si-i\ 二 X3. Let Q denote the set of all possible states that 
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Figure 7.1: State space of a decoupled system with z = 3. 
satisfies U A^ i U A i^+i | < 2m (Fig. 7.1). Let QB denote the set of blocking states satisfies Eqn. (7.1). 
We have 
= (7.2) 
J = 1 3 
where 
/ 3 xj \ 
E n?T 
(0:1,^ 2,3:3)60 v = i 3 / 
and ai 二 Xi/^i, 02 二 Ai+i//i and 03 二 Xi-i/n- From Eqn. (7.1), the call blocking probability at cell i is 
Bi = P(xuX2,X3). (7.3) 
If a system consists of N cells, the overall call blocking probability is 
/ N � - 1 AT 
E ^ M E A A A . (7.4) 
\k=l ) k=l 
We can show that Theorem 1 in Chapter 5 is still valid and the detailed proof can be found 
there. Here we only intuitively argue that in the decoupled system, carrier borrowing is easier for cells 
i 一 1 and i + 1 because they need to consider only carrier occupancy in cell i. Cell i, however, still needs 
to consider the carrier occupancies of cells i - 1 and i + 1 in order to borrow. This gives a higher carrier 
occupancies in cells i — 1 and i + 1 and so fewer number of carriers are available for cell i than that of 
the undecoupled system. The blocking probability of cell i obtained from the CGD analysis is therefore 
an upper bound on the true blocking. 
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7.3.2 Planar cellular systems 
Refer to the planar cellular system with three-cell channel reuse pattern shown in Fig. 6.1. Assume each 
cell has m nominal carriers and the total number of distinct frequency carriers is 3m. A call arrives at 
cell 0 will be blocked if and only if | U L o A^ ibl 二 3m and \So\ 二 |iVo|z. The call blocking probability at 
cell 0 is therefore given by 
Bo 二 Probl\ U Nk\ = 3m and |5o| = \No\z\• (7.5) 
I k=o ) 
Let X = and let P[x] be the steady state probability of the decoupled system 
(consisting of cells 0 to 6) that = xq, |<Si| 二：ci，.. •’ l^el 二 xe- Let Q denote the set of states with 
l U L o ^ l Wefuther let yi = |Aro| + |Ari| + |Ar4|, 2/2 = |A^o| + |A^ 4| + |A^2|，2/3 = + + |仏 I’ 2/4 二 
|iVo| + liVsl + |馬|’ 2/5 = lA o^l + \N3\ + \NG\ and ye = |iVo| + INQ] + \Ni\. To make the analysis tractable 
so that a product-form solution is available for numerical computation, we approximate the blocking 
condition shown in Eqn. (7.5) by the condition that at least one yi is equal to 3m and xq - \No\z. Let 
denote the set of states with at least one yi = 3m and xq = \No\z, and Qa denote the set of states 
satisfies Eqn. (7.5). We can see that QB is a subset of ^ A and with regard to this the blocking probability 
obtained by taking QB as the set of blocking states is a lower bound on that using QA- In Section 7.5， 
the effect of this approximation on system's blocking performance will be studied. Let a^  二 Xi/fi be the 
traffic intensity at cell i. A seven-dimensional Markov chain is used to model the decoupled system and 




n 六 . 
xen \j=o 
The blocking probability at cell 0 is therefore 
xeris 
The overall call blocking probability of a system is given by a similar expression as in Eqn. (7.4). 
7.4 Phantom Cell Analysis 
Phantom cell analysis in Chapter 6 is an alternative approach for analyzing the BDCL strategy in a 
planar cellular system. Consider a system with three-cell channel reuse pattern shown in Fig. 6.1. Let 
cells 1,2 and 3 form the cell group A and cells 2，4 and 6 form the cell group B. A carrier can be borrowed 
by cell 0 from either cell groups. A borrowing from say cell group A is successful only if that carrier 
is free in all three cells of group A, or equivalently, that carrier must be free in the cell (in cell group 
A) with the highest carrier occupancy. (This is due to the use of carrier ordering and immediate carrier 
reallocation.) Instead of direct modeling the seven-cells' decoupled system, we consider only three cells: 
the cell under investigation (cell 0)，phantom cell A and phantom cell B. Phantom cell A and phantom 
cell 3 represent the cell with the highest carrier occupancy in cell groups A and B respectively. These 
two phantom cells can take one of the two relative positions: side-by-side or opposite. By conditioning 
on their relative positions, the blocking probability of cell 0 can be found. Note that the approach we 
use here is a simpler version of that in Chapter 6. Before we proceed, let us first find out the call arrival 
rates in the phantom cells. 
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7.4.1 Call arrival rates in phantom cells 
First we need to find out the voice channel occupancy in a phantom cell. Based on that, the carried load 
in the phantom cell can be derived. Assume the carried load is equal to the product of the call arrival 
rate to the phantom cell and the call blocking probability at the phantom cell. The call arrival rate can 
then be found. 
Let random variable Mk denote the channel occupancy of cell k and MA and MB denote the 
channel occupancies of phantom cells A and B. Let ak be the traffic intensity at cell k. Assume P[MK = i 
the probability of i active calls in cell k is given by the truncated Poisson distribution 
� -I - 1 
P[M. = i] = (7.8) 
台 力 （3霞)！ 
Consider phantom cell A, since A is the cell with the highest channel occupancy in cell group A, its 
occupancy is given by MA = max[Mi, M2 ’ Ms]. Therefore 
P[MA < i] = P[MI < i, M2 < i, MS < {. 
Assume the channel occupancies of cells 1，2 and 3 are independent, we have 
3 
P[MA < i]=n ^ 幻 
a n d 3 3 
P[MA = i] - n 户[似於 < - n 尸[财左 (7.9) 
ifc=i k=i 
where 0 < i < 3mz. The expected number of busy voice channels in A, or the carried traffic load in A, 
is given by 
3mz 
= = (7.10) 
i = 0 
Let jA be the call arrival rate to cell A. In equilibrium, 
fJiE[MA] = - P[MA 二 3mz]). 
Rearranging, we have 
_ fiE[MA] , 7 m 
7 厂 l-P[MA = ^mzy 叫 
jQ is given by a similar expression. 
7.4.2 Analytical model 
The two phantom cells can take one of the two possible relative positions: side by side or opposite. If they 
are at side by side position, a call attempt at cell 0 will be blocked if and only if |iVo| + + \NB\ = 3m 
and |5o| = \No\z. If the two phantom cells are at opposite position, the blocking condition becomes 
\NO U AU U NB\ = 3 m a n d \SO\ = \NO\z. 
Let us consider the side by side position first. Let P{xo, xi,X3) be the steady state probability 
that |5o| = XQ, |5>t| 二 XI and \SB\ = Let PO = Ao//i,pi = and P2 = 73///. Let Q be the set of 
states with \NO\ + \NA\ + \NB\ < 3m. P(X0,XUX2) is given by 
2 p^j 
P{xo,xuX2) = G-\Q)1[-：^ (7,12) 
Ju ^  » 
j = 0 ] 
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where 
I 2 
E n ^ T 
{xo,xuX2)SCt \j=0 3 J 
Let ^B denote the set of blocking states with \NO\ + \Na\ + \Nb\ = 3m and \SO\ = \NO\z. Then the call 
blocking probability of cell 0 when the two phantom cells are at side by side position is 
Bside = Y1 Pi^0,XuX2). (7.13) 
(Xo,XI,X2)€^B 
Next we consider the two phantom cells are at opposite position. The steady state probability is 
given by the same expression as in Eqn. (7.12) where is the set of all possible states with |iVoUAUU7Vs| < 
3m. Again let Qb denote the set of blocking states that |iVo U NAU NB\ - ^RN and |5o| = \NO\z. The 
blocking probability of cell 0 when the two phantom cells are at opposite position is 
B—= (7.14) 
Conditioning on the relative positions of the two phantom cells, the blocking probability at cell 
0 can be expressed as 
Bo = PsideBside + ( 1 - Pside)Bopp, (7-15) 
where Pside is the probability that the two phantom cells are at side by side position. Pside can be found 
by assuming that the probability a phantom cell is at a particular cell position in a cell group is equal to 
the ratio of the call arrival rate of that cell to the total call arrival rates of that cell group. 
Again the overall blocking probability of a system is given by a similar expression as in Eqn. (7.4). 
7.5 Numerical Examples 
7.5.1 Linear cellular system with CGD analysis 
We first consider a linear cellular network consisting 20 cells with single cell buffering. Assume the 
number of voice channels that can be accommodated by a given spectrum is fixed and is independent 
of the number of voice channels per carrier z. Let all cells have the same 15 nominal voice channels 
and the mean call holding time 3 minutes. The number of nominal carriers per cell is determined by 
the ratio 15/z. Fig. 7.2 shows the blocking performance of the BDCL strategy under the uniform traffic 
distribution with different values of z. The blocking performance of fixed channel assignment (FCA) with 
15 channels per cell is also plotted as a reference. The base traffic load is set at 150 calls/hr/cell. The 
ar-axis shows the percentage traffic increase over the base load in each cell. 
Good agreements between the analytical and simulation results are found in Fig. 7.2. As expected, 
the analytical results provide tight upper bounds on the true blocking probabilities in all cases. The 
bounds tend to be loose as the traffic load increases. This is because the assumption (used in the CGD 
analysis) that the blocking probability at cell i depends only on its two immediate neighboring cells is 
not accurate at high traffic load. 
From the figure, we can see that at the same traffic load, the larger the value of 2：, the higher 
the call blocking probability is. This observation is quite obvious as with large value of z, less number 
of carriers are available for sharing. Therefore the carrier borrowing scheme becomes less efficient. At 
A = 150 X 1.3 二 195 calls/hr/cell, the blocking probabilities are 0.011, 0.016 and 0.024 for z = I, 
3 and 5 respectively. Similar results are obtained for a non-uniform traffic distribution with a base 
traffic load given by [140 160 120 140 110 190 130 220 210 130 80 40 140 180 160 220 130 140 
110 150]. The blocking probability against the percentage load increase is shown in Fig. 7.3. 
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Figure 7.2: Performance of CGD analysis in a linear network with base traffic load 150 calls/hr/cell. 
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Figure 7.3: Performance of CGD analysis in a linear network under non-uniform traffic distributions. 
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Figure 7.4: Hypothetical cellular system for CGD analysis. 
7.5.2 Planar cellular system with CGD analysis 
A 49-cell planar cellular system shown in Fig. 7.4 is considered. Owing to the high computational 
complexity of the CGD analysis for planar cellular systems, 6 nominal voice channels are assigned to each 
cell. Two cases are considered: (a) a uniform traffic distribution with base traffic load 50 calls/hr/cell; (b) 
a non-uniform traffic distribution with base traffic load shown inside each cell in Fig. 7.4. The blocking 
probabilities against traffic rates for z = 1 and 2 are plotted in Figs. 7.5 and 7.6. 
Two approximations used in the CGD analysis account for the accuracy of the analytical results: 
(a) the approximation of the blocking condition Eqn. (7.5) by the condition that at least one 讲 is equal 
to 3m and l^ol = \No\z; (b) the approaximation that the further away cells' influence on the decoupled 
system is insignificant. The effect of approximation (a) is to underestimate the true blocking probability 
because the set of blocking states with at least one yi equal to 3m and |<So| = \No\z, is a subset of the set 
of blocking states with the condition Eqn. (7.5). The effect of approximation (b) is, on the contrary, to 
overestimate the true blocking probability. From Figs. 7.5 and 7.6, good aggreements between simulation 
and analytical results are obtained for z = 1. This is because the effect of both approxmations are not 
significant for z = I. As 2： increases to 2, the analysis becomes less accurate. 
7.5.3 Planar cellular system with phantom cell analysis 
The same 49-cell planar cellular system is used and assume the number of nominal voice channels per 
cell is 15. We compare the analytical and simulation results under uniform traffic distribution with base 
load 160 calls/hr/cell in Fig. 7.8. The results for a non-uniform traffic distribution (the call arrival rates 
are shown inside each cell in Fig. 7.7) are plotted in Fig. 7.9. The blocking performance of using FCA 
with 15 voice channels per cell is also shown. 
For both uniform traffic and non-uniform traffic distributions, phantom cell analysis produces 
accurate prediction on blocking probability as compared to the simulations for z = 1 and 3. For large 
values of phantom cell analysis becomes less accurate and in particular underestimates the blocking 
probabilities for both uniform and non-uniform traffic systems when z = 5. For uniform traffic distri-
bution, FCA gives a comparable blocking performance to that of the BDCL strategy with z = 5. As 
z further increases, the blocking performance of BDCL can be worse than that of using FCA. For non-
uniform traffic distribution, the performance gain of using BDCL is very large compared to FCA because 
we have assumed all cells have the same 15 voice channels for FCA. 
Those results also indicate that carrier borrowing allows resource sharing among cells at the 
penalty of carrier locking in the donor cells. As the number of voice channels per carrier increases, the 
carrier borrowing penalty also increases. Under some circumstances, it may not be profitable to borrow 
because the borrowing penalty may outweigh the borrowing gain. Besides, there are extra processings 
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Figure 7.5: Performance of CGD analysis in a planar network with base traffic load 50 calls/hr/cell. 
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Figure 7.6: Performance of CGD analysis in a planar network under non-uniform traffic distributions. 
CHAPTER 8 PERFORMANCE ANALYSIS OF DIRECTED R E T R Y 6 7 
80 T 160 80 160 40 I 120 I 170 
190 T 180 130 110 80 I 140 I 160 
4 � T 120 丁 210 6 � 16�丄 13�丄 19� 
190 T 130 60 230 180 60 I 1^ 0 
80 210 140 150 160 I 100 I 90 
190 T 200 i 50 140 50 60 丄 200 
100 T 180 80 80 230 140 I 160 
Figure 7.7: Hypothetical cellular system for phantom cell analysis. 
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Figure 7.8: Performance of phantom cell analysis in a planar network with 160 calls/hr/cell. 
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Figure 7.9: Performance of phantom cell analysis in a planar network under non-uniform traffic distribu-
tions. 
involved in carrier borrowing. To acheive a better performance, a rule can be designed to decide when 
to borrow and when not to borrow. 
From all numerical results, we can see that a small value of 2： allows a more efficient carrier 
sharing and so a lower system blocking can be obtained. On the other hand, for a fixed spectrum, a 
larger number of carriers (as a result of smaller z) would mean more bandwidth is wasted in guard 
bands and a larger number of transcievers are required for different frequency carriers at base stations. 
Therefore, there is a tradeoff between the system performance and the cost of implementation. 
7.6 Conclusions 
For cellular systems using FDMA/TDMA access schemes, borrowing with directional carrier locking 
(BDCL) strategy was proposed. The cell group decoupling analysis and phantom cell analysis, which 
were previously used for single voice channel per carrier, have been generalized to model the BDCL 
strategy. The analytical and simulation results were compared in both linear cellular systems with single 
cell buffering and planar systems with three cell channel reuse pattern. Good agreements were found for 
small number of voice channels per carrier z. Generally speaking, a small value of 2： gives a system higher 
flexibility and facilitates resource sharing or allocation among base stations. This however may increase 
the hardware implementation cost. Therefore, there is a tradeoff between the system's performance and 
the cost of implementation. 
Chapter 8 
Performance Analysis of Directed 
Retry 
8-1 Introduction 
Efficient channel utilization is a major concern in cellular mobile systems over the years. Many channel 
assignment schemes with different utilization factors and complexities were proposed [13, 8, 15’ 16 . 
The fixed channel assignment (FCA) scheme is the most basic one and requires very simple control. 
Dynamic channel assignment schemes have higher channel utilization but require more sophisticated 
control algorithms and hardwares. Those algorithms rely heavily on the channel usage information of 
remote cells and require a lot of inter-cell signalling. 
Eklundh [50] proposed a variation of FCA called directed retry. Directed retry preserves the 
merits of the FCA and at the same time, reduces the blocking probability of a cell by increasing its 
channel utilization. It takes advantage of the inevitable overlap that exists among cells to allow some 
subscribers in a cellular mobile system to look for free radio channels in more than one cell. The 
improvement is accomplished at the expense of an increased number of handoffs and an increased level 
of cochannel interference. 
In this chapter, we first develop a new analytical model to study the call blocking probability 
of systems with directed retry. While a more precise model using the equivalent random method [51 
to model the overflow traffic can be found in [50], it is not clear how it could be generalized to systems 
with non-uniform traffic distributions. The model we developed, however, is applicable to systems with 
non-uniform traffic distributions and is independent of the cell layout topologies. Very good agreement 
between analytical and simulation results are obtained. We then develop an analytical model to study 
the additional handoffs due to directed retry. Previous analytical studies on handoffs without directed 
retry can be found in [26，52]. 
8.2 Directed Retry Strategy 
The hexagonally shaped cell structure that is often used to represent a cellular radio coverage is, in 
practice, nonexistent. Due to the interference of the buildings and the variations of the terrain, the 
radio coverage is often of irregular shape. In order to design a system with full radio coverage over a 
certain area, at least 30% overlap of cells is needed. Fig. 8.1 shows a typical radio coverage of two cells, 
together with the nominal hexagonal partitioning. The shaded region is the overlapped radio coverage 
area. Mobiles in this region can hear from both cells 1 and 2 and therefore call requests can access 
channels from both cells. 
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Figure 8.1: Hypothetical radio coverage for a cellular system. 
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Figure 8.2: The state transition rate diagram of an M/M/m/m queue. 
In directed retry, a mobile unit in cell i initiates a call request on a common signalling channel 
to its base station. After the reception of the request, the base station will check to see if there is a free 
channel in cell i. If there is, the base station will assign a free channel to the calling mobile; if there is 
no free channel, the base station will provide the calling mobile with all its neighboring cells' common 
signalling channel identification numbers. The calling mobile will check the quality of the common 
signalling channels in these neighboring cells. If the quality of all of these common signalling channels 
is lower than the preset threshold value, the call is blocked; otherwise, the calling mobile will send a 
directed call-retry message through the qualified common signalling channel to request a channel in the 
new cell. If the base station of the new cell has a free channel, the directed call request is accepted in 
the new cell. Otherwise, it is rejected. 
8.3 Blocking Performance of Directed Retry 
8.3.1 Analytical model 
Consider a cellular system with a regular hexagonal cell structure. Let Xi be the combined traffic rate 
of the new and handoff calls in cell i and let ai be the traffic rate in cell i due to directed retry. Let rui 
be the number of channels in cell i and let fi be the fraction of overlaid area in cell i (Eqn. (8.6) in next 
section shows how f i can be calculated from the cell geometry). Also, let Si be the set of neighboring 
cells of cell i and \Si \ be the number of elements in set Si. Assuming that the superposition of new calls, 
handoff calls and directed retry calls is a Poisson process and the duration of all calls is exponentially 
distributed with mean l//i, then the channel occupancy in cell i can be modeled by an M/M/m/m queue 
whose state transition rate diagram is shown in Fig. 8.2. The probability of finding all rrii channels busy 
is just the equilibrium probability of state rui, denoted as bi, or 
� - L n ^ ^ “ i ， v . . (8.1) 
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Figure 8.3: Non-uniform traffic distribution in a 49-cell system. 
where pi 二 {\i + The arrival rate ai in cell i due to directed retry can be found by summing the 
contributions from all neighbors of cell i as follows 
cTj 二 E AjP[cell j is blocked and cell i is not blocked . 
P[a call is directed to cell i | cell j is blocked and cell i is not blocked" 
= A j P [ c e l l j is blocked] •尸[cell i is not blocked]. 
JGS. 
P[a call is directed to cell i | cell j is blocked and cell i is not blocked" 
= [ & 喊 i = l ,2 ’ … （8.2) 
j € Si 
where we have assumed that the blocking probabilities of cells i and j are independent. It is obvious that 
when Ai and f i are not too large such that there are relatively little directed retry calls, the independence 
assumption is valid. Extensive numerical results shown in Figs. 8.4 and 8.5 reveal that the blocking 
probability in individual cells Bi obtained by analysis matches well with that of the simulation results 
even for Bi as large as 0.08. Returning, Eqns. (8.1) and (8.2) can be solved simultaneously for the sets of 
unknowns {bi} and {cr j with the initial values of all ai = 0. With that the blocking probability of a call 
initiated in cell i, denoted as B“ can be obtained by conditioning on the events that the call is initiated 
in the overlaid and non-overlaid areas of the cell as follows 
Bi = {l- m + 警 工 bj (8.3) 
{fi/\Si\ is the probability that the call is initiated in one of the \Si\ overlaid areas of cell i.) Therefore 
the overall blocking probability of a system consisting of N cells is given by 
/ N � - 1 iv 
B = E ^ O Y ^ k B k . (8.4) 
= l / k=:l 
8.3.2 Numerical examples 
To test the performance of the analytical model, we try it out on a 49-cell hypothetical network shown in 
Fig. 8.3. First consider a uniform traffic distribution among cells with base load of A, = 1000 calls/hour 
for all i. Also let rui = 60 for all i and 1/// = 3 minutes. Fig. 8.4 shows the blocking probability against 
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Figure 8.4: Blocking performance under uniform traffic distribution. 
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Figure 8.5: Blocking performance under non-uniform traffic distribution. 
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Figure 8.6: Cell 1 and six neighboring cells. 
the percentage increase of the traffic over the base load. Curves for f i - 0.1’ 0.3 and 0.5 are plotted. 
Good agreement with simulation results is observed. Next, consider a non-uniform traffic distribution 
where the call arrival rates to cells are shown inside each cell in Fig. 8.3. In Fig. 8.5, the call blocking 
probability is plotted against the percentage increase in traffic over the base load. Good agreement 
between analytical and simulation results is again obtained. 
8.4 Handoff Analysis for Directed Retry 
8.4.1 Analytical model 
Accurate modeling of handoff activities is difficult because factors such as the irregular cell boundary, 
the layout of roads in the cell, the traffic condition, the travel behaviour of the subscribers, the calling 
behavior of different customer types, etc. all have to be accounted for. To study the additional handoff 
induced by directed retry, our model assumes the following: 
• The irregular radio coverage of a cell is approximated by a circle (Fig. 8.6) with radius R. 
• Mobile units initiating calls are uniformly distributed in a cell. 
• A mobile unit engaging a call moves in a straight line at bearing 0, where 9 is uniformly distributed 
on [0,27r]. 
• The path length U travelled by a mobile unit during a call is exponentially distributed with mean 
u. 
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Figure 8.7: Handoff analysis model. 
• The call arrivals at cell i is a Poisson process with rate A^  and the call duration is exponentially 
distributed with mean 
• Cell i has rrii channels. 
The probability of additional handoff P^/f in a cell is caused by directed retry to all the neighbors 
of that cell. Let us first consider the probability of additional handoff in cell 1 due to retry directed 
to a particular neighboring cell, say, cell 2. Fig. 8.7 shows a mobile unit M in the overlapped boundary 
between cells 1 and 2. Let M be assigned a channel from cell 2 by directed retry. When the mobile unit 
crosses arc FCG, an additional handoff is generated. To calculate the probability of additional handoff 
P^^^ in cell 1 due to retry directed to cell 2, we argue as follows: 
= P[a call is initiated in the overlapped area HFGI and the call is directed to cell 2 • 
An L 
P[the mobile crosses the arc FCG before call termination 
=Pi •P2 (8.5) 
Let the side length of a hexagonal cell be RH. The overlapped area HFGI consists of three regions 
(Fig. 8.6): region 1 (area HFJK), region 2 (area KJLP) and region 3 (area PLGI). The probability pi can 
be obtained by conditioning on the location of the mobile unit in those three regions. Let TZi denote the 
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event that a call is initiated in region i. Since mobile units initiating calls are assumed to be uniformly 
distributed in the cell, P[7^^] is numerically equal to the ratio of the area of region i to the area of a 
hexagonal cell. Let be the area of region i. Then Ai is equal to one third of the intersection area of 
the effective radio coverage SJQ and is given by 
where _ 
. . - 1 V^Rh TT � = 2cos - 3 • 
Due to symmetry, A3 is equal to Ai. A2 is obtained to be 
A2 = area HFGI- AI - A3 = - ^ ^ ^ — 2AI. 
0 4 
Thus we have , . 
Ai Ai 
尸 [ 兄 _ area of a hexagonal cell — ( 3 7 3 / 2 ) ^ ' 
The probability f that a mobile unit can hear from other base stations is given by the ratio of the 
overlapped area in a cell to the area of the hexagonal cell. For cell 1 in Fig. 8.6, 
/=6(]严). (8.6) 
For cells with less number of neighbors f can similarly be found. 
Since both cells 2 and 3 can accommodate the directed calls from region 1 of cell 1，we assume 
the probabilities of choosing either cell to be equal. Let ^ denote the event a call is directed to cell 2. 
Then pi can be expressed as 
3 
Pi = ； [ 讽 ] . m ] 
= [ 6 1 6 3 ( 1 — 62) + 6l(l - &3)(1 - b2)/2]P[ni\ + 61(1 - b2)P[n2] + 
:6i/>7(1 - 62) + 61(1 - 67)(1 - b2)/2]P[n3\. 
where bi is the probability that all channels in cell i are occupied and is given by Eqn. (8.1). We refer 
the readers to the Appendix B for the derivation of p2. It involves tedious trigonometric manipulations 
but is conceptually simple. 
Having derived we do the same for the other neighboring cells (Fig. 8.6) and combine 
their contributions to get Pah 二 ！^^^？尸丄丄々 力.In general, let Si be the set of neighboring cells of cell 
i. Then the probability of additional handoff in cell i is FAH = ^ j e s , P盟,and the rate of additional 
handoff is just \I'PAH . 
8.4.2 Numerical examples 
Consider the center cell with base traffic load A^  = 1200 calls/hr shown in Fig. 8.3. Fig. 8.8(a) shows 
the blocking probabilities with and without directed retry against the percentage increase of traffic over 
the base load (shown in Fig. 8.3). It is seen that at / 二 0.3 (i.e. at 30% cell overlap) the blocking 
probability is reduced to about 2/3 with the use of directed retry. At higher percentage of cell overlap, 
say f 二 0.43，the blocking probability is reduced further to about 1/2 of that without directed retry. 
Fig. 8.8(b) shows the probability of additional handoff in the center cell PAH against the same percentage 
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Figure 8.8: Blocking probability and PAH of the center cell vs traffic load. 
C H A P T E R 8 PERFORMANCE ANALYSIS OF DIRECTED RETRY 7 7 
0.045 “ 
0 . � 4 � - P A " ^ ^ 
0.035 -
0.030 - ^ ^ “ ^ 
0.025 - / 卢 1 
0.020 - / / 
0.010 - / x 
I I I I I I I I I 1 ~ 
0005 0.1 Rh 0.5 Rh 0.9 Rh 1.3Rh 1.7 Rh 
U 
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increase of traffic load (i.e. the same x-axis) with parameters (/ = 0.3, u - 0.9i2/i), (/ 二 0.3，u - l.lRh) 
and (/ 二 0.43, w 二 1.7Rh). It can be seen that PAH always increases with the traffic load. Thus 
combining Fig. 8.8(a) and (b), we can infer that PAH increases almost linearly with the increase of 
blocking probability. 
At a loading of 10% over the base load shown in Fig. 8.3，the probability of additional handoff in 
the center cell Pah against u, the mean path length travelled by an active mobile unit is obtained and 
is shown in Fig. 8.9. The curve with f = 0.3 and AT U = 0.9/4’ ^AH = 0.022. PAH in general is quite 
flat for u > O.QRh- Fig. 8.10 shows PAH as a function of R for various values of u. We see that as R 
increases, so does the cell overlap ratio f (from Eqn. (8.6)). This in turn causes PAH to increase. It is 
interesting to note that Fah exhibits a nearly linear relation with R. 
It was shown in [50] that directed retry can reduce the call blocking probability under the 
assumptions that handoff calls are treated as new calls and there is no channel reservation for handoff or 
new calls. Under the above assumptions, the probability of handoff failure is the same as the probability 
of call blocking and is also reduced with the use of directed retry. But we have shown that for individual 
calls the handoff rates (or the expected number of handoffs) is slightly increased. Therefore it is not clear 
whether the probability of handoff failure for the duration of a call is increased or decreased with the 
use of directed retry. Our numerical results under typical cellular operating conditions showed that the 
probability of requiring additional handoff is very small. Therefore we can safely conclude that directed 
retry has a minimal effect on the probability of handoff failure. 
8.5 Conclusions 
The blocking performance of directed retry under non-uniform traffic distribution and arbitrary topology 
is derived and is found to be in very good agreement with simulation. With that, we derive further the 
probability of additional handoff PAH due to directed retry. We found that PAH depends on the effective 
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Figure 8.10: PAH VS effective radius of radio coverage. 
radio coverage radius R as well as the mean path length travelled by a mobile uni t u. For a typical system 
w i th 30% cell overlap (or, R - 1 .04/4) , the probabi l i ty of addit ional handoffs due to directed retry is 
only about 0.022. The use of directed retry, therefore, would cause only a m in imum amount of addit ional 
load in handoff processing and has only a min imal effect on the probabi l i ty of handoff failure. 
Chapter 9 
Handoff Analysis in a Linear System 
9.1 Introduction 
Microcellular systems can achieve a high user density through dense grids of microcells, or shorter fre-
quency reuse distance. The decrease of cell size, however, creates a number of problems on network 
management. The smaller cell size exacerbates the spatial variability of mobile traffic, and makes fre-
quency planning infeasible. Many studies on dynamic channel allocation (DCA) with distributed control 
have been performed [17, 53’ 54]. With DCA, the need for frequency planning is removed; and with 
distributed control, the processing burden on the central switch is alleviated. 
Another major problem related to microcells is the increase in the number of handoffs as a result 
of higher cell crossing rate. Consider a linear microcellular system which covers the traffic on a highway. 
The majority of the call arrivals are handoff calls. Although with distributed DCA the channel allocation 
is expected to excecute faster, the need to cut down the number of handoffs per call as well as the number 
of handoffs per unit time handled by each microcell is still crucial. Studies on fast handoff algorithms 
can be found in [24, 25]. 
Some previous work on the mobility issues can be found in [55, 56]. Recently Foschini et al [27] 
investigated the cost of mobility in a homogeneous traffic system where all cells have the same call arrival 
rates and all mobiles have the same mobility. Xie [26] took the velocity distribution of the mobiles into 
consideration. Prioritized handoff schemes were also studied. These results are applicable only to the 
homogeneous traffic systems. The difficulty with inhomogeneous traffic systems arises from the fact that 
the blocking probabilities of individual cells are inter-denpendent. If the blocking probability at one cell 
is changed, it will initiate a system-wide change in the handoff call arrival rates and affects the blocking 
probabilities of all other cells. 
Assume that a fixed or quasi-static channel assignment [57] is used such that a set of channels 
(time slots, frequencies, spreading codes or combination of these) are assigned to each cell. We define a 
homogeneous traffic system to be a system where all cells have the same total number of channels, the 
same number of channels available for handoff calls and new calls, the same new call arrival rate, the 
same probability of traffic split and the same mobile's mean cell sojourn time. An inhomogeneous traffic 
system on the other hand has one or more cells with different variables. A detailed explanation of those 
parameters can be found in later discussions. 
Since call termination as a result of handoff failure is considerably less desirable from the user's 
viewpoint than the blocking of a new call, a prioritized handoff scheme is essential for microcellular 
systems. The knowledge of handoff call arrival rates and channel holding time is essential for designing 
efficient prioritized handoff schemes. Therefore, in this chapter, we concentrate on the analysis of handoff 
call arrival rates and their impact on the system performance. In particular, we focus on a linear cellular 
system which could cover a highway or a long street. 
79 
CHAPTER 9 HANDOFF ANALYSIS IN A LINEAR SYSTEM 8 0 
Hi total number of channels assigned to cell i 
rrii number of channels assigned to cell i for either new or handoff calls 
Zi number of guard channels at cell i 
Ti mobile's channel holding time at cell i 
Tc call holding time 
Ts，i mobile's sojourn time at cell i 
fii channel service rate at cell i 
fic call service rate 
fig i cell crossing rate of a mobile at cell i 
f i probability that a call is not completed in cell i 
Aj total call arrival rate at cell i 
Xi new call arrival rate at cell i 
7i handoff call arrival rate to cell i 
7i(【） handoff call arrival rate to cell i coming from the left 
handoff call arrival rate at cell i coming from the right 
n traffic split probability of new calls at cell i 
5 � � new call blocking probability at cell i 
B p ) handoff call blocking probability at cell i 
Pj^c probability that a call is not completed 
PjjP probability a call is forced to terminate as a result of handoff failure 
Table 9.1: Summary of the frequently used notations. 
y (L) y(R) 
At ^—— 
cell i-1 celli cell i+1 
Figure 9.1: Call arrival rates to a typical cell. 
9.2 Traffic Model 
Before we proceed, some frequently used notations in the chapter, are summarized in Table 9.1. 
To simplify the notation, we will drop the subscript i when referring to the quantities that are 
the same for every cell, e.g. A 二 50 means that every cell has the same 50 new calls per unit time. 
9.2.1 Call arrival rates 
Let the arrival of new calls to cell i be a Poisson process with rate Xi. The handoff traffic to cell i consists 
of two parts: arrivals coming from the left with rate and from the right with rate 7严 ( shown in 
Fig. 9.1). Let the mobiles initiate new calls at cell i move to the left with probability ri and to the right 
with probability 1 一 n . We call the n ' s traffic split probabilities. For mathematical convenience, we 
assume the combined call arrivals to cell i to be a Poisson process with rate 
Ai = Xi + 7 , � + =入 i + 7i- (9.1) 
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9.2.2 Channel holding time distribution 
Let the call holding time Tc and the sojourn time T y of a mobile in cell i be exponentially distributed 
with mean and /ijJ respectively. Those assumptions are widely used in the literature [26, 58’ 59]. 
The channel holding time Ti of a calling mobile in cell i is given by Ti 二 min(7；, T；’,). It is therefore also 
exponentially distributed, or 
P{Ti < 0 = 1 - = 1 - e-一. (9.2) 
9.3 Analytical Model 
9.3.1 Handoff probability 
A handoff call request will be initiated by a calling mobile at the cell boundary between cells i and i + 1 
(or i - 1) if the call holding time is greater than the mobile's cell sojourn time at cell i, or Tc > Ts’i. Let 
/i be the probability that a calling mobile at cell i will initiate a handoff call request. Then, 
fi = P{Tc > T s ’ i } = � e - �^ d t � ^ ^ ^ ^ ( 9 . 3 ) 
Jo PC 十 H'S,i 
and ( l - f i ) is the probability that a call is completed in cell i. If f i is the same for all cells, the mean 
number of handoffs during a call is geometrically distributed with parameter f . The expected number is 
1 / ( 1 - / ) -
9.3.2 Handoff call arrival rate 
Consider cell i in a linear microcellular network. The handoff call arrivals coming from cell i - 1 with 
rate %(尤）consists of two parts (i) new calls to cell i that are not blocked, choose to move towards cell i 
and are not finished in cell i - 1 and (ii) handoff arrivals coming from the left side of cell i - 1 that are 
not blocked and not finished in cell i — 1 (Fig. 9.1). Combining, we have 
二 “ . - 树 。 + — (9.4) 
where B^N) and B � are the new and handoff call blocking probabilities at cell i and are to be derived 
in the next section. Similarly, 7 � ^ is found to be: 
� 二 f … • [A,+1(1 — n + i ) ( l - B � ) + - 5 � ) ] . (9.5) 
Under the homogeneous traffic conditions, we can drop the subscript i to obtain 
7 - 1 —(1 — 5 � ) / ( � J 
， - A / ( l - � ) (9 7) 
9.3.3 Derivation of blocking probability 
Let Hi be the total number of channels assigned to cell i. Let mi out of ni channels be used for either 
new or handoff calls, and Zi = ni — rrii guard channels be reserved for handoff calls only. In other words, 
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Figure 9.2: Markov chain of the channel occupancy at cell i. 
a new call will be blocked if m,- or more channels are busy and a handoff call will be blocked only if all 
m channels are busy. A Markov chain modeling the channel occupancy in cell i is shown in Fig. 9.2. The 
steady state probability that the channel occupancy is j, denoted as pj, is given by 
_ f PoAi/WiO (9.8) 
where 
列=[E条+ (9-9) 
Jb=0 ”I jb=m. + l 广I 
The blocking probability for new calls at cell i is 
B ^ ) 二 (9.10) 
k 二 rUt 
and the probability of handoff failure at cell i is 
二 pnt. (9.11) 
An iterative procedure for the simultaneous solution of 树斤 ) ’ B严)，“产） a n d 7}只）can be started 
from Eqns. (9.4), (9.5), (9.10) and (9.11) with the initial values = = 0. 
9.3.4 HandofF failure probability 
In microcellular systems, a mobile may travel through a number of cells before a call is completed. 
Suppose in a very long road all calls always finish before leaving the road. Then a call initiated at cell 
0 and will be blocked at cell i if (i) it is not blocked during the previously (i — 1) handoffs; (ii) it is not 
completed before making the i-th handoff request and (iii) it is blocked at cell i. For a homogeneous traffic 
system, the probability that a call is blocked at cell i is thus given by (1 - B � ) � . T h e r e f o r e 
the probability that a call is forced to terminate as a result of handoff failure, PHF is given by 
00 
PHF = B � ; ^ ( 1 - B � , � 1 
k-O 
_ 召⑷ / (9 12) 
A complicated expression for PHF for an inhomogeneous traffic system can similarly be found. 
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9.3.5 Finding the optimal number of guard channels 
Since call termination as a result of handoff failure is considerably less desirable from the users' point of 
view than the blocking of a new call, PHF should be kept at an acceptable level regardless of the traffic 
conditions. This can be done by choosing the number of guard channels ZI to make PHF just below its 
GOS requirement, say P j jp . 
For a homogeneous traffic system, we can formulate the guard channel assignment problem as a 
nonlinear integer programming problem: 
Minimize B � 
w.r.t. 么 
Subject to PHF < PHF (9.13) 
and can be solved as follows. Let PHF = PHF and rearrange Eqn. (9.12) to obtain 
B � — 1 — 尔 丑 ) ) 力 (9.14) 
过 一 丄 BW f 、 7 
Since B(h) 二 from Eqn. (9.11)，B(n) in Eqn. (9.10) can be represented as a function of pn denote 
as B � = h { p n ) . From (9.10), we find that z*, the optimal z value, is simply the smallest integer z 
satisfying 
h(pn) < E P. (9.15) 
k—n — z 
and can be found by enumerating z. 
The guard channel assignment problem for an inhomogeneous traffic system can be formulated 
similarly. But since each cell has different parameters, the problem size is too large to be solved by direct 
enumeration and heuristics are being investigated for sub-optimal solutions. 
9.4 Numerical Results 
9.4.1 System parameters 
Let the new call arrivals be a Poisson process and the call holding time be exponentially distributed with 
mean = 2 minutes. Let all cells have 15 channels. Two hypothetical linear microcellular networks 
are considered: 
• A homogeneous traffic system with infinite number of cells where all cells have the same new call 
arrival rate of 150 calls/hr and all mobiles have the same cell crossing rate of 4 cells/min. 
• An inhomogeneous traffic system consists of 20 linear cells. The new call arrival rate distribution 
is given by 
A 二 [120,100，130，140,160,80,100,150,140,80,80,120,140,150,160,170,140，120,130’ 130] 
and the cell crossing rate distribution is given by 
T = [4.0,4.5，4.0，3.0，3.0,4.0,4.5，2.5，2.5’ 3.0’ 4.0’ 3.5，3.5，3.0’ 2.5，2.0’ 3.0’ 5.0，5.0’ 5.5:. 
Each simulation data point is obtained by collecting statistics of 300,000 new calls with the 
statistics of the initial 10,000 new calls discarded. In the figures, analytical results are shown by lines 
and simulation results are shown by markers. The 95% confidence interval of the simulation results all 
have size smaller than the markers. 
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Figure 9.3: and PHF under homogeneous traffic condition with z = 0. 
9.4.2 Justifying the analysis 
First consider the homogeneous traffic system with the base traffic load of 150 calls/hr, the cell crossing 
rate of 4 cells/min and z = 0. For a calling mobile, the probability that a handoff will be initiated is 
given by / = Hs,i/(F^c + "s’i) = 4/(4 + 0.5) = 8/9. Fig. 9.3 shows B � and PHF against the percentage 
increase in traffic over the base load. Analytical results are obtained by solving Eqns. (9.7), (9.10) 
and (9.12). Simulation results are obtained for traffic split probabilities r•二0.5 and 1.0. A very good 
agreement between the analytical and simulation results is observed, verifying that B � and PHF are 
indeed independent of the traffic split probability r in a homogeneous traffic system. 
Next，we consider the inhomogeneous traffic system with call arrival rate distribution A and cell 
crossing rate distribution T. Let there be no handoff arrivals from the left of cell 1 and the right of cell 
20. Calls move out of the system through the end cells are not considered. Fig. 9.4 shows the overall 
average new call blocking probability B(/) for traffic split probabilities r 二 0.2 and 0.8 and the new 
call blocking probability at cell 7 B『）for r = 0.2. The accuracy of the analytical results is seen to be 
well supported by the simulation results. This justifies the assumption that the handoff arrivals follow a 
Poisson process. 
9.4.3 The effect of the number of guard channels 
The same homogeneous traffic system is used to study the effectiveness of using channel reservation for 
handoff calls. The call blocking probabilities B例,B� and PHF are plotted as a function of the number 
of guard channels 么 in Fig. 9.5. As expected, B � and PHF decrease and B � increases as z increases. 
Note that when z 二 0 ， B � 二 • B � and the two curves are overlapped. It is also interesting to note 
that by reserving more channels for handoff calls, the decrease of B^^^ thus obtained is much less than 
the increase of B � caused. This is because the handoff call arrival rates are much higher than the new 
call arrival rates in the system under consideration. Fig. 9.6 shows the handoff call arrival rate 7 against 
the number of guard channels We see that as z increases, more new calls are blocked. This results in 
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Figure 9.4: and B � ) u n d e r inhomogeneous traffic condition with z = 0. 
less handoff calls being generated or a decrease of 7- At A = 200 calls/hr and z 二 6, 7 二 1392 calls/hr. 
When z is increased to 7, 7 = 1310 calls/hr, a decrease of 82 handoff calls/hr. 
Fig. 9.7 shows PHF and …against z for A = 200 calls/hr. As expected, B � increases with 2： 
while PHF decreases with z. If we require PHF < 0.01, then z will need to be set at 3 to give a minimum 
new call blocking probability B � 二 0.03. 
9.5 Conclusions 
In this chapter, we analyzed the effect of using channel reservation for handoff calls in linear microcellular 
systems. We first derived the handoff call arrival rates at individual cells. From that the new call and 
handoff call blocking probabilities at individual cells were derived. Finally, we derived the probability 
of call termination due to handoff failure PHF. The analysis is applicable to both homogeneous and 
inhomogeneous traffic systems. Since handoff failure is considered to be less desirable than the blocking 
of a new call, we can set a GOS requirement on PHF and choose the number of guard channels in 
individual cells to make the blocking of new calls minimum. Computer simulation results showed that 
our analysis is very accurate and numerical examples showed that the optimal use of channel reservation 
can significantly reduce the blocking of new calls while satisfying a GOS requirement on PHF-
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Chapter 10 
Mobile Location Tracking Strategy 
10.1 Introduction 
A new generation of cellular mobile systems making use of microcells are being developed to increase the 
traffic carrying capacity and to reduce the size of mobile handsets. The decrease of cell size, however, 
creates a number of problems. First, smaller cell size exacerbates the spatial variability of mobile traffic 
and makes efficient frequency planning very difficult. To counter-act this problem, dynamic channel al-
location (DCA) with distributed controls [17, 53’ 54] are proposed. With DCA, the need for frequency 
planning is removed; and with distributed control, the processing burden on the central switch is alle-
viated. Second, smaller cell size creates problems on mobility management. One issue is the increase 
in the number of handoffs as a result of higher cell crossing rate. As a result, fast handoff algorithms 
24，25] are proposed. Another issue is on the location tracking of mobile users. User mobility, and the 
resulting location update and paging activities have impacts on both air-interface and terrestrial network 
resources. The increase of signalling load on the terrestrial network has been studied in [28, 29]. Aiming 
at minimizing the signalling traffic on the radio links, a number of location tracking strategies have been 
studied [30，31，32’ 33]. 
In this chapter, we focus on a comparative study on different mobile location tracking strategies. 
A location area in a cellular system consists of a group of cells and a set of location areas partitions the 
whole cellular system. A location area ID is associated with each location area. When a mobile moves 
from one location area to another, a location update which changes the pointer value of the home location 
register (HLR) to that of the current location area ID is performed. When a call request for a mobile 
is received by the system, the HLR is checked for the mobile's current location area ID and the system 
pages all cells within that location area to find the mobile. The mobile periodically scans the signalling 
channel and a connection is set up if a paging message destined for that mobile is received. There are 
communication costs associated with both location update and paging. These costs can be expressed by 
the volume of signalling traffic on the radio channels. For a cellular system with a small location area 
size k (in number of cells), the location update cost is high but the paging cost is low. The reverse is true 
for large location area size. In the extreme case when k = 1，the mobiles need to update their locations 
at every cell crossing (maximum updating cost) but paging needs to be done in one cell only (minimum 
paging cost). When k = N, the reverse is true. 
An efficient mobile location tracking strategy should minimize the combined cost of paging and 
location update. This combined cost depends on a mobile's mobility as well as its incoming call arrival 
rate. Some location tracking strategies proposed in the literature are summarized in the next section. 
In Section 10.3，we derive the optimal location area sizes for the fixed location area (FLA) strategy and 
the distance-based location area (DBLA) strategy using the fluid mobility model [55]. The former is 
the simplest strategy and the latter was shown to give very good performance [60]. In Section 10.4, 
these two strategies are compared and certain problems on the distance-based approach are discussed. In 
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Section 10.5, a composite strategy called the adaptive location tracking (ALT) strategy is described. It 
is based on multi-layer location areas approach [31] and has the ability to dynamically change a mobile's 
location area size. The control overhead of ALT, however, is only comparable to that of the FLA strategy. 
Numerical examples in Section 10.6 show that the ALT strategy always gives the lower combined cost 
when compared to the FLA and the DBLA strategies. The FLA strategy is found to outperform the 
DBLA strategy in many cases. 
10.2 Review of Location Tracking Strategies 
10.2.1 Fixed location area strategy 
In FLA, an AT-cell system is partitioned into location areas with equal size of k cells per location area 
(jb < N). A mobile initiates a location update when it moves from one LA to another. When an incoming 
call—request to a mobile is received, the system pages all cells within the location area to which the mobile 
is currently registered. In [55], a way to obtain the optimal location area size is proposed. 
To prevent the "ping-ponging" effect of location updates when a mobile is travelling at the 
boundary of two location areas, location areas can be overlapped to provide hysterisis. The use of multi-
layer location areas is proposed in [30]. In this scheme, all location areas have the same size and all layers 
of location areas are staggered and overlaid with one another. Whenever a mobile updates its location, it 
switches to another location area layer. Another approach is to allow different layers of location areas to 
have different location area sizes. A mobile switches its location area layer according to its mobility and 
incoming call arrival rate change. Such a strategy is studied in [31] with an idealized “mobile terminal 
protocol". The adaptive location tracking (ALT) strategy in Section 10.5 is based on the same approach. 
10.2.2 Fixed reporting center strategy 
In fixed reporting center strategy [32], a group of cells are chosen as reporting centers. A mobile updates 
its location only upon entering a reporting center, while the system paging for a mobile is limited to 
the neighboring cells of the reporting center the mobile has most most recently reported to. In [32], 
techniques for optimizing the choice of reporting centers are proposed. 
10.2.3 Intelligent paging strategy 
Intelligent paging [33] is based on the observation that most mobile users have a repeatable mobile 
behavior, e.g. travelling through the same areas at similar times every day. The basic idea is to identify 
the most probable location areas (known as a mobile's home region) in different periods and store this 
data in a user's profile. LAs in a home region are ordered in descending order of the probability that 
a mobile can be located in location area i. ai can be obtained from each user's calling history. As long 
as a mobile is inside its home region, no location update is required. When the system pages a mobile, 
the location areas inside its home region is paged one by one according to oti until it is found. In [33], 
the performance of the intelligent paging strategy is studied under two contradictory assumptions: (i) 
mobiles are uniformly distributed in the system and their moving directions are uniformly distributed on 
0,27r); and (ii) mobiles have higher probabilities to be found in their home regions. 
10.2.4 Time-based location area strategy 
In time-based location area strategy, a mobile updates its location at fixed time interval without regarding 
to its mobility and incoming call arrival rate. When the system pages a mobile, it starts from cell i, the 
cell which the mobile most recently reported to, and proceeds to cell i's neighboring cells in certain order 
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Figure 10.1: A linear cellular system with k = b. 
until the mobile is found. This strategy is simple and each mobile can update its location according to its 
local clock. A possible extension of this strategy is to use an adaptive time interval for individual users: 
a short interval for mobiles with high mobility and high incoming call arrival rate and a long interval 
when the reverse is true. The mobility information can be derived by some real-time speed estimation 
algorithms and the incoming call arrival rate can be derived from a mobile's calling history. 
10.2.5 Movement-based location area strategy 
In movement-based location area strategy, a mobile updates its location when it has completed M cell 
boundary crossings. When a mobile is paged, it can be found within a neighborhood of at most M cells 
away from previous reporting cell. In this scheme, each mobile needs to keep track of the number of cell 
boundary crossings since its last location update. An extreme case is that a mobile which travels back 
and forth between two cells (e.g. a mobile locates at the boundary of two cells) will initiate an update 
for every M boundary crossing although no location update is necessary. 
10.2.6 Distance-based location area strategy 
In DBLA strategy, a location update is initiated if the distance of a mobile travelled exceeds D cell units 
from its last location updating cell. Therefore a location area size consists of all cells within D cell units 
away from the last location updating cell. One extra requirement of this strategy is that each mobile 
needs to know the network topology to derive the distance information. 
Recently, a comparative study on the performance of the time-based, movement-based and 
distance-based location area strategies is conducted [60]. It is found that the DBLA gives the lowest 
combined location updating and paging cost. An iterative algorithm for computing the optimal values of 
D based on dynamic programming is developed for linear networks and the random walk mobility model 
is used. 
10.3 Optimization of Location Area Size 
10.3.1 Location updating rates — linear systems 
Let k be the number of cells per location area and ji be the location updating rate per mobile. Consider 
a linear cellular system shown in Fig. 10.1 and assume mobiles move only inside the network. Let L be 
the length of a cell and v be the average speed of a mobile. When the FLA strategy is used, 
number of cells travelled by a mobile per unit time _ v . . 
^ 一 number of cells per LA kL 
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Figure 10.2: A trajectory of a mobile using the DBLA strategy. 
When the DBLA strategy is used, a mobile will initiate a location update when it is D cells away 
from the last location updating cell. The location area size k is therefore Ar 二 2L) - 1. For a given k, 
二 (jt + l)/2 and the location updating rate per mobile is 
a - — ^ ^ (10.2) 
10.3.2 Location updating rates — planar systems 
Consider a planar cellular system shown in Fig. 10.2. Let r be the radius of a hexagonal cell, i.e. the 
distance between the center of a cell and its furthest vertex. (The side length of the hexagonal cell is also 
r.) Assume mobiles are uniformly distributed in the system, the speed and the direction of a mobile are 
independent and unchanged, and the direction is uniformly distributed in [0,27r). Let M be the number 
of mobiles leaving a location area per unit time and M be the number of mobiles in a location area. 
When the FLA strategy is used, it was found in [55] that 
• = S (10.3) 
E[^f] irS, � ) 
where P is the perimeter of a location area and S is the area of a location area. 
When the DBLA strategy is used, a mobile always starts its movement from the center cell of 
a location area (Fig. 10.2). Let us say it starts from cell A. After travelling through D cells (assume no 
change of direction) to cell B, the mobile performs a location update and take cell B as the center of 
the new location area. In other words, the number of cells the mobile passed through between the two 
consecutive location updates is D. For the trajectory of a mobile shown in Fig. 10.2, the consecutive 
values taken by D are 3，2，3, 3，4 and 2. Note that there is a large overlapping area between location 
areas. Simple counting shows that the number of cells in the z-th tier of a cell is 6i. Therefore, for any 
given value of D, the corresponding location area size in number of cells is given by 
D-l 
k = l+J26i=:l-h 3D(D - 1). (10.4) 
i=0 
Let a location area be represented by a hexagonal region shown by dashed lines in Fig. 10.2. 
Then the radius Rh of this hexagonal location area is Rh « (2D - l ) rcos30 = y/3(2D — l)/2r. The 
radius R of an equivalent circular location area which has the same area is given by 
R = = 0.788(2D - l )r . 
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Figure 10.3: A planar cellular system with k = m^ =9. 
This is also the distance travelled by a mobile in a location area. Therefore, the location updating rate 
per mobile is given by 
“ — ”一 (10.5) 
R ~ 0 .788 (21 ) - l ) r • 
10.3.3 Optimal location area size — linear systems 
Let the cost for a location update be normalized to 1 units and Cp be the per cell paging cost for a call. 
Let a be the incoming call arrival rate per mobile. We follow a similar approach in [31, 55] and consider 
a linear cellular system first. When the FLA startegy is used, the combined cost Ci for location update 
and paging is given by ^ 
Ci(k) 二 kacp + /i 二 kacp + — . (10.6) 
Let 
Ai 全 Ci{k) - C,{k — 1) = acp - 於 ( 公 : 1 ) 丄 ’ (10.7) 
Then the optimal location area size that minimizes the combined cost is 
, — / I i f A i ( 2 ) � 0 n o 8) 
松op�一 \ max{/b : Ai(ib) < 0} otherwise. � • 
Similarly, when the DBLA strategy is used, from Eqn. (10.2) and k = 2D-l, the combined cost 
C2 for location update and paging is 
� 加 
刺 二 - p + ( “ 
Let 2v 
全 C2{D) - (MD — 1) 二 aCp — 2 卿 一 1)丄. 
Then the optimal value of D is 
. _ f 1 i f A 2 ( 2 ) � 0 ( ) 
� t - I max{D : A2{D) < 0} otherwise. ( ^ 
10.3.4 Optimal location area size — planar systems 
For convenience, assume each location area used by the FLA strategy consists of k = m^ cells where m 
is a positive integer (Fig. 10.3). The perimeter of a location area with size m^ is P = (8m — 2)r and the 
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area of a location area is S = rr?A, where A 二 3 v ^ r V 2 is the area of a cell. Substituting P, S and m 
into Eqn. (10.3)，we have 
0.385t ; (8m-2) 
u = ~ ^ :r — 9 • 
3V37rrm2 rm^ 
The combined cost C3 is found 
^ , \ o 0.385i;(8m - 2) 
Csim) = m acp H 5 • 
Let 
A � 0.77v(Arri^ - 6 m + 1) /in 
A3(m)全 Cs(m) - Cs{m - 1) 二 (2m - l)acp 二 ( 爪 一 1 ) 2 . (丄。.^ 
Then the optimal value of m is 
_ / 1 i f A 3 ( 2 ) � 0 (10 11) 
爪opt — \ max{m : A3(m) < 0} otherwise. 
Similarly, for the DBLA strategy, from Eqn. (10.5) we have 
A4(D)全 C,{D) - C从D - 1) 二 6(D - l)acp - ^^^ J . ; ( 二 一 3 ) , (10.12) 
and Dopt is given by Eqn. (10.9) with A4(D) replacing A2(D). 
10.4 Comparison of FLA & DBLA Strategies 
Although the DBLA strategy can dynamically adjust location area sizes of individual mobiles in response 
to their mobility and incoming call arrival rate changes, it has the following four problems which renders 
it not as efficient as the FLA strategy in some cases. Numerical examples will be given in Section 10.6. 
• Higher combined cost of location update and paging. When a mobile updates its location, its position 
is at the center cell of the new location area. The new location area has a large area overlapping 
with the previous location area (see Fig. 10.1(b) and Fig. 10.2). So when the system pages a mobile, 
all cells (including cells in the overlapped area) within a location area are paged. One advantage of 
location area overlapping is to provide the location updating hysterisis. But mobiles usually move 
in certain directions and rarely return immediately after leaving a cell. Therefore the paging of the 
mobile in the overlapped areas is generally not necessary. Generally speaking, when the location 
area size of the DBLA and the FLA strategies are the same (i.e. they have the same paging cost), 
the DBLA strategy has a higher location updating rate and thus higher location update cost. On 
the other hand, when the location update costs of the two strategies are the same, the location area 
size for the DBLA strategy would be much greater than that of the FLA strategy. This results in 
higher paging cost. 
• Location area size k cannot be scaled down when a user is not moving around. In responds to the 
changes of mobile's behavior, a new location area size will be calculated and applied after the next 
location update. The location area size k must be carefully selected since k cannot be changed until 
the mobile moves out of the current location area. Take an example, a mobile user drives home and 
stays at home at night, k is set to a very large value due to high mobility when driving home but 
the user's mobility drops to 0 after then. For calls arriving during this period of time, the system 
still needs to page the original k cells. 
• Location area size k can only assume specific values. For a planar cellular system, the possible 
values of k are 1,7,19, • • • as given by A: = 1 + - 1) where D is a positive integer. But the 
mobility and call arrival rates are real value parameters. Therefore the value of k that can be used 
is sub-optimal under most situations. 
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• Difficult to implement In the DBLA strategy, each mobile is required to know the topology of the 
whole network and the system database has to store the current location area information (like 
which group of cells are included in a location area) of all mobiles. This makes the design of a 
low-cost system with light-weight portable infeasible. 
10.5 Adaptive Location Tracking Strategy 
Let an AT-cell cellular system be covered by a multiple layer location areas. Let the layers be numbered 
from 1 to I and let ki be the location area size in layer i where h < h < … < h. Let each mobile be 
nominally assigned to a particular layer that best fit its mobility and calling behavior. The optimization 
technique discussed in Section 10.3 may be used for this assignment. 
10.5.1 Mobility tracking 
The optimal location area size for a mobile depends on its instantaneous mobility and call arrival rate. 
The day to day variation of the call arrival rate profile is usually small and from it, the incoming call 
arrival rate at any particular instance can be derived. Some real-time speed estimation algorithms for 
mobiles have been proposed [56, 61]. In the following, we describe a simple algorithm which uses the 
location area residing time to predict mobility. 
Assume a mobile is currently registered to location area j of layer i, or denoted as location area 
[i.j]. If the time t a mobile stays in location area [i.j] is so long such that the minimum combined cost 
of location update and paging can be obtained by using k i - i , the mobile's location area is switched to 
layer i - 1 and the mobile sends its new location area information to the nearest base station. Thus if a 
mobile stops at a place for a long time, its location area size will be finally shrunk to h . Note that in 
this case the switching of layers does not need to take place at the time of location update. 
Consider a mobile at location area [i.j]. If the time t the mobile stays in location area [i.j] is 
so short such that the minimum signalling cost can be obtained by using ki+i, the mobile informs the 
system to switch its layer to i + 1. For a fast moving mobile, its location area size will eventually be 
expanded to kj after several location updates. 
To avoid the "ping-ponging" effect of switching layers which can cause many extra signalling 
overheads, a time threshold T can be added (or deducted in case of location area expanding) from t to 
provide hysterisis. 
10.5.2 Protocols for ALT strategy 
At Base Station 
« Each base station broadcasts its location area identification message on its broadcasting control 
channel. The format of a location area identification message is [ni,n2, • • •, m], where Ui is the ID 
of a location area in layer i that the current base station belongs to. 
• When a base station receives a location update message (including the mobile identification ID and 
new location area information) from a mobile, the location area of the mobile is updated. 
• When a call for the mobile is arrived, the mobile's location area information is retrieved and all 
cells inside that location area are paged. 
At Mobile Station 
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• Each mobile keeps its current layer number i and the location area number j in its registers. 
• When a mobile enters a new cell, it scans the broadcasting control channel from the new base 
station and reads the i-th entry of the location area identification message. If rii - j , no location 
update is required. If m j , the mobile sets j to n,- and sends a location update message to the 
base station. 
• Each mobile has a timer which starts when a mobile enters a new location area. Using the mobility 
tracking method proposed in the previous sub-section, an optimal location area size can be obtained. 
If the current location area size of a mobile is not optimal, layer switching is performed by setting i 
and j to the appropriate values and sending a location updating message to the nearest base station 
10.6 Numerical Examples 
Example 1. 
Consider a linear cellular system shown in Fig. 10.1. Let the location area size for the DBLA 
and the FLA strategies be k cells. Let the paging cost be the same for both strategies. Fig. 10.1 shows 
location update for DBLA strategy is performed every {k + l)/2 cells while that of the FLA strategy is 
every k cells. Therfore, the location update cost of using the DBLA strategy is 2k/{k + 1) times that of 
the FLA strategy. 
Next, let us keep the location update cost for both strategies to be the same and study their 
paging costs in the same linear cellular system. Let kj be the location area size for FLA strategy. For 
the DBLA strategy to have the same location update cost, D needs to be set to kf and the location area 
size is kd = 2D-1. Therefore, the paging cost of using the DBLA strategy is {2kf — l)/kf times of using 
FLA. 
Example 2. 
In this example, we study the performance of the FLA, the DBLA and the ALT strategies in a 
linear cellular system. Let the length of a cell L 二 0.5 km, the incoming call arrival rate to each mobile 
be a = 2 calls/hr and Cp 二 1. (Note that since the cost per location update is 1, cost minimization 
becomes minimizing the total rate of location update and paging.) Let the location area size for the FLA 
strategy be /b； = 7 and the location area size of ALT and DBLA strategies be found from the optimizing 
techniques in Section 10.3. 
Fig. 10.4 shows the combined cost against average speed v. From the figure, it can be seen that 
the ALT strategy always gives the lowest combined signalling cost while the FLA strategy gives lower 
costs than the DBLA strategy when i; > 12 km/hr. The reasons for the poor performance of the DBLA 
strategy is because of the large location area overlapping as discussed earlier. FLA and ALT give the 
same cost when they have the same location area size 7. In fact, the FLA strategy is a special case of 
the ALT strategy with a single location area layer. Also shown in Fig. 10.4 is the corresponding optimal 
location area sizes for ALT and DBLA strategies (same scale as the cost). Depending on the mobility 
measure v, these two strategies adjust their location area sizes to minimze the cost. 
We can see that the ALT strategy provides significant improvement over the FLA strategy only 
when V is either very large or very small. Therefore, by classifying the mobile users into a small number 
of mobility groups, say those with v < 10 km/hr and those with i； > 10 km/hr (Fig. 10.4), the number of 
location area layers can be greatly cut down. This can in turn significantly reduce the control complexity 
of the ALT strategy. Besides, the "ping-ponging" effect of switching location area layers would not occur 
as a result of large hysterisis. 
Fig. 10.5 shows the performance of the three strategies against the call arrival rate a with i; = 50 
km/hr. The FLA strategy gives lower combined cost than the DBLA strategy when a > 0.35 calls/hr, 
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and again the ALT strategy provides the best performance. It is interesting to note that the optimal 
location area size changes rapidly when a is small. To reduce the processing complexity, one can fix the 
location area size to a few values when a is sufficiently small. 
Example 3. 
In this example we focus on the performance of the three strategies in a planar cellular system. 
Let the radius of a cell he r = 0.5 km and let Cp 二 1. Let the location area for FLA and ALT strategies 
be shaped as shown in Fig. 10.3 and let A；/ 二 = 9 for FLA strategy. Fig. 10.6 shows the combined 
cost and the optimal location area size against •v with a = 2 calls/hr. Fig. 10.7 shows the combined cost 
and the optimal location area size against a with i; 二 50 km/hr. Similar to the linear cellular systems, 
the ALT strategy always gives the lowest cost. For a wide range of values of v and a, the FLA strategy 
outperforms the DBLA strategy despite of the higher complexity of the latter strategy. 
The size of a location area k can only take on specific values according to Eqn. (10.4) if DBLA 
strategy is used. For FLA and ALT strategies, any value of k is possible although we have used k = m^ 
in this example. A even lower cost is possible for FLA and ALT strategies by choosing some other values 
of k. 
10.7 C o n c l u s i o n s 
We have surveyed the mobile location tracking strategies in cellular mobile systems. The optimal location 
area size for the DBLA and the FLA strategies were derived using the fluid mobility model for both linear 
and planar cellular systems. Based on the multi-layer location area approach, a composite strategy called 
adpative location tracking was described and its performance was shown to compare favourably with 
the FLA and the DBLA strategies. Although the FLA strategy is the simplest strategy, it was found 
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to outperform the DBLA strategy in many cases. This is counter intuitive but can be explained by the 
large overlap of location area when the DBLA strategy is used. Further improvement of location tracking 
strategies would require other information such as mobile's travelling direction. But that would make 
the location tracking strategies too complicated. Even then, the signalling cost reduction would not be 
expected to be large. 
Chapter 11 
A New Quality of Service Measure 
11.1 Introduction 
The term "quality of service" (QOS) in the communications context refers to certain characteristics 
of network services as observed by transport users. These characteristics describe aspects of services 
attributable to the network provider. The future B-ISDN will require an unified support of a broad 
spectrum of QOS demands by the diverse traffic types. The QOS design therefore has attracted much 
attention [62，63，64]. Research works in this area are mainly concerned with how to define a set of QOS 
parameters and how to monitor and control the communication system under consideration to guarantee 
the QOS. 
Like conventional telephone networks, the generally accepted QOS parameter in cellular radio 
systems is the call blocking probability. Owing to the need of switching to a new frequency channel 
when a mobile unit crosses a cell boundary, additional blocking due to these handoff operation will be 
introduced. The probability that a handoff call will be dropped is known as the dropped call probability. 
The cell-to-cell variation of blocking probabilities also known as the service deviation is another important 
attribute of QOS. It has not received much attention in the literature. Service deviation is caused by the 
non-uniform traffic distribution among the cells and can usually be reduced by a non-uniform assignment 
of nominal channels that matches the non-uniform traffic distribution. Further reduction can be obtained 
by the use of dynamic channel allocation. 
Many channel assignment strategies were proposed in the literature [13, 14, 15, 34, 37, 65, 66 • 
These strategies aim at maximizing the overall traffic-carrying capacity of a system while keeping the 
overall average blocking probability of the system at a prescribed level. The resulting system, however, 
may have some cells failing to satisfy the QOS requirement while others having unnecessarily low blocking 
probabilities. A well-designed cellular mobile system should have an acceptable overall average blocking 
probability as well as a very small service deviation among cells. 
In this chapter, we start by stating the requirements for a satisfactory QOS measure. Then we 
define a class of measures EB(p), p > I. Next we specialize our investigation on EB{2), which can be 
interpreted as the “root mean square excessive blocking" and test its effectiveness by using it to compare 
the relative merits of two well performing dynamic channel assignment strategies. 
11.2 QOS Measures 
The overall average blocking probability is the most intuitive QOS measure for cellular mobile radio 
systems. This measure, however, cannot reflect the cell-to-cell variation of blocking probabilities. To 
design a measure that can reflect this variation, let us start from the requirements for a good measure 
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of QOS. Let the requirement on the blocking probability B of the customers he B < B*. {B* is usually 
chosen as 0.01 for telephone networks and 0.02 for cellular networks.) We stipulate that a good QOS 
measure must be unbiased, make reference to B* and be one-sided. In addition, we let the measure take 
on the form of a penalty function, i.e. the smaller the better (the overall average blocking probability 
takes on such form). 
1. Unbiased: What we mean by an unbiased measure is that the measure should reflect the QOS as 
seen by a randomly picked customer in the system. As different cells have different traffic rates, 
the cells with higher traffic rates should therefore be weighted heavier in the computation of service 
deviation. 
2. Make reference to B* : The QOS requirement is that the blocking probability of the customers be 
no larger than B* • Therefore an acceptable QOS measure must make reference to B*. 
3. One-sided: Blocking probabilities of individual cells often deviate from B*. The penalty should 
be only on those that deviate above B*. Note that those that deviates above B* are the excess 
blockings and should be minimized whereas those deviate below B* should not enter into the penalty 
function. 
Let N be the total number of cells in the system and let A^- be the call arrival rate and Bi be the 
blocking probability at cell i. Let A = Ai + A2 + ——h \N- The overall average blocking probability of 
the system B is defined as 
N 
B = (11.1) 
Twenty years ago, Anderson [15] defined a measure of service deviation A as 
A=产 flTi， (11.2) 
This is a measure of the cell-to-cell variation of blocking probability. But this measure is easily 
seen to violate the requirements stated above. In addition, it has to be used together with B. Note that 
this measure differs from the conventional standard deviation measure in that 5 is a weighted average of 
Bi,s. 
We now define a spectrum of QOS measures EB(p), p > 1 and called them excessive blocking of 
order p. They make reference to B*, they are one-sided and they are weighted by the traffic rates. Let I 
be the set of cells with blocking probabilities exceeding B*, then EB{p) is defined as 
- 1 i/p 
EBip) = P= l，2 , . . . (11.3) 
Jei -
Each EB{p) is a composite measure that takes both the overall average blocking probability 
and the service deviation among cells into consideration. Each is equal to zero when all cells satisfy 
the QOS requirement as only the Bi,s that are larger than B* contribute to the penalty function. In 
particular, EB{1) is easily identified as the overall average excessive blocking, or mean excessive blocking. 
It penalizes the mean deviation from B*. EB{2) is called the root mean square excessive blocking. It 
has the property of penalizing larger deviations of Bi from B* as compared to KB(1). As we increase p, 
we are penalizing more and more on such deviations. In the limit p — 00, only the maximum deviation 
term is penalized. We believe the exact choice of p would depend on applications and can be decided by 
the system operators. On the other hand, the degree of customer dissatisfaction in general grows more 
than linearly with the increase of blocking probability. We choose p = 2 as a typical measure with a well 
defined intuitive meaning of being the root mean square excessive blocking and focus our example and 
case studies on the study of EB{2). 
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We have stipulated earlier that a good QOS measure should satisfy three criteria: be unbiased, 
make reference to B* and be one-sided. Thus comparing EB{p) and the typical conventional (mean, 
Anderson) measure, we can see their differences in the following three aspects: 
1. Consider two cells in a network where one has call arrival rate 2A and the other A. Let the blocking 
probabilities of both cells be the same (say with the use of nonuniform allocation of nominal channels 
or dynamic channel assignment). Both cells therefore give the same contribution to the computation 
of Anderson's measure. But it is clear that the cell with arrival rate 2A should contribute twice as 
much in the averaging process when compared to the cell with arrival rate A. Having the unbiased 
property, EB{p) does exactly that. 
2. It is generally difficult to compare the relative performance of two systems without specifying 
the performance requirement. With the use of EB{p), different relative performance is obtained 
with different choices of B* (the example in the next section will elaborate on this). The (mean, 
Anderson) measure cannot reflect the change of performance relative to the change of performance 
objective. 
3. The distribution of the blocking probabilities in a cellular system is more often asymmetrically 
distributed around the blocking requirement B*. Under such conditions, the Anderson's measure 
cannot provide an accurate picture of the service deviation. By requiring the deviation penalty be 
one-sided, EB{p) captures only those that violates the blocking requirement. 
11.3 An Example 
In this section, we use an example to illustrate the properties of EB(2) and compare it to a typical 
conventional measure S where S = B-\-2A. Consider a 30-cell cellular system. Assume the fixed channel 
assignment is used and 10 channels are assigned to each cell. Let the call holding time be exponentially 
distributed with mean 3 minutes. Let 
Ti = [20,40,60,80,140’ 10,20，40’ 80’ 5,80’ 20，140,20’ 10, 
20,10,60,40,80,120,40,20,80,100,60,40,20,60,40； 
T2 = [110,110，130，110’ 110，110’ 110’ 110,110,130，110,110,110,130,110, 
110，110’ 130,110,130,130,110,110,130，110,110,130’ 110’ 110,130] 
be two traffic rate distributions in the 30 cells (in calls/hr). 
Using the Erlang-5 formula, the blocking probability at each cell can be found. With that, Bi 
and B2, the overall average blocking probabilities of the system under traffic distributions J\ and T2, are 
found to be 0.020 and 0.040 respectively from Eqn. (11.1). From Eqn. (11.2), we have Ai = 0.024 and 
A2 二 0.014. Then = � 1 + 2Ai « 0.068, and S2 = B2 + 2A2 « 0.068. Since Si = S2, one can conclude 
that both distributions give comparable performance. This however is not true as revealed by EB{2). 
Fig. 11.1 shows EB{2) versus for two traffic distributions with the same S. We can see that for 
B* < 0.016，traffic distribution 7\ gives a smaller root mean square excessive blocking than T2. For 
B* > 0.016，the reverse is true. Distribution Ti reaches EB(2) 二 0 at B* = 0.08 while for distribution T2, 
it is at B* = 0.06. This example shows that EB[2) has the property of discouraging over-engineering. This 
is because the performance of the “over-engineered cells" cannot be used to compensate the performance 
of the "under-engineered cells" with the use of EB{2). 
11.4 Case Studies 
We evaluate the effectiveness of EB{2) on two very different dynamic channel assignment (DCA) strategies 
in this section. They are the borrowing with directional channel locking (BDCL) [13] strategy and the 
compact pattern based (CP-based) DCA [66] strategy. 
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Figure 11.1: FB(2) for two traffic distributions with the same S. 
BDCL is a channel borrowing based DCA strategy [14] (Appendix A). The hybrid allocation 
with composite backtracking as proposed in Chapter 2 is used for allocating nominal channels to cells 
for systems with non-uniform traffic distributions. The CP-based DCA strategy we proposed in Chapter 
4 takes a totally different approach to dynamic channel assignment. There is no definite relationship 
between channels and cells and thus no nominal channel is defined. All channels are kept in a central 
pool and are assigned to cell on a call by call basis. Channels in specific compact patterns are used 
whenever possible. 
The QOS of the above two DCA strategies together with the fixed channel assignment (FCA) 
strategy are studied on a 49-cell hypothetical cellular system with a seven-cell channel reuse pattern as 
shown in Fig. 11.2. Let there be a total of 70 channels in the system. Let the arrival of calls follow 
a Poisson process and the call holding time be exponentially distributed with mean of 3 minutes. Let 
B* 二 0.02. 
First we consider a uniform traffic distribution with base load 100 calls/hr/cell: Each cell has 
10 nominal channels. Figs. 11.3 k 11.4 show the overall average blocking probability B and A versus 
the percentage increase of the base traffic load. We can see from Fig. 11.4 that CP-based strategy has 
the highest value of A and FCA has ] = 0. The BDCL strategy has slightly larger B but lower A 
value when compared to CP-based strategy. These two figures give no indication as to which strategy is 
better. Let us now take a look at EB{2) shown in Fig. 11.5. It shows that CP-based DCA and BDCL 
give similar QOS while that of FCA is significantly inferior. It further shows that no cell will violate 
the QOS requirement at 40base load causes some cells to have blocking probability larger than B*. At 
EB(2) = 0.01, say, a 53% overload can be tolerated. 
Next, let us consider a non-uniform traffic distribution with the base traffic load in calls per 
hour shown inside each cell in Fig. 11.2. Figs. 11.6 and 11.7 show B and EB{2) versus the percentage 
increase of traffic load. Note that the hybrid allocation with composite backtracking [65] has been used 
for allocating nominal channels to cells. As expected, FCA gives the highest B as well as EB{2) value. It 
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Figure 11.3: Blocking performance under uniform traffic distribution. 
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Figure 11.5: EB{2) under uniform traffic distribution. 
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Figure 11.8: EB{oo) under non-uniform traffic distribution. 
is interesting to note the resemblance of the curves in these two figures. It is also interesting to see that 
the two very different approaches to DCA give virtually identical QOS performance in terms of EB{2). 
At EB{2) 二 0.01, 45% overload can be tolerated. From Eqn. (11.3)， 
(0 if Bi<B* for a l i i 
五丑(⑴）=1 Bma. - B* otherwise 
where Bmax = max{Bi}. Fig. 11.8 shows that the CP-based strategy gives a higher EB{oo) than that of 
BDCL. This is because in BDCL strategy, each cell owns a set of nominal channels and these channels 
are always returned after each lending. This limits the channel starving situations and as a result the 
blocking probabilities of the cells have a narrower spread. CP-based strategy, however, does not have 
nominal channels assigned to individual cells and so, the probability distribution has a wider spread, 
causing EB{oo) to be larger. 
11.5 Conclusions 
A new QOS measure called root mean square excessive blocking, denoted as EB{2), was proposed as a 
composite measure of the blocking rate and the cell-to-cell variation of blocking rates. EB{2) belongs to 
a class oi measures 
EB{p), p > 1 which is unbiased, makes reference to the QOS requirement, is one-
sided, and takes on the form of a penalty function. The effectiveness of this root mean square excessive 
blocking measure was compared to the conventional mean plus standard deviation type of measure and 
was evaluated on two dynamic channel assignment strategies, BDCL strategy and CP-based DCA. 
Chapter 12 
Discussions Conclusions 
12.1 Summary of Results 
We have studied different system engineering aspects of cellular mobile networks in this thesis. Topics we 
have covered includes channel assignment strategies, performance evaluations of DCAs, handoff analysis, 
mobile location tracking strategies as well as QOS measure design for cellular mobile networks. We 
summarize our main research results below: 
• Given a fixed number of frequency channels and the traffic intensity of each cell, FCA algorithms 
based on compact patterns were proposed in Chapter 2 to minimize the overall average blocking 
probability. 
• Given a channel requirement vector and a system's compatability matrix, FCA algorithms based 
on three channel assignment strategies and two cell ordering methods were proposed in Chapter 3 
to minimize the frequency span. 
• The compact pattern based DCA strategy which consists of channel allocation and channel packing 
was proposed in Chapter 4. Simulation results indicate that the CP-based DCA always outperforms 
the other existing strategies. 
• Cell group decoupling analysis was proposed in Chapter 5 for evaluating the BDCL strategy. CGD 
analysis is applicable to both homogeneous and heterogeneous traffic distributions. The blocking 
probability obtained by CGD analysis in linear systems was shown to be a tight upper bound on 
the true blocking probability. 
• Phantom cell analysis was developed for BDCL in planar cellular systems in Chapter 6. Phantom 
cell analysis is an approximate model which can handle realistic size planar systems. It is not only 
very accurate in predicting the blocking performance but also very computationally efficient. 
• CGD analysis and phantom cell analysis were generalized to borrowing with directional carrier 
locking (BDCL) strategy in Chapter 7. In BDCL strategy, a carrier which consists of a number of 
voice channels is the basic unit for resource allocation. 
• In Chapter 8, a new analytical model for directed retry strategy was developed and with that, a 
second analytical model for obtaining the probability of additional handoffs due to directed retry 
was also formulated. Numerical results showed that the use of directed retry causes only a minimum 
amount of additional load in h a n d o f f processing and thus has only a minimal effect on the probability 
of handoff failure. 
• The handoff call arrival rates were derived and the effect of using channel reservation for handoff 
calls in linear cellular systems was studied in Chapter 9. Simulation results showed that our analysis 
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is very accurate and numerical examples showed that the optimal use of channel reservation can 
significantly reduce the blocking of new calls while satisfying a GOS requirement on probability of 
call termination due to handoff failure. 
• A comparative study of different mobile location tracking strategies was conducted and the problems 
of the distance-based location area strategy were identified in Chapter 10. A composite strategy 
called adaptive location tracking (ALT) strategy was shown to give the best performance. 
• In Chapter 12, a new "quality of service" (QOS) measure called root mean square excessive blocking 
was proposed as a composite measure of the blocking probability and the cell-to-cell variation of 
blocking probabilities. We showed that this measure is unbiased, makes reference to the QOS 
requirement, is one-sided, and takes on the form of a penalty function. 
12.2 Topics for Future Research 
We discuss the possible extensions of this thesis as well as some new research directions in this section. 
Optimization of Channel Assignment 
In Chapter 3, six fixed channel assignment algorithms were proposed and among them, algorithm 
FR/CR is the most efficient one which always gives the lowest frequency spans in all numerical examples. 
Recall that two parameters X and Y are used in algorithm FR/CR and they corresponds to the number 
of channels and the number of cells involved in the Local Assignment respectively. In Chapter 3, we 
studied the performance of algorithm FR/CR with only fixed values of X and Y. It is worthwhile to 
further investigate how to improve the performance by dynamically adjusting X and Y in response to 
the remaining channel requirements of the individual cells during channel assignments. Besides, real life 
cellular network data can be requested to test and compare our algorithms with the existing commercial 
ones. 
DCAs and Their Performance Evaluations 
The BDCL strategy can be extended in at least two aspects: (i) channel reservation for prioritized 
handoff calls and (ii) channel reservation to limit the lending by the hotspot cells to reduce the excessive 
blocking (refer to Chapter 11). Based on cell group decoupling analysis and phantom cell analysis, a new 
analytical model can be formulated for evaluating the performance of these extensions of BDCL strategy. 
Handoff Analysis 
Although we have only considered linear cellular systems in Chapter 9, our analytical model 
can be generalized to cover Manhanttan Street type of cellular networks by modifying the new and 
handoff call arrival rates at the cells on street intersections. For more general planar cellular systems, 
more complicated generalization appears to be possible although we have not gone that far in our work. 
Besides, efficient heuristics for the solution of {z-} in Chapter 9 is another interesting problem. 
Mobility Management 
User mobility, and the resulting location update and paging activities have impacts on both air-
interface and terrestrial network resources. In Chapter 10’ we studied location tracking strategies which 
minimize the signalling traffic on radio links. The use of intelligent paging [33] however has not been 
fully exploited. Since the probability density function of the direction for a boundary crossing mobile 
has a bias towards the normal of the boundary [56], we can divide the cells within a location area into 
groups and page each group one by one in the descending order of the probabilities of locating the mobile. 
This intelligent paging method does not need user's profile as what described in Section 10.2.3. In other 
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words, a new location tracking strategy can be proposed to take advantage of the direction preference of 
a mobile. 
On the other hand, as a calling mobile moves from cell to cell, the data to and from the mo-
bile needs to be re-routed in the fixed network to save bandwidth as well. The study of efficient call 
routing algorithms for such a system is also very important. Besides, emphasis should be given to the 
implementation of ATM in wireless networks. 
Mult ip le Access Protocols 
Digital cellular systems must incorporate multiple access schemes that make efficient use of the 
allocated bandwidth and radio cell infrastructure with minimum cost and maximum performance. TDMA 
is the multiple access choice for several digital cellular and PCS/PCN systems. Studying of mulitiple 
access protocols is not covered in this thesis but it is a fruitful research area. With packetized speech, 
speech on-off activity can be exploited to improve bandwidth efficiency. The theoretical gain without 
packet dropping by statistically multiplexing large number of sources is 2.35. Various multiple access 
protocols have been proposed to increase the multiplexing gain. However, there is still room for further 
improvement. One of our observations is that the packet loss due to contension in protocols such as 
PRMA [67] occurs only at the begining of a speech burst. If we can randomize the lost packets over the 
whole speech duration, a higher multiplexing gain can be obtained and the speech quality perceived by 
the users will not deteriorate since packet loss does not occur in bursts. 
Besides, the next generation cellular mobile systems will support different types of traffic (data, 
video and data). As each type of traffic has its own quality of service requirement, research in developing 
an efficient multiple access protocol for such a system is essential. 
Appendix A 
Borrowing with Directional Channel 
Locking Strategy 
In channel borrowing based DCA [8’ 14] strategies, channels are allocated to each cell on a nominal basis. 
When a call request arrives and finds all nominal channels busy, a channel is borrowed from a neighboring 
cell if the borrowing will not violate the cochannel interference constraints. By incorporating channel 
reassignment (or intra-cell handoff), the channel borrowing based DCA strategies can give a superior 
performance over the fixed channel assignment even at overload conditions by keeping the channel reuse 
distance between cochannel cells a minimum. Among the different channel borrowing based DCAs, the 
BDCL [13] strategy gives the lowest blocking probability. 
In the BDCL strategy, a borrowed channel is locked in the cochannel cells within the channel reuse 
distance of the borrowing cell. The locked channel cannot serve a call but it is available for borrowing 
by other cells provided that the borrowing will not violate the cochannel interference constraints. Thus 
referring to Fig. A. 1，channel x is borrowed by cell 1 from cell 2. It is, therefore, locked in cell 2 as well as 
two cochannel cells of cell 2, namely, cells 3 and 4. Cells 5, 6 or 7 can borrow the locked channel x from 
cell 3 but cells 8，9 and 10 cannot. In other words, channel x is locked, or banned from being borrowed 
in the three directions that will cause a violation of the cochannel interference constraints. 
Two important features of the BDCL strategy are channel ordering and immediate channel 
reallocation. Channel ordering means that all nominal channels are ordered such that the first channel 
has the highest priority to be assigned to the next local call, and the last channel is given the highest 
priority to be borrowed by the neighboring cells. Immediate channel reallocation means that a channel 
is reallocated according to the following rules: 
1. When a call on a nominal channel terminates and there is another call on a higher order nominal 
channel in the same cell, the call in the higher order nominal channel is reallocated to the newly 
released lower order channel. 
2. When a call on a nominal channel terminates and there is another call on a borrowed channel, the 
call on the borrowed channel is switched to the nominal channel. The borrowed channel is released. 
3. When a call on a borrowed channel terminates and there is another call on a lower order borrowed 
channel, the call being carried on the lower order borrowed channel is switched to this channel. 
4. When a channel is unlocked by the termination of a call in the interfering cell, any call on a borrowed 
channel or a higher order channel is immediately switched to this channel. 
In case of a linear cellular system with single cell buffering (i.e., the same frequency channel can 
be reused at every other cell), Rule 4 is dummy since if a cell lends a channel to its neighbor, it cannot 
110 
APPENDIX A BORROWING WITH DIRECTIONAL CHANNEL LOCKING STRATEGY 1 1 1 
10 1 3 7 I 
Figure A.l: BDCL strategy with seven cell reuse pattern. 
borrow channel from others but have to block the calls if all its nominal channels are busy. For details 
please refer to Chapter 5. 
Appendix B 
Derivation of P2 
To calculate p2, consider mobile M at polar coordinate (r, a) and travelling in direction 9 (refer to 
Fig. 8.7). Let x { r , a , 9 ) be the distance between M and arc F C G at direction 9. Therefore, given r , a 
and 0, P2 = P [ U > x { r , a , 6 ) ] . Removing the conditions on r, a and 0, we have 
二 — I I r <f)(r, a)drda. 
{2'KR? - 3x/3i?2)7r Jo ��� 
where 
<i>(r,a) : / P[U>x(r,a,e)]-—de+ / PlU > x{r, a, 9)] •—dO 
= / e-:r(r’�’0)/tz 浙 + / e-如珍(W. 
Jo J2ir-d2{r,a) 
The lower limit of ro(a) is just the length of line BE and is given by 
, � BD Rh sin(7r/3) V^Rh 
ro(a) = = = o . 
^ ‘ cos a cos a I cos ol 
The other two limits 6>i and O2 can be readily obtained from Fig. 8.7 as 
二 TT + a —(7， 6>2 = TT + + <5 (B.l ) 
where a and b are derived using the sine law and the cosine law on A F B M and A M B G respectively and 
is given by 
. —igs in(7r/6 - a ) _ i?sin(7r/6 — a) 
s i n e 二 F M 二 ^R-^ + r2 — 2 R r cos(7r/6 — a)‘ 
. _ R s m { 7 T / 6 - \ - a ) _ R s m j i r / Q a ) 
sin"^ 二 MG 二 ^R^ + r2 - 2i?rcos(7r/6 + a) • ^ . 
Substitute Eqn. (B.2) into Eqn. (B.l) , we have 
一 1 i2sin(7r/6 - a ) 
$1 = TT + a — sin一 ； „ , = ’ 
1 + 广2 - 2i?r cos(7r/6 - a ) 
r • 
.一1 丑 sin(7r/6 + a) 
02 = TT + or + Sin , „ , ==f • 
2 ^B? + r2 - IRv cos(7r/6 + a) • 
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To calculate x{r, a, 9), we use the cosine and sine laws on ANBM and obtain 
X = y/R^ -[-r^ -2RrcosC 
where 
‘a-e-sin-1 if 0 < 0 < a 
j O-c-sin-' ' r s K � 師 a ) -
in the range 0 < ^ < and 
. 1 � r sin(0 — TT — a) 
C 二 27r —6> + a_sm—1 ——^ 
K 
in the range 62 < 0 < 27r. 
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