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Abstract—The positioning accuracy of the mobile laser 
scanning (MLS) system can reach the level of centimeter under 
the conditions where GPS works normally. However, in 
GPS-denied environments this accuracy can be reduced to the 
decimeter or even the meter level because the observation mode 
errors and the boresight alignment errors of MLS cannot be 
calibrated or corrected by the GPS signal.  To bridge this research 
gap, this paper proposes a novel technique that appropriately 
incorporates the robust weight total least squares (RWTLS) and 
the full information maximum likelihood optimal estimation 
(FIMLOE) to improve the positioning accuracy of the MLS 
system under GPS-denied environment. First of all, the 
coordinate transformation relationship and the observation 
parameters vector of MLS system are established. Secondly, the 
RWTLS algorithm is used to correct the 3D point observation 
model; then the uncertainty propagation parameter vector and 
the boresight alignment errors between the laser scanner frame 
and the IMU frame are calibrated by FIMLOE. Lastly, 
experimental investigation in indoor scenarios was performed to 
evaluate the effectiveness of the proposed method. The 
experimental results demonstrate that the proposed method is 
able to significantly improve the positioning accuracy of an MLS 
system in GPS-denied environments. 
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I. INTRODUCTION 
he mobile laser scanning (MLS) system is a kinematic 
platform and mainly consists of laser scanner, inertial 
measurement unit (IMU), GPS receiver as well as other 
ancillary devices on a moving platform; this system  can be 
used to generate 3D point cloud data of the surrounding scene 
with high precision, convenience, efficiency and effectiveness. 
These data are useful for many applications such as 3D 
landscape modeling for visualization in planning, simulations 
for environmental management and navigation for robots and 
vehicles. For these practical applications, positioning accuracy 
is essentially important, particularly in GPS-denied 
environments where the position accuracy can be reduced to the 
decimeter or even the meter level due to the trajectory errors of 
the laser scanner and the IMU drift. Hence, it is crucial to 
improve the positioning accuracy of MLS in GPS-denied 
environments [1-3]. 
In GPS-denied environments, the main errors affecting the 
positioning accuracy in an MLS system can be categorized into 
three main sources [4-8]. The first one is laser scanner error. 
The errors in range and angular measurements of the 
time-of-flight laser scanner lead to the uncertainty in locating 
the actual positions of the scanned points. IMU attitude error is 
the second inaccuracy source. The principal role of IMU is to 
provide angular velocity observations which can be integrated 
into angular orientation information (roll, pitch, and heading) 
of the IMU body frame with respect to the MLS system local 
frame. Together with position data, it enables the point data in 
the MLS local frame to be transformed into the 
earth-centered-earth-fixed frame. Thus, all points in the point 
cloud are projected into a common reference frame and the 
IMU attitude data may affect every point. Therefore any 
uncompensated errors from the IMU will directly impact the 
geometric quality of the point cloud. The third source is 
boresight alignment error. The so-called boresight angles are 
the orientations of the laser scanner frame with respect to the 
IMU body frame and the lever arm offset. Because the 
boresight angles cannot be measured directly, they are obtained 
through a calibration process. There are inevitable residual 
adjustment errors present in the alignment estimates. The lever 
arm offset values can be obtained either through calibration or 
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measurement. Noting that the required boresight angles are 
vector components, not just lengths, some realization of the 
relevant coordinate systems is necessary. 
In order to improve the position accuracy and eliminate error 
sources for the MLS system in GPS-denied environments, 
previous researchers have made great progress on data-driven 
and model-driven techniques. The data-driven techniques can 
be directly used to correct the laser scanning point clouds data 
based the on ground control points and the different correction 
algorithms [9-10]. Mao et al. [11] proposed a least squares 
collocation (LSC) technique to increase the mobile LiDAR 
accuracy in GPS hostile environments. Shi [12] presented an 
adaptive mapped smooth fitting method on the basis of least 
squares support vector machine (LS-SVM) for digital surface 
model generation of airborne LiDAR scanning data. Gneeniss 
et al. [13] utilized a total least squares (TLS) surface matching 
algorithm to align a dense network of photogrammetric points 
to the LiDAR reference surface, allowing for the automatic 
extraction of LiDAR control points. Hans-Gerd [14] presented 
a formulation of least squares (LS) matching based on the 
original data points in a triangulated irregular network structure, 
avoiding the degrading effects caused by the interpolation. Lee 
et al. [15] solved the observation equations of the airborne laser 
scanning system using the LS method. A set of affine 
transformation equations were produced to adjust the 
horizontal error. Xi et al. [16] proposed the TLS method for 
active view registration of three-dimensional line laser 
scanning data. Furthermore, the simultaneous localization and 
mapping (SLAM) algorithms have attracted extensive attention 
in recent years. SLAM aims to build a map of the environment 
while simultaneously determine the position of a moving 
sensor platform (most notably in photogrammetry and 
computer vision) [17-19]. SLAM can use the nonlinear least 
squares (NLS) to correct the position information. 
The model-driven techniques usually establish the 
mathematical models for the MLS system and analyze the error 
sources to calibrate the errors. Chen et al. [20] proposed a new 
method for boresight misalignment calibration of the 
charge-coupled device CCD camera in an airborne LiDAR 
system without ground control points. Darren et al. [21] used a 
planar patch least-squares approach to determine the boresight 
angles and the lever-arm offsets of an MLS, and calibrated the 
boresight MLS operation in a backpack mode to acquire 
multiple data sets in an area that contains dense ground control 
points. Habib et al. [22] provided a tool for the quality control 
of the LiDAR point cloud and analyzed possible systematic and 
random errors as well as their impact on the laser scanning 
surface. Ye et al. [23] proposed a calibration method with small 
rotation-angle corrections for the exterior orientations of a 
vehicle laser imaging system. 
Although LS, LS-SVM, NLS, LSC and TLS can be used to 
resolve the problem of parameter estimation in laser scanning 
point clouds data, the estimated parameters and the position 
accuracy can be influenced when 3D point observation model 
and uncertainty propagation parameter vector of MLS system 
are contaminated by laser scanner errors and attitude errors of 
IMU. The main limitation of the existing methods is that they 
assume that the trajectory errors and IMU drift errors in the 
MLS system are very small or negligible. If this assumption is 
not available or sufficiently accurate, then the estimated 
parameters and position accuracy will significantly degrade [24, 
25]. Literature review shows that the robust weight totals least 
squares (RWTLS) method is based on the robust estimation 
equivalent weight rule and the Newton-Gauss method, which 
utilizes standardized residual to construct the weight factor 
function and uses the median technique to acquire a variance 
component estimator. Therefore, RWTLS possesses good 
robustness in both 3D point observation model and uncertainty 
propagation parameter vector in MLS [26-28]. However, 
RWTLS cannot calibrate the boresight alignment errors of 
MLS. To solve this problem, the full information maximum 
likelihood optimal estimation (FIMLOE) can be integrated with 
RWTLS. The FIMLOE method uses an approximate Newton 
method to identify boresight alignment parameters between the 
IMU and the laser scanner, which enables FIMLOE to yield 
very low proportion of convergence failures and to provide 
near-optimal boresight alignment errors [29-31]. Hence, it is 
reasonable to develop a new RWTLS-FIMLOE method to 
improve MLS positioning accuracy in GPS-denied 
environments. However, to our best knowledge, RWTLS- 
FIMLOE has not been found in literature.   
For this reason, this paper proposes a novel 
RWTLS-FIMLOE method to improve the MLS system 
positioning accuracy in GPS-denied environments. The 
contributions of this paper are: (1) the proposed 
RWTLS-FIMLOE method is introduced to correct the 3D point 
observation model and the uncertainty propagation parameter 
vector; it is also used to calibrate the boresight alignment errors 
between the laser scanner frame and the IMU frame; (2) an 
MLS mathematical model is established to analyze the effects 
of each individual error source on the positioning accuracy. 
Experimental results demonstrate that the proposed method 
achieved significant improvement in terms of the MLS 
positioning accuracy in GPS-denied environments. 
II. MODELING FOR MLS SYSTEM 
In GPS-denied environments, the IMU provides the position 
and orientation for moving platform during MLS measuring 
process. The laser scanner measures the distances from the 
sensor to the scanned target point and records the rotating 
angles of the laser beam. Thus, the accuracy of the laser 
scanning point clouds depends on the quality in terms of 
reliability and accuracy of the moving platform trajectory. 
However, the IMU provides the MLS system a moving 
trajectory, instead of the fixed control points through a 
traditional control network. As a result, both of the IMU and the 
laser scanner direct referencing coordinate frame make up the 
total error budget together. Generally, an MLS system includes 
three basic coordinate frames. Figure 1 shows the relationship 
among these frames [8, 32]: 
(1) The world coordinate frame W . 
(2) The integrated moving platform and the IMU coordinate 
frame I . 
(3) The laser scanner coordinate frame L . 
P
WZ
WY
WX
IZ IY
IX
LZ
LY
LX
 W
 I
 L
W
iP
I W
iP

L
iPL I
iP

Fig. 1. Coordinate relationship between  W ,  I and  L frame 
As shown in Figure 1, the W
iP is the coordinates of target 
point 
iP in the frame  W , LiP is the position of target 
point
iP in the frame  L , the I WiP  is the relative position 
vector of the frame  I  to the frame  W , and the L I
iP
 is the 
relative position vector of the frame  L  to the frame  I . 
The base equation of the Coordinate relationship between 
frames  W ,  I and L  can be expressed as:   
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where L IR  is the constant rotation matrix between frame  L  
and frame  I . , ,  are the boresight angles, L IT  is the 
translation matrix between frame  L  and frame  I . 
The 
I WT  and I WR  are the translation matrix and rotation 
matrix between frame  I  and frame  W .   
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is the rotation matrix between the 
frame  I  and frame  W  (in the North- East-Down coordinate 
system) with , ,z y x   which represent the roll, pitch and yaw 
Euler angles given by the IMU.
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is the constant 
rotation matrix between the North-East-Down coordinates and 
the East-North-Up coordinate frame. 
The measuring model of L
iP is given by:  
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where  0 0 0
T
L L LX Y Z is the mirror center offset of laser 
scanner,  is the measurement range,  and  are the vertical 
angle and the horizontal angle of laser scanner, respectively. 
According to the Equations (2)-(4), the Equation (1) can be 
rewritten as: 
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Equation (5) shows that the coordinates of points W
iP in the 
frame  W  depends on the observation parameters vector: 
0 0 0, , , , , , , , , , , , , , , , ,
T
L L L
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 Then the RWTLS-FIMLOE integration technique is used to 
compute the uncertainty of  for every 3D point W
iP . 
III. RWTLS-FIMLOE INTEGRATION METHOD 
The block diagram of the proposed RWTLS-FIMLOE 
algorithm is illustrated in Figure 2. Firstly, the boresight 
alignment parameter errors between the laser scanner and IMU 
are calibrated using FIMLOE algorithm. According to 
Equation (5), the laser scanning points are transformed into the 
frame  W . Then the trajectory errors are corrected, the laser 
scanning control targets coordinate is extracted, and the 
uncertainty propagation parameter vector is calculated. Lastly, 
the 3D point observation model and the uncertainty 
propagation parameter vector are corrected using RWTLS 
algorithm.  
A. RWTLS Correction for MLS Observation Model and 
Uncertainty Propagation Vector 
According to Equation (5), the observation model of W
iP can 
be simplified as [21, 33]: 
( )A PP A E e                             (6) 
where Pe represents the random error vector of P , A  denotes 
the m n coefficient matrix, AE denotes the random error 
matrix of A . 
Supposing that A  is unstructured, then the random elements 
should be calculated firstly and the independent random 
variables from coefficient matrix are extracted, Equation (6) 
can be rewritten as: 
  ( )T m a PP I h B a e e                (7) 
where B  represents the deterministic matrix, h  denotes the 
deterministic constant vector of A , a  represents the 
independent variables vector, mI represents the unit matrix, 
ae is the random error vector for a . Therefore, the coefficient 
matrix A  is calculated as: 
( )A ivec h Ba                                           (8) 
where the “ ivec ” denotes the original matrix vector with m n  
dimension. 
The MLS stochastic model can be expressed as: 
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where 
aQ and PQ represent the positive definite cofactor matrix 
of 
ae  and Pe , respectively. 
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Fig. 2 Flowchart of RWTLS - FIMLOE algorithm. 
 
Supposing that through i th  iteration, the parameter 
estimator vectors i  can be derived, the predictive residual 
vector of a  is
ia
e . The right-hand member of Equation (7) is 
expressed through Taylor series expansion at  ,
ii a
e : 
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where    ( )
i ii a a
A ivec h B a e A ivec Be     . 
According to the Equation (10),   represents the vector 
i little correction values, the RWTLS Lagrange objective 
function can be calculated as: 
  
1 1( , , , )
2
P
T T
P a P P a a
T
P i i
a
T
i m a
f e e K e e e e
K e A
Q Q
P IA Be
    
     
      (11) 
where K is the Lagrange multipliers vector with the dimension 
1m . 
According to the Equation (11), the solution for the function 
f  can be computed as: 
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where “~” and “^” represent the predicted and the estimated, 
respectively. 
According to the Equations (12)-(15), the following equations 
are obtained: 
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where    
i
T T
c P i m a i mQ Q I BQ B I      . 
The Equations (16)-(19) denote the iterative procedure of 
RWTLS algorithm, during this process, the threshold 
0  should 
be given to terminate iteration when 
1 0
ˆ
i   , then the 
positive cofactor matrix aQ instead of AQ can be calculated, 
which will bring convenience in constructing RWTLS model. 
B. FIMLOE Calibration for MLS Boresight Alignment Errors 
In Section A, the boresight alignment parameters between 
the frame  L  and the frame  I  are assumed to have been 
calibrated accurately in advance. However, it is not always the 
case; the calculating method of these parameters is an important 
problem in the MLS system. Therefore, the FIMLOE algorithm 
is used to calibrate the boresight alignment errors between the 
frame  L  and the frame  I . 
According to Equation (5), the boresight alignment 
parameters vector is treated as time-invariant tendency 
variables denoted by , which can be collected as: 
0, , , , , , ,
T
L I
LT T                                   (20) 
Therefore, the FIMLOE algorithm is to solve the following 
optimization problem [34]:  
 
,
, arg min , , ,L IFIMLOE FIMLOE
P
P f P U V

                     (21) 
where ,L IFIMLOE FIMLOEP
  are the full information maximum 
likelihood estimation of the state position vector and the 
alignment parameters vector, respectively;  f  is the joint 
probability density function; U is the laser scanner measurement 
of each scanning point in the time instances t at the frame  L ; 
V is IMU measurement results in the time instances t  at the 
frame  I .   
In the MLS measuring process, the IMU noise process is 
dependent variable, the laser scanner noise process is 
independent, and the laser scanner measuring points depend on 
the value of U in the time instance t . Therefore, the function 
 f   can be written as: 
     
0 0 0
, , , = , ,
M T T
jt t
j t t
f P U V f U P f V P
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        (22) 
where M is the total number of the laser scanning points, T is the 
total measuring time; 
jtU is the state in the time instance t and it 
lies on the total measurement points M ; tV is the IMU 
measurements in the time instance t . 
The calibration procedure of FIMLOE algorithm mainly 
includes the following: 
(1) Nominal state position vector and alignment parameters 
vector 
Although the measurement models of IMU and the estimation 
process are nonlinear, the nominal state position vector P  and 
the alignment parameters vector  are linearized, and they are 
perturbed with the state position error and the alignment 
parameters error P , : 
P P P

  

   
                             (23) 
(2) Minimal state position vector and alignment parameters 
vector representation  
The transform from minimal states to nominal states can be 
represented using function P
)
 and 
)
, : 
( ) ( )
( )
P H P G P U V
G U V
 
 
    

    
) )
)                (24) 
where G is the driving white noise process on the minimal state; 
H is the derivative of the alignment parameter function 
regarding to the minimal states function P
)
 and 
)
. 
(3) FIMLOE calibration  
According to Equation (22) and Equation (24), the calibrated 
vector ,L IFIMLOE FIMLOEP
  using FIMLOE algorithm is equivalent 
to solve the optimization problems as following. 
 
 
2
0 0 ,
2
0 ,
arg min ( 1) ( 1) ( )
arg min ( 1) ( )
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M T
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
)
)
)
)
(25) 
where 
2
  is referred to the vector Euclidean length; ( )F  is the 
FIMLOE minimal joint probability density function. 
Therefore, the misalignment calibration error can be 
computed by Equation (25) when more than two controlling 
points are measured. 
IV. EXPERIMENTS 
To verify the effectiveness of the proposed algorithm, a 
series of experiments in indoor and outdoor environments were 
conducted, as shown in Figure 3. The indoor experiments were 
performed on the fifth floor of a building in China University of 
Mining and Technology, and the outdoor experiments were 
carried out around the teaching building in the campus. The 
experiments were conducted by using a mobile laser scanning 
system manufactured by HiScan [35] (Figure 4), which consists 
of a laser scanner, an IMU and several digital cameras. The 
nominal localization accuracy of HiScan in GPS-denied 
environments can reach 2cm when aided by laser scanning 
control points (please note that, in this paper, the digital camera 
was not used). The performance parameters of MLS are listed 
in Table I.  
The laser scanning control points were laid along the four 
sides of passageway in the indoor experimental zones, and 
distributed on the five sides of the teaching building. The 
normal coordinate values of the 20 laser scanning control points 
were established by using total station systems with higher 
accuracy (Leica TS15i, angle accuracy: 2", distance accuracy: 
3mm+1.5ppm). The MLS system was repeatedly driven four 
times both clockwise and counter clockwise around the 
passageway and teaching building at a constant speed. During 
the experiments, the IMU provided the direct reference from 
the MLS data with respect to the laser scanning control points. 
The commonly known estimated trajectory solution from the 
IMU system provides the position and orientation of the 
moving platform to convert the local coordinates of laser 
scanning point cloud into the world coordinate frame.  
TABLE I 
THE SPECIFICATIONS OF MLS 
Specification Value 
Laser Scanning Range 0～200m 
Output Data Rate 976 000 pts/sec 
Vertical FOV 100° 
Horizontal FOV 300° 
Laser Scanning Angle Accuracy 0.01°rms 
Laser Scanning Distance Accuracy ±2mm 
IMU Heading Accuracy 0.012° 
IMU Roll & Pitch accuracy 0.008° 
IMU Output Data Rate 300 Hz 
 
In the indoor and outdoor scene, the sphere targets are used 
as the laser scanning control points, which are considered as the 
volumetric targets with 140 mm in diameter. The sphere target 
is made of high-strength PVC material which can allow the 
laser scanner obtaining the points data on spherical surface at 
farther distance. In indoor and outdoor experiments, the 20 
laser scanning control points were selected to construct the 3D 
control network through observing the horizontal direction, the 
vertical angle, and the slope distance. The laser scanning 
control points were uniformly distributed in order to provide 
the sufficient observable access to the targets, to ensure an 
identical absolute position reference with the indoor control 
network. In indoor experimental environment, the four GPS 
reference stations were fixed as the known nominal points; they 
reached the 3D positional accuracy of 1cm in the geodetic 
coordinate frame. This accuracy level could provide the reliable 
reference for MLS system. The indoor network configuration 
along the passageway measurement is shown in Figure 3(a) and 
the outdoor network configuration along the teaching building 
is shown in Figure 3(b). 
Side A
C1 C2 C3 C4 C5
C6
C7
C8
C9
C10
C11C12C13C14C15
C16
C17
C18
C20
C19
R1 R2
R3R4
GPS reference point
Laser scanning control point
Trajectory
Side B
Side C
Side D
North
Sphere Target
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
m
m
 
(a) 
C111 C110 C109 N
Laser scanning control point
Moving trajectory
C108 C107 C106
C105
C104
C103
C102
C101
C112
C113
C114
C115
C116 C117 C118 C119 C120
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
0
2 0
4 0
6 0
8 0
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
0
2 0
4 0
6 0
8 0
m
m
 
(b) 
Fig. 3.  Scatter plot of the 20 laser scanning control points and 4 GPS reference 
points: (a) indoor environment and (b) outdoor environment. 
 
Fig. 4. Mobile laser scanning system 
V. RESULTS AND DISCUSSION 
A. Validation of LS, TLS and RWTLS-FIMLOE Methods for 
Control Position Accuracy 
In order to validate the effectiveness of our proposed method, 
the positioning accuracy of the mobile laser scanning in the 
experimental test in Fig. (3) was examined. The performance of 
the proposed RWTLS-FIMLOE method was compared with 
that of existing popular algorithms in literature. As introduced 
in Section I, some popular algorithms such as LS, TLS, 
LS-SVM, NLS and LSC have been applied to improving the 
position accuracy and eliminate error sources for the MLS 
system in GPS-denied environments; however, the LS-SVM, 
NLS and LSC are subject to different modeling methods, 
detection distance and experimental environments. For this 
reason, in this study the RWTLS-FIMLOE method was only 
compared with LS and TLS in indoor and outdoor experimental 
environments. In addition, because RWTLS cannot calibrate 
the boresight alignment errors of MLS and FIMLOE is only a 
system parameter identifier, it is unnecessary to evaluate the 
positioning performance of individual RWTLS or FIMLOE.  
In the comparative study, all 20 laser scanning control points 
were used in the experiments and a number of the overall 
quantitative indexes were calculated including the minimum, 
maximum, standard deviation and RMS (root mean square) 
indexes [36, 37]. As shown in the Figure 5, in indoor 
environment, RWTLS-FIMLOE method, TLS and LS method 
were used to estimate the position accuracy of the 20 laser 
scanning control points (The normal 3D coordinates of 20 
control points had been established using high accuracy total 
station). The position errors Mean, Stdev and RMS of 
RWTLS-FIMLOE method in 2D (H) and 3D orientation are 
1.36 cm, 0.94 cm, 1.37 cm and 1.85 cm, 0.95 cm, 1.86 cm, 
respectively. Similarly the TLS method in 2D (H) and 3D 
orientation are 2.00 cm, 1.03 cm, 2.02 cm and 2.47 cm, 1.12 cm, 
2.50 cm, and the LS method in 2D (H) and 3D orientation are 
2.36 cm, 1.06 cm, 2.38 cm and 3.00 cm, 1.16 cm, 3.03 cm, 
respectively. 
 
(a) 
 (b) 
Fig. 5. The position errors of laser scanning control points using LS, TLS and 
RWTLS-FIMLOE method in indoor environments. (a) Errors in 2D(H) 
orientation; (b) Errors in 3D orientation. 
 
As shown in Figure 6, in outdoor environments the 
RWTLS-FIMLOE, TLS and LS method were used to estimate 
the position accuracy of the 20 control points, and their 
performance was compared with the position accuracy of MLS 
system with GPS supported. The measuring results are as 
follows: the position errors Mean, Stdev and RMS of MLS 
system under GPS supported in 2D (H) and 3D orientation are 
1.66 cm, 0.85 cm, 1.67 cm and 1.91 cm, 0.86 cm, 1.92 cm, 
respectively. Similarly, the RWTLS-FIMLOE method are 1.52 
cm, 0.92 cm, 1.53 cm and 1.87 cm, 0.93 cm, 1.88 cm, the TLS 
method are 2.10 cm, 1.08 cm, 2.12 cm and 2.50 cm, 1.13 cm, 
2.53cm, and the LS method are 2.42 cm, 1.24 cm, 2.47 cm and 
2.85 cm, 1.28 cm, 2.89 cm, respectively. 
 
(a) 
 
(b) 
Fig. 6. The position errors of laser scanning control points using LS, TLS and 
RWTLS-FIMLOE method in outdoor environments. (a) Errors in 2D(H) 
orientation; (b) Errors in 3D orientation. 
In summary, according to Figure 5 and 6, it is found that the 
proposed method can improve the MLS system position 
accuracy compared to the TLS and LS method, and it is suitable 
for GPS-denied environments. 
B. test  Method to Verify the Effectiveness of 
RWTLS-FIMLOE 
To characterize the difference between the pre-surveyed 
coordinate and the adjusted MLS coordinate under indoor and 
outdoor environments, test   was employed to determine if 
the errors were significantly biased and if the errors were much 
larger than what the RWTLS-FIMLOE method has required. 
Specifically, a test  was built up to test if a mean error 
value m was significantly different from zero under the null 
hypothesis: 0 : 0H m  vs. the alternate hypothesis : 0aH m  : 
1
ˆ
ˆ ˆ
~
ˆ ˆ
n
m
m m
n 
 
                      (26) 
where mˆ is the mean value of a group error samples; 
ˆ
ˆ ˆ /m n  is the standard deviation of mean value mˆ , ˆ is 
the standard deviation of a group error samples; n  is the 
number of the samples; 1n  is a test   with the degrees of 
freedom of 1n . 
Furthermore, a 2  was constructed to statistically conclude 
if a sample standard deviation was satisfied with the 
specifically required accuracy level under the hypothesis. 
2 2
0 0
2 2 2 2
0 0
:
:a
H
H or
 
   
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
 
                    (27) 
The 2 test value was denoted as 
2
2 2
12
0
ˆ
( 1) ~ nn

 

                      (28) 
where 0 is a given standard deviation that indicates a required 
accuracy level, and 2
1n  is the Chi-square test with ( 1)n   
degrees of freedom. 
It is supposed that the accuracy evaluation requirement of the 
indoor localization is 2cm horizontal and 3cm vertical accuracy 
criterion at the 95% confidence level. If the test in Equation (28) 
is rejected at a specific error level of Type I Error, then a 
different alternate value 2
a  can be chosen as a substitution of 
2
0  to find out the lower bound that can pass the test in 
Equation (28). This lower bound is called the achieved 
accuracy with the involved samples. 
Similarly, this test statistics can also be applied to the RMS 
value of a group of samples. Supposing that all the tests in the 
accuracy assessment in this paper were performed at the 5% 
significance level of Type I Error. Table II presents a summary 
of test  and alternate 2 test of the differences between the 
pre-surveyed coordinates and the original MLS system 
coordinates using LS, TLS and RWTLS-FIMLOE methods. 
The achieved accuracies were ±2cm (horizontal) and ±3cm 
(vertical) at the 95% confidence level according to the 
alternate 2 test. Using RWTLS-FIMLOE method, the 
horizontal and the vertical localization accuracy have achieved 
±1.82cm and ±2.33cm, respectively, the horizontal and the 
vertical localization accuracy of TLS and LS method are±
2.03cm, ±2.84cm and ± 2.52cm, ±4.13cm, respectively. 
Compared with TLS and LS method, RWTLS-FIMLOE 
method can improve the overall accuracy  by 17.96%, 10.35% 
and 43.58%, 27.28%  in horizontal and vertical localization. 
The comparisons between the three methods indicated that 
the RWTLS-FIMLOE method using control points from all 
side is able to achieve better accuracy in both horizontal and 
vertical directions compared to LS and TLS methods. 
C. The impact of the Number of Laser Scanning Control 
Points on RWTLS-FIMLOE Method 
The main purpose of this test is to investigate the effect of the 
number of the laser scanning control points on 
RWTLS-FIMLOE method. There were a total of 20 laser 
scanning control points in the experimental scene, the position 
accuracy improving of MLS system solutions based on the 
RWTLS-FIMLOE methods were compared through the laser 
scanning control points using different number of control 
points (20, 12 and 8) incorporating with the same feature 
constraints. Moreover, the feature constraints were sequentially 
tested using test  to detect any inconsistency with the 
precious observation group, and only the qualified constrains 
were used in the RWTLS-FIMLOE method. The plot of the 
selected control points in the experimental scene is presented in 
Figure 7. The experimental results are shown in Table III, the 
correction effectiveness of the mean errors had achieved the 
best accuracy which is 0.89 cm in 2D(H) and 0.91 cm in 3D by 
using 20 control points. Moreover, the 2D(H) and 3D 
orientation accuracies could achieve 0.98 cm and 1.19 cm when 
only 10 control points were applied. Although using more 
control points could achieve better accuracy, the positioning 
performance would not be decreased significantly by reducing 
the number of control points down to 60 percentage of the total 
number of the control points. Furthermore, for the test where 
only 8 control points were used, the accuracy became 1.94cm in 
2D(H) and 2.54cm in 3D, which were decreased relatively 
significant in comparison with the above two cases. Based on 
the results among all test cases, using more control points in the 
solution refining process could generally achieve better 
TABLE II. 
THE ANALYSIS OF THE DIFFERENCE BETWEEN LS, TLS AND RWTLS-FIMLOE METHODS USING test    
Error Statistics 
Two-tailed  -test 
α=0.05% 0 : 0H    
2 Test(α=0.05%)vs the 95%accuracy 
2 2 2
0 : 1.5H cm   
2 2
1 : aH    
Method 
Error 
(cm) 
Mean 
(cm) 
Stdev 
(cm) 
RMS 
(cm) 
NC   0.025C  
2  
2
0.05C  
2  a (cm) 
LS 
N -1.80 2.03 2.65 20 -3.31 2.16     
E 1.48 1.72 2.22 20 3.21 2.16     
U -1.25 1.67 2.04 20 -2.81 2.16 61.73 22.36 22.22 2.52 
2D(H) 2.33 2.66 3.46 20   163.63 22.36 21.90 4.13 
TLS 
N -0.62 1.21 1.32 20 -1.92 2.16     
E 0.65 1.38 1.48 20 1.77 2.16     
U 0.68 1.31 1.43 20 1.93 2.16 38.07 22.36 21.41 2.03 
2D(H) 0.90 1.83 1.98 20   77.69 22.36 22.30 2.84 
RWTLS 
-FIMLOE 
N -0.46 0.99 1.06 20 -1.73 2.16     
E -0.48 1.13 1.19 20 -1.58 2.16     
U -0.34 1.19 1.20 20 -1.06 2.16 31.57 22.36 21.93 1.82 
2D(H) 0.66 1.51 1.59 20   52.41 22.36 22.29 2.33 
 
 
TABLE III. 
THE EFFECT OF LASER SCANNING CONTROL POINT’S NUMBER ON MLS POSITION ACCURACY BASED ON RWTLS-FIMLOE METHOD  
Results 
With 20 control points (cm) With 12 control points (cm) With 8 control points (cm) 
N E U 2D 3D N E U 2D 3D N E U 2D 3D 
Min -2.03 -1.83 -1.96 1.04 1.42 -1.88 -2.27 -2.87 1.29 1.56 -2.94 -2.71 -2.87 1.52 2.87 
Max 1.33 1.51 1.40 2.53 2.76 1.56 1.25 1.48 2.75 3.74 1.56 1.78 3.33 3.46 4.80 
Mean -0.57 -0.68 -0.21 0.89 0.91 -0.57 -0.80 -0.67 0.98 1.19 -1.56 -1.15 -1.65 1.94 2.54 
RMS 1.21 1.16 1.20 1.67 2.06 1.43 1.28 1.51 1.92 2.45 2.07 1.79 2.32 2.74 3.58 
Stdev 1.12 0.98 1.24 1.49 1.93 1.38 1.05 1.43 1.73 2.24 1.42 1.44 1.71 2.02 2.65 
 
 
accuracy in both 2D(H) and in 3D. However, the overall 
accuracies were not decreased significantly if reducing the 
number of the used control points up to 60 percent of the total 
number. However, the 3D positioning accuracy was decreased 
dramatically using only 40 percent of total number in the 3D 
position. Therefore, it is necessary to select the control points 
efficiently and effectively by considering the project budget 
and the minimal required accuracy. 
 
（a） 
 
（b） 
 
（c） 
Fig. 7  The scatter plot of coordinates in 2D horizontal of experimental scene. 
(a) 20 used control points, (b) 12 used control points, (c) 8 used control points. 
VI. CONCLUSIONS  
This paper proposed a novel algorithm which integrates 
RWTLS and FIMLOE methods to improving the positioning 
accuracy of the MLS system in GPS-denied environment. This 
new method inherits the advantages of RWTLS and FIMLOE 
methods. The primary contributions of this paper are: 
(1) An integration method which combines the advantages 
of RWTLS and FIMLOE is proposed. This new method is able 
to correct the 3D point observation model and the uncertainty 
propagation parameters vector, and it is also capable of 
calibrating the boresight alignment errors between the laser 
scanner frame and the IMU frame. 
(2) This paper established a mathematical model for MLS 
and analyzed in depth the effects of the individual error source 
on the error budget of MLS. 
(3) The experimental results show that the proposed 
method can improve the positioning accuracy of the MLS 
system in terms of Mean, RMS and Stdev in the 2D(H) and 3D 
orientations compared with TLS and LS methods, , and it is 
suitable for GPS-denied environments. Furthermore, according 
to the alternate 2 test, the RWTLS-FIMLOE method can bring 
improvements in the overall accuracy up to 17.96%, 10.35% 
and 43.58%, 27.28% in horizontal and vertical localization 
when compared with TLS and LS methods. 
In conclusion, the developed RWTLS-FIMLOE method 
realized an effective improvement for MLS system position 
accuracy and exhibited similar performance of TLS. It can be 
widely applied in MLS surveying engineering, such as 3D 
indoor modeling for visualization in planning, simulations for 
environmental management, navigation for robot or vehicle, 
and surveying for underground mine, and so on. It is able to 
keep the high accuracy of the laser scanning points cloud data 
with little uncertainty in GPS-denied environments. 
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