We study phase diagrams of a class of doped quantum dimer models on the square lattice with ground-state wave functions whose amplitudes have the form of the Gibbs weights of a classical doped dimer model. In this dimer model, parallel neighboring dimers have attractive interactions, whereas neighboring holes either do not interact or have a repulsive interaction. We investigate the behavior of this system via analytic methods and by Monte Carlo simulations. At zero doping, we confirm the existence of a Kosterlitz-Thouless transition from a quantum critical phase to a columnar phase. At low hole densities, we find a dimer-hole liquid phase and a columnar phase, separated by a phase boundary which is a line of critical points with varying exponents. We demonstrate that this line ends at a multicritical point where the transition becomes first order and the system phase separates. The first-order transition coexistence curve is shown to become unstable with respect to more complex inhomogeneous phases in the presence of direct hole-hole interactions. We also use a variational approach to determine the spectrum of low-lying density fluctuations in the dimer-hole fluid phase.
I. INTRODUCTION
The behavior of doped Mott insulators is a long-standing open and challenging problem in condensed-matter physics. Mott insulators are the parent states of all strongly correlated electronic systems and as such play a crucial role in our understanding of high-T c superconductors ͑HTSC͒ and many other systems. Their strongly correlated nature implies that their behavior cannot be understood in terms of weakly coupled models. Except for the very special case of one spatial dimension, the physics of doped Mott insulators is currently only understood at a qualitative level. The solution of this challenging problem remains one of the most important directions of research in condensed-matter physics.
Quantum dimer models 1 ͑QDMs͒ provide a simplified, and rather crude, description of the physics of a Mott insulator. They provide a correct description of the physics of Mott insulators in regimes in which the spin excitations have a large spin gap. QDMs were proposed originally within the context of the resonating-valence-bond ͑RVB͒ mechanism of HTSC. 2, 3 These systems are of great interest as they can yield hints on the behavior of more realistic models of quantum frustration.
The main idea behind the formulation of QDMs is that, if the spin gap is large, the spin degrees of freedom become confined in tightly bound singlet states which, in the extreme limit of a very large spin gap, extend only over distance scales of the order of nearest-neighbor sites of the lattice. Thus, in this extreme regime, the Hilbert space can be approximately identified ͑up to some important caveats 1 ͒ with the coverings of the lattice by valence bonds or dimers. Surprisingly, even at the level of the oversimplified picture offered by QDMs, the physics of doped Mott insulators remains poorly understood. In this paper, we explore the phase diagrams, and the properties of their phases, of QDMs generalized to include interactions between dimers ͑or valence bonds͒ and between dimers and doped ͑charged͒ holes. Basic aspects of the physics of these models are reviewed in Ref. 4 and references therein.
Undoped QDMs have been studied more extensively, and by now, they are relatively well understood. [5] [6] [7] [8] [9] [10] [11] On bipartite lattices, their ground states show either long-range crystalline valence-bond order of different sorts or are quantum critical, 1, 4, 8 while on nonbipartite lattices, their ground states are typically disordered and are topological fluids. 7 The more physically relevant doped QDMs, with a finite density of charge carriers ͑holes͒, are much less understood, although some properties are known. [12] [13] [14] [15] [16] [17] [18] In QDMs, a spin- 1 2 hole fractionalizes into a bosonic holon, an excitation that carries charge but no spin, and a spinon, a fermionic excitation that carries spin but no charge. 1, 3, 4, 12 Holons can be regarded as sites that do not belong to any dimer, whereas spinon pairs are broken dimers. This form of electron fractionalization is observable in the spectrum of these systems only in the topological disordered ͑spin-liquid͒ phases of the undoped QDM. Otherwise, as in the case of the valencebond crystalline states which exhibit long-range dimer order, spinons and holons are confined and do not exist as independent excitations. 4 In this paper, we consider several interacting QDMs on a square lattice at finite hole doping and discuss their possible phases and phase transitions as a function of hole density and strength of the interactions. At any finite amount of doping, the system will have a finite density of holes, which are hard-core charged bosons in this description. To simplify the problem, in this work, we do not consider the physical effects of the charge-neutral fermionic spinons which, in principle, should also be present. Thus, at this level of approximation, all spin-carrying excitations are effectively projected out. The remaining degrees of freedom are thus dimers ͑"spin-singlet valence bonds"͒ and charged hard-core bosonic holes. Already this simplified picture of a strongly correlated system is very nontrivial.
For a certain relation between its coupling constants, known as the Rokhsar-Kivelson ͑RK͒ condition, 1 QDM Hamiltonians, both with and without holes, can be written as a sum of projection operators. These RK Hamiltonians are manifestly positive definite operators. For this choice of couplings, the ground-state wave function is a zero-energy state which is known exactly. This RK wave function is a local function of the degrees of freedom of the QDM, the local dimer, and hole densities. The quantum-mechanical amplitudes of the RK wave functions turn out to have the same form as the Gibbs weights of a two-dimensional ͑2D͒ classical dimer problem with a finite density of holes. For the generalized doped QDMs that we consider, the norm of the exact ground-state wave function is equal to the partition function of a system of interacting classical dimers at finite hole density. This mapping to a 2D classical statistical mechanical system, for which there is a wealth of available results and methods, makes this class of problems solvable. 1, 7, 11, 17 In this work, we will investigate the behavior of doped QDMs which satisfy the RK conditions by studying the correlations encoded in their ground-state wave functions. The phase diagrams of these systems turn out to be quite rich. As we shall see, these simple models can describe many aspects of the physics of interest in strongly correlated systems, including a dimer-hole liquid phase ͑a Bose-Einstein condensate of holes͒, valence-bond crystalline states, phase separation, and more general inhomogeneous phases. The undoped version of this system was studied in detail in Ref. 14, where a quantum phase transition was found that was argued to belong to the Kosterlitz-Thouless ͑KT͒ universality class, from a critical phase to a columnar state with long-range order. In this paper, we confirm that this is indeed the case. At finite hole density, hitherto available results are limited to the form of the associated RK QDM Hamiltonian 17, 18 and numerical results for small systems.
In this work, we employ analytic methods [19] [20] [21] [22] combined with advanced classical Monte Carlo ͑MC͒ simulations 23, 24 to probe the correlations in the doped RK wave functions and investigate the phase diagram and its phase transitions. The methods used here can be readily generalized to the case of nonbipartite lattices, for which a number of important results have been published. 7, 25, 26 In Sec. II, we describe the construction of two generalized quantum dimer RK Hamiltonians that we used in our study. A similar but independent construction has been presented by Castelnovo et al. 17 and by Poilblanc et al. 18 The RK wave functions of these generalizations of the quantum dimer model have either a fixed number of holes or a variable number of holes and a fixedhole fugacity. The ground-state wave functions of both models at their associated RK points correspond to a canonical dimer-monomer system in the canonical and grand-canonical ensembles, respectively. Near the end of the paper, in Sec. VI, we introduce a third Hamiltonian, with an associated RK wave function, to study the effects of hole interactions which compete with phase separation at the first-order transitions that we find for both models.
In Secs. III and IV, we study the correlations and the phase diagram for the ground states encoded in these wave functions by means of an analysis of the equivalent classical statistical system of dimers and holes for the RK Hamiltonians of Sec. II. In Sec. III, we summarize the results of a mean-field theory for both noninteracting and interacting classical dimer models at finite doping. The details of the mean-field theory are presented in Appendix A, where we compute the hole-hole correlation function and derive a qualitative phase diagram as a function of hole density and dimer interaction parameters. The main result of this simple mean-field theory is that the phase diagram at finite hole density contains two phases, a dimer-hole fluid and a columnar dimer solid. The columnar-liquid transition is continuous at weak coupling and turns first order at a tricritical point. Naturally, the critical and tricritical behaviors are not correctly described by the mean-field theory, although the general topology of the phase diagram is correct and, remarkably, even the location of the tricritical point is consistent with what we find in the MC simulations of Sec. V.
In Sec. IV, we present a detailed analytic theory of the critical behavior of interacting classical dimers. Sections IV A and IV B focus on the field-theoretic Coulomb-gas approach for this model at zero and finite doping, respectively. We show that, up to a critical value of a parameter, the undoped RK wave function describes a critical system with continuously varying critical exponents, with a phase transition ͑belonging to the 2D KT universality class͒ to a state with long-range columnar order. At finite hole doping, we find a hole-dimer liquid phase ͑with short-range correlations͒ and a stable phase with long-range columnar order. At low hole densities, the phase boundary is a line of fixed points with varying exponents ending at a KT-type multicritical point where the transition becomes first order. We present a field-theoretical treatment of this tricritical point and a theory of the evolution of the behavior of the columnar and orientational order parameters and of their susceptibilities along the phase boundary. Past the tricritical point, the system is found to exhibit a strong tendency to phase separation, which we verify in our numerical simulations ͑Sec. V͒. In Sec. VI, we consider the effects of direct hole-hole interactions near the first-order phase boundary and discuss one of the many inhomogeneous phases which arise in this regime instead of phase separation.
In Sec. V, we confirm our analytic predictions via extensive classical MC simulations of the generalized RK wave functions. For the study of the line of critical points at low doping, we employ the canonical generalized geometric cluster algorithm ͑GGCA͒, whereas the first-order transition is studied via grand-canonical Metropolis-type simulations. The GGCA algorithm enables us to study relatively large systems, up to 400ϫ 400, for a range of dopings, 0 ഛ x ഛ 0.06, and to investigate the finite-size scaling behavior. The accessible range of system sizes should be compared to what can be reached for full quantum models, away from the RK condition, where available methods, such as exact diagonalization and Green's function Monte Carlo, allow the study of only very small systems with few holes. 15, 18 In the undoped case, we confirm the existence of a Kosterlitz-Thouless transition from a line of critical points to an ordered columnar state, as found in the work of Alet et al. 14, 16 We study the scaling behavior of the columnar and orientational order parameters and of their susceptibilities.
We also use a mapping of the orientational order parameter of the interacting classical dimer model to the staggered polarization operator obtained by Baxter for the six-vertex model 27 to fit our MC data and find an accurate estimate of the KT transition coupling in the undoped case.
At low doping, we study the transition from the dimerhole fluid phase to the columnar state. We confirm that the scaling dimension of the columnar order-parameter operator is equal to 1 / 8, as predicted by our analytic results of Sec. IV B. We also present a typical set of data that demonstrates how the scaling dimension of the orientational orderparameter varies, again in agreement with the analytic results of Sec. IV B, and use these results to locate numerically the phase boundary. We then turn to the behavior at larger doping and stronger couplings where the transition becomes first order. We study this regime using grand-canonical Metropolis Monte Carlo simulations. We confirm the first-order nature of the phase transition by means of a careful analysis of the finite-size scaling behavior of the order parameters across the phase boundary and of their susceptibilities. We use these results to locate the phase boundary in the first-order regime as well. In Sec. VI, we use MC simulations to study the effects of a direct hole-hole repulsion which suppresses the effects of phase separation, leading instead to a complex phase diagram of inhomogeneous phases, of which we only study its most commensurate case.
In Sec. VII, we study the elementary quantum excitations of the doped QDMs satisfying the RK condition using the single-mode approximation. We only present the main results and have relegated the details to Appendix B. We find that in the dimer-hole liquid phase, hole and dimer density fluctuations have quadratic dispersions E͑k͒ϳk 2 . Thus, this phase should be characterized as a Bose-Einstein condensate of bosonic charged particles ͑holes͒, but not really a superfluid, for reasons similar to those of Rokhsar and Kivelson. 1 We summarize our overall conclusions in Sec. VIII.
While this paper was being completed ͑and refereed͒, a number of independent studies of aspects of this problem have been published. [16] [17] [18] Our results agree with those in these references wherever they overlap, as noted throughout this paper.
II. QUANTUM HAMILTONIANS FOR INTERACTING DIMERS AT FINITE HOLE DENSITY
The Hamiltonian of the quantum dimer model ͑QDM͒ can be written in the Rokhsar-Kivelson ͑RK͒ form 1 as the sum of a set of mutually noncommuting projection operators Q p ,
where ͕p͖ denotes the set of all plaquettes of the square lattice. Each projection operator Q p acts on the states of the dimers and holes of a plaquette p ͑or set of plaquettes surrounding p͒. In the simplest case, 1 each Q p acts only on the states labeled by the dimer occupation numbers of the links of the plaquette p. In this case, the ground state is described by the short-range RVB wave function
where ͕C͖ is the set of ͑fully packed͒ dimer coverings of the 2D square lattice and ͕͉C͖͘ is a complete set of orthonormal states. If one regards the dimers as spin-singlet states ͑with the spins residing on the lattice sites͒, each configuration represents a set of spin singlets or valence bonds. 2, 3 The dimer representation ignores the overcompleteness of the valence-bond singlet states. 1 This problem can be made parametrically small using a number of schemes, including large N approximations 28 and decorated generalizations of the spin-1 / 2 Hamiltonians. 29 It is possible and straightforward to generalize the QDM construction so as to include other types of interactions and coverings. In Ref. 11 , it was shown how to extend this structure to smoothly interpolate between the square and the triangular lattices. It was also shown there that the same ideas can be used to construct a quantum generalization of the two-dimensional classical Baxter ͑or eight-vertex͒ model. In all of these cases, the RK form of this generalized quantum dimer model has an exact ground-state wave function whose amplitudes are equal to the statistical ͑Gibbs͒ weights of an associated two-dimensional classical statistical mechanical system on the same lattice. Thus, if the classical problem happens to be a classical critical system, the associated wave function now describes a 2D problem at a quantum critical point. In Ref. 11, such quantum critical points were dubbed "conformal quantum critical points" since the long-distance structure of their ground-state wave functions exhibits 2D conformal invariance. Here, we are interested in a different generalization of the QDM in which we consider dimer coverings ͑although not necessarily fully packed͒ of the square lattice. We will also consider 2D Hamiltonians whose wave functions correspond to classical interacting 2D dimer problems with local weights. Similar but independent constructions have also been proposed. 17, 18, 30 Trying to be as physical and local as possible, we keep the quantum-resonance terms as simple as before ͑single plaquette moves͒, but the potential terms ͑which again have a central plaquette 3 ͒ now have fine-tuned couplings that depend on the nearby plaquettes. Explicitly, we have ͑cf. 
where R C i and R C i Ј denote the number of pairs of present dimers formed in configurations C i and C i Ј, respectively.
The Hamiltonian of Eq. ͑2.3͒ is designed in such a way that it annihilates any superposition of dimer-configuration states which have amplitudes that are of the form w N p , where w is the parameter appearing in the Hamiltonian and N p is the number of pairs of neighboring dimers in the configuration. 11 In this sense, the Hamiltonian is a sum of projection operators, and consequently, there is a unique ground state for each topological sector which must be composed of the superposition of these especially weighted configurations. The ground-state wave function ͉G͘, the state annihilated by all the projection operators, for this system is
where Z͑w 2 ͒, the normalization of this state,
has the form of the partition function of classically interacting dimers with a coupling u =−2 ln w between parallel neighboring dimers. In the following, we will assume an attractive coupling, u Ͻ 0 or w Ͼ 1. The case u Ͼ 0 was studied for the fully packed case in Ref. 17 . There are two different ways in which we can add doping to our system while still being able to determine the ground state. If we add the following fine-tuned hole-related terms to the initial Hamiltonian ͑2.3͒, 
͑2.6͒
then the resulting ground state becomes
where the number of holes N h is now fixed at a specified value. The norm of this wave function, Z͑w 2 ͒, is the canonical partition function for the set of dimer coverings with a fixed number of holes.
On the other hand, if we add the following terms, which do not conserve the number of holes in the system, to the Hamiltonian ͑2.3͒, 
͑2.8͒
then the ground state of the system becomes
.8͒ includes a natural, short-range repulsion between neighboring holes and an off-diagonal term which represents creation-annihilation of dimers. Furthermore, there is a dimer fugacity term, as in every perturbative derivation of a quantum dimer model. 1 We note that Eq. ͑2.10͒ has the same form as a grand-partition function for dimer coverings of the square lattice. This partition function now depends not only on the interaction u defined below ͓Eq. ͑2.5͔͒, but also on the hole chemical potential / ͉u͉ =2 ln z.
Since the canonical and grand-canonical ensembles become equivalent in the thermodynamic limit, the two ground-state wave functions ͑2.7͒ and ͑2.9͒ must correspond to the same ground-state physics. Furthermore, it is clear that for w = 1, the models are located at the usual RK point of the quantum dimer model on the square lattice. For a system with periodic boundary conditions, each configuration C contains only an even number of holes, with half of the holes on either sublattice.
We remark that the fact that the exact ground-state wave function is a sum ͑as opposed to a product͒ of the ground states of sectors labeled by the number of holes on the lattice is due to the resonance term that we have used to represent the motion of holes. In particular, we have assumed that a dimer can break into two holes which themselves repel each other. In the limit of very strong hole-hole repulsions, in strong-coupling perturbation theory, it is straightforward to recover a fixed-hole-density sector with a single-hole resonance move involving three sites in any direction; the coupling strength in Eq. ͑2.6͒ then becomes t hole ϳ z 4 t hole , and thus, in the limit z → 0, it reduces to an effective hopping amplitude for the holes.
III. MEAN-FIELD RESULTS
To examine the physics described by the ground-state wave functions obtained in the previous section, we start with a discussion of a mean-field theory of the phase diagram. We use the standard approach of regarding the probability densities, obtained by squaring the wave function, as the Gibbs weights of a classical two-dimensional system and focus on the interacting dimer model on the square lattice at finite hole density. Although mean-field theory is insufficient to describe two-dimensional critical systems, it is a useful tool to obtain qualitative features of the phase diagram as well as the behavior deep in the phases, away from criticality.
The details of this theory are presented in Appendix A. We begin by constructing a Grassmann representation of the partition function for an interacting dimer model using the standard methods introduced by Samuel. 31, 32 The resulting theory involves Grassmann ͑anticommuting͒ variables residing on the sites of the square lattice. The action of the Grassmann integral is nontrivial and is parametrized by the hole fugacity z and a coupling between dimers V = z 2 ͑e u −1͒, where u =−2 ln w.
Since the action of the resulting Grassmann path integral is not quadratic in the Grassmann variables, it cannot be reduced to the computation of a determinant. Thus, we use a standard mean-field approach which, in this case, involves the introduction of two Hubbard-Stratonovich ͑bosonic͒ fields i and ij , defined on the sites and links of the square lattice, respectively. Upon integrating out the Grassmann variables, one obtains an effective theory for the fields i and ij which, as usual, is solved within a saddle-point expansion. The dimer m 0 and hole n densities, as well as the columnar order parameter m, can be expressed straightforwardly in terms of the fields i and ij . From this effective theory, one can compute an effective potential ⌫ and the configurations of the observables of interest, n, m 0 , and m, as functions of z and V, and determine the phase diagram.
As a function of hole density ͑or hole fugacity͒ and u, we find that the phase diagram has two phases ͑shown qualitatively in Fig. 2͒ , namely, a dimer-hole liquid phase and a hole-poor phase with long-range columnar order. The nature of the transitions between these phases is incorrectly described by the mean-field theory, particularly at zero doping and near the tricritical point. The correct behavior is the subject of a detailed analysis in the subsequent sections. Nevertheless, the mean-field phase diagram correctly predicts that at low hole densities and moderate values of u, the transition between the dimer-hole liquid and the columnar solid phase is continuous; that for large u, the transition is first order; and that there is a tricritical point at u tr Ӎ 2.733, z tr Ӎ 0.075.
͑3.1͒
Remarkably, the Monte Carlo simulations presented in Sec. V yield a tricritical point at a location quite consistent with these values. Another correct prediction of the mean-field theory is the behavior of the connected hole density correlation function deep in the dimer-hole liquid phase. This prediction, also discussed in detail in Appendix A, fits surprisingly well the Monte Carlo simulations of Krauth and Moessner, 23 performed for a system of classical noninteracting ͑u =0͒ dimers at finite hole density. The mean-field result is consistent with the simulations for a quite broad region of densities even quite close to the fully packed limit z → 0 where, naturally, a wrong correlation-length exponent is predicted.
IV. PHASE DIAGRAM AND CORRELATIONS FOR INTERACTING DIMERS AND HOLES
We now turn to a more precise analysis of the phase transitions of the interacting classical dimer models as a function of hole density on interaction parameter u. Here, we take advantage of a wealth of information and methods from twodimensional systems, exact solutions and conformal field theory, to analyze the behavior in detail and extract conclusions that will be quite useful for the analysis of the wave functions. We begin with a discussion of the undoped case and then discuss the physics at finite hole density.
A. Interacting dimers at zero hole density
It is a well known fact that both classical and quantum two-dimensional dimer models can be represented in terms of height models. For the classical case, this mapping is well known. 11, [33] [34] [35] The mapping for the quantum case has also been discussed extensively. 4, 9, 11, 12, 36, 37 In both cases, the mapping relates each dimer configuration to a configuration of a set of integer-valued ͑height͒ variables h͑r ជ͒, which reside on the sites of the dual lattice, a square lattice in the case of interest here. Thus, this mapping amounts to a duality transformation.
An alternative picture follows from realizing that dimer configurations can be mapped onto the degenerate groundstate configurations of fully frustrated Ising models. 33, 38 In 0 u our case, the corresponding spin model is the fully frustrated Ising model on the square lattice ͑FFSI͒ at zero temperature. In the Ising model picture, each dimer is dual to an unsatisfied bond of the fully frustrated Ising model and classical dimer interactions correspond to second neighbor interactions in the square lattice FFSI. 39 It is easy to see that holes correspond to unfrustrated plaquettes in the FFSI. In this work, we use primarily the language of the height representation.
To map the square-lattice classical dimer model onto a height model, we follow the prescription given in Ref. 11 . One first assigns a height variable to each plaquette. In going around a vertex on the even sublattice clockwise, the height changes by +3 if a dimer is present on the link between the plaquettes and by −1 if no dimer is present on that link. On the odd sublattice, the heights change by −3 and +1, respectively. The dimer constraint that one lattice site belongs to one and only one dimer implies ͑for the square lattice͒ that, for the fully packed case, there are four possible configurations of dimers for each lattice site. In the dual height model, this is reproduced by the period 4 property h ϵ h + 4 of the allowed height configurations. It is easy to see that for the allowed configuration, the average values that the height variables can take at a given site of the direct lattice ͑a vertex͒ are ±3 / 2 and ±1 / 2. On the other hand, a uniform shift of all the heights by one unit, h → h + 1, leads to an equivalent state. This mapping works strictly speaking only for the fully packed case. Holes are sites that do not belong to any dimer and thus represent violations of the full packing rule. They play the role of topological defects ͑"vortices"͒ in the ͑dual͒ height representation.
The exact solution of the noninteracting fully packed dimer model on the square ͑and other͒ lattice has been known for a long time. 40 In particular, the long-distance behaviors of the dimer density correlation functions and the hole density correlation functions are known explicitly. 40, 41 These correlation functions obey power-law behaviors and show that this is a critical system. Here, we will use the standard approach to map the exact long-distance behavior of two-dimensional critical systems to the behavior of the simplest critical system, the Gaussian or free boson model. 19 This approach is consistent for the free dimer model on an even lattice with periodic boundary conditions since its central charge ͑or conformal anomaly͒ is also c =1.
We will use as reference states ͑"ideal states" in the terminology of Kondev and Henley 42 ͒ the four columnar states of the dimer coverings, which have the largest number of flippable plaquettes, and use them to define an effective field theory for this problem. 9 We will assign a uniform value to the coarse-grained height field h =0,1,2,3 to each reference ͑columnar͒ state. Let n x ͑r ជ͒ and n y ͑y ជ͒ represent the coarsegrained dimer densities of the horizontal link with endpoints at the pairs of lattice sites r ជ and r ជ + e ជ x and vertical links with endpoints r ជ and r ជ + e ជ y , respectively. Here, e ជ x and e ជ y are two lattice unit vectors along the x and y directions, respectively, with a lattice spacing of 1.
We can now define the columnar local order parameter as the two-component vector,
which clearly corresponds to the ͑ ,0͒ and ͑0,͒ Fourier components of the dimer densities. This two-component order parameter takes four distinct values for each one of the columnar states and changes sign under shifts by one lattice spacing in either direction. It also transforms as a vector under 90°rotations. Thus, it is the order parameter for columnar order.
Effective field theory: The noninteracting case
The fluctuations of the free field h͑r ជ͒ are described by a continuum Gaussian ͑free boson͒ model. We will find it simpler to work with the rescaled height field = 2 h. For this field, the periodicity condition h → h + 4 becomes → +2. ͑For the rescaled field, the ideal states are =0, /2, ,3 /2.͒ Thus, the allowed operators are 2 periodic functions of and are either derivatives of or the exponential ͑or charge͒ operators exp͑±i͒, exp͑±2i͒, exp͑3i͒, and exp͑±4i͒, which are 2 periodic functions of .
The action S for the rescaled field is
͑4.2͒
For the free dimer model, the stiffness is K = 1 4 ͑see below͒. By matching the exact correlation functions of the free dimer model on the square lattice, one readily finds the following operator identification of the coarse-grained dimer densities in terms of free field operators:
In Ref. 9 , it was shown that this is an operator identity for the free dimer model on the square lattice in the sense that the asymptotic long-distance behaviors of the dimer density correlation functions computed with this Gaussian model are the same as the exact long-distance correlation functions for the free dimer problem on the square lattice 40, 41 provided the stiffness K = 1 4 . Notice that, with this identification, when the field takes each of the values 0 , /2, ,3 /2 ͑the ideal states͒, the density operators take four distinct values which reflect the broken symmetries of the four columnar states.
From the operator identification of Eq. ͑4.4͒, the columnar order parameter is, up to a normalization constant,
Due to the effects of dimer-dimer interactions, the form of this effective action is
The effect of the interactions is a finite renormalization of the stiffness K away from its free dimer value, K = We saw above that, due to the dimer constraints, the allowed charge operators are O n ͑r ជ͒ = exp(in͑r ជ͒). We also saw that the columnar order parameter is proportional to the operator 1 2 ͑O 1 ͑r ជ͒ + O −1 ͒͑r ជ͒ = cos ͑r ជ͒ and carries the unit of charge n = 1. One can also define vortex or magnetic operators, 19 and example of which is the hole. A vortex operator causes the field to wind by 2m, where m is the vorticity ͑or magnetic charge͒. One can similarly define a general composite operator O n,m ͑r ជ͒ with n units of ͑electric͒ charge and m units of vorticity ͑or magnetic charge͒. Its scaling dimensions ⌬͑n , m͒ are
͑4.7͒
We can now use these results to identify a few operators of interest and give their scaling dimensions. These results are summarized in Table I . ͒ = 16, and it is a strongly irrelevant operator. This operator arises naturally due to the fact that the microscopic heights h take integer values, and hence height configurations which differ by a uniform integer shift are physically equivalent. This operator does not break any physical symmetry of the dimer model.
͑4͒ The hole operator is represented by the fundamental vortex operator O 0,±1 . A vortex with unit positive magnetic charge corresponds to a hole on one sublattice, and a vortex with unit negative magnetic charge to a hole on the other sublattice. The scaling dimension of the vortex ͑hole͒ operator is ⌬ 0,1 ͑K͒ = K. At the free dimer value, the scaling dimension of the hole operator is ⌬ 0,1 ͑
, which is consistent with the exact result that the hole-hole correlation function decays as 1 / ͱ r at large distances. 40 
͑5͒
The operator which describes a pair of holes on nearby sites of the same sublattice is represented by the operators O 0,±2 which carry two units of magnetic charge ͑vorticity͒. This operator creates ͑or destroys͒ a diagonal dimer connecting nearby points on the same sublattice. 5 In the ͑2+1͒-dimensional quantum dimer model, this operator is useful to describe the possible pairing of holes. This operator has dimension ⌬ 0,2 ͑K͒ =4K. Its scaling dimension at the free dimer point is ⌬ 0,2 ͑ 1 4 ͒ = 1 and is relevant for K Ͻ 1 2 . As noted in Refs. 11 and 25, this operator maps the square lattice into a deformed triangular lattice. The irrelevancy of this operator for K Ͼ 1 2 implies that this line of fixed points also exists for a deformed triangular lattice, as discussed recently in Ref. 26 .
͑6͒ The free dimer problem is a free fermion system, which can be solved by Pfaffian methods. 25, 31, 40 This is actually a theory with two free real ͑Majorana͒ fermions or, equivalently, one free complex ͑Dirac͒ fermion, at its ͑mass-less͒ fixed point, whose central charge is also c = 1. The appropriate fermion operator is a composite operator of the order and disorder operators 19, 43 which, in this case, is O 1/2,1 . At the free dimer point, the fermion operator has scaling dimension ⌬ 1/2,1 ͑ , and it is a semion. In fact, and not surprisingly, a fermionic approach 25 can be used to map this critical line onto an Euclidean version of the Luttinger-Thirring model. The coarsegrained height model description we sue here corresponds to the bosonization approach of the fermionic version of this problem.
Effective field theory: Interactions and phase transition
We now turn to the effects of dimer-dimer interactions. We recall that we are considering only interactions of a pair of dimers in a plaquette. The interaction energy is
We wish to find the corresponding operator in terms of the coarse-grained ͑rescaled͒ height field . This can be done by using the operator product expansion ͑OPE͒ of the coarsegrained form of the dimer density operators, Eq. ͑4.4͒, in terms of the field . We will also need the standard OPE of the ͑normal ordered͒ charge operators 21, 46, 47 :cos"n͑x͒…::cos"n͑y͒…: = 1 2
:cos"2n͑x͒…:
͑4.9͒ :sin"n͑x͒…::sin"n͑y͒…: = − 1 2 :cos"2n͑x͒…:
where is a short-distance cutoff and the ellipses represent the contributions of irrelevant operators. Using these results, we find that the net effect of the interactions is to renormalize the stiffness K upward,
where we have denoted u Ͼ 0 for attractive interactions. This expression for the renormalization of K is only accurate to linear order in the dimer-dimer interaction. Higher order renormalizations ͑in u͒ would result if the effects of irrelevant operators are also taken into account. The relation between K and the microscopic model is nonuniversal and can only be determined either from an exact solution or from a numerical simulation. One can determine the function K͑u͒ from the Monte Carlo simulations we present elsewhere in this paper. What is important is that these nonuniversal effects affect only the relation between the coefficients of the effective theory and not the form of the effective theory itself. Thus, the effective action of the field theory for the interacting classical dimer model at zero hole density has the form
where we have included the effects of the charge 4 perturbation, cos͑4͒ = cos͑2h͒, which biases the coarse-grained height field to take integer values.
For an anisotropic dimer-dimer interaction, which arises form a term which weights differently the interactions between parallel horizontal dimers from those of parallel vertical dimers, we would have also found a cos͑2͒ operator in addition to an anisotropy for the stiffness. Thus, an anisotropy in the dimer-dimer interaction is a relevant perturbation which couples to the orientational order parameter cos͑2͒.
In Table I , we see that as the attractive interactions grow, there will be a critical value of the interaction u at which the stiffness K͑u c ͒ = 2 . At this point, the cos͑4͒ operator has scaling dimension ⌬ 2,0 = 2, where it becomes marginal. For u Ͼ u c ͓K Ͼ K͑u c ͔͒, this operator becomes relevant. We also see that at K͑u c ͒ = , in which the columnar order parameter has a nonvanishing expectation value. This is a standard Kosterlitz-Thouless ͑KT͒ transition [48] [49] [50] which is naturally described by the sine-Gordon field theory 51-54 whose ͑Eu-clidean͒ action is given in Eq. ͑4.12͒. The only difference between this problem and the standard KT transition, e.g., the classical 2D XY model, is that the phase with a finitecorrelation length is ordered: it is a columnar state with a fourfold degenerate nonuniform state, whereas the finitecorrelation-length phase of the XY model ͑and of its dual surface roughening model͒ has a nondegenerate translation invariant state. In spite of these global differences, this phase transition is in the KT universality class. Thus, the well known behavior of the correlation functions at the KT transition applies to this case as well. 14, [16] [17] [18] In Sec. V, we verify this behavior by a detailed Monte Carlo study of the columnar and orientational order parameters and of their associated susceptibilities for the interacting dimer model.
B. Interacting dimers at finite hole density
We now consider the dimer model at finite hole density, away from the full packing condition. The classical partition function for this problem is given in Eq. ͑2.10͒, where the weights ͑fugacities͒ z and w are related to the coupling constant u and the chemical potential as described earlier.
Recall that the 2D classical partition function Z͑w , z͒ is the norm of the ground-state wave function ͉G͘, of Eq. ͑2.4͒, of the 2D doped quantum dimer model. In terms of a sum over configurations of electric charges n and magnetic charges ͑vortices͒ m, the partition function Z͑w , z͒ is equivalent to that of a generalized ͑neutral͒ Coulomb gas ͑GCG͒ of electric and magnetic charges in two dimensions, 55, 56 Z͑w,z͒ = ͚ ͕n͑r ជ͒,m͑R ជ ͖͒
where prime denotes that the sum is restricted to neutral configurations with vanishing total charge and vanishing total vorticity, i.e., ͚ r ជ n͑r ជ͒ = ͚ R ជ m͑R ជ ͒ = 0. Here, ⌰͑r ជ − R ជ ͒ is the angle between a vortex at R ជ , as seen from a charge at r ជ, measured with respect to the ͑arbitrary͒ x axis. It is the Cauchy-Riemann dual of the logarithm,
As usual, the logarithmic interaction is regularized so that it vanishes for r ជ = r ជ Ј. The short-distance behavior of the inter-actions is absorbed in the fugacities z and w. For the case we are discussing here, the GCG of interest has N = 4, and Eq. ͑4.13͒ is just the Coulomb-gas form of the partition function of the Z 4 model and for the related 2D Ashkin-Teller model. This is a well understood system 21, 22, 50, 52 and in our case, it corresponds to the grandpartition function for the doped interacting dimer model on the square lattice at low hole densities.
In the limit of low fugacities, z Ӷ 1 and w Ӷ 1, the GCG is equivalent to a ͑generalized͒ sine-Gordon field theory in two-dimensional Euclidean space-time, whose ͑Euclidean͒ Lagrangian is given by 21, 52 
͑4.18͒
Here, is the dual field defined by
In Eq. ͑4.18͒, we can see by inspection that the operators cos͑
with the operators
We will use this effective field theory to study the transition between the liquid and the ordered phases of the interacting dimer model. At z = w = 0, this is the KT transition discussed above. For general N, both operators have the scaling dimension if
, the theory is self-dual,
, both operators have scaling dimension of 2 and both are marginal. This is the only case we will discuss here. ͑A detailed discussion of the more general case of N Ͼ 4 was given by Lecheminant et al. 22 ͒ For N = 4, the Euclidean Lagrangian becomes
͑4.20͒
It turns out that this a problem which can be solved exactly. 20, 22 The most direct way of doing this is to perform an analytic continuation from 2D Euclidean space to ͑1+1͒-dimensional Minkowski space-time, i.e., to think of this problem as a ͑1+1͒-dimensional quantum field theory. The Hamiltonian density of the equivalent ͑1+1͒-dimensional field theory is
͑4.21͒
where we have used the fact that ⌸, the canonical momentum conjugate to the field , is simply related to the dual field ,
and obey equal-time canonical commutation relations ͓͑x͒,⌸͑y͔͒ = i␦͑x − y͒.
͑4.23͒
In Eq. ͑4.21͒, we used the decomposition of the field and the dual field into the right and left moving fields R and L ,
whose propagators are
where we have used the complex coordinates ͑not to be confused with the coupling constants͒ z = + ix = i͑t + x͒ and z = − ix = i͑t − x͒, in imaginary and real time, respectively. It is easy to see 20, 22, 57 that the following dimension 1 chiral operators,
are the generators of an su͑2͒ 1 KacMoody algebra given by the OPE,
where a , b , c = x , y , z and ⑀ abc is the Levi-Civita tensor. We also note for future use the following operator identifications ͑still for K =2/͒:
The Hamiltonian of Eq. ͑4.21͒ can be written in terms of these generators and has the Sugawara form: 57
͑4.29͒
Thus, one recovers the old result 20, 51 that at the KT transition, the system has an effective ͑dynamical͒ SU͑2͒ symmetry.
Given the existence of an su͑2͒ 1 symmetry, one expects to find, in addition to the "spin 1" ͑vector͒ representation ͓the su͑2͒ currents͔, operators associated with the spin-1 / 2 representation of su͑2͒ 1 . In the Wess-Zumino-Witten ͑WZW͒ version of this theory, 57, 58 there is an operator with this property, the field g͑z , z͒ of the WZW model. This is a 2 ϫ 2 matrixvalued field with scaling dimension of 1 / 2. In our theory, we also have an operator with scaling dimension of 1 / 2, the operator O 2,0 ϳ exp͑i ͱ 2͒ which we saw was related to the order parameter for broken rotational symmetry; see Table I . Thus, the operators of the spin-1 / 2 ͑spinor͒ representation of su͑2͒ 1 are identified with the operators g͑z,z͒ ϳ ͩ
͑4.30͒
Following the approach of Refs. 20 and 22, we will perform a global SU͑2͒ rotation by / 2 about the y axis which maps
, and J L,R y → J L,R y , after which the Hamiltonian becomes
͑4.31͒
Once again, one can introduce a new Bose field, which we will call ⌽, and its dual ⌽ to use the representation of the su͑2͒ 1 current algebra of the form of Eq. ͑4.26͒. Using that ‫ץ‬ z ⌽ L =−i‫ץ‬ x ⌽ L and ‫ץ‬ z ⌽ R = i‫ץ‬ x ⌽ R , we can rewrite the Hamiltonian as
Thus, along the phase boundary line z = w, the term H pert is absent and we see that the effective Hamiltonian H 0 involves only marginal operators. 20, 22, 50, 52 Similarly, the operators in the spin-1 / 2 representation transform as an su͑2͒ spinor under a / 2 rotation about the y axis in su͑2͒ 1 , leading to the identifications
where the operators on the right hand side of Eq. ͑4.33͒ are vertex operators written in terms of the new bosons ⌽ and ⌽ . Notice that this is a duality transformation. However, there is an operator in this theory, namely, O ±1,0 , which does not have su͑2͒ 1 1 , the operator O ±1,0 will not mix ͑in the sense of its OPE͒ with the marginal operator either. We will see that this implies that the dimension of this operator remains equal to 1 / 4 along the entire line, a result that is also well known ͑see, for instance, Ref. 59 .͒ In contrast, the operators of the spin-1 / 2 representation, Eq. ͑4.30͒, do transform under su͑2͒ 1 , a fact which is generated by their OPEs with the su͑2͒ 1 generators, 57 and we will now see that their scaling dimensions do change along the phase boundary line. In Sec. V, we present evidence from Monte Carlo simulations in support of both statements.
We can now use this approach to solve this problem exactly along the phase boundary. Formally, the Hamiltonian H 0 of Eq. ͑4.32͒ is equivalent to a spinless Luttinger model with attractive backscattering interactions. 60 As in the case of the Luttinger model, the problem is solved by means of a Bogoliubov transformation of the right and left moving bosons. This procedure breaks the su͑2͒ 1 symmetry explicitly. We introduce a new bose field and its dual field . The left and right moving components of these fields, L and R , are linearly related to the left and right moving fields ⌽ L and
where is given by = ͱ 1 + 2͑z + w͒ 1 − 2͑z + w͒ .
͑4.35͒
The inverse transformation of Eq. ͑4.34͒, which relates ⌽ L and ⌽ R to L and R , has the same form and it is obtained simply by replacing by 1 / .
The Hamiltonian H 0 in terms of the new fields becomes
where the "dimensionless velocity" v is
which can be absorbed in a suitable rescaling of the x coordinate, x → x ͱ v. Notice that the parameter plays the same role as the stiffness K defined above, which governed the change of the scaling dimensions at zero doping. Similarly, governs the change of the scaling dimensions along the z = w phase boundary of the systems at finite hole density.
Here too, the relationship between this stiffness and the microscopic interactions is nonuniversal, and the validity of Eqs. ͑4.35͒ and ͑4.37͒ is restricted to the weak-coupling regime in which this continuum theory holds. Notice that, since z ജ 0 and w ജ 0, we will always have ജ 1. This fact will play an important role below.
We can now use these results to determine the scaling dimension of the perturbation H pert along the phase boundary. It is straightforward to write the perturbation H pert in terms of the new field and its dual :
͑4.38͒
C. Critical behavior along the phase boundary
Correlation-length exponent
From Eq. ͑4.38͒, we find that the operator which perturbs the line of fixed points along the phase boundary at finite density, H perp , involves two operators whose scaling dimensions are 2 Ͼ 2 and 2 Ͻ 2, respectively, since Ͼ 1. Thus, this operator becomes more relevant along the phase boundary, away from the KT point, which in this language has = 1. In fact, if we neglect the effects of the irrelevant operator ͑which is a safe thing to do only away from the KT point since its only important effect is a finite renormalization of ͒, we see that the effective theory in the vicinity of the phase boundary is a sine-Gordon theory for the dual field . Since the scaling dimension of the relevant operator is 2 / , it follows that, away from the KT point, the correlation length diverges as the phase boundary is approached as
͑4.39͒
Thus, the correlation-length exponent decreases ͑from infinity͒ along the phase boundary away from the KT point. It is apparent from the form of the perturbation that away from the KT point, there is simple scaling, up to contributions of strictly irrelevant operators. On the other hand, as → 1, the relevant operator becomes marginally relevant and the irrelevant operator becomes marginally irrelevant. Thus, as → 1, we should expect logarithmic corrections to scaling and a complex crossover near =1.
Columnar order parameter and its susceptibility
On the other hand, we noted above that the dimension of the columnar order parameter operator 1 2 ͑O 1,0 + O −1,0 ͒ remains fixed at the KT value of ⌬ 1,0 =1/8. Hence, for this operator, we find 1,0 =1/4. On the other hand, from scaling, we know that the susceptibility exponent obeys the scaling relation ␥ 1,0 = ͑2−͒, where is given by Eq. ͑4.39͒. Hence,
is the susceptibility exponent of the columnar order parameter, which also increases along the phase boundary, even though ␥ 1,0 / =7/4 along the whole phase boundary ͑pro-vided the transition remains continuous͒.
The orientational order parameter and its susceptibility
We can use the operator identifications to look at the behavior of the orientational order parameter which we saw above is the operator O 2,0 of the original version of the theory. We also saw that this operator is a component of the spin-1 / 2 representation of su͑2͒ 2 . We also found how it transforms. In particular, we have
͑4.41͒
Along the phase boundary, the scaling dimension of this operator is
which it is always relevant, and 2,0 = 1 .
͑4.43͒
Using once again the scaling relation ␥ 2,0 = ͑2− 2,0 ͒, we find that the susceptibility exponent for the orientational order parameter is
which also decreases along the phase boundary away from the KT point.
D. Tricritical point, first-order transition, and phase separation
Let us now discuss how this critical line turns into a firstorder transition at a multicritical point. In Secs. V and V D, we use Monte Carlo simulations to show that this is indeed what happens. In Sec. IV B, we used mean-field methods which indicated that the transition eventually should become first order. For this to work, we should be able to predict the existence of a tricritical point along the phase boundary at which the transition becomes first order. It turns out that this is the case and that the first-order transition is triggered by an effective attractive interaction between holes on the same sublattice, leading to phase separation.
To see how this happens, we need to discuss the effects of irrelevant operators along the phase boundary. As we stated above, their most important effect is a finite and nonuniversal renormalization of away from the value given in Eq. ͑4.35͒. We have also focused on the role of the operators O 4,0 and O 0,1 as they are both marginal at the KT transition. However, we also saw that one combination of these two operators remains marginal along the phase boundary and its coupling constant determines the value of , through Eq. ͑4.35͒. On the other hand, the other combination is the sum of a relevant operator, cos(ͱ͑8 / ͒ ) with scaling dimension of 2/, and of an irrelevant operator, cos͑ ͱ 8͒ with scaling dimension of 2. The dimension of the irrelevant operator increases along the phase boundary ͑thus becoming more irrelevant͒, while the dimension of the relevant operator decreases as increases ͑thus becoming more relevant.͒ One possible scenario for a first-order transition is found by noting that as → ϱ, the dimension of the relevant operator vanishes, and the "thermal eigenvalue" ␥ 0,1 / → 2. Thus, at this point, naturally, provided this limit is accessible, the line of fixed points reaches a discontinuity fixed point 61 and the transition becomes first order. However, at this point, the theory becomes pathological ͑as → ϱ, v → 0͒ and one may suspect that other physical effects, contained in irrelevant operators, may intervene before this happens.
We have so far neglected other operators which are even more irrelevant at the KT transition. For example, the operators O 8,0 and O 0,2 have dimension of 8 at the KT point. Recall that the operator O 0,2 represents pairs of holes on the same sublattice. Both of these operators are present in any lattice problem ͑such as the interacting dimer model͒ and play no significant role at the KT transition ͑beyond a nonuniversal but otherwise trivial shift of the critical coupling͒, and for this reason, they were ͑correctly͒ neglected. However, along the phase boundary, the scaling dimensions of these operators change. Using the OPE, it is easy to see that along the phase boundary, both operators contain the operators ͑among others which are less important͒ O 0,2 ϳ cos(2ͱ͑8 / ͒ ) with scaling dimension of 8 / and O 8,0 ϳ cos͑2 ͱ 8͒ with scaling dimension of 8. Even though they are not explicitly present in our starting theory, these operators will be generated under renormalization, and close enough to the KT point, տ 1, they both are and remain irrelevant.
However, although also changes in a nonuniversal manner, the dependence of the dimensions with does not, as it follows from the structure of the theory. Thus, provided the dependence between and the microscopic couplings allows it, it may be possible to reach a point along the phase boundary at which = 4. This will happen at a critical value of the coupling constant u and a critical value of the hole density ͓or, equivalently, at a critical value of the hole fugacity z ͑cf. Fig. 2͔͒ .
At this critical value of , the scaling dimension of the operators O 0,2 becomes equal to 2, and together with the strictly marginal operator O 4,0 , there are now two marginal operators at this point. Thus, the system is at a tricritical point at this value of the parameters. 62 Past this point, O 0,2 becomes marginally relevant along the phase boundary. In this regime, the effective field theory at the phase boundary is a sine-Gordon theory for the field with the marginally relevant operator O 0,2 . Since the sine-Gordon theory in this regime is massive, it has a finite-correlation length, and since O 0,2 is marginally relevant, the correlation length along the phase boundary, which has now become a coexistence curve, has an essential singularity as a function of the distance to the tricritical point, i.e., a KT-like transition. Thus, the transition becomes first order along the phase boundary past the tricritical point with a correlation length that scales like ϳ e const/ ͱ s , where s is the distance to the tricritical point measured along the coexistence curve. In contrast, the correlation length across the phase boundary ͑below the tricritical point͒ exhibits conventional power-law scaling. Closely related scenarios for the existence of such tricritical points have been suggested in other systems, such as the extended Hubbard model in one dimension, 63 the two-dimensional classical Ashkin-Teller model, 64, 65 and the dilute four-state Potts model, 66 which is a statistical system with very similar phase diagram.
What happens as the tricritical point is reached can be understood more physically by noting that at that point, the operator O 0,2 , which measures the probability amplitude for a pair of holes ͑on the same sublattice͒, becomes relevant. The relevance of O 0,2 indicates that holes on the same sublattice now have a strong effective attractive interaction and have a strong tendency to pairing and consequently phase separate. The effective field theory description given above corresponds to the grand-canonical picture, since the coupling constants are simple functions of the hole fugacity. On the other hand, in the canonical description, i.e., at fixed-hole density , the coexistence curve opens up into a two-phase region: there is phase separation between hole-poor regions with local columnar dimer order and hole-rich regions. The jump in the hole and dimer densities ͑as well as in the order parameters͒ across the first-order transition is governed by the correlation length at the coexistence curve. Thus, close to the tricritical point, the jump in the densities ͑i.e., the width in density of the two-phase region͒ has the scaling form ⌬ ϳ −2 and therefore vanishes with an essential singularity as the tricritical point is approached. Similar scaling behavior applies to the discontinuity of the columnar and orientational order parameters across the two-phase region.
In the subsequent sections, we will give further evidence for the nature of the phase transitions in this system, including the first-order transition, using Monte Carlo simulations in the canonical and grand-canonical ensembles.
V. MONTE CARLO SIMULATIONS
We now employ Monte Carlo simulations to map out the phase diagram of the doped quantum dimer models at their generalized RK points. This approach is complementary to the analytic approach of Secs. III, IV A, and IV B and of Appendix A. We first introduce ͑Sec. V A͒ a canonical Monte Carlo algorithm for interacting dimers. In Sec. V B, we apply this method to the case of the interacting fully packed classical dimer model on the square lattice, a system that has been studied recently in some detail, 14, [16] [17] [18] and study its phase transition. In Secs. V C and V D, we consider the case of the doped dimer model at low doping and map out the critical line, verifying the theoretical scenario discussed in Sec. IV B. In Sec. V D, we combine the cluster algorithm with conventional grand-canonical moves that permit us to determine the first-order transition line as a function of dimer fugacity z d and interaction strength u. We also estimate the location of the multicritical point discussed in Appendix A and Sec. IV B using data from both canonical and grand-canonical simulations.
A. Algorithm for classical interacting dimers
At high dimer coverage ͑low doping͒, conventional Monte Carlo algorithms become very inefficient. On the other hand, in Ref. 23 , it was demonstrated that a geometric cluster algorithm ͑GCA͒ can work efficiently for dimers that only have a repulsive hard-core interaction. We briefly summarize this algorithm here. The overlap of two hard-core dimer configurations generates a transition graph. This graph consists of disjoint subgraphs of dimers alternating between the two configurations. In the presence of holes, there are two possible types of graphs: an open graph, which always terminates on a hole, or a closed loop. Any Monte Carlo move corresponds to a transition graph of the initial and final configurations. In the geometric cluster algorithm, the two subgraphs are related by a global lattice symmetry. The algorithm obtains long transition graphs with minimal overhead: moves are never rejected, and each dimer encountered during the construction of the graph participates in the move. The construction proceeds as follows. 23 First, a "seed" dimer and a symmetry axis are chosen at random. The seed dimer is reflected with respect to the symmetry axis, and if it overlaps with other dimers, these are reflected as well. This proceeds in an iterative fashion until there are no more dimer overlaps or, equivalently, when an open or closed graph has been formed. On the square lattice, the algorithm is ergodic if we allow both diagonal and horizontal-vertical axes passing through sites of the lattice. The first choice allows changing the numbers of horizontal and vertical dimers, whereas the second one permits moving through the different winding number sectors. Transition graphs generated by the algorithm are symmetric with respect to the symmetry axis and cross it at most twice.
We now extend this approach to dimers with additional interactions by exploiting the generalized geometric cluster algorithm proposed by Liu and Luijten. 24, 67 Now, in a single cluster move, multiple transition graphs and/or open graphs are formed simultaneously while retaining the rejection-free character of the algorithm. This is achieved by also reflecting dimers that do not overlap, with a probability that depends on the dimer-dimer coupling. When a dimer i, located at r ជ i old , is reflected to a new position r ជ i new , there are two classes of dimers that interact with dimer i: ͑a͒ dimers which interact with it before it is reflected and ͑b͒ dimers which interact with i after it is reflected. Dimers j, located at positions r ជ j , that belong to any of the two classes are included in the cluster ͑i.e., will be reflected with respect to the symmetry axis͒ with a probability
where ␦U ij = V͉͑r ជ i new − r ជ j ͉͒ − V͉͑r ជ i old − r ជ j ͉͒ and V͑r͒ represents the interaction between two dimers at a separation r. Thus, the cluster addition probability for dimer j depends solely on the energy difference corresponding to a change in relative position of i and j. In the limit of a pure hard-core repulsion, this generalized geometric cluster algorithm reduces to the original GCA.
The GGCA applies only to simulations in the canonical ensemble. To perform Monte Carlo simulations in the grandcanonical ensemble, we alternate the cluster moves with conventional grand-canonical Metropolis moves, consisting of insertion and deletion attempts of single dimers.
B. Zero doping: Kosterlitz-Thouless transition to a columnar valence-bond crystal
According to the theoretical study of Sec. IV A and also from the results of Refs. 14, 16, and 17, we expect to find a Kosterlitz-Thouless transition at zero doping as a function of the dimer interaction. To detect and locate this transition, we exploit the fact that there is an ordered phase in the large-u region and define columnar and orientational order parameters,
R͑r͒ ϵ n x ͑r͒n x ͑r + e y ͒ − n y ͑r͒n y ͑r + e x ͒, ͑5.3͒
where n i ͑r͒ denotes the dimer density at r. ͗C͑r͒͘ is nonvanishing only in a columnar-ordered phase, providing a signature of translational symmetry breaking ͑with a fourfold degeneracy͒, whereas ͗R͑r͒͘ measures the breaking of invariance under / 2 rotations. In terms of the most relevant operators of the effective theory of Sec. IV A, using OPE, we make the following identifications:
Having a proper correspondence between the effective theory described in Sec. IV A and the microscopic order parameters ͑5.3͒, we may verify our predictions. Since the conventional fourth-moment ratio ͑directly related to the Binder cumulant 68 ͒ of the order parameter generally does not show a well-defined crossing at a KT transition, we instead use a scaling function of the form of the spontaneous staggered polarization of the six-vertex model, 27 which maps on the same vertex operator as R in the Coulomb-gas representation and is in the same universality class. Keeping only the most relevant terms, this function has the form
From a careful nonlinear least-squares fit to the numerical data outside the finite-size regime ͑cf. Fig. 3͒ , we obtain u c = 1.508± 0.003. For completeness, we also investigate the behavior of the fourth-order amplitude ratios Q M = ͗M 2 ͘ 2 / ͗M͘ 4 with M = C, R. The behavior of Q C , shown in Fig. 4 , is similar to what is expected for the XY model, namely, a collapse of all curves in the critical low-u phase and no well-defined crossing of curves for different system sizes. In contrast, Q R ͑Fig. 5͒ is found to exhibit such strong finite-size effects in the critical phase that its behavior almost resembles that of a regular continuous phase transition. This anomalous behavior explains why the crossing point of the curves for different system sizes could be exploited to obtain an accurate estimate of the critical coupling. 14, 16 In the figures presented in this section, the multiple histogram reweighting method 69 has been used to interpolate all data obtained at different values for the coupling parameter. This allows us to accurately locate crossing points and extrema in the curves.
Alet et al. 14, 16 and Poilblanc et al. 18 used transfer-matrix calculations and Monte Carlo simulations to study the critical behavior of the undoped system for u Ͼ 0 ͑attractive dimer interactions͒, whereas Castelnovo et al. 17 used transfer-matrix methods to study primarily the u Ͻ 0 ͑"repulsive"͒ regime. In addition, in Ref. 16 , the doped interacting dimer model was also briefly studied for low doping by means of numerical transfer-matrix techniques. All these results are consistent and complementary to those presented in the following section.
C. Low doping: Line of fixed points
We now proceed to the low-doping regime. We perform simulations in the canonical ensemble for couplings near the critical region and for hole densities h = 0.004, 0.01, 0.02, 0.04, 0.06. Figure 6 shows, for h = 0.06, the susceptibilities of the columnar and orientational order parameters, C and R, followed by the corresponding fourthorder amplitude ratios in Fig. 7 .
According to the predictions of Sec. IV B, we expect that the columnar order parameter C, which maps onto the O 1,0 effective operator in the scaling limit, will retain its scaling dimension of 1 / 8 along the critical line that emerges from the KT transition point for low hole doping and which constitutes the phase boundary between the dimer-hole liquid and the columnar solid phases. This constant value of the scaling dimension of C is the most salient signature of this critical line: The scaling dimensions of all the other operators . ͑Color online͒ Fourth-order amplitude ratio of the columnar order parameter C in the undoped case. The curves for all system sizes essentially coincide for the entire critical phase ͑u Ͻ u C ͒, as expected for a KT transition. 5 . ͑Color online͒ Fourth-order amplitude ratio of the orientational order parameter R in the undoped case. In contrast to the amplitude ratio of the columnar order parameter C ͑Fig. 4͒, this quantity exhibits a strong finite-size dependence, leading to an effective crossing point that can be used to locate the transition point.
change continuously along the phase boundary.
To test this prediction, we extract the anomalous dimensions C and R ͑which are equal to twice their scaling dimension͒ by means of finite-size scaling. The maximum of the susceptibility scales as max ϳ L 2− +¯. Subleading scaling contributions are omitted in the fitting expression since the results for sufficiently large lattice sizes satisfy simple scaling ͑cf. Figs. 8 and 9͒ .
The correlation-length exponent can be extracted from the slope of the fourth-order amplitude ratios of both order parameters at the critical point. Here, instead, we obtain it from the scaling behavior of the location of susceptibility maximum, which scales as u max = u c + constϫ L −1/ +¯͓cf. Figs. 8͑b͒ and 9͑b͔͒. The critical coupling u c , in turn, is obtained from the crossing points of the fourth-order amplitude ratio ͑Fig. 7͒.
By repeating this procedure for different hole densities, we find C and R , as well as as a function of h . We note that for the undoped case, the ͑logarithmic͒ finite-size corrections are so strong that the anomalous exponents are very difficult to determine. By including subleading corrections to the susceptibility expressions at the KT transition, we find strong indications that C =1/4 and R = 1, satisfying the established theoretical description of this KT transition. The density dependence of the exponents is shown in Fig. 10͑a͒ . Clearly, they behave very differently: For the columnar parameter C, its anomalous dimension remains unchanged and equal to 1 / 4, while for R, it decreases monotonically from 1 to 1 / 4 where the transition is expected to become first order, according to the scenario presented in Sec. IV B. The results from our Monte Carlo simulations are thus consistent with the predictions we made in our theoretical analysis. The evolution of the correlation-length exponent along the phase boundary is shown in Fig. 10͑b͒ . This exponent behaves qualitatively as predicted for finite doping, i.e., it exhibits a monotonically decreasing behavior along the line of fixed points. A direct quantitative comparison to the fieldtheoretical prediction is not possible, since the simulations are performed in the canonical ensemble. Even though the dimer density could be mapped to a dimer fugacity, the field theory assumes a fixed-hole fugacity. In addition, the evolution of the exponent in Fig. 10͑b͒ is slower than predicted because in the simulations, we do not approach the phase boundary perpendicularly in the simulations, which leads to an effective exponent that is smaller than the one computed from the scaling dimension of the relevant operator in the field theory.
In Fig. 11 , we summarize our results for the location of the phase boundary between the dimer-hole liquid phase and the columnar solid phase for hole densities h ഛ 0.06. The behavior of the critical line for h → 0 is consistent with its expected scaling behavior h ϰ −2 ͑ h =0͒, which is based on simple dimensional analysis, with the only length scale of the problem being the correlation length of the undoped problem.
D. High doping: First-order transition and phase separation
Beyond the multicritical point predicted in Secs. III and IV B ͑see also Appendix A͒, we expect a first-order transition line in the z d-u phase diagram, where z d denotes the dimer fugacity. This line separates the crystalline from the liquid phase. According to our scenario, an entropic attraction between holes on the same sublattice becomes marginal and leads naturally to phase separation between a hole-rich liquid phase and a hole-poor columnar crystalline phase. Since the multicritical point is characterized by a marginally relevant operator, complicated crossover will be observed in the first-order transition region in the vicinity of this point. 66 In addition, close to the multicritical point, the first-order transition will be very weak, with a discontinuity that vanishes with an essential singularity as a function of the distance to the multicritical point along the phase coexistence curve. At this transition, all observables, such as the latent heat, should vanish in a similar way, making the numerical study of the transition close to the multicritical point particularly difficult.
To confirm the existence of the discontinuous transition, we perform grand-canonical Monte Carlo simulations with single-dimer insertions and deletions ͑alternated with canonical geometrical cluster moves to accelerate the relaxation of the configurations͒, for couplings u = 3.0, 3.5, 4.0, 5.0, 6.0, as a function of the dimer fugacity z d . Figure 12͑a͒ shows the dimer density as a function of dimer chemical potential d . Although with increasing system size a jump in the dimer density develops, it does not become very pronounced. However, consideration of the heat capacity C V ͓Fig. 12͑b͔͒ confirms the presence of a single phase transition at fixed coupling constant u, as C V exhibits a peak at a chemical 7͒ . Unlike the results for the columnar order parameter ͑Fig. 8͒, the power-law behavior of the susceptibility maximum is now dependent on the hole density, consistent with an anomalous scaling exponent that varies along the phase boundary.
potential that matches the location of the jump in d . We emphasize that this classical heat capacity is not the heat capacity of the ͑2+1͒-dimensional QDM. Indeed, C V does not have any physical meaning in terms of the ground-state wave function that we are considering, because the groundstate energy cannot be changed through variation of the parameters u or d . Another confirmation of the phase transition is obtained from the susceptibilities of the orientational ͓Fig. 13͑a͔͒ and columnar ͓Fig. 14͑a͔͒ order parameters, R and C , respectively. Both quantities exhibit a peak at a chemical potential that approaches, with increasing system size, the location of the peak observed in C V .
To confirm the nature of the phase transition, we consider the scaling of the peaks in C V , R , and C . For a first-order transition, these quantities should exhibit a ␦-function singularity in the thermodynamic limit, or, equivalently, for finite systems, their peaks must scale with the lattice size in a finite system. We find that the heat-capacity peak, apart from a constant background, indeed scales with the lattice size L 2 for the range of system sizes ͑up to L = 140͒ that we considered. This is supported by the behavior of the system-size dependent maxima in R and C , see Figs. 13 and 14, which both scale as L 2 , indicating that = 0. In addition, all local order parameters must develop a discontinuity at the transition point as the system size increases. Whereas the jump in the dimer density ͓Fig. 12͑a͔͒ is not very sharp, the jump in the columnar and orientational order parameters, C and R, is quite pronounced already for the system sizes studied here, see Figs. 15͑a͒ and 15͑b͒. Furthermore, the location the order parameter jump provides a good indication of the transition point.
The strongest evidence, however, is provided by the fourth-order amplitude ratio of the density, Q . At a firstorder transition, this quantity displays a specific behavior, as discussed in Ref. 70 . In particular, the positions of two minima observed in Fig. 16͑a͒ approach, in the thermodynamic limit, the densities of the two coexisting phases. Outside the coexistence region, Q approaches a limiting value of 1 / 3, characteristic of Gaussian fluctuations. This type of behavior is not found at a continuous phase transition and should be considered as a strong indicator for the occurrence of a first-order transition. This is particularly important since the very weak nature of the first-order transition makes it impossible to unambiguously confirm the existence of a double peak in the histograms of the internal energy for the system sizes that we considered. Whereas the first-order transition becomes more pronounced at higher couplings, and it thus should become easier to distinguish the two peaks in the energy histogram, in practice, those simulations are seriously hampered by the very large relaxation times encountered for large dimer interactions.
By repeating the analysis presented here for different couplings, and estimating the coexistence chemical potential from the convergence point observed at the order-parameter discontinuity ͑cf. Fig. 15͒ , we derive the phase diagram in the z d -u plane, see Fig. 16͑b͒ . 
VI. EFFECTS OF REPULSIVE HOLE-HOLE INTERACTIONS NEAR THE FIRST-ORDER TRANSITION REGION
We now discuss briefly the effects of additional interactions near the coexistence curve. It is clear that additional interactions near the first-order transition line should stabilize more complex ordered inhomogeneous phases. The simplest interaction that competes with the tendency of holes to pair and phase separate from the crystal is a weak nearestneighbor hole-hole repulsion V h . The addition of such an interaction to the classical dimer model would lead to an additional energy cost for homogeneous and isotropic clusters of holes. Remarkably, for a range of dimer interactions u, this energy cost leads to the formation of commensurate hole stripes with period of 3, in a region in the phase diagram located between the dimer-columnar crystal and the holedimer liquid. For general values of u, V h , and hole densities, one expects a complex phase diagram, most likely similar to what is found in theories of commensurate-incommensurate transitions, which we do not explore here in detail but are discussed in Refs. 71-74. This phase can be thought of as the ground-state wave function of a quantum Hamiltonian constructed using the approach described in Sec. II. The quantum Hamiltonian that leads to the prescribed wave function includes a generalized form of the hole-related Hamiltonian of Eq. ͑2.6͒,
where R C i h and R C i hЈ denote the number of pairs of holes formed in the corresponding configurations C i h and C i hЈ ͑cf. Fig. 17͒ . More specifically, the ground-state wave function is
This wave function has a counterpart in the grand-canonical ensemble, for which the exactly solvable quantum Hamiltonian is a generalization, in exactly the same way as above, of Eq. ͑2.8͒. As the system size increases, the jump in the dimer density at the first-order phase transition gradually becomes more pronounced but remains relatively weak. ͑b͒ The heat capacity of the classical interacting dimer model for the same coupling strength. We find that the peak scales as C max ϳ C 0 + L 2 , providing strong evidence for a first-order transition at u = 3.5. 8͒, the hole density structure factor shows nontrivial peaks at ͑k x , k y ͒ = ͑±2 /3,0͒ , ͑0, ±2 /3͒, which sharpen as the lattice size increases ͑see Fig. 18͒ . A snapshot of the ordered phase ͑Fig. 19͒ illustrates how the holes order in stripes with a period of three lattice spacings, whereas the dimers are still ordered in a columnar pattern. In this way, the holes minimize the effect of the hole-hole repulsions and the dimers simultaneously maximize the effect of the attractive dimer-dimer interactions. The same pattern is also found for u = 4.0, 4.5, 6.0, in similar regimes for the hole-hole interaction.
More generally, we expect that, as the liquid phase is approached in the regime of strong dimer couplings, a sequence of hole-commensurate phases will be stabilized, leading ultimately to incommensurate phases next to the liquid phase. The formation of this phase diagram is similar in spirit to the ones discussed in Refs. 71-74.
VII. ELEMENTARY QUANTUM EXCITATIONS OF DOPED QUANTUM DIMER MODELS
In the preceding two sections, we discussed the properties of the ground-state wave functions and the behavior of equal-time correlation functions of several operators of physical interest. There we used extensively the connection that exists for these types of wave functions between the computation of equal-time correlators of local operators and computations of similar objects in the equivalent twodimensional classical statistical mechanical system of interacting dimers and holes. In this section, we will be interested in the spectrum of low-lying excitations, which is inherently a quantum-mechanical property.
Unfortunately, as it usually the case in QDMs, 1 all we know is the ground-state wave function. The low-lying excitation spectrum is not known exactly but it can be computed approximately using the variational principle. This is the single-mode approximation ͑SMA͒, which is a useful tool for studying the excited states of many-body systems. [75] [76] [77] [78] [79] It is particularly useful in the case of quantum dimer models at their RK points due to the fact that the exact ground-state wave function is known exactly. The computation of the lowlying collective modes in the QDM was done by Rokhsar and Kivelson. 1 Alternatively, one can describe qualitatively the low-lying spectrum using the effective field theory of the quantum dimer models ͑and their generalizations͒ at criticality, the quantum Lifshitz model of Ref. 11 .
In this section, we will consider only the SMA spectrum in the dimer-hole liquid phase. Similar calculations can be done in the phase with long-range columnar order. In the dimer-hole liquid phase, the equal-time correlation function of the hole density operator, i.e., the one-body density matrix, approaches a constant at long distances. Thus, the wave function for this phase exhibits a Bose condensate of holes. Since the holes are charged, this is a charge Bose condensate. To determine if it is a superfluid ͑or more precisely a superconductor͒, it is necessary to show that it has a finite superfluid stiffness, i.e., a critical velocity. This can be determined form the spectrum of density fluctuations and hence from the spectrum of collective modes. It will turn out that, in spite of the more correlated nature of the wave functions we consider here, the result will be similar to that of Rokhsar and 16 . ͑Color online͒ ͑a͒ Fourth-order amplitude ratio for the dimer density at coupling u = 3.5. The exhibited behavior is typical of a first-order transition ͑Ref. 70͒, with two minima in the thermodynamic limit approaching the coexisting densities. ͑b͒ Phase boundary between the dimer liquid and the columnar solid. For low couplings, the transition is continuous ͑solid line͒. Our best estimate for the multicritical point ͑u c Ϸ 2.6͒ is represented by the large circular dot. Beyond the multicritical point, the phase boundary ͑dashed line͒ is estimated from grand-canonical MC simulations at fixed dimer fugacity z d . Kivelson, 1 i.e., no superfluid stiffness. Given the more general structure ͑while still local͒ of the wave functions we study here, we conclude that wave functions associated with Hamiltonians satisfying the RK condition, in general, do not describe superfluid states.
We begin by summarizing the SMA procedure, focusing on doped quantum dimer models. Firstly, one must know the exact ground state of the system ͉0͘ and the type of excitations which saturate the frequency sum rule. In our case, there are two candidates: the dimer density and the hole density excitations. Since it follows from a variational principle, the SMA provides a proof of existence only for gapless excitations but not for gapped ones. The energy of an excitation created by an operator with wave vector k, which we will denote by k , acting on the ground state is bounded from above as follows: [75] [76] [77] 
where f͑k͒ is the "oscillator strength" and s͑k͒ is the structure factor ͑i.e., the equal-time correlation function͒ for the operator ͑k͒.
In the case of doped QDMs at their RK point, we know their ground-state wave functions exactly and they have ͑by construction͒ zero ground-state energy, E 0 = 0. Thus, the excitation spectrum must be positive. The system will have gapless excitations if E k − E 0 vanishes at some wave vector. It is worth noting that there are two distinct ways for the SMA bound to vanish close to some k = k 0 . One way is if f͑k͒ vanishes at k 0 . This can happen only if the commutator ͓H , ͑k 0 ͔͒ vanishes. This means that ͑k 0 ͒ is a conserved quantity. The other way occurs when s͑k͒ becomes infinite at k 0 . This is a signature of a nearby density-ordered state like the columnar dimer crystal we found in the phase diagram of the dimer models under study, shown in Fig. 2 .
In the following, we will use the following operator definitions. For dimers, ␣ d ͑r͒ denotes the dimer-density operator and it takes the values of ±1 if a dimer is present or absent at the link which begins at the position r and has direction ␣ = x , ŷ. For holes, h ͑r͒ denotes the hole density operator and it takes the values of ±1 if a hole is present or absent at the position r.
Details of the derivations of the SMA oscillator strength functions for both models are given in Appendix B. Here, we just quote the main results.
A. Fixed-hole-density model
Hole density excitations
For the fixed-hole-density model, the SMA oscillator strength function f͑k͒ for hole density excitations is given by f͑k͒ = 4t hole q 2 ͑7.2͒
From the results of the Sec. III and Appendix A, we may conclude that for k = ͑ , ͒ + q, the structure factor near ͑ , ͒ scales like s ͑,͒ ͑k͒ ϰ 1 q 2 + −2 and, thus, s ͑,͒ ͑0͒ is a constant. Thus, E k ͑,͒ − E 0 ϰ q 2 . For k = ͑0,0͒ + q, the results from the following section, which formally hold only for low density of dimers, lead to the conclusion that s ͑0,0͒ ͑k͒ ϰ 1 q 2 − −2 and s ͑0,0͒ ͑0͒ is again a constant but has strong oscillatory behavior in real space. Thus, from the correlation function we computed in Appendix A, we conclude that these excitations are also quadratic in the momentum q, i.e., E k − E 0 ഛ q 2 . This result is consistent with the compressibility argument, given in Ref. 1, which would also give quadratic dispersion in this case ͓keeping in mind that in this case, the compressibility is infinite when the system is doped ͑con-stant number of holes͔͒. However, it is important to stress that the compressibility argument is a stronger condition because our calculation of the correlation function is legitimate for low dimer densities.
Dimer-density excitations
For the fixed-hole-density model, the SMA oscillator strength function f͑k͒ for dimer-density excitations is given by f͑k͒ = f dimer-flip ͑k͒ + f hole͑1͒ ͑k͒ ͑ 7.3͒
Close to the wave vector Q 0 = ͑ , ͒ with k = Q 0 + q, both oscillator strengths f dimer-flip ͑k͒ and f hole͑1͒ ͑k͒ vanish quadratically ͑cf. Appendix B͒ and more specifically, f dimer-flip ͑q͒ = 8tq 2 , ͑7.4͒ f hole͑1͒ ͑q͒ = -t hole q 2 .
͑7.5͒
Given the fact that the dimer-density structure factor is a constant at Q 0 = ͑ , ͒ and combining Eqs. ͑B12͒ and ͑7.3͒ we may conclude that there are gapless dimer-density excitations at Q 0 = ͑ , ͒. In addition to these results, we may have additional branches of dimer-density excitations, especially when there is a divergence of the structure factor at some wave vector Q 0 which would be an indication of dimer order at a nearby phase. In particular, this happens at the phase boundary between the hole-dimer liquid phase and the columnar-ordered crystalline phase.
B. Fixed-hole fugacity model
As above, we can study the hole density excitations of the second model, the grand-canonical model, in which the hole density is not fixed but is determined by a parameter z which plays the role of a hole fugacity in the wave function. By the fact that there is no conservation of the number of holes is explicitly broken, we can predict that the numerator f͑k͒ will vanish only at Q 0 = ͑ , ͒. This happens because of the bipartite lattice symmetry that enforces the number holes on each sublattice to be equal. For the fixed-hole fugacity model, the SMA oscillator strength function f͑k͒ for hole density excitations is f hole͑2͒ ͑k͒ = 4t pairing ͓2 + cos͑k x ͒ + cos͑k y ͔͒.
͑7.6͒
The formula shows that the numerator f hole͑2͒ ͑k͒ vanishes only at the wave vector Q 0 = ͑ , ͒ quadratically, as ex-pected. The dimer-density excitations are not gapless ͑in the sense that the numerator does not vanish for any Q 0 ͒, because the dimer-flip contribution vanishes at ͑ , ͒ , ͑0,͒ and the dimer-breaking term gives a constant contribution. This is expected due to the violation of the dimer number conservation. It is important to stress that the behavior of the structure factor is exactly the same as before ͑in the fixedhole-density model͒. The reason is the equivalence of the canonical and grand-canonical ensembles in the thermodynamic limit for classical systems.
It is certainly worth noting that, although the two groundstate wave functions of Eqs. ͑2.7͒ and ͑2.9͒ have the same ground-state physics, due to the essential equivalence of the classical canonical and grand-canonical ensembles in the thermodynamic limit, the nature of their quantum elementary excitations is drastically different.
VIII. CONCLUSIONS
In this work, we have constructed generalizations of the quantum dimer model to include the effects of dimer correlations as well as finite hole doping in the wave function. Throughout, we considered the case of bosonic ͑charged͒ holes and neglected the fermionic spinons. We have constructed generalized RK Hamiltonians whose ground-state wave functions describe the effects of ͑attractive͒ dimer correlations and finite hole doping. We have discussed the rich phase diagram and critical behavior of three doped interacting quantum dimer models at their RK point using both analytic methods and numerical simulations. We have shown that the ground-state wave function embodies a complex phase diagram which consists of dimer-hole liquid and columnar phases separated by a critical line with varying exponents, ending at a multicritical point with a KosterlitzThouless structure where the transition becomes first order. The critical behavior along the low-doping section of the phase boundary was investigated in detail, and the predictions of our scaling analysis were confirmed with large-scale Monte Carlo simulations. Monte Carlo simulations were also used to show that the transition between the dimer-hole liquid and the columnar solid does indeed become first order and to estimate the location of the multicritical point and of the first-order phase boundary.
In the high-doping regime, near the first-order transition line, additional repulsive interactions among holes were shown to generate, at the expense of the two-phase region, an even richer phase diagram with phases in which the dimerhole system becomes inhomogeneous. In the regime of strong dimer coupling, u =5=0, and weak hole interactions, V h = 0.5, we found a stripe phase with wave vectors ͑2 /3,0͒ and ͑0,2 /3͒. In general, we expect the two-phase region to be replaced by a complex phase diagram with a large number of commensurate and incommensurate phases. This physics is well known in the context of twodimensional classical statistical mechanics of systems with competing interactions. [71] [72] [73] However, it is interesting to see how it arises at the level of the exact ground-state wave function of models of strongly correlated systems, particularly given the current interest on this type of phenomena in high-temperature superconductors and related systems. 13, [80] [81] [82] [83] [84] In this paper, we have also presented an analysis of the low-lying excitations of the quantum system and found that, much as in the case of the Rokhsar-Kivelson quantum dimer model, the doped system is a Bose-Einstein condensate but not a superfluid, since the superfluid stiffness vanishes even though both dimers and holes interact. It is apparent that in order to render the Bose-Einstein condensate a true superfluid, it is necessary to violate the RK condition which forces the wave function to have a local structure. The effects of violations to the RK condition are poorly understood, and we have not investigated this important problem which is essential in determining the generic phase diagram of these models.
So, when the sources are set to zero, the density in terms of the fugacity, in the limit z → 0, is = 2 1 + ͱ 1 + 16z
.
͑A14͒
As a check of the approximation, we may expand the result in the region of z → 0, where the result should be Ӎ 1 for the hole density:
Or, equivalently, for → 1 − ,
The hole density-density correlation function can be obtained in the following way by using the Legendre transform:
͑A17͒
and also
͑A18͒
By using Eqs. ͑A11b͒ and ͑A18͒, we have
Since M ij is a function of the distance between sites and vanishes except for nearest neighbors, its Fourier transform is M͑q ជ͒ = a 
͑A20͒
Also, we set a = 1, and finally, the hole density connected correlation function is
͑A21͒
For momenta near Q = ͑ , ͒, q = Q + p, with p small, it becomes
where is the correlation length
Finally, the connected hole density correlation function ͑the structure factor͒ in real space for → 1 is
ͱ r e −r . ͑A24͒
If we restore the units, the correlation length is = a ͱ 1−a 2 4a 2 . Surprisingly, given how crude this approximation is, the result of Eq. ͑A24͒ is consistent with the numerical results provided by Krauth and Moessner 23 for much of the dimerdensity range they studied. Significant deviations are seen only upon approach of the close packing regime where the classical dimer model is critical and this mean-field calculation fails, e.g., the correlation length diverges as → 0 with exponent 1 / 2, given by Eq. ͑A23͒ ͑the mean-field value͒. The correct value of the exponent can be deduced from Table  I and it is 1 / ͑2−1/4͒ =4/7 ͑1 / 4 being the scaling dimension of the hole operator for the noninteracting case.͒ As we show in Sec. IV A ͑and in Table I͒ , the dimension of the hole operator grows from the value of 1 / 4 for free dimers to a value of 2 at the ͑Kosterlitz-Thouless͒ transition to the columnar state, where it should exhibit an essential singularity due to the marginality of the hole operator.
