Total scattering and pair distribution function (PDF) analysis has created new insights that traditional powder diffraction methods have been unable to achieve in understanding the local structures of materials exhibiting disorder or complex nanostructures. Care must be taken in such analyses as subtle and discrete features in the PDF can easily be artefacts generated in the measurement process, which can result in unphysical models and interpretation. The focus of this study is an artefact called the parallax effect, which can occur in area detectors with thick detection layers during the collection of X-ray PDF data. This effect results in high-Q peak offsets, which subsequently cause an r-dependent shift in the PDF peak positions in real space. Such effects should be accounted for if a truly accurate model is to be achieved, and a simple correction that can be conducted via a Rietveld refinement against the reference data is proposed.
Introduction
Determination of the atomic structure is fundamental in understanding and engineering unique functional materials (Cheetham & Goodwin, 2014) . Structural disorder has become a key aspect in such materials, but understanding such features can be challenging. Total scattering and pair distribution function (PDF) analysis has served as an excellent tool for understanding the local structures of disordered materials, offering new insights that traditional powder diffraction methods have been unable to achieve (Hou et al., 2018; Keen & Goodwin, 2015; Young & Goodwin, 2011; Proffen & Kim, 2009; Petkov, 2008; Billinge, 2008 Billinge, , 2019 Egami, 2007) . This field has been rapidly evolving with the developments in computing power, brighter radiation sources and detector efficiencies, allowing more complex experiments and modelling to be achieved (Eremenko et al., 2017; Jiang et al., 2018; Jensen et al., 2012 Jensen et al., , 2015 Usher et al., 2015; Hu et al., 2013; Roelsgaard et al., 2019; Pramanick et al., 2018) .
PDF analysis of atomic structures is typically conducted via small- (Farrow et al., 2007; Coelho et al., 2015) or big-box modelling (Matthew et al., 2007; Gereben et al., 2007; Gereben & Pusztai, 2012) . There have also been developments in complex modelling, which involves analysing different features, such as particle shapes or stacking faults (Juhá s et al., 2015; Neder & Proffen, 2008; Usher et al., 2018) . In all modelling methods, the analysis of subtle and discrete features of the PDF is key (Božin et al., 2011; Usher et al., 2016; Thomä et al., 2019) . This can include small peaks that give an indication of new bonds or r-dependent features that can be uncovered by 'box-car' methods (Smith et al., 2008; Proffen & Kim, 2009; Usher et al., 2016) . However, it is important to proceed with caution when analysing such features, as artefacts can easily be generated in the process of obtaining the PDF. There have been various studies that have shown how small discrepancies in the total scattering data can affect the PDF and therefore produce unphysical models and interpretation Owen et al., 2017; Toby & Egami, 1992) . The focus of this study is one such artefact that can occur in area detectors with thick detection layers during the collection of X-ray PDF data. In this particular case we apply amorphous silicon flat-panel detectors, but the conclusions are valid for all area detectors with thick detection layers, for example hybrid pixel area detectors.
Despite their shortcomings, flat-panel detectors are today the most commonly used detectors for collecting total scattering data at synchrotron beamlines. This is mainly because of their large area, reasonably fast read-out and relatively low price. The large area allows for rapid collection of high-Q data with good statistics using a single detector position (Chupas et al., 2003) . It has been noted in previous work that the thickness of the scintillator combined with incomplete X-ray absorption creates artefacts in the diffraction data at high Q (Daniels & Drakopoulos, 2009) . One is called the oblique incidence effect (Zaleski et al., 1998; Skinner et al., 2012; Bendert et al., 2013) and the other the parallax effect (Kawaguchi et al., 2017; Chen et al., 2019; Mendenhall et al., 2015; Pinto et al., 2009 ). In the former, the effective thickness of the scintillator increases when the photons hit the detector at an oblique angle, leading to an increase in observed intensity. The parallax effect leads to a change in observed peak position. This occurs as the photon is not necessarily detected in the pixel where it hit the front of the detector. At high angles a photon hitting the detector may traverse several pixels before being detected (Daniels & Drakopoulos, 2009) , as illustrated in Fig. 1 . Ideally, both of these effects should be corrected directly in the integration software. To our knowledge, only the oblique incidence correction is currently available and well accounted for in commonly used integration software (Filik et al., 2017; Prescher & Prakapenka, 2015) . The parallax effect is in general minor, but it has been suggested that it may be advantageous to correct for it in order to obtain accurate crystalline PDF measurements (Daniels & Drakopoulos, 2009) ; however, the effect has to our knowledge never been studied.
In this work we focus on the parallax effect. We show how the resultant high-Q peak offsets affect the corresponding PDF and present a simple solution for correcting them. This has been demonstrated using Ni, CeO 2 and LaB 6 , which are commonly used standards in this field for data reduction and instrumental parameters. Additionally, they are highly crystalline and scatter well out to high Q values, making them well suited for this study.
Method
X-ray total scattering was performed at beamline P21.1 at PETRA III, Hamburg, Germany (E = 103 keV, = 0.1207 Å ). Ni (Alfa Aesar, 99.9%, 3-7 mm), CeO 2 (Sigma Aldrich, 99.9%, <5 mm) and LaB 6 (Sigma Aldrich, 99%, 10 mm) samples were loaded into 1.02 mm polyimide capillaries and spun whilst measuring in transmission mode with a 2D PerkinElmer XRD1621 flat-panel detector at a sample-to-detector distance of 351.5 mm. The geometry was calibrated in Dioptas (v 0.4.1) (Prescher & Prakapenka, 2015) using CeO 2 , refining the sample-detector distance, beam centre, and pitch and yaw detector angles. The data were subsequently integrated using the refined geometry in Dioptas. The PDFs G(r) were calculated using the PDFgetX3 (Juhá s et al., 2013) software from the xPDFsuite (Yang et al., 2014) with a Q max of 24 Å À1 . Rietveld refinements against the diffraction and PDF data were carried out using the software package TOPAS (Coelho, 2018) . Ni and CeO 2 were refined with the cubic Fm3m space group, and LaB 6 with the cubic Pm3m space group. Fig. 2(a) shows the Rietveld refinements on the diffraction data of the three different standard materials of Ni, CeO 2 and LaB 6 , across a Q range of 1-26 Å À1 . The inset in the top right of the figure shows the region of the high-Q scattered peaks near 18 Å À1 . These three data sets were refined simultaneously, applying the same peak shape profiles for all three data sets. Lattice parameters and pseudo-Voight peak profiles were refined.
Results and discussion
When observing the fits across the whole range, they appear to be reasonable, with the main differences occurring at the Illustration of the parallax effect in flat-panel detectors for a single X-ray photon. At low scattering angles, the observed 2 is the same as the actual 2. However, at high angles, the X-ray photon may traverse several pixels, potentially resulting in a difference between the observed and actual 2 value. For a large number of scattered photons this will result in a broadening and shift in the centre of mass of the observed peak.
low-Q high-intensity peaks. Towards high Q values, the difference between the fit and the observed data seems negligible. However, when examining this region in detail it becomes clear that there are some subtle differences between the data and fit [see inset in Fig. 2(a) ]. For all three samples, there is a mismatch between the peak positions in the data and fit. The measured peak positions at high Q were all observed at slightly higher Q values than predicted, which is attributed to the parallax effect. This is similar to the observations reported by Daniels & Drakopoulos (2009) , which showed increased shifts in the peak positions for higher Q values. In their study, a correction based on their particular setup was presented. Here, we propose a simple approximation applicable for all detectors perpendicular to the incoming beam.
To correct for these high-Q discrepancies, a quadratic polynomial offset of the form Á2 = a(2) 2 + b(2) was fitted to the data, where a and b are refinable coefficients. These coefficients will vary depending on the beam energy, scintillator material and incident angle. This can easily be implemented in, for example, TOPAS (Coelho, 2018) , and an example input script has been included in the supplementary information. This polynomial is a function of Q and hence the offset varies from low Q to high Q, which means that the fit can be improved for all Q values. Similar to the peak shapes, the coefficients of this Q-dependent offset correction were refined across all three data sets simultaneously. Fig. 2(b) shows the same Rietveld refinement as Fig. 2(a) , but this time with the offset polynomial applied.
The high-Q region is shown in the inset of Fig. 2(b) , which illustrates that there is a much better agreement between the peak positions of the fit and the measured data after application of the correction. At a Q value of 25 Å À1 , this corre-sponds to a Q shift of 0.07 Å À1 , equal to 0.6 mm ($3 pixels) on the face of the detector. The refined coefficients (supplementary Table S1 ) of the polynomial are subsequently used to correct the Q values of the measured data.
The goal of collecting high-Q diffraction data is often not to analyse reciprocal-space data but to analyse the calculated PDF. Hence, such small effects can easily go unnoticed and the issue remains as to whether the parallax effect makes any significant difference to the PDF. Fig. 3 shows the PDFs that were calculated for the data with the unmodified Q axis (blue) from Fig. 2(a) and the corrected Q axis (red) and the difference between them (green). In this figure the whole PDF across an r range of 0-45 Å is shown, with insets in the top-left and -right corners showing close-up regions of the low-r and high-r peaks.
Like the diffraction data, the PDFs in Fig. 3 with and without the correction appear to be very similar when observing the full r range. When observing the low-r peaks near 4 Å in the inset in the top left, the peaks almost completely overlap, with the correction making negligible difference. However, the inset in the top right shows that the peaks at the higher r range near 25-26 Å have a much larger mismatch in their positions. Observing the peak maxima of CeO 2 , there is a shift of approximately 0.01 and 0.05 Å at 3.8 and 25 Å , respectively. Rietveld refinements on diffraction data for the Ni, CeO 2 and LaB 6 standards. The data are shown in blue, the fit in red and the difference in green. The fits in (a) are with the raw integrated data, whilst in (b) an offset polynomial has been applied. The insets in the top right of (a) and (b) show the region of the high-Q diffraction peaks near 18 Å À1 .
Figure 3
Comparison between the PDFs calculated without and with the corrected diffraction data across an r range of 0-45 Å . The unmodified data are in blue, whilst the corrected data are in red and their difference is in green. Insets in the top-left and -right corners show close-up regions of the low-r and high-r peaks. Such small differences might not appear to be detrimental to the modelling, but previous studies have shown that small artefacts in the data can produce large differences in big-box modelling (Owen et al., 2017) .
Rietveld-type refinements against each of the PDFs from 1 to 50 Å were conducted whilst allowing the lattice parameters to refine to further quantify the effect of the correction. The results from this, along with the results from refinements against the diffraction data, are shown in Table 1 . It can be seen that the PDF R wp parameter improves significantly after the inclusion of the parallax correction, indicating that the fit is better in the full r range. In the case of the reciprocal-space refinements, the improvement to R wp is only minor, as the offset affects the high-Q low-intensity peaks. When comparing the lattice parameters between the powder X-ray diffraction and PDF refinements across the same data sets (i.e. the same row) in Table 1 , it can be seen that there are small differences. These are most noticeable in the LaB 6 and Ni samples, which is a known artefact (Jiang et al., 2018; Hong et al., 2016) . However, this difference decreases after the correction is applied, which is most notable for CeO 2 . The difference between the lattice parameters for the fits to the data with and without the correction (i.e. the same column) is much larger, with the corrected data yielding larger unit cells.
The differences between the corrected and uncorrected PDFs increase with r, and thus it is expected that a single unit cell cannot fit the data in the full r range. This is tested by conducting a 'box-car' refinement across the PDF fitting range with a 10 Å window and 1 Å increments. The results for all these different fits are summarized in Fig. 4 .
Most noticeable in Fig. 4 is the variation in the lattice parameters. For all three samples there is a significantly larger variation across the r range without the parallax correction. When the correction is applied, the lattice parameter is a lot more consistent across the r range. This is further evidence that the lack of the correction results in unphysical r-dependent structural variations that can yield incorrect models.
Conclusions
Total scattering methods are powerful and useful techniques for understanding how subtle structural deviations affect materials properties, but with such minute features being analysed, great care needs to be taken to avoid unphysical artefacts. We have demonstrated how the parallax effect leads to high-Q peak offsets, which subsequently cause an r-dependent shift in the PDF peak positions in real space. It is easy to overlook these effects as many PDF analyses focus mainly on the real-space analysis, with small deviations in the high-Q Bragg data easily ignored. Such effects should be accounted for if a truly accurate model is to be achieved. Ideally the raw area-detector data should be corrected for parallax effects. Deconvoluting the effect at this stage would make the correction applicable to experiments where the detector is not normal to the beam. The correction proposed here is empirical and only tested for scenarios where the beam is perpendicular to the detector.
As shown above, erroneous r-dependent unit-cell parameters may be observed in 'box-car' refinements if no correction for the parallax effect is applied. These effects are small and may not drastically alter the analysis of amorphous or nanoparticle systems over small r ranges of 0-10 Å , where the r-dependent peak offset between the two data sets is minimal. However, in the case of crystalline materials this may be an important effect to account for. One example may be ferroelectric relaxors, where many studies have used r-dependent refinements, such as the 'box-car' approach, to address deviations between local and average structures (Hou et al., 2018) . We propose to correct for this effect by applying a quadratic polynomial offset correction in a Rietveld refinement against the standard reference material (e.g. CeO 2 , LaB 6 Lattice parameters from refining the Bragg and PDF data. The blue and red solid lines, labelled PDF and PDF corr., correspond to fitting the PDF with an r range of 1-50 Å for the unmodified and corrected data, respectively. The green and magenta lines, labelled Bragg and Bragg corr., correspond to the results from Figs. 2(a) and 2(b), respectively. The red circles and blue triangles, joined by dashed lines and labelled box and box corr., correspond to the 'box-car' results for the unmodified and corrected data, respectively. In the 'box-car' method, a 10 Å window was fitted to the data in 1 Å increments. The x position of the markers corresponds to the centre of the box and the vertical lines correspond to the error bars, which are smaller than the size of the markers. 12.501 5.40675 (7) 3.126 5.40777 (27) CeO 2 -corrected 11.005 5.41535 (6) 3.049 5. 41515 (26) etc.) data and subsequently applying this correction to the scattering data of the samples of interest before calculating the PDF.
