In many applications, it is of interest to approximate data, given by m × n matrix A, by a matrix B of at most rank k, which is much smaller than m and n. The best approximation is given by singular value decomposition, which is too time consuming for very large m and n.
Introduction
Let A = [a ij ] ∈ R m×n , i.e. A is a real valued m × n matrix, where m, n are very big, e.g. m, n ≈ 10 6 . Usually, such A is stored on a disk, and not on the memory of a desktop computer. A k-rank approximation of B = [b ij ] ∈ R m×n of A can be written as
The amount of a storage of B is (m + n)k, and this amount of storage can be reduced to (m + n − 1)k. The best rank k-approximation of A with respect to the Frobenius norm is given by the singular value decomposition of A, abbreviated here as SVD. The complexity of the complete SVD decomposition of A is O(min(m, n) 2 max(m, n)) [6] , which makes it unsuitable for most of applications. The complexity of finding best rank k-approximation of A is O(mnk). In a joint paper with Kaveh, Niknejad and Zare [4] we gave an iterative algorithm for finding an approximate rank k-approximation to A by reading several rows of A at random at a time, and updating this approximation by reading additional rows. (The same algorithm applies by reading random columns of A.) The main feature of this algorithm is that each update gives a better k-rank approximation to A. The algorithm stops if our approximation is not improved enough, or if it exceeds the allocated number of computations. The disadvantage of this algorithm is that its complexity is O(mnk), which is too costly for most of the applications.
In this paper we suggest another algorithm for a k-rank approximation of A by reading O(k) random rows and columns at a time, and updating the approximation several times. The big computational advantage of the suggested algorithm is its complexity O(k 2 max(m, n)). This algorithm extend to three and higher dimensional tensors. Our algorithm is related to the algorithms given in [1, 2, 3, 7] . It differs from the above algorithms, since it does not assume any probabilistic distribution of entries of matrices or tensors. We think that our approach is better for real life applications, and it will have many applications in data mining, data storage and data analysis.
We describe briefly the main ideas of our algorithm for matrices. Assume that we read p columns and q rows of A. This information corresponds to the matrices C ∈ R m×p , R ∈ R q×n . We now look for a matrix F ∈ R m×n of the form CU R with an unknown matrix U ∈ R p×q . Let U b be a solution to the least square problem which minimizes
Here S ⊂ {1, . . . , m}×{1, . . . , n} is the set of the indices associated with the entries of C and
we find B, the best k rank approximation of F using the SVD of F . The average error of our approximation, based on the information we read, is
We now may read additional number of rows and columns of A. We repeat the above process by incorporating all the rows and columns of A we read up to now to obtain the k-rank approximation B 1 of A. We continue this process until either the error Error av (B k ) stabilizes, or we exceeded the allowed number of computations. In the full version of the paper we will show simulation results on real and synthetic data which compare our results with best k-rank approximation and the algorithm given in [4] . 
Let C r (p, q) ⊂ R p×q denote the subset of all real p × q matrices of rank at most r. More general, the best choice for U is U b,r
The last problem is completely solved in a recent paper [5] . It is shown in [5] that
where X † denotes the Moore-Penrose inverse of X ∈ R m×n . It can be shown that for r = min(rank C, rank R), (≤ min(p, q) ), one can choose U b = U b,r . To find U b one needs O(mn) operations, or roughly mnpq if p << m, q << n, which is prohibitively big, if m and n are very big. Note that the algorithm suggested in [4] , which finds an r-rank approximation of A, is also of order O(mnr).
Hence to find fast a best approximation CU R to A using the entries of A given by C, R, we are looking for U b solving the minimization problem (1.2), where
The minimum of this problem is given by the least squares equation of the system:
HereÛ ,Â is viewed as a vector whose coordinates are the entries of U and the entries of A which are either in C or R. The least squares equation is
We see that the maximum number of operations to compute the matrix S is (pq) 2 (mp + qn − pq). It is possible to reduce the complexity of the computation of the entries of S and c as follows. Let
6)
Note that to compute the entries of the matrices
3 , q 2 (n − q) operations respectively. Decompose the summation (i, j) ∈ S to the following three summation: the first summation is on i ∈ I, j ∈ J, the second summation is on i ∈ I, j ∈ n \J, and the third summation is on i ∈ m \I, j ∈ J. Then we obtain
So to compute the entries of S we need 3(pq) 2 operations, while to compute the entries of c we need (2p + q)pq operations. The solution of the system (2.5) can be achieved by using the QR decomposition [6] .
The matrix F = CV R has rank at most min(p, q). If min(p, q) > k we find the best rank k-approximation B of F using SVD. Since p and q are of order O(k) it is straightforward to show using [5] that the complexity of finding B is of order O(k 2 max(m, n)).
Extensions to tensors
Assume for simplicity of the exposition that α = [a i1i2i3 ] ∈ R l 1 ×l 2 ×l 3 is a 3-tensor, where i1,j i2,j i3,j ] ∈ R l 1,j ×l 2,j ×l 3,j . We assume that l j,j = l j and the other two indices l p,j , p ∈ {1, 2, 3}\{j} are of order O(k), for j = 1, 2, 3. So γ j correspond to l p 1j ,j × l p 2j ,j , {p 1j , p 2j } = {1, 2, 3}\{j} j-sections of the tensor α for j = 1, 2, 3. We now look for a 6-tensor ω = [ω q 1 q 2 q 3 q 4 q 5 q 6 ] ∈ R l2,1×l3,1×l1,2×l3,2×l1,3×l2,3 .
Then our given tensor α is approximated by the tensor γ 1 γ 3 γ 3 ω, where we contract the 6 indices in ω and the corresponding two indices {1, 2, 3}\{i} in ω i for i = 1, 2, 3. The optimal ω minimizes the sum of squares of difference between the selected entries in α and γ 1 γ 3 γ 3 ω.
