Abstract Behavioral interventions are increasingly based on holistic approaches to health with an understanding that health-related behaviors are linked. A motivating example is provided by the Philani study, an intervention trial conducted to improve the health of South African mothers and their children. Inter-related health problems around maternal alcohol use, malnutrition, and HIV were addressed; multiple endpoints were targeted. The traditional hypothesis testing paradigm that tests significance on one primary outcome did not suffice. Past multiple endpoint studies have utilized a sign test on the number of estimated differences between treatment and control that favor the intervention. However, in order to preserve type 1 error, one must account for correlations among the outcomes. We propose an alternative approach that counts the number of significant treatment-control differences. Monte Carlo simulation is used to adjust for correlation, providing updated critical values and p values. Our method is implemented through an R package and applied to the Philani data to test the intervention's overall effect.
Introduction
Primary endpoint study designs provide a natural basis for clinical trials where success can be quantified by a single measure, such as survival time. The need for a multiple endpoint paradigm has been acknowledged in a number of fields of study, such as chronic pain management. Treatment success is measured through multiple physical and emotional measures of pain (Turk et al., 2008) . In HIV prevention trials, markers of success often entail multiple biological endpoints, including the presence of sexually transmitted infections, as well as HIV (Hartwell et al., 2013; Holtgrave et al., 1997; Fishbein & Pequegnat, 2000) . HIV transmission behaviors are also key endpoints that include multiple measures of sexual behavior and substance use. The scope of interest is further widened in behavioral interventions where HIV prevention and treatment are intertwined with other markers of health (Gibson & Young, 1994; Aral & Peterman, 1996) . For example, the Philani study (le Roux et al., 2013) , a cluster randomized controlled trial conducted to improve the well-being of South African mothers and their children in the 6 months after childbirth, targeted 28 outcomes regarding HIV, nutrition, healthcare, mental health, and social well-being.
For clinical trials, the Consolidated Standards of Reporting Trials (CONSORT) statement glossary warns that testing multiple study outcomes increases the chance of false findings of significance: Bmultiple statistical comparisons increase the probability of making a type 1 error, i.e. attributing a difference to an intervention when chance is the more likely explanation^ (BConsort -Glossary,^n.d.) . Thus, for trials that specify and test more than one primary outcome, best practice requires that analyses be adjusted for multiple comparisons (Tyler et al., 2011) . When testing multiple endpoints, several statistical methods are available to strongly control the familywise type 1 error rate, the probability of erroneously rejecting at least one true null hypothesis of no effect, regardless of which and how many of the null hypotheses are true. Examples of these methods include the Bonferroni, Holm, Hochberg, and Hommel procedures (Turk et al., 2008) . Rather than controlling the familywise error rate, another option is to control the false discovery rate, the expected proportion of false findings of significance (Benjamini & Hochberg, 1995) . However, lack of independence of outcome measures, when combined with testing a large number of primary outcomes like the 28 endpoints in the Philani study, can challenge the effectiveness of these methods. Other options for controlling type 1 error in the event of multiple hypothesis tests include composite outcomes, but composite outcomes can wash out effects on a few significant component measures (Turk et al., 2008; Holtgrave et al., 1997; Cordoba et al., 2010; Lauer & Topol, 2003) . Other considerations include methods for combining p values, such as the Fisher, Lipak, Tippett, Sidak, and Simes combination tests (Westfall, PH , 2005) , and the binomial method (Wilkinson, 1951; Brozek & Tiede, 1952; Sakoda et al., 1954) . Again, this is only appropriate when p values can be considered independent (Jones & Fiske, 1953) .
In the context of comparing two treatments (intervention vs. control) on multiple outcomes, the sign test of group differences is a common application of the binomial method for combining multiple p values from one study. This sign test of group differences is based on the nonparametric sign test (Daniel WW, 2009 ). However, rather than testing multiple observations of a single outcome, the interest lies in testing multiple primary outcomes in a single study by evaluating the number of estimated treatment-control differences that favor the intervention (Siegel S, 1988) . It is assumed that the probability of success (the intervention being better than the control) is 0.5, the same as the probability failure. Using Monte Carlo simulation, Grønhaug et al. and Onwuegbuzie et al. show that, to preserve type 1 error, correlation between outcomes must be accounted for when performing a sign test of group differences, and provide tables of adjusted critical values to this end. The limitation is that when correlation between outcomes gets big enough, it is impossible to reject the null hypothesis of no intervention effect while preserving type 1 error <0.05 (Grønhaug et al., 2000; Onwuegbuzie et al., 2011) .
Thus, we propose an alternative approach that evaluates the number of significant estimated treatment-control differences that favor the intervention. We apply the binomial method but define Bsuccess^as a significant positive intervention effect, the result of a one-sided test. It is important to emphasize that the binomial method pertains to the count of successes and not the distributions of the study outcomes; the method is applicable for both continuous and discrete outcomes. Since a commonly used type 1 error level for a two-sided test is 0.05, we define the probability of success (one-sided test favoring the intervention) as half of 0.05, or 0.025. We account for the correlation between outcomes by using Monte Carlo simulation, providing updated critical values and p values. The test is implemented via an R package. This method was applied in the Philani study. In this article, we discuss our test in more detail, lay out the general method that can be used across different study scenarios, and use a simulation study to generalize the results so that our method may be used in other HIV behavioral intervention trials.
Methods

A Test of Intervention Effect: Multiple Independent Outcomes
To explain our methodology, we start with a simple case, assuming independence between outcome measures. Our test is based on the binomial distribution; the n Bernoulli trials are our n one-sided univariate tests comparing intervention to control for n primary outcome measures. Under the null hypothesis of no intervention effect, we assume the n univariate tests are independent and identically distributed and that each univariate test may result in one of two mutually exclusive outcomes: (1) success, defined as a significant one-sided univariate test favoring the intervention (Bsignificant positive test^: one-sided upper-tail p value <0.025), or (2) failure, defined as a nonsignificant one-sided test (one-sided upper-tail p value ≥0.025). The hypotheses test proportion p, with null hypothesis H 0 : p ≤ p 0 and alternative hypothesis H A : p > p 0 , where p 0 = 0.025. Our test statistic is x, defined as the count of successes (significant positive tests) out of the n univariate tests. In other words, in a study with n outcomes, x is the number of significant outcomes. We assume x follows a binomial distribution with n trials and a probability of success for each trial set to 0.025, x~Bin(n, 0.025). For a one-sided binomial test, we set our type 1 error α equal to 0.05, and choose a critical value c such that c is the minimum value that satisfies the inequality
We reject the null hypothesis if x ≥ c. In practical terms, c gives us a cut off point for the number of significant results that are needed to declare the intervention is a success. For example, if we conduct separate regressions on each of n primary study outcomes, then we need to obtain at least c significant results to be confident that the intervention has a positive effect across outcomes.
A Test of Intervention Effect: Multiple Correlated Outcomes
However, if outcome measures are correlated, then our univariate tests are not independent. This would mean that the result of one univariate test would be influenced by the result of another univariate test, and the assumptions of a binomial test would be violated. Correlation among outcomes does not affect the expected number of significant positive univariate tests, but does affect the variance of the number of significant positive tests. We use Monte Carlo simulation, performed in R (version 2.11.1), to evaluate the effect of correlation between outcome measures on the binomial test's type 1 error behavior. To study the effects of global positive correlation among all outcomes on the number of significant positive tests assuming no intervention effect, we assume that each of the n univariate tests is a normal z-test. Z-statistics were assumed to come from an equi-correlated multivariate normal distribution. For each level of correlation ρ, from ρ = 0 to 0.9 in steps of 0.1, we simulate 1,000,000 sets of n tests. For each set, we count x, the number of significant positive tests (defined as z > 1.96) out of the total n tests. Next, we calculated the probability of observing x or more significant positive tests out of the 1,000,000 trials, for x running from 0 to n. For each level of correlation, for various n, we identify the critical value c such that P(x ≥ c) < 0.05. We present these adjusted critical values of the number of significant positive tests needed to reject the null hypothesis for n = 5 to n = 50 outcomes in Table 2 .
Motivating Example
Our motivating example for this methodology is the Philani study, a cluster randomized controlled trial conducted to improve the health of South African mothers and their children in the 6 months after childbirth. Study details and results have been reported elsewhere (le Roux et al., 2013) . Briefly, the Philani study evaluated the effect of home visits by Community Health Workers (CHW) on maternal and infant well-being for a sample of Cape Town, South Africa township women. Data on 28 inter-related health outcomes regarding HIV, nutrition, maternal alcohol use, healthcare, mental health, and social well-being were collected for participants in the intervention (PIP: 12 neighborhoods, 644 mothers) and control (SC: 12 neighborhoods, 594 total mothers) conditions (see Table 1 ). Participants were assessed during pregnancy and reassessed at 1 week and 6 months post-birth. We found seven positive intervention effects and one negative intervention effect. Aware of the variety of primary outcomes of interest, our objective was to evaluate the overall effect of the Philani intervention on maternal and child well-being and to control for multiple comparisons.
Results
Analysis of Simulation Results
The adjusted critical values are presented in Table 2 for n = 5 to n = 50 outcomes, at levels of correlation from 0 to 0.9 in steps of 0.1. Overall, correlation between outcomes does affect the type 1 error behavior of a binomial test. Generally, higher correlations lead to inflated type 1 error above the nominal level of 0.05. However, for moderate correlations of ρ = 0.1 or ρ = 0.2, only one or two more significant positive tests are needed to reject the null compared to when ρ = 0. Furthermore, for a small number of outcomes, correlation does not change the critical value at all: for n = 5 to n = 9 outcomes, the adjusted critical value c is equal to two for all correlations. However, at n = 10 and after, an increase in correlation leads to a gradual increase in the critical value up to a certain point, after which (often at about ρ = 0.7 or ρ = 0.8) the critical value decreases slightly. Furthermore, as the number of outcomes increases, the critical values increase more rapidly as correlation increases. For example, for n = 25 outcomes, the difference in critical values (the number of significant results needed to declare a positive overall intervention effect) between ρ = 0 and ρ = 0.6 is 2 (ρ = 0: c = 3; ρ = 0.6: c = 5). However, at n = 50 outcomes, the difference is an extra four significant results needed to reject the null (ρ = 0: c = 4; ρ = 0.6: c = 8).
For a given number of outcomes being tested, our advantage over the sign test is that, for outcomes n = 5 to n = 50, it is possible to reject the null of no intervention effect at all levels of inter-measure correlation, while still preserving a type 1 error of less than 0.05. When using the sign test of group differences under correlation, probability of success is 0.5. Thus, the test saturates fairly quickly, meaning that success for all outcomes appears with high probability even under the null. Therefore, for a given number of outcomes, if the correlation between outcomes gets big enough, statistical significance with type 1 error below 0.05 is not possible even in the case of success for all outcomes (Grønhaug et al., 2000; Onwuegbuzie et al., 2011) . Alternatively, we have a probability of success of 0.025 under the null hypothesis, so our test does not saturate so quickly. For outcomes n = 5 to n = 50, it is possible to reject the null at all levels of correlation while preserving type 1 error <0.05.
Applying the Test to the Motivating Example
First, for the n = 28 Philani primary outcomes, we estimated the correlation ρ via calculating the average of the absolute Pearson correlations between the outcomes. Absolute values of Pearson correlations are used because we expect positive correlations between outcomes in most instances, but wanted to allow for the possibility of negative correlations in the Philani data. For example, the Pearson correlation between outcome 1 BAsked partner to test for HIV^and outcome 2 BDiscussed HIV status with sexual partnerŵ as 0.41, while the Pearson correlation between outcome 1 BAsked partner to test for HIV^and outcome 11 BOne feeding method^was −0.005; we took the absolute value of each, using 0.41 and 0.005. There were a total of 378 pair-wise Pearson correlations for our 28 outcomes; we took the absolute value of each one, then averaged the absolute values. Because variables included Btrue dichotomies^(e.g., outcome 1 BAsked partner to test for HIV^) and indicators created by dichotomizing continuous outcomes (e.g., outcome 13 BWeight-for-age z-score ≥ −2^), we also calculated the average of the absolute tetrachoric correlations, planning to use whichever method (Pearson vs. tetrachoric) produced a higher average absolute correlation. The average absolute correlation between the 28 measures using the Pearson and the tetrachoric correlations was 0.1 and 0.2, respectively. Next, using the critical values from Table 2 , we see that for n = 28 and ρ = 0.2, 4 outcomes are needed to reject the null. As explained elsewhere (le Roux et al., 2013), we then tested PIP's effect on 28 binary measures of maternal and infant well-being at a one-sided upper-tail alpha = 0.025 using random effects logistic regression models to account for neighborhood clustering. Outcome variables were arranged so that higher positive z-statistics are good for the intervention, negative results are better for the control. As shown in Table 1 , PIP outperformed SC on 7 of 28 outcomes. Thus, we can declare PIP to have resulted in significantly better overall maternal and infant well-being over the first 6 months post-birth compared to SC. Using our R package, we obtain a p value of 0.005.
Discussion
In sum, our test of the number of significant estimated treatment-control differences provides an overall index of the intervention's benefits. Importantly, we accounted for correlation between outcomes using Monte Carlo simulation, and provided tables of adjusted critical values. We then provided an example to illustrate how the test would be applied to study results. The test is implemented in the R-package BINOMCORR.TEST (R Development Core Team, 2006) . This test is a novel alternative to the sign test of group differences. Both provide an overall test of an intervention's effect and therefore a solution to the multiple testing problem. However, the binomial test is a useful alternative because it has the advantage of being able to reject the null of no intervention effect at all levels of inter-measure correlation while still preserving a type 1 error below 0.05.
We highlight that our test may be run on various types of primary outcomes. While our motivating example, the Philani study, chose binary variables as its primary outcomes, our method also works for trials testing other outcome types (e.g., continuous variables, count variables). Furthermore, our test may be run on a study that includes various types of analyses of primary outcomes. For example, each primary outcome could be analyzed in a different way, making it possible to determine the effect of an intervention that includes logistic regression (as in the Philani study), survival analysis, repeated measures analysis, and other analysis types. As explained in the BMethods^section, our test counts significant test statistics (a test showing the intervention performed significantly better than the control). Our simulation uses zstatistics (coming from a multivariate normal distribution), which are the test statistics used in the Philani analyses for logistic random effects regressions adjusting for neighborhood clustering. Z-statistics are also the test statistics for many other types of analyses used in clinical trials and research studies.
When using our test, an important distinction should be made between all variables for which data is collected in a study versus measures chosen as primary study outcomes. Our test is designed to be run on primary study outcomes only. It is not a substitute for established data combination and reduction practices; if for substantive and/or theoretical reasons several variables cannot each be considered important enough to be primary study outcomes and are better used as indicators of the same underlying process, then they should be combined into one primary outcome. For example, the Philani study collected multiple measures of risky drinking (from the Alcohol Use Disorders Identification Test-C (AUDIT-C)) and depression (from the Edinburgh Postnatal Depression Scale (EPDS)), combining each set of risky drinking and depression measures into a primary outcome (outcomes number 20 and 25 in Table 1 , respectively). 5  2  2  2  2  2  2  2  2  2  2  6  2  2  2  2  2  2  2  2  2  2  7  2  2  2  2  2  2  2  2  2  2  8  2  2  2  2  2  2  2  2  2  2  9  2  2  2  2  2  2  2  2  2  2  10  2  2  2  2  3  3  3  3  2  2  11  2  2  2  3  3  3  3  3  3  2  12  2  2  3  3  3  3  3  3  3  2  13  2  3  3  3  3  3  3  3  3  2  14  2  3  3  3  3  3  3  3  3  2  15  3  3  3  3  3  3  3  3  3  3  16  3  3  3  3  3  3  4  3  3  3  17  3  3 6  7  7  6  5  40  4  4  5  6  6  7  7  7  7  5  41  4  5  5  6  6  7  7  7  7  5  42  4  5  5  6  6  7  7  7  7  5  43  4  5  5  6  6  7  7  7  7  6  44  4  5  5  6  7  7  7  8  7  6  45  4  5  6  6  7  7  8  8  7  6  46  4  5  6  6  7  7  8  8  8  6  47  4  5  6  6  7  7  8  8  8  6  48  4  5  6  6  7  8  8  8  8  6  49  4  5  6  7  7  8  8  8  8  6  50  4  5  6  7  7  8  8  8  8  6 Another consideration is that there will likely be certain subsets of primary outcome measures that will be strongly intercorrelated, and correlated only weakly with others. To account for any variation in inter-measure correlation, a conservative approach would utilize the correlation associated with the highest critical value in Table 2 . In other words, if the set of observed inter-measure correlations includes a correlation that would result in a higher critical value than would the average correlation, then this Bcorrelation of highest critical value^could be used when running the test. For example, as seen in Table 2 and noted in the BResults^section, often correlations of 0.7 result in the highest critical values.
A further consideration regarding correlations is that in practice, for the Philani study, we estimated the correlation ρ from the outcomes (using the average absolute Pearson or tetrachoric correlation), while in the Monte Carlo simulation ρ is defined as the correlation among the test statistics. Because our test counts significant test statistics, ideally a researcher would be able to estimate the correlation ρ directly from the actual test statistics used in the study. Future research should explore this as well as the trade-offs associated with approximating ρ from outcomes. Considerations include the relationship between outcomes and test statistics, missing data, and study design. Longitudinal studies and clustered data come with additional considerations, such as correlations of the particular covariance model or random effects, residual variance, and residual correlation.
While our proposed method is designed specifically to address type 1 error (in other words, statistical significance), this does not preclude the need to distinguish between statistical significance and clinical significance, including discussion of effect size and individual outcomes' importance. We argue that issues surrounding clinical importance should be addressed at the outset of a study when planning study outcomes, and again at the end of a study, when discussing trial results. Any statistical results from our method should be discussed in light of the data and outcomes upon which the method is performed, and in light of the effect sizes shown for the individual tests and for our method overall.
Our method is designed to test the intervention as a whole. Thus, a statistically significant result means that the intervention has significantly more benefits relative to the control, and one can declare the intervention overall to be better than the control. Clinically, it will be important to discuss the percentage of outcomes with significant intervention effects in order to put the test results into context; the higher the percentage of outcomes with a significant intervention benefit, the stronger the clinical evidence that the intervention is meaningful overall. For example, in the Philani trial, our method resulted in the intervention having significantly better overall maternal and infant well-being using 7 significant outcomes out of a total of 28 outcomes, or 25%. Clearly, the trial could have been judged as more successful if a higher percentage of outcomes were significant. On the other hand, this is more successful than a scenario of 4 significant outcomes (14%), the minimum number for a statistically significant result using our method.
This minimum percent of outcomes needed to be significant varies depending on the number of outcomes tested and the correlation level. Looking at results from Table 2 , across the 5-50 outcomes and 0-0.9 correlation levels, an average of 18% of outcomes must show a significant intervention effect in order to declare an overall intervention benefit. As described in the BResults^section, while the number of significant results increases as the number of study outcomes increases, the percent of outcomes that need to be significant decreases. For example, at zero correlation, 40% of outcomes must be significant for a study with 5 outcomes (2/5), as opposed to 8% in a study with 50 outcomes (4/50). However, this differential in percent of outcomes needed to be significant shrinks for higher levels of correlation, e.g., at a correlation level of 0.5, the 5-outcome study still needs 40% of outcomes to significantly favor the intervention, but the 50-outcome study now needs 16% (8/50). Thus, as noted earlier, as the number of outcomes increases, the critical values increase more rapidly as correlation increases.
Putting these percentages into context, our method uses a stringent definition of Bsuccess^for each outcome measure (one-sided test favoring the intervention must have a p value <0.025). Under our definition, if there were no differences between intervention conditions, we would expect 2.5% of outcomes to have significant tests. Thus, for Philani, when testing 28 outcomes, we would expect 28 × 0.025 = 0.7 significant tests on average (i.e., less than 1). As mentioned earlier, this is part of the test's flexibility to accommodate correlation and makes our test more useful than the sign test of group differences, particularly for studies with small numbers of outcomes and/or large inter-outcome correlations. For example, in a study with five outcomes, the sign test of group differences would need success for all five outcomes, unless the correlation was larger than 0.05, in which case it would no longer be possible to reject the null hypothesis of no intervention effect (Onwuegbuzie et al., 2011) . In a study with 50 outcomes, it is not possible to find an intervention effect if the correlation is more than 0.6 (Grønhaug et al., 2000) .
Results from our method should also be interpreted in the context of the individual component outcomes and the data behind such outcomes. Clinical significance of a study depends on clear reporting of all component outcomes and individual test results, as is done in the Philani trial. Since those details have already been published, we do not repeat them in this paper, but urge any investigator using our method to report the results in a similar manner. This leads to a level of transparency necessary to provide a nuanced discussion of the clinical importance of the intervention, based on the effect sizes and p values of significant (and insignificant) component measures. For example, as reported in the Philani study, looking at the individual outcomes tested, significant outcomes had a range of effect sizes. Significant estimated odds ratios ranged from 1.5 (outcome 3: Used a condom 10 of the last 10 times had intercourse at 6 months) to 3.6 (outcome 18: Exclusive breastfeeding first 6 months). Comparing the observed percentages between intervention conditions provides further intuitive context: PIP was three times more likely to follow exclusive breastfeeding for 6 months than the control (10 vs. 3%) and 1.3 times more likely to use a condom 10 of the last 10 times (44 vs. 34%). Significant outcomes had observed intervention-control percentage point differences between 5 and 26%, compared to 4% or less for insignificant outcomes. Based on these results, the study authors concluded that the Philani intervention produced modest effects (le Roux et al., 2013) . Furthermore, statistically significant outcomes were those related to HIV prevention and child health/ nutrition; thus, clinicians interested in improving these domains may judge Philani as more successful than investigators seeking to improve healthcare/monitoring, mental health, or social support.
Our method evaluates the overall effectiveness of an intervention and is designed specifically to control type 1 error in a study comparing intervention vs. control on multiple outcomes. As defined in the Philani study, our main analysis was the overall test of the intervention's effect, and we defined our secondary analyses to be the tests of the intervention's impact on individual outcomes. An important statistical note is that we considered our secondary analyses to be exploratory, and thus reported model p values in lieu of a multiple testing adjustment when reporting individual outcomes' results (le Roux et al., 2013) .
While we compare our test directly to the sign test of group differences, future research should focus on comparisons to other solutions to the multiple testing problem. For example, the Bonferroni method assumes independence and is thus conservative relative to other procedures, while the false discovery rate and certain p value combination tests are valid when data exhibit specific types of dependency (Benjamini & Yekutieli, 2001; Yekutieli, 2008; Westfall, PH, 2005) . Further research should also focus on how to formally incorporate significant negative effects of the intervention into the test's framework. For example, rather than only testing the number of significant intervention benefits (measures with a one-sided upper-tail p < 0.025), one could test the total number of significant positive and significant negative effects of the intervention (measures with a two-sided p < 0.05). Thus, rather than a test of intervention benefits, this would be a test of any overall intervention effect. Non-statistical judgment would weigh the individual positive and negative effects and decide if the intervention is better. This test can be implemented by changing the probability of success and the alternative hypothesis in the R package. Another option would be to perform two binomial tests, one for significant positive effects and a second for significant negative effects, and then adjust the two separate tests' p values using a multiple testing adjustment. Investigators could then compare the outcomes of the two tests to see if there is stronger evidence for intervention benefits or for negative intervention effects. Lastly, development of a multinomial test of significant positive results, significant negative results, and non-significant results could formally combine all possible results into one test.
