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Abstract
We study how to describe collapsed objects, such as galaxies, in the context of the Effective Field
Theory of Large Scale Structures. The overdensity of galaxies at a given location and time is
determined by the initial tidal tensor, velocity gradients and spatial derivatives of the regions of
dark matter that, during the evolution of the universe, ended up at that given location. Similarly to
what recently done for dark matter, we show how this Lagrangian space description can be recovered
by upgrading simpler Eulerian calculations. We describe the Eulerian theory. We show that it is
perturbatively local in space, but non-local in time, and we explain the observational consequences
of this fact. We give an argument for why to a certain degree of accuracy the theory can be
considered as quasi time-local and explain what the operator structure is in this case. We describe
renormalization of the bias coefficients so that, after this and after upgrading the Eulerian calculation
to a Lagrangian one, the perturbative series for galaxies correlation functions results in a manifestly
convergent expansion in powers of k/kNL and k/kM, where k is the wavenumber of interest, kNL is
the wavenumber associated to the non-linear scale, and kM is the comoving wavenumber enclosing
the mass of a galaxy.
1 Introduction
The Effective Field Theory of Large Scale Structures (EFTofLSS) [1, 2, 3, 4] has been so far focussed
on predicting the two-point function of dark matter fluctuations. The two-loop results [5], after IR-
resummation [4], show a remarkable 1% agreement with N -body simulations up to the very high
wavenumber k ' 0.6hMpc−1 at redshift zero. Similarly promising results have been obtained at
one-loop for the momentum power spectrum [4] and the dark matter bispectrum [6, 7].
It should be stressed that these results have been obtained only in the context of a very limited
set of correlation function and at one redshift, even though these are still very non-trivial results
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with several independent checks that suggest, but do not prove, that these results are not just due to
luck, but that instead dark matter physics is more understandable that previously believed. If the k-
reach of these results were to extend unaltered to all observables in Large Scale Structure (LSS), then
the picture of what we expect to be able to learn from next generation LSS surveys would change
completely. Former analytic techniques stop agreeing with simulations at about k ' 0.1hMpc−1 .
Since the number of available modes grows as k3, the results of the EFTofLSS tell us that there
is the potential of a factor of 200 more modes available to analytical techniques than previously
believed. Since error bars of optimal estimators go proportionally to the inverse the number of
available modes, the consequences for what we can learn about cosmology from next generation LSS
surveys can be huge.
Dark matter correlation functions are important not only because they are directly observable
in lensing surveys, but also because they are the fundamental block upon which predictions for
other observables, such as galaxy correlations, can be constructed. Without a correct theory of dark
matter, little can be done for the rest of the observables. The purpose of this paper is to develop
the formalism to construct galaxy observables from the theory of dark matter.
Our analysis will apply to all collapsed objects such as halos and galaxies, to which we will refer
interchangeably. These are thought to be biased tracers of the underlying dark matter distribution.
With this we mean that if a galaxy of a certain mass will form at a given location at a given time can
be traced to the distribution of dark matter at that given location. Building on important earlier
works, we will explore this relationship in great details, developing an effective parametrization of
the dependence of the number density of galaxies on the underlying dark matter density. As for the
theory of dark matter, we will show that the theory for collapsed objects is naturally and necessarily
formulated in Lagrangian space, according to which the number density of galaxies at a given location
is a function of the dark matter field evaluated at the initial location that was occupied by the dark
matter fluid cell that ended up, through the evolution of the universe, at that given location. This
leaves us with an undetermined function. Symmetry considerations will show that the function will
depend on powers of the dark matter field, the tidal tensor, and derivatives of the velocity field, all
evaluated at the initial location. After Taylor expansion, this will lead to several bias coefficients
(from which the saying that galaxies are biased tracers of the underlying dark matter distribution).
Since the formation of galaxies at a given point does not depend on the dark matter only exactly
at the same location, but also at neighboring locations, we will allow also for dependence on spatial
derivatives of these fields. The scale suppressing these derivatives is the comoving scale associated
to the mass of the given galaxy. We call this kM. This scale is different in general from the so-called
non-linear scale kNL that suppressed the higher derivative terms as well as the loop corrections in
the dark matter correlation functions.
As described in the case of dark matter [4], calculations in Lagrangian space create some practical
complications with renormalization. In practical terms, it is much easier to extend Eulerian calcu-
lations to Lagrangian calculations by resumming the large scale IR displacement fields. This was
recently done in [4] for dark matter, and we generalize it here for galaxies. This leads us to develop
the Eulerian theory for collapsed objects. Here the galaxy density at a given location is a function of
the dark matter, tidal tensor, and velocity fields, and their spatial derivatives, all evaluated on the
past trajectory of the fluid element that ended up at a given location. This formulation is sensitive
to IR contributions that are not under control, which make it necessary to upgrade the calculation
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to a Lagrangian one, as we just described. This is also a peculiar theory, as it is non-local in time.
We show how precisely to deal with this peculiar feature and work out some of the observational
consequences. We also give an argument for why, to some degree of approximation, the Eulerian
EFTofLSS can be considered as quasi local in time. In this case, the field of collapsed objects must
depend also on the time derivative along the flow of the tidal tensor and velocity gradients.
We give very explicit formulas for the dark matter galaxies cross correlation functions at one
loop, and almost as explicit for the galaxies galaxies power spectrum. Similar formulas can be easily
derived for higher legs and higher order correlation functions. The example of the dark matter
galaxies cross correlation allows us to illustrate how, following in part [9], under a perturbative
calculations, the bias coefficients need to be renormalized order by order in perturbation theory, so
that the final result is independent of the short distance physics that naively contributes inside the
loop integrals.
After the renormalization is performed, the loop expansion, completed by the insertion of the
relevant higher order bias coefficients, amounts to an expansion in the parameters that control the
dark matter expansion: δ< and s> [3, 4]. These are defined as
s> = k
2
∫ ∞
k
d3k′
(2pi)3
P11(k
′)
k′2
, (1)
δ< =
∫ k
0
d3k′
(2pi)3
P11(k
′) .
where P11(k) is the dark matter power spectrum. s> represents the displacement due to short
wavelength modes, while δ< represents the tidal force due to long wavelength modes. Both of
these scale proportionally to k/kNL. The bias derivative expansion corresponds to an expansion in
powers of (k/kM)
2. Finally, in the Eulerian treatment we expand also in displacement due to long
wavelength modes s< = (k δs<)
2, where
s< = k
2
∫ k
0
d3k′
(2pi)3
P11(k
′)
k′2
. (2)
As described in [4], s< is of order one for the k’s of interest, and therefore one cannot Taylor
expand in this parameter. This forces us to pass to the Lagrangian description, which does not
expand in s< but only in s> and δ<. This means that at this point we establish a perturbative
expansion in which each successive perturbative order scales as an higher powers of k/kNL  1 and
k/kM  1. This is a manifestly convergent expansion, that will converge to the true answer until
non-perturbative effects become important at a wavenumber near kNL.
This paper develops the relevant equations that are necessary to make predictions for correlation
functions involving galaxies and collapsed objects. We leave to future work to compare the resulting
predictions with the simulated data.
2 Eulerian Description and its incompleteness
We wish to write how the distribution of galaxies depends on the distribution of the dark matter.
Galaxies form because of gravitational collapse, therefore they will depend on the underlying values
of the gravitational field and dark matter field. Since the overdensities of galaxies is a scalar quantity,
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it can only depend on similarly scalar quantities built out of these fields. Let us consider each of
these terms one at a time.
Concerning the gravitational field, because of the equivalence principle, the number of galaxies
at a given location can only depend on the gravitational potential φ with at least two derivatives
acting on it, as it is for the curvature. φ without derivatives does appear in curvature terms only
at non-linear level in terms such as φ∂2φ or (∂φ)2. These are general relativistic corrections, which
are important only at long distances of order Hubble, where perturbations can be treated as linear
to a very good approximation. We will therefore neglect these terms.
In the Eulerian EFT, the dark matter field is identified by the density field δ and the momentum
field pii [5]. This is a useful quantity because its divergence is related to the time derivative of
the matter overdensity by the continuity equation. Due to Newton’s equation, the density field is
constrained to be proportional to ∂2φ, so it can be discarded as an independent field. Concerning
the momentum field, clearly a spatially constant momentum field cannot affect the formation of
galaxies. Indeed, the momentum is not a scalar quantity. Under a spatial diffeomorphism
xi → xi +
∫ τ
dτ ′ V i (3)
the momentum shifts as
pii → pii + V iρ . (4)
where ρ is the dark matter density ρ = ρb(1 + δ), with ρb being the background density. Similarly,
the gradient of the momentum shifts as
∂jpi
i → ∂ipii + V iρb∂jδ (5)
We can form a scalar quantity by combining ∂jpi
i with vi∂jδ:
[∂¯jpi
i] ≡ ∂ipij − vjρb∂iδ , (6)
which trivially transforms as a scalar.
Working with the field pii has the advantage, as discussed in [5], that no new counterterm is
needed to define correlation functions of ∂ipi
i once the correlation functions of δ have been renoma-
lized. Alternatively, one can work with the velocity field vi, defined as
v(~x, t)i =
pi(~x, t)i
ρ(~x, t)
. (7)
The velocity field has the advantage that ∂iv
j is a scalar quantity. However, vi is defined as the
ratio of two operators at the same location. It is therefore a composite operator that requires its
own counterterm and a new renormalization even after the matter correlation functions have been
renormalized [5]. As we will see, when dealing with biased tracer, one has to define contact operators
in any event, and vi has simpler transformation properties than pii. Therefore, instead of working
with pii, we work with vi. In analogy to what we have just discussed, the galaxy field can depend
on vi only through ∂jv
i and its derivatives.
The field of collapsed objects at a given location will not depend just on the gravitational field
or the derivatives of the velocity field at the same location. There will be a length scale enclosing
the points of influence. This length scale will be of order the spatial range covered by the matter
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that ended up collapsing in a given collapsed object. We call the wavenumber associated to this
scale kM , as it depends on the nature of the object, most probably prominently through its mass.
We expect kM ∼ 2pi(4pi3
ρb,0
M )
1/3, where M is the mass of the object and ρb,0 is the present day matter
density. In particular, kM can be different from kNL, the scale as which the dark matter field becomes
non-linear 1. If we are interested on correlations on collapsed objects of wavenumbers k  kM, we
can clearly Taylor expand this spatially non-local dependence in spatial derivatives.
In addition, in general there is a difference between the average dependence of the galactic field
on a given realization of the long wavelength dark matter fields, and its actual response in a specific
realization. To account for this, we add a stochastic term  to the general dependence of the galaxy
field.  is a stochastic variable with zero mean but with other non-trivial correlation functions.
In summary, we are lead to an expression for the dependence of the number density of galaxies
of kind M at position ~x and time t of the following form:
δM (~x, t) = f
(
∂i∂jφ(~x, t), ∂jv
i(~x, t),
∂i
kM
, (~x, t)
)
, (8)
where f is a scalar function built with its arguments in such a way that if all the arguments vanish,
then f = 0. Since we are interested only in long wavelength perturbations, for which all the
fluctuations are smaller than one, we can Taylor expand, and define bias coefficients as the coefficients
ci of this Taylor expansion
δM (~x, t) ' (9)
' c∂2φ(t)
∂2φ(~x, t)
H2
+ c∂ivi(t)
∂iv
i(~x, t)
H
+ c∂i∂jφ∂i∂jφ(t)
∂i∂jφ(~x, t)
H2
∂i∂jφ(~x, t)
H2
+ . . .
+c(t) (~x, t) + c∂2φ(t) (~x, t)
∂2φ(~x, t)
H2
+ . . .
+c∂4φ(t)
∂2
kM
2
∂2φ(~x, t)
H2
+ . . . ,
where in the first line we have expanded in powers of the long wavelength dark matter fluctuations,
in the second we have included powers of the stochastic fluctuations, and in the third we have started
including higher derivative terms. The factors of H suppressing ∂2φ and ∂iv
i can be inserted by
rescaling the bias coefficient. The choice we made has the following useful property. We expect
that if the long mode is close to the non-linear scale, than the Taylor expansion should simply not-
converge. Because of this, if we take the bias coefficients of order one, then it better be that the
fluctuation fields are of order one at the non linear scale. The factors of H that we inserted realize
this 2.
However, we are going to argue that in our opinion the former equations are incomplete.
1kNL can be unambiguously defined as the scale at which dark matter correlation functions computed with
the EFT stop converging.
2Apart for the distinction between the momentum field and the velocity field, all of the above results, and
in particular (9), were obtained in [9]. By this we mean the identification of the fields that appear in the bias
expansion, of the presence of a stochastic term, and of the fact that the higher derivative terms are suppressed
by a scale kM, which is in general different than kNL (see also [10, 11, 12], and [13] for a discussion of the
time-dependence of the bias coefficients).
There are also other important results already obtained in [9], but that will appear later in the discussion.
They are the fact that one can use the dark matter equations of motion to reduce the number of coefficients
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Indeed, in the former equation (9), the presence of time-derivatives is missing: only spatial
derivatives appear. This is inconsistent to us. The field of collapsed objects at a given time will
be sensitive not just on the gravitational field and velocity field at the same time, but also at
earlier times. If the time scale 1/ωshort associated to the short modes is much shorter than the one
associated to the long ones, 1/ωlong, the short modes are affected only by the long modes around
a given time. Therefore, the way the long modes at earlier times affect the short modes can be
efficiently parametrized by an expansion in time derivatives, such as for example 1ωshort
∂δ
∂t , whose
relative contribution scale as
ωlong
ωshort
. In the perturbative treatment, one could naively imagine that
these terms are degenerate with the former ones, because the time dependence of the modes in
perturbation theory is just given by the growth factor and therefore is k-independent, where k is the
wavenumber of a mode. This is however misleading for two reasons. First, these terms are suppressed
by powers of ωshort, which is in general different than 1/kNL, and so they appear specifically in the
power counting. Second, the degeneracy between Hδ and δ˙ is only true at linear level, but fails at
non-linear level. To realize this, just notice that 〈δ(~k, t)δ(~k, t)〉 is IR-safe, while 〈δ˙(~k, t)δ˙(~k, t)〉 is not
IR-safe.
This suggest that we should add in the bias terms that go as 1ωshort
∂
∂t , such as
1
ωshort
∂ ∂2φ
∂t . It is
pretty clear that these term are not diff. invariant. Under a time-dependent spatial diff., ∂/∂t shifts
as 3
∂
∂t
→ ∂
∂t
− V i ∂
∂xi
. (10)
A diff. invariant combination can be formed by allowing the presence of the dark matter velocity field
vi without derivatives acting on it, and defining a flow time-derivative, familiar from fluid dynamics,
as
D
Dt
=
∂
∂t
+ vi
d
dxi
. (11)
We are therefore led to naively lead to include terms of the form
δM (~x, t) ⊃ cDt∂2φ(t)
1
H2
1
ωshort
D∂2φ
Dt
+ . . . . (12)
In reality, the situation is even more peculiar, at least at first. In fact, let us ask ourselves what
is the scale ωshort that suppresses the higher derivative operators. Naively, ωshort is of order H, as
this is the timescale of the short modes collapsing into halos. This is the same time-scale as the long
modes we are keeping in in our effective theory! This means that the parameters controlling the
Taylor expansion in 1ωshort
D
Dt ∼ Hωshort is actually of order one. Therefore, what we have to do is to
generalize these formulas: since the formation time of a collapsed object is of order Hubble, we have
to allow for the density of the collapsed objects to depend on the underlying long-wavelength fields
evaluated at all times up to an order one Hubble time earlier. This means that the formula relating
in (9) and the fact that the bias coefficients ci represent the bare bias coefficients, that need to be renormalized.
In [9], the authors indeed carefully explained how to perform the renormalization of the biases. The only
aspect in which so far our treatment is different from the one in [9] is that we treat the stochastic noise 
has a non-Gaussian variable, while it was considered Gaussian in [9]. Other important differences will soon
emerge.
3People familiar with the Effective Field Theory of Inflation [14, 15] might remember that g0µ∂µ is invariant,
not ∂/∂t.
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compact objects and long-wavelength fields will actually be non-local in time. Therefore we have
δM (~x, t) '
∫ t
dt′ H(t′)
[
c¯∂2φ(t, t
′)
∂2φ(~xfl, t
′)
H(t′)2
(13)
+c¯∂ivi(t, t
′)
∂iv
i(~xfl, t
′)
H(t′)
+ c¯∂i∂jφ∂i∂jφ(t, t
′)
∂i∂jφ(~xfl, t
′)
H(t′)2
∂i∂jφ(~xfl, t
′)
H(t′)2
+ . . .
+c¯(t, t
′) (~xfl, t′) + c¯∂2φ(t, t′) (~xfl, t′)
∂2φ(~xfl, t
′)
H(t′)2
+ . . .
+c¯∂4φ(t, t
′)
∂2xfl
kM
2
∂2φ(~xfl, t
′)
H(t′)2
+ . . .
]
.
Here c¯...(t, t
′) are dimensionless kernels with support of order one Hubble time and with size of order
one, and ~xfl is defined iteratively as
~xfl(~x, τ, τ
′) = ~x−
∫ τ
τ ′
dτ ′′ ~v(τ ′′, ~xfl(~x, τ, τ ′′)) . (14)
where τ is conformal time. Notice that the higher spatial derivative is with respect to xfl, not to x.
This makes a lot of sense, at least to us. The way a collapsed objects forms is by being affected by
the distribution of matter in a region of the size of the matter that will indeed eventually collapse
in the object. This length scale is 1/kM. Therefore, the derivative expansion that perturbatively
reconstructs the distribution of matter in a region of order 1/kM starting from the origin should be
controlled by the parameter kM. However, in the long formation time of order H
−1 that it takes
for an object to form, the object will have moved by a distance of order
√
s/k2. Therefore, it will
be affected by matter fields that in fixed comoving-FRW coordinates will span a region of order√
s/k2. However, once going to comoving coordinates that move with a region, it is only points a
distance of order 1/kM away that affect the collapsing of the object. This is why, if we make the
spatial derivatives act along ~xfl, these are suppressed by powers of kM. In formulas, by applying the
chain rule, we have the following expression
∂
∂xifl
φ(~xfl) =
∂
∂xj
φ(~x)
∣∣∣∣
~x(~xfl))
· ∂x
j
∂xifl
∣∣∣∣
~x(~xfl))
' ∂
∂xj
φ(~x)
∣∣∣∣
~x(~xfl)
·
(
δj i +
∫ τ
τ ′
dτ ′′
∂
∂xi
vj(τ ′′, ~x)
∣∣∣∣
~x(~xfl)
)
.
(15)
The fact the theory for biased objects is non-local in time derives from the same logic that made
us conclude that the theory is non-local in time also when describing dark matter [5, 16]. In that
case, as in this case, there is no hierarchy of time scales between the motions of dark matter particles
around the non-linear scale, and the motion at much larger distances. As in the case for dark matter,
therefore, the treatment will be extremely similar. As we will explain next, both in the case of dark
matter and for the collapsed objects, the solution organizes itself in a perturbative expansion where
each term contributes as higher powers of the small parameters k/kNL  1 or k/kM  1. Such a
small parameter does not exist for the time-derivative terms, and this is why the theory is non-local
in time.
There exist a simplification that can be done at an approximate level. We are now going to argue
that there is an heuristic argument that allow us to infer that the theory both for dark matter and
for the collapsed objects can be treated as quasi local in time, to some degree of approximation. By
this we mean that the hierarchy in time derivatives can be thought of as approximately controlled
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by a small parameter, Hωshort , which is actually smaller than one. This parameter is a quantitatively
different parameter than k/kNL  1 and k/kM  1 that control the expansion in spatial derivatives.
More importantly, it is qualitatively different: contrary to the expansion in k/kNL  1 and k/kM  1,
which is very rigorous, the argument for the expansion in H/ωshort is approximate. Therefore, while
the expansion is k/kNL  1 and k/kM  1 converges to the true answer 4, the one in H/ωshort is
different: it is only an approximation which will get close to the true answer, but not arbitrarily. As
we will see shortly, the argument that leads to such an approximation is very heuristic: how good
this approximation is should be carefully verified in calculations and simulations, but it is potentially
very interesting. We leave this to future work.
Before proceeding to give an argument for the quasi locality in time, let us give the formulas
for the velocity of the collapsed objects. The same logic that led us to express the overdensity of
compact object in terms of the long wavelength dark matter and gravitational fields allows us to
derive similar formulas for the momentum and the velocity of the collapsed objects.
Under a Lorentz boost, xi → xi+V it, the momentum of some objects transforms proportionally
to V i and the density of the objects themselves ρ. On the other hand, the velocity of any field shifts
simply proportionally to V i. It is therefore simpler to work directly with the velocity fields. We
have:
viM (~x, t) ' vi(~x, t) +
∫ t
dt′ H(t′)
[
d¯∂∂2φ,1(t, t
′)
∂xifl
kM
2
∂2φ(~xfl, t
′)
H(t′)
+ d¯∂2v,1(t, t
′)
∂xifl
kM
2∂jv
j(~xfl, t
′)
+d¯∂(∂2φ)2,1(t, t
′)
∂xifl
kM
2
∂j∂mφ(~xfl, t
′)
H(t′)
∂j∂
mφ(~xfl, t
′)
H(t′)2
+ . . .
+d¯(t, t
′) i(~xfl, t′) + d∂2φ(t, t′) i(~xfl, t′)
∂2φ(~xfl, t
′)
H(t′)2
+ . . .
+d¯∂2v∂2φ(t, t
′)
∂2φ(~xfl, t
′)
H(t′)
∂2xfl
kM
2 v
i(~xfl, t
′) + . . .
]
. (16)
Notice that the transformation under boosts forces the absence of a relative coefficient between viM
and vi. This can also be realized by imagining to go to the inertial frame comoving with the dark
matter particles, write down the halo velocity in that frame, and come back to the original frame.
The momentum field can be constructed from the velocity field as
piiM (~x, t) = ρM (~x, t)v
i
M (~x, t) +
∫ t
dt′ e¯v(t, t′) viM (~xfl, t
′) + . . . (17)
where the terms in e¯... represent the counterterms necessary to pass from the velocity field to the
momentum field. The momentum field, being here defined as a local product of two longwavelenth
fields, needs to be renormalized independently. See [5] for a discussion about contact operators and
their renormalization in the context of the EFTofLSS.
2.1 An argument for approximate time locality
Let us start with the description of dark matter clustering, which is also non-local in time [5, 16].
We are going to argue that an approximate time-locality exist also in this case. As we will explain
4In the sense of asymptotic series.
8
more in detail later, here the difference between locality and non-locality appears only starting at
two loops, because at linear level in the counterterms the non-locality can be reabsorbed into a
redefinition of the local in time counterterms [5]. In [5] it was also noticed that the structure of
the time-dependence in perturbation theory implies that at each order in perturbation theory the
non-locality in time can be accounted for by allowing for a different value of a given counterterm. It
has been experimentally verified by a direct calculation that the approximation in which we make
the counterterms local in time agrees more with the data than the non-local one [5]. We are now
going to give an heuristic argument for why this is the case. The reason why the EFT is non-local
in time is because the modes at around the non-linear scale evolve on a time scale of order H, which
is the same as the one of the long wavelength modes. Let us give a closer look at this statement. It
is certainly true that modes for which δρ/ρ is of order one, their time scale is of order H. This is
true because, at the non linear scale where δ ∼ 1, we have, by the continuity equation
∂iv
i ∼ δ˙ , ⇒ vNLi ∼ H
kNL
. (18)
Therefore, to move a distance of order of the non-linear scale, it takes a time of order
tNL ∼ 1
kNLvNL
∼ 1
H
, (19)
as we wished to verify.
However, as the modes keep collapsing and become more non-linear, δρ/ρ grows, and the modes
become faster. We cannot use anymore the linear approximation, but we can use a Newtonian
counting. When objects virtualize, δvir ∼ 200, and, by mass conservation, kvir ∼ 2001/3kNL .
Therefore, from the Poisson equation, we have
∇2Φ = H2δ , ⇒ Φvir ∼ 2001/3 H
2
kNL
2 . (20)
For virialized structures we have vvir
2 ∼ Φvir, and therefore the time scale associated to the virial-
ization scale is
tvir ∼ 1
kvirvvir
∼ 1
H
1
2001/2
 1
H
. (21)
The time scale for virialized objects is about 14 times faster than Hubble. Supposedly, modes that
have just become non-linear have a time-scale of order H, and as modes become shorter and shorter,
the associated time scale becomes faster and faster. Therefore, it is only those modes in Fourier space
that are around the non-linear scale that are the ones for which the derivative expansion in time-
derivatives is not applicable. One might wonder how much that shell in phase space contributes.
In the limit in which it does not contribute very much, than the time-locality, in the sense of a
derivative expansion, can be a good approximation.
Let us elaborate on this. In the EFTofLSS there is a powerful, and rather intuitive, theorem that
tells us that virialized structures do not contribute to the renormalization of the parameters of the
EFT [1]. This means that the short modes that contribute at long distances are only the ones from
the non-linear scale up to the virialization scale. If we imagine that all modes from the non-linear
scale to the virialization scale contribute equally, and we estimate the time-scale associated with
each mode with the relationship v2 ∼ Φ, then we find that the modes around the virialization scale
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contribute the most. This suggest that an expansion if H/ωshort, where ωshort ∼ H/14, is a good
approximation.
It should be stressed a very important remark. Contrary to the expansion in k/kNL or k/kM, that
can reach arbitrary precision until when non-perturbative effects become relevant, the expansion in
H/ωshort ∼ 1/14 is wrong: there is an irreducible mistake that cannot be recovered by going to
higher orders in Dtωshort . This is the contribution from the modes around the non-linear scale. That
contribution, no matter how small, cannot be recovered with the time-derivative expansion. In
summary, the expansion in Dtωshort is an approximate expansion that allow us to approximate the
theory as local in time for the first orders in perturbation theory. Naive phase space arguments
suggest that the contribution of the non-linear modes is about 1/200 of the ones at the virialization
scale, but this is clearly an underestimate: first the modes at the virialization scale stop contributing
by the non-renormalization theorem, so it is actually modes a bit more slower that contribute the
most; second, modes in between the virialization scale and the non-linear scale contribute more in
phase space than 1/200, and they move on a time scale in between the one of the virialized modes and
the one of the ones at the non-linear scale. This suggest that the size of the irreducible mistake done
when expanding in Dtωshort is larger than 1/200, but probably less than one. It would be interesting to
explore the size of this irreducible, systematic, mistake, and we leave this to future work. For this
paper, when dealing with the approximate time-local treatment, we take H/ωshort ∼ 1/10, and we
assume the size of the systematic mistake to be smaller than this.
In [5], for the dark matter power spectrum evaluated at two loops, it was found that the local
approximation seems to be a very good fit to the data. The reason is now clear. In this quantity,
the difference between local in time and non-local in time appears first in the term where the cs
counterterm is evaluated at one loop. We explain this in detail in App. A, subsection A.2. This term
is of the order, and actually a bit smaller, than a two loop term, and therefore it is the highest order
term included in the calculation. It therefore makes sense to evaluate it in an approximate way, and
our argument suggest that the error in performing a local approximation in the full evaluation of
the two-loop power spectrum is about 10% times a two loop term, which is about the size of a three
loop term, and therefore negligible.
The same discussion trivially extends to the collapsed object. Indeed, it is precisely the dark
matter virialized structures that we tend to identify as dark matter halos. It is therefore clear that
for all collapsed object such an approximate quasi local-in-time treatment is doable, with a similar
irreducible mistake.
In this case, the approximate equation for the collapsed objects, where approximate is to distin-
guish it from (13), which is perturbatively exact, becomes
δM (~x, t) ' (22)
' c∂2φ(t)
∂2φ(~x, t)
H2
+ c∂ivi(t)
∂iv
i(~x, t)
ωshort
+ c∂i∂jφ∂i∂jφ(t)
∂i∂jφ(~x, t)
H2
∂i∂jφ(~x, t)
H2
+ . . .
+c(t) (~x, t) + c∂2φ(t) (~x, t)
∂2φ(~x, t)
H2
+ . . .
+c∂4φ(t)
∂2
kM
2
∂2φ(~x, t)
H2
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+
1
H2 kM
2 ωshort
cDt∂4φ(t)
[
−∂2vi(~x, t)∂i∂2φ(~x, t) + 2∂ivj(~x, t)∂j∂i∂2φ(~x, t) + D
Dt
∂2∂2φ(~x, t)
]
+cDt∂2φ(t)
1
H2ωshort
D
Dt
∂2φ(~x, t) + cDt∂ivi(t)
1
ωshort2
D
Dt
∂iv
i(~x, t) + . . . .
The terms in the third lines represent the quasi-local description of the spatial derivatives with
respect to ~xfl. Notice that, by units, the velocity terms are suppressed by the short time scale
ωshort
5. If this scale becomes of order H, then the theory is effectively non-local in time, as indeed
in the former section. Exactly the same consideration applies to the scale suppressing the along-
the-flow time-derivative Dt. It should be stressed that the argument we provided for approximate
time-locality is quite heuristic and preliminary, better studies and verifications should be performed.
Therefore, an equivalent way to summarize this discussion is to say that there is the opportunity
for the time derivatives and the velocity gradients to be suppressed by a scale faster than Hubble.
If this will turn out to be the case, than an approximate time-local treatment will be possible.
The result derived so far, both in the local in time approximation, as well as in the more cor-
rect non-local treatment, present a problem. In the Eulerian treatment, the expansion parameter
of perturbation theory is not just δ<, s> or k/kM, as we would hope, but there is another ex-
pansion parameter, s<. For IR-safe quantities, expanding in s< implies that the Baryon Acoustic
Oscillations (BAO) cannot be reconstructed correctly [4]. For non IR-safe quantities, such as the
non-equal-time matter power spectrum, the expansion in s< implies that perturbation theory breaks
at very low k’s. These issues have been recently physically explained and addressed first in [3], where
a Lagrangian formulation of the EFTofLSS, that is a formulation where one is not expanding in s<,
has been developed, and then in [4], where the issue of the BAO oscillations and an actual very
simple implementation of the Lagrangian-space calculations from the Eulerian calculations has been
developed and presented for the dark matter clustering.
Exactly the same issues are present when dealing with collapsed objects. This is a serious
problem and incompleteness for the Eulerian treatment, which makes it ultimately non-convergent
to the true answer. For this reason, we move to a Lagrangian formulation of the bias.
3 Lagrangian Description
In the Lagrangian description of the EFTofLSS when applied to dark matter, non-linear regions
are thought of as extended objects endowed with mass, quadrupole, etc., moving under gravity and
sourcing gravity through their overall energy [3]. Let us now pass to the collapsed objects. Given
a certain realization of the universe, the evolution of the density fluctuations and of the collapsed
objects is deterministic. Therefore, given the initial value of the density, velocity and gravitational
fields, one can in principle determine where, when, and in which size a certain collapsed object
will form. When and in which size it will form will depend on the same variables that entered in
the Eulerian description, such as ∂2φ and ∂iv
j . Where it will form will be simply given by the
following: given an initial location of an extended object labelled by ~q, where there is a certain
value of ∂2φ, ∂iv
j , . . ., that will lead to a certain amount of collapsed objects, these objects will find
5This consideration does not apply to the terms in ∂2φ/H2, as they are related to matter by a constraint
equation that involves H.
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themselves at the final location ~z(~q, t) where the initial extended region has ended up. This leads to
the following formula for the density ρM and overdensity δM of collapsed objects of kind M , where
M stays for the characteristics that identify the collapsed objects of interest, such as mass, color,
shape, etc. 6:
ρM (~x, t) =
∫
d3q ρ¯M (t) δ
(3)(~x− ~z(~q, t)) (23)
× exp
[
fM (∂i∂jφ(~z(~q, tin), tin), ∂jv
i(~z(~q, tin), tin),
∂
kM
, (~z(~q, tin), tin), t)
]
.
Here ρ¯M (t) is the unperturbed density of collapsed objects at time t, while ρ¯M (t) exp[fM (~q, tin, t)] ≡
ρL(~q, tin, t) is the number of locations per unit cell d
3q at time tin where collapsed objects of that
specific kind will form at time t. We now write ρM (~x, t) = ρ¯M (t)(1 + δM (~x, t)), so that we are led to
1 + δM (~x, t) = (24)∫
d3q δ(3)(~x− ~z(~q, t)) exp
[
fM (∂i∂jφ(~z(~q, tin), tin), ∂jv
i(~z(~q, tin), tin),
∂
kM
, (~z(~q, tin), tin), t)
]
.
Let us explain this formula in some detail, as it is crucial for our approach. fM is a scalar function of
its arguments that vanishes if the arguments vanish. The exponentiation is introduced for notational
convenience, it is actually irrelevant for the actual computations, as we will see. The overdensity
of collapsed objects at a location ~x and at time t is a function of the overdensity, gravitational
fields, etc., evaluated at some initial time and a location given by the initial location of the extended
objects that end up at ~x at time t.
One might wonder why the function fM depends only of its arguments evaluated at the same
initial time; that is, why it does not depend on its variables in a non-local in time way. In principle,
one can take the initial time early enough so that all modes of interest are outside of the horizon
and are constant in time. In this case the function fM would be written just in terms of the usual
variable ζ that is constant at all orders in perturbation theory when outside of the horizon [18]. Much
more simply, one can take the initial time to be early enough so that the non-linear corrections are
completely negligible and no collapsed objects have formed. In this case, the status of the universe
is completely described by the long wavelength fields at that time, without need to talk about earlier
times. This implicitly defines the function fM
7.
Notice that, as explained in detail in [3] in the Lagrangian-space EFTofLSS, defining correctly
what is meant by the displacement field ~z(~q, t) in (23) and (24) at short distances requires the
6The Lagrangian approach to biased objects has been developed for quite some time in, for example, [17,
12, 19, 20]. However, to our knowledge, the complete list of relevant operators has never been introduced.
7In fact, using the notation of the Lagrangian-space EFT that we introduce later in this section, eq. (24)
can be rewritten as
1 + δM (~x, t) = (25)∫
d3q δ(3)(~x− ~z(~q, t)) exp
[
¯˜
fM (∂iz
j(~q, tin), ∂iz˙
j(~q, tin),
∂
kM
, (~z(~q, tin), tin), . . . , t)
]
.
This expression can indeed be thought as the symbolic writing of what the N -body codes solve numerically:
the terms ∂iz
j(~q, tin) and ∂iz˙
j(~q, tin) are related to nothing but the initial positions and velocities of the
particles.
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addition of counterterms that are supposed to correct for the uncontrolled contributions from short
distances that appear when computing correlation functions of the displacement and of the matter
density. Similar considerations apply for the terms such as ∂2φ(~z(~q, t)) in (23) and (24) [3]. In the
same spirit as in [4], we are interested in performing the Lagrangian approach only for the purpose
of resumming the contribution of the IR-displacements. For these IR effects, the counterterms of
the Lagrangian EFT, which are important only in the UV, can be neglected for the purpose of
discussion, and can be easily reinserted if necessary. As we will see shortly, we will rearrange the
calculation so that this reinsertion is not necessary for practical purposes.
Let us proceed. If we define the displacement field as
~s(~q, t) = ~z(~q, t)− ~q , (26)
we can write (23) in Fourier space for ~k 6= 0 as
δM (~k, t) =
∫
d3q e−i~k·~q (27)
× exp
[
−i~k · ~s(~q, t) + fM (∂i∂jφ(~z(~q, tin), tin), ∂jvi(~z(~q, tin), tin), ∂
kM
, (~z(~q, tin), tin), t)
]
.
This leads to the following expression for the power spectrum (similar expressions hold for the cross
matter galaxies correlation)
〈δM (~k1, t1)δM (~k2, t1)〉 = (2pi)3δ(3)(~k1 + ~k2) (28)∫
d3q e−i~k·~q
〈
exp
[
−i~k1 · (~s(~q, t1)− ~s(~0, t2))
+fM (∂i∂jφ(~q + ~s(~q, tin), tin), ∂jv
i(~q + ~s(~q, tin), tin),
∂
kM
, (~q + ~s(~q, tin), tin), t)
+fM (∂i∂jφ(~s(~0, tin), tin), ∂jv
i(~s(~0, tin), tin),
∂
kM
, (~s(~0, tin), tin), t)
]〉
.
We can now use the cumulant theorem to express the expectation value in terms of sum of connected
n-point function in the following way
〈δM (~k1, t1)δM (~k2, t1)〉 = (2pi)3δ(3)(~k1 + ~k2) (29)∫
d3q e−i~k·~q exp
[〈 ∞∑
N=1
1
N !
(
−i~k1 · (~s(~q, t1)− ~s(~0, t2))
+fM (∂i∂jφ(~q + ~s(~q, tin), tin), ∂jv
i(~q + ~s(~q, tin), tin),
∂
kM
, (~q + ~s(~q, tin), tin), t)
+fM (∂i∂jφ(~s(~0, tin), tin), ∂jv
i(~s(~0, tin), tin),
∂
kM
, (~s(~0, tin), tin), t)
)N〉
c
]
.
So far, this derivation of the Lagrangian bias is similar to what done in [19] in the case of a local
Lagrangian bias. Here the derivation is different because we are taking a more general function fM ,
as, at least in our opinion, this is necessary because of symmetries and renormalization, as we will
explain later. More differences will appear subsequently.
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Let us define Xb as
Xb(~k, ~q; t1, t2) = −~k1 · (~s(~q, t1)− ~s(~0, t2)) (30)
−i fM (∂i∂jφ(~q + ~s(~q, tin), tin), ∂jvi(~q + ~s(~q, tin), tin), ∂
kM
, (~q + ~s(~q, tin), tin), t)
−i fM (∂i∂jφ(~s(~0, tin), tin), ∂jvi(~s(~0, tin), tin), ∂
kM
, (~s(~0, tin), tin), t) ,
and Kb as
Kb(~k, ~q; t1, t2) = exp
[ ∞∑
N=1
iN
N !
〈Xb(~k1, ~q; t1, t2)N 〉c
]
, (31)
so that
〈δM (~k1, t1)δM (~k2, t1)〉 = (2pi)3δ(3)(~k1 + ~k2)
∫
d3q e−i~k·~q Kb(~k, ~q; t1, t2) . (32)
Now we make the following manipulations, which are very similar at what we did in [4] in the
IR-resummed EFTofLSS, when we studied dark matter correlation functions, and which we follow
even in the notation. The motivation is very similar. The reason why we wish to resum correlation
functions is due to the displacements ~s, or, more precisely, the late time displacements, which in
our universe are responsible for large effects that cannot be treated perturbatively. The functions
fM are not functions of ~s without derivatives acting on it, unless when ~s is evaluated at very early
times, where it is perturbatively small and can be Taylor expanded. Of the terms in Kb, the leading
terms that survive in the limit in which we send δ< → 0 and s> → 0 are the following
K0(~k, ~q; t1, t2) = exp
[
−1
2
〈X0(~k1, ~q; t1, t2)2〉
]
, (33)
where
X0(~k, ~q; t1, t2) = ~k · (~s(~q, t1)1 − ~s(~0, t2)1) , (34)
is the function Xb evaluated only with the linear displacements and neglecting completely the terms
contained in fM , as they indeed start with terms that vanish in the limit δ< → 0 and s> → 0.
We are interested in evaluating expression (32) at all orders in the linear long-wavelength dis-
placement fields s<, and to order N in powers of δ< or s>. Since we are going to resum neither
in δ< nor in s>, we can treat these two parameters as the same, and let us denote them simply
as δ<. Let us denote an expression evaluated up to order N in δ<, and all orders in s<, by the
following
Kb(~k, ~q; t1, t2)
∣∣∣
N
. (35)
Instead, let us denote the same expression evaluated up to order N by expanding both in δ< and
in s<, and counting them on equal footing, as
Kb(~k, ~q; t1, t2)
∣∣∣∣∣∣
N
. (36)
Since we are interested in resumming only the linear displacements, X0 contains all the relevant
information we wish to resum out of the exponential in (33). Once we have K0, we can use it to
do the following manipulations, valid up to order N in δ<. Since at all orders in s< and leading
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order in δ<, Kb and K0 are equal, we can multiply and divide by K0, and Taylor expand Kb/K0 in
powers of δ< and s<. In formulas, we have
Kb(~k, ~q; t1, t2)
∣∣∣
N
' K0(~k, ~q; t1, t2) · Kb(
~k, ~q; t1, t2)
K0(~k, ~q; t1, t2)
∣∣∣∣∣
∣∣∣∣∣
N
=
N∑
j=0
F||N−j (~k, ~q; t1, t2) ·Kb(~k, ~q; t1, t2)j ,
(37)
where we defined
F||N−j (~k, ~q; t1, t2) = K0(~k, ~q; t1, t2) · K−10 (~k, ~q; t1, t2)
∣∣∣∣∣∣
N−j
. (38)
Here the subscript j means that we take the order j in δ< and s< of a given expression, no to be
confused with ||j , which means instead that we take all terms of the same expression up to order j
in δ< and s<. We remind that expanding at a given overall order in δ< and s< is nothing but the
usual expansion in powers of the power spectrum, where we do not distinguish between factors of
δ< and of s<. This is the result obtained by performing the calculation in the Eulerian approach.
We notice that the function F||N−j (~k, ~q; t1, t2) is exactly the same as the one that appears in [4] for
the resummation of the IR-effects in the dark matter correlation functions.
The final result of the above expression has the following useful property. By construction, the
two expressions agree up to order N in δ<, differing only for terms of order higher than N in δ<,
that we do not compute anyway. This is so because, if we take s< = 0, up to order N in δ< the two
expressions are identical by construction, as all terms up to order N from K0 have been designed to
cancel identically. The approximate formula (37) agrees with Kb(~k, ~q; t1, t2)
∣∣∣
N
to all order in s< in
the limit in which the long displacements are treated as free. This is another useful property of the
above expression 8. Equation (37) is almost identical to (42) in [4], apart for the term Kb, which
in [4] is substituted by K. We can therefore make the same manipulations to arrive at the following
equations. For the real space correlation functions, we have
ξδM δM (~r; t1, t2)|N =
N∑
j=0
∫
dq q2 Pint||N−j (r|q; t1, t2) ξδM δM , j(q, t1, t2) . (39)
Here ξδM δM , j is the power spectrum computed at order j in the Eulerian approach. Pint||N−j is
defined as
Pint||N−j (r|q; t1, t2) = 2pi
∫ 1
−1
dµ
∫
d3k
(2pi)3
e−i~k·(~q−~r) F||N−j (~q,~k; t1, t2) , (40)
where µ is the cosine of the angle between ~q and ~r. Pint||N−j (r|q; t1, t2) can be thought of as the
probability of starting at Lagrangian distance q and ending up at physical distance r. It is exactly the
same function that appears in the resummation of the dark matter correlation functions. Similarly,
in Fourier space, we have
PδM δM (k; t1, t2)|N =
N∑
j=0
∫
d3k′
(2pi)3
M||N−j (k, k
′; t1, t2) PδM δM , j(k
′; t1, t2) . (41)
8In [4], below eq. (36), we described in detail why this the only term that needs a resummation. We also
described how this resummation can be extended to include the displacements at the mildly non-linear level.
Exactly the same discussion applies here.
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where M||N−j (k, k
′; t1, t2) is defined as the double Fourier transform of Pint||N−j (r|q; t1, t2)
M||N−j (k, k
′; t1, t2) =
1
4pi
∫
d3r d3q Pint||N−j (r|q; t1, t2) ei
~k·~r e−i~k
′·~q (42)
=
∫
d3q F||N−j (~q,−~k; t1, t2) ei(
~k−~k′)·~q ,
and PδM δM , j is the j-th order term for the power spectrum in the Eulerian calculation. The simpli-
fication in the second line, that reduces the computation from a bi-dimensional Fourier Transform
to performing a one-dimensional Fourier transform for each k of interest, has appeared in [6].
In summary, we have been able to write the IR-resummed power spectrum of collapsed objects
as a convolution of the several terms that one obtains in the Eulerian calculation. Similarly, the
IR-resummed correlation function in real space is given by a convolution of the terms that appear
in the correlation function when computed in the Eulerian approach.
Exactly the same formula as (41) can be obtained if we had started from a different formulation
of the Lagrangian bias, in which, instead of starting from (24), we write the galaxy overdensity in
terms of the late time matter fields, in a non-local in time way:
1 + δM (~x, t) =
∫
d3q δ(3)(~x− ~z(~q, t)) (43)
× exp
[
f˜M
(∫ t
dt′ K∂i∂jφ(t, t
′) ∂i∂jφ(~z(~q, t′), t′),∫ t
dt′ K∂ivj (t, t
′) ∂jvi(~z(~q, t′), t′),
∂~xfl
kM
,
∫ t
dt′ K(t, t′) (~z(~q, t′), t′), t
)]
,
where K...(t, t
′) are some kernels. This formula tells us that the galaxy overdensity at a given location
~x is proportional to the tidal tensors, velocity gradients, etc, evaluated on the past trajectory of the
dark matter fluid element that ended up at the considered location ~x. It is clear that the difference
between this formula and the former one is just a potentially complicated re-definition of fM . We can
then proceed with the same derivation and approximations that we did to derive (41) by noticing
the following. The reason why we need to resum the displacement fields is because we need to
be sure to evaluate the displacement at the relevant ~q than ended up at ~x, and also the fields
inside f˜M at the right location ~x as a function of ~q. The approximations we did to derive (41)
amount to approximately evaluating the δ(3)(~x−~z(~q, t)) as δ(3)(~x− q−~s(~q, t)1), and then recovering
perturbatively the right δ-function by Taylor expanding in ˜s< ∼ (k|~s − ~s1|)2 further than in δ<
and s>. This means that exactly the same approximations in the derivation that lead to (41) are
applicable if we had started from (43), leading, indeed, to (41) in an unchanged way.
Yet another way to obtain the same formula (41) is the following. In the Lagrangian-space
EFTofLSS, dark matter regions are described as extended particles labelled by ~q and endowed with
multiples: Qij(~q), Qijk(~q), . . .. They induce overdensities of dark matter not only through their
clustering, but also through the energy associated to the deformations of their multipoles [3]
3
2
H2Ωmδm(~x, t) ≡ ∂2Φ(~x, t) = 3
2
H2Ωm
(
δn(~x, t) +
1
2
∂i∂jQij(~x, t)− 1
6
∂i∂j∂kQijk(~x, t) + · · ·
)
,
(44)
where the matter density δm is to be distinguished from the number density δn, and where real-space
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multipole moments are given by:
1 + δn(~x, t) ≡
∫
d3~q δ3(~x− ~z(~q, t)) ,
Qi1...ip(~x, t) ≡
∫
d3~q Qi1...ip(~q, t) δ3(~x− ~z(~q, t)) . (45)
Since the gravitation field at a given location is proportional also to the deformation of the multiples
of the extended particles that ended up at a given location, and since it is exactly this kind of terms
that induce the collapse of objects, we can write an analogous formula to (24) as
1 + δM (~x, t) =
∫
d3q δ(3)(~x− ~z(~q, t)) (46)
× exp
[
f¯M
(∫ t
dt′ K∂jsi(t, t
′) ∂jsi(q, t′), . . . ,∫ t
dt′ K∂i∂jQij (t, t
′) ∂i∂jQij(~q, t′),
∫ t
dt′ K∂i∂j∂lQijl(t, t
′) ∂i∂j∂lQijl(~q, t′), . . . ,∫ t
dt′ K(t, t′) (~q, t′), . . . , t
)]
.
In this way of writing the Lagrangian bias, at the cost of introducing the notation of the Lagrangian-
space EFTofLSS, it has become even more immediate that one can perform all the same approx-
imations as we did just above, leading to (41), in an unchanged way. These are all different but
equivalent definitions of the Lagrangian bias that coincide once we express the result in terms of a
resummation of the Eulerian calculation, as in (41).
There is one further subtlety to complete the relevant equations. As explained in detail in [4],
a discussion that applies here practically unaltered, when computing correlation functions involving
fields that are not scalars under time dependent space diffeomorphisms, such as the momentum
correlation function, some of the Eulerian terms in (39) or (41) that in the naive Eulerian counting
are considered higher orders, should instead be included. These are the terms that are manifestly IR-
sensitive. For example, in the analogous formula for the power spectra of the momentum divergence
of the collapsed objects there is a term proportional to ∂ipi
i
M ⊃ dv∂iδM vi ∼ dvc∂2φ ∂iδ vi which is
IR-sensitive. In that case, we need to upgrade our IR-resummed formulas to
PpiM piM (k; t1, t2)|N = (47)∫
d3k′
(2pi)3
 N∑
j=0
M||N−j (k, k
′; t1, t2) PpiM piM , j(k
′; t1, t2) +M||0(k, k
′; t1, t2) ∆PpiM piM , N (k
′; t1, t2)
 .
where ∆Ppi pi,N (k; t1, t2) corresponds to adding all terms of order N in δ< that were not included
in the standard Eulerian calculation because we considered vi as a perturbation of order (δ<)
1/2.
For example, at leading order, in the equal-time momentum-divergence power spectrum, we need to
add only one term, which is given by
∆PpiM piM , N (k; t1, t1) = d
2
vc
2
∂2φ
1
a2
[〈v(~x1, t1)iv(~x2, t1)j〉1 〈∂iδ(~x1, t1)∂jδ(~x2, t1)〉N]k (48)
= d2vc
2
∂2φ
1
a2
∫ Λ¯Resum(k) d3k′
(2pi)3
Pθθ, 1(~k
′, t1, t1)
(
~k′ · (~k − ~k′)
)2
k′4
Pδδ,N+1(|~k − ~k′|, t1, t1) ,
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where for simplicity we have approximated the kernels as local in time.
By applying these Lagrangian, or IR-resummed, formulas, no expansion in s< is present, and
the perturbative expansion is therefore an expansion is just in powers of k/kNL and k/kM, which
makes the perturbative scheme manifestly convergent to the true answer for k  kNL and k  kM 9.
4 Perturbative Expansion for Correlation Functions
In this section we wish to explain how the contribution of the various terms can be classified in
powers of k/kNL and k/kM. If we perform the calculation in the Lagrangian formalism, the expansion
parameter s< does not appear. In the former section, we showed how the Lagrangian calculation
can actually be implemented by re-adapting the Eulerian calculation. Because of this, even though
in the Eulerian calculation the parameter s< does appear, we can ignore it, assuming we will
ultimately actually perform the Lagrangian calculation. In [5] (see also [21]), it has been shown that
the universe can be well approximated by a piecewise scaling one, with power spectrum
P11(k) = (2pi)
3

1
kNL
3
(
k
kNL
)−2.1
for k > ktr ,
1
k˜3NL
(
k
k˜NL
)−1.7
for k < ktr ,
(49)
where k˜NL = (kNL
0.9k0.4tr )
1/1.3 and ktr is the transition scale between the two different power-law
behaviors. The fit parameters are given by
kNL = 4.6hMpc
−1 , ktr = 0.25hMpc−1 , k˜NL = 1.8hMpc−1 . (50)
Depending on the k’s of interest, the result of correlation functions of dark matter scales as we
perform higher order corrections as powers of k/kNL. For example, for the power spectrum we have:
〈δ(~k)δ(~k)〉′ ∼ (51)
〈δ(~k)δ(~k))〉′tree ×
[
1 +
(
k
kNL
)2
+ . . .+
(
k
kNL
)D]
︸ ︷︷ ︸
Derivative Expansion
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Loop Expansion
+
[(
k
kNL
)4
+
(
k
kNL
)6
+ . . .
]
︸ ︷︷ ︸
Stochastic Terms
,
where we have assumed that k > ktr, as otherwise one should simply replace kNL with k˜NL in the
loop expansion (that is, it should not be replaced in the derivative expansion or in the stochastic
terms). The 〈〉′ means that we have removed a momentum-conservation δ-function from the result of
9As described in [4], since the IR-resummation is not performed exactly, a small residual effect from the
long modes is included order by order in perturbation theory, which corresponds to having an additional
expansion parameter. In the notation of [4], this parameter is called ˜s<, and it is much smaller than s<.
In practice, the parameter ˜s< is so small that it can be neglected in the counting. Finally, by convergence
to the true answer we mean it in the usual sense of asymptotic series, that is up to when non-perturbative
effects become important, something that is expected to happen very close to kNL or kM.
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the expectation value. Here we have neglected the numerical order one coefficients. The first squared
parenthesis represents the contribution from the counterterm associated to the response of the short
distance dark matter stress tensor to long wavelength fluctuations, evaluated at higher and higher
order in derivatives up to order D 10. The second squared parenthesis represents the contribution
from performing higher loops, that contribute as powers of k3P (k) ∼ (k/kNL)3+n, where n is the
slope of the approximately scaling power spectrum: n ' −1.7 for k . ktr, n ' −2.1 for k & ktr.
The last term represents the contribution of the stochastic counterterm. Because of matter and
momentum conservation, the stochastic terms start with (k/kNL)
4. Here, for clarity and synthesis,
we have neglected all time-dependent coefficient themselves: different terms in perturbation theory
carry different time dependent factors. In practice, one can think of the above expression as evaluated
at redshift zero. It is straightforward to extend it to different redshift. Similar considerations apply
for the remaining equations in this section.
There is an important point to understand how formula (51) emerges when we do the actual
calculation. As explained in detail in the papers that established the EFTofLSS as applied to dark
matter calculations [2, 21, 5], perturbation theory reorganizes itself in an expansion in powers of
k/kNL only after renormalization, that is only after the UV-sensitive terms, i.e. the terms that in
a scaling universe would be divergent as powers of the UV cutoff Λ, have been reabsorbed into the
counterterms, and the counterterms have been chosen to agree with the data at some observation
point.
If we now pass to the collapsed objects, we will see that on top of the parameter k/kNL, we have
also the parameter k/kM. In particular, let us compute the galaxy dark-matter equal-time power
spectrum. For the propose of estimating, we can neglect all numeral coefficients and in particular
the non-locality in time. We schematically have
〈δM (~k)δ(~k)〉′ (52)
∼ c∂2φ〈δ(~k)δ(~k)〉′ + c∂2φ∂2φ〈[δ2]~kδ(~k)〉′ + c∂4φ
(
k
kM
)2
〈δ(~k)δ(~k)〉′ + 1
kNL
3/2kM
3/2
k2
kNL
2 + . . . ,
where the first terms comes from the contraction of the linear bias term, the second from the
contraction of the non-linear bias term, the third from the higher derivative terms, and finally
the fourth from the stochastic terms. [δ2]~k means that we take the
~k component of the product
field δ(~x, t)2. The last term represents the contribution from the stochastic term. To clarify the
perturbative expansion, we can schematically rearrange the terms in the following way
〈δM (~k)δ(~k)〉′ ∼ P11(k1) (53)
×

[
c∂2φ + c∂4φ
(
k
kM
)2
+ . . .+ c∂2Dφ
(
k
kM
)2D−2]
︸ ︷︷ ︸
Linear Bias Derivative Expansion
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion
10Or from the stochastic terms when used in some non-linear diagram, something that happens at very
high order in perturbation theory.
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+[
c(∂2φ)2 + c∂2(∂2φ)2
(
k
kM
)2
+ . . .+ c∂2D−2(∂2φ)2
(
k
kM
)2D−2]
︸ ︷︷ ︸
Quadratic Bias Derivative Expansion
×
(
k
kNL
)3+n
︸ ︷︷ ︸
Quadratic Bias
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion
+
[
c(∂2φ)3 + c∂2(∂2φ)3
(
k
kM
)2
+ . . .+ c∂2D−2(∂2φ)3
(
k
kM
)2D−2]
︸ ︷︷ ︸
Cubic Bias Derivative Expansion
×
(
k
kNL
)2(3+n)
︸ ︷︷ ︸
Cubic Bias
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion

+
[
c0 cm,stoch,1 + ca, 2
(
k
kM
)2
+ cm,stoch,2
(
k
kNL
)2
+ . . .
]
︸ ︷︷ ︸
Stochastic Bias Derivative Expansion
1
(kM
3kNL
3)1/2
(
k
kNL
)2
︸ ︷︷ ︸
Stochastic Bias
+ . . . .
This expression (53) is similar to the one obtained for dark matter (51), and the same replacement
kNL → k˜NL should be meant in this case as well as k . ktr for all the expansions associated with
the power spectrum (i.e. the higher derivative matter counterterms are always suppressed by kNL).
Thanks to the Lagrangian treatment, the expansion for dark matter is just in powers of k/kNL, both
for what concerns the non-linearites and the higher derivative terms. Instead, in the case of galaxies,
the expansion in derivatives is controlled by the parameter kM. For very massive objects, we expect
kM . kNL, while for relatively light objects, kM & kNL. This suggest that for very light object
the derivative expansion in the bias parameters is more suppressed than in dark matter, while for
massive objects it is the opposite.
Notice the last term that comes from the correlation of the stochastic bias for collapsed objects
with the stochastic counterterm ∆τ for dark matter: clearly, if there happens to be more dark matter
in one given realization, it is expectable there will be more collapsed objects. The stochastic term
for dark matter is constrained by matter and momentum conservation to appear in the equations of
motion with two derivatives in front: ∂2∆τ . This explains the factor of k2. Since we have
〈kk〉 ∼ 1
kM
3
(
1 +
k2
kM
2 + . . .
)
, 〈[∂2∆τ ]k[∂2∆τ ]k〉 ∼ 1
kNL
3
(
k
kNL
)4(
1 +
k2
kNL
2 + . . .
)
, (54)
we have taken
〈k[∂2∆τ ]k〉 ∼ 1
(kM
3kNL
3)1/2
(
1 +
k2
kM
2 +
k2
kNL
2 + . . .
)
. (55)
There are two points to comment about this behavior. First, the stochastic contribution starts
with k0 for collapsed objects. This is the familiar shot noise term. This behavior is different than
the contribution of the stochastic term in dark matter, that starts with a much higher power of k,
k4, which makes it quite negligible in the dark matter correlation functions. The reason why the
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stochastic term in dark matter start with k4 can be traced to matter and momentum conservation.
Clearly, number and momentum are not conserved for collapsed objects, which is why the stochastic
term is allowed to start at k0. The other point we wish to comment on the stochastic term is the
size of order 1/kM
3. With this size, the shot noise is expected to induce a variance of order one on
length scales of order 1/kM, as indeed expected.
A similar expression holds for the power spectrum of compact object, with trivial differences. If
we correlate objects of type a and type b, we can write
〈δMa(~k)δMb(~k)〉 ∼ (56)
(ca, ∂2φ)cb, ∂2φ)〈δ(~k)δ(~k)〉+ ca, (∂2φ)2cb, ∂2φ〈[δ2]~kδ(~k)〉+ ca, ∂2φcb, ∂4φ
(
k
kM
)2
〈δ(~k)δ(~k)〉+ . . . ,
which leads to the following power series
〈δM (~k)δM (~k)〉′ ∼ P11(k1) (57)
×

[
ca, ∂2φcb, ∂2φ + ca, ∂2φcb, ∂4φ
(
k
kM
)2
+ . . .
]
︸ ︷︷ ︸
Linear-Linear Bias Derivative Expansion
×
[
1 +
(
k
kNL
)(3+n)
+ . . .
]
︸ ︷︷ ︸
Matter Loop Expansion
+
[
ca, (∂2φ)2cb, ∂2φ + ca, ∂2(∂2φ)2cb, ∂2φ
(
k
kM
)2
+ . . .
]
︸ ︷︷ ︸
Linear-Quadratic Bias Derivative Expansion
×
(
k
kNL
)3+n
︸ ︷︷ ︸
Quadratic Bias
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion
+
[
ca, (∂2φ)3cb, ∂2φ + ca ,(∂2φ)2cb, (∂2φ)2 +
(
ca, ∂2(∂2φ)3cb, (∂2φ)3 + ca, ∂2(∂2φ)2cb, (∂2φ)2
)( k
kM
)2
. . .
]
︸ ︷︷ ︸
Linear-Cubic & Quadratic-Quadratic Bias Derivative Expansion
×
(
k
kNL
)2(3+n)
︸ ︷︷ ︸
Cubic Bias
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion

+
[
ca, 0cb, 0 + ca, 2cb, 0
(
k
kM
)2
+ . . .
]
︸ ︷︷ ︸
Stochastic Bias Derivative Expansion
1
kM
3︸︷︷︸
Stochastic Bias
+
[
ca,  ∂2φcb,  ∂2φ + ca,  ∂2∂2φcb,  ∂2φ
(
k
kM
)2
. . .
]
︸ ︷︷ ︸
Linear-Stochastic Bias Derivative Expansion
1
kM
3︸︷︷︸
Stochastic Bias
×
(
k
kNL
)3+n
︸ ︷︷ ︸
Quadratic Bias
[
1 +
(
k
kNL
)(3+n)
+ . . .+
(
k
kNL
)(3+n)L]
︸ ︷︷ ︸
Matter Loop Expansion
+ . . . ,
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where for simplicity we did not explicitly distinguish between kMa and kMb , which are in general
different. This expression is very similar to the one for the correlation functions, except for being
quadratic in the bias coefficients.
Another aspect of the above formulas we want to explicitly comment is the following point related
to the appearance of the dark matter power spectrum in the correlation functions of the collapsed
objects. We have expressed the non-linear corrections due to the dark matter non-linearities simply
as Pδδ(1+(k/kNL)
3+n+ . . .). It should be made clear that this is a schematic representation which is
correct just for estimating the size of the various contributions in powers of k/kNL  1, k/kM  1.
However, it is not true that the dark matter non-linearities combine themselves so that the correlation
functions of collapsed objects contains terms just proportional to the non-linear dark matter power
spectrum. In particular, for example focussing on the cross-correlation, one could imagine that
the term linear in the bias should give Pδδ,NL, which represents the non-linear dark matter power
spectrum. This is not correct for the following reason. As we stressed in (13), the bias coefficient
are to be interpreted as non-local time kernels. Therefore, what contributes to the cross correlation
is rather something of the form
〈δM (k, t)δ(k, t)〉′ '
∫ t
dt′ H(t′)
[
c¯∂2φ(t, t
′)
1
H(t′)2
〈δ(k, t′)δ(k, t′)〉′
]
. (58)
When we evaluate 〈δ(k, t)δ(k, t)〉′ in perturbation theory, we have
〈δM (k, t)δ(k, t)〉′ ' D(t)
2
D02
〈δ(k, t0)δ(k, t0)〉′tree +
D(t)4
D04
〈δ(k, t0)δ(k, t0)〉′1-loop + . . . , (59)
where D is the growth factor, and the subscript 0 means that the quantity is evaluated at present
time. When we substitute (59) into (58), we realize that the time integrals can be formally done, to
obtain an expression of the following form
〈δM (~k, t)δ(k, t)〉′ ' c∂2φ,1(t) 〈δ(k, t)δ(k, t)〉′tree + c∂2φ,2(t) 〈δ(k, t)δ(k, t)〉′1-loop + . . . , (60)
where
c∂2φ,1(t) =
∫ t
dt′ H(t′)
[
c¯∂2φ(t, t
′)
1
H(t′)2
D2(t′)
D2(t)
]
, (61)
c∂2φ,2(t) =
∫ t
dt′ H(t′)
[
c¯∂2φ(t, t
′)
1
H(t′)2
D4(t′)
D4(t)
]
, . . . .
It is clear that in general c∂2φ,1, c∂2φ,2, . . . are comparable, but non-equal, numbers. Therefore the
matter contribution does not recombine into the non-linear power spectrum. Similar treatment
trivially extends to the other correlation functions.
This observation is also useful because it tells us how we can effectively treat the non-locality in
time of the bias coefficients. Since the time-dependence in perturbation theory is k-independent, non-
locality in time amounts to simply consider the various terms in perturbation theory as multiplied
by independent coefficients. Very explicitly, if the theory was local in time, various terms that are
related to one another by representing the contribution of a given order in perturbation theory to the
same quantity, would be multiplied by the same coefficient. Instead, when the theory is non-local
in time, these same various terms are multiplied by a different numerical coefficient. This gives an
efficient treatment of the non-locality in time, which is identical to the one that was developed for
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the correlation functions of dark matter in [5]. Since the time scales involved in the problem are of
order Hubble, it is also possible to effectively parametrize the kernels with a small number of free
coefficients, so that the number of free parameters can be reduced [5]. As we argued in sec. 2.1,
there is an approximate, not exact, sense in which the theory can be treated as local in time. In
this case, higher time-derivative terms need to appear in the description of the theory and they are
multiplied by new coupling constants.
Finally, this expression teaches us how to measure the bias parameters from observations or
N -body simulations. In the case of the local-in-time, there is one unique parameter for a given dark
matter correlation function. Instead, in the non-local-in-time treatment, there is one parameter
for each different term in the perturbative expansion of each dark matter correlation function that
appears in the expressions. In practice, there is no need to measure the kernels such as c¯∂2φ(t, t
′),
but it is enough to measure c∂2φ,1, c∂2φ,2, . . .. A measure of the non-locality in the theory is indeed
to see how different are c∂2φ,1 and c∂2φ,2.
5 Dark-Matter Galaxies Cross Correlation
In the former section, we explained how to estimate the size for he various terms that appear in
the perturbative expansion of the EFTofLSS when applied to biased objects. It is interesting to
give more explicitly the relevant expressions for the correlation function between dark-matter and
collapsed objects, and for the power spectrum of collapsed objects, and to determine the actual bias
parameters that are necessary at a given order.
For the correlation functions of dark matter, the EFT calculation carried out up to to two-loops
with IR-resummation matches to 1 % accuracy the observations from N -body simulations up to
k ' 0.6hMpc−1 with only one coupling constant, cs [4, 5]. At one-loop, the prediction stops being
1 % accurate at about k ' 0.3hMpc−1 .
Since the two-loop matter power spectrum has been already computed, we could in principle
include everything whose contribution is smaller than 1% up to k ' 0.6hMpc−1 . However, for the
purpose of this paper, we will stop at one loop, and therefore we will include everything that is
smaller then 1% at k ' 0.3hMpc−1 .
Before proceeding, there is an important observation to do. When computing quantities in
perturbation theory, as explained in detail in [9], one can usefully use the fact that up to a given
order in perturbation theory some different quantities turn out to be numerically equal in order to
simplify the algebra. Since in this paper we will stop at one loop, it is sufficient for us to use all the
relationships that relate quantities up to third order.
Up to linear order, we have that ∂iv
i = −D′D δ, where H = aH, and ′ = ∂/∂τ , with τ being the
conformal time. As usual in SPT, we can redefine the velocity field as θ ≡ ∂iv˜i = − DD′∂ivi, so that
θ = δ at linear level. For simplicity, we also redefine φ so that ∂2φ = δ. So, instead of using vi as
an independent variable, we can replace θ with
η(~x, t) = θ(~x, t)− δ(~x, t) (62)
and ∂jv
i with tij defined as
tij(~x, t) = ∂ivj(~x, t)− 1
3
δijθ(~x, t)− sij(~x, t) . (63)
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η and tij start at second order in perturbation theory. Notice that since vorticity is generated only
at very high order in perturbation theory [5] (see also [22]), tij can be considered symmetric in i
and j up to a very high order in perturbation theory. Similarly, we replace ∂2φ = δ with δ. Let us
define also the traceless tidal tensor as
sij = ∂i∂jφ− 1
3
δij δ . (64)
Up to second order in perturbation theory, we have that η(2) =
2
7s
(1)2− 421δ(1)2, so that we can define
a quantity ψ that is non-zero only starting at cubic order. This is
ψ(~x, t) = η(~x, t)− 2
7
s2(~x, t) +
4
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δ(~x, t)2 . (65)
This is all we need as in this paper we stop at one loop. For notational convenience, we can define
non-vanishing products of the following variables as
s2(~xfl, t) = sij(~xfl, t
′)sij(~xfl, t′) , s3(~xfl, t) = sij(~xfl, t′)sil(~xfl, t′)slj(~xfl, t′) , (66)
st(~xfl, t) = sij(~xfl, t
′)tij(~xfl, t′) , s(~xfl, t) = ij(~xfl, t′)sij(~xfl, t′), t(~xfl, t) = ij(~xfl, t′)tij(~xfl, t′) ,
where indexes are lowered and raised with δij and δij . By absorbing the trace into , we can
consider ij as traceless. With these new variables, we can redefine the bias coefficients, up to cubic
order, as
δM (~x, t) '
∫ t
dt′ H(t′)
[
c¯δ(t, t
′) : δ(~xfl, t′) : (67)
+c¯δ2(t, t
′) : δ(~xfl, t′)2 : +c¯s2(t, t′) : s2(~xfl, t′) :
+c¯δ3(t, t
′) : δ(~xfl, t′)3 : +c¯δs2(t, t′) : δ(~xfl, t′)s2(~xfl, t′) : +c¯ψ(t, t′) : ψ(~xfl, t′) :
+c¯δst(t, t
′) : δ(~xfl, t′)st(~xfl, t′) : +c¯s3(t, t′) : s3(~xfl, t′) :
+c¯(t, t
′) (~xfl, t′)
+c¯δ(t, t
′) : (~xfl, t′)δ(~xfl, t′) : +c¯s(t, t′) : s(~xfl, t′) : +c¯t(t, t′) : t(~xfl, t′) :
+c¯2δ(t, t
′) : (~xfl, t′)2δ(~xfl, t′) : +c¯δ2(t, t′) : (~xfl, t′)δ(~xfl, t′)2 : +c¯s2(t, t′) : (~xfl, t′)s2(~xfl, t′) :
+c¯sδ(t, t
′) : s(~xfl, t′)δ(~xfl, t′) : +c¯tδ(t, t′) : t(~xfl, t′)δ(~xfl, t′) :
+c¯∂2δ(t, t
′)
∂2xfl
kM
2 δ(~xfl, t
′) + . . .
]
,
In the first line we have the terms linear in the linear long wavelength fields, in the second the
quadratic ones, in the third and fourth the cubic ones. Starting from the fifth line, we have terms
involving the stochastic bias. At the next line we can see that we are allowed to include a stochastic
bias which carries tensor indexes. Finally, in the last line, we have inserted the leading higher
derivative term. The double columns before and after an operator, as for example : δ2 :, means that
we remove the expectation value of that operator itself. For example : δ(~x, t)2 := δ(~x, t)2−〈δ(~x, t)2〉.
If we expand as usual the fluctuations as δ(~x, t) =
∑
n δ(~x, t)
(n), and we assume that the time
dependence of each fluctuation goes as it would in the EdS universe case, with the replacement
a→ D, δ(n) ∼ θ(n) ∼ Dn, which is an approximation that seems to be valid at better than percent
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value in our universe [2], we can perform the time integrals in (67), and write, in Fourier space,
δM (k, t) = (68)
= cδ,1(t) δ
(1)(k, t) + cδ,2(t) δ
(2)(k, t) + cδ,3(t)δ
(3)(k, t) + cδ,3cs (t)δ
(3)
cs (k, t)
+ [cδ,1(t)− cδ,2(t)] [∂iδ(1) ∂
i
∂2
θ(1)]k(t) + [cδ,2(t)− cδ,3(t)] [∂iδ(2) ∂
i
∂2
θ(1)]k(t)
+
1
2
[cδ,1(t)− cδ,3(t)] [∂iδ(1) ∂
i
∂2
θ(2)]k(t)
+
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]
×
[
[∂iδ
(1) ∂j∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t) + [∂i∂jδ
(1) ∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t)
]
+
+cδ2,1(t) [δ
2]
(2)
k (t) + cδ2,2(t) [δ
2]
(3)
k (t)− 2
[
cδ2,1(t)− cδ2,2(t)
]
[δ(1)∂iδ
(1) ∂
i
∂2
θ(1)]k
+cs2,1(t) [s
2]
(2)
k (t) + cs2,2(t) [s
2]
(3)
k (t)− 2
[
cs2,1(t)− cs2,2(t)
]
[s
(1)
lm∂i(s
lm)(1)
∂i
∂2
θ(1)]k
+cst,1(t) [st]
(3)
k (t) + cψ,1(t) ψ
(3)(k, t) + cδ3 [δ
3]
(3)
k (t) + cδ s2 [δs
2]
(3)
k (t)
+cs3 [s
3]
(3)
k (t) + cδ 2 [δ
2]
(3)
k (t)
+c,1(t) [
(1)]k + c,2(t) [
(2)]k + . . . .
In (68), the superscript (n) refers to the order in initial fluctuations at which a certain quantity needs
to be computed. δ
(3)
cs stays for the term obtained in the dar matter fluctuations after inserting the
speed of sound counterterm at linear level. In particular, the various bias coefficient are given by
cδ,1(t) =
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
, cδ,2(t) =
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)2
D(t)2
, . . . , (69)
that is by integrating the time-dependent bias-kernels with the time-dependence of the term we are
considering. We see that the non-local in time bias can be thought as of having a different local bias
for each different term in the perturbative expansion. We have distinguished 1,2,... to distinguish
the various contributions of the stochastic terms in a derivative expansions (k0, k2, . . .), as they will
have in general different time dependence and so will lead to different local biases.
The terms in the lines from two to five in (68) derive from the Taylor expansion of the ~xfl variable
inside the argument of the long wavelength δ(~xfl, t) appearing in the linear bias:
δ(~xfl(τ, τ
′), τ ′) = δ(~x, τ ′)− ∂iδ(x, τ ′)
∫ τ
τ ′
dτ ′′ vi(~x, τ ′′) (70)
+
1
2
∂i∂jδ(x, τ
′)
∫ τ
τ ′
dτ ′′ vi(~x, τ ′′)
∫ τ
τ ′
dτ ′′′ vj(~x, τ ′′′)
+∂iδ(x, τ
′)
∫ τ
τ ′
dτ ′′ ∂jvi(~x, τ ′′)
∫ τ
τ ′′
τ ′′′ vj(~x, τ ′′′) + . . . .
We derive the expression for those terms in App. A. Notice that their bias coefficients are related
to the ones of δ(2) and δ(3), as this will be important for the cancellation of the IR divergencies in
equal time correlations. Similar is the origin of the last terms in lines six and seven.
Let us now analyze the cross correlation between galaxies and dark matter. We will list all the
terms that are larger than the two-loop contribution. By using (53), we have the following.
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1. The first term, that we label by a, comes from using the linear bias. It gives
〈δM (k, t)δ(k, t)〉′a =
∫ t
dt′ H(t′)
[
c¯δ(t, t
′) 〈[δ(~xfl, t′)]kδ(k, t)〉′EFT-one-loop
]
(71)
= cδ,1(t) 〈δ(1)(k, t)δ(1)(k, t)〉′ + cδ,2(t) 〈δ(2)(k, t)δ(2)(k, t)〉′
+ [cδ,3(t) + cδ,1(t)] 〈δ(3)(k, t)δ(1)(k, t)〉′ +
[
cδ,3cs (t) + cδ,1(t)
] 〈δ(3)cs (k, t)δ(1)(k, t)〉′
+ [cδ,1(t)− cδ,2(t)] 〈[∂iδ(1) ∂
i
∂2
θ(1)]k(t)δ
(2)(k, t)〉′
+ [cδ,2(t)− cδ,3(t)] 〈[∂iδ(2) ∂
i
∂2
θ(1)]k(t)δ
(1)(k, t)〉′
+
1
2
[cδ,1(t)− cδ,3(t)] 〈[∂iδ(1) ∂
i
∂2
θ(2)]k(t)δ
(1)(k, t)〉′
+
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]
×
[
〈[∂iδ(1) ∂j∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t)δ
(1)(k, t)〉′ + 〈[∂i∂jδ(1) ∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t)δ
(1)(k, t)〉′
]
,
where we have used that
〈δ(3)(k, t)δ(1)(k, t)〉′ = 〈δ(1)(k, t)δ(3)(k, t)〉′ , 〈δ(3)cs (k, t)δ(1)(k, t)〉′ = 〈δ(1)(k, t)δ(3)cs (k, t)〉′ , . . . .
(72)
Notice that the bias coefficients of the terms arising from the expansion of ~xfl are related to
the ones in the second line for the 〈δ(3)δ(1)〉′ and 〈δ(2)δ(2)〉′ contributions. This could have
been expected from the fact that IR divergencies need to cancel, and neither the 〈δ(3)δ(1)〉′ nor
the 〈δ(2)δ(2)〉′ diagrams are IR safe 11. We see that the fact that the linear bias is non-local in
time is equivalent to include three different local biases.
11It is straightforward to see that thanks to the fact that the dark matter field is evaluated on ~xfl, we have
that our expression for the equal time dark matter galaxies correlation is IR safe, as it should be for symmetry
reasons. Under a time-dependent, spatially constant diffeomorphism, we have
xi → xi +
∫ τ
0
dτ ′ V i(τ ′) , vi(τ) → vi(τ) + V i(τ) . (73)
This leads to the following transformations for the dark matter field and the galaxy field (for simplicity, we
perform the transformation for the galaxy field only at leading order in the spatial dependence of the velocity).
Notice first that in Fourier space we have
δM (~k1, τ1) =
∫ τ1
0
dτ ′1 a(τ
′
1) C(τ1, τ
′
1) δ(
~k1, τ1) e
−i~ki1·
∫ τ1
τ′1
dτ ′′1 v
i(~k1,τ
′′
1 ) . (74)
We therefore have
δ(~k1, τ1) → δ(~k1, τ1) e−i ki1·
∫ τ1
0 dτ
′
1 V
i(τ ′1) , (75)
δM (~k1, τ1) →
∫ τ1
0
dτ ′1 a(τ
′
1) C(τ1, τ
′
1) δ(
~k1, τ1)e
−i~ki1·
∫ τ1
0 dτ
′′
1 v
i(~k1,τ
′′
1 ) e−i k
i
1·
∫ τ1
0 dτ
′′
1 V
i(τ ′′1 )
= δM (~k1, τ1) e
−i ki1·
∫ τ1
0 dτ
′
1 V
i(τ ′1) .
This tells us that 〈δM (k, τ)δ(k, τ)〉′ and 〈δM (k, τ)δM (k, τ)〉′ are invariant under such a diff., which means that
they are IR safe.
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2. In a one-loop computation, the second term can just be evaluated at tree level. It therefore
gives
〈δM (k, t)δ(k, t)〉′b =
∫ t
dt′ H(t′)
[
c¯δ2(t, t
′) 〈[δ2]k(t′)δ(k, t)〉′EFT-one-loop
]
= (76)
= cδ2,1(t) 〈[δ2](2)k (t)δ(2)(k, t)〉′ + cδ2,2(t) 〈[δ2](3)k (t)δ(1)(k, t)〉′
−2 [cδ2,1(t)− cδ2,2(t)] 〈[δ(1)∂iδ(1) ∂i∂2 θ(1)]k(t)δ(1)(k, t)〉′ .
3. The third term is very similar to the second one. It gives
〈δM (k, t)δ(k, t)〉′c =
∫ t
dt′ H(t′)
[
c¯s2(t, t
′) 〈[s2]k(t′)δ(k, t)〉′EFT-one-loop
]
(77)
= cs2,1(t) 〈[s2](2)k (t)δ(2)(k, t)〉′ + cs2,2(t) 〈[s2](3)k (t)δ(1)(k, t)〉′
−2 [cs2,1(t)− cs2,2(t)] 〈[s(1)lm∂i(slm)(1) ∂i∂2 θ(1)]k(t)δ(1)(k, t)〉′ .
4. Let us now pass to the cubic biases. We have
〈δM (k, t)δ(k, t)〉′d =
∫ t
dt′ H(t′)
× [c¯st(t, t′) 〈[st]k(t′)δ(k, t)〉′ + c¯ψ(t, t′) 〈ψ(k, t′)δ(k, t)〉′
c¯δ3(t, t
′) 〈[δ3]k(t′)δ(k, t)〉′ + c¯δ s2(t, t′) 〈[δ s2]k(t′)δ(k, t)〉′ +
c¯δ2(t, t
′) 〈[δ 2]k(t′)δ(k, t)〉′ + c¯s3(t, t′) 〈[s3]k(t′)δ(k, t)〉′
]
EFT-one-loop
= cst,1(t) 〈[st](3)k (t)δ(1)(k, t)〉′ + cψ,1(t) 〈ψ(3)(k, t)δ(1)(k, t)〉′ (78)
+cδ3〈[δ3](3)k (t)δ(1)(k, t)〉′ + cδ s2〈[δs2](3)k (t)δ(1)(k, t)〉′
+cs3〈[s3](3)k (t)δ(1)(k, t)〉′ + cδ 2〈[δ2](3)k (t)δ(1)(k, t)〉′ .
5. The leading spatial derivative term is also important at one-loop level.
〈δM (k, t)δ(k, t)〉′e =
∫ t
dt′ H(t′)
[
c¯∂2δ(t, t
′)
∂2xfl
kM
2 〈δ(~xfl, t′)δ(~x, t)〉′EFT-one-loop
]
k
= c∂2δ,1(t)
k2
k2M
〈δ(1)(k, t)δ(1)(k, t)〉′ . (79)
6. The leading stochastic contribution scales as
〈δM (k, t)δ(k, t)〉′f =
∫ t
dt′ H(t′) c¯(t, t′) 〈(k, t′)[∂2∆τ ]k(t)〉′EFT-one-loop
= c,1(t)
γ1/2
(kM
3kNL
3)1/2
· k
2
kNL
2 ,
where we took
〈[]k[∂2∆τ ]k〉′ = γ
1/2
(kM
3kNL
3)1/2
· k
2
kNL
2 . (80)
This is too an high power in k to make it important at one-loop order (not quite so at higher
orders), so we will neglect it here.
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In summary, in the non-local in time case, for the dark matter galaxies cross correlation there are
several parameters to be measured in simulations or in observations. The large number of parameters
is a reason of concern for what the predictive capability of the theory is. Though it looks like that
there are indeed many parameters that are necessary, there are several ways in which the actual
number of parameters necessary to fit an observation is reduced: some of these coefficients might
give rise to a very similar functional forms; some might appear in several different observable, such
as, as we will see, in the power spectrum and the bispectrum; finally, the time-local approximation
might reduce the number of needed parameters. We will explore this next.
5.1 Time-local Approximation
For the case of the dark matter power spectrum at two loops [5], it was shown that the local in
time treatment was a good approximation to the numerical data. As we described in Sec. 2.1, this
is now understood in terms of the fact that the theory can be treated as local to some degree of
approximation, and that in the two-loop dark matter power spectrum the difference between a local
and a non-local treatment started mattering only at the highest term computed in perturbation
theory.
In the case of collapsed objects there is a difference, as the difference between local in time
and non-local in time appears earlier in perturbation theory. In particular, the first terms that are
affected by this difference are the one-loop terms, contrary to the two-loop terms as in the case of the
dark matter power spectrum. Similarly to what we just discussed, this tells us that for a one-loop
calculation one can approximate the calculation for the biased objects as local in time: differences
will be about 1/10 of the one-loop result, which is about the two-loop term.
This simplifies remarkably the one-loop formulas of the former sec. 5. In the local in time
approximation we obtain the following.
Terms a, b, c change as
〈δM (k, t)δ(k, t)〉′a =
∫ t
dt′ H(t′)
[
c¯δ(t, t
′) 〈[δ(~xfl, t′)]kδ(k, t)〉′EFT-one-loop
]
= (81)
' cδ,local,1(t)
[
〈δ(k, t)δ(k, t)〉′tree + 〈δ(k, t)δ(k, t)〉′1-loop + 〈δ(k, t)δ(k, t)〉′cs,k2P11
]
,
〈δM (k, t)δ(k, t)〉′b =
∫ t
dt′ H(t′)
[
c¯δ2(t, t
′) 〈[δ2]k(t′)δ(k, t)〉′EFT-one-loop
]
=
' cδ2,local,1(t)
[
〈[δ2](2)k (t)δ(2)(k, t)〉′ + 〈[δ2](3)k (t)δ(1)(k, t)〉′
]
,
〈δM (k, t)δ(k, t)〉′c =
∫ t
dt′ H(t′)
[
c¯s2(t, t
′) 〈[s2]k(t′)δ(k, t)〉′EFT-one-loop
]
' cs2,local,1(t)
[
〈[s2](2)k (t)δ(2)(k, t)〉′ + 〈[s2](3)k (t)δ(1)(k, t)〉′
]
,
while the d, e, f terms remain unchanged, apart for some obvious rescaling by 1/ωshort. Notice that
because of the quasi time locality, we should add a term of the form
cDtδ,local,1(t)
1
ωshort
〈[∂tδ + vi∂iδ]k(t)δ(k, t)〉′ (82)
This term comes from the flow time derivative, and originates from the quasi-local in time expan-
sion of the ~xfl dependence. However, this term can be neglected at one-loop order. The term in
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∂tδ
(1)(k, t)δ(1)(k, t) is degenerate with the linear bias term because ∂tδ
(1) ∝ δ(1). Explicitly, one can
redefine the linear bias as cδ,local,1(t)→ cδ,local,1(t) + cDtδ,local,1(t) Hωshort
D′(a)
D(a) , which is a small correc-
tion, so that term in ∂tδ appears in the linear combination ∂tδ − D′D δ, that starts at second order.
This implies that the contribution of this term is comparable to a one loop term times H/ωshort,
which is about equivalent to a two-loop term, and so negligible. This kind of redefinitions are the
same ones that allowed us to consider tij and ψ as independent variables in the bias expansion. The
term 〈[vi∂iδ]k(t)δ(k, t)〉′ is a one loop term suppressed by H/ωshort, and so it is about the size of
a two loop term as well. The combination in (82) can be easily derived assuming the the kernel
cδ(t, t
′) is peaked around t with width of order 1/ωshort, and it originates from the time dependence
and the ~xfl dependence of the variable δ(~xfl, t). We show this explicitly in App. A.1. Notice that
now there is only one bias coefficients originating from the linear and the quadratic bias.
We see that in the local in time approximation, there are much less bias coefficients that are
needed. Notice however that some of the terms we have neglected at one loop will become important
in a calculation done at two loops, even in the local in time approximation, where the dark matter
power spectrum has been shown to agree with simulations up to k ' 0.6hMpc−1 . In a sense, the
calculation will become much more interesting, but also more complex, at this order. We leave this
to future work.
5.2 Explicit Expressions and Renormalization
For completeness, we give the precise expressions of the terms we described before. This will allow us
to explicitly verify the IR-safety of the equal time cross correlation and to discuss renormalization.
The calculation can be carried out using the standard techniques in SPT. We have the following.
1. The a contribution gives
〈δM (k, t)δ(k, t)〉′a = (83)
= cδ,1(t)P11(k; t, t) + cδ,2(t)P22(k; t, t) + [cδ,3(t) + cδ,1(t)]P31(k; t, t)
+
[
cδ,3cs (t) + cδ,1(t)
]
P11,cs(k; t, t) +
+ [cδ,1(t)− cδ,2(t)]
∫
d3q
(2pi)3
2
(~k − ~q) · ~q
q2
F2,S(−~q, ~q − ~k)P11(q; t, t)P11(|~k − ~q|; t, t)
+ [cδ,2(t)− cδ,3(t)]
∫
d3q
(2pi)3
2
(~k − ~q) · ~q
q2
F2,S(−~q,~k)P11(q; t, t)P11(k; t, t)
+ [cδ,1(t)− cδ,3(t)]
∫
d3q
(2pi)3
2
(~k − ~q) · ~q
q2
G2,S(~k,−~q)P11(q; t, t)P11(k; t, t)
−
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]
1
3
∫
d3q
(2pi)3
(
1 +
k2
q2
)
P11(q; t, t)P11(k; t, t) ,
where
Pij(k; t1, t2) = 〈δ(i)(~k, t1)δ(j)(~k, t2)〉′ , (84)
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and where we have performed the angular integrations that could be done analytically 12. By
using this expression, we have checked that the IR divergencies do cancel out.
2. The b contribution gives
〈δM (k, t)δ(k, t)〉′b = (89)
= cδ2,1(t)
∫
d3q
(2pi)3
2F2,S(~k − ~q, ~q) P11(q; t, t)P11(|~k − ~q|; t, t)
+cδ2,2(t) 2×
34
21
σ2(t)P11(k; t, t)
+2
[
cδ2,1(t)− cδ2,2(t)
]
σ2(t)P11(k; t, t) ,
where
σ2(t) = 〈δ(~x, t)2〉 =
∫
d3q
(2pi)3
P11(q; t, t) . (90)
3. The c contribution gives
〈δM (k, t)δ(k, t)〉′c = (91)
= cs2,1(t)
∫
d3q
(2pi)3
2F2,S(~k − ~q, ~q) S(~k − ~q, ~q) P11(q; t, t)P11(|~k − ~q|; t, t)
+cs2,2(t)
[∫
d3q
(2pi)3
4F2,S(~k,−~q) S(~k − ~q, ~q) P11(q; t, t)
]
P11(k; t, t)
where
S(~k, ~q) =
(~q · ~k)2
k2q2
− 1
3
. (92)
and where we have found that the coefficient of
[
cs2,1(t)− cs2,2(t)
]
vanishes after angular
integration.
12The definitions of Fn,S and Gn,S are the standard ones of SPT. We expand δ and θ as
δ(a,~k) =
∞∑
n=1
[D1(a)]
nδ(n)(~k) , (85)
∂iv
i(a,~k) = −θ(a,~k) = −H(a)f
∞∑
n=1
[D1(a)]
nθ(n)(~k)) , (86)
and then we write the ~k-dependent solutions in the following manner:
δ(n)(~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Fn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) , (87)
θ(n)(~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Gn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) , (88)
Fn,S and Gn,S are the symmetryzed versions of Fn and Gn.
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4. The d contribution gives
〈δM (k, t)δ(k, t)〉′d = (93)
= cst,1(t)
∫
d3q
(2pi)3
2 S(~k − ~q, ~q) D2,S(−~q,~k) P11(q; t, t)P11(~k; t, t)
+cψ,1(t)
∫
d3q
(2pi)3
[
3D3,S(~k, ~q,−~q)− 4D2,S(~q,~k − ~q)F2,S(−~q,~k)
]
P11(q; t, t)P11(~k; t, t)
+
[
cδ3,1(t)3σ
2(t) + cδs2,1(t)
2
3
σ2(t) + σ2 (t)
]
P11(~k; t, t) ,
where
Dn,S(. . .) = Gn,S(. . .)− Fn,S(. . .) , (94)
and
σ2 (t) = 〈(~x, t)2〉 . (95)
5. Then the e contribution gives
〈δM (k, t)δ(k, t)〉′e = c∂2δ,1
k2
kM
2P11(
~k; t, t) . (96)
6. Finally, the f contribution gives
〈δM (k, t)δ(k, t)〉′f = c,1(t)
γ1/2
(kM
3kNL
3)1/2
· k
2
kNL
2 ,
It can be checked that IR divergencies cancel explicitly, which is a consistency check of our
formulas.
5.2.1 UV dependence and renormalization
When doing calculation in any field theory, be it either classical or quantum, it is important to make
our predictions insensitive to the mistake done by using some equations in a regime in which they
are not valid. In the case of LSS, we do not have control on the physics at distances shorter than the
non-linear scale. The whole point of the EFTofLSS is to make our predictions insensitive to what
we assume for the physics at such short distances. Therefore, when describing collapsed objects, we
have to insure that our predictions are insensitive to the same regime. The calculation of the dark
matter power spectrum at two loops seem to show that dark matter can be predicted up to the scale
k ' 0.6hMpc−1 . It is therefore fair to take the point of view that physics is perturbative up to
that scale, while we want to be insensitive to what happens at scales shorter than that. The former
one-loop expressions for the galaxies dark matter cross correlation involve convolution integrals that
can potentially be sensitive to the behavior of the dark matter power spectrum on scales shorter than
k ' 0.6hMpc−1 . The contribution from that regime is not under control, and we must therefore
ensure that we are not sensitive to that. This can be achieved by readjusting the bias parameter to
cancel the contribution from that regime and ensure that we can obtain the correct result. This was
described in [9], and very recently reemphasized in great detail in [23]. At around k ' 0.6hMpc−1 ,
the matter power spectrum can be approximately described by a scaling one with slope n ' −2.1.
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With this slope, let us identify, among the various contributions, the ones that are UV sensitive.
This can be done by Taylor expanding in q  k the integrands in the former expressions, and
identifying the ones that are UV divergent if the power spectrum has a slope n ' −2.1. Let us find
these contributions.
Let us start from the terms in a. After Taylor expansion, we identify the following terms that are
UV divergent. We ignore the loop terms that appear already in the calculation of the dark matter
correlation functions, as they are renormalized by the counterterms present in the equations for the
dark matter 13. We therefore concentrate on the other terms. After Taylor expansion in q  k, and
using that n ' −2.1, the only divergent terms are the leading ones in the Taylor expansion and lead
to the following expression:
〈δM (k, t)δ(k, t)〉′a,UV = (97)
−
{
34
21
[cδ,2(t)− cδ,3(t)]− 5
21
[cδ,1(t)− cδ,3(t)] + 1
3
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]}
σ2(t) P11(k; t, t).
Similarly, from the δ2 bias, we have
〈δM (k, t)δ(k, t)〉′b,UV =
[
68
21
cδ2,2(t) + 2
[
cδ2,1(t)− cδ2,2(t)
]]
σ2(t) P11(~k; t, t) . (98)
The s2 bias gives
〈δM (k, t)δ(k, t)〉′c,UV =
136
63
cs2,2(t) σ
2(t) P11(k; t, t) . (99)
From the d contribution we finally have
〈δM (k, t)δ(k, t)〉′d,UV =
{[
16
63
cst,1(t) + 3cδ3,1(t) +
2
3
cδs2,1(t)
]
σ2(t) + σ2 (t)
}
P11(k; t, t) .
(100)
The e and f terms, being tree level, do not include any UV sensitive term.
In order to be able to correctly parametrize the UV-sensitivity from our expressions, we need to
able to readjust one of our bias parameters to change this contribution to make it correct. This is
possible because indeed the form of all of these UV divergent terms is the one of the linear bias. We
can therefore renormalize the linear bias coefficient to absorb it. In practice, we imagine that cδ,1 is
a bare parameter, sum of a finite part and a counterterm:
cδ,1(t) = cδ,1,finite(t) + cδ,1,counter(t) , (101)
where the counterterm is chosen so that the final answer is independent of the short distance physics:
cδ,1,counter(t) = (102)
− σ2(t)
{
34
21
[cδ,2(t) + cδ,3(t)]− 5
21
[cδ,1,finite(t)− cδ,3(t)] + 1
3
[
1
2
cδ,1,finite(t)− cδ,2(t) + 1
2
cδ,3(t)
]
+
68
21
cδ2,2(t) + 2
[
cδ2,1,finite(t)− cδ2,2(t)
]
+
136
63
cδ2,2(t) +
16
63
cst,1(t) + 3cδ3,1(t) +
2
3
cδs2,1(t)
}
−σ2 (t) .
13To this end, one can notice that in case P13 or P22 are UV divergent, the counterterms from the stress
tensor, such as cs for example, are able to reabsorb those divergencies. In this case, it must be that the
coefficients such as cs split into a counterterm part and a finite part, each one with its own time dependence,
and therefore each generating its own bias coefficients.
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Notice that, in our one-loop calculation, one should shift only the cδ,1 that multiplies the tree
level result P11. One should not shift at this order the terms cδ,1 that multiply one-loop terms
14. In
practice, this procedure at one loop order amounts to removing the UV limits of each of the terms
in a, b, c, d.
In the procedure we have just described, there is an ambiguity that we still have to resolve. It
has to do on how to identify the divergent part of the contribution, as in practice we can always
add a finite part to a divergent part, and the divergent part is still divergent. The procedure to
fix this ambiguity is to impose the overall prediction of the theory to agree with the observation at
some specific wavenumber of interest, kren, that goes under the name of renormalization point. Since
perturbation theory is organized in powers of k/kNL or k/kM, this procedure should be done at the
lowest possible k’s so that the terms that have not been included in the calculation are negligible. In
practice, since cosmic variance grows in the infrared, kren cannot be chosen arbitrarily small, and one
has to resort to performing higher order calculations so that the dependence of the parameters on
kren becomes negligible. This procedure has been applied to simulated data first in [2]. Alternatively,
one can measure the bias parameters directly in simulations, in a procedure similar to the one that
was used in [2] to measure the cs parameter of dark matter from small distance correlations
15. Once
one of this two procedures has been performed, the process of renormalization is concluded, and at
this stage the result is independent of the UV contributions.
After doing this, as it was notice in [9] where a subset of the terms that are present here are also
present, the finite contributions of cs2,2, cψ,1 and cst,1 are all proportional to each other. This means
that, at this one-loop order, they are degenerate and can be treated as one parameter. This is not
expected to hold at higher orders.
For illustrative proposes, let us explain a different, but completely equivalent, way to look at the
renormalization of the bias coefficients. We were driven to perform a renormalization because our
expressions were sensitive to UV physics. This can be traced back to the fact that our expressions
contained product of operators at the same location. One example is the operator that appear in
the quadratic bias δ(~x, t)2. Since this is a product of different operators at the same location, it is
extremely sensitive to short distance physics. We already partially dealt with this when we defined
it as : δ(~x, t)2 := δ(~x, t)2 − 〈δ(~x, t)2〉, so that its vacuum expectation value vanished. But this fixes
the ambiguities only at some level. In fact, in order to correctly define this operator we need to
define all its correlation functions with all the relevant long wavelength fields. This can be done
by adding suitable counterterms. In our case, at one loop order, for all our operators we need only
to be concerned with their correlation with the density δ(~x, t). The first example of this kind of
composite, or contact, operators that appeared in the context of the EFTofLSS has been the dark
matter velocity field ~v, which is defined as the ratio at the same location of the momentum field
and the density field: ~v(~x, t) = ~pi(~x, t)/ρ(~x, t). As discussed in [5], in order to compute correlation
functions at one loop for the velocity field, one needs to define its correlation functions with δ, and,
in order to do that, one has to add a suitable counterterm [5]
viR(~x, t) = v
i(~x, t)−
∫
da′
a′H′ Kv(a, a
′) ∂iδ(a′, ~xfl) + . . . , (103)
14This is similar to that happens for the cs counterterm in the dark matter power spectrum at two-loops [5],
where at two-loops the one-loop counterterm is evaluated with the one-loop cs, while the tree level counterterm
is evaluated with the two-loop cs.
15We refer to [2] for details on the procedure, which involves a few subtle points.
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where the subscript R stays for renormalized and where Kv(a, a
′) is a suitable Kernel to be fixed by
requiring that the UV sensitiveness is cancelled and vi correlation functions agree with the observed
ones at low k’s. . . . represent higher derivative or higher order terms. At one loop, the first term is
enough. In the case of bias, we can do the same construction. We can rewrite (68) directly in terms
of renormalized fields
δM (k, t) = (104)
= cδ,1(t) δ
(1)(k, t) + cδ,2(t) δ
(2)(k, t) + cδ,3(t)δ
(3)(k, t) + cδ,3cs (t)δ
(3)
cs (k, t)
+ [cδ,1(t)− cδ,2(t)] [∂iδ(1) ∂
i
∂2
θ(1)]R, k(t) + [cδ,2(t)− cδ,3(t)] [∂iδ(2) ∂
i
∂2
θ(1)]R, k(t)
+
1
2
[cδ,1(t)− cδ,3(t)] [∂iδ(1) ∂
i
∂2
θ(2)]R, k(t)
+
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]
×
[
[∂iδ
(1) ∂j∂
i
∂2
θ(1)
∂j
∂2
θ(1)]R, k(t) + [∂i∂jδ
(1) ∂
i
∂2
θ(1)
∂j
∂2
θ(1)]R, k(t)
]
+
+cδ2,1(t) [δ
2]
(2)
R, k(t) + cδ2,2(t) [δ
2]
(3)
R, k(t)− 2
[
cδ2,1(t)− cδ2,2(t)
]
[δ(1)∂iδ
(1) ∂
i
∂2
θ(1)]R, k
+cs2,1(t) [s
2]
(2)
R, k(t) + cs2,2(t) [s
2]
(3)
R, k(t)− 2
[
cs2,1(t)− cs2,2(t)
]
[s
(1)
lm∂i(s
lm)(1)
∂i
∂2
θ(1)]R, k
+cst,1(t) [st]
(3)
R, k(t) + cψ,1(t) ψ
(3)(k, t) + cδ3 [δ
3]
(3)
R, k(t) + cδ s2 [δs
2]
(3)
R, k(t)
+cs3 [s
3]
(3)
R, k(t) + cδ 2 [δ
2]
(3)
R, k(t)
+c,1(t) [
(1)]R, k + c,2(t) [
(2)]R, k + . . . ,
where for each operator O we have that
[O]R(~x, t) = O(~x, t)− 〈O(~x, t)〉 − αO δ,UVδ(1)(~x, t) + . . . , (105)
where . . . represent higher order terms, such as δ(2) or stochastic terms , that are unnecessary at one
loop level, and αO,UV represents the UV sensitive part of the correlation function 〈[O]k(t)δ(k, t)〉′.
This can be easily read off from the expressions in (97),(98),(99), and (100). For example, for the
operator [δ(1)δ(2)](~x, t), we have that α[δ(1)δ(2)]δ(1),UV =
68
21σ
2(t). Notice that for all the operators
of the form [O(1)O′(1)](~x, t), we have that α[O(1)O′(1)]δ,UV = 0. In the local-in-time approximation,
one can put together all the perturbative terms to which an operator O contributes, and can easily
reconstruct the overall αO δ,UV for a given operator O when contracted with an operator δ. For
example, in this case one would have α[δθ]δ,UV = α[δ(1)θ(2)]δ,UV + α[δ(2)θ(1)]δ,UV. Again, as in the
former case, one has to add a finite part to the αO δ(1),UV, no matter how this has been identified,
to make the predictions agree with the observations.
This illustrates the renormalization procedure for the galaxies dark matter cross correlation.
In summary, after doing this, in the non-local in time case, at one-loop, we are left with seven
independent bias coefficients for the non-local in time treatment. When we consider the local in
time approximation, which, as discussed, is approximate but at some level applicable, the terms
a, b, c simplify relevantly, and we are left with only four bias coefficients.
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A comment on the higher derivative term. At the order at which we are working, this term has
exactly the same functional form as the fourth term in (83). The decision if this term should be
included or not depends on the kind of observations we wish to do. The cs term that appears in
correlation functions of dark matter is a physical term, in the sense that is related to observable
quantities. For example it can be measured in lensing surveys. If however one is interested only in
surveys of collapsed objects, where dark matter is not directly observed, then we can in principle
redefine the cs for dark matter to absorb the coefficient c∂2δ,1.
Finally, a comment of the stochastic bias counterterm. The only UV sensitive terms that we
have identified at one-loop order and for the slope of the power spectrum that happens to be in
our universe are of the form of the linear bias. However, one can imagine what would happen in
different universes, where for example the power spectrum could be steeper. This is equivalent
to foresee what will happen at sufficiently high loop order in perturbation theory with the slope
n ' −2.1. It would then turn out that additional UV-sensitive terms are generated, requiring to
shift new bias coefficients. In particular, now a divergent term can be generated for the higher
derivative bias. It is less straightforward what happens to the terms in cδ2,1 and cs2,1, which in our
universe are not UV sensitive. In the limit q  k, we have that
cδ2,1(t)
∫
d3q
(2pi)3
4F2,S(~k − ~q, ~q) P11(q; t, t)P11(|~k − ~q|; t, t) (106)
→ −cδ2,1(t)
2
21
k2
∫
d3q
(2pi)3
1
q2
[P11(q; t, t)]
2 = −cδ2,1(t)
2
21
k2
kNL
2
1
kNL
3 σ˜
2(t) ,
where we have defined
σ˜2(t) = kNL
3
∫
d3q
(2pi)3
kNL
2
q2
[P11(q; t, t)]
2 . (107)
A similar behavior is also present for cs2,1. If the slope n of the power spectrum were to be higher
than −1/2, this term would be UV sensitive. In this case, we would need to cancel this contribution.
Since this term is not proportional to P11(k; t, t), the only available candidate is the stochastic
counterterm. Indeed, the fact that this term starts in k2 tells us that it has the right functional form
to be reabsorbed by a shift in the stochastic bias:
c,1(t) = c,1,finite(t) + c,1,counter(t) , (108)
with
c,1,counter(t) = cδ2,1(t)
2
21
1
γ1/2
kM
3/2
kNL
3/2
σ˜2(t) . (109)
Alternatively, one could have re-defined the correlation function between k and [∂
2∆τ ]k in the
following way
〈k[∂2∆τ ]k〉 = γ
1/2
(kM
3kNL
3)1/2
· k
2
kNL
2 +
cδ2,1(t)
c,1(t)
2
21
k2
kNL
2
1
kNL
3 σ˜
2(t) , (110)
so that the overall contribution to the cross correlation with k-dependence of the form k2 would fit
observations 16.
16Notice that these terms that are analytic in k2, once Fourier transformed to real space, lead to terms that
have support only at coincidence, that is that are proportional to a δ-function and derivatives of it. Their
size is therefore extremely sensitive to the procedure one uses to define correlation functions at vanishing
distances. This ambiguity is mirrored in the EFT in the fact that we can redefine the size of the correlation
functions of the stochastic terms so that we can always reabsorb the divergencies analytic in k2.
35
This renormalization is not necessary in our universe at one-loop order, as the slope of the power
spectrum near the non-linear scale is much less steep. It however gives us another interesting example
of how renormalization works, and more importantly shows that a non vanishing correlation between
the stochastic bias and the stochastic dark matter stress tensor is allowed by the symmetries of the
problem, and it would indeed be necessary in universes with a very steep power spectrum close to
the non-linear scale.
Our expression differs from the former treatment of [9] for a few important points. First, this
is only the Eulerian expression that, as we argued, must be included in a Lagrangian calculation as
we described in Sec. 3. Second, the expression is non-local in time, and if approximated as local in
time, contains higher time derivative terms. In particular in general this leads to a break up of the
various terms that appear at each perturbative order in the dark matter correlation functions. The
time-derivative terms that appear in the local-in-time approximation, as well as in general the spatial
derivative, act relatively to the flux, not along the comoving coordinates. Third, the stochastic terms
are treated differently. As we emphasized, some of these differences are irrelevant at one-loop order,
but begin to play a role at higher loop order.
In App. B we give the same explicit formulas for the Galaxies Galaxies power spectrum at
one-loop.
6 Conclusions
We have discussed how to described correlation functions of collapsed objects in the EFTofLSS. We
have started by formulating an Eulerian description of bias, where the overdensity of galaxies at a
given location and time depends on the underlying tidal tensor and dark matter velocity gradients
at the same location. We have then discussed how this number density depends on nearby points,
performing a derivative expansion whose suppression is related to the mass of the object itself. We
have then discussed that since the formation time of galaxies takes an Hubble time, their overdensity
at a given time will depend not just on the dark matter properties at the same time, but on all earlier
times up to order one Hubble time. This means that the EFT is non-local in time, as for the case
of dark matter. Invariance under diffeomorphisms requires that the overdensity of galaxies at a
given location depends on the dark matter field evaluated at earlier times and at the displaced
location ~xfl(t, t
′) where the underlying dark matter fluid element used to be at those earlier times.
We have discussed how the time non-locality can be dealt with: in practice it corresponds to having
a different local bias not only for every field of which the galaxies are a tracer, but also for every
order in perturbation theory at which that field is evaluated. This also offers a way to measure in
simulations or observations the time non-locality of the theory: there is no need to measure the
time-dependent kernels, but simply the different local bias coefficients associated to the same field
when evaluated at different orders.
In calculations for dark matter correlation functions, it has appeared that the local-in-time
treatment seems to be a good approximation to the physics in our actual universe. We have given
an argument for why this is the case: most of the modes that we integrate out and that affect the
long-distance physics are characterized by a time scale quite faster than Hubble, though not by more
than an order of magnitude. This justifies and explains why a local in time treatment seems to be a
good approximation. We have discussed how in this case one has to introduce a dependence for the
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galaxy overdensity on time derivatives of fields, and that these time derivatives act along the flow.
We have then put into evidence how the Eulerian treatment expands not only in powers of the
dark matter overdensities and short scale displacements, but also in long wavelength displacements
that in our universe are too large to be treated perturbatively. This makes the Eulerian treatment
non-convergent to the correct answer. This has lead us to formulate the theory of bias in Lagrangian
space, according to which the overdensity of galaxies at a given location is determined by the initial
configurations of the dark matter field at the location where that element of dark matter that
ended up at that given location was initially. We have then slightly generalized formulas that were
developed for performing calculations for dark matter correlation functions in Lagrangian space [4],
to adapt them to the case of collapsed objects. In this way, we are able to upgrade Eulerian
calculations to Lagrangian calculations in the same way as we did for dark matter. After upgrading
the Eulerian calculation to a Lagrangian one, the resulting perturbative series is a series in powers
of k/kNL and k/kM, where kNL is the wavenumber associated to the non-linear scale, and kM is
the wavenumber associated to the length scale from which the dark matter particles collapsed into
a galaxy. The series is manifestly convergent, up to the scale where non-perturbative corrections
become important.
Having made Eulerian calculations useful again, we have given in detail the formulas for the
dark matter galaxies cross correlations, and explicitly explained how the bias coefficients need to be
renormalized in order to correctly parametrize any dependence on short distance physics that is not
under perturbative control.
The formulas and techniques we have provided and explained can be simply extended to the
galaxies power spectra and higher order correlation functions, such as the bispectrum, at one loop
and beyond.
One partial reason of concern is the fact that of order of a few bias parameters are in practice
needed to describe galaxies correlation functions at high wavenumbers, with possible consequences for
the predictivity of the theory. However, there are several reasons of hope: the same bias parameters
appear in the several correlation functions, as for example the quadratic bias that enters at one
loop in the power spectra enters also at tree level in the bispectrum; some of these bias parameters
contribute in degenerate ways, so that the effective number of parameters gets reduced; the gain
in sensitivity is extremely large as we reach higher wavenumbers with the theory, so that several
parameters might be accommodated without too much of a loss. How much is the UV reach of
the current formulations? How many parameters are needed and what is the remaining predictive
power? These are very interesting questions that we leave to future work. The purpose of the the
present work was to provide the formulas that should allow us to correctly answer those questions.
In the case of dark matter, the application of EFT techniques has showed the potential to
increase the predictive reach of analytical techniques by a factor of about six in k-space, from about
k ' 0.1hMpc−1 , where SPT fails, to k ' 0.6hMpc−1 , implying the possible availability of a factor
of 200 more modes amenable to analytic techniques in LSS surveys than previously believed. This
could have potentially revolutionary consequences on what we can learn in Cosmology in the next
decade. This results shows that there could be a lot to gain from using the EFTofLSS to describe
the clustering of dark matter. It will be very interesting to compare how the formalism that we have
developed here perform against simulations or data. We leave this to upcoming future work.
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Appendix
A Deriving the ~xfl terms
Here we explicitly derive the terms in the galaxies overdensity in (68) that are due to the Taylor
expansion of ~xfl. From eq. (70) we have several terms. The first comes from taking the second
term in (70) and evaluating both terms at linear level. Keeping only the time-variables explicit for
simplicity, we have
−
∫ t
dt′ H(t′) c¯δ(t, t′) ∂iδ(1)(t′)
∫ τ
τ ′
∂τ ′′ v(1)i(τ ′′) = (111)
=
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
∂iδ
(1)(t)
∫ τ
τ ′
∂τ ′′
D′(τ ′′)
D(τ)
∂i
∂2
θ(1)(τ)
=
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
[
1− D(t
′)
D(t)
]
∂iδ
(1)(t)
∂i
∂2
θ(1)(t)
= [cδ,1(t)− cδ,2(t)] ∂iδ(1)(t) ∂
i
∂2
θ(1)(t) .
From the same term, we can now take the term in δ at second order and in v at first: ∂iδ
(2)
∫
∂τ ′′ v(1)i(τ ′′).
Trivially, this gives
−
∫ t
dt′ H(t′) c¯δ(t, t′) ∂iδ(2)(t′)
∫ τ
τ ′
∂τ ′′ v(1)i(τ ′′) (112)
= [cδ,2(t)− cδ,3(t)] ∂iδ(2)(t) ∂
i
∂2
θ(1)(t) .
The next option is to take, δ linear and v at second order: ∂iδ
(1)
∫
∂τ ′′ v(2)i(τ ′′). We have
−
∫ t
dt′ H(t′) c¯δ(t, t′) ∂iδ(1)(t′)
∫ τ
τ ′
∂τ ′′ v(2)i(τ ′′) = (113)
=
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
∂iδ
(1)(t)
∫ τ
τ ′
∂τ ′′
D(τ ′′)D′(τ ′′)
D(τ)2
∂i
∂2
θ(2)(τ)
=
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
1
2
[
1− D(t
′)2
D(t)2
]
∂iδ
(1)(t)
∂i
∂2
θ(2)(t)
=
1
2
[cδ,1(t)− cδ,3(t)] ∂iδ(1)(t) ∂
i
∂2
θ(2)(t) .
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Finally, in the cubic terms, at one-loop order we can take all the terms as linear. From the third
term in (70), we have
−1
2
∫ t
dt′ H(t′) c¯δ(t, t′) ∂iδ(1)(t′)
∫ τ
τ ′
dτ ′′ ∂jv(1)i(τ ′′)
∫ τ
τ ′′
dτ ′′′ v(1)j(τ ′′′) (114)
= −1
2
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
∂iδ
(1)(t)
∫ τ
τ ′
dτ ′′
D′(τ ′′)
D(τ)
∫ τ
τ ′′
dτ ′′′
D′(τ ′′)
D(τ)
∂j∂
i
∂2
θ(1)(τ)
∂j
∂2
θ(1)(τ)
= −1
2
∫ t
dt′ H(t′) c¯δ(t, t′)
D(t′)
D(t)
[
1
2
− D(t
′)
D(t)
+
1
2
D(t′)2
D(t)2
]
∂iδ
(1)(t)
∂j∂i
∂2
θ(1)(t)
∂j
∂2
θ(1)(t)
= −1
2
[
1
2
cδ,1(t)− cδ,2(t) + 1
2
cδ,3(t)
]
∂iδ
(1)(t)
∂i∂j
∂2
θ(1)(t)
∂j
∂2
θ(1)(t) ,
and very similarly for the remaining cubic term.
A.1 Quasi-local approximation and the flow time-derivative
Let us see how the time-derivative expansion emerges when we approximate the non-local in time
bias kernels as quasi local. We will show how the time derivatives rearrange themselves in flow time
derivatives. It is enough to focus on the first term, the others following in a similar way.
Let us therefore imagine that the time dependent bias kernels are non-zero only on a region of
order t − t′ . 1/ωshort  1/H. In this case, starting from (67), we can Taylor expand the fields
around t′ ' t in the following way:
δM (~x, t) ⊃
∫ t
dt′ H(t′) c¯δ(t, t′) δ(~xfl(t, t′), t′) (115)
=
∫ t
d∆t H(t−∆t) c¯δ(t, t−∆t) δ(~xfl(t, t−∆t), t−∆t)
'
∫ t
d∆t H(t−∆t) c¯δ(t, t−∆t)
[
δ(~x, t)−∆t [∂tδ(~x, t) + vi(~x, t)∂iδ(~x, t)]+ . . .]
=
[∫ t
d∆t H(t−∆t) c¯δ(t, t−∆t)
]
δ(~x, t)
+
[∫ t
d∆t H(t−∆t) c¯δ(t, t−∆t) ∆t
] [
∂tδ(~x, t) + v
i(~x, t)∂iδ(~x, t)
]
+ . . .
≡ cδ(t) δ(~x, t) + c∂tδ(t)
1
ωshort
[
∂tδ(~x, t) + v
i(~x, t)∂iδ(~x, t)
]
+ . . . ,
where we have inserted a factor of 1/ωshort on dimensional analysis so that cδ(t) and c∂tδ(t) have
comparable dimensionless sizes. Notice that in the third line we have the last term coming from
the derivative of ~xfl(t, t
′) with respect to t′ evaluated at t′ = t. This expansion converges if the time
scale of the short modes that is encapsulated in c¯δ(t, t
′) is faster than the one of the long modes.
We therefore see that upon assuming the quasi local in time approximation, the local in time bias
contains terms with time derivatives that organize themselves as time-derivatives along the flow, as
indeed it was dictated by diffeomorphisms invariance. This is what we wanted to show.
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A.2 Leading Effects of the Quasi-Local Approximation
In sec. 2.1, we explained that the difference between the time-local approximation and the non-local
in time treatment starts, for the case of dark matter, at about three-loop order. We here give an
explicit explanation of this fact. At tree level, we can redefine cs to make the non-local in time
treatment equivalent to the local in time one. In formulas we can indeed define cs,local as:
c2s,local δ
(1)(a, ~x) =
∫
da′
a′H′ Kcs(a, a
′) δ(1)(a′, ~x) =
[∫
da′
a′H′ Kcs(a, a
′)
D(a′)
D(a)
]
δ(1)(a, ~x) . (116)
When we go to higher orders, we have to perform integrals of the following form∫
da′
a′H′ Kcs(a, a
′) δ(n)(a′, ~x) =
[∫
da′
a′H′ Kcs(a, a
′)
D(a′)n
D(a)n
]
δ(n)(a, ~x) , (117)
with n > 1. In the approximate time-local regime, the integrals can be manipulated to the following
form ∫
da′
a′H′ Kcs(a, a
′)
D(a′)n
D(a)n
=
∫
d∆a
(a−∆a)H(a−∆a) Kcs(a, a−∆a)
D(a−∆a)n
D(a)n
'
∫
d∆a
(a−∆a)H(a−∆a) Kcs(a, a−∆a)
D(a−∆a)
D(a)
(
1−∆a (n− 1) D
′(a)
D(a)
)
= c2s,local + ∆c
2
s,local
H
ωshort
. (118)
The last passage follows from recognizing that the first term in the integral is nothing but the same
integral that defines cs,local in (116), while the second term is a new contribution that, because the
kernel has support for ∆a/a ∼ Hωshort , is much smaller than the first one. Here c2s,local and ∆c2s,local are
expected to be comparable numbers. The leading terms in which such a treatment is applicable are
δ(2) and δ(3). They give rise to the c2sP1-loop terms, which contribute as two-loop terms. We therefore
conclude that, as we wanted to show, up to two-loops in the dark matter power spectrum, we can
treat the theory as local in time, without the addition of time-derivative operators; the mistake is
of order of a two-loop term times Hωshort , which makes it comparable to a three-loop term for the k’s
of interest.
Exactly the same discussion can be applied to galaxies. What makes the theory of dark matter
quasi local up to two loops is that the leading term where a kernel appears is with c2s term, which
start contributing at one-loop order. For collapsed objects the bias kernels enter at tree level, which
ensures that the theory can be treated as local in time and without any time derivative operator
only up to one-loop order.
For completeness, we notice that an alternative argument for the fact that for dark matter the
time-non-locality start mattering at about three-loop order can be given in a way similar to the one
we gave around (82) for galaxies. If we assume that the theory is quasi-local in time, we need to
ask when the first time-derivative operator starts contributing. For dark matter, one can include a
leading time-derivative operator of the form
c2s, local,t
1
ωshort
∂2
kNL
2 [∂tδ + v
i∂iδ] . (119)
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We can add a subtract D
′(a)
D(a) δ and redefine cs,local → cs,local + c2s, local,t Hωshort
D′(a)
D(a) , which is a small
correction, so that the time derivative operator starts as
c2s, local,t
1
ωshort
∂2
kNL
2 [∂tδ −H
D′(a)
D(a)
δ + vi∂iδ] . (120)
The resulting operator starts at quadratic level in the fluctuations, and because of the ∂2/kNL
2, it
contributes as about a two-loop term times H/ωshort, as we wanted to show.
B Galaxies Galaxies Power Spectrum
Let us give explicit expressions for the Galaxies Galaxies power spectrum at one loop. We will see
that several of the same bias coefficients that appear in the galaxies matter cross correlation appear
also here. Let us label the two populations of galaxies as a and b. Similarly to the case of the cross
power, we have several terms.
1. The first term gives
〈δMa(k, t)δMb(k, t)〉′a = (121)∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′)
[
c¯δ,a(t, t
′) c¯δ,b(t, t′′) 〈[δ(~xfl, t′)]k[δ(~xfl, t′′)]k〉′EFT-one-loop
]
= cδ,1,a(t) cδ,1,b(t) 〈δ(1)(k, t)δ(1)(k, t)〉′ + cδ,2,a(t) cδ,2,b(t) 〈δ(2)(k, t)δ(2)(k, t)〉′
+ [cδ,1,a(t)− cδ,2,a(t)] [cδ,1,b(t)− cδ,2,b(t)] 〈[∂iδ(1) ∂
i
∂2
θ(1)]k[∂iδ
(1) ∂
i
∂2
θ(1)]k〉′
+
{
cδ,3,a(t) cδ,1,b(t) 〈δ(3)(k, t)δ(1)(k, t)〉′ (122)
+cδ,3cs ,a(t) cδ,1,b(t) 〈δ(3)cs (k, t)δ(1)(k, t)〉′
+ [cδ,1,a(t)− cδ,2,a(t)] cδ,2,b(t) 〈[∂iδ(1) ∂
i
∂2
θ(1)]k(t)δ
(2)(k, t)〉′
+ [cδ,2,a(t)− cδ,3,a(t)] cδ,1,b(t) 〈[∂iδ(2) ∂
i
∂2
θ(1)]k(t)δ
(1)(k, t)〉′
+
1
2
[cδ,1,a(t)− cδ,3,a(t)] cδ,1,b(t) 〈[∂iδ(1) ∂
i
∂2
θ(2)]k(t)δ
(1)(k, t)〉′
+
[
1
2
cδ,1,a(t)− cδ,2,a(t) + 1
2
cδ,3,a(t)
]
cδ,1,b(t)
×
[
〈[∂iδ(1) ∂j∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t)δ
(1)(k, t)〉′ + 〈[∂i∂jδ(1) ∂
i
∂2
θ(1)
∂j
∂2
θ(1)]k(t)δ
(1)(k, t)〉′
]
+a↔ b} .
In this term, no new bias coefficients appear than had not already appeared in the cross
correlation.
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2. We then have
〈δMa(k, t)δMb(k, t)〉′b =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′) (123)
× [c¯δ2,a(t, t′) c¯δ,b(t, t′′) 〈[δ2]k(t′)[δ(~xfl, t′′)]k〉′ + c¯δ,a(t, t′) c¯δ2,b(t, t′′) 〈[δ(~xfl, t′)]k[δ2]k(t′′)〉′]EFT-one-loop
=
{
cδ2,1,a(t) cδ,2,b(t) 〈[δ2](2)k (t)δ(2)(k, t)〉′ + cδ2,2,a(t) cδ,1,b(t) 〈[δ2](3)k (t)δ(1)(k, t)〉′
−2 [cδ2,1,a(t)− cδ2,2,a(t)] cδ,1,b(t)〈[δ(1)∂iδ(1) ∂i∂2 θ(1)]k(t)δ(1)(k, t)〉′
+ [cδ,1,a(t)− cδ,2,a(t)] cδ2,1,b(t)〈[∂iδ(1)
∂j
∂2
θ(1)]k[δ
2]
(2)
k 〉′ + a↔ b
}
,
Again, we have no new bias coefficient.
3. The third term is very similar to the second one. It gives
〈δMa(k, t)δMb(k, t)〉′c =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′) (124)
× [c¯s2,a(t, t′) c¯δ,b(t, t′′) 〈[s2]k(t′)[δ(~xfl, t′′)]k〉′ + c¯δ,a(t, t′) c¯s2,b(t, t′′) 〈[δ(~xfl, t′)] + k[s2]k(t′′)〉′]EFT-one-loop
=
{
cs2,1,a(t) cδ,2,b(t) 〈[s2](2)k (t)δ(2)(k, t)〉′ + cs2,2,a(t) cδ,1,b(t) 〈[s2](3)k (t)δ(1)(k, t)〉′
−2 [cs2,1(t)− cs2,2(t)] cδ,1,b(t)〈[s(1)lm∂i(slm)(1) ∂i∂2 θ(1)]k(t)δ(1)(k, t)〉′
+ [cδ,1,a(t)− cδ,2,a(t)] cs2,1,b(t)〈[∂iδ(1)
∂j
∂2
θ(1)]k[s
2]
(2)
k 〉′ + a↔ b
}
,
which gives us no new bias coefficient.
4. We can also contract the quadratic biases among themselves. We have
〈δMa(k, t)δMb(k, t)〉′d =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′)
[
c¯δ2,a(t, t
′) c¯δ2,b(t, t′′) 〈[δ2]k(t′)[δ2]k(t′′)〉′
+c¯δ2,a(t, t
′) c¯s2,b(t, t′′) 〈[δ2]k(t′)[s2]k(t′′)〉′ + c¯s2,a(t, t′) c¯δ2,b(t, t′′) 〈[s2]k(t′)[δ2]k(t′′)〉′
+c¯s2,a(t, t
′) c¯s2,b(t, t′′) 〈[s2]k(t′)[s2]k(t′′)〉′
]
EFT-one-loop
= cδ2,1,a(t) cδ2,1,b(t) 〈[δ2](2)k (t)[δ2](2)k (t)〉′ + cs2,1,a(t) cs2,1,b(t) 〈[s2](2)k (t)[s2](2)k (t)〉′
+
{
cδ2,1,a(t) cs2,1,b(t) 〈[δ2](2)k (t)[s2](2)k (t)〉′ + a↔ b
}
,
which, again, gives us no new bias coefficient.
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5. Let us now pass to the cubic biases. Similarly to the case of cross correlation, we have
〈δMa(k, t)δMb(k, t)〉′e =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′)
× [c¯st,a(t, t′) c¯δ,b(t, t′′) 〈[st]k(t′)δ(k, t′′)〉′ + c¯δ,a(t, t′) c¯st,b(t, t′′) 〈δ(k, t′)[st]k(t′′)〉′+
+c¯ψ,a(t, t
′) c¯δ,b(t, t′′) 〈ψ(k, t′)δ(k, t′′)〉′ + c¯δ,a(t, t′) c¯ψ,b(t, t′′) 〈δ(k, t′)ψ(k, t′′)〉′
+c¯δ3,a(t, t
′) c¯δ,b(t, t′′) 〈[δ3]k(t′)δ(k, t)〉′ + c¯δ,a(t, t′)c¯δ3,b(t, t′′) 〈δ(k, t′)[δ3]k(t′′)〉′
+c¯δs2,a(t, t
′) c¯δ,b(t, t′′) 〈[δ s2]k(t′)δ(k, t′′)〉′ + c¯δ,a(t, t′) c¯δs2,b(t, t′′) 〈δ(k, t′)[δ s2]k(t′′)〉′
+c¯δ2,a(t, t
′) c¯δ,b(t, t′′) 〈[δ 2]k(t′)δ(k, t′′)〉′ + c¯δ,a(t, t′) c¯δ2,b(t, t′′) 〈δ(k, t′)[δ 2]k(t′′)〉′
+c¯s3,a(t, t
′) c¯δ,b(t, t′′) 〈[s3]k(t′)δ(k, t′′)〉′ + c¯δ,b(t, t′) c¯s3,b(t, t′′) 〈δ(k, t′)[s3]k(t′′)〉′
]
EFT-one-loop
=
{
cst,1,a(t) cδ,1,b(t) 〈[st](3)k (t)δ(1)(k, t)〉′ + cψ,1,a(t)cδ,1,b(t) 〈ψ(3)(k, t)δ(1)(k, t)〉′
+cδ3,1,a(t)cδ,1,b(t) 〈[δ3](3)k (t)δ(1)(k, t)〉′ + cδs2,1,a(t) cδ,1,b(t) 〈[δ s2](3)k (t)δ(1)(k, t)〉′
+cδ2,1,a(t) cδ,1,b(t) 〈[δ 2](3)k (t)δ(1)(k, t)〉′ + cs3,1,a(t) cδ,1,b(t) 〈[s3](3)k (t)δ(1)(k, t)〉′
+a↔ b} , (125)
which gives us no new coefficients.
6. The leading spatial derivative term is also important at one-loop level.
〈δMa(k, t)δMb(k, t)〉′f =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′)
[
c¯∂2δ,a(t, t
′)cδ,b(t, t′′)
∂2xfl
k2Ma
〈δ(~xfl, t′)δ(~x, t)〉′
+c¯δ,a(t, t
′)c∂2δ,b(t, t′′)
∂2xfl
k2Mb
〈δ(~xfl, t′)δ(~x, t)〉′
]
EFT-one-loop, k
=
[
k2
k2Ma
c∂2δ,1,a(t)cδ,1,b(t) +
k2
k2Mb
cδ,1,a(t)c∂2δ,1,b(t)
]
〈δ(1)(k, t)δ(1)(k, t)〉′ , (126)
At the order at which we are working, this term has exactly the same functional form as the
fourth term in (83). We have already discussed the same situation in the dark matter galaxies
cross correlation, and how this can lead to effectively one less bias parameter.
7. As for the cross correlation, we have the correlation of the stochastic bias with the stochastic
dark matter stress tensor:
〈δMa(k, t)δMb(k, t)〉′g = c,1,a(t)
k2
kNL
2 〈[a]k[∆τ ]k〉′ + c,1,b(t)
k2
kNL
2 〈[∆τ ]k[b]k〉′ (127)
= c,1,a(t)
k2
kNL
2
1
kNL
3/2
[
γ
1/2
a
k
3/2
Ma
+
γ
1/2
b
k
3/2
Mb
]
,
whose coefficients have already appeared in the cross correlation.
8. In the galaxy power spectrum, we can also contract among themselves the stochastic biases.
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We have
〈δMa(k, t)δMb(k, t)〉′h =
∫ t
dt′ H(t′)
∫ t
dt′′ H(t′′) (128)
× [c¯,a(t, t′) c¯,b(t, t′′) 〈(k, t′)(k, t′′)〉′+
+c¯δ,a(t, t
′) c¯δ,b(t, t′′) 〈[δ]k(t′)[δ]k(t′′)〉′ + c¯s,a(t, t′) c¯s,b(t, t′′) 〈[s]k(t′)[s]k(t′′)〉′
+c¯δ,a(t, t
′) c¯s,b(t, t′′) 〈[δ]k(t′)[s]k(t′′)〉′ + c¯s,a(t, t′) c¯δ,b(t, t′′) 〈[s]k(t′)[δ]k(t′′)〉′
+c¯s,a(t, t
′) c¯t,b(t, t′′) 〈[s]k(t′)[t]k(t′′)〉′ + c¯t,a(t, t′) c¯s,b(t, t′′) 〈[t]k(t′)[s]k(t′′)〉′
+c¯t,a(t, t
′) c¯t,b(t, t′′) 〈[t]k(t′)[t]k(t′′)〉′
]
EFT-one-loop
= c,1,a(t) c,1,b(t) 〈(1)(k, t)(1)(k, t)〉′ + c,2,a(t) c,2,b(t) 〈(2)(k, t)(2)(k, t)〉′
+ [c,3,a(t) c,1,b(t) + c,1,a(t) c,3,b(t)] 〈(3)(k, t)(1)(k, t)〉′
+cδ,1,a(t) cδ,1,b(t) 〈[δ](2)k (t)[δ](2)k (t)〉′
+cs,1,a(t) cs,1,b(t) 〈[s](2)k (t)[s](2)k (t)〉′
+ [cs,1,a(t) cδ,1,b(t) + cδ,1,a(t) cs,1,b(t)] 〈[δ](2)k (t)[s](2)k (t)〉′
+ [cs,1,a(t) ct,1,b(t) + ct,1,a(t) cs,1,b(t)] 〈[s](2)k (t)[t](2)k (t)〉′
+ct,1,a(t) ct,1,b(t) 〈[t](2)k (t)[t](2)k (t)〉′ ,
where we have used that contractions such as
〈[t](2)k (t)[δ](2)k (t)〉′ ∼ 〈ij〉′〈tijδ〉′ ∝ δij〈tijδ〉′ = 0 . (129)
Here we see that new bias coefficients that had not appeared at the same order in the cross
correlation find a role.
As we discussed in the main text, in order to estimate the contribution of the stochastic terms,
one needs to be careful. In fact, since 〈[a]k[b]k〉′ ∼ γab(kM3akM3b)−1/2, the perturbative series
in the stochastic terms starts at very low order in the derivative expansion. However, some of
the induced terms are analytic in k2, which means that, when comparing with observations or
simulations, they are very sensitive to the definition of the correlation functions at coincidence.
Following the same steps as in the case of the galaxies matter cross power, one can derive the
exact expressions, work out the renormalization, and the simplified expressions for the local in
time approximation. This follows the same easy steps as we described earlier. We leave this for
future work when we plan to compare the results of the EFT with numerical simulations. We
simply mention the most novel fact with respect the dark matter galaxies cross correlation.
Here the terms such as the ones in d as well as some others are UV sensitive and lead to
contributions that are k independent, scaling as k0 and with no power of P11(k; t, t). They
can be reabsorbed by a redefinition of the correlation function of the stochastic bias. Notice
that one of the two ways to renormalize the cross correlation that we explained was to shift
the coefficient of the stochastic bias c. So, if we had chosen this procedure, there is no more
freedom in fixing that coefficient. But there was still an ambiguity in what we meant by the
correlation of the stochastic terms. We have:
〈δMa(k, t)δMb(k, t)〉′h = c,1,ac,1,b〈[a]k[b]k〉′ = c,1,ac,1,b
γab
(kM
3
akM
3
b)
1/2
, (130)
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and one has the freedom to shift the parameter γab, allowing to absorb the UV dependence.
Equivalently, one could have kept fixed c,1,a and decided to renormalize as independent the
power spectra of the stochastic bias terms and their cross correlation with the stochastic stress
tensor of dark matter. This is the second method that we described to renormalize this kind
of analytic terms in the cross correlation. In a sense, this is like saying that we need to
renormalize the stochastic bias operator.
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