Abstract
Introduction
introduced twelve forms of the Burr distribution. However, most of the authors have dealt with Bayesian and classical estimation of Burr type X and XII distributions. Unfortunately, the Burr type XI distribution hasn't been considered by any author. Surles and Padgett (2001) are among the most recent authors who have introduced two-parameter Burr Type X distribution, which can also be described as generalized Rayleigh distribution. Shao (2004a) discussed maximum likelihood estimation for the three-parameter Burr type XII distribution. Shao et al. (2004b) studied models for extremes using the extended three parameter Burr type XII distribution with application to flood frequency analysis. According to Soliman (2005) , this distribution covers the curve shape characteristics for a large number of distributions. The versatility and flexibility of the Burr type XII distribution turns it quite attractive as a tentative model for data whose underlying distribution is unknown. Wahed (2006) presented Bayes estimators for the parameters of Burr type XII distribution under the symmetric squared error loss function and the asymmetric linear exponential loss function based on a simple prior distribution. Wu et al. (2007) considered the estimation problems for Burr distribution based on progressive type II censoring with random removals, where the number of units removed at each failure time has a discrete uniform distribution. Silva et al. (2008) proposed a location-scale regression model based on Burr XII distribution and referred it as the log-Burr XII regression model. Dasgupta (2011) discussed that under certain conditions, the distribution of Burr can be shown to follow an extreme value distribution. 
The cumulative distribution function (CDF) of the distribution is:
Materials and Methods
In this section, the posterior distributions, Bayes estimators, posterior risks, credible intervals, posterior predictive distributions and posterior predictive intervals have been derived under five priors and loss functions based on singly and doubly type II censored samples. These point and interval estimators have been evaluated in the coming sections.
Prior Distributions
The main difference between the concepts of Bayesian and classical approaches it the use of prior information under the Bayesian framework. The prior distribution combines with the likelihood function to produce the posterior distribution. In this way the Bayesian approach updates the current information with inclusion of prior information. However, the choice of suitable prior has always been a great task under Bayesian framework. Sometimes a prior distribution can be approximated by one that is in a convenient family of distributions, which combines with the likelihood to produce a posterior that is manageable. But in real life such priors may not exist. In such situations, the researchers have to go for a non-informative prior. We have considered both informative and non-informative priors for the Bayesian analysis of the parameter of Burr type XI distribution.
One of the most widely used non-informative priors is a uniform prior.
It is defined as:
Another non-informative prior which is frequently used in situations where one does not have much information about the parameters. This is defined as the distribution of the parameters proportional to the square root of the determinants of the Fisher information matrix, i.e.,
Here the Jeffreys prior for the parameter of Burr type XI distribution is:
If prior information exists about parameter  , then it should be utilized in the prior distribution of . For example, if the present model form is similar to a prior model form, and the present model is proposed to be a rationalized version based on more existing data, then the posterior distribution of  from the prior model may be utilized as the prior distribution of  for the current model. We have assumed gamma, chi square and exponential priors as informative priors for the Bayesian analysis of the parameter of the Burr type XI distribution. The description of the said priors is as under:
The exponential prior is assumed to be:
Where k is a hyper-parameter.
The gamma prior is assumed to be:
Where; a and b are hyper-parameters.
The chi square prior is assumed to be:
Where; h is the hyper-parameter. 
Where
The posterior distribution for singly type II censored samples under the assumption of uniform, Jeffreys, exponential, gamma and chi square priors are respectively derived as:
The expressions for Bayes estimators and associated posterior risks have been derived on the basis of squared error loss function (SELF), quadratic loss function (QLF), weighted loss function (WLF), LINEX loss function (LLF) and Precautionary loss function (PLF) and are presented in the following. The expressions for each loss function have been discriminated by attaching the abbreviations of the corresponding loss function to subscripts of θ.
The Bayes estimators for singly type II censored samples based on uniform prior using SELF, QLF, WLF, LLF and PLF are:
The posterior risks for singly type II censored samples under uniform prior using SELF, QLF, WLF, LLF and PLF are: 
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Bayesian Analysis for Doubly Type II Censored Samples
Consider a random sample of size 'n' from an Burr type XI distribution, and let x r ,..., x s be the ordered observations remaining when the 'r -1' smallest observations and the 'n -s' largest observations have been censored, The likelihood function for  given the Type II doubly censored sample x = (x r ,..., x s ), is:
The posterior distribution for doubly type II censored samples assuming uniform prior is: 
The Bayes risks under doubly type II censored samples based on uniform prior using SELF, QLF, WLF, LLF and PLF are: 
The Bayes estimators and corresponding posterior distributions can be derived in a similar manner.
Credible Intervals
The classical theory of confidence intervals for parameter estimates is not insightful; saying that 95% confidence interval means that if the repeated confidence intervals are constructed for different samples then 95% of them will contain the true value of the parameter. The particular confidence interval from any one sample may or may not contain the true parameter value. While, a 95% Bayesian credible interval contains the true parameter value with approximately 95% confidence. The credible interval is defined as:
Let   
Interested reader may further refer to Tahir and Saleem (2011) .
  100 1-%  credible intervals under Jeffreys, exponential, gamma and chi square priors based on type II singly and doubly censored samples can be constructed accordingly.
Posterior Predictive Distributions and Intervals
The posterior predictive distribution is used to make predictions of future observations, based on our best inferences on parameters determined through observations already made. Posterior predictive distribution can simply be obtained by the product of the posterior distribution and (conditional) independence (given the parameters) of the new observation from the "learning sample". It can be defined as:
Where y = x n+1 be the future observation given the sample information x = x 1 , x 2 , ..., x n , from of the model with unknown parameter θ. 
The posterior predictive interval for singly type II censored samples under the assumption of uniform prior can be obtained by solving the following two equations numerically. The simulation study has explored some appealing properties of the Bayes estimators. It is interesting to note that by increasing the sample size the estimated value of the parameter converges to the true value of the parameter. The rate of convergence is higher for estimates under exponential prior based on LINEX loss function. The amount of overestimation has been seen in all the cases. This indicates that the corresponding posterior distributions are positively skewed. The extend of overestimation is greater in case of precautionary loss function. The bigger choices of hyper-parametric values increase the tendency of convergence but at the cost of inflated posterior risks. The rate of convergence is directly related to sample size, while it is inversely proportional to the censoring rate and true parametric values.
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On the other hand, the magnitudes of posterior risks associated with each Bayes estimates tend to decrease as sample size increases. The increased censoring rate and true parametric values impose a negative impact on the performance of the estimates. The magnitudes of risks associated with informative priors are always smaller than those under non-informative priors. This simply proves the point that the informative priors are superior to the noninformative priors. The least amount of risks has been observed under gamma prior on the basis of quadratic loss function. Similarly, the performance of the singly type II censored samples seems better that doubly type II censored samples.
In case of Bayesian interval estimation it is found that widths of credible intervals decrease by increasing the sample size. The table 3 shows that the credible intervals under informative priors are pretty shorter than those under non-informative priors. It is interesting to note that each credible interval contains the corresponding true and estimated value of the parameter. All the credible intervals are skewed to right describing that the corresponding posterior distributions are positively skewed. The bigger values of the parameters and the higher degrees of censoring rate result in smaller levels of precisions. The most precise credible intervals have been observed under the assumption of gamma prior based on singly type II censored samples. So, the findings of the interval estimation are completely in accordance with those for point estimation.
The prediction of the future values of the variable is always of supreme importance in Bayesian and non-Bayesian framework. Under the Bayesian point of view, the posterior predictive intervals address this problem. Here the posterior predictive intervals based on the Burr type XI distribution have been evaluated numerically. The results suggest that in order to predict the future value from the said distribution, the assumption of gamma prior under the singly type II censored samples is the most reasonable. Hence, the results from the posterior predictions further strengthened the conclusions drawn from point and interval estimation.
Conclusions
The paper intend to investigate the behavior and performance of various point and interval estimators of the parameter of the Burr type XI distribution based on different priors and loss functions under singly and doubly type II censored samples. The framework for Bayesian predictions from the distribution has also been discussed. The study proposed the use of gamma prior along with quadratic loss function for Bayes estimation and prediction from the distribution. In addition, for the above analysis, the performance of the singly type II censoring scheme is found superior to the doubly type II censoring.
