This paper investigates a capacitated planar location-allocation problem with facility fixed cost. A zonebased fixed cost which consists of production and installation costs is considered. A nonlinear and mixed integer formulation is first presented. A powerful three stage Cross Entropy meta-heuristic with novel density functions is proposed. In the first stage a covering location problem providing a multivariate normal density function for the associated stochastic problem is solved. The allocation values considering a multinomial density function are obtained in the second stage. In the third stage, single facility continuous location problems are solved. Several instances of various sizes are used to assess the performance of the proposed meta-heuristic. Our approach performs well when compared with the optimizer GAMS which is used to provide the optimal solution for small size instances and lower/upper bounds for some of the larger ones.
Introduction
In this study, we are interested in determining the optimal or best location of m capacitated facilities in the continuous space with the presence of zone-based facility fixed cost. The objective is to minimize the total cost which includes the cost of transportation, installation, production and the cost for the unmet demand. This new logistical problem is first formulated as a nonlinear and mixed integer programming problem. The software GAMS is used to find optimal solution for small/medium size instance and also to provide lower/upper bounds for the larger ones. A new Cross Entropy meta-heuristic based on three stages is then proposed using appropriate density functions.
We briefly review those recent papers that address planar location problems that are closely related to ours. Since the planar location-allocation (LA) problem, also known as the Multi-Source Weber problem (MSWP), was proposed in the sixties by Cooper (1963) , recent advances are put forward including among others Shöbel and Scholz (2010) , and Brimberg and Drezner (2013) . The former proposed a new approach which they call the Big Cube Small Cube to optimally solve the 2 and 3 facilities in higher dimensions.This is based on the Big Square Small Square method originally given by Hansen et al. (1981) . The latter developed an improved implementation of Cooper's alternate locate allocate algorithm which is further enhanced by a transfer follow-up. When the facilities have a limited capacity, the problem becomes the capacitated MSWP. Brimberg et al. (2014) proposed a new local search approach is embedded within Variable Neighborhood Search for solving the multi-source Weber problem. The algorithm switches between the continuous model and its discrete counterpart until no further improvement can be found in either. Luis et al. (2009) provided constructive and adaptive heuristics to generate initial solutions. . Mohammadi et al. (2010) used a new method that uses two genetic algorithms for capacitated multi source Weber problem. The first, solves the location problem while the second, solves the allocation problem. A GRASP-based heuristic was also proposed by Luis et al. (2011) where adaptive learning is used to construct the restricted candidate list. Akyüzet al. (2013) proposed two types of branch and bound algorithms for the capacitated MSWP. The first is an allocation space based-branch and bound algorithm whereas the second is based on the partition of the location space.
Several researches are also in uncertain environment. Durmazet al. (2009) used a discrete approximation technique to address this problem with probabilistic customer locations Mousavi and AkhavanNiaki (2013) studied a capacitated location allocation problem with stochastic location and fuzzy demand. Three fuzzy programming models were developed and a hybrid intelligent algorithm was provided to solve the problem.
The above location allocation problems do not consider fixed cost in the continuous space. However, there are situations in practice which may include zones with high installation cost. These can be modeled using fixed cost. Brimberg et al. (2004) introduced the multi-source Weber problem with constant opening cost in the continuous space. They developed a solution method uses a multi-phase heuristic that first solves a discrete version of the problem by existing methods to obtain an estimate of the optimal number of facilities. Brimberg and Salhi (2005) are among the ones that introduced a zone-dependent fixed cost for the incapacitated single facility location-allocation problem in the continuous space. An efficient algorithm that determines the solution optimally was proposed. The authors also provide a simple but an informative illustrative example. For a review on the continuous location problem in general, see Drezner et al. (2001), and Brimberget al. (2008) .
To the best of our knowledge, this is the first time the meta-heuristic Cross Entropy (CE) is developed to solve this complex continuous location problem.
The remainder of the paper is organized as follows. In the next section, a nonlinear and integer programming formulation is proposed. A meta-heuristic using a Cross Entropy algorithm is presented in section 3. Computational results are given in section 4. Sensitivity Analysis is provided in section 5. The last section summarizes our conclusions and highlights some research areas.
A Capacitated Multi-Source Weber Problem with Facility Fixed Cost
Consider there are n customers (demand points) indexed by i and m facilities indexed by j. The following notation is used. We first divide the space into n zones and introduce a binary variable that defines whether or not facility j is located in zone i. It is assumed that the distance between each customer and a facility is Euclidean. We formulate the problem as a 0-1 nonlinear and mixed integer programming model. We first provide the necessary notations followed by the mathematical formulation.
Notation
Sets/Indices set of zones (demand points) in the continuous space indexed by i , {i=1,2,…,n} N set of new facilities to be located indexed by j, {j=1,2,…,m} K
Parameters
Coordinates of customer i = ( , )
Demand of customer i Capacity of facility j s j Unit production cost of facility j in zone i Installation cost of facility j in zonei Production capacity of facility j in zone i Importance of customer i C i
Maximum distance a facility can be located from a center of a zone to be considered as part of that zone Penalty cost for unmet demand which is set to a large amount M
Decision variables
Coordinate of facility j in the plane = ( , ) distance between customer i and facility j D(X j ,A i ) amount supplied from facility j to customer i 1 if facility j is located in zone i; 0 otherwise
Equation (1) is the objective function which is made up of four terms. These include the transportation cost, the production cost, the installation cost and the cost associated with the unmet demand. Constraint set (2) guarantees that if the distance between facility j and zone i is greater than R, then = 0 (i.e., facility j does not belong to zone i), otherwise = 1. Constraint set(3) states that facility j is installed only in one zone whereas constraint set (4) shows that only one facility could be located in any zone at most. Constraint set (5) is the capacity constraint (i.e., the production at facility j is not violated in zone i) and constraint set (6) guarantees that the sum of the assigned and the unmet demand at each customer is equal to the demand of that customer.
This formulation is used in the optimizer GAMS to produce the optimal solution for small size problems, and lower and upper bounds for the larger ones. These results will be used to evaluate the performance of a solution method based on the evolutionary meta-heuristic Cross Entropy (CE) which we propose next.
A Cross Entropy solution method
In this section we first provide the basic CE algorithm which serves as a basis for our new CE metaheuristic. This is followed by a subsection explaining some of the main steps of the algorithm.
The basic CE algorithm
The main idea of Cross Entropy (CE) was originally introduced by Rubinstein (1997) . CE is an evolutionary technique that is related to the design of an effective learning mechanism which is used throughout the search. For background knowledge, applications and recent references on Evolutionary methods, the reader may consult the interesting paper on location-routing by Prodhon (2011) . The main principle of CE is to associate an estimation problem to the original combinatorial optimization problem.
This is called the associated stochastic problem which is characterized by a density function . This stochastic problem is then solved by identifying the optimal sampling density * , which is the one that minimizes the Kullback-Leibler distance with respect to the original density . This distance is also known as the CE between and * . The minimization of the CE leads to the construction of "optimal" updating rules for the density function, and consequently to the generation of improved feasible solutions. The method terminates when the convergence to a point in the feasible region is achieved. The main features of the CE algorithm were discussed by de Boer et al. (2005) .The application of CE in the area of optimization can be found in Kroese and Rubinstein (2005) . Specific combinatorial problems such as the max-cut problem, the travelling salesman problem and the capacitated vehicle routing problem were solved by Rubinstein and Kroese (2004) . A new meta-heuristic scheme for the Integer Knapsack Problem with setups was presented by Caserta et al. (2008) . The authors proposed a CE based scheme with an "intelligent" mechanism aimed at choosing the items to be in the knapsack. Caserta and Quinonez Rico (2009) developed a Lagrangean-based method that transforms the capacitated problem into a set of disjoint uncapacitated lot-sizing problems that are solved by an efficient CE-based algorithm. Recently, Bekker and
Aldrich (2011) applied CE for multi-objective optimization problems. A classical CE algorithm is given in Algorithm 1.
Algorithm 1: A Cross Entropy (CE) for optimization problems
Step 1: Define the initial parameters of the density function for the associated stochastic problem.
Step 2: Generate a solution vector ( 1 , … , ) for the problem via Monte Carlo simulation based on the density function .
Step 3: Calculate the objective function of the problem for each of the solution in( 1 , … , ) and select the best solution.
Step 4: Update the parameters of the density function based on the best solution.
Step 5: If the stopping criterion is satisfied stop, otherwise go to Step 2.
2.The proposed CE algorithm
In this paper, we present a CE algorithm to solve the capacitated multi-source Weber problem defined in Section 2 (Eqs. 1-6). We consider two density functions to generate vectors for identifying the location and the customer allocation for each facility (
Step 2). Let us define a family of density functions on X, and use a 2-dimensional multivariate normal density function for locating facilities under the following probability distribution function:
Where X=(x,y) is 1-by-2 vector representing the x and y coordinates of facility locations, = ( , ) is the mean of facility locations and Σ is a 2-by-2 covariance matrix which is a symmetric positive definite matrix.
We estimate X via Monte Carlo simulation. In this regard, X could be estimated by drawing a random sample 1 , … , from ( , , Σ). Hence, the multinomial density function is applied for allocating customers to facilities under the following probability distribution function:
Where is an integer number, = ( 1 , … , ) denotes the 1-by-n vectors of the allocation values and = ( 1 … ) is the probabilities of allocating facilities to n customers. We wish to estimate T via Monte
Carlo simulation by drawing a random sample 1 , … , from ( , , ), where N is the CE population size. At each iteration, the best solutions (elites) found in the previous iterations are also used to update the parameters of the associated probability distribution function. This updating scheme is given next.
The proposed CE is made up of three stages. In the first stage, we consider the problem as a continuous covering location problem and find the location of the facilities using (7) until one of the stopping criteria is met. This includes the convergence or the maximum number of iterations whichever comes first. In the second stage, we solve the allocation problem based on the location found in the first stage using (8).
Finally, in stage three we solve m separate single continuous facility location problems while considering the allocation already found.
Explanation of the main steps
In Stage I, a continuous covering location problem is solved to determine the location of the facilities.
In the proposed problem, customer i is assigned to facility j if ( , ) ≤ with CR being a predetermined covering radius. At each iteration the covering matrix is computed. The error value is obtained based on the variance between the best obtained locations for each facility at iteration t. The mean of the errors for all facilities is calculated as the error value at iteration t. Also, in Stage II, the error value is obtained based on the difference between the probability of allocating the demands to facility j at iterations t and t-1.
The mean of the errors for all facilities is then calculated as the error value at iteration t. In Stage III, a post optimization is carried out based on Cooper's Alternating Transportation-Location Heuristic (Cooper, 1972) . Since the allocation values (i.e., the value of ) and the cost representing the unmet demand are determined in phase II,our problem reduces to solving m independent continuous location problems with the aim of minimizing the total cost. We define for each facility j, the cost " " as follows:
Let
1 and 2 be the cost of facility j before and after the implementation of phase III, respectively. The well known Weiszfeld equations are then used to update the new location of facility j:
) denotes the location of facility j at iteration g and = ( , )the coordinates of customer i. This procedure is carried out until there is no significant change in the location of facility j. The corresponding values of are then determined and the fixed costs including the production cost and the installation cost for facility j are computed leading to the evaluation of in (9).
In summary, for each facility j=1,…,m, if 2 < 1 , the new location j is selected, otherwise the previous location is retained. A pseudo-code of the proposed Cross Entropy (CE) algorithm is given in Algorithm 2. 
Until ( ≤ ∨ t >maxiter) t ← t + 1
= ( 1 , … , ) = ( 1 , ∑ 1 , , … , ⁄ , ∑ , ⁄ ) , ∀ = 1, … , = − −1 ∀ =1,…,m = ( )
Stage III: (Solving the facility location problem) 10: For each facility j (m separate single facility location problem) R=0.4 and M=10,000 . We tested our approach in small/medium size instances (n=20 to 100 with a step size of 20) and large ones (n=200, 300, 400, 500, 1000). The customers are located in the grids of the rectangular areas that depend on the value of n. For example for n=20, the (x-y) coordinates of the 20 customers are generated at the grid points of the 54 rectangle where customer 1 is at position (1,1), customer 2 at (2,1), etc. The remaining instances are generated in the same way using the following rectangles: 65 (n=30), 85 (n=40), 1010 (n=100), 2010 (n=200), 2015 (n=300), 2020 (n=400), 2520 (n=500), 4025 (n=1000). The demand of the customers is randomly generated in the range [1, 10] . The capacity of the facilities is based on the size of the problem and it is randomly generated in the range [45, 60] . As we introduced the cost for the unmet demand, we constrained the choice of the capacities in such a way that the sum of the capacities of all the open facilities is smaller than the total customers demand. The fixed cost is randomly generated in the range [800, 1000] . The importance of each customer and the unit production cost are both set to 1.
We carried out our experiments using two scenarios. The first one deals with small/medium size instances whereas the second treats the large instances. We compare the obtained CPU time and the objective function value of the proposed algorithm with GAMS software using Baron Solver. We ran the algorithms ten times for each instance and report the following statistics. These include the average (Aver), best value (Best), standard deviation (Std) and the Coefficient of Variation (CV) of the objective function found. The percent deviation from the best-known solutions found by GAMS is also reported as (Dev) which is computed as follows:
Where F best is the total cost found by the proposed (CE) algorithm and F* refers to the cost of the best solution (or the optimal/upper bound) found by GAMS within the allowed CPU time.
Scenario 1 (small/medium size instances)
In this experiment, we report the results for n=20 to 100, with m= 2 to 10. GAMS is used to yield optimal solutions. According to Table 1 , the proposed CE algorithm provides solutions that are close to those obtained by the optimizer GAMS, with deviations being less than 2% in most cases. In addition, our heuristic requires a tiny fraction of the CPU time used by GAMS.
Scenario 2 (Large size instances)
We applied our CE algorithm for large instances up to n=1000 and m=100, see Table 2 . Though GAMS showed to be relatively slower, we let it run for up to 5 hours so we can report Lower Bound (LB) and Upper Bound (UB).The deviation from the UB value and the CPU time if the solution is found within the set time of 5hrs are also reported in Table 2 . In summary, the proposed CE algorithm outperformed the optimizer GAMS which, in most cases, failed to provide values for LB or UB within the allowed CPU time. 
NF= No feasible solution Found
According to the results from both tables it can be noted that there are very small variations in the results of the proposed CE algorithm which demonstrates the robustness of our method. This claim is also shown the CV values. It can also be observed that the post optimization stage was influential as it improves the solution with an average of about 1% and 2% for small/medium and large size instances, respectively while requiring a negligible extra CPU time.
For illustration purposes, we consider Stage II to show the overall reduction in the objective function values in terms of the number of iterations. Figures 1A and 1B present the pattern with n=500 and m=40, and n=1000 and m=100, respectively. Similar patterns are also observed for most instances. In summary, the number of iterations required to find the solution is recorded as 50 for ≤ 10, 60 for 10 < ≤ 50
and 70 for > 50. 
Conclusion
In this section, we analyze sensitivity of two parameters of the model ( CR as a predetermined covering radius and R which is maximum distance a facility can be located from a center of a zone to be considered as part of that zone) based on the average solution (Av.Dev.), best solution (BestDev.) and average time solution (Av.Time). Also, we recorded the results for a given instance with n=100 and m=10 and used a combination for CR in [1, 2] and R in [0.2, 0.6]. The results are also reported in Table 3 . Figures 4A and 4B present the sensitivity analysis of Av.Time. values based on R and CR amounts, respectively. As shown, CR is more sensitive than R in CPU time for solving the proposed model.
FIGURE 4 (A) AVERAGE TIME VS. R. FIGURE 4 (B) AVERAGE TIME VS. CR.
A capacitated multi-source Weber problem with zone-based fixed cost is investigated. A nonlinear mixed integer programming model is presented and tested on small/medium size instances using GAMS.
An algorithm based on Cross Entropy (CE) is also proposed using appropriate multivariate normal and multinomial density function for the associated stochastic problem. The proposed algorithm generated competitive results producing a deviation of less than 2% in most small/medium size instances while requiring a tiny fraction of the time needed by GAMS. In particular, for the large size instances, GAMS fails to generate lower and upper bounds in most cases even after 5 hours whereas our CE heuristic maintains its performance throughout the experiments.
The present work can be extended to include an adaptive and powerful search approach. This can be achieved by adopting a reinforced learning which continually feeds the information found in Stage III back into Stage I. The present CE meta-heuristic could also be adapted to address other related continuous location problems by appropriately defining the corresponding density functions.
