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ABSTRACT 
In this paper, we present three heuristics for mitigating post-disaster traffic floods. First exploiting the 
excess capacity, second rerouting backup paths, finally redistributing the whole traffic by rerouting the 
working and protection paths to accommodate more floods. Using these mitigation approaches can reduce 
the blocking by up to 30%.  
      Keywords: core networks, disaster-resilient, post-disaster traffic floods. 
 
1. INTRODUCTION 
Disaster-Resilient Networks is a new paradigm in building core networks that can survive with maximum 
availability after disasters. This topic attracted many research groups recently due to the growing number of 
disasters around the world. Disasters affects the network infrastructure directly or indirectly depending on the 
disaster type and impact. In direct impact, it might cause fiber cut or equipment damage, while in the indirect 
consequences power outages and huge generated traffic due to disasters can be considered.  
     Recently significant research efforts had focused on mitigating disaster risk through different approaches. 
Using path protection is the preliminary approach for avoiding fiber cut or intermediate nodes failures as in 
[1]. Protecting cloud data center was studied in [2], to ensure the availability of service that destined to data 
centers, by replicating the cloud contents to more than one data center. Building resilient virtual network 
against disasters studied in [3]. Restoration is a dynamic approach in optical networks which is used to reroute 
the traffic in case of path failure [4]. Software Defined Network (SDN) is an emerging technology that can be 
helpful in combating disasters due to its scalability and the centralized operation [5].   
     Added to failures perspective in building disaster-resilient networks another two dimensions should be 
addressed which are the energy efficiency and the huge surge amount of traffic generated due to disasters. In 
previous work [6], we discussed post-disasters traffic floods, which is mainly caused by the enormous amount 
of data traffic. These floods contains social media traffic, VoIP, user generated videos. This spark rises after 
disaster and this spark identified by [7, 8]   after the Great East Japan Earth Quake and Tsunami. They show 
that 76% of people tend to use social media during disasters [7]. Whereas in [8], the authors show that the 
video traffic rises sharply at disasters. 
      In our previous work [6], we developed a Mixed Integer Linear Programming (MILP) model to simulate 
the optical core network performance during single node flooding with different flood sizes. Then we studied 
the four mitigation approaches to serve more floods by exploiting link excess capacity, rerouting, selective 
traffic filtering and differentiated-services. In this paper, we present three heuristics that mimics the MILP 
model but in real time. The three approaches are: Floods with Fixed Routing (FFR), Floods with Protection 
Paths Rerouting (FPPR), and Floods with Working and Protection Paths Rerouting (FWPPR).  
     The remainder of this paper is organized as follows: in Section 2, the disaster traffic floods heuristics will 
be explained. Section 3 discuss the results before, finally, the paper is concluded in Section 4. 
    
2. POST-DISASTER TRAFFIC FLOODS HEURISTICS  
In this section, we present three heuristics to maximally serve post-disaster traffic floods. We consider an IP 
over WDM network with multi-hop grooming. Also we assume that all traffic demands are protected using 
1+1 protection scheme, where two copies of data are sent over the two physically disjoint paths.  
     In the default scenario of flooding, the working and protection paths are routed on a predetermined paths. 
The floods should occupy these lightpaths until they get fully utilized, after which, either they are blocked or 
new lightpaths are initiated on the same original routes until the link residual capacity gets exploited. In our 
heuristic, we consider the second case. This scenario has no dynamicity in routing except adding new 
lightpaths when required.  
In the FFR approach heuristic shown in Fig-1, first the algorithm finds the shortest disjoint paths pair between 
all nodes using Bhandari algorithm [9]. These sorted non-flooding demands are routed on the predetermined 
working and protection paths. Then it start provision the flooding demands using the same procedure. The 
algorithm maintains the mutual necessity between the working and protection path; they are either accepted 
together or blocked together.  
     In the FPPR, a new dimension of freedom is added by rerouting the protection paths, while the working 
paths are left without disruption. The heuristic shown in Fig-2 consists of three steps; initially it finds a pair 
of disjoint paths using Bhandari algorithm then sorts the demands and floods ascendingly. First it starts routing 
the non-flooding demands by routing working paths and forming an initial routing solution of the 
corresponding protection paths. Second, it routes the flooding working paths and forms an initial solution by 
routing their protection paths on the predetermined routes. The third step is to reroute the protection paths for 
both the non-flooding and flooding demands. It checks whether the initial routing has enough residual capacity 
or not, if it still has capacity then it uses it, otherwise it attempts to route it using the Routing function which 
shown in Fig 3. To get a protection path that is link disjoint from the working path, the algorithm removes the 
working path links from the physical topology then searches for the next best path. If the function fails to route 
the protection path, the working path route will be deleted and the whole demand will be blocked.   
     The routing function attempts to route the demand using either a single path if the capacity of the widest 
path is enough or multipath if the capacity is not enough, otherwise if it fails then the demand is blocked. First 
it searches for all possible non loop paths between the source and destination. Then it searches for the widest 
path (which has the maximum bottleneck). After that it will sort the paths in descending order in terms of 
available path capacity. It checks whether the widest path has enough capacity to accommodate the demand, 
then it routes it using single path. The function will compromise the number of hops with residual capacity, 
by searching the minimum hop route that can accommodate the whole demand. If it fails to find a single path, 
then it will route it using the widest path, after that it will update available capacities and paths residual 
capacities. Again, it will use the new widest path to accommodate the remaining portion of the demand. 
Continuing on this process till serving the whole demand or exploiting the available paths. Failing to serve the 
demand will return a blocking indicator.  
     Fig. 4 shows the FWPPR heuristic, it consists of two main parts, the first one to route the non-flooding 
demand while the second loop to route the flooding demands. The reason for routing non-flooding demands 
first is to prevent the floods from occupying the whole network resources. For the floods, we use our suggested 
routing function to route both working and protection paths.  
  
                Figure 1. FFR Algorithm                                                        Figure 2. FPPR Algorithm                                     
  
                Figure 3. Routing* Function                                             Figure 4. FWPPR Algorithm 
 
3. RESULTS AND DISCUSSION 
The network performance was evaluated using the NSFNET network that covers the US which is shown in 
Fig. 5. The NSFET consists of 14 nodes with 21 bidirectional links, and there are five data centers located at 
nodes (2, 3, 7, 8 and 9).   
     To simulate the network performance, we apply an incremental flood volumes that range from x2 to x10 
in steps of 2. The used traffic matrix is based on the population-factor-distance (PFD) model that considers 
the US population and the nodes distances.  
 
 
 
 
 
 
 
 
 
 
                                       Fig. 5 NSFNET network with link distances in kilometers 
 
      Fig. 6 shows the percentages of average served floods for each scenario at each flooding size. We find that 
FFR is the worst in absorbing floods, because the network does not have the adaptability to change the routing 
table and stick to the predetermined paths. While FPPR performs better in terms of serving more floods, 
because rerouting protection paths can free more resources that can be used by floods especially near the 
flooding node. The last scenario outperforms the first two scenarios. The power point of the FWPPR scenario 
is that it does not have to use predetermined paths, but instead it can search for all possible paths to route the 
floods through.  
      In Fig. 7, we see the nodes performance under the three scenarios. The data center nodes have the worst 
performance due to the huge amount of traffic they have, although rerouting approaches facilitate absorbing 
more floods up to 30% in some nodes. In normal nodes, they suffer from blocking under FFR scenario, whereas 
applying x10 flood volume on these nodes under FPPR and FWPPR, the floods can be absorbed.  
                                   
  
Figure 6. The percentage of average served                       Figure 7. Percentage of average served floods of  
               floods for different flood sizes for                             each node for the three scenarios 
              three scenarios 
 
4. CONCLUSIONS 
In this work, we tackled the problem of post-disaster traffic floods using three mitigation approaches. First by 
exploiting the excess capacity, then by rerouting protection paths and finally by rerouting working and 
protection paths. We presented three real time heuristics to simulate the network performance under the traffic 
floods. The results show that the mitigation approaches can reduce floods blocking by up to 30%.    
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