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ABSTRACT
The increasing popularity of real-world recommender sys-
tems produces data continuously and rapidly, and it becomes
more realistic to study recommender systems under stream-
ing scenarios. Data streams present distinct properties such
as temporally ordered, continuous and high-velocity, which
poses tremendous challenges to traditional recommender sys-
tems. In this paper, we investigate the problem of recom-
mendation with stream inputs. In particular, we provide a
principled framework termed sRec, which provides explicit
continuous-time random process models of the creation of
users and topics, and of the evolution of their interests. A
variational Bayesian approach called recursive meanfield ap-
proximation is proposed, which permits computationally ef-
ficient instantaneous on-line inference. Experimental results
on several real-world datasets demonstrate the advantages
of our sRec over other state-of-the-arts.
1. INTRODUCTION
Recommender systems help to overcome information over-
load by providing personalized suggestions from a plethora
of choices based on the historical data. The pervasive use
of real-world recommender systems such as eBay and Net-
flix generate massive data at an unprecedented rate. For
example, more than 10 million transactions are made per
day in eBay1 and Netflix gained more than three million
subscribers from mid-March 2013 to April 20132. Such data
is temporally ordered, continuous, high-velocity and time
varying, which determines the streaming nature of data in
recommender systems. Hence it is more realistic to study
recommender systems using a streaming data framework.
In recent years, there is a large literature exploiting tem-
poral information [8, 13, 25, 26] and it is evident that ex-
plicitly modeling temporal dynamics greatly improves the
recommendation performance [13, 24]. However, the vast
majority of those systems does not consider the input data as
˚Work done while the author was an intern at Yahoo! Labs.
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streams. Recommendation under streaming settings needs
to tackle the following challenges simultaneously:
Real-time updating: One inherent characteristic of data
streams is their high velocity; hence the recommender sys-
tem needs to update and response instantaneously in order
to catch users’ instant intention and demands.
Unknown size: New users or fresh posted items arrive
continuously in data streams. For example, there were more
than 21 million new products offered on the main Amazon
USA websites from December 2013 to August 20143. Hence
the number of users and the size of recommendation lists
are unknown in advance. Nevertheless, many existing algo-
rithms[12] assume the availability of such information.
Concept shift: Data stream evolution leads to concept
shifts, e.g., a new product launch reduces the popularity
of previous versions. Likewise, user preferences drift over
time. The recommender system should have the ability to
capture such signals and timely adapt its recommendations
accordingly.
This paper defines a streaming recommender system with
real-time update for a shifting concept pool of unknown size.
The input streams are modeled as three types of events:
user feedback activities, new users and new items. The sys-
tem continuously updates its model to capture dynamics and
pursue real-time recommendations. In particular we tackle
all three challenges simultaneously by a novel streaming rec-
ommender system framework (sRec). The major contribu-
tions are three-folds.
‚ We provide a principled way to handle data as streams for
effective recommendation.
‚ We propose a novel recommender system sRec , which
captures temporal dynamics under steaming settings and
make real-time recommendations.
‚ We conduct extensive experiments on various real-world
datasets to understand the mechanism of the proposed
framework.
2. MODEL FORMULATION
We model the real-world streaming settings of recommender
systems by assuming a set of continuously time-varying par-
tially known user-item relationships as tRtiju, where each
Rtij represents the rating from user i to item j at a given
time t, which is modeled as a random variable. We assume
that time is continuous, t P R`. In addition, mt P Z` and
3
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nt P Z` denote the number of users and items at time t.
The numbers of users and items are dynamically changing
over time.
Moreover, these time-dependent ratings are partially ob-
served. We denote rtij as the deterministic observed value
of the random variable Rtij ; R as a set that contains these
observed rating values rtij ; and R0:t as the subset of the ob-
served ratings no later than t. Here, we want to emphasize
that the user-item relationship at different times are con-
sidered different: rtij P R does not imply rt1ij P R, @t1 ą t
since we assume that the user-item relationships are inher-
ently changing. One advantage is that we no longer assume
that an item can be rated or adopted only once by a user.
In contrast, users have the flexibility to edit or even delete
ratings previously recorded.
2.1 Modeling User-Item Relationships
Ratings, discrete and ordered, are modeled by an ordered
probit model [9], thus rating Rtij is a discretization of some
hidden variable Xtij that depicts the “likeness” of user i to
item j. Formally, we have Rtij “ k, if Xtij P ppik, pik`1s,
where k P t1, 2, ...,Ku, and K is the total number of dis-
cretized levels. tpikuK`1k“1 is a set of partition thresholds,
which divide the real line R into segments where consec-
utive discrete scores are assigned. The boundaries are given
by pi1 “ ´8, piK`1 “ 8. The intuition behind such a model
is that it can easily handle both explicit and implicit feed-
back. For instance, Netflix uses scaled ratings ranging from
1 to 5, while Last.fm recommends music to target user based
on their listening behaviors. In the first case, the rating type
is explicit, and we can directly set K “ 5. On the contrary,
the probit model handles implicit feedback by treating each
event (e.g. listen, download, click, etc.) at time t as a binary
prediction. Then, a single threshold is sufficient.
The hidden user-item “likeness” at t, Xtij , is modeled as
Xtij “ pUti qTV tj ` Etij , (1)
where U ti is a d-dimensional hidden topic vector for user i
at t. Likewise, V tj is a d-dimensional hidden topic vector for
item j at t. Etij is a Gaussian perturbation with mean 0 and
variance σ2E .
2.2 Temporal Dynamics
Temporal dynamics of U ti and V
t
j incorporate both hid-
den topic evolution and new user/item introduction. Specif-
ically, the hidden topic vectors of existing users follow Brow-
nian motion
Uti |Ut´τi „ N
´
Ut´τi , σ
2
U τI
¯
, τ ą 0. (2)
For new users, let tU piq be the birth time of user i. We
model the initial distribution (at the birth time), namely
the distribution of U
tU piq
i , as the average of the posterior ex-
pectations of all existing user factors at tU piq with Gaussian
perturbations. We essentially assumes that the preference
prior of a new user follows the general interests of others:
U
tU piq
i |
 
Rtij : t ă tU piq
(
„ N
ˆ
mean
k:tU pkqătU piq
E
´
U
tU piq
k |
 
Rtij : t ă tU piq
(¯
, σ2U0I
˙
.
(3)
where mean
k:tU pkqătU piq
denotes averaging over all existing users.
Furthermore, equation (3) models the birth of all new users
Ui
Ui+1
Vj
Vjt−τ
Vjt
Xijt−τ
Rijt−τ
Uit−τ
Uit
t
t −τ
the birth of item j
the birth of user i
Figure 1: Graphical illustration of the model. Each tube
structure denotes the continuous Markov process of each
time-varying user/item topic, with different intersections de-
noting the user/item topics at different times. The time axis
goes up in parallel to these tubes, with the top intersections
corresponding to the current time. Different users/items are
born at different times, so the tubes vary in length and po-
sition of their bottom intersections. A rating that user i
assigns to item j at time t1 (in the figure t1 “ t ´ τ as an
example), Rt
1
ij , depends on the hidden likeness X
t1
ij , which in
turn depends on the hidden topics of user i and item j at
time t1.
but for the very first users at t “ 0, for whom we assume a
standard Gaussian prior as:
U0i „ N p0, Iq,@i, tU piq “ 0. (4)
Temporal dynamics as well as the initial distributions for
the item factors V tj are similar to those shown in equations
(2)-(4) by replacing U
p¨q
i to V
p¨q
j , tU piq to tV pjq, and σ2U and
σ2U0 to σ
2
V and σ
2
V 0, respectively.
2.3 Model Summary and Notation
To sum up, the proposed framework consists of the fol-
lowing hidden variables:
Z “  U ti , V tj , Xtij(Y  Rtij : rtij R R( ;
observed variables:
 
Rtij : r
t
ij P R
(
; and parameters to be es-
timated
Θ “  σ2E , σ2U , σ2V ( . (5)
For better understanding, a graphical model is shown in
figure 1. Moreover, before introducing the inference and
training scheme for the model, we list the notations that we
will use throughout the rest of the paper.
Time related notations and terminologies:
‚ An event: a new user/item introduced, or a rating as-
signed;
‚ t and t1: : the current time and any arbitrary time, re-
spectively;
‚ tU piq, tV pjq: the birth time of user i and item j, respec-
tively;
‚ τptq and τ 1ptq: the time between current and the most
recent event time preceding and proceeding, respectively,
but not including, the reference time t;
‚ τU pi, tq and τV pj, tq: the time between current and the
most recent event time preceding, but not including, the ref-
erence time t that involves user i and item j, respectively;
‚ τ 1U pi, tq and τ 1V pj, tq: the time between current and the
up-coming event time from, but not including, time t for
user i and item j;
‚ T : the set of all event times;
‚ TU piq, TV pjq: the set of all event times that are related
to user i and item j respectively.
Random variables and distributions:
‚ rtij : the observed value of Rtij ;
‚ R: the set of values of all observed ratings rtij ;
‚ R0:t: the set of values of all observed ratings no later
than t;
‚ Rt: the set of values of all observed ratings at time t;
‚ X ,X 0:t,X t: the set of random variables Xtij whose cor-
responding ratings have observed values in R, R0:t, Rt re-
spectively;
‚ X¯ t, the set of random variables Xtij at time t whose
corresponding ratings are not observed;
‚ pA|B : the probability density function of random vari-
able A conditional on B, function argument omitted.
3. STREAMING RECOMMENDER SYSTEM
The proposed framework provides two components to ad-
dress the following two problems:
‚ Online prediction: Based on observations UP TO the
current time, how can we predict an unseen rating?
‚ Offline parameter estimation (learning): Given a
subset of data, how can we estimate the parameters Θ
defined in equation (5)?
For the first problem, we will apply posterior variational
inference as shown in section 3.1, which leads to a very ef-
ficient streaming scheme: all the predictions are based on
some posterior moments, which get updated only when a
relevant event happens. Furthermore, the update only de-
pends on the incoming event and the posterior moments at
the previous event, but not on other historical events. For
the second problem, we will apply variational EM algorithm,
which will be derived in section 3.2.
3.1 Online Inference
Given past observations, for any unseen ratings i.e. Rtij :
rtij R R0:t, the inferred rating Rˆtij is given by posterior ex-
pectation as:
Rˆtij “ k, if ErXtij |R0:ts P ppik, pik`1s. (6)
The predicted rating depends on the online posterior expec-
tation of Xtij , which in turn depends on posterior distribu-
tions of other hidden variables.
3.1.1 Recursive Meanfield Approximation
According to Eq.(6), online inference needs to evaluate
the posterior distribution pXt,Ut,V t|R0:t ,@t, which can be
decomposed into pX t,Ut,V t|R0:t ¨ pX¯ t|Ut,V t by the Markov
property. While the second term is readily defined by equa-
tion (1), it is challenging to calculate the first term due
to the highly nonlinear model assumptions. Therefore, we
propose a new method, called recursive meanfield approx-
imation, to obtain an approximate posterior distribution
qX t1 ,Ut1 ,V t1 |R0:t1 , which is defined alternatively and recur-
sively by the following three equations.
First, @t1 P T , qX t1 ,Ut1 ,V t1 |R0:t1 is considered to be indepen-
dent among U t
1
, V t
1
and Xt
1
, and approximates the distri-
bution induced by the Markov property
qX t1 ,Ut1 ,V t1 |R0:t1 “ qX t1 |R0:t1 qUt1 |R0:t1 qV t1 |R0:t1
“ argmin
q“q
Ut
1 q
V t
1 qXt1
KL
´
qX t1 ,Ut1 ,V t1 |R0:t1´τpt1qpRt1 |X t1 }q
¯
.
(7)
Second, @t1 R T , since there is no event at t1, R0:t1 “
R0:t1´τpt1q, thus:
qX t1 ,Ut1 ,V t1 |R0:t1 “ qX t1 ,Ut1 ,V t1 |R0:t1´τpt1q . (8)
Finally, both (7) and (8) depend on qX t1 ,Ut1 ,V t1 |R0:t1´τpt1q ,
which is defined by the Markov property:
qX t1 ,Ut1 ,V t1 |R0:t1´τpt1q
“
ż
q
Ut
1´τpt1q|R0:t1´τpt1qqV t1´τpt1q|R0:t1´τpt1qpUt1 |Ut1´τpt1q
¨ p
V t
1 |V t1´τpt1qpX t1 |Ut1 ,V t1 pRt1 |X t1 dU
t1´τpt1qdV t
1´τpt1q.
(9)
The posterior distributions at non-event times are ex-
pressed by those at the most recent event times, hence the
system only needs to keep track of the posterior distribu-
tions at the most recent event time, and updates them only
when an event occurs, which makes the system efficient.
The following useful facts are stated here without proof.
Theorem 3.1. For all t1 P T , under recursive meanfield
approximate distribution qUt1 ,V t1 ,X t1 |R0:t1 and
q
Ut
1
,V t
1
,X t1 |R0:t1´τpt1q
‚ U t1 and V t1 follow multivariate normal distribution.
‚ All individual user topics U t1i and item topics V t1j are
jointly independent.
The following corollary can be derived from theorem 3.1.
Corollary 3.1.1. @t1 P T , for user i and item j that are
not relevant to the current ratings, i.e. rt
1
ij R Rt1 .
EqpUt1i |R0:t
1 q “ EqpUt1i |R0:t
1´τpt1qq “ EqpUt1i |R0:t
1´τU pi,t1qq,
CovqpUt1i |R0:t
1 q “ CovqpUt1i |R0:t
1´τpt1qq ` σ2U τpt1qI
“CovqpUt1i |R0:t
1´τU pi,t1qq ` σ2U τU pt1qI.
(10)
and similarly for Vj.
Theorem 3.1 and corollary 3.1.1 essentially state that 1)
to keep track of the posterior distributions, we only need to
keep track of their first and second moments; 2) we can up-
date only those U ti and V
t
j that are associated with events
at time t and the rest are unaffected; and 3) the update
does not depend on other users or items. The solution to
the variational problem defined in (7) reveals the updating
equations for U ti ,V
t
j and X
t
ij , @t P T .
Update Equations for U ti and V
t
j at Event Times:
For any U ti associated with an event at time t, the posterior
moments are given as
Covq
`
Uti |R0:t
˘
“
”
σ´2E
ÿ
j:rtijPRt
EqpV tj pV tj qT |R0:tq ` CovqpUti |R0:t´τptqq´1
ı´1
,
Eq
`
Uti |R0:t
˘
“Covq `Uti |R0:t˘ ´σ´2E ÿ
j:rtijPRt
Eq
`
V tj |R0:t
˘
Eq
`
Xtij |R0:t
˘
`CovqpUti |R0:t´τptqq´1EqpUti |R0:t´τptqq
¯
,
(11)
where EqpU ti |R0:t´τptqq and CovqpU ti |R0:t´τptqq are given by
equations (10), (3), or (4), which correspond to existing
users, newly born users, and very first users, respectively.
The update for V tj is identical, except that U and V are
interchanged, and subscripts i and j are interchanged.
Update Equations for Xtij at Event Times:
On the other hand, qXtij |R0:t is a truncated Gaussian distri-
bution with the Gaussian mean
µtij “ Eq
`
Uti |R0:t
˘T Eq `V tj |R0:t˘ , (12)
and variance σ2E . The truncation interval is between ppirtij , pirtij`1s.
Define
etij “
pirtij
´ µtij
σE
, and f tij “
pirtij`1 ´ µ
t
ij
σE
. (13)
The expectation of this truncated Gaussian can be expressed
as
EqpXtij |R0:tq “ µtij ` σE
φpetijq ´ φpf tijq
Φpf tijq ´ Φpetijq
, (14)
where φp¨q and Φp¨q are the pdf and cdf of the standard nor-
mal distribution respectively.
Update Equation for Xtij at Non-event Times:
With all the online posterior expectations derived, we are
now able to obtain an approximation of E
`
Xtij |R0:t
˘
, which
is essential for rating prediction as in (6):
EpXtij |R0:tq « EqpXtij |R0:tq “ EqppUti qTV tj |R0:tq
“EqpUt´τU pi,tqi |R0:t´τU pi,tqqTEqpV t´τV pj,tqj |R0:t´τV pj,tqq
(15)
The last equality is given by corollary 3.1.1.
3.1.2 Algorithm table and Order Complexity
To sum up, the algorithm of updating the posterior mo-
ments at event times is given in algorithm 1. The posterior
moments of a user/item topic are updated only when there is
an event associated with it. So the total number of updates
is equal to the total number of events. In the update for
each new user/item, there is a summation over all existing
user/item topics of dimension d, which can be accelerated by
setting a global sum of all the existing user/item topics. This
global sum is updated only once for every event. In the up-
date for each new rating, there is an inversion of a size-d ma-
trix, which needs no more than O
`
d3
˘
operations. Then the
total computation complexity over the entire time r0, T s is
O
`
I
∣∣R0:T ∣∣ d3 ` `mt ` nt ` ∣∣R0:T ∣∣˘ d˘ where I is the num-
ber iterations to reach convergence for each time.
Algorithm 1: Online Posterior Moments Update at
Event Time
input : Current time t (must be an event instance); the
event type(s); currently assigned rating(s) Rt; last
updated posterior moments of tUti u, tV tj u.
output: Updated posterior moments of tUti u, tV tj u and
tXtiju that are associated with the events at current
time.
for i : user i borns at time t do
Initialize EqpUti |R0:t´τptqq,CovqpUti |R0:t´τptqq
according to equations (3) or (4);
end
for j : item j borns at t do
Initialize EqpV tj |R0:t´τptqq,CovqpV tj |R0:t´τptqq by
symmetry to equations (3) or (4);
end
while convergence not yet reached do
for i : user i rates at time t do
Update EqpUti |R0:tq, CovqpUti |R0:tq according to
equation (11);
end
for j : item j is rated at time t do
Update EqpV tj |R0:tq, CovqpV tj |R0:tq by symmetry to
equation (11);
end
for pi, jq: user i rates item j at time t do
Update EqpXtij |R0:tq according to equation (14).
end
end
3.2 Offline Parameter Estimation
The online streaming prediction relies on the set of pa-
rameters Θ, which can be either manually predefined by
domain expertise, or estimated from historical data. De-
fine T as the end time of the historical data. This section
applies expectation maximization (EM) to learn the model
with incomplete observations by first defining the complete
data as pZ 10:T ,R0:T q where Z 10:T is a subset of Z that are
associated with events, or more concretely
Z 10:T “  Uti : t P TU piq(Y  V tj : t P TV pjq(Y  Xtij : rtij P R( .
3.2.1 M-step
The auxiliary function, or Q function, is given by
QpΘ|Θˆpkqq “ EZ10:T |R0:T
`
log pZ10:T ,R0:T ;Θ
˘
.
Update σ2E :
According the first order condition, we obtain the optimal
estimation formula of σ2E as
pσˆ2Eqpk`1q “
1
|R0:T |
ÿ
i,j,t1:rt1ijPR0:T
Ep
„´
Xt
1
ij ´ Ut
1T
i V
t1
j
¯2 |R0:T ; Θˆpkq ,
(16)
where |R0:T | denotes the total number of ratings in the his-
torical data from time 0 to T .
Update σ2U and σ
2
V :
Similar to the σ2E case, the first order condition yields
pσˆ2U qpk`1q “
1
C
ÿ
i,t1PTU piqztU piq
Ep
”
}Ut1i ´ Ut
1´τU pi,t1q
i }2|R0:T ; Θˆpkq
ı
t1 ´ τU pi, t1q .
(17)
C is a constant defined as the total number of user rating
events. Furthermore, the estimation formula for σ2V is al-
most identical to σ2U , which is omitted.
3.2.2 E-step
The exact value of all offline posterior moments listed in
equations (16) and (17) cannot be obtained due to the in-
tractable inference of the posterior distributions
p
Ut
1
,Ut
1´τpt1q|R0:T , pV t1 ,V t1´τpt1q|R0:T , pUt1 ,V t1 ,X t1 |R0:T .
However, we can utilize the result from the online inference
to recursively approximate the distributions by first defining
the approximated offline posterior distributions as
q
Ut
1
,Ut
1´τpt1q|R0:T , qV t1 ,V t1´τpt1q|R0:T , qUt1 ,V t1 ,X t1 |R0:T ,
which are applied to the estimation of σ2U , σ
2
V and σ
2
E re-
spectively.
First, q
Ut
1
,Ut
1´τpt1q|R0:T is defined recursively by Markov
property
q
Ut
1
,Ut
1´τpt1q|R0:T “ qUt1 |R0:T qUt1´τpt1q|Ut1 ,R0:t1´τpt1q
“q
Ut
1 |R0:T
q
Ut
1´τpt1q|R0:t1´τpt1qpUt1 |Ut1´τpt1qş
q
Ut
1´τpt1q|R0:t1´τpt1qpUt1 |Ut1´τpt1qdUt
1 ,
where the first term is given backward-recursively by marginal-
izing q
Ut
1`τ 1pt1q,Ut1 |R0:T ; and qUt1´τpt1q|R0:t1´τpt1q in the frac-
tion is given by online inference. q
V t
1
,V t
1´τpt1q|R0:T is defined
similarly and is omitted.
Second, qUt1 ,V t1 ,X t1 |R0:T , similar to (7), assumes U
t1 , V t
1
,X t1
are independent
qX t1 ,Ut1 ,V t1 |R0:T “ qX t1 |R0:T qUt1 |R0:T qV t1 |R0:T ,
where qUt1 |R0:T and qV t1 |R0:T are already defined, and qX t1 |R0:T
is set to minimize the KL divergence to the true distribution.
qX t1 |R0:T “ argmin
q
KL pp
Ut
1
,V t
1
,X t1 |R0:T }q ¨ qUt1 |R0:T qV t1 |R0:T q.
Similar to the online case, these approximated distributions
have good properties, which will be stated without proof.
Corollary 3.1.2. Under the approximated offline distri-
bution q
Ut
1
,Ut
1´τpt1q|R0:T and qV t1V t1´τpt1q|R0:T , all individual
user topics U t
1
i and item topics V
t1
j are independent.
Using the corollary 3.1.2, all the offline posterior expecta-
tions listed in equations (16) and (17) can be computed.
4. EXPERIMENTS
To assess the effectiveness of the proposed framework, we
collect three real-world datasets and their detailed descrip-
tions are as follows:
MovieLens Latest Small : It consists of 100,000 ratings to
8,570 movies by 706 users. In addition, all ratings are asso-
ciated with timestamps ranging from the year 1996 to 2015.
The ratings are given on a half star scale from 0.5 to 5. In
abbreviate, we use ML-latest for the following subsections.
MovieLens-10M : The dataset contains 10 million movie
ratings from 1995 to 2009. The rating scale and temporal
information are similar to those of the ML-latest dataset.
In total, there are 10,000 movies and 71,000 users. We use
ML-10M to represent the dataset.
Netflix : The Netflix dataset contains 100 million movie
ratings from 1999 to 2006 that are distributed across 17,7700
movies and 480,189 users. The rating scale is from 1 to 5.
Furthermore, the temporal granularity is a day.
4.1 Baseline Methods
We compare our proposed framework sRec with several
representative recommender systems including:
PMF [18]: Probabilistic Matrix Factorization is a classical
recommendation algorithm that is widely used.
MDCR [2]: Multi-Dimensional Collaborative Recommen-
dation is a tensor based matrix factorization algorithm, which
can potentially incorporate both the temporal and spacial
information.
Time-SVD`` [13]: Time-variant version of the Netflix
winning algorithm SVD`` [12]. In addition, the model can
be evolved efficiently via a online updating scheme.
GPFM [19]: Gaussian Process Factorization Machines is
a variant of the factorization machines [20], which is non-
linear, probabilistic and time-aware.
In summary, PMF is a static model, and all the other three
baselines leverage the temporal factor in different ways. We
utilize the existing C`` implementations from GraphChi
[14] for PMF and Time-SVD``, while the code for GPFM
is also available online4.
4.2 Experimental Settings
We divide all data into halves. We call the first half the
“base training set”, which is used for parameter estimation;
and the remaining half is the “candidate set”. The base
training set can be considered as the historical data pool
while the candidate set mimics the steaming inputs. Both
the proposed method and other baseline algorithms utilize
the based training set to determine the best hyper parame-
ters. For instance, the latent dimensionality for each algo-
rithms are determined independently using this base train-
ing set. For online prediction, the actual testing set is gen-
erated from the candidate set by randomly selecting a ref-
erence time first. Such a reference time can be considered
as the “current-time”. Then, our task is to predict user-item
ratings for the following week starting from the reference
time. All the ratings prior to the reference time are used for
the online inference. The sequential order of data streams
ensures a prospective inference procedure: no future rat-
ings can be used to predict the past behaviors. It is worth
mentioning that, except our sRec model, other baselines
cannot explicitly handle new user/item introduction during
the testing phrase. Therefore, for a fair comparison, all the
testing ratings are from the existing users and items which
have appeared in the training set.
We evaluate the performance via the root mean square
error (RMSE), which is a widely used metric in recommen-
dation. Furthermore, in order to ensure reliability, all ex-
perimental results were averaged over 10 different runs. In
addition, to keep the temporal variability off the testing set,
there is no temporal overlapping between any testing sets.
4.3 Experimental Results
The best performance of each method on all three datasets
4
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Table 1: Performance comparison in terms of RMSE. The
best performance is highlighted in bold.
ML-Latest ML-10M Netflix
PMF 0.7372 0.8814 0.8610
MDCR 0.7604 0.9349 0.9326
GPFM 0.7710 0.9114 NA
Time-SVD`` 0.7141 0.8579 0.8446
sRec 0.6780 0.7957 0.8093
is reported in table 1. We observe that the proposed algo-
rithm achieves the best performance across all three datasets.
It is evident that explicitly modeling user/item dynamics
significantly boosts the recommendation performance under
the streaming setting. The second best algorithm is Time-
SVD``, which is better than the other three baselines con-
sistently. This is because, Time-SVD`` models temporal
information in a more suitable way under the streaming set-
tings. However, the inflexibility to the temporal granularity
makes it insufficient to capture any volatile changes. On
the other hand, the tensor based method MDCR yields the
worst performance. One potential reason is that the algo-
rithm considers temporal information in a retrospective way,
which is obviously inadequate to capture the prospective
process of data generation. Furthermore, the PMF method
does not utilize any time information, however, its perfor-
mance is still better than MDCR. This result implies that in-
appropriate temporal modeling even hurts the performance.
Last, GPFM suffers from the problem of scalability, thus it
provides no result for the Netflix dataset.
4.4 Parameter Understanding
In this subsection, we investigate the physical meanings
behind our learned parameters. The major parameters for
the proposed method are σ2E , σ
2
U and σ
2
V . According to our
experimental settings, these parameters are learned from the
so called historical data. Note that, in this part, we will only
show the results on the ML-Latest dataset. The results for
other datasets are similar.
We first perform empirical convergence analysis for the
proposed sRec method. Figure 2 demonstrates the conver-
gence paths of all three parameters as well as the training
error against EM iterations. As we can see, all the parame-
ters converge, and the RMSE on the training set is saturated
around the 10th iteration. The converged values of σ2E , σ
2
U
and σ2V are 1.32, 1.17 ˆ 10´5 and 7.33 ˆ 10´4 respectively
while the training RMSE is around 0.64. Next, we analyze
the interpretations behind the values of these parameters.
The first parameter can be understood as the impact of
other unknown factors on ratings. The larger the value of
σ2E , the more susceptible the rating is to variations in un-
known factors, and hence the less predictable by sRec.
More interestingly, σ2U and σ
2
V are intuitively considered
as the evolution speed of user/item taste based on our model
assumptions in a global sense (across the whole population
of the users / items). We relate the learned values of these
two parameters to our intuitions in a quantitative way via
the following posterior correlation function:
CorrpUt1i , Ut
1`δt
i |R1:t
1 q2 “ TrpCovpU
t1
i |R1:t
1 q
TrpCovpUt1i |R1:t1 q ` dδtσ2U
. (18)
This quantity is a function of σ2U , which measures the user
auto-correlation from a reference time t1 to some future time
t1 ` δt. The range of such a measurement is from 0 to 1.
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Figure 2: The convergence analysis for learning parameters
on the ML-Latest dataset.
The item correlation function is identical to equation (18)
by replacing the corresponding U with V . We vary δt and
plot the mean of these correlations for all users and items
in figure 3. The reference time t1 is equal to the last time
instance in the training data, and σ2U and σ
2
V are obtained
from the offline learning.
Furthermore, one critical value for the correlation measure
is 0.5, which is usually referred as the “half-time”. In figure
3, the half-time for both users and items are the intersections
of the red dashed line to their own curves. The“half-time”
for users is around 3.12 years; while the one for items is
13.06 years, which can be understood as: a rating provided
by a user can only be trusted to reflect half his/her taste for
3.12 years. Although we indeed observe the change of item
topics over time, the change is significantly slower than the
user ones. This finding can be used to explain why many
existing recommender systems only consider the dynamics
of user topics while assuming fixed item topics.
4.5 Temporal Drifting
We demonstrate the proposed sRec can capture the tem-
poral drifting phenomenon from another perspective. We
recorded all the posterior expectations of user/item topics
as a function of time. Figure 4 shows the evolution of latent
factors with the ML-Latest dataset, which x-axis denotes
time and y-axis is the latent dimension. The intensity of the
user latent representation reflects the user likeness to a spe-
cific hidden topic. The darker the color in figure 4a, the less
emphases users lay on the certain topic. On the other hand,
the item latent vectors indicate the assignment of items to
these latent topics. The observation is consistent with our
experimental results in section 4.4: the user tastes change
more remarkably compared to item topics.
Furthermore, several topics evolve much more drastically
compared to others. Notable ones include the 1st, 6th, 12th
and 16th user topics as well as the 5th item topic. To un-
derstand the reason, we provide an example using the 6th
user topic, which has a volatile shift in interests around the
1,500 day (year 2001). Table 2 shows the top movies that
have strongest responses at the 6th latent topics. Most of
days
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Figure 3: Correlation Decay with time. The half-time for
user and item is 3.12 years and 13.06 years respectively.
The overall user-interests drifting
days
1000 2000 3000 4000 5000 6000
la
te
nt
 d
im
en
sio
n
2
4
6
8
10
12
14
16
18
20
(a) User
The overall item-topic drifting
days
1000 2000 3000 4000 5000 6000
la
te
nt
 d
im
en
sio
n
2
4
6
8
10
12
14
16
18
20
(b) Item
Figure 4: The averaged latent topics for both users (4a) and
items (4b) at different time.
the movies are popular commercial type with the majority of
their ratings provided after day 1500. Moreover, the average
rating for the most of these movies are substantially higher
than that of the whole dataset, which is 3.49. Another in-
dicatory event is the movie “The Lord of Rings” that was
also released in that year. This might potentially correlate
to user taste changes and affect the latent representation.
We next present a qualitative result to demonstrate the
advantage of our sRec model in tracking user instant prefer-
ence by plotting the predicted “likeness” (posterior expecta-
tion of Xij) for one of the most active users from the data to
a set of movies as a function of time. In figure 5, the pref-
erence of an individual user continuously evolves on those
three selected movies. An initial strong interest in “The Si-
lence of the Lamb” decreases slightly with time. In contrast,
the comedy movie “Ace Ventura” becomes more and more
preferable. The last movie “The Lion King” is considered as
a favorable movie by the user across the entire time.
5. RELATED WORK
5.1 Online Recommender System
Most previous works focus on traditional batch regression
problem [19]. However, the recommender system by nature
is an incremental process. That is, users’ feedback are per-
formed in a sequence, and their interests are also dynami-
cally evolving. To capture the system evolution, once a user
feedback is performed, the recommender system should be
able to get updated. Authors in [1] proposed a fast online
bilinear factor model to learn item-specific factors through
days
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Figure 5: An example of user interest evolving over time
through predicted ratings for some representative movies.
online regression, where each item can perform independent
updates. Hence, this procedure is fast, scalable and easily
parallelizable. [21] introduced regularized kernel matrix fac-
torization method where kernels provide a flexible way to
model nonlinear interactions and an online-update scheme.
Das et al. [6] addressed the large data and dynamic con-
tent problem in recommender systems, and proposed on-
line models to generate personalized recommendations for
Google News users. Diaz et al. [7] presented Stream Rank-
ing Matrix Factorization, which uses a pairwise approach to
matrix factorization in order to optimize the personalized
ranking of topics and follows a selective sampling strategy
to perform incremental model updates based on active learn-
ing principles. [5] extended the online ranking technique and
proposed a temporal recommender system: when posting
tweets, users can get recommendations of topics (hashtags)
according to their real-time interests. Furthermore, users
can also generate fast feedback according to the obtained
recommendations. However, the above methods focus on
online update and learning, but neglect the temporal order-
ing information of the input data.
Recently, beyond the online learning methodology, the
concept of real-time recommender system is introduced, which
emphasizes on the scalability and real-time pruning in rec-
ommender systems. Authors in [11] present a practical scal-
able item-based collaborative filtering (CF) algorithm, with
the characteristics such as robustness to the implicit feed-
back problem, incremental update and real-time pruning.
Zhao et. al. [27] utilize a selective sampling scheme un-
der the PMF framework [18] to achieve interactive updates.
StreamRec [4] is invented based on a scalable CF recom-
mendation model, which emphasized on the databases as-
pect of a stream processing system. A neighborhood-based
method for streaming recommendations is discussed in [22].
The proposed framework is substantially different from the
above real-time recommender systems: aforementioned sys-
tems are memory based methods and designed only for cer-
tain applications, while our method provides a principled
way to handle data as streams.
5.2 Time-aware Recommendations
An important factor of time-aware recommendations is
how to explicitly model users’ interest change over time. In
collaborative filtering, modeling temporal information has
already shown its success (e.g. Ding and Li [8], Koren [13],
Yin et al. [25] and Xiang et al. [23]). Zhang et al.[26] in-
Table 2: The statistics of the top movies that contain strong responses at their 6th latent dimension.
Topic 6 Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6
Movie name Start War V
There’s Something
Alien The Lord of Rings I Star Wars IV Star War VI
About Mary
Genre
Action, Sci-Fi Comedy, Horror, Adventure, Action, Sci-Fi Action, Sci-Fi
Adventure Romance Sci-Fi Fantasy Adventure Adventure
Release time 1980 1998 1979 2001 1977 1983
Percentage of ratings
75.43% 88.39% 78.87% 100% 69.15% 70.46%
after day 1500
Average ratings
4.17 3.64 4.02 4.04 4.14 3.99
after day 1500
vestigated the recurrence dynamics of social tagging. Xiong
et al. [24] used tensor factorization approach to model tem-
poral factor, where the latent factors are under Markovian
assumption. Bhargava et al. [2] further extended the ten-
sor factorization to handle not only temporal but also ge-
ographical information. Liang et al. [15] proposed to use
the implicit information network, and the temporal infor-
mation of micro-blogs to find semantically and temporally
relevant topics in order to profile user interest drifts. Liu et
al. [16] extended collaborative filtering to a sequential ma-
trix factorization model to enable time-aware parameteriza-
tion with temporal smoothness regularization. Both [10] and
[17] model the temporal dynamics using Kalman Filtering,
which is somewhat similar to our online prediction frame-
work. However, we differ from their method by providing
more principled inference procedures. In addition, we pro-
pose a data-driven technique to automatic estimate all the
parameters that have physical meanings (i.e. the half-time).
Furthermore, as the temporal factors catching more atten-
tion, Burke et al. [3] studied an evolutional method, which
can provide meaningful insights. Although many studies
have been conducted in the temporal aspect of the data,
most of them are retrospective, and overlook the causality
of the data generation process.
6. CONCLUSION
Data arrive at real-world recommender systems rapidly
and continuously. The velocity and volume at which data
is coming suggest the use of streaming settings for recom-
mendation. We delineate three challenges for recommenda-
tions under streaming settings, which are real-time updat-
ing, unknown sizes and concept shift. We leverage these
difficulties by proposing a streaming recommender system
sRec in this paper. sRec manages stream inputs via a
continuous-time random process. In addition, the proposed
framework is not only able to track the dynamic changes of
user/item topics, but also provides real-time recommenda-
tions in a prospective way. Further, we conduct experiments
on three real-world datasets and sRec significantly outper-
forms other state-of-the-arts. It provides us an encouraging
feedback to model data as streams.
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