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Abstract. An integer array y = y[1..n] is said to be feasible if and
only if y[1] = n and, for every i ∈ 2..n, i ≤ i+y[i] ≤ n+1. A string is said
to be indeterminate if and only if at least one of its elements is a subset
of cardinality greater than one of a given alphabet Σ; otherwise it is said
to be regular. A feasible array y is said to be regular if and only if it
is the prefix array of some regular string. We show using a graph model
that every feasible array of integers is a prefix array of some (indetermi-
nate or regular) string, and for regular strings corresponding to y, we use
the model to provide a lower bound on the alphabet size. We show fur-
ther that there is a 1–1 correspondence between labelled simple graphs
and indeterminate strings, and we show how to determine the minimum
alphabet size σ of an indeterminate string x based on its associated
graph Gx. Thus, in this sense, indeterminate strings are a more natural
object of combinatorial interest than the strings on elements of Σ that
have traditionally been studied.
Keywords. Indeterminate string; Regular string; Prefix array; Feasible array;
Undirected graph; Minimum alphabet size; Lexicographical order.
1 Introduction
Traditionally, a string is a sequence of letters taken from some alphabet Σ. Since
we discuss “indeterminate strings” in this paper, we begin by generalizing the
definition as follows:
? The work of the third author was supported in part by a grant from the Natural
Sciences & Engineering Research Council of Canada.
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Definition 1 A string with base alphabet Σ is either empty or else a sequence
of nonempty subsets of Σ. A 1-element subset of Σ is called a regular letter;
otherwise it is indeterminate. Similarly, a nonempty string consisting only
of regular letters is regular, otherwise indeterminate. The empty string ε is
regular.
All alphabets and all strings discussed in this paper are finite. We denote by Σ′
the set of all nonempty subsets of Σ, with σ = |Σ| and σ′ = |Σ′| = 2σ−1. On a
given alphabet Σ, there are altogether (σ′)n distinct nonempty strings of length
n, of which σn are regular.
Indeterminate strings were first introduced in a famous paper by Fischer &
Paterson [FP74], then later studied by Abrahamson [A87]. In the last ten years
or so, much work has been done by Blanchet-Sadri and her associates (for exam-
ple, [BSH02]) on “strings with holes” — that is, strings on an alphabet Σ aug-
mented by a single letter consisting of the σ-element subset of Σ. The monograph
[B08] summarizes much of the pioneering work in this area. For indeterminate
strings in their full generality, the third and fourth authors of this paper have
collaborated on several papers, especially in the contexts of pattern-matching
[HS03,HSW06,HSW08,SW09] and extensions to periodicity [SW08,SW09a].
Definition 2 Two elements λ, µ of Σ′ are said to match (written λ ≈ µ) if
they have nonempty intersection. Two strings x, y match (x ≈ y) if they have
the same length and all corresponding letters match.
Thus two regular letters match if and only if they are equal. But note that for
indeterminate letters λ, µ, ν, it may be that λ ≈ µ and λ ≈ ν, while µ 6≈ ν: think
λ = {1, 2}, µ = 1, ν = 2.
Definition 3 If a string x can be written x = u1v and x = wu2 for nonempty
strings v, w, where u1 ≈ u2, then x is said to have a border of length |u1| =
|u2|.
Note that choosing v = w = x yields the empty border ε of length 0.
The border array of a string x = x[1..n] is an integer array β[1..n] such
that β[i] is the length of the longest border of x[1..i]. For regular strings x, the
border array has the desirable property, used in pattern-matching algorithms for
more than 40 years [MP70], that any border of a border of x is also a border of x
— thus β actually specifies every border of every prefix of x. For indeterminate
strings, however, due to the intransitivity of the match operation, this is not
true [SW09,SW09a]; for example,
u = a{a, b}b (1)
has a border of length 2 (a{a, b} ≈ {a, b}b), and both borders a{a, b} and {a, b}b
have a border of length 1 (a ≈ {a, b} and {a, b} ≈ b, respectively), but u has no
border of length 1. To make sense of such situations, the “prefix array” becomes
important:
Definition 4 The prefix array of a string x = x[1..n] is the integer array
y = y[1..n] such that for every i ∈ 1..n, y[i] is the length of the longest prefix of
x[i..n] that matches a prefix of x. Thus for every prefix array y, y[1] = n.
Apparently the first algorithm for computing the prefix array occurred as a
routine in the repetitions algorithm of Main & Lorentz [ML84]; see also [S03,
pp. 340–347]. A slightly improved algorithm is given in [L05, Section 8.4], and two
algorithms for computing a “compressed” prefix array are described in [SW08].
For regular strings the border array and the prefix array are equivalent: it
is claimed in [CHL01,CHL07], and not difficult to verify, that there are Θ(n)-
time algorithms to compute one from the other. On the other hand, as shown
in [SW08], for indeterminate strings the prefix array actually allows all borders
of every prefix to be specified, while the border array does not [HS03,IMMP03].
Thus the prefix array provides a more compact and more general mechanism for
identifying borders, hence for describing periodicity, in indeterminate strings.
In the above example (1), the prefix array of u is y = 320, telling us that
u[2..3] ≈ u[1..2] (u has a border of length 2), hence that u[2] ≈ u[1] (prefix
u[1..2] has a border of length 1) and u[3] ≈ u[2] (suffix u[2..3] has a border of
length 1), but, since y[3] = 0, also that u has no border of length 1.
[SW08] describes an algorithm that computes the prefix array of any inde-
terminate string; in this paper we consider the “reverse engineering” problem
of computing a string corresponding to a given “feasible” array — that is, any
array that could conceivably be a prefix array:
Definition 5 An integer array y = y[1..n] such that y[1] = n and, for every
i ∈ 2..n,
0 ≤ y[i] ≤ n+1−i, (2)
is said to be feasible. A feasible array that is a prefix array of a regular string
is said to be regular.
We will often use the condition i ≤ i+y[i] ≤ n+1, equivalent to (2). Note that
there are n! distinct feasible arrays of length n. Recalling that there are (2σ−1)n
distinct strings of length n for a fixed alphabet size σ, and applying Stirling’s
inequality [K68, p. 479]
n! >
√
2pin(n/e)n,
where e = 2.718 · · · is the base of the natural logarithm, we see that (for fixed
σ) the number of feasible arrays exceeds the number of strings whenever n is
large enough that √
2pin
( n
e(2σ−1)
)n
> 1. (3)
The first reverse engineering problem was introduced in [FLRS99,FGLR02],
where a linear-time algorithm was described to compute a lexicographically least
string whose border array was a given integer array — or to return the result
that no such string exists. There have been many such results published since; for
example, [BIST03,DLL05,FS06]. In [CCR09] an O(n) time algorithm is described
to solve the reverse engineering problem for a given feasible array y = y[1..n];
that is, whenever y is regular, computing a lexicographically least regular string
x corresponding to y; and, whenever y is not regular, reporting failure.
In Section 2, notwithstanding (3), we prove the surprising result that every
feasible array is in fact a prefix array of some string (on some alphabet); further,
we characterize the minimum alphabet size of a regular string corresponding to
a given prefix array in terms of the largest clique in the negative “prefix” graph
P−. We go on to give necessary and sufficient conditions that a given prefix ar-
ray is regular. Section 3 establishes the duality between strings (whether regular
or indeterminate) and labelled undirected graphs; also it provides a character-
ization of the minimum alphabet size of an indeterminate string x in terms of
the number of “independent” maximal cliques in the “associated graph” Gx.
Section 4 outlines future work.
2 Prefix Arrays & Indeterminate Strings
We begin with an immediate consequence of Definition 4:
Lemma 6 Let x = x[1..n] be a string. An integer array y = y[1..n] is the prefix
array of x if and only if for each position i ∈ 1..n, the following two conditions
hold:
(a) x
[
1..y[i]
] ≈ x[i..i+ y[i]− 1] ;
(b) if i+ y[i] ≤ n, then x[y[i] + 1] 6≈ x[i+ y[i]].
We now prove the main result of this section.
Lemma 7 Every feasible array is the prefix array of some string.
Proof. Consider an undirected graph P = (V,E) whose vertex set V is the set of
positions 1..n in a given feasible array y. The edge set E consists of the 2-element
subsets (h, k) such that
h ∈ 1..y[i]; k = i+ h− 1 (4)
for every i ∈ 2..n. We then define x as follows: for each non-isolated vertex i, let
x[i] be the set of edges incident with i; for each isolated vertex i, let x[i] be the
loop {i, i}. Let Σ = E ∪ L where L is the set of loops. We claim that y is the
prefix array of x = x[1..n].
To see this, note that for an index i such that y[i] > 0, Lemma 6(a) is
satisfied by construction. Then suppose that for some y[i] > 0 and i+y[i] ≤ n,
x
[
y[i]+1
] ≈ x[i+y[i]]. But this contradicts Lemma 6(b), and so
x
[
y[i]+1
] 6≈ x[i+y[i]].
In case y[i] = 0, Lemma 6(a) is satisfied vacuously. Moreover, i is isolated
and thus x[i] = {i, i}, which does not match x[1]; consequently, Lemma 6(b)
is again satisfied. Therefore, y coincides with the prefix array of x, which is a
string over the set Σ′ of subsets of Σ. uunionsq
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Fig. 1. P+y1 for y1 = 80103010
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Fig. 2. P−y1 for y1 = 80103010
The construction described in this proof yields a string x whose prefix array
is y, but x is only one string among many. For example, given the feasible array
y = 80103010, this construction yields (temporarily simplifying the notation)
edges E = {13, 15, 26, 37, 17} and loops L = {44, 88}. Relabelling these seven
edges/loops as a, b, c, d, e, f, g respectively, we construct x as described in the
proof of Lemma 7:
x = {a, b, e}{c}{a, d}{f}{b}{c}{d, e}{g}, (5)
an indeterminate string, when in fact y is also the prefix array of the regular
string x = abacabad (and so, by Definition 5, itself regular).
Definition 8 Let P = (V,E) be a labelled graph with vertex set V = {1, 2, . . . , n}
consisting of positions in a given feasible array y. In P we define, for i ∈ 2..n,
two kinds of edge (compare Lemma 6):
(a) for every h ∈ 1..y[i], (h, i+h−1) is called a positive edge;
(b) (1+y[i], i+y[i]) is called a negative edge, provided i+y[i] ≤ n.
E+ and E− denote the sets of positive and negative edges, respectively. We write
E = E+ ∪ E−, P+ = (V,E+), P− = (V,E−), and we call P the prefix graph
of y. If x is a string having y as its prefix array, then we also refer to P as the
prefix graph of x.
Figures 1–4 show the prefix graphs for
1 2 3 4 5 6 7 8
y1 = 8 0 1 0 3 0 1 0
y2 = 8 0 4 2 0 3 1 1
From Definition 8 it is clear that
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Fig. 3. P+y2 for y2 = 80420311
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Fig. 4. P−y2 for y2 = 80420311
Remark 9 For every feasible array y, there exists one and only one prefix graph
P, which therefore may be written Py; moreover, Py = Py′ if and only if y = y′.
Recall that a graph G = (V,E) is said to be connected if every pair of ver-
tices in V is joined by a path in E. A connected component (or component,
for short) of G is a subgraph G′ = (V ′, E′) formed on a largest subset V ′ ⊆ V
such that every pair of vertices i, j ∈ V ′ is joined by a path formed from edges
E′ ⊆ E. The graph P+ of Figure 1 has two disjoint connected components, while
that of Figure 3 has only one.
The basic properties of the prefix graph Py of a feasible array y = y[1..n]
are as follows:
Lemma 10 Let P = Py be the prefix graph corresponding to a given feasible
array y.
(a) E+ and E− are disjoint and |E−| = n−s where s is the number of indices
i ∈ 1..n for which i+y[i] = n + 1. For every i ∈ 2..n, either (1, i) ∈ E+ or
(1, i) ∈ E−.
(b) If (i, j) ∈ E−, where i < j, then y[j−i+1] = i−1, and for every h ∈ 1..i− 1,
(h, j − i+ h) ∈ E+.
(c) y is regular if and only if every edge of P− joins two vertices in disjoint
connected components of P+.
Proof.
(a) First fix i and consider edges (h, k), where k−h = i−1. If (p+1, p+i) ∈ E− is
such an edge, then the edges in E+ must satisfy 1 ≤ h ≤ p and therefore are
distinct from (p+1, p+i). This shows that E+ and E− are disjoint. Secondly,
|E−| = n−s since there is exactly one negative edge for each of the possible
values of i, except those for which i+y[i] = n+1. Finally, it is easily seen
from Definition 8 that (1, i) is a positive edge if y[i] is positive, whereas (1, i)
is a negative edge if y[i] = 0.
(b) The first statement follows from rewriting Definition 8(b) with j = i+y[i],
the second directly from Definition 8(a).
(c) [if] Suppose that every negative edge joins two vertices in disjoint connected
components of P+. Form a regular string x as follows: for each component
C of P+, assign a unique identical letter, say λC , to all positions x[i] for
which i ∈ C. We show that y is the prefix array of x[1..n] and therefore
that y is regular. Fix a value i ∈ 2..n. For any j such that 1 ≤ j ≤ y[i],
(j, j+i−1) is a positive edge. Thus j and j+i−1 are in the same component
of P+, and hence x[j] = x[j + i− 1]. We also note that (y[i] + 1,y[i] + i) is
a negative edge (provided y[i]+i ≤ n). If so, then by hypothesis y[i] + 1 and
y[i] + i lie in disjoint components of P+, so that, by the uniqueness of λC ,
x
[
y[i] + 1
] 6≈ x[y[i] + i]. This is precisely what we need in order to conclude
that y is the prefix array of x[1..n]. Since x is regular, so is y, as required.
[only if] Suppose that y is regular, therefore the prefix array of a regular
string x. Now consider any negative edge (p, q) of the prefix graph P of y,
so that by Lemma 6(b) x[p] 6≈ x[q]. If p and q were in the same component
of P+, we would have by Lemma 6(a) a path in P+ joining p to q consisting
of edges (h, k) such that x[h] ≈ x[k]. By the regularity of y, this requires
x[h] = x[k], so that x[p] = x[q], a contradiction. uunionsq
From Definition 8, we see that |E+| can be as small as 0 (for example, when
x = abn−1) or as large as
(
n
2
)
(when x = an). From Lemma 10(b) we see that
many of the edges in E+ can be deduced from those in E−. In fact, if we add an
extra node n+1 and also, in the cases i > 1 for which i+y[i] = n+1 — that is,
whenever x has a border of length y[i] = n+1−i —, add the edges (1+y[i], n+1)
to E−, then all of E+ can be deduced from E−. Let us call this graph with the
additional node and edges the augmented prefix graph and denote it by Pˆ
with corresponding edge sets Eˆ+ = E+ and Eˆ−. By Lemma 10(a), Eˆ− consists
of exactly n−1 edges, which together determine O(n2) edges in E+. Of course
the converse is also true: E+ determines Eˆ−. Hence, from Remark 9, either P+
or Pˆ− is sufficient to determine a corresponding prefix array y.
However, a bit more can be said. From Lemma 10(b) we see that every edge
(i, j) ∈ E− determines the value y[j−i+1] of a position j−i+1 in y. Thus a
simple scan of y can identify all positions h that are not determined by E−; for
all such h, it must be true that y[h] = n−h+1. In other words E− determines
Eˆ−. Writing A ≡ B to mean that A can be computed from B, and vice versa,
we may summarize this discussion as follows:
Remark 11 y ≡ P+y ≡ Pˆy ≡ Pˆ−y ≡ P−y : the prefix array and the negative
prefix graph provide the same information and so determine the same set of (not
necessarily regular) strings x.
Recall [BM08, p. 188] that a t-clique in a graph G is a complete subgraph
Kt of G on t vertices, while the clique number ω = ω(G) is the order t of
the largest clique. We say that a t-clique is maximal if it is not a subclique of
any (t+1)-clique. Note that, since every isolated vertex is a complete subgraph,
E = ∅ ⇔ ω = 1.
Definition 12 If y is a regular feasible array, then its prefix graph Py is also
said to be regular.
We use these ideas to characterize the minimum alphabet size of any regular
string with a given prefix graph P. Consider the edges (i, j), i < j, of regular
P−, in ascending order of j. Suppose without loss of generality that x is defined
on the alphabet Σ of consecutive positive integers (so that the ordering of x is
with respect to Σ). Figure 5 describes an on-line algorithm ASSIGN that, from
the sorted list of edges in P−, computes a lexicographically least string x on
t = ω(P−) letters whose prefix graph is P.
procedure ASSIGN (P−,x)
Radix sort the edges (i, j), i < j, of P− by j.
t← 1; N [t]← 0
for j ← 1 to n do
. Get all the edges of P− with largest vertex j.
S ← {(i1, j), (i2, j), . . . , (ir, j)}
if r = 0 then x[j]← 1
. Thus, if P− has no edges, x = 1n.
else
. Determine the least letter ` that does not occur
. at any position ih in S; possibly ` = t+1.
for h← 1 to r do N[x[ih]]← 1
`← 1
while ` ≤ t and N [`] = 1 do `← `+1
if ` > t then t← `; N [t]← 0
for h← 1 to r do N[x[ih]]← 0
x[j]← `
Fig. 5. Given the negative prefix graph P− of a prefix graph P known to be
regular, compute a lexicographically least string x on t = ω(P−) letters whose
prefix graph is P.
Algorithm ASSIGN maintains a bit vector N that, for each j, specifies the
letters x[i] that have occurred at positions (i, j) ∈ E− — that is, N[x[i]] = 1.
Observe that a new letter t+1 is added if and only if vertex j has an edge to
vertices representing all previous letters 1..t. This is true for every t ≥ 1. Thus
letter t+1 is introduced if and only if there are already t vertices that form a
clique in P−. Consequently the number of letters used by the algorithm to form
x is exactly t = ω(P−). Note also that the letter assigned at each position j is
least with respect to the preceding letters, whether the letter is a new one in
the string or not. Since the letters are introduced from left to right and never
changed, x must therefore be lexicographically least with respect to P−. Note
further that, since position j in the lexicographically least x is determined for
j = 1, 2, . . . , n based solely on preceding positions i < j, it suffices to use P−
rather than the augmented Pˆ−, in accordance with Remark 11.
Next consider the time requirement of Algorithm ASSIGN. Since we know
from Lemma 10(a) that P− has at most n−1 edges, it follows that the radix
sort can be performed in O(n) time. For the same reason, within the for loop,
formation of the set S also has an overall O(n) time requirement. The processing
that updates the bit vector N , in order to determine the least letter ` to be
assigned to x[j], requires Θ(r) time, where r is the size of S, in order to set both
N
[
x[ih]
]← 1 and N[x[ih]]← 0; in addition the while loop requires O(r) time
in the worst case. Since |E−| ≤ n−1, it follows that the sum of all |S| = r is
O(n), and so the overall time requirement of this processing is O(n).
Lemma 13 For a regular prefix graph P on n vertices, Algorithm ASSIGN com-
putes in O(n) time a lexicographically least string on t = ω(P−) letters whose
prefix graph is P.
Proof. We need to show that the string x computed by the algorithm is indeed
consistent with P (that is, by Remark 11, the corresponding prefix array y).
Observe that S is always empty for j = 1, so that therefore the initial assignment
x[1] ← 1 is consistent with the subgraph P1 on a single vertex. Suppose then
that x[1..j−1] has been computed by ASSIGN for some j ∈ 2..n so as to be
consistent with with the subgraph Pj−1 on vertices 1, 2, . . . , j−1. For the addition
of vertex (position) j, there are three possibilities:
|S| = 0. In this case, x[j]← 1, the least letter, so that x[j] = x[1], and therefore
x[1..j] remains consistent with P−j = P−j−1.
S gives rise to t distinct letters. Here x[j] ← t+1, a new letter. Since this
is the first occurrence of t+1 in x, and since there is no alternative, therefore
x[1..j] is again consistent with Pj and has only the empty border.
S gives rise to t′ < t distinct letters. From the set S we know that x[1..j−1]
has exactly r borders not continued to x[1..j]. The longest of these borders
is x[1..ir− 1]. There may be a border of x[1..j− 1] that is on the other
hand actually continued to x[1..j]. If not, then the assignment x[j] ← ` is
consistent with Pj , where ` is the least letter not precluded by S. Suppose
then that there exists a border x[1..i] = x[j−i+1..j], i ≥ 1. Note that while
there may be more than one such border, x[i] must be the same for each
one, since we suppose that x is regular. Furthermore, x[i] was chosen by the
algorithm to be a minimum letter `i with respect to the prefix x[1..i−1];
since x[j−i+1..j−1] = x[1..i−1], the choice of a minimum letter with respect
to x[1..j−1] must yield `j = `i, hence also consistent with Pj .
Therefore by induction the lexicographically least string x[1..j] is consistent with
Pj . We have argued above that x is lexicographically least, also that the time
requirement of the algorithm is O(n). Thus the lemma is proved. uunionsq
Notice that the alphabet size determined by ASSIGN is least possible, given
P. Instead of assigning letters to positions in x, we could just as well have
labelled vertices of P with these letters; thus we have
Corollary 14 The class of regular negative prefix graphs P− has the property
that the chromatic number (minimum alphabet size) χ(P−) = ω(P−) for every
graph in the class.
This property does not hold in general; in [M55], for example, it is shown that
there exist triangle-free graphs G (ω(G) = 2) with arbitrarily large chromatic
number.
To get a sense of the labelling, consider the following regular prefix array
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
y = 20 0 1 0 3 0 3 0 3 0 1 0 7 0 1 0 4 0 1 0
whose corresponding P−y has edges (sorted as in Algorithm ASSIGN)
(1, 2), (1, 4), (2, 4), (1, 6), (1, 8), (4, 8), (1, 10), (4, 10),
(1, 12), (2, 12), (4, 12), (1, 14), (1, 16), (2, 16), (1, 18),
(1, 20), (2, 20), (8, 20).
P−y has a single maximal clique, (1, 2, 4, 12), on four vertices, and the corre-
sponding lexicographically least string is
y = abacabababadabacabac.
Note that Pˆ−y contains in addition the edge (5, 21) not required for the lexico-
graphically least x.
Now consider t-cliques {i1, i2, . . . , it} (not necessarily maximal) in regular
prefix arrays P− for which i1 = 1, together with regular strings x whose prefix
graph is P. A 1-clique corresponds to a prefix p1 = λ1 of x, where λ1 is some
(say, smallest) letter. Then for every 2-clique (1, i2) in P−, there must exist a
corresponding prefix p2 of x such that
p2 = λ1w1λ2,
where λ2 > λ1. Similarly, for every 3-clique (1, i2, i3) in P−, there exists a
corresponding prefix p3 of x such that
p3 = λ1w1λ2w2λ1w1λ3
= p2w2p
′
2,
where p2,p
′
2 are identical but for distinct rightmost letters λ2 and λ3 > λ2,
respectively. In general, for every t-clique (1, i2, i3, . . . , it) in P−, there exists a
corresponding prefix pt of x such that
pt = pt−1wt−1p′t−1,
where pt−1,p′t−1 are prefixes identical but for rightmost letters λt−1 and λt >
λt−1, respectively. Thus every t-clique in regular P− corresponds to a prefix of
the corresponding string x that has t−1 borders of lengths 1, 2, . . . , t−1. The
length of this prefix can be minimized by choosing every wj , j ∈ 1..t−1, to be
empty, so that the strings pj double in length at each step: hence there exists
a prefix graph on 2t−1 vertices (or, equivalently, a feasible array of length 2t−1)
whose corresponding strings cannot be implemented on less than t letters. Thus
we are able to verify a result given in [CCR09, Proposition 8]:
Lemma 15 For a given regular feasible array y = y[1..n], a regular string x
whose prefix array is y can be constructed using at most blog2 nc+1 letters.
[CCR09] describes a lemma more complex than Algorithm ASSIGN, but that
does not require a regular prefix array as input: a nonregular feasible array is
rejected at the first position detected.
We conclude this section with two equivalent necessary and sufficient con-
ditions for y to be regular. A string x is said to be strongly indeterminate
(INDET, for short) if and only if its prefix array is not regular. Recall from
Definition 5 that a feasible array is regular if and only if it is a prefix array of a
regular string. Thus, for example, the string (5), although certainly indetermi-
nate, is not INDET because it is consistent with the feasible array y = 80103010
that is a prefix array of the regular string x = abacabad. If on the other hand y
is not regular, then as we have seen (Lemma 10(c)) there must exist a position
i such that x[i] ≈ x[r] and x[i] ≈ x[s], while x[r] 6≈ x[s], for some positions r
and s; in such a case we say that x[i] is INDET. (In terms of the prefix graph
P, (i, r) ∈ E+, (i, s) ∈ E+, (r, s) ∈ E−.)
We state two versions of what is essentially the same lemma; we prove the
second.
Lemma 16 Suppose that x = x[1..n] is a nonempty string with prefix array y.
Then for i ∈ 1..n, x[i] is INDET (and so therefore also x) if and only if there
exist positions r and s > r such that y[s−r+1] = r−1 and one of the following
holds:
(a) y[r−i+1] ≥ i, y[s−i+1] ≥ i (1 ≤ i < r < s ≤ n);
(b) y[i−r+1] ≥ r, y[s−i+1] ≥ i (1 ≤ r < i < s ≤ n);
(c) y[i−r+1] ≥ r, y[i−s+1] ≥ s (1 ≤ r < s < i ≤ n).
Lemma 17 Suppose that x = x[1..n] is a nonempty string with prefix array y.
Then for i ∈ 1..n, x[i] is INDET (and so therefore also x) if and only if there
exist positions r and s such that one of the following holds:
(a) y[r] ≥ i, y[s] ≥ i, y[s−r+1] = i+r−2;
(b) r+y[r] > i, y[s] ≥ i, y[s+r−1] = i−r;
(c) r+y[r] > i, s+y[s] > i, y[s−r+1] = i−s.
Proof. If x[i] is INDET, then there must exist positions r′ and s′ such that
x[i] ≈ x[r′], x[i] ≈ x[s′], x[r′] 6≈ x[s′]. Conversely, if such r′ and s′ exist, then
x[i] is INDET. Without loss of generality, suppose that s′ > r′. Then three
cases arise depending on the relative values of the distinct integers i, r′, s′ (see
Figure 6):
(a)
1
i+r−2
s−r+1
i+r−2
r
y[r]
s
y[s]
i
i−1 i−1
(b)
1
y[s]
s
y[s]
r
y[r]
i−r
s+r−1
i−r
i
(c)
1
y[r]
s−r+1
i−s
r
y[r]
s
y[s]
i−s
i
Fig. 6. The three cases of Lemma 17.
(a) (1 ≤ i < r′ < s′ ≤ n) Since x[i] ≈ x[r′] and i < r′, it follows that x[1..i] ≈
x[r′−i+1..r′], hence that y[r′−i+1] ≥ i; similarly, y[s′−i+1] ≥ i. Since x[r′] 6≈
x[s′] and r′ < s′, therefore y[s′−r′+1] = r′−1. Setting r ← r′−i+1, s← s′−i+1
yields the desired result.
(b) (1 ≤ r′ < i < s′ ≤ n) Since x[i] ≈ x[r′] and r′ < i, therefore x[1..r′] ≈
x[i−r′+1..i], and so y[i−r′+1] ≥ r′; as in (a), y[s′−i+1] ≥ i. Also as in (a),
y[s′−r′+1] = r′−1. Setting r ← i−r′+1, s← s′−i+1 yields the result.
(c) (1 ≤ r′ < s′ < i ≤ n) As in (b), y[i−r′+1] ≥ r′; similarly, y[i−s′+1] ≥ s′.
As in (a) and (b), y[s′−r′+1] = r′−1. Setting s ← i−r′+1, r ← i−s′+1
yields the result. uunionsq
3 Graphs & Indeterminate Strings
Here we extend the ideas of Section 2 to establish a remarkable connection
between labelled graphs and indeterminate strings. Recall that a graph is simple
if and only if it is undirected and contains neither loops nor multiple edges.
We define the associated graph, Gx = (Vx, Ex), of a string x to be the
simple graph whose vertices are positions 1, 2, . . . , n in x and whose edges are the
pairs (i, j) such that x[i] ≈ x[j]. Thus Ex identifies all the matching positions
in x, not only those determined by the prefix array. On the other hand, we
may think of each pair (i, j) 6∈ Ex as a negative edge, x[i] 6≈ x[j]. Thus Gx
determines all the pairs of positions in x that match or do not match each other.
It should be noted here that while Gx determines the matchings of positions
in x, it does not uniquely determine the alphabet of x. For example,
Ex =
{
(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 6), (3, 5), (3, 6)
}
describes
1 2 3 4 5 6
x1 = {a, b, c} {a, b, d} {a, c, d} b c d
as well as
1 2 3 4 5 6
x2 = {a, b} {a, c} {b, c} a b c
Thus a given simple graph G = (V,E) with n vertices can be the associ-
ated graph of distinct strings. Another way to generate additional strings is by
permuting the vertex labels. Given any unlabelled G, we can generate strings
x = x[1..n] by labelling the n vertices V of G with integers 1..n, and forming a
string x of which G, with this labelling, is the associated graph. Thus an unla-
belled graph G corresponds to a set of strings x determined by the n! possible
labellings of V . For instance, given the graph
i i i
there are six possible labellings, three of which, for example
i i i1 2 3 i i i2 3 1 i i i3 1 2
can be chosen to lead to distinguishable regular strings x1 = aab, x2 = abb, x3 =
aba, respectively. In this case the other three labellings determine the same three
strings.
Consider a given string x. Suppose that for some position i0 ∈ 1..n, x[i0]
matches x[i1],x[i2], . . . ,x[ik] for some k ≥ 0, and matches no other elements
of x. We say that position i0 is essentially regular if and only if the entries
in positions i1, i2, . . . , ik match each other pairwise. If every position in x is
essentially regular, we say that x itself is essentially regular. For example, it
is easy to verify that
{a, b}{c, d}{a, b}{e, f}ac{a, h}g,
though indeterminate, is essentially regular with prefix array y = 80103010. On
the other hand, string (5),
x = {a, b, e}{c}{a, d}{f}{b}{c}{d, e}{g},
also with prefix array y, is not essentially regular. We have
Lemma 18 A string x is essentially regular if and only if the associated graph
Gx of x is a disjoint union of cliques.
Thus combinatorics on (regular, essentially regular) words is the study of labelled
collections of cliques. For example, for x = an, the associated graph Gx is simply
the complete graph Kn; while for x such that x[i] ≈ x[j] ⇒ i = j, Gx is n
copies of K1. More generally, for essentially regular x, the number of disjoint
cliques in Gx is just the number of distinct letters in a regular string having the
same associated graph as x, and the order of each clique is the number of times
the corresponding letter occurs.
Recall that a maximal clique (sometimes abbreviated MC) Kt in a graph
G = (V,E) is a clique that is not a subgraph of any other clique in G. Thus if
Kt is maximal, then for every vertex j not in Kt, there exists some vertex i of
Kt such that (i, j) 6∈ E. Note that every vertex of G must belong to at least one
maximal clique.
Definition 19 Let G = (V,E) be a finite simple graph, let S be the set of all
MC in G, and let I be a smallest subset of S such that every edge of E occurs
at least once in I. Then the MC in I are said to be independent (I), those in
D = S−I dependent (D).
We say that an edge of G is a free edge if it belongs to exactly one MC.
Then every MC that contains a free edge is independent.
We will see that for the associated graph G = Gx of a string x, the indepen-
dent MC are closely related to alphabet size. Consider for example
x = {a, b}a{a, c}c{b, c}ab{a, c}. (6)
Gx (see Figure 7) has four MC
C1 = 12368, C2 = 3458, C3 = 1358, C4 = 157, (7)
of which, by Definition 19, C1, C2, C4 are independent, since each contains at
least one free edge ((1, 2), (3, 4), (1, 7), respectively). However, 1358 is dependent,
since its adjacencies all occur elsewhere (138 is a subclique of C1, 358 a subclique
of C2, 15 an edge of C4, and so every edge of 1358 occurs in at least one of the
other three cliques). Thus exactly three of the MC are independent, and we see
that (6) has a minimum alphabet of three letters. On the other hand, if Gx′ (see
Figure 8) has MC
C1 = 12368, C2 = 3458, C3 = 1358, C4 = 147, (8)
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Fig. 7. Gx for
x = {a, b}a{a, c}c{b, c}ab{a, c}
1
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Fig. 8. Gx′ for
x′ = {a, c, d}a{a, b, c}{b, d}{b, c}ad{a, b, c}
all four of them are independent (in C3 the edge 15 no longer occurs elsewhere),
and we claim that no corresponding string x′ can be constructed on fewer than
four letters, while
x′ = {a, c, d}a{a, b, c}{b, d}{b, c}ad{a, b, c}
achieves the lower bound.
Lemma 20 Suppose that a graph G has exactly σ independent maximal cliques.
Then there exists a string x on a base alphabet of size σ whose associated graph
Gx = G, and on no smaller alphabet.
Proof. Let I = {I1, I2, . . . , Iσ} be the set of independent MC. Suppose that
initially every x[i], i = 1, 2, . . . , n, is empty; then for s = 1, 2, . . . , σ, form
x[i]← x[i] ∪ λs
if and only if vertex i occurs in Is, where λs is a unique regular letter associated
with Is. This ensures that x[i1] ≈ x[i2] if and only if (i1, i2) is an edge in one of
the independent MC of G. Since by Definition 19 this includes all the edges, it
follows that G = Gx is the associated graph of x, a string on a base alphabet of
size σ. Suppose that there exists a string x′ on a base alphabet of size σ′ < σ,
where Gx′ = Gx. But then, since the regular letters in x′ collectively determine
all the edges and exactly σ′ independent MC in Gx′ , this means that there exists
a set of independent MC in G of cardinality σ′ < σ, contradicting the condition
of Definition 19 that I is the smallest such subset. This completes the proof. uunionsq
Lemma 20 has an easy corollary:
Lemma 21 Suppose that Gx = (V,E) is the associated graph of a string x with
σ independent maximal cliques I = {I1, I2, . . . , Iσ}.
(a) If a vertex i ∈ V belongs to exactly s ∈ 1..σ of the maximal cliques in I,
then |x[i]| ≥ s.
(b) If an edge (i, j) ∈ E belongs to exactly s ∈ 1..σ of the maximal cliques in I,
then |x[i] ∩ x[j]| ≥ s.
The following simple algorithm might be a candidate to compute a set of inde-
pendent maximal cliques:
1. Label I every MC that has a free edge;
2. Alternate steps (a) and (b) until no new labellings occur:
(a) Label D each unlabelled MC with at least one edge in an MC labelled I;
(b) Label I each unlabelled MC with at least one edge in an MC labelled D.
However, suppose that some subgraph H of G remains unlabelled after the ter-
mination of step 2 of the algorithm. Then every edge e of H must belong to
at least two MC of H, since otherwise it would have been labelled in step 1.
Moreover, any MC containing e cannot be labelled either I or D, and so H can
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Fig. 9. Graph G on six vertices with
eight MC, four of them independent,
and no free edges.
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Fig. 10. Graph G on eight vertices
with 16 MC, six of them indepen-
dent, and no free edges.
only be a subgraph sharing no edges with the rest of G and also containing no
free edges.
To show that such a subgraph can exist, consider the triangulated graph G
on six vertices V = {1, 2, 3, 4, 5, 6}, where the only pairs (i, j) that are not edges
are (1, 5), (2, 6) and (3, 4), as shown in Figure 9. There are eight MC
123, 146, 245, 356; 456, 124, 235, 136
of which either the first four or the last four can be chosen to be independent,
thus by Lemma 20 yielding a corresponding string x on four regular letters.
Note that every edge occurs in exactly two MC, so that by Lemma 21(b) every
position in the corresponding string x contains at least two regular letters; for
example,
x = {a, b}, {a, c}, {a, d}, {b, c}, {c, d}, {b, d}.
A more complex example is the graph G on vertices V = {1, 2, 3, 4, 5, 6, 7, 8}
with maximal cliques {1, 2, 3, 4}, {5, 6, 7, 8}, and 14 others, as shown in Figure 10.
The only pairs (i, j) that are not edges are (1, 7), (2, 8), (3, 5), and (4, 6). In this
case it turns out that there are six independent MC, for example
1234, 5678, 1368, 1458, 2367, 2457,
and so by Lemma 20 a corresponding string x can be constructed using six
regular letters (one letter per MC):
x = {a, c, d}, {a, e, f}, {a, c, e}, {a, d, f}, {b, d, f}, {b, c, e}, {b, e, f}, {b, c, d}.
These examples show that whenever graphs or subgraphs without free edges
exist, the identification of independent MC becomes more difficult. In such cases
we know of no algorithm to compute them apart from exhaustive search. Thus,
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Fig. 11. Identifying the minimum alphabet size from the number of independent
maximal cliques (Lemma 20)
while it is straightforward, given x, to determine Gx, it is nontrivial, given G,
to determine a string x on a smallest alphabet such that G = Gx.
From Lemma 18 it follows that the maximum alphabet size required for an
essentially regular string x is n; thus to compute x from a feasible array y
is potentially an O(n) algorithm and, as shown in [CCR09], is actually O(n).
However, for indeterminate strings, Lemma 20 shows that the minimum alphabet
size is the number σ of independent maximal cliques in Gx. A classical result
from graph theory [MM65] shows that the number of maximal cliques may be
as much as 3n/3, and so an indeterminate string potentially could require an
alphabet of exponential size. For example, for n = 6, consider the graph Gx on
six vertices Vx = {1, 2, . . . , 6} with nine edges (9 = 36/3)
Ex = {(1, 2), (1, 4), (1, 6), (2, 3), (2, 5), (3, 4), (3, 6), (4, 5), (5, 6)},
as shown in Figure 11. Each of these edges is a maximal independent 2-clique,
and so by Lemma 20 a corresponding string is
x = {a, b, c}{a, d, e}{d, f, g}{b, f, h}{e, h, i}{c, g, i},
defined on an alphabet of nine regular letters with prefix array y = 650301.
Note here that information is lost in the transformation from x to y. The
prefix graph P+ corresponding to 650301 has the same nine edges Ex, but P−
contains, instead of the six negative edges
(1, 3), (1, 5), (2, 4), (2, 6), (3, 5), (4, 6)
implied by Ex, just two: E
− = {(1, 3), (1, 5)}. Thus by reverse engineering y
we get the much simpler (but still necessarily indeterminate) string
x′ = a{ab}b{ab}b{ab},
whose associated graph Gx′ has, in addition to the nine edges of Ex, also the
four (now positive) edges (2, 4), (2, 6), (3, 5), (4, 6). Thus in Gx′ there are only
two maximal cliques, on the vertices 23456 and 1246, independent of each other,
and so by Lemma 20 x′ can be constructed using σ = 2 regular letters.
The fastest known algorithm to compute all maximal cliques is described
in [BK73], but of course it must be exponential in the worst case (3n/3 maxi-
mal cliques); it is not known how many independent maximal cliques can exist
in a graph constructed from a prefix array. The graph P+ corresponding to y2 =
80420311 contains seven independent maximal cliques (138, 146, 17, 24, 25, 27, 35).
Thus, regarding this graph as an associated graph Gx of some string x tells us
by Lemma 20 that seven regular letters would be needed to represent it.
4 Summary & Future Work
In this paper we have explored connections among indeterminate strings, prefix
arrays, and undirected graphs, some of them quite unexpected (by us, at least).
We believe that many other connections exist that may yield combinatorial in-
sights and thus more efficient algorithms. For example:
1. How many independent maximal cliques can exist in the associated graph
Gx of a string x computed (on a minimum alphabet) from a given prefix
array y?
2. Find an efficient algorithm to compute a string on a minimum alphabet
corresponding to a given nonregular prefix array.
3. What classes of graphs G exist that, as associated graphs G = Gx of some
string x, have fewer than exponential independent maximal cliques, and so
therefore may give rise to efficient algorithms for the determination of x on
a minimum alphabet? Put another way: characterize graphs that have an
exponential number of independent maximal cliques.
4. Can we recognize strings x with associated graphs Gx that have an expo-
nential number of independent maximal cliques?
5. Can known results from graph theory be used to design efficient algorithms
for computing patterns in indeterminate strings?
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