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PERFECT CRYSTALS FOR Uq(D
(3)
4 )
M. KASHIWARA, K.C. MISRA, M. OKADO, AND D. YAMADA
1. Introduction
In [KMN1] the notion of perfect crystal was introduced. In the subsequent
paper [KMN2] a perfect crystal of an arbitrary level was given for the quan-
tum affine algebra corresponding to every non-exceptional affine algebra. Later
studies revealed that there are more perfect crystals than listed in [KMN2]. See
[BFKL, Ko, JMO, SS, Y, K3, NS] for example. Actually, there is a conjecture orig-
inating from fermionic formulas [HKOTY, HKOTT], saying that a certain finite-
dimensional module, called Kirillov-Reshetikhin module, KR module for short, of
a quantum affine algebra has a crystal base. KR modules are parametrized by
two integers r, s. r corresponds to a vertex of the Dynkin diagram of the affine
algebra except a distinguished vertex 0 as in [Kac] and s is a positive integer. The
conjecture also states that if s is a multiple of tr := max(1, 2/(αr, αr)), then the
conjectural crystal base of the corresponding KR module is perfect of level s/tr.
Here (·, ·) stands for the standard bilinear form on the weight lattice as in [Kac].
The latter conjecture was derived by taking a suitable limit of the corresponding
fermionic formula. Up to now there is no counterexample to this conjecture. We
remark that apart from the existence of crystal base, KR modules have marvelous
properties, such as algebraic relations among characters [KR, KNS, N, H], relation
with Demazure modules [KMOTU, K4, FL, CM, FSS], that with fusion products
[CL, AK] and so on.
In this paper, we add another evidence for the conjecture to be valid. To explain
what we have done more precisely let us recall basic notations and the definition
of perfect crystal. Let g be an affine algebra, Uq(g) the associated quantum affine
algebra and U ′q(g) its subalgebra without the degree operator. Let P be the weight
lattice, i.e., P =
∑
i ZΛi⊕Zδ where Λi is a fundamental weight and δ is the genera-
tor of the null roots, and set Pcl = P/Zδ, P
+
cl = {λ ∈ Pcl | 〈hi, λ〉 ≥ 0 for any i} =∑
i Z≥0Λi and (P
+
cl )l = {λ ∈ P
+
cl |〈c, λ〉 = l} for l ∈ Z≥0. Here c is the canoni-
cal central element. Let Modf (g, Pcl) be the category of finite-dimensional U
′
q(g)-
modules. The modules in this category have the weight decomposition with respect
to Pcl. Let B be a Pcl-weighted crystal. For b ∈ B, we set ε(b) =
∑
i εi(b)Λi and
ϕ(b) =
∑
i ϕi(b)Λi, where εi(b) = max{k | e˜
k
i b 6= 0} and ϕi(b) = max{k | f˜
k
i b 6= 0}.
Definition 1.1. ([KMN1]) For l ∈ Z>0 we say B is a perfect crystal of level l if
B satisfies the following conditions.
(P1) B ⊗B is connected.
(P2) There exists λ0 ∈ Pcl such that wt(B) ⊂ λ0+
∑
i6=0 Z≤0αi and that ♯(Bλ0) =
1.
(P3) There is a U ′q(g)-module in Mod
f (g, Pcl) with a crystal pseudobase (L,B
′)
such that B is isomorphic to B′/{±1}.
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(P4) For any b ∈ B, we have 〈c, ε(b)〉 ≥ l.
(P5) The maps ε and ϕ from Bmin:={b ∈ B | 〈c, ε(b)〉 = l} to (P
+
cl )l are bijective.
We consider the quantum affine algebra U ′q(g) corresponding to the exceptional
affine algebra g = D
(3)
4 . The KR modules we treat in this paper correspond to the
vertex 1 in the Dynkin diagram in section 2.1. According to the above conjecture the
KR module for the pair (r, s) = (1, l) is to be perfect of level l. Let us look through
the main text in order. In section 2 we construct a fundamental representation
V 1 of Uq(D
(3)
4 ) and calculate the quantum R-matrix that will be used in the next
section. In section 3 we construct a family of U ′q(D
(3)
4 )-modules {V
l}l≥1 by so-
called fusion construction. This V l is nothing but the KR module for (1, l). Using a
technique developed in [KMN2] one sees that V l has a crystal pseudobase (Theorem
3.2), which confirms (P2) and (P3) of Definition 1.1. In section 4 we introduce a
Uq(G2)-crystal Bl that has the same decomposition as V
l and define the 0-action
by hand. It was obtained by the investigation of the result of [Y] and computer
experiments. We check in section 5 that with respect to the (0, 1)-actions Bl turns
into a disjoint union of Uq(A2)-crystals (Theorem 5.3). Hence by Theorem 6.1 that
states the uniqueness of such crystal, one concludes that Bl is the crystal base of
V l. We stress here that this theorem can be applied to affine algebras of other
types. (P1), (P4) and (P5) are checked in the last section. Thus we have obtained
Theorem 1.2. For l ∈ Z>0 Bl is a perfect crystal of level l.
The value of this theorem lies in the following fact. Let B(λ) denote the crystal
of the irreducible highest weight Uq(g)-module of a dominant integral weight λ. If
Bl is a perfect crystal of level l, then for any dominant integral weight λ of level l
there exists a unique dominant integral weight µ and an isomorphism of crystals
B(λ) ≃ B(µ)⊗Bl.
By iterating it, one can obtain the so-called Kyoto path model of B(λ). By analogy
one may consider a path model for the crystal B(∞) of the negative part U−q (g) of
Uq(g). For this purpose one needs a coherent family of perfect crystals (Definition
7.2). At the final stage we show that our family of perfect crystals {Bl}l≥1 are
coherent. It implies that there is a limit B∞ of {Bl}l≥1 and an isomorphism of
crystals
B(∞) ≃ B(∞) ⊗B∞.
2. U ′q(D
(3)
4 ) and its fundamental representation
2.1. Quantum affine algebra U ′q(D
(3)
4 ). We collect necessary data for the affine
Lie algebra D
(3)
4 . Let {α0, α1, α2}, {h0, h1, h2} and {Λ0,Λ1,Λ2} be the set of sim-
ple roots, simple coroots and fundamental weights, respectively. The generalized
Cartan matrix (〈hi, αj〉)i,j=0,1,2 is given by
 2 −1 0−1 2 −3
0 −1 2

 ,
and its Dynkin diagram is depicted as follows.
0 1 2
◦ ◦ ◦_jt
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The standard null root δ and the canonical central element c are given by
δ = α0 + 2α1 + α2 and c = h0 + 2h1 + 3h2.
The affine Lie algebra D
(3)
4 contains the finite-dimensional simple Lie algebra G2.
Its fundamental weights are given by Λ1 = Λ1 − 2Λ0, Λ2 = Λ2 − 3Λ0.
The quantum affine algebra U ′q(D
(3)
4 ) is the associative algebra over Q(q) gener-
ated by {ei, fi, t
±1
i | i = 0, 1, 2} satisfying the relations:
titj = tjti, tit
−1
i = t
−1
i ti = 1,
tiejt
−1
i = q
〈hi,αj〉
i ej , tifjt
−1
i = q
−〈hi,αj〉
i fj, [ei, fj] = δij
ti − t
−1
i
qi − q
−1
i
,
l∑
n=0
(−1)ne
(n)
i eje
(l−n)
i =
l∑
n=0
(−1)nf
(n)
i fjf
(l−n)
i = 0 where i 6= j, l = 1− 〈hi, αj〉.
Here we use the following notations: [m]i = (q
m
i − q
−m
i )/(qi − q
−1
i ), [n]i! =∏n
m=1[m]i, e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! with
q0 = q1 = q, q2 = q
3.
The algebra Uq(D
(3)
4 ) is defined by introducing another generator q
d, so U ′q(D
(3)
4 ) is
its subalgebra. The algebra U ′q(D
(3)
4 ) has subalgebras Uq(G2) and Uq(A2) generated
by {ei, fi, t
±1
i | i = 1, 2} and {ei, fi, t
±1
i | i = 0, 1}, respectively.
2.2. Fundamental representation. Let V 1 = V G2(Λ1)⊕ V
G2(0) denote the di-
rect sum of the irreducible highest weight Uq(G2)-modules V
G2(Λ1) and V
G2(0)
with highest weights Λ1 and 0. Let {v1, v2, v3, v0, v3¯, v2¯, v1¯, vφ} be a basis of V
1,
where vφ belongs to V
G2(0). V 1 is endowed with the U ′q(D
(3)
4 )-module structure.
First, if v is a weight vector of weight λ, we have tiv = q
〈hi,λ〉
i v. The weight of each
basis vector is given respectively by Λ1− 2Λ0,Λ2−Λ1−Λ0, 2Λ1−Λ2−Λ0, 0,Λ0+
Λ2 − 2Λ1,Λ0 + Λ1 − Λ2, 2Λ0 − Λ1, 0. The actions of ei, fi are given as follows.
e0v1 = vφ +
1
[2]
v0, e0v2 = v3¯, e0v3 = v2¯, e0v0 = v1¯, e0vφ =
[3]
[2]
v1¯,
f0v1¯ = vφ +
1
[2]
v0, f0v2¯ = v3, f0v3¯ = v2, f0v0 = v1, f0vφ =
[3]
[2]
v1,
e1v2 = v1, e1v0 = [2]v3, e1v3¯ = v0, e1v1¯ = v2¯,
f1v2¯ = v1¯, f1v0 = [2]v3¯, f1v3 = v0, f1v1 = v2,
e2v3 = v2, e2v2¯ = v3¯,
f2v3¯ = v2¯, f2v2 = v3.
If the action of some basis vector is not written, then we should understand that it
is 0. Hereafter [m] always means [m]0 = [m]1.
Set AZ = {f(q)/g(q) | f(q), g(q) ∈ Z[q], g(0) = 1} and KZ = AZ[q
−1]. We define
U ′q(g)KZ as the KZ-subalgebra of U
′
q(g) generated by ei, fi, t
±1
i . It is easy to see
that V 1 admits a U ′q(g)KZ -submodule V
1
KZ
. In the subsequent section we need a
polarization ( , ) on V 1 such that (V 1KZ , V
1
KZ
) ⊂ KZ. See section 2 of [KMN2] for the
polarization. It is constructed as follows. It is known ([K1]) that for any dominant
integral weight λ the irreducible highest weight Uq(G2)-module V
G2(λ) of highest
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weight λ has a polarization. Let ( , )1 be such polarization on V
G2(Λ1) normalized
as (v1, v1)1 = 1. We define a symmetric bilinear form ( , ) on V
1 by requiring
(u, v) = (u, v)1 for u, v ∈ V
G2(Λ1),
(u, vφ) = 0 for u ∈ V
G2(Λ1),
(vφ, vφ) = q
[3]
[2]
.
Then ( , ) satisfies
(tiu, v) = (u, tiv), (eiu, v) = (u, q
−1
i t
−1
i fiv), (fiu, v) = (u, q
−1
i tieiv)
for all u, v ∈ V 1 and it becomes a polarization. (V 1KZ , V
1
KZ
) ⊂ KZ can also be
checked.
As a Uq(G2)-module, the tensor product V
1 ⊗ V 1 decomposes into
(2.1) V 1 ⊗ V 1 ≃ V G2(2Λ1)⊕ V
G2(Λ2)⊕ V
G2(Λ1)
⊕3 ⊕ V G2(0)⊕2.
A highest weight vector in each irreducible component is listed below.
u2Λ1 =v1 ⊗ v1,
uΛ2 =v1 ⊗ v2 − qv2 ⊗ v1,
u
(1)
Λ1
=v1 ⊗ vφ,
u
(2)
Λ1
=vφ ⊗ v1,
u
(3)
Λ1
=v1 ⊗ v0 − q
6v0 ⊗ v1 − q
2[2]v2 ⊗ v3 + q
5[2]v3 ⊗ v2,
u
(1)
0 =vφ ⊗ vφ,
u
(2)
0 =v1 ⊗ v1¯ + q
10v1¯ ⊗ v1 − qv2 ⊗ v2¯ − q
9v2¯ ⊗ v2 + q
4v3 ⊗ v3¯
+ q6v3¯ ⊗ v3 −
q4
[2]
v0 ⊗ v0.
Here lower indices signify the highest weights. For the action on the tensor product,
we use the lower coproduct. Namely,
∆(ei) = ei ⊗ t
−1
i + 1⊗ ei, ∆(fi) = fi ⊗ 1 + ti ⊗ fi.
2.3. Calculation of the R-matrix. Let V 1x = Q[x, x
−1] ⊗ V 1 be the U ′q(D
(3)
4 )-
module with the actions of ei, fi, ti replaced with x
δi0ei, x
−δi0fi, ti, respectively.
The R-matrix R(x, y) for V 1 ⊗ V 1 is an operator
R(x, y) : V 1x ⊗ V
1
y −→ V
1
y ⊗ V
1
x
commuting with the actions of U ′q(D
(3)
4 ). It is unique up to a scalar multiple and
satisfies the following properties.
(1) R(x, y) ∈ Q(q)[x/y, y/x]⊗ End(V 1 ⊗ V 1).
(2) The Yang-Baxter equation holds:
(R(y, z)⊗ 1)(1⊗R(x, z))(R(x, y)⊗ 1)
= (1⊗R(x, y))(R(x, z)⊗ 1)(1⊗R(y, z)).
(3) R(x, y)R(y, x) ∈ Q(q)[x/y, y/x].
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By U ′q(G2)-linearity and (2.1), we have
R(u2Λ1) = a
2Λ1u2Λ1 , R(uΛ2) = a
Λ2uΛ2 ,
R(u
(i)
Λ1
) =
3∑
j=1
aΛ1ij u
(j)
Λ1
(i = 1, 2, 3), R(u
(i)
0 ) =
2∑
j=1
a0iju
(j)
0 (i = 1, 2).
To calculate these coefficients we prepare
Lemma 2.1. We have the following relations.
1. f0f1f2uΛ2 = (qxy)
−1(x− q2y)u2Λ1
2. f0u
(1)
Λ1
= (q2y)−1[3]/[2]u2Λ1
3. f0u
(2)
Λ1
= x−1[3]/[2]u2Λ1
4. f0u
(3)
Λ1
= (q2xy)−1(x− q8y)u2Λ1
5. f20 f1f2f1u
(1)
Λ1
= (qxy)−1[3]u2Λ1
6. f20 f1f2f1u
(2)
Λ1
= (qxy)−1[3]u2Λ1
7. f20 f1f2f1u
(3)
Λ1
= (qxy)−2[2]([2](x2 − q8y2)− q3(1 − q2)xy)u2Λ1
8. f30 (f1f2f1)
2u
(1)
Λ1
= (x2y)−1[2][3]2u2Λ1
9. f30 (f1f2f1)
2u
(2)
Λ1
= (q2xy2)−1[2][3]2u2Λ1
10. f30 (f1f2f1)
2u
(3)
Λ1
= (qxy)−2[2]2[3](x− q8y)u2Λ1
11. f20u
(1)
0 = (qxy)
−1[3]2/[2]u2Λ1
12. f20u
(2)
0 = (q
2xy)−2([2](x2 + q14y2)− q7xy)u2Λ1
13. f30 (f1f2f1)
2f0u
(1)
0 = (q
2x3y3)−1[3]3(x2 + q2y2)u2Λ1
14. f30 (f1f2f1)
2f0u
(2)
0 = (q
4x3y3)−1[2][3]((x−q6y)(x−q8y)+q2[3](1+q10)xy)u2Λ1
From this one can calculate the coefficients a2Λ1 , aΛ2 , aΛ1ij (i, j = 1, 2, 3), a
0
i,j(i, j =
1, 2). Let P2Λ1 , PΛ2 , P
(i)
Λ1
(i = 1, 2, 3), P
(i)
0 (i = 1, 2) be the projections from V
1⊗V 1
onto Uq(G2)-submodule V
G2(2Λ1), V
G2(Λ2), Uq(G2)u
(i)
Λ1
, Uq(G2)u
(i)
0 , respectively.
Let ι
(i,j)
Λ1
(i, j = 1, 2, 3) (resp. ι
(i,j)
0 (i, j = 1, 2)) be the Uq(G2)-isomorphism sending
u
(j)
Λ1
to u
(i)
Λ1
(resp. u
(j)
0 to u
(i)
0 ). Then we have the spectral decomposition of the
R-matrix.
Proposition 2.2. Let z = x/y. Up to a multiple of an element of Q(q)(z), the
R-matrix is of the following form
R(x, y) =(1− q2z)(1− q6z)(1 + q4z + q8z2)P2Λ1
+ (z − q2)(1 − q6z)(1 + q4z + q8z2)PΛ2
+
3∑
i,j=1
aΛ1ij ι
(j,i)
Λ1
P
(i)
Λ1
+
2∑
i,j=1
a0ijι
(j,i)
0 P
(i)
0 ,
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where aΛ1ij , a
0
ij are given by
aΛ111 = a
Λ1
22 = (1− q
6)z(1− q12z2)/(1 + q2),
aΛ112 = a
Λ1
21 = q
2(1− z)(1− q6z)
(
(1 + q2)(1 + q6z2) + (q2 + q6)z
)
/(1 + q2),
aΛ113 = a
Λ1
23 = q(1− q
6)z(1− z)(1− q6z)/(1 + q2)2,
aΛ131 = a
Λ1
32 = (1 + q
2)2(1 + q8)aΛ113 ,
aΛ133 = (1− q
6z)
(
q2(1 + q2)(z3 − q6) + (1− q2)(1 − q6)z(z − q4)
)
/(1 + q2),
a011 = ((1 + q
2)(q2 + q14z4)− (1 + q8)z(q2 + q8z2)
+ (1− q4)(1 − q6)(1 + q8)z2)/(1 + q2),
a012 = q(1− q
6)2z(1− z2)/
(
(1 + q2)(1− q4)
)
,
a021 = q(1− q
14)(1− q4 + q8)z(1− z2),
a022 = z
4(a011|z→1/z).
Moreover,
det(aΛ1ij ) =
(z − q2)2(z2 + q4z + q8)
(1− q2z)2(1 + q4z + q8z2)
(a2Λ1)3,
det(a0ij) =
(z − q2)(z − q6)(z2 + q4z + q8)
(1− q2z)(1− q6z)(1 + q4z + q8z2)
(a2Λ1)2.
3. Fusion construction
In this section we construct a U ′q(D
(3)
4 )-module V
l from V 1 by so-called fusion
construction. It is then shown that V l admits a crystal pseudobase.
3.1. Review. Following section 3 of [KMN2] we review the fusion construction and
rewrite a necessary proposition.
Let l be a positive integer and Sl the l-th symmetric group. Let si be the simple
reflection which interchanges i and i + 1, and let l(w) be the length of w ∈ Sl.
Let g be an affine Lie algebra and V a finite-dimensional U ′q(g)-module which has
a U ′q(g)KZ -submodule VKZ . Assume that V has a polarization ( , ) such that
(VKZ , VKZ) ⊂ KZ. Assume also that V admits a crystal base which is perfect of
level 1. Let R(x, y) denote the R-matrix for V ⊗ V . For any w ∈ Sl we construct
a U ′q(g)-linear map Rw(x1, . . . , xl) : Vx1 ⊗ · · · ⊗ Vxl → Vxw(1) ⊗ · · · ⊗ Vxw(l) by
R1(x1, . . . , xl) = 1,
Rsi(x1, . . . , xl) =

⊗
j<i
idVxj

⊗R(xi, xi+1)⊗

 ⊗
j>i+1
idVxj

 ,
Rww′(x1, . . . , xl) = Rw′(xw(1), . . . , xw(l)) ◦Rw(x1, . . . , xl)
for w,w′ such that l(ww′) = l(w) + l(w′).
Fix r ∈ Z>0. For each l ∈ Z>0, we put
Rl =Rw0(q
r(l−1), qr(l−3), . . . , q−r(l−1)) :
Vqr(l−1) ⊗ Vqr(l−3) ⊗ · · · ⊗ Vq−r(l−1) → Vq−r(l−1) ⊗ Vq−r(l−3) ⊗ · · · ⊗ Vqr(l−1) ,
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where w0 is the longest element of Sl. Then Rl is a U
′
q(g)-linear homomorphism.
Define
V l = Im Rl.
Let us denote by W the image of
R(qr, q−r) : Vqr ⊗ Vq−r −→ Vq−r ⊗ Vqr
and by N its kernel. Then we have
V l considered as a submodule of V ⊗l = Vq−r(l−1) ⊗ · · · ⊗ Vqr(l−1)
is contained in
l−2⋂
i=0
V ⊗i ⊗W ⊗ V ⊗(l−2−i).
Similarly, we have
V l is a quotient of V ⊗l/
l−2∑
i=0
V ⊗i ⊗N ⊗ V ⊗(l−2−i).
Let P be the weight lattice of g and set Pcl = P/Zδ. Let λ0 be an element of
Pcl such that
(3.1) wtV ⊂ λ0 +
∑
i6=0
Z≤0αi and dim Vλ0 = 1.
Take a non-zero vector u0 from Vλ0 . Let ϕ(z) be a function such that
R(x, y)(u0 ⊗ u0) = ϕ(x/y)(u0 ⊗ u0).
We assume that
(3.2) ϕ(q2kr) does not vanish for any k > 0.
Let I be the index set of the simple roots of g and gI\{0} the finite-dimensional
simple Lie algebra whose Dynkin diagram is obtained by removing the 0-vertex of
that of g. Let V (λ) be the irreducible Uq(gI\{0})-module with highest weight λ.
Proposition 3.1. (Proposition 3.4.5 of [KMN2]) Let m be a positive integer and
assume the following conditions:
(i) 〈hi, lλ0 + jα0〉 ≥ 0 for i 6= 0 and 0 ≤ j ≤ m.
(ii) dim(V l)lλ0+kα0 ≤
∑m
j=0 dim V (lλ0 + jα0)lλ0+kα0 for 0 ≤ k ≤ m.
(iii) There exists i1 ∈ I such that {i ∈ I | 〈h0, αi〉 < 0} = {i1}.
(iv) −〈h0, lλ0 − αi1〉 ≥ 0.
Then we have
V l ≃
m⊕
j=0
V (lλ0 + jα0) as a Uq(gI\{0})-module
and V l admits a crystal pseudobase as a U ′q(g)-module.
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3.2. Our case. Set g = D
(3)
4 and let V be the representation V
1 constructed in
section 2.2. We have checked that V 1 has a polarization such that (V 1KZ , V
1
KZ
) ⊂ KZ.
We have also calculated the R-matrix for V 1 ⊗ V 1. Set r = 1 and λ0 = Λ1. Then
(3.1) is satisfied. From Proposition 2.2 we have
ϕ(z) = (1− q2z)(1− q6z)(1 + q4z + q8z2).
Hence (3.2) is also satisfied.
Theorem 3.2. The U ′q(D
(3)
4 )-module V
l constructed by the fusion construction
admits a crystal pseudobase. Moreover, we have
V l ≃
l⊕
j=0
V (jΛ1) as a Uq(G2)-module.
Proof. We use Proposition 3.1. It suffices to check the conditions (i)-(iv). Set
λ0 = Λ1,m = l. Note that Λ1 = −α0. (i), (iii) and (iv) are easily checked as
(i) 〈hi, lλ0 + jα0〉 = (l − j)δi1 ≥ 0 for i 6= 0 and 0 ≤ j ≤ l.
(iii) {i ∈ I | 〈h0, αi〉 < 0} = {1}.
(iv) −〈h0, lλ0 − α1〉 = 2l− 1.
We are to show (ii). By the direct calculation using Proposition 2.2, we see N =
Ker R(q, q−1) contains uΛ2 , u
(1)
Λ1
−u
(2)
Λ1
, q(1−q4)u
(1)
Λ1
−u
(3)
Λ1
, [2](1−q4+q8)u
(1)
0 −[3]u
(2)
0 .
Hence by the explicit form of the highest weight vectors, at q = 1, N contains∧2
V (Λ1), V (0)∧V (Λ1) and vφ⊗vφ+u, where u is an element of V (Λ1)
⊗2. Hence,
at q = 1,
V ⊗l/
∑
V ⊗j ⊗N ⊗ V ⊗(l−2−j)
is generated by Sl(V (Λ1)) and V (0) ⊗ S
l−1(V (Λ1)). Hence so is for a generic q.
Thus we obtain∑
l≥0
ch (V l)tl ≤
∑
l≥0
ch Sl(V (Λ1))t
l +
∑
l≥1
ch Sl−1(V (Λ1))t
l
= (1 + t)
∑
l≥0
ch Sl(V (Λ1))t
l
=
1 + t
(1− t)
∏
β∈S(1− e
βt)(1− e−βt)
,
where S = {α1, α1+α2, 2α1+α2}. On the other hand, from the description of the
crystal base of Uq(G2)-module V (jΛ1) in section 4.1,∑
l≥0
(∑
0≤j≤l ch V (jΛ1)
)
tl =
1
1− t
∑
j≥0 ch V (jΛ1)t
j
=
1 + t
(1 − t)
∏
β∈S(1− e
βt)(1 − e−βt)
.
(3.3)
Thus we have
dim(V l)λ ≤
l∑
j=0
dimV (jΛ1)λ
for any λ. The proof is completed. 
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4. U ′q(D
(3)
4 )-crystal
In this section we define a U ′q(D
(1)
4 )-crystal Bl. As a Uq(G2)-crystal, Bl is iso-
morphic to the crystal
⊕l
j=0 B
G2(jΛ1) for the Uq(G2)-module
⊕l
j=0 V
G2(jΛ1).
4.1. Uq(G2)-crystal. In [KM] the crystal graph for any finite-dimensional irre-
ducible Uq(G2)-module was given. For our purpose the description of the crystal
BG2(jΛ1) for the highest weight module with highest weight jΛ1 is necessary. Any
element of BG2(jΛ1) is represented as a one-row semistandard tableau whose entries
are 1, 2, 3, 0, 3¯, 2¯, 1¯ with the total order 1 ≺ 2 ≺ 3 ≺ 0 ≺ 3¯ ≺ 2¯ ≺ 1¯ as
1 . . . 1︸ ︷︷ ︸
w1
2 . . . 2︸ ︷︷ ︸
w2
3 . . . 3︸ ︷︷ ︸
w3
0︸ ︷︷ ︸
w0
3¯ . . . 3¯︸ ︷︷ ︸
w¯3
2¯ . . . 2¯︸ ︷︷ ︸
w¯2
1¯ . . . 1¯︸ ︷︷ ︸
w¯1
.
In the tableau, 0 occurs at most once and the length is j, i.e., w0 = 0 or 1,∑3
i=1(wi + w¯i) + w0 = j. For instance 1 2 2 3 0 1¯ 1¯ is an element of
BG2(7Λ1). It is also useful to introduce a coordinate representation for an element
of BG2(jΛ1) by
xi = wi, x¯i = w¯i (i = 1, 2),
x3 = 2w3 + w0, x¯3 = 2w¯3 + w0.
Then we have
BG2(jΛ1) =
{
b = (x1, x2, x3, x¯3, x¯2, x¯1) ∈ (Z≥0)
6
∣∣∣∣ x3 ≡ x¯3 (mod 2),∑
i=1,2(xi + x¯i) + (x3 + x¯3)/2 = j
}
.
Below we give the explicit crystal structure of BG2(jΛ1) with this parametrization.
Set (x)+ = max(x, 0), then we have
e˜1b =


(. . . , x¯2 + 1, x¯1 − 1) if x¯2 − x¯3 ≥ (x2 − x3)+,
(. . . , x3 + 1, x¯3 − 1, . . .) if x¯2 − x¯3 < 0 ≤ x3 − x2,
(x1 + 1, x2 − 1, . . .) if (x¯2 − x¯3)+ < x2 − x3,
f˜1b =


(x1 − 1, x2 + 1, . . .) if (x¯2 − x¯3)+ ≤ x2 − x3,
(. . . , x3 − 1, x¯3 + 1, . . .) if x¯2 − x¯3 ≤ 0 < x3 − x2,
(. . . , x¯2 − 1, x¯1 + 1) if x¯2 − x¯3 > (x2 − x3)+,
e˜2b =
{
(. . . , x¯3 + 2, x¯2 − 1, . . .) if x¯3 ≥ x3,
(. . . , x2 + 1, x3 − 2, . . .) if x¯3 < x3,
f˜2b =
{
(. . . , x2 − 1, x3 + 2, . . .) if x¯3 ≤ x3,
(. . . , x¯3 − 2, x¯2 + 1, . . .) if x¯3 > x3,
ε1(b) =x¯1 + (x¯3 − x¯2 + (x2 − x3)+)+, ε2(b) =x¯2 +
1
2
(x3 − x¯3)+,
ϕ1(b) =x1 + (x3 − x2 + (x¯2 − x¯3)+)+, ϕ2(b) =x2 +
1
2
(x¯3 − x3)+.
If e˜ib or f˜ib does not belong to B
G2(jΛ1), namely, if xj or x¯j for some j becomes
negative, we should understand it to be 0.
10 M. KASHIWARA, K.C. MISRA, M. OKADO, AND D. YAMADA
4.2. Action of e˜0, f˜0. For a positive integer l we introduce a U
′
q(g)-crystal Bl. As
a Uq(G2)-crystal,
Bl =
l⊕
j=0
BG2(jΛ1),
where BG2(jΛ1) is the Uq(G2)-crystal explained in the previous subsection. To
define the actions of e˜0 and f˜0, we introduce conditions (E1)-(E6) and (F1)-(F6).
Set
(4.1) z1 = x¯1 − x1, z2 = x¯2 − x¯3, z3 = x3 − x2, z4 = (x¯3 − x3)/2,
and
(F1) z1 + z2 + z3 + 3z4 ≤ 0, z1 + z2 + 3z4 ≤ 0, z1 + z2 ≤ 0, z1 ≤ 0,
(F2) z1 + z2 + z3 + 3z4 ≤ 0, z2 + 3z4 ≤ 0, z2 ≤ 0, z1 > 0,
(F3) z1 + z3 + 3z4 ≤ 0, z3 + 3z4 ≤ 0, z4 ≤ 0, z2 > 0, z1 + z2 > 0,
(F4) z1 + z2 + 3z4 > 0, z2 + 3z4 > 0, z4 > 0, z3 ≤ 0, z1 + z3 ≤ 0,
(F5) z1 + z2 + z3 + 3z4 > 0, z3 + 3z4 > 0, z3 > 0, z1 ≤ 0,
(F6) z1 + z2 + z3 + 3z4 > 0, z1 + z3 + 3z4 > 0, z1 + z3 > 0, z1 > 0.
(Ei) (1 ≤ i ≤ 6) is defined from (Fi) by replacing > (resp. ≤) with ≥ (resp. <).
We define
e˜0b =


E1b := (x1 − 1, . . .) if (E1),
E2b := (. . . , x3 − 1, x¯3 − 1, . . . , x¯1 + 1) if (E2),
E3b := (. . . , x3 − 2, . . . , x¯2 + 1, . . .) if (E3),
E4b := (. . . , x2 − 1, . . . , x¯3 + 2, . . .) if (E4),
E5b := (x1 − 1, . . . , x3 + 1, x¯3 + 1, . . .) if (E5),
E6b := (. . . , x¯1 + 1) if (E6),
f˜0b =


F1b := (x1 + 1, . . .) if (F1),
F2b := (. . . , x3 + 1, x¯3 + 1, . . . , x¯1 − 1) if (F2),
F3b := (. . . , x3 + 2, . . . , x¯2 − 1, . . .) if (F3),
F4b := (. . . , x2 + 1, . . . , x¯3 − 2, . . .) if (F4),
F5b := (x1 + 1, . . . , x3 − 1, x¯3 − 1, . . .) if (F5),
F6b := (. . . , x¯1 − 1) if (F6).
Remark 4.1. (i) Set
(4.2) A = (0, z1, z1 + z2, z1 + z2 + 3z4, z1 + z2 + z3 + 3z4, 2z1 + z2 + z3 + 3z4)
and z1, z2, z3, z4 are given in (4.1). Denote the i-th component of A by Ai.
Then, for 1 ≤ i ≤ 6, (Fi) holds if and only if maxA = Ai and Aj < Ai for
any j such that 1 ≤ j < i. Similarly, (Ei) holds if and only if maxA = Ai
and Aj < Ai for any j such that j > i.
(ii) By (i), we have
Bl =
⊔
1≤i≤6
{b ∈ Bl | b satisfies (Ei)} =
⊔
1≤i≤6
{b ∈ Bl | b satisfies (Fi)}.
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For b = (x1, x2, x3, x¯3, x¯2, x¯1) we set
(4.3) s(b) = x1 + x2 +
x3 + x¯3
2
+ x¯2 + x¯1.
Suppose b ∈ Bl. Looking at the rule of the action of f˜0 carefully, we see that the
coordinates of f˜0b never get negative. It means that f˜0b = 0 occurs only when
s(b) = l and b satisfies (F1). The case of e˜0 is similar. Checking directly one can
show that Bl satisfies the condition: for b, b
′ ∈ Bl,
b′ = f˜0b⇐⇒ b = e˜0b
′.
Hence one can draw the crystal graph of Bl with arrows of color 0, 1, 2.
Example 4.2. Let us denote the elements of B1 by
1 = (1, 0, 0, 0, 0, 0), 2 = (0, 1, 0, 0, 0, 0), 3 = (0, 0, 2, 0, 0, 0),
0 = (0, 0, 1, 1, 0, 0), 3¯ = (0, 0, 0, 2, 0, 0), 2¯ = (0, 0, 0, 0, 1, 0),
1¯ = (0, 0, 0, 0, 0, 1), φ = (0, 0, 0, 0, 0, 0).
then, the crystal graph of B1 is given as follows:
1
1
−→ 2
2
−→ 3
1
−→ 0
1
−→ 3¯
2
−→ 2¯
1
−→ 1¯
φ
The arrows without number are 0-arrows.
The next two propositions are related to the action of e˜0, f˜0. The first one is
easily proved.
Lemma 4.3. (1) Suppose that b ∈ Bl satisfies (F1) and f˜0b ∈ Bl. Then f˜0b
also satisfies (F1).
(2) Suppose that b ∈ Bl satisfies (E6) and e˜0b ∈ Bl. Then e˜0b also satisfies
(E6).
Proposition 4.4. The values of ε0 and ϕ0 of an element b = (x1, x2, x3, x¯3, x¯2, x¯1)
of Bl is given by
ϕ0(b) = l − s(b) + maxA,
ε0(b) = l − s(b) + maxA− (2z1 + z2 + z3 + 3z4),
where A is as in (4.2).
Proof. Notice that if f˜0b = 0 occurs for b ∈ Bl, then b satisfies (F1). From Lemma
4.3 (1), one verifies that the formula of ϕ0 is correct when b satisfies (F1). Thus we
are left to show that ϕ0(f˜0b) = ϕ0(b) − 1 if b, f˜0b ∈ Bl. It can be checked case by
case. Let A′ be the list A for f˜0b and A
′
i be its i-th component. Notice that if b
satisfies (Fi), then maxA
′ = A′i. 
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5. Decomposition of Bl as a Uq(A2)-crystal
5.1. Review on Uq(A2)-crystal. We review on the Uq(A2)-crystal B
A2(j0Λ0 +
j1Λ1) of the highest weight module of highest weight j0Λ0+ j1Λ1. We use {0, 1} as
the index set of simple roots of A2. It is known that any element ofB
A2(j0Λ0+j1Λ1)
is uniquely expressed as f˜ r0 f˜
q
1 f˜
p
0u for some p, q, r such that 0 ≤ p ≤ j0, p ≤ q ≤ j1+p,
0 ≤ r ≤ j0−2p+q. Here u stands for the highest weight vector. By [KN] an element
of BA2(j0Λ0+j1Λ1) is also represented by a two-row tableau. f˜
r
0 f˜
q
1 f˜
p
0u corresponds
to
t(p, q, r) =
1j0+j1−p−r 2r 3p
2j1+p−q 3q−p
.
Below we give the crystal structure.
e˜0t(p, q, r) =
{
t(p, q, r − 1) if r > 0,
0 if r = 0,
(5.1)
e˜1t(p, q, r) =


t(p− 1, q − 1, r + 1) if p > 0, p− q + r ≥ 0,
t(p, q − 1, r) if p− q + r < 0,
0 if p = 0, p− q + r ≥ 0,
(5.2)
f˜0t(p, q, r) =
{
t(p, q, r + 1) if 0 ≤ r < j0 + q − 2p,
0 if r = j0 + q − 2p,
(5.3)
f˜1t(p, q, r) =


t(p+ 1, q + 1, r − 1) if p ≤ q < p+ r,
t(p, q + 1, r) if p+ r ≤ q < j1 + p,
0 if p+ r ≤ q = j1 + p.
(5.4)
The remaining data εi, ϕi of t(p, q, r) are given by
ε0 = r, ϕ0 = j0 − 2p+ q − r,
ε1 = p+ (q − p− r)+, ϕ1 = (p− q + r)+ + j1 + p− q.
(5.5)
The following proposition is immediate.
Proposition 5.1. The lowest weight vector of BA2(j0Λ0+j1Λ1) is given by t(j0, j0+
j1, j1). Moreover, we have
t(p, q, r) = e˜r
′
0 e˜
q′
1 e˜
p′
0 t(j0, j0 + j1, j1),
where p′ = j1 − q + p, q
′ = j0 + j1 − q, r
′ = j0 + q − 2p− r.
5.2. Uq(A2)-crystal structure. In what follows in this section we investigate the
structure of the crystal subgraph of Bl obtained by forgetting 2-arrows.
Definition 5.2. For l ∈ Z>0 take integers i, j0, j1 such that
0 ≤ i ≤ l/2, i ≤ j0, j1 ≤ l − i and j0, j1 ≡ l − i (mod 3),
and set ya = (l − i− ja)/3 for a = 0, 1. We define the element b¯
l,i
j0,j1
of Bl by
(5.6) b¯l,ij0,j1 =
{
(0, y1,−2y1 + 3y0 + i, y0 + i, y0 + j0, 0) if j0 ≤ j1,
(0, y0, y0 + i, 2y1 − y0 + i,−y1 + 2y0 + j0, 0) if j0 > j1.
We also define the subset Bl,ij0,j1 of Bl to be the connected component of Bl generated
by e˜a, f˜a (a = 0, 1) that contains b¯
l,i
j0,j1
.
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Our main theorem of this section is given as follows.
Theorem 5.3. Forgetting 2-arrows, the crystal graph Bl decomposes into connected
components in the following manner.
Bl =
⊔[ l2 ]
i=0
⊔
i≤j0,j1≤l−i
j0,j1≡l−i (mod 3)
Bl,ij0,j1 .
Moreover, Bl,ij0,j1 is isomorphic to the Uq(A2)-crystal B
A2(j0Λ0 + j1Λ1).
For the proof we introduce some notations. Set
B≥0 =
{
(x1, x2, x3, x¯3, x¯2, x¯1) ∈ Z
6
≥0 | (x3 + x¯3)/2 ∈ Z≥0
}
.
Note that Bl = {b ∈ B≥0 | s(b) ≤ l} where s(b) was defined in (4.3). One can
endow B≥0 with the crystal structure by applying the same rule for e˜i, f˜i as section
4.1 and 4.2 with l =∞. Namely, e˜i, f˜i vanish only when some coordinate becomes
negative. Note that b¯l,ij0,j1 is Uq(A2)-highest, i.e., e˜ab¯
l,i
j0,j1
= 0 for a = 0, 1, as an
element of Bl, but e˜0b¯
l,i
j0,j1
6= 0 as an element of B≥0.
5.3. Some relations on B≥0. We prepare two relations that hold on B≥0.
Lemma 5.4. Suppose that j0 ≤ j1. On B≥0 we have
f˜0f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= f˜ q−11 f˜
p
0 b¯
l−1,i
j0−1,j1−1
if i < j0, p < j0, p < q ≤ j1 + p.
Proof. We use the table in Appendix A. Under the assumption one can show that
all the cases satisfy (F6) of the rule of 0-action. Hence, if we write x = f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
=
(x1, x2, x3, x¯3, x¯2, x¯1), then f˜0x = (x1, x2, x3, x¯3, x¯2, x¯1 − 1). On the other hand, in
each case we also have
x
∣∣
(j0,j1,q)→(j0−1,j1−1,q−1) = (x1, x2, x3, x¯3, x¯2, x¯1 − 1).
Hence we have the desired relation. Note that l should be replaced by l− 1 so that
y0, y1 remain the same. 
Lemma 5.5. Suppose that j0 ≤ j1. On B≥0 we have
f˜0f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= f˜ q1 f˜
p+1
0 b¯
l,i
j0,j1
if q ≤ p < j0.
Proof. We again use the table in Appendix A. Under the assumption the cases that
occur are
(1) I. 0 ≤ p ≤ i, (i) 0 ≤ q ≤ j0 − i+ p,
(2) II. i ≤ p, (i) 0 ≤ q ≤ j0 − p+ i,
(3) II. i ≤ p, (ii) j0 − p+ i ≤ q ≤ j1 + p− i.
Each case satisfies (F5), (F3), (F2), respectively. In each case the action of f˜0 is
realized by replacing p with p+ 1. 
5.4. Proof of Theorem 5.3. We frequently use the following condition for (p, q, r).
(C) 0 ≤ p ≤ j0, p ≤ q ≤ j1 + p, 0 ≤ r ≤ j0 + q − 2p.
[Step 1] We show
Bl,ij0,j1 ≃ B
A2(j0Λ0 + j1Λ1) for j0 ≤ j1.
Proof. Due to the fact that for b, b′ ∈ Bl, b
′ = f˜ib if and only if b = e˜ib
′ (i = 0, 1),
it suffices to show for (C)
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(i) f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
∈ Bl,
(ii) b = f˜ j0+q−2p0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
satisfies (F1) and s(b) = l,
and as an element of Bl
(iii) f˜1f˜
r
0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
=


f˜ r−10 f˜
q+1
1 f˜
p+1
0 b¯
l,i
j0,j1
if p ≤ q < p+ r,
f˜ r0 f˜
q+1
1 f˜
p
0 b¯
l,i
j0,j1
if p+ r ≤ q < j1 + p,
0 if p+ r ≤ q = j1 + p,
(iv) e˜0f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= 0,
(v) e˜1f˜
r
0 f˜
q
1 b¯
l,i
j0,j1
= 0 if r ≥ q.
We prove (i)-(v) by using induction on l.
(i) Suppose that r > 0, i < j0, p < j0, p < q. By Lemma 5.4 we have
f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= f˜ r−10 f˜
q−1
1 f˜
p
0 b¯
l−1,i
j0−1,j1−1
.
If r < j0+q−2p, we get f˜
r−1
0 f˜
q−1
1 f˜
p
0 b¯
l−1,i
j0−1,j1−1
∈ Bl−1 ⊂ Bl by induction hypothesis.
If r = j0 + q − 2p, we know that
f˜ j0+q−2p−20 f˜
q−1
1 f˜
p
0 b¯
l−1,i
j0−1,j1−1
satisfies (F1) and s(b) = l − 1
by induction hypothesis. Hence f˜ j0+q−2p−10 f˜
q−1
1 f˜
p
0 b¯
l−1,i
j0−1,j1−1
∈ Bl.
In the cases of r = 0, i = j0, p = j0, f˜
r
0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
∈ Bl can be checked directly
by consulting the table in Appendix A,B,C, respectively. If p = q, we have
f˜ r0 f˜
p
1 f˜
p
0 b¯
l,i
j0,j1
= f˜p1 f˜
p+r
0 b¯
l,i
j0,j1
by Lemma 5.5 and f˜p1 f˜
p+r
0 b¯
l,i
j0,j1
∈ Bl can be checked directly from Appendix A.
(ii) The claim can be checked directly from Appendix D.
(iii) Suppose that r > 0, i < j0, p < j0, p < q. By Lemma 5.4 we have
f˜1f˜
r
0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= f˜1f˜
r−1
0 f˜
q−1
1 f˜
p
0 b¯
l−1,i
j0−1,j1−1
.
If r < j0 + q − 2p, the claim is proved by using induction hypothesis and Lemma
5.4 once again. If r = j0 + q − 2p, one needs to show f˜1f˜
j0+q−2p
0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
=
f˜ j0+q−2p−10 f˜
q+1
1 f˜
p+1
0 b¯
l,i
j0,j1
, which can be checked from Appendix D.
If r = 0, one needs to show
f˜1f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
=
{
f˜ q+11 f˜
p
0 b¯
l,i
j0,j1
if q < j1 + p,
0 if q = j1 + p,
which can be checked from Appendix A. If i = j0, the claim can be checked from
Appendix B. If p = j0, one needs to show
f˜1f˜
r
0 f˜
q
1 f˜
j0
0 b¯
l,i
j0,j1
=
{
f˜ r0 f˜
q+1
1 f˜
j0
0 b¯
l,i
j0,j1
if q < j1 + j0,
0 if q = j1 + j0,
which can be checked from Appendix C. If p = q and r > 0, we have
f˜1f˜
r
0 f˜
p
1 f˜
p
0 b¯
l,i
j0,j1
= f˜p+11 f˜
p+r
0 b¯
l,i
j0,j1
= f˜ r−10 f˜
p+1
1 f˜
p+1
0 b¯
l,i
j0,j1
by Lemma 5.5.
(iv) The claim is checked directly from Appendix A.
(v) Suppose that r > 0, j0 > 0, i < j0, q > 0. By Lemma 5.4 we have
e˜1f˜
r
0 f˜
q
1 b¯
l,i
j0,j1
= e˜1f˜
r−1
0 f˜
q−1
1 b¯
l−1,i
j0−1,j1−1
.
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If r < j0+q, the RHS is 0 by induction hypothesis. If r = j0+q, e˜1f˜
j0+q
0 f˜
q
1 b¯
l,i
j0,j1
= 0
can be checked directly from Appendix D.
Note that r = 0 implies q = 0 and j0 = 0 implies i = j0. If i = j0, the claim is
checked from Appendix B. If q = 0, it is checked from Appendix A. 
[Step 2] Next we show
Bl,ij0,j1 ≃ B
A2(j0Λ0 + j1Λ1) for j0 > j1.
Define an involution on B≥0 by
b = (x1, x2, x3, x¯3, x¯2, x¯1) 7→ (x¯1, x¯2, x¯3, x3, x2, x1) = b
∨.
We prove two lemmas related to this involution. The next one follows immediately
from the definitions.
Lemma 5.6. Let b ∈ Bl. For i = 0, 1, 2,
(1) if e˜ib 6= 0, then (e˜ib)
∨ = f˜i(b
∨).
(2) if f˜ib 6= 0, then (f˜ib)
∨ = e˜i(b
∨).
Lemma 5.7. Suppose that j0 ≤ j1. As an element of Bl, we have for (C)
(f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
)∨ = f˜ r
′
0 f˜
q′
1 f˜
p′
0 b¯
l,i
j1,j0
,
where
(5.7) p′ = j1 − q + p, q
′ = j0 + j1 − q, r
′ = j0 + q − 2p− r.
Proof. By the result of Step 1 and Proposition 5.1 we have f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
= e˜r
′
0 e˜
q′
1 e˜
p′
0 b
l,i
j0,j1
,
where bl,ij0,j1 = f˜
j1
0 f˜
j0+j1
1 f˜
j0
0 b¯
l,i
j0,j1
. Apply ∨ on both sides and use the previous
lemma. We obtain (f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
)∨ = f˜ r
′
0 f˜
q′
1 f˜
p′
0 (b
l,i
j0,j1
)∨, which can be shown from
the table in Appendix D and the definition (5.6). 
Proof of Step 2. Apply ∨ on both sides of (i)-(v) in the proof of Step 1. Use Lemma
5.7 and interchange (p, q, r) and (p′, q′, r′). Substituting (p′, q′, r′) with j0 and j1
interchanged we obtain for 0 ≤ p ≤ j1, p ≤ q ≤ j0 + p, 0 ≤ r ≤ j1 − 2p+ q,
(i’) f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
j1,j0
∈ Bl,
(ii’) e˜0f˜
r
0 f˜
q
1 f˜
p
0 b¯
l,i
j1,j0
=
{
f˜ r−10 f˜
q
1 f˜
p
0 b¯
l,i
j1,j0
if r > 0,
0 if r = 0,
(iii’) e˜1f˜
r
0 f˜
q
1 f˜
p
0 b¯
l,i
j1,j0
=


f˜ r0 f˜
q−1
1 f˜
p
0 b¯
l,i
j1,j0
if p− q + r < 0,
f˜ r+10 f˜
q−1
1 f˜
p−1
0 b¯
l,i
j1,j0
if p > 0, p− q + r ≥ 0,
0 if p = 0, p− q + r ≥ 0,
(iv’) f˜0f˜
j1+q−2p
0 f˜
q
1 f˜
p
0 b¯
l,i
j1,j0
= 0,
(v’) f˜1f˜
r
0 f˜
q
1 b¯
l,i
j1,j0
= 0 if p+ r ≤ q = j0 + p.
These relations are enough to check our claim. 
[Step 3] We are left to show
Bl =
⊔[ l2 ]
i=0
⊔
i≤j0,j1≤l−i
j0,j1≡l−i (mod 3)
Bl,ij0,j1 .
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Proof. It suffices to show
♯Bl =
∑[ l2 ]
i=0
∑
i≤j0,j1≤l−i
j0,j1≡l−i (mod 3)
♯Bl,ij0,j1 .
By Step 1 and 2 we have
♯Bl,ij0,j1 = ♯B
A2(j0Λ0 + j1Λ1) =
(1 + j0)(1 + j1)(2 + j0 + j1)
2
.
By direct calculation we have∑[ l2 ]
i=0
∑
i≤j0,j1≤l−i
j0,j1≡l−i (mod 3)
♯Bl,ij0,j1 =
(l + 1)(l + 2)(l + 3)2(l + 4)(l + 5)
360
.
On the other hand, computing ♯Bl from the definition of Bl reads
♯Bl =
(l + 6)!
l!6!
+
((l − 1) + 6)!
(l − 1)!6!
=
(l + 1)(l + 2)(l + 3)2(l + 4)(l + 5)
360
.

Thus the proof of Theorem 5.3 is completed.
6. Uniqueness problem
In this section we deal with a certain uniqueness problem of crystals in a more
general situation. In order to state our theorem precisely, we prepare some no-
tations. Let g be an affine Lie algebra and I the index set of vertices of the
corresponding Dynkin diagram. Let {αi}i∈I , {hi}i∈I , {Λi}i∈I be the set of simple
roots, simple coroots, fundamental weights. Let δ and c be the generator of null
roots and the canonical central element. Let 0 be the vertex of the Dynkin diagram
as in [Kac]. Let (aij)i,j∈I be the generalized Cartan matrix of g. We assume the
following conditions for g:
{i ∈ I | a0i < 0} = {1},(6.1)
a01 = a10 = −1.(6.2)
Namely, in the Dynkin diagram of g, 0 is connected only with 1 by a single bond.
This implies α0 = 2Λ0−Λ1. We note that D
(3)
4 we treat in this paper satisfies these
conditions. We also remark that the labeling of I does not always agree with that
of [Kac]. Let g01 (resp. g 6=0, g 6=0,1) denote the Levi subalgebra of g corresponding
to the index set {0, 1} (resp. I \ {0}, I \ {0, 1}). For an integral weight λ such that
〈hi, λ〉 ≥ 0 for i 6= 0, let us denote by B 6=0(λ) the Uq(g 6=0)-crystal with highest
weight λ.
Theorem 6.1. Let g be an affine Lie algebra satisfying the conditions (6.1), (6.2).
Let B,B′ be U ′q(g)-crystals which decompose into
⊕
0≤k≤lB 6=0(−kα0) as Uq(g 6=0)-
crystals. Then they are isomorphic to each other as U ′q(g)-crystals.
The theorem says that under the assumptions (6.1), (6.2), there is a unique way
to draw 0-arrows in the crystal graph of the Uq(g 6=0)-crystal
⊕
0≤k≤lB 6=0(−kα0).
For an element x of the Weyl group W of g, let x = si1si2 · · · sil be a reduced
expression of x by simple reflections. We define e˜maxx = e˜
max
i1 e˜
max
i2 · · · e˜
max
il
and
Sx = Si1Si2 · · ·Sil . Here e˜
max
i b = e˜
εi(b)
i b and Si is the Weyl group action on crystals.
Note that e˜maxx or Sx do not depend on the choice of a reduced expression. For
these matters along with basic notations on crystals, see [K2].
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The rest of this section is devoted to the proof of Theorem 6.1. Let B and B′
be as in Theorem 6.1. Let ψ : B → B′ be a unique Uq(g 6=0)-crystal isomorphism.
It is enough to show that ψ commutes with e˜0 and f˜0.
Set λ = −α0. For a weight µ of the form w(kλ) (w ∈ W , 0 ≤ k ≤ l), we denote
by uµ a unique element of B 6=0(kλ) with weight µ. We denote by the same letter
the corresponding element of B.
For b ∈ B or b ∈ B′, let us denote by B01(b) the connected Uq(g01)-subcrystal
containing b. Similarly, we denote by B0(b) the connected Uq(g0)-subcrystal con-
taining b.
We prepare several lemmas. The next lemma is the same as Sublemma 6.2 of
[KS]. Let us denote by w the longest element of the Weyl group of g 6=0,1.
Lemma 6.2. wα1 = δ − α0 − α1 = s1(δ − α0). Moreover, the length ℓ(s1ws1ws1)
of s1ws1ws1 is equal to 2ℓ(w) + 3.
Hence, wα1 = −s1α0 as elements of Pcl, and s0 = s1ws1ws1 as automorphisms
of Pcl. Moreover e˜
max
s1ws1ws1 = e˜
max
1 e˜
max
w e˜
max
1 e˜
max
w e˜
max
1 .
Lemma 6.3. e˜k0ulλ = u(l−k)λ for 0 ≤ k ≤ 2l.
Proof. One knows that S1ulλ is the lowest weight vector of the Uq(g01)-crystal
BA2(l(Λ0+Λ1)). With the notations in section 5.1, e˜
k
0ulλ is identified with t(0, l, 2l−
k). If 0 ≤ k ≤ l, then ε1(e˜
k
0ulλ) = 0 from (5.5). We also have εi(e˜
k
0ulλ) = εi(ulλ) = 0
for i ∈ I\{0, 1}. Hence e˜k0ulλ is a g 6=0-highest vector of weight (l−k)λ and coincides
with u(l−k)λ,
Similarly, for 0 ≤ k ≤ l, one can show f˜k0 u−lλ = u−(l−k)λ, which completes the
proof. 
By this lemma, B01(S1ulλ) contains all the g 6=0-highest weight vectors.
Lemma 6.4. The restriction of ψ gives a Uq(g01)-crystal isomorphism
B01(S1ulα0)
∼−−→B01(ψ(S1ulα0)).
Proof. Any element of B01(S1ulα0) can be written as f˜
d
1 f˜
c
0 f˜
a
1 S1ulα0 with a ≤ l,
a ≤ c ≤ a+ l and d ≤ l− 2a+ c. Set b = f˜ c0 f˜
a
1 S1ulα0 . We can see easily by section
5.1
(i) If c ≥ l, we have b = Swf˜
l−a
1 u(a−c)α0 .
Indeed, we have Swb = f˜
c
0Swf˜
a
1S1ulα0 and Swf˜
a
1 S1ulα0 has weight a(α0 +
α1)−lα1. Since the multiplicity ofB at this weight is one, we have Swf˜
a
1 S1ulα0 =
e˜l+a0 e˜
a
1u−l(α0+α1). Hence Swb = e˜
l+a−c
0 e˜
a
1u−l(α0+α1) = e˜
l+a−c
0 f˜
l−a
1 u−lα0 =
f˜ l−a1 e˜
l+a−c
0 u−lα0 = f˜
l−a
1 u(a−c)α0 .
(ii) If a ≤ c ≤ l, we have b = S1Sw e˜
c−a
1 u(l−a)α0 .
In this case b is 1-highest, and S1b = e˜
2l−c
0 e˜
l+a−c
1 S1u−lα0 . Hence by apply-
ing (i) by reversing the arrows, we have S1b = Swe˜
c−a
1 u(l−a)α0 .

Lemma 6.5. (i) For any b ∈ B, e˜maxs1ws1ws1b is g 6=0-highest.
(ii) Assume that b ∈ B is g 6=0,1-highest and 1-lowest, and Swb is 1-highest. Then
e˜maxs1wS1b is g 6=0-highest.
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Proof. (i) The claim follows from the fact that s1ws1ws1λ = −λ, which can be
checked by Lemma 6.2.
(ii) e˜maxs1wS1b = e˜
max
s1ws1ws1S1Swb is g 6=0-highest by (i). 
Lemma 6.6. For k such that 0 ≤ k ≤ l and an element b of B 6=0(kλ), suppose
that b is 1-highest, S1b is g 6=0,1-highest, and SwS1b is 1-highest. Then we have
〈h0,wt b〉 ≤ −k.
Proof. By applying the previous lemma for Ss1ws1b, one knows that e˜
max
s1w b =
e˜maxs1ws1ws1Ss1ws1b is g 6=0-highest. Hence we have
wt (e˜maxw b) ∈ s1(kλ) + Z≥0α1 and wt b ∈ s1(kλ) + Z≥0α1 +
∑
i6=0,1
Z≤0αi.
Hence we have
〈h0,wt b〉 ≤ 〈h0, s1(kλ)〉 = 〈h0 + h1, kλ〉 = −k.

Let A(r)i (i = 1, 2, 3) be the following statements:
A(r)1 : for b ∈ B such that ‖wt b‖
2, ‖wt b+ α0‖
2 ≥ r,
we have ε0(b) = ε0(ψ(b)) and ψ(e˜0b) = e˜0ψ(b),
A(r)2 : for b ∈ B such that ‖wt b‖
2, ‖wt b− α0‖
2 ≥ r,
we have ϕ0(b) = ϕ0(ψ(b)) and ψ(f˜0b) = f˜0ψ(b),
A(r)3 : for b ∈ B such that ‖wt b‖
2 ≥ r, we have ψ(S0b) = S0ψ(b).
We prove these statements for any r ≥ 0 by the descending induction on r. Assume
A(r′) for r′ > r.
Then from A(r′) we have
Lemma 6.7. For b ∈ B such that ‖wt b‖2 > r, there exists a Uq(g01)-crystal
isomorphism ξ : B01(b)
∼−−→B01(ψ(b)). Moreover, we have ξ(b
′) = ψ(b′) for any
b′ ∈ B01(b) such that ‖wt b
′‖2 > r.
The following lemma implies A(r)1 and A(r)2.
Lemma 6.8. Assume that b ∈ B satisfies ‖wt b‖2 ≥ r. Then there exists a Uq(g0)-
crystal isomorphism η : B0(b)
∼−−→B0(ψ(b)) such that η(b) = ψ(b) and η(b
′) = ψ(b′)
for any b′ ∈ B0(b) such that ‖wt b
′‖2 > r. In particular, ε0(b) = ε0(ψ(b)).
Proof. Assume first that b is not 1-extremal. Then ‖wt e˜max1 b‖ > ‖wt b‖, and hence
by the preceding lemma, there exists a Uq(g01)-isomorphism ξ : B01(b)
∼−−→B01(ψ(b))
such that ξ(b′) = ψ(b′) for b′ ∈ B01(b) such that ‖wt b
′‖2 > r. Since ξ(e˜max1 b) =
ψ(e˜max1 b), we have ξ(b) = ψ(b).
Similarly, if Swb is not 1-extremal, the assertion holds.
Now we may assume further that b is g 6=0,1-highest. Moreover we nay assume
that b and Swb are 1-extremal. If b is 1-highest, then b is g 6=0-highest and the
assertion follows from Lemma 6.4. Hence one can assume that b is 1-lowest. If Swb
is 1-lowest, then Swb is g 6=0-lowest and the assertion holds. Hence one can assume
that Swb is 1-highest.
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By Lemma 6.5, e˜maxs1wS1b is g 6=0-highest. Hence, e˜
max
s1wS1b ∈ B01(S1ulλ), and
e˜maxw S1b ∈ B01(S1ulλ). Then Lemma 6.4 implies that ζ = ψ|B01(S1ulλ) gives a
Uq(g01)-crystal isomorphism
ζ : B01(e˜
max
w S1b)
∼−−→B01(ψ(e˜
max
w S1b)),
which implies that
ε0(e˜
max
w S1b) = ε0(ψ(e˜
max
w S1b)) and e˜
max
0 ψ(e˜
max
w S1b) = ψ(e˜
max
0 e˜
max
w S1b).(6.3)
Hence, ψ induces a Uq(g0)-crystal isomorphism B0(e˜
max
w S1b)
∼−−→B0(ψ(e˜
max
w S1b)).
Since e˜maxw commutes with e˜0, f˜0 and ψ, ψ gives a Uq(g0)-crystal isomorphism
B0(S1b)
∼−−→B0(ψ(S1b)) which sends S1b to ψ(S1b) and e˜
max
0 S1b to ψ(e˜
max
0 S1b). In
particular, ε0(S1b) = ε0(ψ(S1b)) and ψ(e˜
max
0 S1b) = e˜
max
0 ψ(S1b).
Since S1b is 1-highest, e˜
max
1 e˜
max
0 S1b is the highest weight element of B01(b).
Similarly, ψ(e˜max1 e˜
max
0 S1b) = e˜
max
1 e˜
max
0 ψ(S1b) is (0, 1)-highest. Hence we have a
Uq(g01)-crystal isomorphism η : B01(b)
∼−−→B01(ψ(b)) which sends e˜
max
1 e˜
max
0 S1b to
ψ(e˜max1 e˜
max
0 S1b), and therefore e˜
max
0 S1b to ψ(e˜
max
0 S1b) and S1b to ψ(S1b). Hence
η sends b to ψ(b). If b′ ∈ B0(b) ⊂ B01(b) satisfies ‖wt b
′‖2 > r, then we have
‖wt e˜max1 e˜
max
0 S1b‖
2 > r and Lemma 6.7 implies that η(b′) = ψ(b′). 
Lemma 6.9. Assume that b ∈ B satisfies ‖wt b‖2 > r. Then, there exists a
Uq(g0)-crystal isomorphism η : B0(b)
∼−−→B0(ψ(b)) such that η(b
′) = ψ(b′) for any
b′ ∈ B0(b) with ‖wt b
′‖2 ≥ r.
Proof. By Lemma 6.8, there exists a Uq(g0)-crystal isomorphismB0(b
′) ∼−−→B0(ψ(b
′))
which sends b′ to ψ(b′) and b to ψ(b). 
Lemma 6.10. If ‖wt b‖2 ≥ r and b is not 0-extremal, then ψ(S0b) = S0ψ(b).
Proof. By Lemma 6.8, there exist Uq(g0)-crystal isomorphisms η : B0(b)
∼−−→B0(ψ(b))
and η′ : B0(S0b)
∼−−→B0(ψ(S0b)) such that η(b) = ψ(b) and η
′(S0b) = ψ(S0b). By
the assumption, ‖wt e˜max0 b‖
2 > r. Hence η(e˜max0 b) = ψ(e˜
max
0 b) = ψ(e˜
max
0 S0b) =
η′(e˜max0 S0b), which implies that η = η
′. Hence ψ(S0b) = η
′(S0b) = η(S0b) =
S0η(b) = S0ψ(b). 
Lemma 6.11. Assume that ‖wt b‖2 ≥ r and the (0, 1)-highest weight µ of B01(b)
satisfies ‖µ‖2 > r. Then there exists a Uq(g01)-crystal isomorphism η : B01(b)
∼−−→B01(ψ(b))
such that η(b′) = ψ(b′) for any b′ ∈ B01(b) such that ‖wt b
′‖2 ≥ r.
Proof. Let b0 := e˜
max
0 e˜
max
1 e˜
max
0 b be the (0, 1)-highest weight vector of B01(b). Since
‖wt b0‖
2 > r, Lemma 6.7 implies that there exists a Uq(g01)-crystal isomorphism
η : B01(b0)
∼−−→B01(ψ(b0)) such that η(b
′) = ψ(b′) for any b′ ∈ B01(b0) such that
‖wt b′‖2 > r. In particular η(b0) = ψ(b0). It is enough to show that η(b) = ψ(b).
Assume first that b is not 0-extremal. Then e˜max0 b has square length greater than
r, and η(e˜max0 b) = ψ(e˜
max
0 b). Then Lemma 6.9 implies that η(b) = ψ(b).
Hence we may assume that b is 0-extremal. Since the case where b is 0-lowest is
similarly proved by reversing the arrows, we assume that b is 0-highest. Then b0 =
e˜max0 e˜
max
1 b. By Lemma 6.9, η(e˜
max
1 b) = ψ(e˜
max
1 b). Hence, we have η(b) = ψ(b). 
Now we are ready to complete the proof of A(r)3.
Lemma 6.12. If ‖wt b‖2 ≥ r, then ψ(S0b) = S0ψ(b).
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Proof. We shall argue by the descending induction on the length of the 0-string
containing b. If b is not (0, 1)-extremal, then the preceding lemma implies the
desired result. Hence we may assume that b is (0, 1)-extremal.
Since the case when b is 0-lowest is similar, we assume that b is 0-highest. One can
assume that b is g 6=0,1-highest. If b is 1-highest, it is g 6=0-highest and the assertion
follows from Lemma 6.4. Hence one can assume that b is 1-lowest. Similarly, one
can assume that Swb is 1-highest.
We divide the proof into two cases: (1) S1b is 0-highest, (2) S1b is not 0-highest
but is 0-lowest.
First we consider the case (1). Since S1b is (0, 1)-highest in this case, we have
〈h0,wtS1b〉 ≥ 0. On the other hand, Lemma 6.6 implies that 〈h0,wtS1b〉 ≤ −k
with k ≥ 0 defined by S1b ∈ B 6=0(kλ). Hence we obtain k = 0, and wt b = 0, which
implies that S0b = b, S0ψ(b) = ψ(b).
Next, we consider the case (2). In this case, S0b is (0, 1)-lowest and S0S1b is (0, 1)-
highest. Since e˜max1 e˜
max
w S1b is g 6=0-highest by Lemma 6.5, Lemma 6.4 implies that
ψ(S0e˜
max
w S1b) = S0ψ(e˜
max
w S1b). Write e˜
max
w S1b = e˜i1 · · · e˜imS1b with i1, . . . , im ∈
I \ {0, 1}. Since e˜iν commutes with S0 and ψ, we have e˜i1 · · · e˜imψ(S0S1b) =
ψ(S0e˜
max
w S1b) = S0ψ(e˜
max
w S1b) = e˜i1 · · · e˜imS0ψ(S1b). Hence we have
ψ(S0S1b) = S0ψ(S1b) = S0S1ψ(b).(6.4)
Let µ be the weight of S0S1b, and set µi = 〈hi, µ〉. We have µ0 > 0, for, otherwise,
S1b is 0-highest.
Note that ϕ0(S0S1S0b) = µ0 + µ1 > ϕ0(b) = µ1. By the descending induction
on the length of the 0-string containing b, we see that ψ(S0S1S0b) = S0ψ(S1S0b).
Hence S0S1ψ(S0b) = ψ(S0S1S0b) = ψ(S1S0S1b) = S1ψ(S0S1b) = S1S0S1ψ(b) =
S0S1S0ψ(b). Here, we used (6.4). Hence we obtain ψ(S0b) = S0ψ(b). 
Thus, the descending induction on r proceeds, and the proof of Theorem 6.1 is
complete.
7. Perfectness of the crystal Bl
7.1. Connectedness of Bl⊗Bl (Proof of (P1)). We show that any element b⊗b
′
of Bl ⊗ Bl can be connected with φ ⊗ φ. Here φ stands for (0, 0, 0, 0, 0, 0) ∈ Bl.
Like this we use in this section the tableau representation for an element of Bl.
By applying f˜1 and f˜2 sufficiently many times, one can assume that f˜i(b ⊗ b
′) = 0
(i = 1, 2). This implies f˜ib
′ = 0 (i = 1, 2), namely,
b′ = 1¯m for some 0 ≤ m ≤ l.
Note that the 0-string containing 1¯m is given by
1¯l → · · · → 1¯m → · · · → 1¯→ φ→ 1→ · · · → 1l.
Set γ(b) = m+ (ϕ0(b)− l +m)+, then from the tensor product rule of crystals we
have
f˜
γ(b)
0 (b ⊗ 1¯
m) = f˜
γ(b)−m
0 (b)⊗ f˜
m
0 (1¯
m) = b˜⊗ φ, where b˜ = f˜
γ(b)−m
0 b.
Since f˜iφ = 0 for i = 1, 2 there exists a sequence {i1, . . . , ik} ⊂ {1, 2} and a non-
negative integer m′ such that f˜ik . . . f˜i1(b˜⊗ φ) = 1¯
m′ ⊗ φ. Thus we have
f˜m
′
0 f˜ik . . . f˜i1 f˜
γ(b)
0 (b⊗ 1¯
m) = φ⊗ φ.
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7.2. Minimal elements in Bl (Proof of (P4) and (P5)). First we are to show
〈c, ϕ(b)〉 ≥ l for b ∈ Bl. From Proposition 4.4 and formulas of εi, ϕi (i = 1, 2) in
section 4.1 we have
〈c, ϕ(b)〉 =ϕ0(b) + 2ϕ1(b) + 3ϕ2(b)
=l+maxA+ 2(z3 + (z2)+)+ + (3z4)+ − (z1 + z2 + 2z3 + 3z4),
where zj (1 ≤ j ≤ 4) are given in (4.1) and A is given in (4.2).
Lemma 7.1. For (z1, z2, z3, z4) ∈ Z
4 set
ψ(z1, z2, z3, z4) = maxA+ 2(z3 + (z2)+)+ + (3z4)+ − (z1 + z2 + 2z3 + 3z4).
Then we have ψ(z1, z2, z3, z4) ≥ 0 and ψ(z1, z2, z3, z4) = 0 if and only if (z1, z2, z3, z4) =
(0, 0, 0, 0).
Proof. Note that for z ∈ Z, 2(z)+ ≥ z and 2(z)+ = z implies z = 0. We prove by
dividing the cases of the values that attain the maximum in maxA.
Suppose maxA = 0. Using the above inequality, we have
ψ ≥ (z2)+ + (3z4)+ − (z1 + z2 + z3 + 3z4).
Since z1 + z2 + z3 + 3z4 ≤ 0, we have ψ ≥ 0. ψ = 0 holds if and only if
z1 + z2 + 3z4 = 0, z3 = 0, z2, z4 ≤ 0.
Since we have z1 ≤ 0 in this case, one can conclude that ψ = 0 implies (z1, z2, z3, z4) =
(0, 0, 0, 0).
The other cases are similar. In particular, if maxA > 0, ψ > 0. 
Thanks to the lemma, we have
〈c, ϕ(b)〉 − l = ψ(z1, z2, z3, z4) ≥ 0.
Since 〈c, ϕ(b)− ε(b)〉 = 0, we also obtain 〈c, ε(b)〉 ≥ l, which proves (P4).
Suppose 〈c, ε(b)〉 = l. It implies ψ = 0. Hence from the lemma one can conclude
that such element b = (x1, x2, x3, x¯3, x¯2, x¯1) should satisfy x1 = x¯1, x2 = x3 =
x¯3 = x¯2. Therefore we have
(Bl)min = {(α, β, β, β, β, α)|α, β ∈ Z≥0, 2α+ 3β ≤ l}.
For b = (α, β, β, β, β, α) ∈ Bl one calculates
ε(b) = ϕ(b) = (l − 2α− 3β)Λ0 + αΛ1 + βΛ2.
Thus we have also shown (P5).
7.3. Coherent family of perfect crystals. We review the notion of a coherent
family of perfect crystals introduced in [KKM]. Let {Bl}l≥1 be a family of perfect
crystals Bl of level l and (Bl)min be the subset of minimal elements of Bl. Set
J = {(l, b) | l ∈ Z>0, b ∈ (Bl)min}. Let σ denote the isomorphism of (P
+
cl )l defined
by σ = ε ◦ ϕ−1.
Definition 7.2. A crystal B∞ with an element b∞ is called a limit of {Bl}l≥1 if
it satisfies the following conditions:
• wt b∞ = 0, ε(b∞) = ϕ(b∞) = 0,
• for any (l, b) ∈ J , there exists an embedding of crystals
f(l,b) : Tε(b) ⊗Bl ⊗ T−ϕ(b) −→ B∞
sending tε(b) ⊗ b⊗ t−ϕ(b) to b∞,
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• B∞ =
⋃
(l,b)∈J Im f(l,b).
If a limit exists for the family {Bl}, we say that {Bl} is a coherent family of perfect
crystals.
For λ ∈ Pcl Tλ denotes a crystal with a unique element tλ. See [K2] for the
details. For our purpose the following facts are sufficient. For any Pcl-weighted
crystal B and λ, µ ∈ Pcl consider the crystal
Tλ ⊗B ⊗ Tµ = {tλ ⊗ b⊗ tµ | b ∈ B}.
The crystal structure is given by
e˜i(tλ ⊗ b⊗ tµ) = tλ ⊗ e˜ib⊗ tµ, f˜i(tλ ⊗ b⊗ tµ) = tλ ⊗ f˜ib⊗ tµ,
εi(tλ ⊗ b⊗ tµ) = εi(b)− 〈hi, λ〉, ϕi(tλ ⊗ b⊗ tµ) = ϕi(b) + 〈hi, µ〉,
wt (tλ ⊗ b⊗ tµ) = λ+ µ+ wt b.
Let us now consider the following set
B∞ = {b = (ν1, ν2, ν3, ν¯3, ν¯2, ν¯1) | νi, ν¯i ∈ Z, ν3 ≡ ν¯3 (mod 2)},
and set b∞ = (0, 0, 0, 0, 0, 0). We introduce the crystal structure on B∞ as follows.
The actions of e˜i, f˜i (i = 0, 1, 2) are defined by the same rule as in section 4.1 and
4.2 with xi and x¯i replaced with νi and ν¯i. The only difference lies in the fact that
e˜ib or f˜i never become 0, since we allow a coordinate to be negative and there is no
restriction for the sum s(b) =
∑2
i=1(νi + ν¯i) + (ν3 + ν¯3)/2. For εi, ϕi with i = 1, 2
we adopt the formulas in section 4.1. For ε0, ϕ0 we define
ε0(b) = −s(b) + maxA− (2z1 + z2 + z3 + 3z4),
ϕ0(b) = −s(b) + maxA,
where
A = (0, z1, z1 + z2, z1 + z2 + 3z4, z1 + z2 + z3 + 3z4, 2z1 + z2 + z3 + 3z4)
and z1, z2, z3, z4 are given in (4.1) with xi, x¯i replaced with νi, ν¯i. Note that wt b∞ =
0 and εi(b∞) = ϕi(b∞) = 0 for i = 0, 1, 2.
Let b0 = (α, β, β, β, β, α) be an element of (Bl)min. Since ε(b0) = ϕ(b0), one can
set σ = id. Let λ = ε(b0). For b = (x1, x2, x3, x¯3, x¯2, x¯1) ∈ Bl we define a map
f(l,b0) : Tλ ⊗Bl ⊗B−λ −→ B∞
by
f(l,b0)(tλ ⊗ b ⊗ t−λ) = b
′ = (ν1, ν2, ν3, ν¯3, ν¯2, ν¯1)
where
ν1 = x1 − α, ν¯1 = x¯1 − α,
νj = xj − β, ν¯j = x¯j − β (j = 2, 3).
Then we have
wt (tλ ⊗ b⊗ t−λ) = wt b = wt b
′,
ϕ0(tλ ⊗ b⊗ t−λ) = ϕ0(b) + 〈h0,−λ〉
ϕ0(b
′) + (l − s(b)) + s(b′)− (l − 2α− 3β) = ϕ0(b
′),
ϕ1(tλ ⊗ b⊗ t−λ) = ϕ1(b) + 〈h1,−λ〉 = ϕ1(b
′) + α− α = ϕ1(b
′),
ϕ2(tλ ⊗ b⊗ t−λ) = ϕ2(b) + 〈h2,−λ〉 = ϕ2(b
′) + β − β = ϕ2(b
′).
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εi(tλ ⊗ b⊗ t−λ) = εi(b
′) (i = 0, 1, 2) also follows from the above calculations.
It is straightforward to check that if b, e˜ib ∈ Bl (resp. b, f˜ib ∈ Bl), then
f(l,b0)(e˜i(tλ ⊗ b ⊗ t−λ)) = e˜if(l,b0)(tλ ⊗ b ⊗ t−λ) (resp. f(l,b0)(f˜i(tλ ⊗ b ⊗ t−λ)) =
f˜if(l,b0)(tλ ⊗ b ⊗ t−λ)). Hence f(l,b0) is a crystal embedding. It is easy to see that
f(l,b0)(tλ ⊗ b0 ⊗ t−λ) = b∞. We can also check B∞ =
⋃
(l,b)∈J Im f(l,b). Therefore
we have shown that the family of perfect crystals {Bl}l≥1 forms a coherent family.
Acknowledgments
KCM thanks the staff of Osaka University for their hospitality during his visit in
2004 and acknowledges partial support from NSA grant H98230-06-1-0025. MK and
MO are partially supported by Grant-in-Aid for Scientific Research (B) 18340007
and (C) 18540030, Japan Society for the Promotion of Science, respectively. DY
is supported by the 21 century COE program at Graduate School of Mathematical
Sciences, the University of Tokyo.
Appendix A. Table of f˜ q1 f˜
p
0 b¯
l,i
j0,j1
Assume j0 ≤ j1. We give the table of x = f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
on B≥0 for 0 ≤ p ≤ j0,
0 ≤ q ≤ j1 + p.
I. 0 ≤ p ≤ i case:
(i) 0 ≤ q ≤ j0 − i + p case:
x = (p, y1, 3y0 − 2y1 + i− p, y0 + i− p, y0 + j0 − q, q).
(ii) j0 − i+ p ≤ q ≤ j1 case:
x = (p, y1, 3y0 − 2y1 − q + j0, y0 + 2i− 2p+ q − j0, y0 + i− p, j0 − i+ p).
(iii) j1 ≤ q ≤ j1 + p case:
x = (p− q + j1, y1 + q − j1, y1, y0 + 2i− 2p+ j1 − j0, y0 + i− p, j0 − i+ p).
II. i ≤ p ≤ j0 case:
(i) 0 ≤ q ≤ j0 − p+ i case:
x = (i, y1, 2p− 2i+ 3y0 − 2y1, y0, y0 + j0 − p+ i− q, q).
(ii) j0 − p+ i ≤ q ≤ p− i+ j1 case:
x = (i, y1, 3y0 − 2y1 − i+ j0 + p− q, y0 + q − j0 + p− i, y0, j0 − p+ i).
(iii) p− i+ j1 ≤ q ≤ j1 + p case:
x = (p+ j1 − q, y1 + q − p+ i− j1, y1, 2p− 2i+ j1 − j0 + y0, y0, j0 − p+ i).
Appendix B. Table of f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
i,j1
We give the table of x = f˜ r0 f˜
q
1 f˜
p
0 b¯
l,i
i,j1
on B≥0 for 0 ≤ p ≤ q ≤ j1 + p, 0 ≤ r ≤
i+ q − 2p.
I. p ≤ i, p ≤ q, r ≤ i+ q − 2p case:
(i) q ≤ p+ 12 (j1 − i), 0 ≤ r ≤ i+ q − 2p case:
x = (p+ r, y1, j1 + y1 − q − r, y0 + i− 2p+ q − r, y0 + i− p, p).
(ii) p+ 12 (j1 − i) ≤ q ≤ j1, 0 ≤ r ≤ j1 − q case: same as (i).
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(iii) p+ 12 (j1 − i) ≤ q ≤ p+
2
3 (j1 − i), j1 − q ≤ r ≤ i+ q − 2p case:
x = (j1 + p− q, y1 − j1 + q + r, y1, y0 + j1 + i − 2p− 2r, y0 + i− p, p).
(iv) p+ 23 (j1− i) ≤ q ≤ j1, j1− q ≤ r ≤ i−p+
2
3 (j1− i) case: same as (iii).
(v) p+ 23 (j1 − i) ≤ q ≤ j1, i− p+
2
3 (j1 − i) ≤ r ≤ i+ q − 2p case:
x = (j1 + p− q, 2y1− y0− p+ q, 2y0− y1− 2j1 +2p+2r, y1, y1+ j1 + i− 2p− r, p).
(vi) j1 ≤ q ≤ j1 + p, 0 ≤ r ≤ i− p+
2
3 (j1 − i) case: same as (iii).
(vii) j1 ≤ q ≤ j1 + p, i− p+
2
3 (j1 − i) ≤ r ≤ j1 + i− 2p case:
x = (j1+p− q, 2y1− y0−p+ q, 2y1− y0− j1− i+2p+2r, y1, y1+ j1+ i− 2p− r, p).
(viii) j1 ≤ q ≤ j1 + p, j1 + i− 2p ≤ r ≤ i+ q − 2p case:
x = (j1 + p− q, 2y1− y0 − p+ q, 2y1− y0+ r, y1 − j1 − i+2p+ r, y1, j1 + i− p− r).
II. p ≤ i, p ≤ q, r ≥ i+ q − 2p case:
(i) p ≤ q ≤ p+ 12 (j1 − i) case:
x = (p+ r, y1, y1 + j1 − i+ 2p− 2q, y0, y0 + i− p, p).
(ii) p+ 12 (j1 − i) ≤ q ≤ p+
2
3 (j1 − i) case:
x = (j1− i+3p− 2q+ r, y1− j1+ i− 2p+2q, y1, y0+ j1− i+2p− 2q, y0+ i− p, p).
(iii) p+ 23 (j1 − i) ≤ q ≤ j1 case:
x = (j1−i+3p−2q+r, 2y1−y0−p+q, 2y0−y1−2j1+2i−2p+2q, y1, y1+j1−q, p).
(iv) j1 ≤ q ≤ j1 + p case:
x = (j1−i+3p−2q+r, 2y1−y0−p+q, 2y1−y0+i+q−2p, y1−j1+q, y1, j1+p−q).
Appendix C. Table of f˜ r0 f˜
q
1 f˜
j0
0 b¯
l,i
j0,j1
Assume j0 ≤ j1. We give the table of x = f˜
r
0 f˜
q
1 f˜
j0
0 b¯
l,i
j0,j1
on B≥0 for 0 ≤ q ≤
j0 + j1, 0 ≤ r.
I. 0 ≤ q ≤ i case:
x = (i+ r, y1, y1 + j0 + j1 − 2i, y0, y0 + i− q, q).
II. i ≤ q ≤ j0 case:
x = (i+ r, y1, y1 + j0 + j1 − i− q, y0 − i+ q, y0, i).
III. j0 ≤ q ≤ j0 + j1 − i case:
(i) j0 ≤ q ≤ j0 +
j1−i
2 , 0 ≤ r ≤ q − j0 or j0 +
j1−i
2 ≤ q ≤ j0 + j1 − i, 0 ≤
r ≤ j0 + j1 − i− q case:
x = (i+ r, y1, y1 + j0 + j1 − i− q − r, y0 − i+ q − r, y0, i).
(ii) j0 ≤ q ≤ j0 +
j1−i
2 , r ≥ q − j0 case:
x = (i+ r, y1, y1 + 2j0 + j1 − i − 2q, y0 + j0 − i, y0, i).
(iii) j0+
j1−i
2 ≤ q ≤
4j0+2j1
3 − i, j0+ j1− i− q ≤ r ≤ q− j0 or
4j0+2j1
3 − i ≤
q ≤ j0 + j1 − i, j0 + j1 − i − q ≤ r ≤
j0+2j1
3 − i case:
x = (j0 + j1 − q, y1 − j0 − j1 + i+ q + r, y1, y0 + j0 + j1 − 2i− 2r, y0, i).
(iv) j0 +
j1−i
2 ≤ q ≤
4j0+2j1
3 − i, r ≥ q − j0 case:
x = (2j0 + j1 − 2q + r, y1 − 2j0 − j1 + i+ 2q, y1, y0 + 3j0 + j1 − 2i− 2q, y0, i).
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(v) 4j0+2j13 − i ≤ q ≤ j0 + j1 − i,
j0+2j1
3 − i ≤ r ≤ q − j0 case:
x = (j0 + j1 − q, 2y1 − y0 − j0 + q, 2y0 − y1 − 2j1 + 2i+ 2r, y1, y1 + j1 − i− r, i).
(vi) 4j0+2j13 − i ≤ q ≤ j0 + j1 − i, r ≥ q − j0 case:
x = (2j0+j1−2q+r, 2y1−y0−j0+q, 2y0−y1−2j0−2j1+2i+2q, y1, y1+j0+j1−i−q, i).
IV. j0 + j1 − i ≤ q ≤ j0 + j1 case:
(i) 0 ≤ r ≤ j0+2j13 − i case: same as III (iii).
(ii) j0+2j13 − i ≤ r ≤ j1 − i case: same as III (v).
(iii) j1 − i ≤ r ≤ q − j0 case:
x = (j0 + j1 − q, 2y1 − y0 − j0 + q, 2y0 − y1 − j1 + i+ r, y1 − j1 + i+ r, y1, j1 − r).
(iv) r ≥ q − j0 case:
x = (2j0+j1−2q+r, 2y1−y0−j0+q, 2y0−y1−j0−j1+i+q, y1−j0−j1+i+q, y1, j0+j1−q).
Appendix D. Table of f˜ j0+q−2p0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
Assume j0 ≤ j1. We give the table of x = f˜
j0+q−2p
0 f˜
q
1 f˜
p
0 b¯
l,i
j0,j1
on B≥0 for 0 ≤
p ≤ j0, p ≤ q ≤ j1 + p.
I. 0 ≤ p ≤ i case:
(i) i ≤ q − p+ i ≤ j0+j12 case:
x = (i − p+ q, y1, y1 + j0 + j1 − 2i+ 2p− 2q, y0, y0 + i− p, p).
(ii) j0+j12 ≤ q − p+ i ≤
j0+2j1
3 case:
x = (j0+j1−i+p−q, y1−j0−j1+2i−2p+2q, y1, y0+j0+j1−2i+2p−2q, y0+i−p, p).
(iii) q − p+ i ≥ j0+2j13 , q ≤ j1 case:
x = (j0+j1−i+p−q, 2y1−y0−j0+i−p+q, 2y0−y1−2j1+2i−2p+2q, y1, y1+j1−q, p).
(iv) j1 ≤ q ≤ j1 + p case:
x = (j0+j1−i+p−q, 2y1−y0−j0+i−p+q, 2y1−y0−j0+2i−2p+q, y1−j1+q, y1, j1+p−q).
II. i ≤ p ≤ j0 case:
(i) 2p ≤ 2q ≤ j0 + j1 + p− i case:
x = (i − p+ q, y1, y1 + j0 + j1 − i+ p− 2q, y0 − i+ p, y0, i).
(ii) 2q ≥ j0 + j1 + p− i, q − p+ i ≤
j0+2j1
3 case:
x = (j0 + j1 − q, y1 − j0 − j1 + i − p+ 2q, y1, y0 + j0 + j1 − 2i+ 2p− 2q, y0, i).
(iii) j0+2j13 ≤ q − p+ i ≤ j1 case:
x = (j0+j1−q, 2y1−y0−j0+q, 2y0−y1−2j1+2i−2p+2q, y1, y1+j1− i+p−q, i).
(iv) j1 ≤ q − p+ i ≤ j1 + i case:
x = (j0+j1−q, 2y1−y0−j0+q, 2y0−y1−j1+i−p+q, y1−j1+i−p+q, y1, j1+p−q).
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