Ever since the landmark paper Ramshaw and Marcus (1995) , machine learning systems have been used successfully for identifying base phrases (chunks), the bottom constituents of a parse tree. We expand a state-of-the-art chunking algorithm to a bottom-up parser by recursively applying the chunker to its own output. After testing different training configurations we obtain a reasonable parser which is tested against a standard data set. Its performance falls behind that of current state-of-the-art parsers. We give some suggestions for modifications of the parser which may lead to future performance improvements.
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Introduction Ramshaw and Marcus (1995) have proposed approaching base phrase identification by regarding it as a tagging task. Phrases in a text can be represented by word-related phrase chunk tags, like I (inside chunk) and O (outside chunk). The advantage of this approach is that arbitrary simple machine learning algorithms, for example classifiers, can be used for performing this task. This paper has initiated a lot of follow-up research, both regarding base noun phrase identification and finding arbitrary base chunks. A group of chunkers can build a complete parse tree if each of them identifies syntactic chunks at a different level of the tree. The first chunker finds base chunks and send these to the second chunker which identifies syntactic constituents one level above the base level. This chunker sends its output to another one which identifies constituents at the next level and so on. The chunkers can be implemented with any classification algorithm which enables researchers from different segments of the machine learning field to build a parser.
The idea of using chunkers in a parser is not new. Ejerhed and Church (1983) describe a grammar for Swedish which includes noun phrase chunk rules. Abney (1991) built a chunk parser which first finds base chunks and then attaches them with a separate attachment process. Brants (1999) used a cascade of Markov model chunkers for obtaining parsing results for the German NEGRA corpus.
In this paper, we expand a state-of-the art chunking algorithm to an algorithm for full parsing. Our approach is most similar to Brants (1999) : we use a chunker for retrieving all parse tree levels. However, we apply the chunk parser to a standard data set for English in order to allow a comparison with earlier parser results. We describe the chunker-parser transformation process in detail and examine different training configurations of the chunk parser. After this we test the parser and compare its performance with a state-of-the-art statistical parser. 
Chunking
Identifying the phrases at the bottom part of the tree is called chunking. For example, the tree in figure 1 contains two base phrases, a noun phrase and a quantifier phrase:
(NP Estimated volume) was a light (QP 2.4 million) ounces .
The first report on applying statistical methods to this task dates back to 1988 (Church 1988) . The most influential work in this area is Ramshaw and Marcus (1995) . They showed that this task can be approached as a tagging task by replacing the common bracket notation for chunks with a tagging representation: Their tagging scheme contains three types of tags: B-XX for the first word of a chunk of type XX, I-XX for non-initial words in such chunks and O for words outside of any chunk. 1 The tagging representation has an advantages over the bracket representation: while the latter may suffer from bracket-pairing problems, the tagging representation requires almost no consistency checks. Furthermore it allows existing tagging technology to be used for deriving chunks in text. Recent work has shown that with a good method for repairing bracket problems, a noun phrase chunking system using the bracket representation performs better than one that uses the tagging representation (Muñoz, Punyakanok, Roth and Zimak 1999) . Even more promising is the approach that combines the output of chunkers that use different data representations (Tjong Kim Sang 2000a). The idea is build five chunking systems, one which uses the bracket representation and four which use variants of the tagging representation (see table 1). Because of the different formats of the data, the five systems will make different errors. After converting their output to the bracket representation, one can extract a new chunk segmentation by only accepting brackets which have been predicted by the majority of the systems. The new chunk segmentation proves to be better than any generated by the individual systems (Tjong Kim Sang 2000a).
We have used the combination of representations chunking method of Tjong Kim Sang (2000b) . This means training five classifiers with each of the data representations shown in table 1. Each of the classifiers performs four passes over the data. First they determine the chunk boundaries regardless of the type (two passes for the bracket representation). After this the four systems that use the tagging representation use the chunk structure found as extra information for producing an improved segmentation. Next all data is converted to the bracket representation and each system performs two passes for determining the types of the open and close brackets, respectively. This process with four passes over the data was chosen after a comparative chunking study (Tjong Kim Sang 2000b ). An example of the features used in the four passes can be found in figure 2. When the output of the five systems is available, the five open bracket and five close bracket data streams are combined with majority voting. Finally, the resulting open and close brackets are made consistent by throwing away all brackets that cannot be matched with an adjacent bracket of the same chunk type.
Est JJ vol NN was VBD a DT lig JJ 2.4 CD mil CD oun NNS . . vol NN I was VBD O a DT O lig JJ 2.4 CD B mil CD I oun NNS O Figure 2 : Features used for classifying light in the sentence Estimated volume was a light 2.4 million ounces . Word length has been limited three characters to make the lines fit in this figure. The first row contains the features used in the first, third and the fourth pass: the word and its part-of-speech (POS) tag with the four previous and four next words with their POS tags. The second row shows the features used in the second pass of the system that worked with the IOB2 tagging representation: the word, its POS tag and the three previous and three next words with their POS tag and the chunk tag found in pass one.
Various machine learning methods can be used for the basic task of determining the most appropriate chunk tag sequences for a text. We use the memory-based learning algorithm IB1-IG which is part of TiMBL package (Daelemans, Zavrel, van der Sloot and van den Bosch 1999) . In memory-based learning the training data is stored and a new item is classified by the most frequent classification among training items which are closest to this new item. Data items are represented as sets of feature-value pairs. In IB1-IG each feature receives a weight which is based on the amount of information which it provides for computing the classification of the items in the training data. These feature weights are used for computing the distance between a pair of data items (Daelemans et al. 1999 ). IB1-IG has been used successfully on a large variety of natural language processing tasks.
The overall results of the chunking process are measured with labeled precision and recall, respectively the percentage of detected phrases that are correct and the percentage of phrases in the data that were found by the parser. We have combined these two in the F =1 rate which is equal to (2*precision*recall)/(precision+recall).
Parsing
In this paper we will perform parsing, generating syntactic analyses for sentences, with a chunking algorithm. Most parsing work describes a process for finding base chunks which are combined by another process to trees (for example Ejerhed and Church (1983) and Abney (1991) Figure 3: An example of the parsing process: first the base chunks are identified (row 0). The chunks are compressed and replaced by their heads (0w) and labels (0p). Then the next level of phrases is identified (1) and compressed to head words (1w) and labels (1p). This is followed by two more levels of phrase identification (2 and 3) and another compression (2w and 2p).
1. use a tagger for finding a part-of-speech tag for each word, 2. use a chunker for identifying base phrases, 3. replace all identified phrases with their head and their label, 4. find 'base' phrases in the new data stream 5. if the previous step discovered new phrases then repeat steps 3-5.
In this set-up only step 4 requires a training phase. The other actions are either fixed (3 and 5) or depend on parser-external processes (1 and 2). Ideally steps 2 and 4 would be the same but unfortunately we have discovered that the combination of representations chunking approach does not work well for non-base phrases. The systems which use the tagging representation perform much worse than the one that uses the bracket representation. The reason for this is that, based on a limited context, it is hard to determine if a word should be included in a chunk at level n or at level n+1. With the bracket representation, incorrect brackets will be generated but these will be eliminated in the bracket combination process. However, the systems that use the tagging representation produce incorrect B and I tags which cause errors in their output. A combination of the five systems performs worse than the system that uses the bracket representation and therefore we have decided to use only the latter for step 4 of the chunk parser. In order to be able to compare our results with earlier work like Collins (1999), we have used the Maximum Entropy tagger described in Ratnaparkhi (1996) for assigning part-of-speech tags to our data. The words in the data have been combined to base chunks by the chunking approach described in the previous section. After finding the base phrases, each of them will be replaced by their head (the Figure 4 : Precision, recall and F =1 rates for one run of the parser applied to the parameter tuning data set. The precision decreases when the chunking level increases, the recall increases at higher levels and the F rate increases until about level 19 and drops slightly afterwards (not noticeable in this graph). most important word in the phrase) and their type, conform figure 3. The head word of each phrase is generated by a list of rules put forward by Magerman (1995) and modified by Collins (1999) .
2 It chooses a head word of a phrase based on the type of the phrase, the types/POS tags of the phrases/words immediately under the phrase and the order of the latter. The approach of compressing identified phrases provides us with a standard data format. At all levels of the bottom-up process, sentences are represented by a sequence of lexical items (usually words) with associated syntactic tags (POS tags or phrase type tags).
The parsing process generates a unique tree for each sentence. The tree can be interpreted as a set of phrases. The output of the parser are evaluated with the same measures as the chunking results: labeled precision, labeled recall and F =1 rate, all applied to phrases. Additionally we have used the crossing brackets measure (CB) for indicating the average number of identified phrases per sentence that cross phrases in the original data.
Results
We have used two segment pairs of the Wall Street Journal (WSJ) part of the Penn Treebank (Marcus, Santorini and Marcinkiewicz 1993) The parser was tested on the tuning data. The numbers between brackets are the optimal levels at which processing was stopped. We obtained the best F =1 rate for context size 2 combined with nearest neighborhood size 1. neighborhood size in step 4 of the parser, the non-base chunking process. The context size is the number of words and syntactic tags that are used as features, for example context size 2 means that the classification of a word is determined while using the word, the two previous words, the next two words and the syntactic tags of all these words. The size of the neighborhood size determines the number of nearest neighbor regions that the memory-based learner uses to determine the class of the current data item. We have performed experiments with the tuning data with four different symmetric context sizes (1, 2, 3 and 4) and two neighborhood sizes (1 and 3).
Our parsing process works bottom-up, level by level. At each level it finds new phrases and therefore the number of detected phrases is expected to increase which means that the recall rate increases. Unfortunately, since we use one level of training data at a time (like Brants (1999) ), the amount of available training data decreases at higher levels and therefore the precision of the recognition process decreases at higher levels (figure 4). Our goal is to optimize the F =1 rate of the results. In our experiments with the tuning data set, we have found that this rate reaches an optimum after about 15 levels of phrase recognition. At that point the parser is still finding new phrases but the improved recall rate cannot compensate for the drop in precision rate. For this reason we have decided to stop the cascaded phrase recognition processes in the tuning experiments when the F rate was optimal. We have added a post-processing stage which adds a top S node to trees which do not contain such a node. The results of the eight experiments, F rates and halting levels, can be found in table 2. The configuration with context size 2 and nearest neighborhood size 1 performed best. The best context size found here is the same as used by Ratnaparkhi (1998) .
In the next series of experiments, we tested the influence of training data segmentation on parsing performance. In our previous experiments, we only used training data from one level at a time. For example, during identification of phrases at level 1, the ones immediately above the base chunks, we only used training data from level 1. This causes problems at higher levels, for which there are fewer examples available. Ideally, we should be able to use one body of training data for all levels. We have performed two extra experiments with context size 2 and F =1 using current training level only 77.17 (19) using current, previous and next 77.13 (17) (2) and nearest neighborhood size (1) but varied the amount of training material used at each chunk level or disregarded the types of the open brackets or close brackets during the bracket combination process. We obtained the best performance when using training data from the current chunking level.
nearest neighborhood size 1: one using all training data apart from the base chunk level (levels 1-31) and another which uses the previous, current and next level. The results can be found in table 3. Neither of the two set-ups performed better than the configuration which uses one level of training data at a time.
Our bracket combination algorithm is very strict: it only uses adjacent brackets if they have the same type and appear next to each other in the correct order (first open and then close) without intervening brackets. Chunkers which use this approach obtain high precision rates and low recall rates because they generate phrases which are likely to be correct and disregard all other phrases (Tjong Kim Sang 2000a). We have tested two alternative approaches: one which uses the type of the close brackets and disregards the type of the open brackets and another which uses the type of the open brackets and ignores close bracket types. The second approach performed better than the first but neither of them improved on the standard method we used for bracket combination (see table 3) .
We have applied the best training configuration (context size 2, neighborhood size 1, train with current level and use 19 iterations plus post-processing stage) to the large data set. After training we obtained an F =1 rate of 80.49 on arbitrary sentences of the test data (precision 82.34%, recall 78.72% and crossing bracket rate 1.69). Figure 5 contains an overview of the progression of precision, recall and F =1 rate measured at different levels. The performance of the chunk parser is reasonable but it does worse than state-of-the-art statistical parsing systems (Collins 1999 , Charniak 2000 which achieve F =1 rates close to 90 and CB rates under 1.10. 
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Related work
A lot of work has been done on natural language parsing. In this section we mention some of the work which uses machine learning methods for building parsers rather than hand-crafted grammars. Black et.al. (1992) introduce history-based grammars: a statistical parsing model which obtains probabilistic clues of the optimal parses from training data. It is hard to compare their performance with other work because they used different test data and different evaluation methods. Magerman (1995) built SPATTER, a statistical parser which uses decision trees. It obtained an F rate of 86.0 on sentences shorter than 40 words of section 00 of the Penn Treebank. The parsing method used by Ratnaparkhi (1998) is closely related to our approach. He uses a classification algorithm, maximum entropy models, for building parse trees in a bottom-up, left-to-right fashion. The parser performs better than the previous two and obtains F=86.9 on Penn Treebank section 23. Collins (1999) describes different statistical parsing models. They use complex statistical predicates for deriving optimal parse trees. His best model obtains F=88.2 on section 23. Charniak (2000) combines earlier work by Ratnaparkhi, Collins and himself and creates a parser which obtains an F rate of 89.5 on section 23 of the Penn Treebank. Finally Bod (2000) mentions a parser which performs slightly better by using a big database of stored subtrees of limited depth.
Regarding parsing with chunking techniques, three more papers need to be mentioned. Ejerhed and Church (1983) approach parsing of Swedish by starting with identifying noun phrase chunks. Their approach requires a partial order the non-terminal symbols which limits the format of the trees that can be produced. Abney (1991) describes a parser which starts with identifying base phrases which are combined to a complete tree by an attachment process. Brants (1999) built a bottom-up parser which identifies chunks in German text with Markov models. An interesting feature of his parser is that it is capable of correcting errors made at earlier stages.
Discussion
The parsing method described here leaves open many options for future work. An important difference between statistical parsers and our approach is the information that is available to the parser. For example, our chunk parser does not have access to the internal structure of a chunk apart from its type and its head word. If we compare it performance with a study of Charniak (1997) , we note that our parser performs better than a standard probabilistic context-free grammar (F =1 =73.7) but worse than than the Minimal extension of this grammar (F =1 =82.8). However, even this Minimal extension is provided with more information than our parser: the rule probabilities depend on the head and the type of the phrase and the type of the parent. The bottom-up parser described in this paper does not have access to information about the parents. The availability of this information would probably improve the parser's performance although it would also complicate the chunk identification processes. The parser would also benefit from using a less greedy method of bracket prediction which would enable it to backtrack from earlier phrase structures choices at later processing levels. At this moment, it attempts to find the best bracket structure at each level and sticks with that. This is different from most other parsers, like for example the one of Ratnaparkhi (1998) which is capable of storing up to 20 intermediate trees and examines structural extensions of all of them.
Another opportunity for performance enhancement lies in using a different bracket estimation algorithm. At this moment, we feel that we do not have used the best method for finding chunks at the non-base level. We have achieved a reasonable improvement by using combinations of classifiers for chunking rather than a single classifier (Tjong Kim Sang 2000a). Something similar should be possible while identifying higher level chunks, possibly by using a variety of machine learning algorithms. It would also be interesting to examine the process which combines open with close brackets. At this moment combinations are made without regarding more than two brackets. A combination method which examines the complete sentence before creating a bracket pair, like the one of Muñoz, Punyakanok, Roth and Zimak (1999) , might improve performance.
Extra improvements of this parser will undoubtfully make it slower and increase its memory requirements. The present process already requires a lot of computational resources: close to 100 megabytes of internal memory for generating base chunks with the small training data at a processing speed of more than a second per word. This is orders of magnitude slower than for example Ratnaparkhi's parser which in 1998 achieved a processing speed of 0.14 seconds per sentence which achieving a higher performance rate (Ratnaparkhi 1998) . It is doubtful whether extension of the work reported on here is worth the trouble.
Concluding remarks
We have presented a method for transforming a chunker to a full parser. It consists of using a cascade of phrase recognition algorithms for building parse trees in a bottom-up fashion. The advantage of this approach is that it enables building a parser by using the same simple machine learning algorithms (classifiers) which have successfully been used for base phrase recognition. We have tested this approach by converting a chunking algorithm to a parsing algorithm and evaluated the resulting chunk parser on a standard data set. The parser performed reaso nably (F=80) but it did not reach the performances of the state-of-art statistical parsers (F=90).
