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Abstract
The generation of electricity from fossil fuels is a major contributor to climate
change and cannot be sustained indefinitely. Renewables can provide electric-
ity in a more sustainable manner, however supplies from sources such as wind
and solar can be variable and unpredictable. Hydropower and tidal energy of-
fer more predictable generation capacity, making them appealing for a resilient
transmission system. This is particularly true in the context of decentralised
power grids, which harness smaller amounts of energy from a wide range of
sources to improve transmission e ciency and reliability. Yet for tidal power
in particular, little work has been done thus far on developing small scale tech-
nology capable of working e ciently in low flow speed (< 2 m/s) conditions.
This research was conducted to identify, design and develop a device capable
of generating pico scale power (< 1 kW) in shallow water, low input tidal and
river conditions. The result is the Water Hammer Energy System (WHES),
a novel design that makes use of water hammer pressure surges to generate
vertical oscillations from a horizontal flow of water.
The hydrodynamics of the system are investigated through a combination
of experimental and theoretical work, with studies conducted into the e↵ect
of input head, flow rate, and device size on performance. A 16 mm diameter
experimental device was found to provide a piston with a mean power of 8
mW. Data from this study was used to validate a mathematical model, which
predicted a maximum hydrodynamic e ciency of 23.1 % for a 1 m2 device
operating at a 0.50 Hz valve closure frequency in 0.4 m/s flow. Assuming a 30
% generator e ciency, such a device operating in the mouth of Poole Harbour
(where the peak flow speeds reach 1.69 m/s) could supply an average of 1.14
kW of power. Over the course of a year, this would provide enough electrical
energy to supply 2 typical UK houses and o↵set 5.55 tonnes of CO2. 5.85 kW
would be generated in a constant flow of 1.69 m/s, su cient to supply the
annual electricity requirements of 11 typical UK households and o↵set nearly
30 tonnes of CO2. With further development, the system may therefore be
a viable method of generating pico scale hydropower from shallow water, low
input sites.
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Chapter 1
Introduction
This chapter discusses the background, scope and objectives of the research
presented in this thesis. Climate change and the need for renewable energy are
first discussed, before the subjects of micro generation and pico scale hydro
and tidal power are introduced. This allows the research question to be defined
and the objectives and scope of the thesis to be outlined.
1.1 Electricity generation and climate change
Electricity is an essential resource for modern life, with individuals and organi-
sations across the world depending on a reliable supply to go about their daily
business. The people of the United Kingdom (UK) consumed 310.47 TWh
of electricity in 2014 (Department of Energy and Climate Change, 2015), an
amount that is equivalent to the energy within 183 million barrels of oil. As
illustrated in Figure 1.1, over 60 % of this electricity was supplied via the com-
bustion of fossil fuels: oil, coal and natural gas. The remainder was provided
by a mixture of nuclear fission (19 %) and renewables (19 %).
Fossil fuels are popular for electricity generation because they o↵er a rel-
atively cheap and reliable form of energy that is storable, transportable and
readily accessible. Yet the use of oil, coal and natural gas for electricity gen-
eration also comes with several significant drawbacks. These include supplies
that can be subject to geopolitical instability (Asif and Muneer, 2007) and
negatively impacting human health as a result of air pollution (Kampa and
Castanas, 2008).
The largest drawback, however, is the emission of greenhouse gasses (GHGs)
like carbon dioxide (CO2) during fossil fuel combustion. GHGs absorb thermal
radiation in the same wavelength range as that emitted by the Earth, acting
like a blanket in the atmosphere that traps heat and increases the average
temperature of the planet (IPCC, 2013). Since the industrial revolution began
1
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Figure 1.1: 2014 UK electricity supply by source (Department of Energy and
Climate Change, 2015). Values add up to 101 % due to rounding in source
data.
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in the mid-18th century, the atmospheric concentration of CO2 has risen from
280 ppm in 1750 to over 400 ppm in 2016 (Dlugokencky and Tans, 2016). This
increase is mainly due to human activities such as electricity generation, with
electricity and heat production accounting for 25 % of anthropogenic GHG
emissions in 2010 (Victor et al., 2014). In the UK, it is estimated that power
stations emitted 123.7 MtC02e (mega tonnes of carbon dioxide equivalent) in
2014; 24 % of the estimated total emissions of 514.4 MtC02e (Department
of Energy and Climate Change, 2016). If the concentration of atmospheric
GHGs, emissions and global temperature levels continue to rise, the resulting
climate change could have a severe impact on sea levels, food security and
natural ecosystems, among others (IPCC, 2014).
An alternative method for generating electrical power is nuclear fission,
which accounted for 19 % of the UK’s 2014 electricity supply. Nuclear power
has an obvious advantage over fossil fuels as no GHGs are produced during
electricity generation. Despite this, events such as the 2011 Fukushima disaster
have negatively a↵ected public attitudes towards nuclear power (Kim et al.,
2013). In the weeks following the Fukushima meltdown, for example, the
German government announced plans to close every nuclear power station in
Germany by 2022 due to safety concerns (Jorant, 2011).
As a result of these issues, nations from across the globe are turning towards
renewables – low carbon energy sources that replenish on human timescales –
to meet their electricity needs. The 2009 Renewables Directive of the European
Union (EU) set binding targets for all EU member states, so that 20 % of EU
energy will come from renewables by 2020 (European Parliament and Council
of the European Union, 2009). In the UK, the government has committed
to legally binding targets to reduce carbon emissions from the 1990 baseline
by 34 % by 2020 and 80 % by 2050 through the 2008 Climate Change Act
(HM Government, 2008). To achieve these targets, it is predicted that 30 % of
UK electricity will need to be provided by renewables by 2020, with almost no
carbon being emitted during the generation process by 2050 (HM Government,
2011).
1.2 Sustainable generation
1.2.1 Renewable energy
There are many di↵erent renewable technologies that can be used to generate
electricity in a sustainable manner, such as solar power, wind and wave energy,
geothermal power, hydropower and biomass. While all of these technologies
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can be used to generate low carbon electricity, each variety also comes with
inherent advantages and disadvantages.
One concern that is particularly prevalent among residential users is that
of financial costs (Sardianou and Genoudi, 2013), with consumers more willing
to accept renewables when incentivised through tax breaks or subsidies. Ta-
ble 1.1 provides estimates of the levelised costs of electricity generation in the
UK from a variety of energy sources, for projects commissioned in 2020, 2025
and 2030. While electricity from combined cycle natural gas plants will have
the lowest and most predictable price until at least 2030, all of the renewable
technologies are predicted to become more cost e↵ective with time. Depending
on the validity of the assumptions used, renewables such as geothermal, on-
shore wind and solar power could become competitive with nuclear power and
gas generation during the 2020s, while o↵shore wind, biomass, conventional
hydropower and tidal stream could become competitive with coal by 2030.
The price of electricity is not the only factor a↵ecting generation with
renewables. A di↵erent issue can be found in onshore wind power, which often
su↵ers from negative public perceptions due to the visual impact that large
turbines may have around homes and beauty spots (Premalatha et al., 2014).
Wind turbines must also be cited carefully to minimise adverse e↵ects on local
bird populations, with mitigation measures taken during construction (such as
avoiding bird breeding seasons) to reduce any impacts (Pearce-Higgins et al.,
2012).
Other renewables su↵er di↵erent drawbacks. Biomass, for example, has the
potential to o↵set a substantial amount of fossil fuel usage, and can provide a
dependable and flexible source of electricity. But there are concerns that food
security may be a↵ected if the use of biomass becomes too prevalent, since food
and fuel crops will compete for finite areas of farm land (Field et al., 2008).
Conventional hydropower can also provide electricity on demand, as the flow of
water through a dam can be quickly adjusted according to grid requirements.
Yet the damming of rivers for large scale projects can have severe impacts
on local ecosystems (Ligon et al., 1995), and the flooding of land to create
reservoirs may forcibly displace large human populations (Heming et al., 2001).
Many renewables, particularly wind, wave and solar power, also su↵er from
producing unpredictable and variable supplies. For example, a study of a
Dutch wind farm with a nameplate capacity of 7.8 GW found that the power
supplied varied by as much ±14 % every 15 minutes. Uncertainty in weather
forecasting meant the generated power also varied from theoretical predictions
by as much as 56 % (Gibescu et al., 2009). If renewables are to become
widespread and provide a dependable supply of electricity, these twin issues of
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Table 1.1: Estimates of the levelised cost of electricity generation for projects
commissioned in 2020, 2025 and 2030. Adapted from Department of Energy
and Climate Change (2013).
Technology
Estimated costs (£/MWh)
2020 2025 2030
Biomass
5 – 50 MW 101 – 137 101 – 136 101 – 135
>50 MW 116 – 153 116 – 152 116 – 151
Coal with
carbon capture
and storage
Advanced super critical N/A 89 – 133 88 – 132
Integrated gasification
combined cycle
N/A 106 – 173 104 – 172
Geothermal 58 – 124 58 – 122 57 – 120
Conventional
hydropower
<15 kW 185 – 860 181 – 902 177 – 947
100 kW – 1000 kW 105 – 419 103 – 439 101 – 459
Natural
gas
Combined cycle 80 – 83 84 – 88 86 – 90
Open cycle 172 – 200 178 – 208 180 – 212
Nuclear 83 – 108 78 – 106 70 – 94
Solar Photovoltaic 115 – 132 98 – 112 84 – 96
Tidal
Shallow stream (<40 m) N/A 155 – 207 140 – 185
Deep stream (>40 m) N/A 131 – 165 115 – 144
Range N/A 173 – 283 173 – 283
Wave N/A 215 – 259 167 – 201
Wind
Onshore 84 – 123 84 – 121 84 – 118
O↵shore 100 – 142 96 – 136 92 – 129
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variability and unpredictability are arguably the most important to overcome.
1.2.2 Distributed grid systems
One method of mitigating variability and unpredictability is through the use
of decentralised transmission networks. Traditionally, electrical power is gen-
erated at large, centralised units and transmitted to points of demand via a
wide network of cables (commonly referred to as the power grid). Since the
1980s, a trend has emerged in power distribution networks whereby centralised
grids have been broken up into smaller, regional systems (Wolsink, 2012). In
these decentralised networks, which are commonly known as distributed grid
systems, power is generated closer to where it is consumed, with large power
stations replaced by a greater number of smaller units (Alanne and Saari,
2006).
Decentralisation of an electricity grid comes with several advantages in
terms of e ciency, sustainability and reliability. For example, reducing the
transmission distance between the power source and the point of use reduces
the amount of power lost during transmission to electrical resistance (Allan
et al., 2015). A multitude of smaller grids also makes the overall transmission
network much more flexible and more resilient in the event of a power failure,
while also reducing costs. Distributed systems are therefore particularly ben-
eficial for large, sparsely settled countries such as Canada and Russia (Alanne
and Saari, 2006). They also have benefits for smaller, more densely populated
nations such as the UK, where the implementation of distributed transmission
networks is recognised as a viable method for renewing ageing infrastructure
and overcoming concerns with grid capacity (Allan et al., 2015).
Distributed grids become even more useful if large amounts of electricity
are to be provided by renewable energy sources, since renewables tend to be
geographically dispersed and generate smaller levels of power than conven-
tional plants (Wolsink, 2012). A distributed grid with a variety of generation
units is more capable of handling the issues that arise due to intermittent and
variable supplies, such as the need to commit alternative generators and the
requirement to match electrical demand with supply (Aghaei and Alizadeh,
2013).
Due to technical limitations on the amount of power a given network can
handle, distributed grids may be categorised according to the amount of power
they are capable of transmitting (Ackermann et al., 2001). Large distributed
grids can be capable of handling between 50 to 300 MW, while micro grids,
which typically transmit less than 5 kW of power, are at the opposite end
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of the scale. Traditionally, micro grids have been used to provide back-up
electrical power to crucial infrastructure such as hospitals in the event of a
fault with the wider transmission network. But micro grids can also be used to
access local renewable energy resources that would otherwise be considered too
small or unreliable for a conventional, centralised grid. Such small scale power
production, commonly referred to as micro generation, gives small communities
the potential to become more energy independent and environmentally friendly
(Allen et al., 2008). If micro generation, combined with demand reduction and
energy e ciency measures, were to be implemented in homes and communities
across the UK, it would be capable of supplying a significant proportion of the
UK’s energy needs while simultaneously reducing GHG emissions (Allen et al.,
2008).
Despite these potential benefits, there are barriers to the widespread im-
plementation of distributed grids and micro generation (Yaqoot et al., 2016).
These include economic issues, such as upfront capital costs and the structure
of the energy market, as well as institutional and societal obstacles such as
government policy. There are also major environmental and technical barri-
ers, including site specific resources, poor current levels of cost-e↵ectiveness,
and the need for further research and development work to improve technolog-
ical performance and develop reliable, long-lasting devices that are relatively
easy to maintain.
1.2.3 Pico hydro and tidal power
Micro hydropower is one of the few forms of micro generation that is currently
deemed cost e↵ective, alongside biomass and ground source heat pumps (Allen
et al., 2008). Somewhat confusingly (since it contrasts with the classification
of a micro grid) micro hydropower plants are typically classified as producing
5 to 100 kW of power. Schemes that generate less than 5 kW are generally
referred to as pico hydropower.
There are many hydropower generation systems that can be used for ei-
ther large or small scale generation in rivers (Elbatran et al., 2015), such
as axial flow turbines (aka propeller or Kaplan turbines), Pelton wheels and
Archimedean screws. As shown in Figure 1.2, these devices require specific
ranges of hydraulic head and flow rate, with few designs actually capable of
operating e↵ectively in the pico-range (Williamson et al., 2011). The purpose
of this research is to develop a device capable of generating power in areas
with a combination of low head and low flow rate, where the devices shown
in Figure 1.2 cannot operate e↵ectively. The green region below 1 m head
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Figure 1.2: Application ranges of various hydropower devices. Adapted from
Williamson et al. (2011).
and 2 m3/s indicates the specific operating conditions targeted by this thesis.
These were chosen due to the wide variety of sites they may account for, and
the benefits a system capable of operating within them may bring in terms of
micro generation and o↵-grid power supply.
Many of the lower power devices shown in Figure 1.2 (for example, Archimedes
screws and waterwheels) have been developed with river deployment in mind.
Reviewing the literature suggests that, thus far, relatively little consideration
has been given to pico scale generation using the energy of the oceans. Marine
renewable energy encompasses a range of technologies including ocean ther-
mal energy conversion, o↵shore wind power, wave power and tidal power (Pelc
and Fujita, 2002). Since these technologies are deployed o↵shore, they can
be located in under-utilised locations (Fraenkel, 2006), overcoming issues with
visual impact that can a↵ect other forms of micro generation (Yaqoot et al.,
2016).
Of the many varieties of ocean energy, tidal power comes with the advan-
tages of a resource that is both predictable over long timescales (Denny, 2009)
and reasonably accessible (unlike ocean thermal energy, which requires tropi-
cal seas with a water depth of at least 1 km (Pelc and Fujita, 2002)). There
are two predominant methods of generating electricity from the tides:
• tidal range, which utilises the di↵erence in water level between high and
low tide.
• tidal stream, which harnesses the energy of the tidal currents accompa-
nying the rise and fall of the water level.
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Tidal range is perhaps the most well-known form of tidal energy. This is
mainly due to the 220 MW Rance River barrage in Brittany, France, which
opened in 1966 and has been operating at full capacity since 1968 (Lebarbier,
1975). Tidal stream is a more recent development that is frequently considered
to be analogous to wind power, since it involves extracting energy from a
moving fluid. But while the wind industry has focussed on three bladed axial-
flow (aka horizontal axis) turbines in recent years, there are currently many
di↵erent technologies in development in the tidal stream sector. These include
a multitude of di↵erent axial flow and cross flow (aka vertical or transverse
horizontal axis) turbines, as well as more novel concepts such as tidal kites
and oscillating hydrofoils. All of these tidal stream devices are discussed in
more detail in Chapter 2, with illustrations provided in Figure 2.1.
Although tidal energy is an active area of investigation, the majority of the
research and development work done to date has been focussed on developing
large schemes to maximise power generation in resource rich locations. As
discussed in greater detail in Chapter 2, proposed tidal range projects typically
require basins that are at least several km2 in size, with tidal ranges of at least
4 m. Meanwhile, commercial tidal stream devices tend to target flow speeds
in excess of 2 m/s. Many developers have been attracted to the Pentland
Firth strait, between mainland Scotland and the Orkney Islands, where flow
speeds can be upwards of 5 m/s in some areas – among the highest in the
world (Draper et al., 2014). Commercial devices are also typically as large as
possible to maximise their power output. The MCT SeaGen device, one of the
most well-developed commercial tidal stream turbines, is an example of this;
it is considered viable in water depths of 20 – 40 m where the peak spring tidal
current speeds that are greater than 2.25 m/s (Denny, 2009).
Many of the locations that meet these size and speed requirements – Pent-
land Firth being a prime example – are located in sparsely populated areas
that are long distances from areas of high electricity demand. The develop-
ment of smaller devices, capable of operating in shallower, less resource rich
waters, would allow the predictable tidal resource to be harnessed in a greater
variety of locations. Smaller devices will be cheaper to build, install and main-
tain than their larger counterparts (Bryden et al., 1998), which, combined with
their predictable supply, may make pico scale tidal devices appealing options
for coastal homes and communities as useful components of a distributed grid.
A small scale tidal energy device would also be capable of operating in the
more constant conditions of a river, allowing pico hydropower to be generated
from a wide range of locations. Whether or not such generation is desirable,
however, will ultimately depend upon the levelised cost of the energy that is
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provided, and how it compares to that of other technologies.
1.3 Research objectives
The aim of this thesis is to develop a device that is capable of generating pico
scale electricity from shallow water, low input tidal and river sites. The green
area in Figure 1.2 illustrates the targeted operating conditions: flow rates of
less than 2 m3/s (equivalent to 2 m/s for a 1 m2 device) and input heads of
less than 1 m. These conditions were chosen due to the potential renewable
energy available from them, the wide range of tidal and river sites that would
provide these conditions, and the lack of hydropower technology capable of op-
erating e↵ectively within them. To meet this aim, the Balmain Environment
Conservation Trust, a charitable organisation that seeks to promote sustain-
able development, match-funded this research project alongside Bournemouth
University.
A research question was agreed to assess whether or not the aim was
achieved: “what is the maximum hydrodynamic e ciency of a purpose-designed
pico scale hydropower system and how much energy can one supply from both
tidal and conventional hydropower sites over the course of a year?”.
The following four objectives were set so that this question could be an-
swered:
1. Review the state of the art of tidal power to identify the factors that will
govern pico scale generation and to assess the suitability of current tidal
technologies for this application.
2. Use this information to design a device that is capable of generating
electrical power from a range of sites.
3. Study the hydrodynamics of this device to identify criteria that govern
its e ciency through mathematical modelling and scale model testing.
4. Propose an e↵ective design from the results of this study and evaluate
its annual energy output in a range of input conditions.
1.4 Research scope
To ensure the above objectives were met, the scope of the research in this thesis
was initially limited to device hydrodynamics. Given the novel nature of the
system that was ultimately investigated, however, providing proof that the
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concept can generate useful electrical power was subsequently included. To
achieve the former, experimental and mathematical studies were conducted
to identify and quantify factors a↵ecting the hydrodynamic behaviour of the
system and its theoretical output in a variety of conditions. The latter was
achieved by designing, manufacturing and testing two di↵erent power take-o↵
systems, although no work was conducted on optimising these systems.
With the research objectives and scope in mind, the rest of the thesis is
structured as follows:
• Chapter 2: reviews that state of the art of tidal power and introduces the
Water Hammer Energy System (WHES), before discussing the suitability
of these technologies for pico scale power generation.
• Chapter 3: presents an experimental investigation into the performance
of a small scale WHES to identify its potential power output and the
factors governing its performance.
• Chapter 4: investigates the hydrodynamics of the WHES, presenting
a more detailed description of its governing physics via mathematical
modelling.
• Chapter 5: uses the results of Chapters 4 and 5 to design and test a
mechanical power take-o↵ (PTO) system for the WHES, providing proof
that the concept is capable of generating electricity.
• Chapter 6: proposes an optimised WHES design and provides a theoret-
ical evaluation of its performance in a variety of tidal and conventional
input conditions.
• Chapter 7: draws conclusions on the performance and viability of the
WHES and the feasibility of using it in pico scale hydropower applica-
tions.
Chapter 2
Literature review
The previous chapter introduced the objectives and scope of this thesis. The
purpose of this chapter is to meet the first research objective by reviewing the
state of the art of tidal energy and identifying the most appropriate technolo-
gies for low input generation. The review includes a discussion of tidal range
and stream resources and the various technologies in development to harness
them. Tidal power was chosen ahead of conventional hydropower as a device
capable of operating in the low head and variable input of the tides should
prove equally capable in the more consistent input of a river or stream.
Images of the various technologies that are discussed in this chapter are
provided in Figure 2.1. Figure 2.1a shows the La Rance Tidal Barrage (wiki-
media.org, 2007), an example of tidal range technology. The other images
are of tidal stream devices, like the MCT SeaGen (Marine Current Turbines,
2016a) in Figure 2.1b, which is an example of an axial flow turbine. Figure 2.1c
shows a computer generated image of the ORPC RiverGen (Alaska Energy,
2013), a transverse horizontal axis cross flow turbine. The OpenHydro ducted
turbine (Marine Technology Ltd, 2015) is shown in Figure 2.1d, Figure 2.1e
shows a computer generated image of the Stingray oscillating hydrofoil (under-
thecblog.org, 2014), and Figure 2.1f shows a computer generated illustration
of the Minesto Deep Green tidal kite (Maritime Journal, 2009).
The advantages, drawbacks and necessities of generating power with these
various technologies is discussed and compared to identify those that are most
suited to operating in low input conditions and at small scales. Following
this discussion, hydraulic ram pumps, the water hammer e↵ect, and the Wa-
ter Hammer Energy System (WHES) are introduced. This WHES was first
envisaged during the review of tidal technologies; its mode of operation is out-
lined and its potential advantages for operating in low input conditions are
discussed, providing the reasons for selecting it for the research presented in
the rest of the thesis.
12
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Figure 2.1: Example images of the various tidal power technologies discussed
in this chapter. The images are sourced from the references mentioned on Page
12.
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2.1 The tides
Due to its rotation and the gravitational forces of the moon, sun and planets,
the sea levels of the Earth rise and fall in a periodic fashion known as the tides.
People have sought to harness the energy of the tides throughout history, from
the ancient Greeks and Romans (Charlier and Menanteau, 1997) to present
day scientists and engineers attempting to develop clean, renewable supplies
of energy.
The magnitude of the tides varies with time and location, due to a complex
combination of factors including the position of the Earth relative to other as-
tronomical bodies, the Coriolis E↵ect, the size of the sea, the shape of the coast-
line and the topography of the seabed (commonly referred to as bathymetry).
These factors combine to create three dimensional standing waves of water
with points of zero amplitude (nodes) and maximum amplitude (anti-nodes).
The amplitudes of these waves can be predicted well into the future through
the use of tidal constituents (Doodson, 1921), which can be determined by
performing Fourier analysis on an observed tidal curve. Combining the re-
sults of this analysis with the predicted motion of the sun, moon and planets
provides harmonic constituents with frequencies that are constant across the
globe. The amplitudes of these constituents are location dependent, allowing a
predicted tidal curve to be computed for a given site via the summation of the
components for that area. An example prediction curve is provided in Figure
2.2 for Poole Harbour, Dorset, illustrating how the tides vary from day to day
at a specific location.
Figure 2.2: An example predicted tidal curve for Poole Harbour, Dorset, show-
ing a 7 day period from the 2nd to the 8th of August, 2016. Sourced from The
United Kingdom Hydrographic O ce (2016).
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Figure 2.3: How the strength of the tides is governed by the alignment of the
Sun, Earth and Moon.
Over the period of a full lunar cycle, these variations become even more
pronounced. Spring tides are the strongest and largest tides (with the greatest
di↵erence between high and low water), and generally occur during full and
new moons, when the Sun, Earth and Moon are aligned. Conversely, neap
tides (with the smallest di↵erence between high and low water) occur during
first and third quarter moons, when the Sun, Earth and Moon form a right
angle, as illustrated in Figure 2.3.
Consequently, the amount of tidal energy that can be extracted from a
particular site (commonly known as the tidal energy resource) also changes
with time and location. This makes the accurate assessment of the resource a
critical factor in the deployment of any tidal energy scheme, and means tidal
devices need to be capable of generating power in a range of input conditions.
2.2 Tidal range power
Tidal range devices make use of the di↵erence in water level between high and
low tide. As illustrated in Figure 2.4, this is achieved by allowing water to flow
into a basin before impounding it through the use of sluice gates. A di↵erence
in head subsequently forms across the device as the water level outside of
the enclosure changes with the tide. The sluice gates are reopened when this
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head di↵erence is suitably large, allowing water to be forced across turbines
for electricity generation.
The power available from a tidal range device can be determined from the
potential energy (Ep) of the water trapped within the impoundment basin
(Lamb, 1994). Assuming the cross-sectional area (Ab) of the basin remains
constant and the only force acting on the water in the vertical direction is
weight (mg), this can be calculated according to the head di↵erence ( h =
h2   h1) across the turbines:
Ep =  
Z r
0
F dy (2.1)
Ep = ⇢gAb
Z h2
h1
y dy (2.2)
Ep =
1
2
⇢gAb h
2 (2.3)
Equation 2.3 shows that the energy available to a tidal range scheme is
dependent upon the area of the impoundment basin and the di↵erence in head
across the turbines. This indicates that tidal range schemes require large basins
and large tidal ranges to provide significant amounts of energy. The factor of
1/2 is indicative of the reduction in the hydraulic head as water flows across
the turbines.
The mean power available from a tidal range device can be calculated
according to Ep, the tidal period (t, which is the amount of time between high
and low tide) and the mean e ciency (") of the turbines. For a location with
semidiurnal tides (two high and two low waters per day), the mean daily power
is given by:
P =
2Ep"
86400
=
⇢gAp h2"
86400
(2.4)
Where 86400 is the number of seconds in a day.
When generating power, tidal range projects can make use of three dif-
ferent schemes (Xia et al., 2010a). This provides some flexibility in how the
power is generated and helps accommodate grid requirements and variations
in the strength of the tides (Frau, 1993). The first of these is ebb generation,
in which water is trapped within the impoundment basin at high tide and
power generated during the outgoing tide, with flow travelling out of the basin
towards the sea.
The second scheme, flood generation, is essentially the mirror image of the
first: the sluice gates are closed at low tide, and power generated as the water
level outside the basin increases with the incoming tide. This is less e cient
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Figure 2.4: Overview of ebb-operation tidal barrage. Adapted from Wyre
Tidal Energy (2014).
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than ebb generation (Xia et al., 2010a), since the volume of water in the upper
half of the impoundment basin (utilised by ebb generation) will typically be
greater than the volume in the lower half (filled first during flood generation)
due to the shape of the seabed. As a result, the head di↵erence across a range
device reduces more quickly in flood generation.
The third scheme is two-way generation, which is an amalgamation of both
ebb and flood schemes. This enables the tidal range within the basin to more
closely match its natural state, which is hypothesised to reduce environmental
impacts. Despite this, two-way generation has still been found to reduce water
levels upstream of a range device and significantly impact the environmental
characteristics of a basin (Xia et al., 2010a).
To account for the e↵ect of the size of a range device on the power it
produces, Equation 2.4 can be divided by Ab to provide an estimate of the
power density (i.e. power per unit of basin area) as a function of the available
tidal range:
PD =
⇢g h2"
86400
(2.5)
Figure 2.5 shows the maximum power density of four theoretical range
schemes of di↵erencing e ciency calculated using Equation 2.5 for tidal ranges
of 0 — 20 m. From this simple analysis, it can be seen that tidal range devices
produce a relatively meagre amount of power for their basin area. For example,
in the maximum shown range of 20 m, the power density of a theoretical 100
% e cient barrage would be approximately 45 W/m2. A theoretical 100 %
e cient device located in Canada’s Bay of Fundy, which has the highest tidal
range in the world at 16 m (Archer and Hubbard, 2003), would have a lower
power density of 30 W/m2. There are very few locations in the world that
have tidal ranges even approaching this value, however, meaning range devices
would be unlikely to come close to this figure in all but a handful of places.
Tidal range schemes are additionally characterised by low levels of average
e ciency (Xia et al., 2012), partly due to the varying head di↵erence across
the turbines. Values typically range from 20 – 40 %, and an average of 33
% is often used in theoretical power estimations. At these e ciencies, range
schemes are clearly going to have to be larger to achieve a given power output.
This is illustrated in Figure 2.6, which shows the minimum required basin
area of a range scheme aiming to generate 2 kW. Although this is again a
simple estimate provided by rearranging Equation 2.4, it suggests that the
basin area of even a 40 % e cient range scheme will need to be at least 30
x 30 m if it is to provide 2 kW of power in 6 m high tides. This large size
requirement, coupled with the relative scarcity of high tidal ranges, suggests
CHAPTER 2. LITERATURE REVIEW 19
Figure 2.5: Theoretical power density available from tidal range devices in
tides of 0 - 20 m.
Figure 2.6: Minimum basin area necessary to generate 2 kW in tides of 0 – 20
m.
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that tidal range technology will be ill-suited to pico scale tidal power systems
in most locations. By extension, conventional hydropower systems are also
likely to be an unrealistic option for low input heads.
2.2.1 Tidal range resources
There have been many investigations into the tidal range resources around the
UK. Some studies focus on specific sites (e.g. Falconer et al. (2009); Xia et al.
(2010c, 2012); Petley and Aggidis (2016)), while others attempt to characterise
the total resource around the UK (e.g. ABP Marine Environmental Research
Ltd (2008); The Crown Estate (2012)). While Equations 2.3 – 2.5 provide a
very basic method of assessing the tidal range resource, factors they do not
consider may also a↵ect the energy available from a tidal range scheme. For
example, variations in the topography of the seabed enclosed by the basin, the
impacts that the scheme may have on the hydrodynamics of the surrounding
region, and the characteristics of the turbines used for power generation may
all a↵ect the energy available to a tidal range scheme (Xia et al., 2012) .
Numerical modelling, whereby equations governing the evolution of a set of
variables are solved iteratively, is a method that can account for these factors,
having been found to provide more accurate energy estimates when compared
with predictions from Equation 2.3 (Xia et al., 2012). Due to this greater ac-
curacy, many of the tidal range resource estimates in the literature rely on this
method for their predictions (e.g. ABP Marine Environmental Research Ltd
(2008); Falconer et al. (2009); The Crown Estate (2012). Such models also per-
mit evaluation of the potential environmental impacts of a particular scheme
(e.g. Ahmadian et al. (2010a); Xia et al. (2010a)). Yet numerical modelling is
not without its drawbacks. For example, it requires much more detailed infor-
mation about a particular scheme than is necessary for basic predictions using
Equation 2.3 (Xia et al., 2012). Additionally, simulating the hydrodynamics of
vast areas of ocean in 3 dimensions is extremely computationally demanding
(ABP Marine Environmental Research Ltd, 2008).
To make the solution of a numerical model computationally practical, prob-
lems are typically split into a grid of cells, within which the governing equations
are solved. Using a greater number of small cells consequently enables a more
accurate solution to be found, at the cost of being more computationally de-
manding. There is consequently a trade-o↵ between the accuracy and scale
of a numerical resource assessment. Local studies can provide more accurate
evaluations on the power available from a specific site, while national assess-
ments provide less detailed information that is still useful for government policy
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Table 2.1: Summary of the estimated resources available to several potential
UK barrage schemes. Sourced from The Crown Estate (2013).
Location
Mean tidal
range
(m)
Basin
area
(km2)
Peak power
output
(MW)
Annual energy
output
(GWh)
Severn Outer 7.2 1000 12000 19700
Severn Cardi↵-Weston 7.8 450 7200 12900
Solway Firth 5.6 860 5580 10050
Morecambe Bay 6.3 350 3040 5400
Humber 4.1 270 1200 2010
Thames 4.2 190 1120 1370
Mersey 6.5 70 620 1320
Strangford Lough 3.1 144 210 528
Padstow 4.8 6 20 55
Dovey 2.9 13 20 45
(Blunden and Bahaj, 2007).
As an example, The Crown Estate (2012) used the numerical data of
ABP Marine Environmental Research Ltd (2008) to estimate that there is
96 TWh/year of energy available to tidal barrages around the UK, or alter-
natively 25 TWh/year available to tidal lagoons. These figures are equivalent
to 31.7 and 8.25 % of the 303 TWh of electricity consumed by the UK in
2015, respectively Department of Energy and Climate Change (2015). They
are subject to a large uncertainty of ± 25 % due to the course resolution of the
model, which employed grid cells of 1.8 km2. In contrast, the Bristol Channel
and Severn Estuary model of (Xia et al., 2010a) had grid cells of 1.0 km2 at
its coarsest and 0.0004 km2 at its finest, suggesting it was capable of achieving
more realistic results, although the uncertainty was not quantified.
Table 2.1 summarises the theoretical energy and power that would be avail-
able to ebb-only barrages operating in a range of locations around the UK.
These estimates serve to illustrate the potential resources of many areas around
the UK coastline and how the available energy is dependent on the tidal range
and the size of the scheme.
The largest single area for tidal range resources in the UK is the Bristol
Channel and Severn Estuary, which has one of the largest tidal ranges in the
world while simultaneously providing a large basin area. Consequently, range
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schemes in the area have been studied extensively, and a variety of di↵erent
schemes has been proposed. In areas where the mean tidal range is less than
4 m, however, range schemes are thought to be economically undesirable (The
Crown Estate, 2013). This is because they will require a prohibitively large
basin area relative to their output, increasing the cost of the energy they
provide to such an extent that it becomes uncompetitive, even though they
may still be capable of generating MWs of power.
2.2.2 Tidal barrages
Barrages are long, dam-like structures built across the entrances to coastal
bays or estuaries. This enables them to employ the surrounding land to create
the impoundment basin, facilitating cheaper construction. Despite this, they
still come with significant capital as well as environmental costs (Blunden and
Bahaj, 2006), which can be di cult to overcome. Consequently, only five tidal
barrages have been constructed globally, despite the many sites across the
world that are considered suitable for exploitation (Charlier, 2007).
Table 2.2 provides a list of the barrages that have been constructed around
the world. The largest example is the Sihwa Lake Power Station in South
Korea, which has a rated capacity of 254 MW and was built into a seawall
originally constructed for flood defence in 1994 (Bae et al., 2010).
While Sihwa Lake and La Rance can produce large amounts of power, their
figures are dwarfed by the potential output of even larger scale schemes such
as the proposed Severn Barrages presented in Table 2.1. In this region, a
barrage would be capable of producing significantly more power than the pre-
dicted 154 MW maximum available to a tidal stream turbine array (Ahmadian
et al., 2012). In fact, the annual energy yield of a Severn Outer Barrage is
predicted to be greater than the estimated 12.7 TWh/year available from the
entire Pentland Firth, which is arguably the UK’s top tidal stream resource
(Sustainable Development Commission, 2007).
Environmental impacts
Extracting such quantities of energy from the environment is predicted to cause
significant impacts. These may be both positive and negative; for example,
the construction of a Severn barrage would serve to reduce the strength of
local tidal currents and reduce the concentration of sediment suspended in
the water (Kirby and Shaw, 2005; Ahmadian et al., 2010a), encouraging the
colonisation of an ecosystem that would otherwise remain highly supressed.
At other sites however, the opposite may occur, since this e↵ect is dependent
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Table 2.2: List of barrages that have been constructed around the world.
Barrage
Inauguration
date
Mean
tidal
range
(m)
Basin
area
(km2)
Capacity
(MW)
Source
La Rance,
France
1966 7.9 54 240 Frau (1993)
Sihwa Lake,
South Korea
2011 7.8 23 254 Kim et al. (2012)
Annapolis Royal,
Canada
1985 6.4 6 20 Frau (1993)
Jingxia,
China
1980/86 5.0 2 3.2 Frau (1993)
Kislaya Guba,
Russia
1968 2.4 2 0.4 Frau (1993)
upon the geology of the local seabed (Xia et al., 2010c). Barrages are also
likely to increase the deposition of sediment in certain areas, depending upon
their design and the prevailing direction of sediment transport (Kadiri et al.,
2012).
In addition to a↵ecting sediment transport, barrages are also predicted to
impact water levels in the area surrounding the site, which may again have
positive and negative consequences. For example, the construction of a Severn
barrage has been predicted to reduce upstream water levels by 0.5 — 1.5 m (Xia
et al., 2010a), indicating that such a barrage could additionally act as a flood
defence. This is a particularly useful impact in the context of climate change
and rising sea levels (Ahmadian et al., 2014), since it will reduce the amount
of spending required on conventional flood defences (Parsons Brinckerho↵ Ltd,
2010).
This reduction in water level may also lead to habitat loss, however. Nu-
merical modelling suggests that the construction of a barrage between Cardi↵
and Weston-Super-Mare would result in the loss of 80.5 km2 of intertidal habi-
tats (Zhou et al., 2014). The same study predicted that the salinity of the
water would also be reduced, which would reduce the concentrations of dis-
solved metals and nutrients in the (Kadiri et al., 2012). In addition, the local
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wave climate may also be a↵ected. A di↵erent numerical study has predicted
that the construction of a Severn barrage would increase net wave heights by
up to 20 % (Fairley et al., 2014), which would impact coastal erosion and
sediment transport in the region.
Several methods have been proposed to overcome these impacts. For ex-
ample, the Evans Engineering REEF system (Evans Engineering and Power
Company, 2011) is designed to maintain a small but constant head di↵erence
across the barrage, rather than delaying the tides within the basin to generate
a larger head. This is predicted to reduce the impact on water levels within
the basin, reducing intertidal habitat loss. The use of bi-directional turbines
and two-way generation has also been proposed as a means of reducing habitat
loss by up to 60 % compared to an ebb only scheme (House of Commons En-
ergy and Climate Change Committee 2013). Such generation schemes shave
still been found to have significant environmental impacts (Xia et al., 2010a),
illustrating the need for site specific research before the impacts of a particular
scheme can be assessed with certainty.
2.2.3 Tidal lagoons
Tidal lagoons are extremely similar to tidal barrages and operate according to
the same principles. Consequently, the power output is dependent upon the
size of the basin and the local tidal range. Instead of blocking of an entire
estuary or bay with a single structure, however, the impoundment basin of a
lagoon is either entirely or mostly man-made. A larger structure is therefore
required to construct a basin of comparable area to that of a barrage, which
will increase the capital costs of a lagoon over a barrage of comparable output
Baker et al. (2006); Entec UK Ltd (2007).
Environmental impacts
Without enclosing an entire bay or estuary, a tidal lagoon is likely to have
comparatively smaller impacts on the hydrodynamics of the region outside the
basin (Kadiri et al., 2012). For example, it is predicted that the hydrodynamics
of the Severn Estuary will be hardly a↵ect by the by a lagoon attached to the
Welsh coast in the area (Xia et al., 2010c). Any impact of a lagoon on upstream
water levels in this region is also predicted to be comparatively small next to
those of a barrage (Kadiri et al., 2012). A numerical study of coastal tidal
lagoons in North Wales, has shown that such impoundments also o↵er a level
of reduced flood risk (Ahmadian et al., 2010b).
Within the basin of a lagoon, sediment deposition is likely to become an is-
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sue due to the generation of strong recirculating currents that occur depending
upon the placement of the turbines. Thus, lagoon basins are likely to require
periodic dredging to maintain power output and ensure their performance is
not reduced (Parsons Brinckerho↵ Ltd, 2010).
2.3 Tidal stream power
Tidal stream devices generate power directly from the moving water of tidal
currents, without the need for an impoundment basin or reservoir. Given
that they extract energy from a moving fluid, many designs are considered
analogous to wind turbines, and are planned to be deployed as part of larger
farms or arrays (Hardisty, 2009). Before discussing tidal stream power in
detail, it is therefore useful to briefly comment on the state of the art of wind
power.
Commercial wind turbine design has converged toward the three bladed
horizontal axis rotor for reasons of e ciency, noise, aesthetics, and an ability
to survive and operate in a range of wind conditions through the use of yaw and
pitch control (Schubel and Crossley, 2012). Given the dependence of turbine
power output on rotor area from Equation 2.12, wind turbines are now growing
ever larger to maximise power output per turbine and minimise costs (Schubel
and Crossley, 2012).
The majority of future wind power development is expected to take place
o↵shore (Ladenburg et al., 2013), where stronger winds compensate for the
installation, operation and maintenance costs of operating in the marine en-
vironment (Sempreviva et al., 2008). The development of floating o↵shore
turbines (Borg and Collu, 2014; Jeon et al., 2014), which would enable the
devices to access extremely deep waters, is now an active area of research.
Positioning turbines far o↵shore helps to overcome the NIMBY (not in my
backyard) problem su↵ered by onshore wind developments (Premalatha et al.,
2014), allowing extremely large devices to be designed and built. For example,
the Vestas V164-8.0 MW has a diameter of 164 m and is capable of generating
up to 8 MW (MHI Vestas, 2015) , while the proposed American Supercon-
ductor WindTec SeaTitan is 190 m in diameter and rated at 10 MW (AMSC,
2012).
But while the design of commercial wind energy devices has focussed on
horizontal axis turbines in recent years, there is currently a wide variety of tidal
stream technology under research and development. These include devices that
closely resemble wind turbines, such as axial flow (horizontal axis) and cross
flow (vertical and transverse horizontal axis) turbines, as well as the more
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Figure 2.7: The single actuator disc concept. Adapted from Burton et al.
(2001).
novel designs such as oscillating hydrofoils and tidal kites that are shown in
Figure 2.1. Regardless of their design, all of these devices extract energy from
a moving fluid. Linear momentum theory describes the generation of power
from an unbounded fluid flow (Burton et al., 2001) by relating the power (P )
available to a device to the speed (v) of the fluid that passes through its cross-
sectional area (Ac). This is done by modelling the device as an infinitely thin,
permeable disc, as illustrated in Figure 2.7.
The disc exchanges energy and momentum with the fluid, which is assumed
to be inviscid, incompressible and of uniform speed across the area of the disc.
A power coe cient (Cp) is defined to describe the hydrodynamic e ciency of
the disc, enabling the power it generates to be described in terms of the kinetic
energy of the fluid:
P =
1
2
⇢Acv
3Cp (2.6)
As shown in Figure 2.7, the fluid speed is reduced as energy is extracted by
the disc, causing the fluid to expand to conserve mass. This occurs equally up-
stream and downstream of the disc, and increases as more energy is extracted.
Consequently, there is a maximum to the amount of power a disc can generate,
as slowing the flow beyond a certain point results in the fluid expanding to
such an extent that it stops passing through the disc. This maximum results
in an e ciency limit of Cp=0.593, a value known as the Lanchester-Betz limit
(Lanchester, 1915; Betz, 1920).
Linear momentum theory incorporating a single actuator disc is appropriate
for axial flow turbines and other devices where energy is extracted from the
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Figure 2.8: The double actuator disc concept. Adapted from Newman (1983).
flow in one region. Other devices extract energy from the flow in multiple
regions, meaning a greater number of discs should be considered. In cross flow
turbines, for example, a more reasonable assumption is that the fluid flows
across the blades twice, and thus a double actuator disc is more appropriate
(Newman, 1983). Positioning a second disc downstream of the first, as shown
in Figure 2.8 enables slightly more power to be extracted from the flow, which
increases the e ciency limit to Cp=0.640 (Newman, 1983). Adding further
discs behind the second enables the e ciency limit to be increased towards
Cp=0.667 at four discs. There is little increase in power beyond four discs
however, as most of the power in the flow is absorbed by the upstream discs
(Newman, 1986).
Dividing Equation 2.12 by Ac allows the theoretical power density of a
tidal stream device to be calculated, enabling power output to be compared
independently of size:
PD =
1
2
⇢v3Cp (2.7)
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Figure 2.9: Theoretical power density available from tidal stream devices in
flow speeds of 0 -– 2 m/s.
Figure 2.9 illustrates the theoretical power density for several values of Cp,
including both the single and double actuator disc limits of 0.593 and 0.640,
respectively. The higher e ciency limit of a double actuator disc suggests that
devices which extract energy from the flow multiple times, such as cross flow
turbines, are likely to generate more power than single disc devices like axial
flow turbines. This small but additional amount of power per unit area will
be advantageous for devices targeting shallow waters, where the maximum
size of the device will be constrained by depth. Although Figure 2.9 shows
power as a function of vertical cross-sectional area, rather than the horizontal
area of a basin, comparing this plot with Figure 2.5 also suggests that tidal
stream devices can produce more power relative to their size than tidal range
devices. This suggests that tidal stream is more appropriate for pico scale
power generation, since devices will not need to be as large and are therefore
likely to be cheaper to install.
Figure 2.9 shows the minimum cross-sectional area necessary if tidal stream
devices of various levels of e ciency are to extract 2 kW of power from flows
of varying speed. This again illustrates that tidal stream devices are likely to
be more suited for pico scale power. Even in a relatively weak flow of 0.5 m/s,
an e cient tidal stream device will only need a cross-sectional area of around
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Figure 2.10: Minimum cross-sectional area necessary to generate 2 kW in flows
of 0 – 2m/s.
50 m2, compared to the minimum of 100 m2 basin needed for a tidal range
device in a 6 m tide.
While the theoretical actuator disc e ciency limits of 0.640 and 0.593 gen-
erally hold true for wind turbines in an unbounded flow, for devices operating
underwater they are much less realistic (Garrett and Cummins, 2004). The
extraction of energy from an open channel flow serves to deform the water
surface (Whelan et al., 2009), reducing the downstream water depth due to
the pressure drop that occurs across the device. This pressure drop increases
as more energy is extracted, and the amount of power a device can generate is
consequently a↵ected by how much the free surface can be deformed.
The seabed and the water surface also act to constrain the flow (Bryden
et al., 2007; Whelan et al., 2009), which hinders the expansion of the fluid as it
is slowed by energy extraction. This e↵ect, which is known as blockage, enables
a greater portion of the power within the flow to be harvested. Devices that
are of significant size relative to their surroundings can consequently exhibit
Cp values that are greater than the theoretical limits for an unbounded flow.
For example, several cross flow turbine configurations tested by McAdam et al.
(2010) exhibited Cp values above the Lanchester-Betz limit, with the largest
value found to be approximately 85 %.
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Blockage is most noticeable in underwater channels, where the sides of the
channel serve to constrict the flow even further. This enables the Cp of a single
device within a channel to be increased above the Lanchester-Betz limit by a
factor ✏ (Garrett and Cummins, 2007):
✏ =
1
(1  b)2 (2.8)
Where b is the blockage ratio of the channel, dependent upon the cross-sectional
area of the disc A and the cross-sectional area of the channel Ac:
b =
A
Ac
(2.9)
In reality, a device or array will never be able to fully block a channel.
Instead, there will be gaps around each device according to the shape of the
channel walls, as well as to permit marine life and watercraft to navigate.
Downstream of where energy is extracted, the flow through these gaps will mix
with the slower flow of the device wake, dissipating energy. This dissipation
increases with the blockage ratio, meaning the increase in the power extracted
by a device comes at the cost of reducing the overall e ciency of a channel
(Garrett and Cummins, 2007). There is consequently a limit to the amount
of power that can be extracted from such locations (Garrett and Cummins,
2008). Given that the presence of devices in the water also impacts upon the
free-stream speed of the flow, it is crucial to tune the shape and size of an
array of devices to the specific Vennell (2010).
Energy extraction using tidal stream devices is also predicted to have fur-
ther impacts on the environment in addition to free surface deformation. For
example, the reduction in upstream and downstream water velocities caused
by power generation is predicted to negatively impact upon water quality and
sediment transport Ahmadian et al. (2012). It is also predicted accelerated
flow in the regions around a device will lead to scouring of the seabed and
the device itself, which may negatively impact the lifespan and maintenance
requirements (Shields et al., 2011). Other impacts during the operation phase
of a device may include the alteration of habitats for marine organisms, noise
pollution, the generation of electromagnetic fields and the striking of animals
with rotor blades or other moving parts (Gill, 2005). These e↵ects will scale
according to the size and design of the device, and are therefore likely to be
smaller than those of tidal range schemes due to the smaller size of tidal stream
devices.
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2.3.1 Tidal stream resources
The speed of an underwater current is dependent upon factors such as the dis-
tance from the seabed, whether the moving water is constrained by underwater
channels or other bathymetric features, and the presence of other tidal devices
nearby. Some early investigations into the tidal stream resource of the UK
were conducted in the late 1970s. Fraenkel and Musgrove (1979) estimated
the kinetic energy flux within major undersea channels using approximate
mean depth and width values from navigational charts, and predicted an esti-
mated average power of 14.7 GW available from tidal currents around the UK.
Wyman and Peachey (1979) also used water depth and velocity information
from navigational charts to estimate the average kinetic energy across whole
areas of the sea, and predicted a slightly greater mean resource of 18.7 GW.
Later estimates conducted during the 1990s (ETSU, 1993; European Com-
mission, 1996) continued to use navigational charts for water depth and flow
speed data. These studies, which are summarised in Table 2.3, used this data
to identify and select suitable sites based upon the depth and/or flow speed
requirements of the technology available at the time. Sites were subdivided
into plan areas so that the maximum number of installable devices could be
calculated according to their size and spacing requirements. The power gen-
erated by individual devices was then calculated, enabling the estimation of
the energy available from the arrays and single devices. ETSU (1993) assumed
a constant value for device e ciency, while European Commission (1996) as-
sumed a more realistic speed-e ciency curve based upon the performance of
a wind turbine, with the latter providing more realistic estimates as a result.
One drawback of using navigational chart data is the fact that the flow
speed data only applies to discrete points within a site. Neither ETSU (1993)
or European Commission (1996) attempted to interpolate the data to calcu-
late the flow speed between these points, which reduces the accuracy of their
findings given that many of the chosen sites were on the scale of kilometres.
Another drawback of these reports is that they did not account for the e↵ect
of energy extraction by other devices in the array on the local flow. This is
vital to consider for projects involving arrays of devices and/or tidal channels,
given that the extraction of energy from the flow results in a reduction of the
flow speed (Bryden et al., 2004; Garrett and Cummins, 2005). Consequently,
the power estimates of these early studies are now though to be much larger
than what is realistically achievable.
Two more recent UK wide resource assessments (Black and Veatch Consult-
ing Ltd, 2004, 2005) built upon the findings of these studies and attempted to
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Table 2.3: Summary of UK tidal stream resource estimates from the past 25
years.
Study
ETSU
93
EC
96
B&V
04
B&V
05
B&V
11
CE
2012
Minimum site
depth (m)
20 - - - 15 5
Minimum flow
speed (m)
2 1.5 - - 2.25 1.5
Sites
assessed (-)
33 42 57 10 30 -
Total surface
area (km2)
1450 1330 - - - -
Average available
resource (GW)
6.9 3.9 2.5 2.1 - 32
Annual energy
output (TWh)
57.6 30.9 22.0 16.0 20.6 95.0
improve the methodology by employing a significant impact factor to account
for the e↵ects of extracting energy from the flow. This factor described the pro-
portion of energy within an undisturbed flow that could be extracted without
significantly a↵ecting flow conditions, and was defined for a one-dimensional
channel as ‘an acceptable percentage decrease in the upstream flow rate follow-
ing energy extraction’. Since it was made in the absence of data regarding the
impacts of devices on the flow, however, this definition is debatable (Blunden
and Bahaj, 2007)
Black and Veatch Consulting Ltd (2004) used a somewhat arbitrary signif-
icant impact factor of 20 % of the maximum available energy for all of the sites
investigated. The scope of Black and Veatch Consulting Ltd (2005) was limited
to the 10 most energetic regions within the UK, which removed a number of
smaller areas that may still be economically attractive for tidal power develop-
ment (Blunden and Bahaj, 2007). For some of these regions, a smaller impact
factor of 8 – 12 % of the maximum flow speed was used. Since both Black and
Veatch Consulting Ltd (2004, 2005) relied upon the findings of studies from
roughly a decade earlier to inform their site selection, they also neglected sites
thought to be technologically inaccessible during the 1990s. This can be seen
in how Black and Veatch Consulting Ltd (2005) categorises sites according to
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depth and flow speed, with the shallowest, slowest sites considered to be less
than 25 m deep with flows of less than 2.5 m/s.
An alternative method of quantifying the available tidal stream resource is
to use numerical modelling. In addition to their data on tidal range, the models
of ABP Marine Environmental Research Ltd (2008) also provide information
on the distribution of the tidal stream currents around the UK. Due to the
course grid resolution of 1.8 km2 that this study used, localised high energy
flows around headlands and through narrow straits and channels were missed
(Blunden and Bahaj, 2007). This prevents the data from being useful for
accurate local scale resource assessments.
The most recent analyses of the total tidal stream resource around the UK
(Black and Veatch Consulting Ltd, 2011; The Crown Estate, 2012) still rely
upon this data, acknowledging its poor resolution while simultaneously using
it to assess the tidal stream resource of specific sites. Consequently, the results
of these studies are subject to high levels of uncertainty. Black and Veatch
Consulting Ltd (2011) studied waters that are on average deeper than 15 m,
and which were found by ABP Marine Environmental Research Ltd (2008)
to have a mean peak power density greater than 1.5 kW/m2. Although the
flow speed this corresponds to is not defined, all of the examined sites had a
minimum mean spring peak flow speed of 2.25 m/s.
Sites falling out of these criteria were neglected as it was assumed most
technology would not be capable of operating economically within them. A
significant impact factor of 2 % was used to account for the di↵erence between
the available resource and that which can technically be extracted from tidal
streams, resulting in an estimated extractable resource of 20.6 TWh/year (-
50/+45 %), with a corresponding predicted cost of energy of £0.21/kWh (-
25/+115 %).
The Crown Estate (2012) expanded the site selection criteria used by Black
and Veatch Consulting Ltd (2011); investigating sites with a minimum depth
of 5 m and with flow speeds greater than 1.5 m/s (corresponding to a power
density of 0.5 kW/m2). Again, an arbitrarily prescribed limit of 2 % was used
to account for impacts of energy extraction on the flow, which was done due
to the size of the study, the case-by-case nature of such impacts and a gen-
eral lack of data regarding them. The total UK resource was estimated as 95
TWh of energy per year (-30/+45 %) and a maximum available power of 32
GW (-30/+45 %), figures that are significantly greater than the estimates of
the previous studies. Given that The Crown Estate (2013) made the same al-
lowances for the environmental e↵ect of energy extraction as Black and Veatch
Consulting Ltd (2011), this can only be ascribed to the much greater number
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of sites that were assessed. Despite the large levels of uncertainty in these
estimates, the di↵erence between these figures suggests that there is a rela-
tively large resource available to devices capable of functioning in what would
otherwise be considered sub-optimal locations.
As is the case with tidal range, focussing on local areas allows for higher
resolution numerical modelling to more accurately assess tidal currents over a
prolonged period of time. For example, Blunden and Bahaj (2006) used a 2D
finite element model to simulate tidal flows around the Portland Bill headland
in Dorset. They found that their model accurately reproduced features of the
tidal stream when compared with measured data, meaning their results could
be used to confidently predict the performance of a single turbine located o↵
the headline. Similar analyses have been conducted for arrays of devices in
other locations, such as the Severn Estuary (Xia et al., 2010b) and the Ria de
Muros in Spain (Carballo et al., 2009).
Other studies have attempted to account for the influence of devices on
the flow by increasing the seafloor drag coe cient in the vicinity of a proposed
farm (Walkington and Burrows, 2009). Employing an increased drag coe cient
in a numerical model is arguably a more realistic method than imposing an
arbitrary limit on the resource, since it can more readily account for di↵erences
in device design and deployment location.
Analytical models have also been developed that account for the retarda-
tion of the flow in tidal channels by tidal stream devices (Vennell, 2011a).
These permit a more accurate assessment of tidal stream resources than those
employing arbitrary e ciency limits, without the need for more computation-
ally demanding numerical models. To maximise the tidal current resources
available from a farm within a tidal channel, attention has to be given to the
layout of a tidal stream array (Vennell, 2010).
An optimal arrangement is dependant not only on the layout and number
of devices, but also the shape, size and depth of the channel. These variables
all directly impact the power produced by the individual turbines and the
farm itself (Vennell, 2011b, 2012a). Shallow channels, for example, which
are already highly stressed due to friction with the seabed, are thought to
produce proportionally less power as new devices are added to fill their cross-
sectional area, due to increasing drag (Vennell, 2012a). In contrast, farms in
larger tidal straits will produce more power as additional devices are added
to the cross-section, with more power available per device and higher device
e ciencies occurring due to blockage e↵ects (Vennell, 2012a). As a result,
adding new turbines to fill out a row of devices spanning the width of a channel
is thought to be more economically viable than adding more rows behind the
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first (Vennell, 2012b).
2.3.2 Tidal turbines
Tidal turbines are the tidal stream devices that most closely resemble wind
turbines, as they consist of a rotor that is driven by the fluid flow. This is
typically done through the use of hydrofoil shaped blades that operate accord-
ing to the principles of hydrodynamic lift and drag (Hardisty, 2009). Tidal
turbines can be classified according to their rotor design as either axial flow or
cross flow, as illustrated in Figure 2.11.
Figure 2.11: Tidal turbine rotor types.
Although the physics governing the behaviour of tidal turbines is identical
to that of wind turbines, there are major di↵erences between the two tech-
nologies. The most immediate of these are the di↵erences between air and sea
water; seawater has a density of approximately 1025 kg/m3, compared to 1.25
kg/m3 for air at standard temperature and pressure. This compensates for
the fact that tidal currents are typically much slower than the wind, enabling
tidal turbines and indeed all tidal stream devices to generate similar levels of
power to wind turbines in the right conditions (Bahaj and Myers, 2003). In
contrast to wind power, there are no extreme flow speeds due to the tides that
could potentially damage underwater devices or force them to stop generating
(Blunden and Bahaj, 2006), although tidal turbines must still be extremely
durable to withstand the loading forces of the water and the harsh marine en-
vironment for prolonged periods of time. Further contrasts between wind and
tidal turbines include free-surface e↵ects (Whelan et al., 2009), the occurrence
of cavitation and the bi-directionality of tidal currents (Batten et al., 2006),
as well as the blockage e↵ects discussed above.
The e ciency of a tidal turbine is primarily governed by the profile (Kadlec,
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1978), pitch (Myers and Bahaj, 2006; Kirke and Lazauskas, 2008, 2011), shape
(Baker et al., 2006) and surface roughness (Howell et al., 2010; Walker et al.,
2014) of its hydrofoil blades, as well as flow characteristics including the
Reynolds number Re (Consul, 2011; Roh and Kang, 2013) that a turbine is
operating in. For a flow over a hydrofoil of chord length C, Re can be defined
using the dynamic viscosity µ and density ⇢ of the fluid and the speed of the
flow vrel relative to the hydrofoil:
Re =
⇢vrelc
µ
(2.10)
The Reynolds number directly a↵ects the lift and drag coe cients of a
hydrofoil blade and hence the power output of a turbine (Consul, 2011). It
is crucial to consider Re in scale model testing aiming to quantify e ciency,
since it is directly a↵ected by the size and speed of the blades. Given the
e↵ect energy extraction has on the free surface (Whelan et al., 2009), it is also
important to consider the Froude number Fr of the flow – a dimensionless
quantity that relates the free-stream flow speed v1 to the water depth h1:
Fr =
v1p
gh1
(2.11)
In higher Froude numbers, the free-stream flow speed is larger relative to
the water depth. This can increase the power output of a single turbine, at
a cost of reducing the overall basin e ciency (Consul, 2011). In turn, this
may improve the e↵ectiveness of an isolated device in shallow waters, while
diminishing the overall amount of energy that may be extracted from the area.
The solidity of the turbine rotor is another important consideration in tidal
turbine design (Consul et al., 2009; Consul, 2011). For a device of radius r
with n blades, the solidity represents the ratio of total blade chord length to
the rotor circumference:
  =
nC
2⇡r
(2.12)
If the support structure of a turbine is neglected, increasing the solidity
of a rotor has been shown to increase the maximum power coe cient of the
design (Consul et al., 2009). Higher solidity turbines have been found to
generate more power from blocked flows in comparison to lower solidity designs
(Schluntz and Willden, 2015) , suggesting that a shallow water design will need
to be of higher solidity than a device designed to operate in deep waters. Care
will need to be taken to minimise the drag created by the support structure,
however, if these benefits are to be realised in practice.
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Axial flow turbines
When generating power, axial flow turbines (aka horizontal axis turbines)
sweep through a circular cross-section of the flow by rotating about an axis
that is parallel to the flow direction. Since the flow passes over the blades
only once, they are typically described by a single actuator disc, meaning their
hydrodynamic e ciency in unbounded flows is constrained by the Lanchester-
Betz limit.
Axial flow turbines are a very popular design with commercial develop-
ers, with the European Marine Energy Centre listing 30 di↵erent devices in
development (European Marine Energy Centre, 2014). The performance char-
acteristics of five commercial axial flow devices are summarised in Table 2.4:
the MCT SeaGen S (Marine Current Turbines, 2016b), Atlantis Resource Cor-
poration’s AR1000 (EMEC, 2014), Bourne Energy’s RiverStar Bourne Energy
(2014), Verdant Power’s Gen5 (Polagye et al., 2010), and Voith Hydro’s 1 MW
test device (Voith Hydro, 2014).
Table 2.4: Performance characteristics of selected commercial axial flow tur-
bines.
Developer Atlantis Bourne MCT Verdant Voith
Device AR1000 RiverStar SeaGen S Gen5 1 MW test
Rated power
(kW)
1000 50 2000 1.68 1000
Rated flow
speed (m/s)
2.65 2.05 2.40 2.59 2.90
No. of rotors
(-)
1 1 2 3 1
Rotor diameter
(m)
18.0 6.09 20.0 5.00 16.0
Rotor swept
area (m2)
254 29 314 20 201
Rated Cp 0.41 0.39 0.45 0.35 0.40
The information presented in Table 2.4 provides an indication of the po-
tential of commercial axial flow turbines, however since the information was
primarily sourced from the developers it is di cult to accurately verify the
performance data. Information on the performance of several smaller scale
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Table 2.5: Performance characteristics of experimental axial flow turbines.
Study
O’Doherty et al.
(2009)
Bahaj et al.
(2007)
Myers and Bahaj
(2006)
Coiro et al.
(2006)
Rated
power (W)
45 600* 460 800
Rated flow
speed (m/s)
1.00 1.73 2.56 2.00
No. of
rotors (-)
1 1 1 1
Rotor
diameter (m)
0.50 0.80 0.40 0.80
Rotor swept
area (m2)
0.20 0.50 0.13 0.50
Rated
Cp
0.41 0.46 0.44* 0.40
*figure not reported but calculated using Equation 2.12
experimental devices published in peer-reviewed studies is presented in Table
2.5. Comparing these tables shows that the commercial devices at least appear
to be achieving comparable levels of e ciency to the small scale test devices.
The dependence of the power output of a tidal stream device on both flow
speeds and size is also apparent, with commercial devices apparently targeting
much higher flow speeds than those of the experimental devices. Given the
di↵erence in device size and flow speed, the Reynolds numbers that the devices
are operating in will also be di↵erent.
Cross flow turbines
Cross flow turbines rotate about an axis that is perpendicular to the flow
direction, and therefore sweep through a rectangular cross-sectional area. As
illustrated in Figure 2.12, the axis of rotation can be in either the vertical or
horizontal plane, and cross flow turbines are frequently referred to as vertical
axis or transverse horizontal axis turbines.
For both orientations, there are a number of subcategories, including straight-
bladed Darrieus rotors, helical designs and devices designed to exploit channel
blockage e↵ects. Due to their orientation to the flow, cross flow turbines may
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Figure 2.12: Cross flow turbine rotor classes.
be described using a double actuator disc (Newman, 1983), meaning they will
have a slightly higher e ciency limit in unbounded flows compared to axial
flow turbines. Given their rectangular swept area, cross flow turbines are more
readily able to stretch across the width of a channel than axial flow turbines,
enabling them to reach higher blockage ratios and thus achieve very high power
coe cients (McAdam et al., 2010).
Although less popular than axial flow turbines among wind developers,
vertical axis wind turbines have several advantages in addition to this higher
e ciency limit. These include omni-directionality, no need for pitch regulation
or a gearbox, lower maintenance requirements and better performance in se-
vere wind climates (Eriksson et al., 2008). Many of these advantages translate
directly to cross flow tidal turbines. For example, omni-directionality (for ver-
tical axis turbines) or bi-directionality (for transverse horizontal axis devices)
is of huge benefit in tidal flows. Cross flow tidal turbines are almost as popu-
lar with developers as axial flow designs, with 26 separate devices listed as in
development by EMEC (European Marine Energy Centre, 2014).
Data on the performance of commercially developed cross flow turbines are
less readily available than they are for axial turbines. Several small scale cross
flow devices have been tested experimentally, however, and the performance
characteristics of a selection of these devices is presented in Table 2.6.
The most e cient device shown (McAdam et al., 2010) was primarily de-
signed to be large enough to take advantage of the blockage e↵ects discussed
in Section 2.3. Operating at a blockage ratio of 0.50, the high e ciency of the
device shows the e↵ectiveness of utilising blockage and deploying a device in a
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tidal channel. For this to happen e↵ectively and reliably, however, the device
will need to be tuned to operate within the specific constraints of an intended
site.
The two lower e ciency devices are basic straight-bladed Darrieus rotors.
These are relatively cheap and straightforward to construct, however at low
rotational speeds their straight blades will su↵er from a wildly fluctuating
angle of attack (Kirke and Lazauskas, 2011). This reduces the e ciency of
the devices and makes them liable to stall, while also hindering their ability
to self-start. The blades of Darrieus devices are also subject to much higher
levels of stress due to the rapidly fluctuating levels of torque they generate.
Using a pitch control system to adjust the angle of attack of a blade over
the course of a revolution is, in principle, one method of minimising these
issues. Two types of pitch control system may be used, active pitch control,
which forces the blade pitch to follow a predetermined regime, or passive pitch
control, which uses the forces acting on the blades control the pitch. Due to
the mechanical complexity of active pitch control and the dubious e↵ectiveness
of passive pitch control, however, variable pitch Darrieus wind turbines have
never reached commercial production (Kirke and Lazauskas, 2011). Despite
this, e cient Darrieus designs can still be developed (Kyozuka, 2008), although
the Reynolds number and blockage ratio of that experiment, which will a↵ect
the e ciency of the design, were not reported.
An alternative to the straight bladed Darrieus is a helical rotor (Gorlov,
1995; Gorban et al., 2001), as employed by Yang and Shu (2012). By design,
the angle of attack varies along the length of a helical blade, smoothing out
the torque pulsations (Kirke and Lazauskas, 2008), reducing the tendency to
stall, increasing starting torque and improving overall e ciency (Baker, 1983),
at the cost of more di cult and expensive blade manufacture.
Ducted turbines
Adding a duct to either an axial or cross flow turbine accelerates the flow
through the device, increasing e ciency by allowing a rotor to produce more
power for its size (Shives and Crawford, 2010). The definition of e ciency
typically neglects the additional area required by the duct, however, and com-
paring devices of equal total size shows that ducted turbines may actually
be less e cient than their unducted counterparts (Belloni, 2013), apart from
when the flow into the device is yawed.
Turbine ducts are generally designed to increase the expansion of the fluid
downstream of the rotor and hence reduce the downstream velocity due to
conservation of mass. This in turn increases the reduction in the downstream
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Table 2.7: Performance characteristics of selected commercial ducted turbines.
Developer Clean Current Tidal Energy Pty Ltd OpenHydro
Device CC035B DHV 170 kW 200 kW Demo
Rated power
(kW)
65 170 200
Rated flow
speed (m/s)
3.00 3.00 2.50
No. of
rotors (-)
1 1 1
Rotor
diameter (m)
3.50 5 10.0
Rotor swept
area (m2)
10.0 19.6 79.0
Rotor
Cp
0.49 0.63 0.32
Assumed
total area (m2)
20.0 41.2 158
Total device
Cp
0.23 0.29 0.16
pressure, accelerating the flow across the rotor and hence increasing the avail-
able power (Consul, 2011). The e↵ect of a duct or di↵user on device perfor-
mance is dependent upon its size and angle, with each having an optimum
value (Gaden and Bibeau, 2010). The extra structure of the duct also serves
to increase the overall drag coe cient of the device, which will reduce the
e↵ectiveness of turbine arrays (Shives and Crawford, 2010). This is likely to
be more noticeable in regions of constrained flow, such as channels, or shallow
regions that are already highly stressed due to seabed friction.
Ducted devices appear less popular with commercial organisations than
their unducted counterparts. EMEC currently list 8 di↵erent developers work-
ing on ducted devices. Table 2.7 provides details on two axial flow commercial
devices, a 200kW OpenHydro demonstrator device (Polagye et al., 2010) and
the small Clean Current CC035B (Clean Current Power Systems Inc 2012) and
one ducted cross-flow device, the 170 kW Davidson-Hill Venturi turbine (Ltd,
2015). Two calculated power coe cient values are also provided, the first de-
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termined according to the rotor diameter described by the developers, and the
second assuming a total device diameter approximately 1.45 times that of the
rotor. This ratio of total to rotor diameter is in line with the of values of other
ducted devices in development (Belloni, 2013), however it varies according to
device design. Regardless of the value used, accounting for the extra area of
the duct will naturally result in a reduction in power coe cient, as shown by
Table 2.7.
2.3.3 Oscillating hydrofoils
Oscillating hydrofoils consist of a wing attacked to a level arm, and make
use of the principles of hydrodynamic lift and drag to create a reciprocating
motion that is ultimately used to drive a generator via hydraulics or a cam-
rocker mechanism (Xu and Sun, 2015). A simple illustration of an oscillating
hydrofoil is provided in Figure 2.13.
The flow of water across the wing generates lift on one side, enabling the
lever to rise or fall at some frequency (f) with a sinusoidal motion that is a
combination of heave (y) and pitch (✓):
y(t) = y0 sin(2⇡ft+  ) (2.13)
✓(t) = ✓0 sin(2⇡ft) (2.14)
This motion is illustrated in Figure 2.14 for a system where the phase  
between the heave and pitch motions is 90 degrees. Due to this combination of
linear and rotary motion, the instantaneous power generated by an oscillating
hydrofoil at a time t may be expressed as (Xu and Sun, 2015):
P (t) = Fy(t)y˙(t) + ⌧(t)!(t) (2.15)
Where Fy is the vertical force acting on the wing, y˙ is its linear speed, ⌧ is
the torque generated about the pivot point and ! is the angular frequency of
the wing. The mean power generated over a time T is given by:
P =
1
T
Z T
0
P (t)dt (2.16)
The varying position and pitch of the wing changes the angle-of-attack of
the flow relative to the hydrofoil. As a result, the lift generated by the wing
varies with time eventually changes direction, reversing the motion as shown in
Figure 2.15. Depending upon the design, a second wing on a second arm may
be positioned behind the first to create a see-saw arrangement that enables
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Figure 2.13: Illustration of a single wing oscillation hydrofoil.
Figure 2.14: Heaving and pitching motion of an oscillating hydrofoil wing with
a 90 degree phase angle. Adapted from Kinsey et al. (2011).
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Figure 2.15: Variation in lift and velocity of oscillating hydrofoil wing.
Adapted from Jones et al. (2003).
energy to be extracted from the flow twice.
The power that an oscillating hydrofoil extracts from a tidal current may
be non-dimensionalised in a virtually identical manner to that of a turbine
(Kinsey et al., 2011). An oscillating hydrofoil sweeps through a rectangular
area of water, which is the product of the extent of the vertical motion (2y0
referring to Figure 2.14) and the wingspan d. Hence, from Equation 2.12:
Cp =
P
⇢y0dv3
(2.17)
Oscillating hydrofoils have been described as suitable for the exploitation of
shallow water tidal currents (Kinsey et al., 2011), since the amount of energy
they can extract from the flow is dependent upon blade length and not strictly
constrained by depth. As the relative speed of the flow, and therefore angle-of-
attack, over the length of the oscillating hydrofoil blade remains uniform, they
do not require twisting, unlike axial turbine blades. Compared to a straight-
bladed cross flow turbine like a Darrieus rotor, the variation in the angle-of-
attack experienced by the blades over the course of an oscillation is relatively
small, reducing the magnitude of the torque pulsations and reducing issues
with fatigue. Oscillating hydrofoil blades are therefore cheaper and easier to
produce than those of most turbine designs, although very long blades may
su↵er issues such as flexing.
Oscillating hydrofoil e ciency can be poor due to the time required to
reverse the direction of oscillation (O Rourke et al., 2010). This is exemplified
by the fact that the most well developed commercial oscillating hydrofoil,
known as Stingray (The Engineering Business Ltd, 2003, 2005), was shelved
due to poor performance. A second commercial oscillating hydrofoil is under
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Table 2.8: Performance characteristics of oscillating hydrofoils.
Device Kinsey et al. (2011) Stingray
Maximum power (kW) 2.00 8.53*
Number of wings (-) 2 1
Required flow speed (m/s) 1.99 2.00
Blade span (m) 1.68 15.5
Extent of vertical motion (m) 0.61 12.6**
Swept area (m2) 1.02 195
Total power density (kW/m2) 1.96 0.04
Total rated Cp 0.40 0.12
Wing power density (kW/m2) 0.98 0.04
Wing Cp 0.20 0.12
* mean hydraulic power produced over 30 minute period (The Engineering
Business Ltd, 2005).
** calculated from arm length and operating angle values (The Engineering
Business Ltd, 2003).
development by Pulse Tidal (Pulse Tidal, 2014) although there is currently
little data available on the performance of this device.
Table 2.8 summarises the characteristics of the cancelled Stingray device
and the experimental oscillating hydrofoil tested by Kinsey et al. (2011), illus-
trating a huge di↵erence in the e ciency of the two devices. In addition to the
di↵erences in Reynolds number and blade profile between the devices, this is
partly because the device of Kinsey et al. (2011) featured two hydrofoil wings,
while Stingray only had one. Calculating values of power density and Cp per
wing suggests that the performance of the devices is more similar than it first
appears, suggesting that such devices are less e cient than their conventional
turbine counterparts.
2.3.4 Tidal kites
Tidal kites consist of a small axial flow turbine attached to a hydrofoil wing
that is tethered to the seabed. Lift is created by water flowing over the wing,
which pushes the kite through the water. The motion is controlled through a
combination of a rudder and tether tension, enabling the device to be guided
along a given trajectory, such as the figure-of-eight shown in Figure 2.16b for
the Minesto Deep Green tidal kite (Minesto, 2013). A schematic of the this
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device is shown in Figure 2.16a.
(a)
(b)
Figure 2.16: Schematic (a) and motion (b) of the Minesto Deep Green tidal
kite. Adapted from Minesto (2013).
The movement of the kite through the water increases the flow speed
through the turbine below the wing, allowing a smaller rotor to generate greater
amounts of power from weaker flows. The turbine is typically a horizontal axis
axial flow turbine, meaning the flow kinematics is identical to that of a more
conventional design. A direct-drive generator attached to the kite is used to
generate electricity, which is transmitted through a cable in the tether to a
station on the seabed, and then onto the shore.
Table 2.9 details the specifications of several variants of the Minesto Deep
Green device. The power coe cient estimates were calculated using Equation
2.12, the provided rotor diameters and Minesto’s claim that the device moves
at a speed 10 times greater than the water current. For the calculated power
density values, the rated power was divided by the total device swept area.
This was estimated as a semi-circle with the minimum tether length as its
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Table 2.9: Minesto Deep Green specifications. Sourced from Minesto (2014).
Device DG-8 DG-10 DG-12 DG-14
Rated
power (kW)
110 220 500 850
Rated
speed (m/s)
1.30 1.40 1.60 1.73
Rotor
diameter (m)
0.67 0.83 1.00 1.15
Tether
length (m)
60 – 80 75 – 100 85 – 120 110 – 140
Installation
depth (m)
50 – 65 60 – 80 75 – 100 90 – 120
Wing
span (m)
8.00 10.0 12.0 14.0
Weight
(tonnes)
2 4 7 11
Devices / km2
(-)
50 30 25 16
Power / m2
(W/ m2)
5.50 6.60 12.5 13.6
Estimated swept
area (m2)
5700 8840 11400 19000
Estimated
Pd (W/m2)
19 24 44 45
Estimated
rotor Cp (-)
0.28 0.29 0.30 0.31
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radius, resulting in the very low values shown. In practice, the swept area is
likely to be much smaller than this.
In water depths appropriate for the technology, tidal kites appear capable
of producing great amounts of power for the size of their rotors. The devices
are also likely to be easy to maintain, given that the kites can be detached from
their tethers and floated to the surface for easy recovery. In shallow waters,
however, the requirement to sweep through a large vertical area to reach a
speed necessary to generate their power output is likely to make them rather
unfeasible.
2.4 Hydraulic ram pumps
Hydraulic rams are cyclic water pumps that were first developed during the
18th and 19th centuries (Young, 1995), and are still employed today in rural
and remote locations due to their reliability and lack of moving parts. Although
they are not a conventional tidal power device, it was suggested during the
early stages of this research to use them for pumping water into storage. The
stored water could then be released across turbines later on, generating power
as desired.
Hydraulic rams work by using water at one head to propel a smaller amount
of water to a much greater head, without any need for an external fuel supply
(Mohammed, 2007). A basic overview of their mode of operation is provided
in Figure 2.17. Water enters the drive pipe at the inlet (1) and flows all the
way to the waste valve (4). The drag force of the water acting on the valve
(2) causes it to slam shut, which changes the momentum of the water within
the drive pipe. This generates a pressure surge known as a water hammer
(see Section 2.4.1 below), which opens the delivery valve (5) and forces water
into the delivery pipe. The excess pressure is contained within the pressure
chamber (6), which features a bleed valve to ensure there is a cushion of air
within.
As water leaves the system through the delivery pipe, the pressure inside
begins to diminish. Some of the pressure propagates up the drive pipe to the
inlet, causing the flow into the system to reverse. This reduces the pressure
within the system to such an extent that the delivery valve closes and the waste
valve reopens, enabling the process to begin again. The valves are therefore
the only moving parts in the entire device.
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Figure 2.17: Overview of hydraulic ram pump operation.
2.4.1 The water hammer e↵ect
Hydraulic ram pumps operate using the water hammer e↵ect, a time varying
pressure surge that occurs when a fluid experiences a sudden change in mo-
mentum (Chaudhry, 2014). The water hammer typically occurs in pipelines
when valves are closed rapidly, and can create excessive high or low pressures
capable of damaging or even destroying a hydraulic system (Bonin, 1960). As
a result of this destructive potential, the water hammer is generally regarded
as problematic, and much work has been done on minimising and mitigating
its e↵ects, such as developing surge tanks and spring loaded check valves to
slow valve closures (Ghidaoui et al., 2005).
A basic description of the water hammer is provided by rigid water column
theory; the following derivation is based on that found in Stephenson (1984).
If there is a pressure di↵erence  p between the upstream and downstream ends
of a pipe of cross-sectional area A and length l, the fluid within will experience
a net force:
F = (pu   pd)A =  pA (2.18)
Assuming that the fluid is incompressible, this pressure di↵erence can be
related to the change in momentum experienced by the water through Newton’s
Second law:
 p = ⇢l
dv
dt
(2.19)
Equation 2.19 shows how any abrupt changes in the flow speed within a
pipe will generate a corresponding change in pressure. Accelerating the flow
will produce a positive pressure di↵erence, meaning the downstream pressure
has become smaller than the upstream pressure (since  p is defined as pu  
pd). Conversely, a deceleration in the flow will result in a negative pressure
di↵erence, meaning the downstream pressure has increased. Both instances
CHAPTER 2. LITERATURE REVIEW 51
Figure 2.18: Propagation of excess pressure up pipeline. Adapted from Apsley
(2013).
can occur due to valve operations; opening a valve will accelerate the flow,
while closing a valve will decelerate it, with the magnitude of both depending
upon the time required for the valve to complete its operation.
In reality, the excess pressure  p will propagate through the pipeline at
a speed c Chaudhry (2014), as illustrated in Figure 2.18. The front of the
wave is known as the shock, and the properties of the fluid change as it passes
across this region, becoming vd = vu +  v, pd = pu +  p and ⇢d = ⇢u +  ⇢
(Chaudhry, 2014).
The speed c of the pressure surge is dependent upon the elasticity of the
fluid and whether the pipeline can be considered rigid. The compressibility of
a material is described by its bulk modulus K, which relates how much the
material will be compressed when subject to a change in pressure  p. The
bulk modulus can be expressed in terms of either volume V or density ⇢:
 p = K
 V
V
= K
 ⇢
⇢
(2.20)
If the fluid is only slightly compressible, the increase in mass of a control
volume due to changing density will be negligible. Equating the upstream and
downstream mass flow rates from the reference frame of the shock therefore
allows conservation of mass to be considered:
⇢uA(vu + c) = (⇢u + ⇢)A(vu + v + c) (2.21)
Assuming that vu + v ⌧ c, this can be rearranged to find  v:
 v =   ⇢
⇢u
c (2.22)
Applying Newton’s second law across the shock allows conservation of mo-
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mentum to be considered:
(pu   pd)A =  pu(vu + c)A v (2.23)
Assuming that vu ⌧ c (which will typically be the case for water and other
liquids) and rearranging shows that:
 p =   vu⇢uc (2.24)
Equation 2.24 is commonly known as the Joukowsky equation (Joukowsky,
1900; Tijsseling and Anderson, 2004), and shows that, for a compressible fluid,
the magnitude of a pressure surge is still dependent upon any change in flow
speed.
Substituting Equations 2.23 and 2.24 into the density form of Equation 2.20
allows the calculation of the speed of the pressure surge in a rigid pipeline:
  v⇢uc =  K
✓
 v
c
◆
(2.25)
c =
s
K
⇢u
(2.26)
Any deformation of the pipe will absorb some of the energy of the pressure
surge and reduce its speed, however. The rigidity of the pipe walls must be
considered to find the change in the area of the pipeline  A. This is dependent
upon the diameter D, wall thickness e and Young’s modulus Y of the pipe, as
well as the pressure acting upon it:
 A =
AD p
Y e
(2.27)
Considering conservation of mass when the pipe area varies across the
shock:
⇢uA(vu + c) = (⇢u + ⇢)(A+ A)(vu + v + c) (2.28)
Rearranging Equation 2.28 (again assuming that vu +  v ⌧ c) and ne-
glecting the second order terms shows that:
 v
c
=
 A
A
+
 ⇢
⇢u
(2.29)
Hence, from Equations 2.20, 2.23 and 2.30:
 p
⇢c2
=
D p
Y e
+
 p
K
(2.30)
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c =
vuuuuut
1
⇢
 
D
Y e
+
1
K
! (2.31)
Equation 2.31 describes the speed that the pressure surge will propagate
up a non-rigid pipeline. This can be used to determine the time required for
the pressure surge to travel from the valve to the pipe inlet:
t =
l
c
(2.32)
When a surge reaches the inlet, the pressure within the pipe itself is greater
than the external pressure. This forces the flow to reverse, causing the pressure
within the pipe to drop as flow leaves the system. The pressure surge is then
reflected and travels back to the valve, whereupon the pressure in the pipe will
be equal to the external pressure. Flow will still be leaving the system, however,
and the pressure will therefore fall further, creating a negative pressure surge
that returns to the inlet. This process of reflection and alternating between
positive and negative pressure continues until the excess energy of the pressure
surge is dissipated due to friction (Chaudhry, 2014).
2.5 The Water Hammer Energy System
Although the idea of using hydraulic rams to pump water into storage was
not considered feasible (due to the size of the reservoir that would be required
to generate meaningful amounts of power), it was realised at the same time
that the principle behind their operation could be adapted to generate power
directly from water hammer pressure surges. Figure 2.19 provides an overview
of how such a system (hereafter referred to as the Water Hammer Energy
System, or WHES) would operate. Reviewing the literature indicates that
such a system would be a novel method for generating either mechanical or
electrical power from a fluid.
The WHES e↵ectively consists of an upturned T-shaped section of pipe
with a valve located at the downstream end. In a similar fashion to a hydraulic
ram pump, water enters the system at the inlet and flows down the drive pipe
and through the check valve, eventually causing it to close. This reduces the
momentum of the water still within the pipe, creating a pressure surge that
propagates back up the drive pipe towards the inlet. This causes the water
level within the vertical section of pipe (hereafter referred to as the chamber)
to rise to some maximum value as the pressure wave passes underneath.
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Figure 2.19: Mode of operation of the Water Hammer Energy System.
When the surge reaches the inlet, the pressure within the pipe will be
greater than that outside, creating a negative pressure gradient. This forces
water to flow out the drive pipe through the inlet and the pressure wave is
reflected back towards the valve, in accordance with the discussion of the
water hammer in Section 2.4.1. When the pressure within the system falls
su ciently, the check valve reopens, which permits the flow through the drive
pipe to recover and the process to restart. In this way, vertical oscillations can
be generated from a horizontal flow of water.
Energy can be extracted from these oscillations using a variety of tech-
niques. Several methods are already employed by wave energy convertors
(WECs), which harness the energy of ocean surface waves for electricity gen-
eration. Devices such as oscillating water columns (OWCs) (Heath, 2012) and
heaving bodies (Waters et al., 2007) generate power from a similar vertical
movement of water.
Figure 2.20 illustrates three proposed methods of generating power using
the WHES. The first method (Figure 2.20a) is virtually identical to that em-
ployed by an OWC, as the vertical motion of the water in the chamber would
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Figure 2.20: Methods of generating power from the WHES.
pump the air above back and forth across a turbine Evans and Porter (1995).
Many OWC designs feature a bi-directional Wells turbine that is combined
with an induction generator to minimise the e ciency losses that occur in me-
chanical power transmission (Heath, 2012). This serves to limit the number of
moving parts, improving reliability and ease of maintenance.
The electrical power output of an OWC depends upon the amount of en-
ergy absorbed from the incident waves and the e ciency of its conversion into
electrical energy (Falca˜o, A., 2002). Viscous e↵ects in the water within the
chamber, such as the formation of vortices and sloshing Zhang et al. (2012),
are a major factor in e ciency. The aerodynamics of the turbine, bearing
friction and electrical resistance also e↵ect the power output of an OWC. It is
reasonable to assume that these factors would also govern the e ciency of a
WHES driving an air turbine.
In the second power generation method (Figure 2.20b), the pressure surges
of the WHES are used to drive a piston up and down. The piston is connected
to a crankshaft via a connecting rod, turning the reciprocating motion into
rotary motion that could is used for useful work. Multiple devices may be
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attached to a single crankshaft to increase power if desired. The crankshaft
can then be used to drive a generator or provide mechanical power. The
e↵ectiveness of a piston and crank will depend upon the amount of pressure
generated by the WHES, which will govern the force applied to the piston and
hence the torque on the crankshaft. The frequency of the valve closures will
also be an important factor.
The third method (Figure 2.20c) is a linear alternator. A floating magnet
is positioned inside the chamber using a float, with coils of conductive wire
wound around the exterior. The oscillating water level inside the chamber
would then propel the magnet up and down, varying the magnetic flux  B
cutting through the wire and inducing an electromotive force ⇠ in accordance
with Faraday’s law of induction. For a tightly wound coil with N turns of wire,
this is given by:
⇠ =  N d B
dt
(2.33)
From Faraday’s law, the e↵ectiveness of this method would primarily de-
pend upon the strength of the magnet and the speed with which it could be
forced up and down.
Regardless of their potential e ciency, all three methods allow the power
take-o↵ subsystem of a WHES device to be above water. This would enable the
device to access shallow waters and would also serve to simplify maintenance
work, since the valve would be the only moving component located underwater.
The fact that the crank could provide both electrical and mechanical power
makes it a particularly useful option; however it is also likely to be the most
complex given it requires the most moving parts.
From Equations 2.19 and 2.24, the magnitude of the pressure generated
by the WHES will be proportional to the change in momentum experienced
by the water, rather than the flow speed itself. Although the maximum mo-
mentum change will be dependent upon the flow speed, this suggests that the
device should be capable of functioning reasonably well in low input conditions.
These two advantages combined may make the WHES a suitable method for
generating pico scale power from low input, shallow water sites.
2.6 Technology discussion
There are various criteria that will govern the success of a pico scale deployment
in low input, shallow water conditions. These include:
• Power density: how much power a technology can generate for its size.
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• Scalability: the ability to increase the size of a device within the confines
of shallow waters to reach a desired power output.
• Durability: the ability of a device to survive for prolonged periods of
time within the marine environment.
• Maintainability: the ease with which a technology can be maintained
and repaired.
• Economic potential: the cost of construction, maintenance and decom-
missioning a technology and whether it is financially attractive for the
level of energy it provided.
• Environmental impacts: the scale of the e↵ects a given technology has
on its surrounding environment.
Of the various technologies discussed in this chapter, tidal range devices
arguably have the worst power density. This is partly because they are char-
acterised by relatively low levels of e ciency in comparison to tidal stream
devices, and partly because their power is proportional to tidal range squared,
rather than flow speed cubed. The will consequently need relatively large
basins to generate a given amount of power. This size requirement will serve
to increase not only construction and decommissioning costs, but also the mag-
nitude of their environmental impacts, and indicates that barrages and lagoons
are not as appropriate for pico scale generation as tidal stream devices. The
main advantages small scale range schemes would have over tidal stream is
durability and ease of maintenance. This is illustrated by the projected 120
year lifespan of the Severn Barrage, which is six times the 20 year design life
of the MCT SeaGen tidal turbine (Kelly, K., McManus, M. and Hammond,
G., 2012).
In contrast, an e cient hydrokinetic device designed to operate in low speed
waters will likely possess lower capital and environmental costs, improving eco-
nomic potential over tidal range schemes. Given the constraints that shallow
waters place on maximum device size, some tidal stream technologies appear
more suitable than others. Tidal kites require extremely deep waters to op-
erate e↵ectively, for example. Although they target relatively low flow speeds
compared to other devices, they require a large amount of space to sweep
through, which reduces their power density. One advantage they do possess
is the ability to be easily detached and recovered on the surface. This would
make them significantly easier to maintain than a bottom mounted turbine.
Ducted turbines are also deemed unsuitable for shallow water generation.
Although ducts are designed to accelerate the flow through the rotor and
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thus improve power output, the extra space they require is likely to negate
the benefits of improved rotor e ciency. Given the constrains shallow waters
impose on maximum device size, this limits the scalability of a ducted device.
Ducts do o↵er some benefits, including an element of protection to the rotor
and improved e ciency in yawed flow, however an e cient unducted device
will capable of generating just as much, if not more, power than a ducted
design.
Axial flow turbines are a well developed and understood technology and
can extract energy from a flow with a high e ciency. They are not without
their limitations, however. The fact that they sweep through a circular area
limits their maximum size and output in shallow water locations, making them
less capable of exploiting blockage e↵ects.
Oscillating hydrofoils have been described as suitable for shallow water
deployments as they sweep through a rectangular swept area. They can be
stretched laterally across the water column to increase size and (depending
upon the site) blockage ratio, to boost power output if required. Dual-wing
oscillating hydrofoils also extract energy from the flow twice (lift is generated
at both the upstream and downstream wings, contributing to the power that
is generated), enabling them to reach a higher theoretical e ciency limit than
axial turbines in unbounded flows.
Despite this, the e ciency of oscillating hydrofoils is somewhat debatable.
Cross flow turbines, which also sweep through a rectangular area and can
be designed to exhibit large Cp values, are therefore likely to be the most
e↵ective of the current tidal stream technologies for generating pico scale power
from low input, shallow waters. Although di cult to manufacture, helical
blades improve the durability and e ciency of a cross flow turbine over a
conventional Darrieus design without the need for mechanically complex pitch
control systems. Given that blockage is likely to be a factor in a shallow water
deployment, an e↵ective design should also be of a reasonably high solidity to
further increase the power captured from the flow.
In comparison to these devices, the WHES is a relatively unknown quan-
tity. The power-take o↵ can be located above the water surface, reducing
the impact shallow waters would have on its maximum size while permitting
easier maintenance work. Depending upon the power take-o↵, it would also
have relatively few moving parts under the water. This could make it a rel-
atively durable design, as exemplified by the fact that hydraulic ram pumps
can operate for years without requiring maintenance work.
The power density, economic potential and environmental impact of such
a device, however, are complete unknowns at this stage. The fact that water
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hammer pressure surges depend upon the change in fluid momentum, rather
than the initial momentum itself, indicates that the device may be capable
of functioning e↵ectively in low input conditions. Whether it is economically
viable will depend upon the amount of energy that can be extracted from the
generated pressure surges. In terms of environmental impacts, the most serious
is likely to be underwater noise, given that the system is generating pressure
surges. The severity of these impacts will depend upon how the excess pressure
dissipates once it leaves the system at the inlet, and the e↵ectiveness of any
methods designed to minimise its e↵ect.
2.7 Review conclusions
In this chapter, the state of the art of tidal power has been reviewed and
the suitability of various tidal power technologies for pico scale generation in
shallow water, low input conditions discussed. While there is a wide range of
technology available, not all of it is appropriate for the criteria of interest.
For example, even though tidal range devices can generate power indepen-
dently of water depth and flow speed, they are likely to require large basins that
will increase their capital and environmental costs, rendering them less suitable
than a smaller, e cient hydrokinetic design. Among the tidal stream technolo-
gies, dual-wing oscillating hydrofoils and cross flow devices appear the most
suitable. Both are capable of extracting energy from the flow twice, enabling
them to reach a higher e ciency limit than other tidal stream designs and thus
generate more power from their size. Both also sweep through a rectangular
area, meaning their maximum size would not necessarily be constrained by
water depth. The low e ciency values exhibited by current commercial oscil-
lating hydrofoils suggests that cross flow turbines are the most appropriate of
the current mainstream technologies, however.
In addition to these devices, the Water Hammer Energy System has also
been introduced. The WHES is speculated to have several desirable features
from a design point of view, including an above surface power take-o↵ and
an ability to generate power independently of flow speed. Whether it is an
appropriate device or not, however, will depend upon the magnitude of the
power it can generate.
As a result of its perceived advantages and its novel nature, it was decided
to investigate and develop the WHES to identify whether or not it is a suitable
system for generating pico scale hydropower. This was to be achieved using
a mixture of experimental and theoretical methods to identify the behaviour
of the device, demonstrate it is capable of generating power and quantify its
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hydrodynamic e ciency. This information would then be used to assess how
much energy it could provide if operating in a range of input conditions.
Chapter 3
Experimental investigation of
WHES
In Chapter, 2 the state of the art of tidal energy was reviewed and the Wa-
ter Hammer Energy System was introduced. Its potential for generating hy-
dropower from low input conditions (including the ability to access shallow
waters and the potential to generate power independently of flow speed) was
outlined and compared with that of conventional tidal devices.
Given its novelty and potential advantages, it was decided to investigate
the WHES through a mixture of physical experimentation and mathematical
modelling. The purpose of these studies was to identify the behaviour of the
device, quantify its e ciency, demonstrate that it can generate power and
evaluate how much energy it might be capable of providing.
This chapter presents the methods and results of the physical experiments
that were conducted to assess the hydrodynamic behaviour of the system. The
aim of these experiments was to:
• Study the oscillations generated by the system and measure the power
available from them.
• Identify the variables a↵ecting system performance and provide informa-
tion for designing an optimised device.
To achieve these aims, a small scale test rig was constructed from standard
PVC pipe fittings and subjected to a series of tests in laboratory conditions.
The test rig was driven by a static head of water from a reservoir, and its
performance was assessed by tracking the motion of objects within the chamber
as they were driven by the vertical oscillations. This enabled the velocity,
acceleration, force and power of the objects to be calculated and thus the
performance of the test rig to be assessed. The results and conclusions of
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these experiments inform the mathematical studies presented in Chapter 4
and the design of the power take-o↵ systems discussed in Chapter 5.
3.1 Methodology
3.1.1 Experimental set-up
To study the oscillations generated by the WHES and to identify the variables
a↵ecting its performance, a small scale system was constructed using threaded
PVC British Standard pipe components. This type of pipe was chosen as it is
relatively cheap and facilitated rapid construction and easy modification. The
pipe used in the scale model had an outer diameter of 20 mm and an internal
diameter of 16 mm.
The flow into the test rig was provided by a static head of water from a
reservoir situated 345 mm above the level of the valve, as illustrated in Figure
3.1. The reservoir, which had a maximum capacity of 0.084 m3, was connected
to the model via a 1 m long PVC hose pipe of the same diameter as the rigid
pipe. A ball valve was positioned between the reservoir and the hose to control
the input flow into the system. The water level within the reservoir was set to
between 165 and 225 mm before the beginning of each test run, providing a
total input head of 510 – 570 mm. This was not kept constant over the course
of a test run, however, meaning the input head and flow rate into the scale
model gradually diminished with time during each test.
A threaded 3/4 inch brass swing-check valve was positioned vertically at
the downstream end of the system to generate the water hammer pressure
surges. The discharge from the valve was directed into a 0.015 m3 bucket that
served as a sump via an elbow and a hose barb. A 1 m length of 20 mm
diameter clear PVCu pipe (again with an internal diameter of 16 mm) was
used as the vertical chamber. This allowed a 13 mm diameter wooden float,
which was painted bright red, to be visible when placed inside.
The test rig was attached to a white wooden back board using pipe clips,
to create a contrast between the float and its surroundings. Motion tracking
was used to capture the behaviour of the float and measure how its position
varied as a function time during test runs. This was felt to be an advanta-
geous method since the behaviour of the system was not interfered with in any
way during testing. During the latter stages of the experiments, the float was
replaced by a piston of 15 mm diameter to capture more of the pressure gen-
erated by the valve closures. A photograph of the test rig is shown in Figure
3.2.
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Figure 3.1: Experimental set-up for the system characterisation tests.
Figure 3.2: Photograph of the test rig used for the system characterisation
tests.
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Figure 3.3: Screenshot showing the MATLAB program extracting position
data from a particular test run.
A 1280 x 720 pixel high definition camera operating at 240 frames per
second (i.e. a sample rate of 240 Hz) was positioned directly in front of the
test rig and used to film each test run. The videos were later processed with a
motion tracking program in MATLAB (MathWorks, 2015). This program was
written at Bournemouth University and has previously been used successfully
for measuring leg motion in a gait analysis study (Aslani et al., 2016). Figure
3.3 shows a screenshot of the motion tracking program in operation, including
the test rig as seen from the position of the camera.
Four half bridge load cells were used to determine the mass of the reser-
voir as a function of time and hence calculate the flow rate into the test rig.
The load cells were positioned underneath the reservoir and connected to an
Arduino Uno micro-controller (Arduino LLC, 2017). This was connected via
a USB cable to a laptop computer that served as a data logger.
The load cells consisted of a half Wheatstone bridge electrical circuit, and
measured the changing resistance of two strain gauges as they are deformed
under a load. An example circuit diagram for a half Wheatstone bridge is
provided in Figure 3.4. The resistance of the upper (tension) and lower (com-
pression) strain gauges is signified by Ru and Rl; RW indicates the resistance
of the wires within the circuit itself, R1 and R2 are completion resistors of
known resistance, and Vex and Vout signify the excitation and output voltages.
Each of the cells used for the flow rate sensor could operate individually
under anything up to a maximum load of 50 kg. Combining them together
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Figure 3.4: Circuit diagram of the half Wheatstone bridge used by the load
cells.
Figure 3.5: Illustration showing the four load cells connected to the Arduino
UNO micro-controller via the two HX711 ADCs. The Arduino image was
sourced from Werkstatt Workshop (2016).
according to the diagram shown in Figure 3.5 enabled measurements of up to
200 kg. This upper limit is greater than the maximum mass of the reservoir,
which was 84 kg if completely filled with water.
As shown in Figure 3.5, the Arduino Uno micro-controller was used to
supply an excitation voltage to the load cells while simultaneously measuring
their output. An Arduino Uno board can safely handle up to 5 V and features
14 analogue input pins that can be read at up to 10 kHz (Arduino LLC, 2017).
The board also features a 10 bit analogue to digital converter (ADC), which
enables it to convert an input voltage into a numerical value between 0 and
1023, yielding a precision of 4.9 mV by itself. This was improved upon by
connecting two 24 bit HX711 ADCs between the load cells and the Arduino
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board. These converted the output voltage from the load cells into a number
between 0 and 224, resulting in an uncalibrated measurement resolution of
approximately 300 nV.
The Arduino was connected to a laptop computer via a USB cable. A
computer program, written in C, was uploaded to it so that the signal voltages
from the load cells could be read and output to the laptop via the serial port.
A second program, written in MATLAB, was used to log the values reported
by the Arduino and convert them into mass measurements using calibration
data. The MATLAB program also determined the time at which the voltages
were recorded so that mass flow rate could be determined later. The codes are
provided in Appendix A.
3.1.2 Instrument calibration
Motion tracking
To account for the angle and position of the camera relative to the float, two
calibration videos were recorded in addition to the test runs themselves. These
were analysed prior to the test run videos so that the motion tracking program
could be calibrated for the position of the camera.
The first of these calibration videos involved filming a black and white
chequerboard, consisting of 25 mm wide squares, while it was being rotated in
3 dimensions. The calibration code tracked the position of the vertices of each
square, measuring how the apparent distance between them varied from frame
to frame. By relating this apparent distance to the real distance of 25 mm, a
correction factor was calculated for each pixel and applied to all subsequently
analysed videos to convert pixel position into length.
Following this, a second video was recorded in which a red object was
moved vertically up and down in fixed intervals of 25 mm. This video was
then analysed to identify a second linear correction factor to ensure vertical
position was measured correctly. These calibration methods resulted in a max-
imum measurement uncertainty of ± 0.2 mm for pixels in the central region of
the video (corresponding to where the float was located), with the maximum
uncertainty growing to ± 0.8 mm at the video edges.
Load cells
To calibrate the load cells, the raw signal values from the Arduino were
recorded as water was gradually added to the reservoir in measured inter-
vals of 3 kg. A funnel and hose pipe were used to minimise both sloshing
and the impact of the water influencing the voltages output by the load cells.
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Figure 3.6: Reservoir mass as a function of load cell signal.
Figure 3.6 illustrates the mass of water within the reservoir as a function of
the values reported by the Arduino during this calibration, and shows that the
relationship between mass and output signal is broadly linear above 9 kg.
This information allowed the relationship between the load cell signal and
the mass of water within the reservoir to be determined, and thus the signal
values to be converted into kg. Once this was done, water was released from the
reservoir and allowed to flow into the sump. The mass of the water within the
sump was measured using laboratory scales with a precision of 100 mg, and the
figures were compared to the total change in mass measured by the load cells.
This process was repeated 5 times, allowing an additional small correction
factor to be determined. To account for any drift in the values reported by
the sensor due to changes in temperature and the cells being constantly under
the load of the reservoir, this second calibration procedure was repeated before
each new series of experiments were conducted.
3.1.3 Experimental schedule
The aim of the experiments presented in this chapter was to characterise the
performance of the test rig and identify how di↵erent variables govern its hy-
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drodynamic behaviour. Initially, the motion of an 8.9⇥10 3 kg mass float was
measured so that its velocity, acceleration, force and power could be deter-
mined. 10 separate test runs were conducted, with the angle of the ball valve
regulating the flow into the system reduced from one run to the next to alter
the input conditions.
Following this, the test rig was used to drive 3 di↵erent wooden floats of
equal diameter but di↵erent mass (4.5⇥ 10 3, 8.9⇥ 10 3 and 13.9⇥ 10 3 kg,
respectively) so that the e↵ect of float mass and size on power output could be
investigated. Again, 10 test runs were conducted per float, with the angle of
the ball valve altered from one run to the next to change the input flow. The
8.9 ⇥ 10 3 kg float was tested a second time so that the data was collected
over the same period, to account for any variations in light levels and small
changes in camera position and calibration.
After these tests, the input into the system was further varied by adjust-
ing the reservoir head in 30 mm intervals. The motion of the 4.5 ⇥ 10 3 kg
float was recorded in each of these input heads, so that their e↵ect on system
performance could be determined. Lastly, the floats were replaced by a 0.015
kg piston, with a red marker on its upper end as shown in Figure 3.7. The
piston was made from laser cut acrylic discs of 15 mm diameter that were
pressed onto a 4 mm diameter aluminium rod. Unlike the float, the piston
discs were wide enough to capture almost all of the pressure generated by the
valve closures. To prevent it from sinking, the piston was held in place using
the acrylic structure of the piston-crank discussed in Chapter 5, sliding on a
plastic bushing to minimise friction.
For each of the test runs, the camera was operated for roughly 30 s, with
the system oscillating freely for 15 s of this time. The experimental data was
used for analysis was collected from this period of free oscillation. Each set of
experiments was also repeated to check the validity of the results.
3.1.4 Data analysis
Following testing and calibration, the video files were processed in MATLAB
to extract the raw data for the position y of the float against time t. An
example image of the code in action is shown in Figure 3.3.
To minimise the e↵ect of the diminishing input head during data analysis,
the position data for each run were subdivided into 8.3 s windows (correspond-
ing to 2000 data points at 240 FPS). The corresponding float velocity y˙ and
acceleration y¨ for each data window could then be computed via numerical
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Figure 3.7: Uncoupled piston sitting in chamber.
di↵erentiation:
y˙(t) =
yt   yt 1
tt   tt1
(3.1)
Basic numerical di↵erentiation using Equation 3.1 has the unfortunate
drawback of amplifying any noise present in a signal, which will reduce the
accuracy of the results. This is unavoidable, even if the data is filtered be-
fore it is di↵erentiated. Regularising the di↵erentiation process so that the
computed derivative has some degree of smoothness provides better results
(Chartrand, 2011). One method is total variation regularisation, which has
the advantage of suppressing noise without suppressing real discontinuities in
the signal. Chartrand (2011) o↵er a MATLAB algorithm to accomplish this,
which is provided in Appendix B and used for the numerical di↵erentiation of
the data in this thesis.
The float velocity and acceleration were used to compute its vertical force
and power:
Fy = my¨ (3.2)
P = Fyy˙ (3.3)
A peak analysis code (again written in MATLAB) was also employed to
investigate the amplitude (a) and frequency (f) of the oscillations. The peak
analysis function in MATLAB can identify the location and value of maxima
and minima within a signal, which can then be used to determine the total
amplitude and frequency of oscillations as well as any variation between the
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Figure 3.8: Maxima and minima of float oscillations as identified by peak
analysis code for a range of di↵erent input head cases.
upstroke and downstroke. The peak analysis code, which is included in Ap-
pendix C, was embedded within a loop so that it could batch process a series
of test runs in succession, as shown in Figure 3.8.
The position data windows were further analysed using a Fast Fourier
Transform (FFT) algorithm, to investigate any harmonics within the posi-
tion signal and their corresponding amplitudes and frequencies. Given the
sample rate of 240 FPS and the 2000 data points in each sample window, the
bin width generated by the FFTs was 0.120 Hz.
Meanwhile, the mass flow rate m˙ through the test rig was calculated from
the measurements of the reservoir mass. This was again achieved via numerical
di↵erentiation, with the di↵erence in reservoir mass  m from one reading to
the next divided by the time di↵erence  t between the readings:
m˙ =
 m
 t
(3.4)
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3.2 Flow rate
An example of how the reservoir mass varied as a function of time is shown
in Figure 3.9. The load cells were activated before the test run began, during
which time they measured the mass of the reservoir for 30 s before taking an
average to zero the measured data. Following this, the mass of the reservoir
was logged at a frequency of approximately 11.5 Hz. The reservoir valve was
opened at 8 s, creating the first vertical spike. After this point, the measured
mass decreases as water flows into the test rig. The valve was adjusted for
about 3 s, after which the water drained freely from the reservoir for a period
of 15 s. Following this, the valve was shut at 25 s, creating a second spike in the
mass signal. These are due to the force on the valve handle as it was turned,
and are therefore useful for aligning the data recorded by the flow sensor to
the position data recorded by the camera.
Figure 3.9: Example of the mass measurements recorded by the flow sensor
over the course of a test run.
Following the valve closure, the flow sensor continued to measure the mass
of the reservoir for a few seconds before it was deactivated. During this period,
and prior to the valve being opened, a small wave like motion is visible in the
mass-time data. This is due to a slight movement of the water within the
reservoir, which is a result of refilling it after the previous test run and the
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movement of the water as it flows out of the check valve.
Figure 3.9 shows that the variation in the reservoir mass was not constant
while the valve was open, since smalls spikes can be seen in the data between
11 and 25 s. These occur because the discharge out of the system – and hence
the flow out of the reservoir – vary due to the check valve at the downstream
end.
This can be seen in the computed mass flow rate m˙ out of the reservoir.
Figure 3.10 illustrates m˙ over the 11 – 24 s period of Figure 3.9 as calculated
using Equation 3.4, and shows the oscillatory nature of the input flow rate due
to the periodic check valve. Using an FFT algorithm to identify the frequency
components, the frequency of the oscillations in Figure 3.10 was 3.63 Hz, which
broadly corresponds to the 3.58 Hz chamber oscillation frequency for this test
run.
Figure 3.10: Computed mass flow rate during the 11 – 24 s period shown in
Figure 3.9.
Their variation in m˙ appears inconsistent, with periods of smaller and larger
oscillations visible in the signal. This is due to the movement of the water
within the reservoir from refilling it. Since the purpose of these experiments
was to identify how the system is influenced by the input conditions (i.e. the
mean flow rate), these variations were not deemed problematic. The variation
in the flow rate through the system is studied in the mathematical investigation
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of Chapter 4.
The mean flow rate ( ¯˙m) was calculated by dividing the mass-time data
into the same 8.3 s windows as the position data for each test run. Linear
trend lines were fitted to these data windows, and their gradient was taken as
corresponding to the mean mass flow rate. Assuming the density of the water
in the system to be constant at 998.2 kg/m3 enabled the mean volumetric
flow rate to be determined from mass flow rate. This could then be used to
calculate the mean flow speed (v¯) into the system. For the test run shown in
Figure 3.9, the mean mass flow rate ¯˙m into the system was found to be 0.115
kg/s, corresponding to a mean flow speed of approximately 0.57 m/s. These
values are at the upper limit of those measured during the test runs presented
in this section.
3.3 Float position, velocity and acceleration
Figure 3.11 shows an example of raw position data for the duration of an
entire test run using an 8.9 ⇥ 10 3 kg float. During the first 5 s the float
remains stationary, as the camera was activated prior to flow entering the
system. The ball valve was opened gradually between 5 – 7 s, with the float
rising as water began to flow through the system. At approximately 7 s, the
flow became su ciently strong to close the check valve, resulting in the first
pressure surge. This caused the water level within the chamber, and hence the
float, to abruptly accelerate upwards. As it did so the check valve reopened,
and the float briefly began to fall from its peak position before the check valve
closed a second time. This second closure created another pressure surge that
forced the float back upwards.
From 7 – 10 s the ball valve was opened further, increasing the mean
position of the float y¯ within the chamber. From 10 s onwards, the position
of the ball valve was held constant and the system was allowed to oscillate
naturally. During this period, y¯ gradually fell because of the diminishing head
within the reservoir. Although some small variations in the amplitude and the
position of the minima and maxima occur from one oscillation to the next,
the general shape of the oscillations appears to remain relatively consistent
throughout this period. The variations are ascribed to the presence of higher
order frequencies within the signal, which are discussed in greater detail below.
At 27 s, the ball valve was quickly shut, which caused the float to rapidly
drop towards its initial position. During this period the check valve closed
once more, creating a tiny final oscillation before the flow through the system
ceased. This reduction in the momentum of the fluid in the pipe, coupled
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with the buoyancy and free surface forces acting upon the float, caused it to
oscillate briefly about its minimum position before it finally came to a rest at
the end of the test run.
Figure 3.12a shows the position of the float between 15 – 20 s for the
same test run, providing a more detailed view of its motion. The shape of
the oscillations is somewhat like those of a sin(t) wave, as they feature short,
sharp minima that contrast with the relatively smooth, broad maxima. Each
minima corresponds to a pressure surge generated by a valve closure passing
underneath the chamber. The excess pressure serves to force both the float
and the water within the chamber sharply upwards, abruptly changing their
trajectory. Due to its high speed (calculated to be approximately 530 m/s from
Equation 2.31 in Chapter 2) the pressure surge passes the chamber extremely
quickly, meaning the excess pressure is only acting upon the float for a brief
period.
For most of the oscillation period, the main forces acting upon the float are
weight, buoyancy, free surface forces and friction from the pipe walls. Since
the water level is moving independently of the float, the float buoyancy will
be slightly greater than weight on the upstroke. This is because the water
will begin to rise before the float (due to the float’s inertia) meaning slightly
more of the float will be submerged than it would otherwise be during static
conditions. Meanwhile, the opposite will be true on the downstroke.
The combination of weight and friction diminishes the upwards momentum
of the float and eventually reverses its direction, creating the broad peaks that
can be seen in Figure 3.12a. The oscillations are slightly skewed in shape,
with the upstroke period smaller than the downstroke period. This can be
seen more clearly below in Figure 3.17 and is due to the di↵erence in the
forces acting on the float between the upstroke and downstroke. In this case,
the mean oscillation amplitude was found to be 0.042±0.001 m, and the mean
total frequency 3.288± 0.004 Hz.
The behaviour of the float can be studied further by examining Figure 3.12b
and c, which illustrate the corresponding velocity and acceleration of the float.
From Figure 3.12b, the velocity of the float changes dramatically following a
valve closure event, going from 0.4 m/s downwards to around 0.5 m/s upwards.
This maximum occurs shortly after the float has reversed direction. Given
the small range of motion it is a rather large number, suggesting that the
float undergoes significant acceleration. Figure 3.12c shows that the peak
acceleration of the float is typically over 50 m/s2 and in some cases approaches
100 m/s2. Although this value is sustained only very briefly, it is extremely
large; to put it into context, the NASA space shuttle was limited to 30 m/s2
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to ensure the safety of the astronauts (NASA, 2011).
The float acceleration during the rest of the oscillation is significantly lower
than the peak value. It is also highly variable, which indicates the presence
of higher order frequencies within the overall position-time signal. Figure 3.13
presents the data shown in Figure 3.12 in the frequency domain, as determined
using the FFT algorithm in MATLAB. The main component of the position
signal can be seen at 3.480 Hz, although its magnitude of 0.009 m is signif-
icantly smaller than the value of 0.026 ± 0.001 m that was determined from
the data in the time domain. This is because of the relatively wide frequency
bin width of 0.120 Hz, and the fact that the magnitude of any frequency that
does not directly correspond to a multiple of the bin width is underreported
by an FFT.
While identifying the main frequency component of the oscillations, the
FFT also shows the higher order frequencies in the signal. These occur at
integer multiples of the main component, with their magnitude decaying with
increasing frequency. From Figure 3.13b, which shows the phase angle of these
frequency components, the main components within the signal are typically
out of phase with one another.
These higher order frequencies are the reflected remains of previous pressure
surges generated by preceding valve closure events. As discussed in Section
2.4.1, these do not simply disappear after propagating up the drive pipe, but
linger within the system as their intensity is gradually diminished by friction
from the pipe walls. There is more than one type of reflected pressure wave
within the system, since the pressure will not only be reflected at the inlet
and valve, but also by the chamber. Waves are therefore reflected between the
valve and the chamber, the chamber and the inlet and the valve and the inlet.
These waves are important because they a↵ect the pressure inside the sys-
tem, and hence the flow rate through the device and the forces acting upon the
valve. In doing so they alter the valve behaviour and a↵ect the magnitude of
the pressure surges in the chamber. It is hypothesised that this is the reason
the peak acceleration values shown in Figure 3.12c fluctuate to the extent that
they do, as exemplified by the fact that the mean of the peak values is 73.5 ±
15.0 m/s2, a relative standard deviation of 20.4 %.
3.4 Oscillation characteristics
The mean oscillation amplitude of the 4.5 ⇥ 10 3 kg float is shown in Figure
3.14 as a function of input flow rate and head. The e↵ect of the input head on
the flow rate through the system can clearly be seen, however it is the opposite
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Figure 3.14: Mean oscillation amplitude of the 4.5⇥10 3 kg float as a function
of mean input flow rate and head.
of what would be expected if water were simply allowed to drain freely from
the reservoir. The largest input head resulted in the lowest mean flow through
the system, and vice versa. This behaviour is ascribed to the check valve,
which e↵ectively chokes the flow exiting the WHES and therefore regulates
the flow into the system. The pressure forces acting on the flap of the valve
are greater in a larger head, meaning it will close in a weaker flow and choke
the outflow to a greater extent. Conversely, in a lower head, a faster flow will
be required to compensate for the lower pressure.
The other notable feature shown in Figure 3.15 is the inversely proportional
relationship between the mean oscillation amplitude and the mean flow rate,
which indicates that the pressure surges generated by the WHES are larger
in weaker flows. This can be explained by considering the frequency of the
chamber oscillations and hence the frequency of the valve closures, which are
presented in Figure 3.15.
Figure 3.15 shows that the oscillation frequency is directly proportional to
the mean flow rate, illustrating that the valve is more willing to close in a larger
input. If the frequency of the valve closures is lower, it is open for a greater
period on average, enabling the flow to recover by a greater extent from one
closure to the next. The flow therefore experiences a greater momentum change
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Figure 3.15: Mean oscillation frequency of the 4.5⇥10 3 kg float as a function
of mean input flow rate and head.
when the valve does close, generating a larger oscillation within the chamber.
In higher mean flow rates, the valve closes more readily, preventing the flow
from recovering as much following each closure event. Although the mean flow
rate may be slightly larger, this will reduce the peak flow rate through the valve,
resulting in a smaller momentum change and lower amplitude oscillations. This
behaviour is studied in further detail during the mathematical investigation of
Chapter 4.
Given their respective relationships with the flow rate into the system, the
amplitude and frequency of the oscillations are inversely proportional to one
another. This is shown in Figure 3.16, which again illustrates how infrequent
valve closures cause larger chamber oscillations. This behaviour is also visible
in the mathematical predictions of Chapter 4, however the relationship shown
by the experimental data is linear, unlike that seen in the mathematical study.
This is because the peak outflow rate was kept constant in the mathematical
study, whereas it will naturally vary in a physical system due to the input
conditions and valve behaviour. The relationship shown in Figure 3.16 may
be quantified as:
a¯ =
 1f¯ +  2
H0
(3.5)
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Figure 3.16: Mean oscillation amplitude of the 4.5⇥10 3 kg float as a function
of mean frequency.
Where  1 and  2 are constants equal to -0.005 ± 0.001 m2s and 0.036 ± 0.001
m2, respectively.
As already discussed in Section 3.3, an important feature of the chamber
oscillations is the di↵erence between the upstroke and downstroke behaviour.
Figure 3.17 illustrates this relationship and shows that the downstroke period is
consistently larger than the upstroke period. This highlights the asymmetrical
nature of the oscillations, which as already discussed is due to the varying
forces acting on the float. This suggests that the power available from the
upstroke and downstroke will be di↵erent. The relationship shown in Figure
3.17 may be quantified as:
T¯D =
 1T¯U +  2
H0
(3.6)
Where the constants  1 and  2 equal -0.900 ± 0.040 m and -0.150 ± 0.050 m,
respectively.
The e↵ect of input on system behaviour can also be seen by examining the
mean water level within the chamber. Figure 3.18 illustrates this against the
mean flow rate and input head. The mean water level within the chamber
increases proportionally with both flow rate and head, which is again due to
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Figure 3.17: Relationship between mean upstroke and downstroke oscillation
periods.
Figure 3.18: Mean chamber water level as a function of flow rate and input
head.
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the behaviour of the valve. In lower flow rates when the valve is closing less
frequently, the outflow is choked to a lesser extent and more closely corresponds
to the mean inflow. As the input is increased, the valve chokes the outflow by a
greater extent, creating a larger di↵erence between the two and a higher water
level within the chamber due to conservation of mass. As the head within
the chamber increases, the pressure gradient in the drive pipe is diminished,
limiting the maximum input flow rate.
The relationship shown in Figure 3.18 is somewhat similar to that deter-
mined by the mathematical study in Chapter 4, insofar as the water level
within the chamber increases as a function of the input conditions. Unlike the
mathematical results, however, the chamber water level also increases with the
valve closure frequency. This again illustrates how the frequency of the valve
closures a↵ects the peak outflow rate, since this variable was kept constant in
the mathematical study but not in the experimental one.
3.5 Power
The velocity and acceleration data can be used to calculate the net force and
power of the float per Equations 3.2 and 3.3, respectively. Figure 3.19 provides
an example power curve for the 8.9 ⇥ 10 3 kg float data presented in Figure
3.12.
Figure 3.19 shows that the power of the float is subject to sudden, sharp
peaks. These correspond to the minima of each oscillation, where the float is
forces upwards by a pressure surge. In this case, the magnitude of the peaks
varies from roughly 140 – 450 mW, with a mean of 283 ± 87.2 mW. Between
the pressure surges, however, the power available from the system is much
lower. In this case the mean overall power available from the system was 15.6
± 51.2 mW. On average, the mean peak stroke power was found to be 15.5
times greater than the mean overall power.
Figure 3.20 plots the mean peak stroke power Ps of the float as a function of
the mean overall power P for the di↵erent mass floats. The disparity between
the peak stroke power and mean overall power can be seen by comparing the
magnitudes of the two axes. This suggests that increasing the frequency at
which the valve closes may provide more power on average, since it will result
in more frequent peaks. Whether or not this is true will depend upon how
the strength of the pressure surges is a↵ected by the valve closure frequency.
These e↵ects are studied in further detail below and in Chapter 4, where it is
shown that low frequency, high power oscillations will provide the most power
on average.
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Figure 3.19: Mechanical power of the 8.9 ⇥ 10 3 kg float during 15 – 20 s of
the test run presented Figure 3.11.
Using linear regression, a basic relationship between the mean stroke power
and the mean overall power can be determined from the data presented in
Figure 3.20:
Ps = m( 1P +  2) (3.7)
Where  1 and  2 are constants equal to 590 ± 70.6 kg 1 and 13.8 ± 3.51
W/kg, respectively.
These values are likely dependent upon the parameters of the system and
what it is driving. Equation 2.31 shows that changing the material that the
system is made from will vary the speed of the pressure waves, a↵ecting the
behaviour of the system. Equation 3.7 also does not consider the di↵erence
between the surface area of the floats and the cross-sectional area of the pipe.
A larger diameter float will have a greater cross-sectional area and hence cap-
ture more of the available pressure. This is demonstrated by the comparisons
between the floats with the piston below.
Figure 3.20 and Equation 3.7 also show that increasing the mass of the
float increases its power. This is because the weight of the float, which acts
in opposition to the force arising from the water hammer pressure pulse, is
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Figure 3.20: Relationship between mean overall power and mean peak stroke
power for each test run.
compensated for by the buoyancy force of the displaced water. The greater
surface area of the larger floats will also enable them to capture slightly more
pressure. There will be a limit to this however, since the maximum size of
the float will be limited by the size of the device. Figure 3.21 plots the mean
peak velocity and acceleration of the float (i.e. the mean of the values that
correspond to each power spike), and suggests that the mean peak acceleration
experienced by the float decreases with increasing mass, as one would expect.
Given that the input conditions a↵ect the behaviour of the valve and the
form of the oscillations within the chamber, they also a↵ect the power gener-
ated by the WHES. Figure 3.22 illustrates how the mean overall and stroke
power of the 4.5⇥ 10 3 kg float are a↵ected by the input conditions.
The mean overall power is directly proportional to the input flow rate,
which follows from the fact that the oscillations and hence the power peaks
become more frequent. The relationship between the mean flow rate and the
mean power shown in Figure 3.22a can be quantified as:
P¯ = H0( 1 ¯˙m+  2) (3.8)
Where  1 and  2 are constants equal to 0.224 ± 0.088 m/s2 and -0.025 ±
CHAPTER 3. EXPERIMENTAL INVESTIGATION OF WHES 86
Figure 3.21: Relationship between mean peak float acceleration and and ve-
locity for each test run conducted with the varying float masses.
0.014 kg·m/s3, respectively. Examining the mean peak stroke power in Figure
3.22b is less informative than the time-averaged power, beyond the fact that
it is significantly larger, since the correlation between the variables is much
weaker. This can be examined using the coe cient of determination R2:
R2 = 1  (
Pn
i=1 yi   yˆi)2
(
Pn
i=1 yi   y¯i)2
(3.9)
Where yˆ represents the value of y predicted by a model (i.e. the trend line).
An R2 value of 1 indicates that a model is capable of perfectly predicting
measured behaviour, while smaller values indicate that it is less accurate.
Table 3.1 presents R2 values for the data sets shown in Figure 3.22. While
the measured mean flow rate appears to correlate reasonably well with the
time-averaged power for all 3 input heads, there is little to no correlation
between the mean peak power and the flow rate. Consequently, no attempt is
made to quantify the relationship between the two variables.
This is contrary to what was expected. Since the oscillation amplitude is
inversely proportional to mean flow rate, it was thought that a lower mean
flow rate would provide more powerful strokes. A larger amplitude oscillation
should indicate the generation of a larger pressure surge, resulting in more
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Table 3.1: Coe cients of determination of the data sets presented in Figure
3.22.
Input head (mm) R2 mean overall power R2 mean peak power
510 0.929 0.091
540 0.472 0.135
570 0.747 0.294
force and power. The reason for this is the use of a floating body that is
relatively narrow compared to the chamber diameter, which allows much of
the pressure generated by the valve closures to escape.
Replacing the float with the piston shows that there is a correlation between
the mean stroke power and the amplitude of the oscillations. This is illustrated
by Figure 3.23, which shows the relationship between oscillation amplitude
and peak stroke power for ten test runs conducted using the piston. The
relationship shown has an R2 value of 0.830, which is significantly greater
than the R2 value for the floats summarised in Table 3.1. This is because the
piston has a much wider diameter than the floats, and is therefore capable of
capturing more of the excess pressure generated by the valve closures. Given
its much greater weight, free-surface forces and buoyancy also play a relatively
smaller role in its behaviour. The relationship shown in Figure 3.23 may be
quantified as:
P¯s = 60.8a¯  3.13 (3.10)
The other noteworthy feature of Figure 3.23 is the magnitude of the mean
peak power, which can be seen through comparisons with Figure 3.20b and
Figure 3.22b to be significantly greater than the power available from any of
the floats. Although this is partly due to the extra mass of the piston (which
was 15.0⇥ 10 3 kg compared to the 13.9⇥ 10 3 kg of the heaviest float), it is
again indicative of the piston capturing more of the excess pressure generated
by the valve closures.
The greater diameter of the piston enables it to reach much higher peak
velocity and acceleration values in comparison to the floats, as illustrated by
Figure 3.24. The various floats that were tested reached a mean peak velocity
of 0.45 to 0.58 m/s and a mean peak acceleration of 65 – 85 m/s2. Yet the
piston, which had the greatest mass of all of the bodies tested, reached a mean
peak velocity between 0.74 to 0.85 m/s and a mean peak acceleration between
85 – 125 m/s2. This demonstrates that using a body with as wide a diameter
as possible within the chamber will be the most e↵ective way of capturing the
power generated by the WHES.
This point is further illustrated by Figure 3.25, which plots the mean stroke
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Figure 3.23: Peak stroke power of the piston as a function of stroke amplitude.
Figure 3.24: Relationship between peak velocity and acceleration for the vari-
ous bodies driven by the WHES.
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Figure 3.25: Relationship between mean overall and mean stroke power for the
various bodies driven by the WHES.
power available from the various driven bodies as a function of their mean
overall power. The piston can again be seen to provide the most power, both
in terms of the peak power available per stroke and the average power available
over the course of a test run.
The relationship shown in Figure 3.25 between the mean and peak piston
power may be quantified as:
P¯s = 18.2P¯ + 0.06 (3.11)
The R2 value for this relationship is 0.980, which indicates a high correlation
between the two variables. Equation 3.11 quantifies the ratio of mean stroke
power to mean overall power, demonstrating that the power available from the
pressure surges is 18.2 times that available on average.
Given that the mean overall power is directly proportional to the mean peak
power, Equation 3.11 suggests that increasing the magnitude of the pressure
surges will be the most e↵ective way of maximising the power output from the
system. Since the piston stroke power is greater at larger amplitudes and low
frequencies, a low frequency system generating large amplitude oscillations will
likely be the most e↵ective. Controlling the behaviour of the valve may permit
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large amplitude oscillations to be generated at a higher frequenecy, however.
Equation 3.11 also indicates that the power take-o↵ system will need to be
capable of conditioning the power available from the device into a smoother
form, given that the mean stroke power is 18.2 times greater than the time-
averaged power. This could be done electrically, however any power condi-
tioning circuit will depend upon the method used to extract energy from the
chamber. This is investigated in Chapter 5, which presents details of two di↵er-
ent power take-o↵ systems: a linear alternator and a piston-crank mechanism.
3.6 Discussion
The results of these experiments show that it is possible to use the WHES to
generate vertical oscillations as intended, and that these oscillations can be
used to drive either a floating body or a piston up and down. The available
power occurs in brief peaks, which correspond to the pressure surge generated
by a valve closure. Although the pressure is only available for a very brief
period, it provides enough force to reverse the trajectory of a body within the
chamber and propel it back upwards to a speed that is large relative to the
distance travelled.
Once the pressure surge has passed, the power available over the remain-
der of the oscillation is significantly lower. This is due to the smaller forces
that act on the body during this period. Although there are reflected pressure
waves from previous valve closures still within the pipe, their magnitude is
reduced by friction to such an extent that they contribute little to the avail-
able power. Maximising the magnitude of the pressure surges will therefore
maximise the average power available. If a float is used, increasing the valve
closure frequency may also be advantageous. However, it is shown in Chapter 4
that increasing frequency actually reduces the average available hydrodynamic
power by diminishing the pressure surge strength.
The behaviour of the system is influenced by several factors, including the
input head and flow rate, which govern the oscillation frequency and ampli-
tude. These factors alter the forces on the valve, changing its behaviour and
hence impacting the momentum changes experienced by the water within the
drive pipe. Interestingly, there appeared to be no correlation between oscilla-
tion amplitude and power when the system was used to drive a floating body.
Yet when the piston was used, there was a clear correlation between the two
variables. The piston serves captures much more of the excess pressure gen-
erated by the valve closures than a narrow floating body, suggesting that a
piston-crank mechanism will be a suitable method for generating power from
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the device.
The hydrodynamic e↵ectiveness of the device can be explored by comparing
the power available from the scale model to the performance of conventional
tidal stream devices. For the floats, the maximum available mean peak power
was 0.581 ± 0.080 W, which occurred for the heaviest float oscillating in the
highest input flow rate. The corresponding mean overall power value was
computed as 0.028 ± 0.006 W. Normalising the power output for the cross-
sectional area of the pipe provides a mean peak power density of 2.887 ±
0.250 kW/m2, with a corresponding mean overall power density of 0.141 ±
0.021 kW/m2.
For the piston, the maximum mean peak power was 1.356 ± 0.353 W and
the mean overall power was 0.073 ± 0.018 W. The corresponding mean peak
power density is 6.744 ± 1.753 kW/m2, and the mean overall power density is
0.363 ± 0.087 kW/m2. Comparatively, the MCT SeaGen S device generates
an average 3.18 kW/m2 based on the power output and rotor sized reported in
Chapter 2. Although this is a crude comparison, given that it does not account
for e↵ects of scale or the input power, it indicates that the WHES may be
capable of producing reasonable amounts of power for its size, provided that
an e cient power take-o↵ system can be designed.
The results suggest several ways of maximising the power available from the
WHES. A piston or similarly wide object should be used in the chamber to cap-
ture as much of each pressure surge as possible. If such an object is used, then
increasing the magnitude of the pressure surges will result in a greater overall
power output. For the uncontrolled valve used in this experiment, oscillation
amplitude was inversely proportional to closure frequency. This suggests that
maximising the pressure surges will require a low frequency system. Increasing
the cross-sectional area of the drive pipe and chamber should also increase the
power available from the system, since a larger diameter will enable more of
the force available in the pressure surges to be captured. This is studied in
further detail in Chapter 4.
Other topics that have arisen from this investigation include the higher
order components within the position-time signal. These are the remains of
pressure surges generated by previous valve closures, which are reflected up and
down the drive pipe as they decay. It is hypothesised that these waves have
a small impact on the behaviour of the check valve, altering the magnitude of
the pressure surges it generates. Additionally, the fact that altering the input
conditions a↵ects the behaviour of the valve suggests that a given valve design
will only be capable of operating within a specific range of input conditions.
Controlling the behaviour of the valve is therefore likely to be a necessity if
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the WHES is to behave consistently and reliably. Given the variable nature of
the tides, a WHES operating in a tidal stream will be more likely to require
a controlled valve, which would come at the cost of increasing the complexity
of the system. If a WHES were operating in a more predictable environment,
such as an elevation head provided by a river or reservoir, and an appropriate
valve was chosen, a control system may not be strictly necessary for the device
to function, as demonstrated by this experiment and hydraulic ram pumps.
3.7 Chapter conclusions
This chapter has presented the methods and results of an experimental inves-
tigation into the hydrodynamics of the Water Hammer Energy System. The
results indicate that the WHES is capable of functioning as intended and may
have the capacity to generate reasonable amounts of power if scaled up and
combined with an e↵ective power take-o↵ system.
When driving a float, the scale model tested in this chapter was calculated
to provide a maximum mean stroke power of 0.581 ± 0.080 W, and 0.028 ±
0.006 W on average. Normalising the power output for the size of the device
indicates a mean peak power density of 2.887 ± 0.250 kW/m2 and a mean
overall power density of 0.141 ± 0.021 kW/m2, suggesting the device may
have potential for generating power in a real world setting. This is particularly
true when considering the mean peak and overall power density that would
be available from a piston, which was found to be significantly larger at 6.744
± 1.753 kW/m2 and 0.363 ± 0.087 kW/m2, respectively. Several empirical
relations, capable of predicting the power from the tested device and various
other parameters, have also been derived, although these are thought to be
device specific.
The results suggest that a piston will be more e↵ective than a floating body
for extracting energy from the system. Given that more powerful pressure
surges are generated by lower valve closure frequencies, it is hypothesised that
a low frequency, high pressure system will be the most e cient design. This
would occur in lower input rates if a freely closing check valve is used, again
indicating that the system will be e↵ective in low input conditions.
Further studies need to be conducted before the e↵ectiveness of the WHES
can be assessed with any certainty, however. These include how parameters
that were not tested during these experiments (such as valve behaviour and
system size) influence performance. The hydrodynamic e ciency of the device
(i.e. the e ciency at which the power in the input flow can be converted to
hydraulic power within the chamber) must also be quantified. These factors
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are assessed in Chapter 4, which uses a mathematical model to investigate
variables that would otherwise prove too di cult, costly or time-consuming to
test experimentally. The main variables investigated are:
• The e↵ect of valve behaviour and outflow on the magnitude of the pres-
sure surges and the hydrodynamic e ciency of the device.
• The e↵ect of input conditions on performance if the valve behaviour is
held constant.
• The e↵ect of device diameter on performance.
Chapter 4
Mathematical model &
parametric study
Chapter 3 detailed an experimental investigation into the performance of the
Water Hammer Energy System, providing details on the basic behaviour of
the device and the how varying the input a↵ects system performance. Many
variables that will impact upon the system were not investigated, however,
due to the di culty of doing so. The hydrodynamic e ciency of the system
was not quantified either, since the power measurements depended upon the
object the system was driving.
This chapter presents a mathematical investigation into the hydrodynamics
of the water hammer energy system. The aims of this study were to identify
how the behaviour of the system is governed by variables that were not tested
in the previous chapter and evaluate the hydrodynamic e ciency of the system,
which is defined as the ratio of the hydraulic power available in the chamber
to the power available from the input flow.
To achieve this, the study was split into three separate parts:
• Outflow behaviour in fixed input conditions.
• Input conditions when outflow remains constant.
• System size with constant input and outflow velocity.
These topics were investigated using the ordinary di↵erential equations
that describe the behaviour of simple surge tanks. These are vertical pipes
of water located upstream of a valve, and therefore very similar to the Water
Hammer Energy System. Four periodic functions were used to approximate
the oscillatory flow through the valve, enabling the e↵ect of outflow behaviour
to be studied. Following this, the outflow was approximated using a sawtooth
wave (which provided the closest match to the experimental observations of
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Chapter 3) to investigate the e↵ects of varying input conditions and system
size on performance.
4.1 Governing equations
The chamber in the Water Hammer Energy System is an open standpipe lo-
cated upstream of the valve, making it very similar to a simple surge tank.
The equations governing surge tank behaviour are therefore an ideal starting
point for predicting the performance of the WHES. This section presents a
derivation of the momentum and continuity equations for a simple surge tank,
based on that found in Chaudhry (2014).
Figure 4.1 illustrates a reservoir of head H0 connected to a rigid pipe of
length l and cross-sectional area Ap. Water flows through this pipe at a vol-
umetric flow rate Qp towards the vertical chamber of cross-sectional area Ac.
Downstream of the chamber is the valve, which opens and closes periodically
and thus governs the volumetric flow rate Qv that passes through it.
Figure 4.1: Reservoir, chamber and valve system.
4.1.1 Conservation of momentum
To calculate the variation in the chamber water level, it is first important
to consider the forces that act upon the water within the pipe. These are
illustrated in the free body diagram of Figure 4.2: force F1 is due to the
pressure of the water within the reservoir, F2 results from the water pressure
within the chamber, F3 represents the friction between the water and the pipe
walls, and F4 corresponds to the weight of the water within the pipe.
As previously static fluid in the reservoir flows into the pipe at a velocity
vp, some of the input head is lost as pressure energy is converted into kinetic
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Figure 4.2: Free body diagram showing the forces in the pipe between the
reservoir and chamber.
energy. This pressure drop is equivalent to the velocity head Hv, given by:
Hv =
vp2
2g
(4.1)
Further head losses Hl occur as fluid leaves the reservoir and enters the
pipe. These are governed by the geometry of the inlet:
Hl = k
vp2
2g
(4.2)
Where k is a loss coe cient that is determined by the shape of the inlet.
Inside the pipe, friction causes a further head loss hf , which can be determined
according to the Darcy-Weisbach equation:
Hf =
⇤vp2l
2gD
(4.3)
Where D is the pipe diameter and ⇤ is the Darcy-Weisbach friction factor,
which is dependent upon the roughness of the pipe and whether the flow is
laminar, transitional or turbulent. This is dependent upon the Reynolds num-
ber Re, which for pipe flow is given by:
Re =
⇢vpD
µ
(4.4)
Where µ is the dynamic viscosity of the fluid.
In laminar flow (Re < 2300), the roughness of the pipe can be neglected,
allowing ⇤ to be calculated trivially:
⇤ =
64
Re
(4.5)
For turbulent flow (Re > 4000), ⇤ can be calculated using the Colebrook-
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White equation:
1p
⇤
=  2 log10
✓
2.51
Re
p
⇤
+
"
3.71D
◆
(4.6)
Where " is the absolute roughness of the pipe wall. In transitional flow
(2300 < Re < 4000), ⇤ is subjected to large uncertainties and can be dif-
ficult to accurately determine. In this region, it may be estimated using a
Moody diagram if the flow is fully developed.
Considering these head losses, the forces in the pipe shown in Figure 4.4
are:
F1 = ⇢gAp(H0  Hv  Hl) (4.7)
F2 = ⇢gApy (4.8)
F3 = ⇢gApHf (4.9)
F4 = ⇢gApl (4.10)
Where density ⇢ = 998.2 kg/m3 for fresh water, acceleration due to gravity g
= 9.81 m/s2 and y is the water level within the chamber, which is considered
to be positive in the upwards direction.
If fluid that is propagating towards the downstream end of the pipe shown
in Figure 4.2 is considered to be travelling in the positive direction, the net
horizontal force acting upon the flow is given by:X
Fh = ⇢gAp (H0  Hv  Hl  Hf   y) (4.11)
By Newton’s second law, this force is equivalent to the fluid’s rate of change
of momentum: X
Fh = m
dvp
dt
(4.12)
The mass m of the water within the pipeline is given by:
m = ⇢Apl (4.13)
While the water velocity vp is given by the volumetric flow rate and the
cross-sectional area of the pipe:
vp =
Qp
Ap
(4.14)
Therefore:
m
dvp
dt
= ⇢l
dQp
dt
(4.15)
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Hence, from Equation 4.12:
dQp
dt
=
gAp
l
(H0  Hv  Hl  Hf   y) (4.16)
dQp
dt
=
gAp
l
✓
H0   y   Qp|Qp|
2gAp
2
✓
1 +K +
⇤l
D
◆◆
(4.17)
Equation 4.17 is the momentum equation, which shows that any change in
the momentum of the fluid in the drive pipe is caused by a di↵erence in the
water level between the reservoir and the chamber. What would otherwise be a
Qp
2 term is written as Qp|Qp| to account for any reversal in the flow direction.
A constant   may be defined for a given system and Reynolds number to
simplify Equation 4.17 further:
dQp
dt
=
gAp
l
(H0   y    Qp|Qp|) (4.18)
Where:
  =
1
2gAp
2
✓
1 +K +
⇤l
D
◆
(4.19)
For a system driven by a static reservoir or a pure elevation head, the
input head H0 is equivalent to the level of water above the inlet. For a system
operating in a dynamic input such as a tidal stream, however, the flow into
the system will already be moving at a velocity v. Therefore, from Bernoulli’s
principle:
H0 = H +
v2
2g
(4.20)
Where H is the water level above the inlet. For a dynamic input flow,
Equation 4.17 will therefore become:
dQp
dt
=
gAp
l
✓
H +
v2
2g
  y   Qp|Qp|
2gAp
2
✓
1 +K +
⇤l
D
◆◆
(4.21)
4.1.2 Conservation of mass
By conservation of mass, the amount of fluid flowing into the junction shown
in Figure 4.1 from upstream Qp must be equal to the amount flowing out of
the downstream end through the valve Qv, plus the amount flowing into the
chamber Qc. Hence:
Qp = Qv +Qc (4.22)
The flow rate in the chamber Qc can be determined from the area of the
chamber Ac and the flow speed vc within. The latter will be equal to the rate
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of change of the water level dydt :
Qc = Ac
dy
dt
(4.23)
Therefore:
dy
dt
=
1
Ac
(Qp  Qv) (4.24)
Equation 4.24 is the continuity equation, and shows how the water level
within the chamber is governed by the di↵erence between the flow rate in the
drive pipe and the discharge through the valve. Both will depend upon the
input conditions and the behaviour of the valve.
4.1.3 Pressure, power and e ciency
To determine the hydraulic power P in the chamber, it is first necessary to
know the pressure p of the water within. This can be determined using the
unsteady form of Bernoulli’s principle (Equation 4.27). A derivation for this,
based upon that provided by Massachusetts Institute of Technology (2013), is
summarised here and subsequently used to determine the chamber pressure.
Beginning with Euler’s equation of motion for a one-dimensional, transient
flow (Equation 4.25), and integrating between two points along a streamline s
(illustrated in Figure 4.3) shows that:
⇢
@vs
@t
+ ⇢vs
@vs
@s
=  @p
@s
  ⇢g@z
@s
(4.25)
Z 2
1
⇢
@vs
@t
@s+
Z 2
1
⇢vs
@vs
@s
@s = p1   p2 + ⇢g (z1   z2) (4.26)Z 2
1
⇢
@vs
@t
@s+
✓
p+
1
2
⇢vs
2 + ⇢gz
◆
2
=
✓
p+
1
2
⇢vs
2 + ⇢gz
◆
1
(4.27)
From Figure 4.3, the integral on the left hand side of Equation 4.27 can be
split into several terms:Z 2
1
⇢
@vs
@t
@s =
Z a
1
⇢
@vs
@t
@s+
Z b
a
⇢
@vs
@t
@s+
Z 2
b
⇢
@vs
@t
@s (4.28)
If the area of the reservoir is assumed to be much greater than that of
the pipe, and the pipe entry region is small compared to its length, then the
transient velocities between 1 and a and a and b will be negligible
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Figure 4.3: Streamline in the reservoir, chamber and valve system. Adapted
from Massachusetts Institute of Technology (2013).
compared to those between b and 2 . Therefore:Z 2
1
⇢
@vs
@t
@s ⇡
Z 2
b
⇢
@vs
@t
@s =
Z 2
b
⇢
@v2
@t
@s = ⇢
@v2
@t
l (4.29)
Combining Equation 4.29 with Equation 4.27 shows that:
⇢
@v2
@t
l +
✓
p+
1
2
⇢vs
2 + ⇢gz
◆
2
=
✓
p+
1
2
⇢vs
2 + ⇢gz
◆
1
(4.30)
Assuming that vs1 = 0 m/s, taking atmospheric pressure as gauge pressure
(i.e. p1 = 0 Pa), and rewriting in terms of pipe flow rate (Qp = vp/Ap),
reservoir head (H0) and chamber head (y):
⇢l
Ap
@Qp
@t
+ p2 +
⇢Qp
2
2Ap
2 + ⇢gy = ⇢gH0 (4.31)
Given that the only derivative term in Equation 4.31 is with respect to
time, the pressure at the chamber can therefore be computed as:
p2 = ⇢
✓
g(H0   y)  Qp
2
2Ap
2  
l
Ap
dQp
dt
◆
(4.32)
The hydraulic power of the fluid in the chamber may be calculated accord-
ing to its pressure and flow rate:
P = p2Ac
dy
dt
(4.33)
Finally, the e ciency ✏ of the system can be defined as the ratio between
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the power in the chamber and that available from the input flow:
✏ =
P
Pav
=
P
⇢gQ0H0
(4.34)
Where Q0 represents the flow rate available from the input water supply. Given
the behaviour that was observed during Chapter 3, the hydraulic power avail-
able on the downstroke is ignored during this analysis.
4.1.4 Valve behaviour
Solving Equations 4.17 and 4.24 is commonplace in the design of surge tanks
for systems where a valve may close abruptly and then remain closed, such
as shutting o↵ the flow to a turbine in a conventional hydropower plant. In
the WHES, however, a valve will repeatedly open and close at some frequency
f , causing Qv to vary periodically. It is therefore possible to approximate Qv
using a variety of di↵erent periodic waveforms, such as the sine, triangular,
square and sawtooth waves illustrated in Figure 4.4.
Figure 4.4: The four di↵erent waveforms used to approximate Qv.
Approximating the flow rate in this manner dispenses with the need to
directly model the valve, enabling the hydrodynamics of the system to be
investigated independently of valve design. The waveforms shown in Figure
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4.4 can be generated using Equation 4.35 for the sine wave, Equation 4.36 for
the triangular wave, Equation 4.37 for the square wave and Equation 4.40 for
the sawtooth wave.
Qv = Q sin (2⇡ft) (4.35)
Qv = Qf
✓
t  f
2
 
2ft+
1
2
⌫◆
( 1)b2ft+ 12c (4.36)
Qv = Q (2bftc   b2ftc+ 1) (4.37)
Qv = 2Q
✓
ft 
 
ft+
1
2
⌫◆
(4.38)
Where Q is the peak discharge rate and f is the frequency of valve closure
events. The symbol bnc represents the floor function, which maps a given
number n to the largest previous integer m:
bnc = max{m 2 Z|m  n} (4.39)
4.2 Methodology
4.2.1 Equation solution
If the frictional terms are included in the governing equations then cannot be
solved analytically; numerical methods must be employed instead. The com-
mercial software MATLAB (MathWorks, 2015) features a range of algorithms
for solving ordinary di↵erential equations numerically. One is ode45 (Math-
Works), which is a versatile algorithm and the one employed for the purposes
of this investigation. The ode45 algorithm is based on the Dormand-Prince
method, one a family of explicit Runge-Kutta methods (Dormand and Prince,
1980). For a system of first order ordinary di↵erential equations where the
initial conditions are known:
dy
dx
= F [x, y(x)], y(x0) = y0 (4.40)
The general explicit Runge-Kutta method allows the value of y at a certain
value of x to be calculated through the definition of a step of size h > 0:
yn+1 = yn + h
8X
i=1
biki (4.41)
Where:
ks = F [xn + csh, yn + h(as1k1 + as2k2 + . . .+ as,s 1ks 1)] (4.42)
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Particular Runge-Kutta methods are defined according to the number of
solution stages s, the coe cients aij of the Runge-Kutta matrix, and the values
of the coe cients bi and ci. One method of displaying these coe cients is to
use a Butcher tableau, such as the example shown in Table 4.1.
Table 4.1: Example Butcher tableau illustrating the coe cients used by the
general Runge-Kutta method.
0
c2 a21
...
...
. . .
cs as1 as2 . . . as,s 1
bi b1 b2 . . . bs 1 bs
Table 4.2: Butcher tableau for the Dormand-Prince method (Dormand and
Prince, 1980).
0
1
5
1
5
3
10
3
40
9
40
4
5
44
45
 56
15
32
9
8
9
19372
6561
 25360
2187
64448
6561
 212
729
1
9017
3168
 355
33
46732
5247
49
176
  5103
18656
1
35
384
0
500
1113
125
192
 2187
6784
11
84
bi
⇤ 35
384
0
500
1113
125
192
 2187
6784
11
84
0
bi
5179
57600
0
7571
16695
363
640
  92097
339200
187
2100
1
40
The Dormand-Prince method evaluates six functions to provide accurate
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fourth and fifth order solutions, with an estimate of the solution error given as
the di↵erence between the two. If the value of the lower order step is defined
as:
yn 1⇤ = yn + h
8X
i=1
bi
⇤ki (4.43)
The general error may be defined as:
en+1 = yn+1   yn+1⇤ = h
8X
i=1
(bi   bi⇤)ki (4.44)
A Butcher tableau can be extended to illustrate the values of bi
⇤. Table
4.2 illustrates the coe cients used by the Dormand-Prince method.
An example of the MATLAB code employing ode45 to solve Equations
4.17 and 4.24 is provided in Appendix D. The code was run using a laptop
computer with 4 GB of RAM and a 2.7 GHz dual-core processor.
4.2.2 Investigation overview
The main aim of this study was to investigate variables that would otherwise
prove too di cult, time consuming or expensive to investigate via physical
experimentation. These include the behaviour of the flow through the check
valve and device size.
The check valve is responsible for altering the momentum of the water
within the drive pipe, and its behaviour is therefore a crucial factor in the
performance of the WHES. Consequently, the first part of the mathematical
study examined how device hydrodynamics are a↵ected by varying the flow
through the valve in fixed input conditions. This was achieved by investigating:
• The form of the flow rate through the valve (i.e. the four periodic wave
functions described in Section 4.1.4) when it is closing at a fixed fre-
quency and peak outflow rate.
• The frequency of the valve closures when the peak outflow rate is fixed.
• The peak flow rate through the valve when the closure frequency remains
constant.
The system parameters were chosen to reflect those of the test rig discussed
in Chapter 3 for the purposes of validation. These are presented in Table 4.3,
along with the initial conditions used for solving the governing equations.
The initial flow rate within the drive pipe was set as 0.00 m3/s to fully
reflect the experiments presented in Chapter 3, where the water within the
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Table 4.3: Summary of the parameters of the modelled system and the initial
conditions used during equation solution.
Cross-sectional area of chamber Ac (10 4 m2) 2.01
Cross-sectional area of pipe Ap (10 4 m2) 2.01
Pipe diameter D (10 2 m) 1.6
Drive pipe length l (m) 1.30
Reservoir head H0 (m) 0.50
Inlet head loss coe cient K (-) 0.50
Reynolds number Re (103) 8.40
Darcy friction factor ⇤ (10 2) 4.52
Initial chamber head y (m) 0.00
Initial pipe flow rate Qp (m3/s) 0.00
system was static until the ball valve between the drive pipe and reservoir was
opened. The Reynolds number was calculated according to the diameter of
the pipe and a mean flow speed of 0.50 m/s, which was determined from the
flow rate measurements of Chapter 3.
Following this, attention was turned to the e↵ect the input conditions have
when the behaviour of the outflow remains constant. For this section of the
study, the system parameters were kept identical to those shown in Table 4.3.
The e↵ect of input head was tested by varying H0 in 0.25 m intervals, from
0.25 m to 0.75 m, respectively. A velocity input case, with H = 0 m and v =
0.5 m/s, was also simulated.
Finally, the e↵ect of system size on performance was investigated. Table 4.4
summarises the parameters of the three system sizes that were tested during
this study.
4.3 Validation
Before conducting a numerical analysis, it is important to check whether the
solution of the governing equations produces results that are physically valid.
This can be achieved by ensuring the step size of the solver is su ciently
small to accurately capture physical behaviour, and subsequently comparing
the mathematical predictions to experimental data.
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Table 4.4: Summary of parameters used for testing the e↵ects of system size
on performance.
System size Small Medium Large
Drive pipe
length (m)
1.30 1.30 1.30
Drive pipe
diameter (cm)
1.60 3.20 4.80
Chamber diameter
(cm)
1.60 3.20 4.80
Peak valve
discharge (10 4 m3/s) 2.01 8.04 18.1
Reservoir
head (m)
0.50 0.50 0.50
Inlet head
loss (-)
0.50 0.50 0.50
Reynolds
number (103)
8.40 16.8 33.6
Darcy friction
factor (10 2) 4.33 4.04 3.88
Initial chamber
head (m)
0.00 0.00 0.00
Initial pipe
flow rate (m3/s)
0.00 0.00 0.00
4.3.1 Solution convergence
If the step size used during equation solution is too large, then details will be
missed and the results less accurate. If the step size is too small, however, the
solution process will take a longer period of time and may be computationally
ine cient. A convergence study identifies an optimal step size by repeatedly
solving a problem while systematically reducing the step size from one solution
to the next. The di↵erence between the predictions of one solution and the
previous are quantified, allowing an acceptable step size to be chosen based
on the increase in accuracy against computational cost. This process is most
useful in the numerical solution of partial di↵erential equations where step sizes
are required for multiple variables; however it is still worthwhile to conduct
when solving ordinary di↵erential equations.
Table 4.5 details the results of the convergence study conducted prior to
the rest of this investigation. Equations 4.17 and 4.24 were solved using a
sawtooth function to approximate Qv; the amplitude of this function Q was
set to 2 ⇥ 10 4 m3/s and the frequency was set to 2.5 Hz. The predictions
for the chamber water level as a function of time were then studied using a
peak analysis code to determine the mean amplitude of the oscillations within
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the chamber. The accuracy of the di↵erent time-steps was quantified as the
percentage di↵erence between the mean amplitude predicted by one time-step
and that predicted by the following case.
Table 4.5: Summary of the solution convergence study.
Solution
number
Time-step
size (ms)
Steps per
second (-)
Mean oscillation
amplitude (mm)
Solution
error (%)
1 1000 1 47 0
2 500 2 47 29.8
3 250 4 33 -8.64
4 125 8 35.9 23.1
5 64 15.6 44.2 -9.22
6 32 31.3 48.2 -2.1
7 16 62.5 49.2 -0.1
8 8 125 49.3 N/A
Table 4.5 shows that the time-step can have a significant impact on the
accuracy of the results, highlighting the importance of choosing an appropriate
step size before conducting the investigation. A time-step of 16 ms was chosen
for the rest of the study, due to the relatively low error of 0.10 % in the mean
amplitude predictions as well as the manageable number of steps per second.
4.3.2 Comparison of results with experimental data
Figure 4.5 compares values of y that were computed through the solution of
Equations 4.17 and 4.24 with data from one of the experimental runs with the
4.5⇥10 3 kg float discussed in Chapter 3. Although the equations predict the
motion of water. rather than a floating body, the mass of the float was deemed
su ciently small for inertial e↵ects to be neglected. A sawtooth wave was used
to approximate the flow through the valve, with the frequency term set to that
of the main frequency component seen in the data (3.6 Hz). The maximum
flow rate through the valve set at 90 % of that available from the input head to
account for the retardation of the flow by the valve. The remaining parameters
used in the Equation salutation are equal to those shown in Table 4.4.
The predictions using the sawtooth wave appear to show good agreement
with the observed float behaviour, with a root mean square error of 0.0138 m
between the predictions and the observations, corresponding to 3.37 % of the
median float position between 10-12 s. The agreement is also visible in Figure
4.5; the predicted oscillations feature both the same broad peaks and sharp
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Figure 4.5: Comparison of sawtooth wave boundary condition predictions with
experimental data.
troughs visible in the experimental data. This indicates that the equations are
capable of accurately replicating physical behaviour and that they are a valid
method for investigating the hydrodynamics of the WHES.
One di↵erence between the equations and the experimental data can be
seen in the time required for flow to reach a steady periodic state. This took
approximately 10 s for the mathematical predictions, compared to the 5 s
seen in the experimental data. This is due to the assumption of a constant
maximum flow rate through the valve and an instantaneous increase in the
flow rate into the system, rather than the gradual one that occurred in reality.
4.4 Study results
4.4.1 E↵ect of outflow rate
This section presents the e↵ects of the outflow rate on the performance of the
WHES. All of the initial conditions and system parameters were kept constant
for each case; Equations 4.17 and 4.24 were solved according to the numerical
methods described in Section 4.2.1 using a time-step of 16 ms.
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Form of Qv
In a conventional surge tank, the valve chokes the discharge out of the pipe
rather than generating periodic flow. It is therefore useful to discuss the os-
cillations generated by a single closure before investigating those caused by a
periodic valve. Figure 4.6 illustrates how the water level within the chamber
will vary following a single valve closure (either full or partial) that chokes the
discharge to a greater or lesser extent.
Figure 4.6: Chamber water level predictions for various constant values of Qv.
The curves shown in Figure 4.6 are damped sine waves, the typical shape of
the pressure oscillations generated by a partial or full valve closure (Chaudhry,
2014). The amplitude of the oscillations is dependent upon Qv, with the largest
surges occurring when Qv= 0 m3/s and the smallest when the outflow is largest
(Qv = 2⇥ 10 4 m3/s). This is because the water within the pipe experiences
the greatest change in momentum in former case and thus a larger pressure
surge, to the extent that the water level within the chamber exceeds the input
head during some of the initial oscillations. The mean value of y (y¯) also
increases as Qv is reduced due to conservation of mass, eventually matching
the input head of 0.50 m at Qv= 0 m3/s.
Figure 4.7 illustrates the corresponding predictions for the pipe flow rate
Qp. Again, the largest oscillations occur when Qv= 0 m3/s; in this case, Qp
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reverses direction due to the large head in the chamber rising above that of
the reservoir. The reduction in the peak flow rate from 1.86 ⇥ 10 4 m3/s to
 9.38 ⇥ 10 5 m3/s in a time of 1.28 s corresponds to a linear deceleration of
approximately 1.10 m/s2. As with the surface elevation, the flow rate decays
with time due to frictional damping.
Figure 4.7: Drive pipe flow rate predictions for various constant values of Qv.
The predictions shown in Figure 4.6 and Figure 4.7 indicate that the ampli-
tude of the oscillations generated by a periodic Qv will be governed by how the
discharge out of the system varies with time. This will depend upon factors
such as the maximum discharge permitted by the valve, the frequency of the
valve closures and the overall form of the flow rate as a function of time.
Figure 4.8 presents predictions of the water level within the chamber for a
system where Qv is modelled using sinusoidal, triangular, square and sawtooth
functions. The four di↵erent Qv waves were generated with Equations 4.35 –
4.40, with Q set to 2 ⇥ 10 4m3/s and f = 3 Hz for each case. A second plot
shown in Figure 4.9 presents a scaled view of these predictions between 15 –
20 s. The corresponding pipe flow rate Qp, chamber pressure p and hydraulic
power P predictions between 15 – 20 s are shown in Figures 4.10, 4.11 and
4.12 respectively.
Figure 4.8 and Figure 4.9 show that the oscillations generated by periodic
discharge are quite di↵erent to those generated by constant outflow, as they
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Table 4.6: Summary of the characteristics of the oscillations and pressure
surges generated by the four periodic outflow functions between 15 – 20 s.
Sine Sine Triangle Square Sawtooth
y¯ (m) 0.44 ± 0.02 0.43 ± 0.02 0.44 ± 0.04 0.42 ± 0.01
a¯ (⇥10 3 m) 52.8 ± 0.68 42.7 ± 3.00 78.6 ± 14.7 38.1 ± 2.90
Qv (⇥10 4 m3/s) 1.00 ± 0.71 0.99 ± 0.58 1.02 ± 0.99 0.98 ± 0.58
 Qp (⇥10 6 m3/s) 4.13 ± 0.05 3.32 ± 1.17 10.0 ± 15.3 2.90 ± 1.21
 p (⇥102 Pa) 10.3 ± 0.10 6.55 ± 0.16 11.9 ± 5.38 10.1 ± 0.91
P (⇥10 2 W) 1.54 ± 2.26 1.70 ± 2.14 2.76 ± 4.51 1.63 ± 2.54
Pmax (⇥10 2 W) 6.42 ± 0.22 5.68 ± 0.81 8.63 ± 6.23 8.63 ± 0.81
✏ (%) 3.13 ± 4.59 3.45 ± 4.35 5.62 ± 9.16 3.31 ± 5.17
✏max (%) 13.0 ± 0.46 11.5 ± 1.65 17.8 ± 12.5 17.5 ± 1.64
are comparatively small in amplitude. From Figure 4.8, these smaller oscil-
lations become apparent for each periodic function as y approaches its initial
maximum of around 0.5 m. After this, y¯ oscillates briefly before settling to
a relatively consistent value. Although the maximum flow rate for all of the
periodic cases is 2 ⇥ 10 4 m3/s, equivalent to the least choked flow case pre-
sented in Figure 4.6, for all of the periodic cases y¯ is much greater than the
0.24 m of the constant case.
This can be seen more clearly in Table 4.6, which summarises the data
presented in Figures 4.9 to 4.12. This includes the mean water level y¯, the mean
oscillation amplitude a¯, the mean valve discharge Qv, the mean variation in
the drive pipe flow rate  Qp, the mean pressure surge  p, the mean hydraulic
power P and the mean peak hydraulic power Pmax for each of the four periodic
cases. The mean e ciency ✏ and mean peak e ciency ✏s values, calculated
according to the input head and a mean input flow speed of 0.5 m/s, are also
presented.
The di↵erence in y¯ between the periodic and constant discharge cases is
due to the lower mean outflow rate created by the periodic discharge, which
increases the mean water level due to conservation of mass. This will be of
importance during the design of a power take-o↵ for the system, since the
mean water level within the chamber will govern the positioning and size of
the generator components. Given that the mean outflow rate is broadly similar
for each of the periodic functions, there is little di↵erence in the mean water
level between them. The e↵ect of the peak outflow rate and valve closure
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frequency on y¯ are discussed below.
Another subject of interest is the shape of the oscillations. From Figure
4.9, the oscillations generated by the periodic functions are di↵erent to one
another and those of the constant outflow cases presented in Figure 4.6. While
the sinusoidal Qv term produces sinusoidal oscillations in the chamber, the
other waveforms generate di↵erent shape oscillations of varying amplitude.
For example, the triangular Qv function produces oscillations that are similar
in shape to the sinusoidal function, however their mean amplitude is smaller
and there is a subtle variation in the position that their minima and maxima
occur. This variation can be seen in the order of magnitude di↵erence between
the amplitude standard deviations for the two functions.
From Table 4.6, the square wave Qv term, which generates waves that are
roughly triangular with rounded minima and maxima, produces the largest
amplitude oscillations. Although the frequency is constant at the 3 Hz that
was set in the boundary condition equation (as it is for all of the periodic
functions), the square wave amplitude varies considerably from one oscillation
to the next. This can be seen in the standard deviation, which is the largest
of all of the periodic functions, indicating that the square wave oscillations are
the most widely distributed around the mean. The square wave generates the
largest amplitude oscillations since, from Figure 4.4, it is the function in which
Qv is at its maximum and minimum for the longest period. Thus, the flow
rate within the drive pipe is subject to the greatest changes and the largest
pressure surges are generated. As a result of this, the square wave boundary
condition also provides the greatest hydraulic power and e ciency.
The sine wave produces the second largest amplitude oscillations and pres-
sure surges, again because Qv is close to its maximum and minimum values for
a longer period. The triangle and sawtooth waves produce the lowest ampli-
tude oscillations, because Qv is only very briefly at its maximum and minimum.
It is interesting to note that, while the four periodic functions a↵ect the shape
of the oscillations within the chamber, the fluctuations of the flow rate within
the pipe are all of similar shape. The only di↵erences are in the magnitude
and variation from one flow rate oscillation to the next.
For each wave function, the power is produced in sharp spikes that cor-
respond to the generation of a pressure surge. The predicted values yield a
mean hydraulic e ciency of between 3.13 – 5.62 %, depending upon the valve
flow rate function. The magnitude of the hydraulic power peaks relative to
the mean is between 2.99 to 4.33, which is smaller than the 18.2 found for the
piston during the experiments of Chapter 3. This is ascribed to the di↵erence
in the power between the water itself and an object it is driving, as well as
CHAPTER 4. MATHEMATICAL MODEL & PARAMETRIC STUDY 119
measurement inaccuracy from the motion tracking method.
Of all of the periodic functions, the sawtooth wave produces the oscillations
that most closely resemble those generated by the test rig of Chapter 3. This
can be seen in Section 4.3.2, where the water level predictions of the sawtooth
wave closely match the experimental data. In a real system, the outflow rate
will suddenly drop to zero following a valve closure, however it will take a
longer time to recover to its maximum when the valve reopens. This is most
closely approximated by the sawtooth wave, and hence this function is used
for the remainder of the analysis presented in this section.
Valve closure frequency and discharge flow rate
Figure 4.13 illustrates the e↵ect that the valve closure frequency fvalve and the
peak outflow rate Q have on the mean amplitude of the oscillations within
the chamber. The sawtooth function was used to approximate the flow rate
through the valve, with Q varied in 0.5⇥ 10 4 m3/s intervals from 1.5⇥ 10 4
to 2.5 ⇥ 10 4 m3/s. For each value of Q, fvalve was varied in 0.1 Hz intervals
from 0.1 to 5 Hz. The mean oscillation amplitude was computed over a 10 s
period following the convergence of the solution to periodic flow.
Figure 4.13: E↵ect of maximum outflow rate and valve closure frequency on
oscillation amplitude.
Figure 4.13 shows that the valve closure frequency and peak outflow rate
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have a significant impact on the oscillation amplitude. For each outflow case,
the largest oscillations are generated when the valve closure is around 0.4 –
0.5 Hz, with smaller oscillations generated as the valve frequency is increased
further. The relationship above 0.50 Hz can be quantified as:
ln(a¯) = ln(Q)( 1 ln(f¯) + 1) +  2 (4.45)
Where  1 and  2 are constants equal to 0.131 ± 0.019 and 6.543 ± 0.011,
respectively. These values are somewhat arbitrary, since they will be a↵ected
by parameters such as input head and chamber area that Equation 4.45 does
not consider.
The reason a higher Q generates larger amplitudes is due to the momentum
changes experienced by the water within the drive pipe. A greater Q creates
a larger change in momentum when the outflow drops to zero, generating a
larger pressure surge and a larger oscillation. Lower values of fvalve enables
the flow rate within the drive pipe to recover by a greater extent from one
valve closure to the next. This results in a larger di↵erence between the inflow
and outflow when the valve does close, creating a bigger momentum change
and larger oscillations. If the frequency is too low, however, then the chamber
water level will oscillate a second time at a lower amplitude (similar to Figure
4.6), diminishing a¯.
The magnitude of the pipe flow rate oscillations  Qp are illustrated in
Figure 4.14. The relationship is very similar to that between the chamber
water level oscillations and frequency, with the largest values occurring at 0.4
– 0.5 Hz. Increasing the valve discharge rate serves to increase  Qp, since it
enables the drive pipe flow rate to reach a higher value before a valve closure.
Unlike the a¯, there is some variation at the higher frequencies shown in
Figure 4.14. This is because  Qp is much less consistent at higher frequencies,
which negatively a↵ects the ability of the peak analysis code to identify the
peaks within the signal. This is highlighted by Table 4.7, which provides the
calculated mean, standard deviation and relative standard deviation for  Qp
for selected values of fvalve for the Q = 2.0⇥ 10 4 m3/s case.
Varying the outflow rate and closure frequency also serves to alter the
mean water level y¯ within the chamber. As illustrated by Figure 4.15, when
the outflow rate is largest, the mean drive pipe flow rate Qp is larger and the
mean water level in the chamber is relatively low. This is due to conservation
of mass; when the peak outflow rate is lower, less of the water within the drive
pipe can escape the system. This causes the y¯ to rise and thus increases the
resistance to the flow in the drive pipe, reducing Qp. The relationship between
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Figure 4.14: E↵ect of maximum outflow rate and valve closure frequency on
variation in input flow rate.
Table 4.7: Mean, standard deviation and relative standard deviations of the
amplitude of the flow rate oscillations for the Q = 2.0⇥ 10 4 m3/s case.
fvalve(Hz)  Qp (⇥10 6m3/s)   (⇥10 6m3/s)   (%)
0.5 146 2.15 1.48
1.0 27.6 3.60 13.0
1.5 12.0 4.37 36.3
2.0 6.73 2.01 29.8
2.5 4.11 0.82 19.9
3.0 2.92 0.67 23.1
3.5 21.7 23.0 106
4.0 1.98 2.44 123
4.5 4.08 6.50 159
5.0 2.54 4.23 167
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Figure 4.15: Relationship between maximum outflow rate, mean drive pipe
flow rate and mean chamber water level.
mean drive pipe flow rate and mean chamber water level can be quantified as:
y¯ = Q( 1Qp + 1) +  2 (4.46)
Where the constants  1 and  2 are equal to  7.215± 0.438⇥ 10 6 s2/m5 and
0.582± 0.042 s/m2, respectively.
The e↵ect of outflow rate and valve closure frequency on the magnitude of
the pressure surges is illustrated in Figure 4.16. The relationship is again very
similar to that shown in Figures 4.13 and 4.14. The largest pressure surges are
available when the valve closes less frequently, with the peak value occurring
at around 0.60 Hz. Above this value, the relationship between the variables
can be quantified as:
ln( Qp) = ln(Q)
 
 1 ln(f¯) + 1
 
+  2 (4.47)
Where the constants  1 and  2 are equal to 0.14 ± 0.01 and  16.4 ± 0.05,
respectively.
Given that the outflow rate and valve closure frequencies govern the cham-
ber water level, flow rate oscillations and pressure surges, they will also a↵ect
the power and thus the e ciency of the WHES. This is illustrated in Figure
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Figure 4.16: E↵ect of maximum outflow rate and valve closure frequency on
the mean pressure surge.
4.17, which shows the mean hydrodynamic e ciency ✏¯ as a function of the
various valve closure frequencies and outflow rates. The hydraulic e ciency of
the system is greatest at around 0.50 Hz, when the pressure surges are at their
strongest and the amplitude of the oscillations is largest. The extra power
this provides per oscillation more than compensates for them occurring less
frequently.
Increasing the peak outflow rate through the valve serves to increase the
e ciency of the system; the Q = 2.5 ⇥ 10 4 m3/s case has a mean e ciency
of 10.3 % at 0.60 Hz, which is significantly greater than the 6.29 % of the
Q = 1.5 ⇥ 10 4 m3/s case. This suggests that an infrequently closing valve,
which impedes the flow as little as possible when it is open, will be necessary
if the e ciency of the system is to be maximised.
4.4.2 Input conditions
Static input head
The e↵ect of reservoir head level H0 on the amplitude of the oscillations within
the chamber is shown in Figure 4.18. Using the sawtooth boundary condition,
the peak discharge rate was kept constant at Q = 2.0 ⇥ 10 4 m3/s while the
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Figure 4.17: E↵ect of maximum outflow rate and valve frequency on hydraulic
e ciency.
valve closure frequency was again increased in 0.1 Hz intervals from 0.1 – 5
Hz.
From Figure 4.18, varying the input into the system has very little e↵ect on
the oscillations within the chamber, provided that the valve behaviour remains
constant. This indicates that the hydrodynamic behaviour of the system is
almost entirely dependent upon the valve; with an appropriate control system
and valve design, it should be possible to control the power output relative to
the input conditions.
This can be seen in Figure 4.19, which illustrates the e↵ect of input head
and valve closure frequency on the mean hydraulic power available in the cham-
ber. Although there is some variation between the three input heads, Figure
4.19 shows that the mean chamber power is broadly independent of the input
conditions if the valve behaviour remains constant, particularly around the
peak values at 0.5 Hz. This is because the momentum changes experience by
the water remain constant, and hence the same pressure surges are generated.
As shown in Figure 4.20, the main variable governed by altering the input
is the mean chamber water level y¯. Since a larger input head provides a greater
mean flow rate within the drive pipe while the outflow rate is held constant, y¯
increases to conserve mass. The power take-o↵ of a physical device operating
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Figure 4.18: E↵ect of input head and valve closure frequency on chamber
oscillation amplitude.
Figure 4.19: E↵ect of input head and valve closure frequency on hydraulic
power.
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Figure 4.20: E↵ect of input head and valve closure frequency on mean chamber
water level.
in variable input conditions, such as those provided by tidal currents, will
therefore need to be capable of dealing with a varying mean chamber water
level if the discharge through the valve is kept constant.
The relationship between mean water level and input head shown in Figure
4.20 can be quantified as:
y¯ = H0     (4.48)
Where the constant   is equal to 0.062± 0.006 m.
It is also important to consider how the system will behave if the input
is provided purely by a velocity head, which will be the case for a system
operating within a tidal stream. This is because a velocity head (given by
v2
2g ) will be significantly smaller than any reasonable elevation head. Figure
4.21 shows a comparison of the chamber water level predictions for one system
driven by a 0.50 m static head and one by a 0.50 m/s velocity head, with the
valve discharge behaviour the same for both cases. This was predicted in 0.5
Hz intervals of valve closure frequency in the range 1 - 5 Hz. The greater input
of the static head results in a much higher water level within the chamber, yet
the oscillations themselves remain the same for both cases. This can be seen
clearly in Figure 4.22, which shows mean oscillation amplitude as a function
of mean oscillation frequency.
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Figure 4.21: Comparison of chamber water level provided by 0.5 m/s velocity
head and 0.5 m static head.
Figure 4.22: Comparison of oscillation amplitudes provided by 0.5 m/s velocity
head and 0.5 m static head.
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Again, this indicates that the WHES should be capable of functioning just
as well in a low input head as it is in a high head, provided the valve discharge
remains constant. Whether or not this can be achieved will depend on the
conditions, since the maximum possible flow rate through the device, and
hence the valve, will be limited in lower heads.
This di↵erence between the inflow rate is the reason why the velocity head
oscillations shown in Figure 4.21 occur below y = 0 m. In both cases, the
maximum outflow was set as 2⇥ 10 4 m3/s, however the maximum flow into
the system (given the 0.5 m/s velocity and the 2.01⇥ 10 4 m2 cross-sectional
area) is only 1⇥ 10 4 m3/s in the velocity head case. The chamber water level
therefore has to become negative to maintain mass conservation. In a real
system, Q would have dropped to a lower value, preventing a negative water
level while reducing the oscillation magnitude.
4.4.3 System size
Figure 4.23 shows the e↵ect of device cross-sectional area on mean oscillation
amplitude and the mean pressure surge magnitude. For each case, Q was set
according to the cross-sectional area of the drive pipe so that the peak outflow
speed was held constant. Doing so enabled oscillations and pressure surges of
virtually identical magnitude to be generated above 1 Hz, regardless of device
size. Below 1 Hz, the bigger devices are capable of generating even larger
amplitude oscillations and stronger pressure surges. This is because the larger
flow rates within a bigger device enable greater changes in fluid momentum to
be achieved.
There is consequently more power available from the larger devices, as
shwown in Figure 4.24. This illustrates the corresponding power and e ciency
predictions for the three di↵erent device areas over the range of valve closure
frequencies. The large system produces the greatest amount of hydraulic power
on average, providing a peak of 0.79 W at 0.40 Hz, falling to 0.07 W at 5 Hz.
In contrast, the small system is predicted to produce an average of 0.04 W at
0.50 Hz and 0.01 W at 5 Hz.
Despite this, the small system is actually predicted to be slightly more
e cient than the medium and large systems at higher frequencies. At 5 Hz,
the smallest system has an e ciency of 2.45 %, compared to the 1.54 % of
the largest system. At lower frequencies, however the large system not only
produces more power but is also more e cient, with a peak e ciency of 17.8 %
at 0.40 Hz contrasting with the predicted 7.75 % e ciency of the small system
at 0.6 Hz.
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Figure 4.23: E↵ect of device size on (a) mean oscillation amplitude and (b)
mean pressure surge.
Figure 4.24: E↵ect of device size on (a) mean hydraulic power and (b) mean
hydrodynamic e ciency.
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These factors suggests that a large, low frequency system will be the most
e↵ective at converting horizontal power into vertical power. The valve will
therefore need to be controlled to ensure it closes at the correct operating fre-
quency, while the power take-o↵ will need to be designed to operate e↵ectively
at low frequency values.
4.5 Chapter conclusions
The theoretical study presented in this chapter has investigated the e↵ects
of several parameters on the hydrodynamic behaviour of the WHES. These
include the outflow when the input conditions are held constant, varying the
input when the outflow remains constant, and the e↵ects of device size. Of the
various waveforms used to approximate the outflow (in the absence of directly
modelling the valve), the sawtooth wave found to produce results that most
closely matched the behaviour of the scale model tested in Chapter 3.
The results of the study indicate that the discharge out of the system –
and hence the behaviour of the valve – is the most important factor a↵ecting
the hydrodynamics of the system. The discharge a↵ects all aspects of system
performance, including the shape, amplitude and frequency of the oscillations,
the mean water level within the chamber, the magnitude and frequency of the
pressure surges and the change in momentum experienced by the water within
the drive pipe.
Increasing the peak outflow through the valve was found to increase the
size of the oscillations and pressure surges. The closure frequency of the valve
is also a crucial factor, with the simulated systems at their most e cient with a
valve frequency of around 0.5 Hz. This occurs because the drive pipe flow rate
can recover to the greatest extent at this frequency, enabling the largest fluid
momentum changes to be generated. This behaviour matches that measured
during Chapter 3, where the average power of the piston was greatest in the
largest amplitude, lowest frequency oscillations. As a result of this, controlling
the behaviour of the valve will be crucial to designing an e↵ective system. The
peak hydrodynamic e ciency of the various systems tested in this chapter was
found to be 17.8 % at a valve closure frequency of 0.4 Hz and a peak outflow
rate of 1.81⇥ 10 3 m3/s.
The results also suggest that the input into the system will have little
impact on the oscillations within the chamber, provided that the flow through
the valve remains constant. In such cases, the only factor that the input head
will a↵ect is the mean water level within the chamber. Since varying the
valve behaviour also a↵ects the mean chamber water level, the power take-o↵
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of a physical WHES will need to be capable of handling di↵erent operating
conditions.
Finally, the study investigated the e↵ects of device size on system perfor-
mance. It was found that, if the peak outflow speed through the valve remains
constant, increasing the size of the system will increase the oscillation am-
plitude and pressure surge strength at lower (< 1 Hz) valve frequencies. At
higher valve frequencies, pressure surges of similar magnitude are generated,
irrespective of device size. These factors mean that more power is available
from larger devices, and that larger devices are the more e cient choice at
low valve frequencies. At higher frequencies, a smaller device may actually be
more e cient than a larger one. This suggests that the largest possible device
for a given site, operating with a low valve closure frequency, will be the most
e↵ective design for converting the power available from the horizontal flow into
hydraulic power within the chamber
One drawback of the methodology used during this study was the gov-
erning equations themselves, which are simplified versions of the full partial
di↵erential equations describing the propagation of a water hammer within a
pipeline. As a result, spatial e↵ects (such as the location of the chamber on the
drive pipe and the speed at which the pressure surges will propagate through
the system) have been neglected by this analysis. These e↵ects may influence
the performance of the device and the most e cient operating frequency, and
should therefore be the subject of further study in future.
Despite this, the results have identified the most significant factors gov-
erning the performance of the WHES. This information, combined with ex-
perimental data from Chapter 3, is used in the next chapter to develop a
mechanical power take-o↵ system to extract energy from the device.
Chapter 5
Power generation
Chapter 3 demonstrated the concept behind the Water Hammer Energy Sys-
tem and showed that it is possible to use the pressure surges to drive either
a float or a piston. Chapter 4 studied the e↵ects of a range of variables on
system performance, illustrating that the discharge through the valve is the
most important factor a↵ecting system e ciency.
To provide proof of concept, however, it is necessary to show that the
WHES can generate useful power. The purpose of this chapter is to demon-
strate that this can be achieved and to identify the factors that will influence
the choice of power take-o↵ design, rather than developing a fully optimised
system.
There are a variety of methods that may be used to extract energy from
the WHES. Three of these were first mentioned in Chapter 2:
• A bi-directional turbine to extract energy from the movement of either
air or water within the chamber.
• A piston-crank mechanism to capture the pressure generated by the valve
closures and create rotary power.
• A linear alternator to directly generate electrical power from the oscilla-
tions.
Of these methods, a linear alternator and piston-crank were investigated
during the research presented within this thesis. The turbine method was
neglected because the investigations relied upon the small test-rig of Chapter
3, and it was felt that building a turbine capable of functioning in such a small
cross-sectional area would be unfeasible.
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5.1 The linear alternator
A linear alternator converts the energy of a reciprocating linear motion into
electricity, without the need for an intermediate mechanical stage. A basic
design was built and tested as part of a preliminary study into the feasibility
of the WHES, since it was deemed the most simple method for demonstrating
that the system can generate power. This section provides a brief overview of
the basic design, manufacture and performance of the alternator as a qualita-
tive demonstration of its characteristics.
5.1.1 Design and manufacture
To keep the design as simple as possible, it was envisaged that the magnets of
the alternator would float within the chamber, with the oscillating water level
driving them up and down. This was achieved by placing the magnets within
an air filled plastic cylinder that floated within the chamber. N42 Neodymium
circular disc magnets were used, due to their strength and small diameter of
12 mm. Four magnets were used inside the tube, each 3 mm thick and capable
of lifting 2.5 kg. Since the WHES was driving a float, rather than a piston,
the velocity and acceleration experienced by the magnets (and hence the time
rate of change of the magnetic flux experienced by the wire coils) were not
maximised, which is an obvious drawback of this particular design.
Figure 5.1: Copper coil winding.
The coils, which were designed to wrap around the exterior of the chamber,
were manufactured from 0.15 mm diameter copper magnet wire. This was
achieved using the purpose-built CNC coil winding machine shown in Figure
5.1, which consisted of 2 DC motors controlled by an Arduino UNO micro
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controller. While one motor rotated a plastic drum of equivalent diameter to
the chamber, the rotary motion of the second motor was converted into linear
motion using a lead screw. Controlling the RPM of each rotor through the
Arduino enabled the position of the wire feeder to be continuously adjusted
so that a tightly wrapped coil could be created, with each individual turn
of wire as close as possible to the previous one. The coil winding machine
enabled the length and total number of each coil to be determined according
to the motor speeds and the thread pitch of the lead screw, and was capable
of reversing direction so that more turns could be positioned in a small length.
This machine was used to manufacture several types of coil. The first that
was used to test the system consisted of 2000 turns in a 2 cm long coil. The
second design consisted of 400 turns in the same length, with 5 coils connected
together in parallel.
5.1.2 Performance
Figure 5.2 shows an image from one of the first tests using the 2000 turn coil,
where it was used to illuminate an LED and demonstrate that the WHES can
provide useful power.
Figure 5.2: Illumination of LED using a linear alternator prototype.
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A drawback of the alternator method is that the power supplied is incon-
sistent, however. This can be seen in Figure 5.3, which shows both the voltage
and power supplied by the 400 turn coils to a 4.7 ⌦ resistor. From Figure 5.3a,
the voltage can be seen to oscillate between positive and negative values as
the magnets move up and down, which is indicative of the alternating current
that is generated. The upstroke produces a slightly larger voltage since, from
Chapter 3, the upstroke velocity is slightly greater than the downstroke veloc-
ity. At the top and bottom of its motion, however, when the magnet is briefly
stationary, no power is produced, resulting in the inconsistent power that can
be seen in Figure 5.3.
There are several ways that electrical power can be conditioned so that
the quality of the power supplied is more consistent. Such methods are out
of the scope of this thesis, however. It was decided instead to design and test
a piston-crank mechanism in an attempt to provide a more consistent power
output.
5.2 The piston-crank mechanism
Amechanical crank is an arm that may be used to convert reciprocating motion
into rotary motion, or vice versa. Figure 5.4 provides an illustration of the
basic geometry of a piston-crank mechanism, where a crank is used to connect
a reciprocating piston to a rotary shaft. The piston itself is positioned inside
a chamber, and is free to move vertically should any forces act upon it. The
upper face of the piston is pinned to the lower end of a connecting rod of length
l; as the piston moves, the rod is forced to rotate, forming an angle ' with
the vertical. The upper end of the connecting rod is pinned to the crank; the
distance between the centre of the crankshaft and the end of the connecting
rod forms the crank radius R, which by geometry should be equal to S/2.
5.2.1 Piston motion
Since the piston is coupled to the crank via a connecting rod, its motion is
dependent upon the crank radius and connecting rod length (Nigus, 2015).
Figure 5.4 shows that x, l and R form the sides of a triangle. The cosine rule
shows that:
l2 = R2 + x2   2Rx cos(✓) (5.1)
Equation 5.1 may be used to predict the variation in x as a function of ✓.
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Figure 5.4: Overview of a piston-crank mechanism.
Using the trigonometric identity sin2(✓) + cos2(✓)  1 = 0 and rearranging:
l2 = R2 + x2   2Rx cos(✓) +R2(sin2(✓) + cos2(✓)  1) (5.2)
x = R cos(✓) +
q
l2  R2 sin2(✓) (5.3)
Equation 5.3 enables the piston position y to be defined as a function of crank
angle:
y(✓) = x(0)  x(✓) (5.4)
y(✓) = l +R(1  cos(✓)) 
q
l2  R2 sin2(✓) (5.5)
5.2.2 Torque and inertia
Any force applied to the piston will be transmitted through the connecting
rod to the crank. Since this force is applied at a distance it will generate
a torque ⌧ , which will depend upon the force F acting on the crank and the
perpendicular distance r between the end of the connecting rod and the centre
of the crank:
⌧ = r ⇥ F (5.6)
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From Figure 5.4, r is dependent upon both R and ✓, as well as l and ':
r = R sin(✓) = l sin(') (5.7)
Hence, from Equations 5.6 and 5.7:
⌧ = ||R||||F || sin(✓) cos(')nˆ (5.8)
The unit vector nˆ is perpendicular to the plane of the crank, with a direc-
tion given by the right-hand rule. From Equation 5.6 ' = sin 1(r/l), which
combined with the trigonometric identity cos(sin 1(x)) =
p
1  x2 yields:
⌧ = ||R||||F || sin(✓)
r
1 
⇣r
l
⌘2
nˆ (5.9)
⌧ = RF sin(✓)
r
1  R
2 sin2 ✓
l2
(5.10)
Equation 5.10 shows how the magnitude of the torque acting on the crank
will vary over the course of a revolution. If a constant force is applied, the
peak torque will occur at ✓ = ⇡/2 and 3⇡/2 rad. No torque will be generated
at ✓ = 0 and ⇡ rad (known as bottom dead centre and top dead centre,
respectively), since the force will be directed straight through the pivot point.
If a piston-crank mechanism driven by a WHES is to self-start, it will need
to generate enough torque from a single pressure surge to overcome its inertia
and accelerate to its operating angular frequency, as shown by by Newton’s
second law for rotating bodies:
⌧ = I↵ (5.11)
Since Chapter 3 showed that the pressure surges act upon a body in the
chamber for only a very short period of time, the required acceleration ↵ will be
very high. The inertia I of the piston-crank will therefore need to be minimised
during design to ensure it can self-start.
5.3 Design considerations
Given its reliance on a piston, it was decided to design the piston-crank accord-
ing to the behaviour of the freely oscillating piston observed during Chapter
3. Figure 5.5 illustrates a sample force time-curve from one of the piston test
runs, which featured a mean oscillation amplitude of 72.3 ± 7.2 mm and a
mean frequency of 2.93 ± 0.06 Hz. This particular test run was chosen as it
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Figure 5.5: Force-time data used for predictions during crank design.
occurred when the ball valve controlling the flow between the reservoir and the
system was fully open, meaning the input conditions would be straightforward
to replicate during power take-o↵ testing.
5.3.1 Connecting rod length
From Equation 5.10, the main factors that a↵ect the torque generated by the
crank are its radius, its angular position and the connecting rod length. While
the crank radius is governed by the stroke length of the piston, the length
of the connecting rod may be varied according to design. To visualise how
this a↵ects the torque on the crank, the values of F shown in Figure 5.5 were
combined with Equation 5.10. To convert the force data from the time domain
to that of the crank angle, the angular frequency ! of the crank was predicted
from the valve closure frequency.
Table 5.1 summarises the predicted maximum and mean torque values for
9 di↵erent connecting rod lengths. It shows that increasing the length of the
connecting rod will result in small gains in both the maximum torque available
to the crank, although the magnitude of the gain begins to fall as L is increased
further. In contrast, the shorter connecting rods are predicted to supply the
greatest mean torque, since they will minimise the e↵ect of the force that acts
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Table 5.1: E↵ect of connecting rod on maximum and mean torque available to
crank.
Case L (mm) ⌧max (mNm) ⌧¯ (mNm)
1 36.2 35.70 1.734
2 41.2 37.68 1.656
3 46.2 38.99 1.646
4 51.2 39.91 1.644
5 56.2 40.58 1.645
6 61.2 41.09 1.647
7 66.2 41.48 1.649
8 71.2 41.79 1.650
9 76.2 42.04 1.651
in the opposite direction to the motion (i.e. the piston weight on the upstroke
and the reflected pressure surges on the downstroke).
From Equation 5.5, the length of the connecting rod will also a↵ect the
motion of the piston. This is illustrated in Figure 5.6, which shows the piston
position as a function of crank angle for various connecting rod lengths. A
shorter connecting rod forces the piston to remain near the peak of its stroke
oscillation over a greater range of crank angles (and, by extension, time). As l
is increased and becomes much greater than R, the piston will spend less time
at the peak of each oscillation and the overall shape of the curve will tend
towards a sinusoid.
Given the shape of the oscillations generated by the WHES, a relatively
short connecting rod will therefore provide a piston motion that is closer to the
natural system behaviour. Comparing the RMS errors of the measured piston
motion with various predictions suggests that a connecting rod of 49 mm would
enable the power take-o↵ to most closely match the natural behaviour of the
experimental test-rig.
5.3.2 Valve control system
Since the force generated by the water hammer system is time-dependent, with
a large but brief peak occurring at the beginning of each oscillation, the value
of ✓ that the peak force occurs at will be extremely important if a crank is
to be used to for power generation. If the peak force is generated when ✓
is extremely small, the resulting torque may be insu cient to fully overcome
the inertia of the crank. This may prevent the crank from completing a full
revolution, or result the device being unable to self-start. Conversely, if the
maximum force occurs when ✓ is too large, the crank may be incapable of
completing a full upwards stroke. This could potentially jam or even break
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Figure 5.6: Piston position as a function of crank angle and connecting rod
length.
the system, as the piston would still want to travel upwards with the crank at
top dead centre.
It is therefore necessary to control the valve to ensure it closes when the
crank is at a specific angle. To visualise how the torque on the crank varies
with its position when the valve closes, the force-time values shown in Figure
5.5 were combined with Equation 5.10. Table 5.2 summarises the various cases
that were predicted, detailing the value of ✓ at which Fmax was set to occur
(✓F ), the maximum stroke length available for Fmax occurring at this angle
(aF ), which is given by R(1+cos(✓F )), the maximum torque ⌧max on the crank
over the course of one revolution, and the mean torque ⌧¯ on the crank over
one revolution.
Table 5.2 shows that increasing ✓F results in greater values of both ⌧max
and ⌧¯ , although this naturally reduces SF . The relatively small di↵erence in
SF between Case 1 and 2 suggest that an angle of up to 0.15 rad (8.6 deg)
may be achievable without overly impacting the behaviour of the system.
5.3.3 Crank inertia
If a piston-crank system driven by the water hammer system is to self-start,
the crank will have to accelerate from rest to its angular velocity over the time
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Table 5.2: E↵ect of crank angle at valve closure on the maximum and mean
torque available.
Case ✓f (rad) ⌧max (mNm) ⌧¯ (mNm)
1 0.00 72.3 12.7
2 0.15 71.9 22.8
3 0.31 70.6 33.0
4 0.46 68.5 42.0
5 0.61 65.7 49.6
6 0.77 62.2 55.7
7 0.92 58.1 60.3
8 1.07 53.4 63.6
9 1.23 48.4 65.5
Table 5.3: Estimated values of SF , ⌧max and Imax for 0  ✓F  0.16
Case ✓F (rad) SF (mm) ⌧max (mNm) Imax (10 5 kgm2)
1 0.00 72.3 12.7 3.45
2 0.02 72.3 13.2 3.59
3 0.04 72.3 14.6 3.97
4 0.06 72.2 16.1 4.38
5 0.08 72.2 17.5 4.76
6 0.10 72.1 19.0 5.16
7 0.12 72.0 20.4 5.54
8 0.14 71.9 21.8 5.92
9 0.16 71.8 23.2 6.30
period that the pressure surge is applied to the piston. If this is not achieved,
the pressure in the pipe may not be able to dissipate freely and the valve may
jam shut. For the test run shown in Figure 5.5, the piston accelerated from
rest to 18.4 rad/s in just 0.05 s, equivalent to a constant angular acceleration
of 368 rad/s2.
Combining this value of ↵ with predicted values of ⌧max permits the cal-
culation of the maximum inertia Imax of the entire crank shaft system as a
function of ✓F . Predictions of Imax, using a peak force of 2.09 N, a crank
radius of 36.15 mm and a connecting rod length of 75 mm are summarised in
Table 5.3 for 0  ✓F  0.16.
Table 5.3 shows that the inertia of the power take-o↵ system will need to
be extremely low if it is to be capable of self-starting. Increasing the angle
of the crank at which the peak force is provided will allow for more inertia in
the power take-o↵, again illustrating the importance of controlling the valve
behaviour if a piston-crank system is to be used.
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5.4 Experimental system
5.4.1 Design
To facilitate accurate and rapid construction of the power take-o↵, it was de-
cided to manufacture as many components as possible using laser cut acrylic.
Although acrylic is relatively brittle and lacks the strength of other materials,
its low cost and the ease of making relatively complex shapes via computer
aided design and manufacturing make it an ideal material for rapid prototyp-
ing. A superstructure made of 3 mm thick acrylic (visible in Figure 5.9) was
manufactured to support the crankshaft above the chamber.
Given the low levels of inertia required for the power take-o↵ to self-start,
it was decided to minimise the amount of material used in the crank while
maintaining the necessary radius to accommodate the piston stroke. The re-
sulting shape is shown in Figure 5.7, which has an inertia of 1.21⇥ 10 6 kgm2
if made from 3 mm thick acrylic. One end of the crank was coupled to the
connecting rod, which was 75 mm long to ensure the pin coupling the connect-
ing rod with the piston rod did not hit the crank. Although this was longer
than the predicted optimum of 49 mm, it was necessary to prevent the piston
from clipping the crank.
The same 15 ⇥ 10 3 kg piston used in Chapter 3 was used again in this
design, with a 4 mm spherical bearing used to connect the 4 mm aluminium
piston rod to the connecting rod pin. To ensure the crank was balanced, a steel
counterweight was mass of 18⇥10 3 kg was added to the far end of the crank.
Two M3 bolts were used to connect the crank to a small acrylic flange, which
in turn was positioned on the crankshaft and secured using M4 locknuts.
The crankshaft itself was made from a 4 mm diameter stainless steel rod.
Despite its greater inertia relative to materials such as aluminium, steel was
chosen due to the ease with which it can be machined as well as its strength.
This ensured that the threaded section of the crankshaft would not be stripped
by adding and removing the nuts holding the other components in place. The
crankshaft was supported in the superstructure by plastic bushings to minimise
the friction between it and the acrylic.
One of the additional components held in place with locknuts was a snail
drop cam, which was used to control the valve by actuating a push rod. This
was felt to be a reasonably straightforward way of ensuring the valve closed
when the crank angle was most appropriate. As illustrated in Figure 5.8, the
snail drop cam keeps the valve open for most of a crank revolution; the angle
of the flat edge of the cam relative to the crank defines the position at which
the valve is permitted to close, and hence the crank angle at which the peak
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Figure 5.7: CAD drawing of crank, connecting rod and cam. Dimensions
are in millimetres and based on the piston motion, crank torque and inertia
predictions of Section 5.3.
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Figure 5.8: Overview of valve control mechanism operation
force is applied to the piston.
Figure 5.7 includes a CAD drawing of the cam, which was cut from 5 mm
acrylic rather than 3 mm to ensure good contact with the push rod follower.
The shape of the cam is given by an Archimedan spiral, the maximum radius
of which was 38 mm. To reduce the inertial mass, some of the interior of the
cam was removed, resulting in a total inertia of 4.47⇥ 10 7 kgm2.
The push rod was made from a solid 4 mm diameter carbon fibre rod,
which due to the distance between the power take-o↵ and the valve had a
length of 720 mm. This gave it a mass of 14⇥10 3 kg and a weight of 0.137 N,
significantly more than the water force on the check valve flap could overcome.
Three springs were positioned on the lower end of the rod to support this
weight and ensure the valve flap remained open. Below this, the rod was fed
through a pipe plug to ensure it remained in position on the valve flap. At its
upper end, the rod was supported by the crankshaft support structure.
One drawback with this design is a relatively high amount of friction be-
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Figure 5.9: Photograph of the mechanical power take-o↵.
tween the cam and push rod. This was noticed during preliminary testing of
the power take-o↵, when the friction between the cam and the push rod served
to prevent the crank from completing a full rotation. To overcome this, a low
friction acetyl cap was added to the upper end of the push rod. During testing,
the cam was frequently lubricated to further minimise friction.
To measure the power output from the crankshaft, an aluminium coupling
was used to connect one end to a 2V brushless DC motor that served as a
generator. The motor was chosen due to the predicted low levels of torque the
scale model would generate and the small size of the crankshaft. A drawback
with this is that small DC motors are typically designed to operate at high
RPMs, and are therefore extremely ine cient when running at low speeds,
particularly if in reverse as a generator. Despite this, it was felt the motor
would still produce su cient voltage to measure the power output and prove
the overall concept of the system.
A photograph of the completed experimental design is shown in Figure
5.9. In addition to the power take-o↵ components, this also illustrates the red
marker that was attached to the piston rod so that its motion could be tracked
during the operation of the system.
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5.4.2 Testing methodology
To prove the concept behind the WHES and ascertain the e↵ectiveness of the
designed power take-o↵, a set of experiments were run to determine the power
available from the piston itself and the electrical output of the generator. This
was achieved using a similar experimental set-up to that presented in Chapter
3. One modification was made to its design, which was to position a 24 W
electric water pump in the sump to create a recirculating test-rig. This enabled
the power take-o↵ to be run for prolonged periods of time, at the cost of
preventing the flow rate through the system from being determined. Several
test runs were conducted with the pump switched o↵ so that the flow rate
could be measured. In every case, the input was kept at 570 mm, which was
the head used to determine the motion of the piston in Chapter 3.
The behaviour of the power take-o↵ was measured in two ways. In the first,
the motion of the piston and its mechanical power were determined using the
motion tracking techniques of Chapter 3. The same camera set-up (720 p at
240 FPS) was used to record the position of the piston marker as a function
of time. The same calibration techniques were also used, and as such they
are not covered here. In the second method, the terminals of the motor were
connected in series to a 4.7 ⌦ resistive load. The voltage across the load was
measured using a PicoScope 4224 digital oscilloscope and data logger at a
sample frequency of 1 kHz, allowing the electrical power to be calculated using
the combination of Joule’s law and Ohm’s law:
P =
V 2
R
(5.12)
A photograph of the complete power take-o↵ test rig, which shows the
voltage probe running to the resistive load the pipe from the pump, is provided
in Figure 5.10.
5.4.3 Piston motion
Figure 5.11 illustrates how the position, velocity and acceleration of the piston
varied as a function of time. Comparing these plots with the ones shown in
Figure 3.12 in Chapter 3 shows the influence the crank has on the behaviour
of the system. From Figure 5.11a, the motion of the piston is much more
triangular due to the influence of the crank, which also serves to smooth out the
minima. The asymmetrical motion of the piston is also a lot more apparent,
which is due to the friction between the push rod and the cam slowing the
system down on the downstroke.
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Figure 5.10: Overview of power take-o↵ test rig.
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The frequency of the piston oscillations was 1.76 Hz, resulting in the crank
rotating at 105.6 RPM. This is lower than the 2.92 Hz frequency of the uncou-
pled piston shown in Figure 5.5, even though the input conditions in terms of
the reservoir head and ball valve angle were the same. Additionally, the mean
input flow rate into the system, measured across several test runs when the
pump was switched o↵, was found to be 0.130 kg/s, which is higher than that
recorded for the piston when the valve was not controlled. Both factors are
due to valve being held open for a much greater period of time with the control
system in place. From the mathematical results of the previous chapter, this
indicates that the strength of the pressure surges was be greater than in the
uncoupled case.
The timing of the valve relative to the piston position is also visible in 5.11a,
since it causes a small but abrupt upwards step shortly after the minimum of
each oscillation. This can be seen more clearly in the velocity data in Figure
5.11b. At the end of each revolution, the speed of the piston becomes positive
once again as the inertia of the crank begins to lift it upwards. During this
time the valve closes, creating the pressure surge that kicks the piston upwards.
This causes its velocity to dramatically increase to a peak of approximately
0.6 m/s. In contrast with the uncoupled case of Figure 3.12, this velocity is
maintained for the duration of the upwards motion and only changes once the
crank has passed top dead centre. The velocity on the downstroke remains
constant as well, however its magnitude of 0.4 m/s is smaller than that of the
upstroke.
Examining the acceleration of the piston provided in Figure 5.11c shows
that the peak upwards acceleration varied between 20 – 30 m/s2. This is again
smaller than that experienced by the uncoupled piston, and occurs due to the
additional resistive forces imposed by the crank. The deceleration experienced
by the piston when it reverses direction is also much more significant than it
is in the uncoupled case, as the piston is forced downwards by the inertia of
the crank rather than simply falling downwards under gravity.
5.4.4 Power
An example plot of the piston position alongside the instantaneous mechanical
power (computed from its velocity, acceleration and mass) is shown in Figure
5.12. Comparing Figure 5.12a with Figure 5.12b shows that the large spikes
that occur at the beginning of each oscillation correspond to the water hammer
pressure surges forcing the piston upwards. Unlike the uncoupled case shown
in Figure 3.19 spikes in the power output can be seen in each oscillation. These
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occur when the piston is rapidly decelerated as the crank passes through top
dead centre, with further small spikes occurring when the crank swings through
bottom dead centre prior to the next pressure surge. In this case, the mean
peak power available from the piston was 106 ± 49.6 mW, while the mean
overall power was 7.94 ± 20.9 mW. These figures are lower than the power
available from the uncoupled piston due to the resistive forces opposing the
motion of the crank.
Figure 5.12: Computed instantaneous mechanical piston power as a function
of time.
Despite this, the mean power available from the piston is much closer to
that available from the peaks. This can be seen by comparing the ratio of the
mean peak to mean overall power, which was found to be 18.2 for the floats
and uncoupled piston, but only 8.70 for the coupled piston shown in Figure
5.12. This indicates that using the crank for power generation provides a more
consistent output.
The input head of 570 mm and the mean mass flow rate through the device
of 0.130 kg/s (1.302⇥ 10 4 m3/s) put the test rig firmly within the input con-
dition range defined in Figure 1.2. These values also allow the power available
to the system Pav to be determined, in turn allowing mechanical e ciency ✏
to be calculated according to Equation 4.34 of Chapter 4.
The instantaneous e ciency of the piston is shown in Figure 5.13. The
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Figure 5.13: Instantaneous mechanical e ciency of the crank as a function of
time.
peak e ciency, corresponding to the times at which a pressure surge acts upon
the piston, can be seen to vary between 10-25 %, although the time-averaged
e ciency value was smaller at 1.09 %. These facts indicate that the WHES
can operate within the low input conditions targeted by this research, however
they also show that further optimisation work will be required to maximise
the e↵ectiveness of both the hydrodynamic and power take-o↵ subsystems.
The voltage and power supplied by the generator to the 4.7 ⌦ resistor
over an entire test run are shown in Figure 5.14a and b, respectively. Both the
voltage and the power occur in brief spikes that correspond to the piston being
forced upwards by the pressure surges generated by the valve. The mean peak
voltage supplied by the motor was 31.38 ± 2.629 mV, with an overall average
of 12.33 ± 7.223 mV. The corresponding mean peak power was 179.3 ± 40.17
µW and the time-averaged power was 43.45 ± 47.71 µW.
These power values are smaller than those computed from the motion of
the piston, as well as those predicted for an uncoupled piston or float. This is
due to the extremely poor e ciency of the motor when operating at the low
RPM of the crankshaft. Despite this, the form of the power is similar to that
calculated from the motion of the crank. The bulk of the power is generated
on the upstroke, when the crank is moving at a greater angular velocity, with
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a much smaller amount supplied during the downstroke.
A method for providing even more consistent power output would be to
couple multiple pistons onto a single crankshaft, with each piston driven by its
own valve to ensure the pressure surges in each chamber are consistent. The
valves could be timed by a single camshaft to ensure they closed out of phase
with one another, creating a system that is analogous to an internal combustion
engine. This would provide a more consistent torque on the crankshaft, which
may also serve to improve the e ciency of the generator.
5.5 Chapter conclusions
This chapter has presented two methods for generating electricity from the
Water Hammer Energy System. The first was a linear alternator system, which
used the WHES to drive a magnet up and down within coils of copper wire.
This system was used to illuminate an LED, qualitatively demonstrating that
the WHES can provide useful power. Following this, the coils were connected
to a 4.7 ⌦ resistive load, with the voltage across the load measured using a
digital oscilloscope so that the power could be determined. This results show
that both the voltage and power supplied by the coils occurred in brief spikes,
which correspond to the motion of the magnets in the chamber. Brief lulls in
the power output occur at the top and bottom of the magnet’s motion. This
suggests that a WHES driving an alternator will require a conditioning system
to improve the quality of the power that is supplied.
The mean power provided by the 400 turn coils over a 30 s period was
calculated as 149 µW, which corresponds to 4.47 mJ of energy. Increasing
the number of turns of wire in the coils, as well as amount of magnetic flux
passing through them, would enable a much more e cient alternator to be
developed and significantly more energy to be extracted from the chamber.
This is demonstrated by the 2000 turn coil that illuminated the LED, which
typically have a voltage drop of 1.7 V. Such work has not been attempted in
this chapter, however, since it would fall out of the scope of the thesis.
The second power generation method presented was a piston-crank mech-
anism. This was developed in an attempt to improve the consistency of the
power supplied by the WHES, and was designed according to the behaviour of
the uncoupled piston tested in Chapter 3. The final design featured a piston
with a 72.5 mm stroke length, a 75 mm long connecting rod, and a snail drop
cam actuating a carbon fibre push rod to ensure the valve closed at the correct
crank angle. The crankshaft was coupled to a 2 V brushless DC motor that
was wired in series to a 4.7 ⌦ resistor, so that the voltage and power generated
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by the motor could be determined using a digital oscilloscope. The motion of
the piston was also filmed, so that its kinematic behaviour could be studied.
Using the motion tracking data, the piston was found to produce a mean
power of 7.90 mW over 20 seconds, corresponding to 158 mJ of energy. The
ratio of mean overall to mean peak power was found to be 8.7, which is much
smaller than the 18.2 for the uncoupled piston. This shows that the crank
provides a more consistent level of power, however its output is still far from
constant. Given these values and the input conditions used during the experi-
ment (a 570 mm head and a 0.130 kg/s mass flow rate), the crank was found to
have a maximum e ciency of between 10 - 25 %. These peak e ciency values
occurred when a pressure surge forced the crank upwards – given their periodic
nature, the overall time-averaged e ciency was found to be 1.09 %. These val-
ues suggest that the system can operate in the low input conditions targeted
by this research, however they also show that further research, development
and optimisation of both the hydrodynamic and power take-o↵ subsystems is
required if the WHES is to become an e↵ective generation system.
The electrical power available from the crank was found to be 43.45 ±
47.71 µW, which is smaller than that produced by the multiple coils of wire
and lower than that determined from the piston motion. This is due to the
extremely poor e ciency of the generator that was used. The power output
would naturally be significantly improved by designing an appropriate gener-
ator and/or transmission system, however such work falls out of the scope of
this thesis. The ratio of peak to mean electrical power as measured by the
oscilloscope was 4.13, again indicating that the crank and a rotary generator
will improve the consistency of the power supplied.
Given the complexity of their respective designs and the variables influenc-
ing their e↵ectiveness, a well-designed linear alternator may be more suited to
extracting energy from a WHES deployed in a tidal stream. This is mainly due
to its simplicity. The lack of additional mechanical components will greatly
improve durability and reduce maintenance requirements. The use of floating
magnets, when combined with the fact that the velocity and acceleration ex-
perienced by a float should enable a linear alternator to function e↵ectively
in a wide range of input conditions, provided an appropriate valve is selected.
The biggest issue with varying input conditions for an alternator will be the
varying water level within the chamber, however this could be designed for by
building multiple coils and connecting them in parallel. The power generated
would require conditioning so that it was of suitable quality for consumption.
Meanwhile, the mechanical system is likely to be more e↵ective in a system
driven by an elevation head than it is in a tidal stream. This is because it
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is a more complex system with multiple moving parts. It will also be less
capable of dealing with varying input conditions, since the diameter of the
crank must equal the stroke length. The crank does provide a more consistent
power output, and may also o↵er mechanical, rather than electrical power.
This second advantage will naturally be of much greater use on land than it is
out to sea.
Although the output of the crank is more consistent than that of an uncou-
pled piston, it still struggles to produce comparable power on the downstroke
as it does on the upstroke. This could be compensated for by coupling multi-
ple cranks onto a single shaft to create a multi-cylinder device. Ultimately the
choice and design of the power take-o↵ will depend upon the desired output
and the conditions that the device has to operate in.
Chapter 6
Case study
Chapters 3 and 4 illustrated the hydrodynamics of the Water Hammer Energy
System and identified the variables governing its e ciency. Chapter 5 demon-
strated its capability to generate electricity, demonstrating that the concept
has the potential to generate useful power with further research and develop-
ment. For the system to be e↵ective in the real world, however, it will need to
provide meaningful amounts of renewable energy from low speed, shallow wa-
ter flows. Whether or not this is possible is dependent upon the e↵ectiveness
with which it can convert the power of a horizontal flow into hydraulic power
within the chamber.
The purpose of this chapter is to identify the e ciency of a Water Hammer
Energy System operating in a variety of real world locations, and thus provide
an indication of the energy it could provide. This is achieved by computing
the e ciency curve of a 1 m2 device operating with a range of valve closure
frequencies in flow speeds of 0 to 2 m/s. The predicted e ciency values are
multiplied by the power available from a variety of flows to compute the power
and energy that would be supplied.
The flow data used in this chapter comes from a hydrodynamic model of
Poole Harbour in Dorset, UK. This model was created by the commercial
company HR Wallingford (Posford Haskoning and HR Wallingford, 2004) as
part of a study into the e↵ects of deepening the main shipping channel in the
harbour, and the results were used with their permission. Several sites around
Poole Harbour are selected according to their flow rate and depths, which
are all significantly smaller than those targeted by commercial tidal stream
devices. Following this, an assessment of how much energy would be supplied
by a WHES operating in flows of constant velocity is also provided.
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6.1 Poole Harbour
Named after the nearby town of Poole that is situated on its northern shores,
Poole Harbour is a large natural harbour located in Dorset, England. It was
formed at the end of the last ice age approximately 7000 years ago, when rising
sea levels broke through a chalk ridge which had connected Old Harry Rocks
in Studland Bay with the Needles in the Isle of Wight (Posford Haskoning and
HR Wallingford, 2004). An overview of the harbour is provided in Figure 6.1.
Figure 6.1: Location of Poole Harbour in the United Kingdom. Created using
Google Maps.
At high water on spring tides, Poole Harbour has a surface area of 36 km2,
making it the largest natural harbour in the UK and one of the largest in
Europe (Humphreys and May, 2005). The shoreline of Poole Harbour is over
100 km long, however it is only 0.48 m deep on average. There are five large
islands (Brownsea, Furzy, Green, Round and Long) within the harbour, which
serves as the estuary of four rivers (the Frome, Piddle, Corfe and Sherford).
There is a single seaward entrance that is 370 m across at its widest point.
The north and east sides of the harbour, incorporating the areas of Poole and
Sandbanks, are highly urbanised and developed, while the south and west areas
are more natural and rural.
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6.1.1 Tidal climate
The tides inside Poole Harbour are governed by those of the adjacent English
Channel. As discussed in Chapter 2, the tides can be described as standing
waves of water. The nodes of a standing tidal wave are called amphidromic
points, and although there are no such points within the English Channel, the
tides act as if there is one inland of Bournemouth. Due to its proximity to
this point, the tidal range in Poole Harbour is extremely small; around 1.8 m
on spring tides and 0.6 m on neap tides (Humphreys, 2005).
Poole Harbour is consequently classified as a micro tidal area. Despite this,
its large area results in an estimated 7.13⇥107 m3 of water leaving the harbour
on an ebbing spring tide, around 45 % of the total spring high water volume.
On neap ebb tides this figure is around 22 % of the total neap high water
volume. The geomorphology of the harbour is such that 80 % of the harbour
bed is periodically exposed by the ebb tide.
In a low amplitude tidal regime, local e↵ects become more pronounced
relative to the primary lunar and solar tidal constituents. For Poole Harbour,
this results in the unusual phenomenon of double high waters, which can be
seen in Figure 2.2 of Chapter 2. Low water is followed by the flood tide and high
water, before a brief ebb tide known as the “fore-ebb” generates a subsidiary
low water. This is then brought back up to high water by a second flood tide
known as the “half-flood”, before the full ebb tide returns the water to the low
level. For spring tides, the level of the first high water is typically greater than
that of the second, while the reverse occurs for neap tides (Humphreys, 2005).
A consequence of the double high tide is a relatively long period of high
water, with the water level above the mean value for roughly 16 hours out of
every 24. This a↵ects the quality of the tidal power resources available, since
the tidal currents in Poole Harbour reverse direction 8 times a day compared
to the more usual 4 times of a typical semi-diurnal location.
Over the winter of 2005/2006, 2.12⇥ 106 m3 of material was dredged from
the approach to deepen the channels to a navigation depth of 7.5 m below
Chart Datum and widen the Middle Ship Channel to 100 m (Ramsbottom,
2012). As part of the channel deepening work, a study was undertaken to assess
the environmental impacts of the dredging and subsequent use of the dredged
material (Posford Haskoning and HR Wallingford, 2004). This included a
numerical simulation of the harbour to predict the tidal flow and assess the
impact of channel deepening on it. The predictions of this model were validated
against Acoustic Doppler Current Probe observations of the water flow in the
harbour entrance during the spring and neap tides of 8 April and 13 April
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2004.
6.2 Case study methodology
To investigate the feasibility of using the WHES for generating pico scale
electricity from the tides, it was decided to investigate its hydrodynamic per-
formance in the conditions of various sites within Poole Harbour. To achieve
this, flow velocity data from the HR Wallingford model was combined with
e ciency predictions from the mathematical model of Chapter 4, to estimate
the hydraulic energy a WHES could provide at a range of sites throughout
Poole Harbour. Following this, the study is repeated using consistent flow val-
ues to illustrate how the WHES might perform in a conventional hydropower
scenario.
6.2.1 Site selection
Seven sites were selected according to their location, depth and flow speeds.
These are summarised in Table 6.1, which demonstrates that all of these sites
are significantly smaller in terms of both flow speed and water depth than
those targeted by the conventional tidal stream devices discussed in Chapter
2. The location of the sites around Poole Harbour can be seen in Figure 6.2.
With the exception of Site G, they are all clustered about harbour mouth,
which experiences the strongest flows due to its relatively narrow size and the
volume of water that enters and leaves with the tides.
Table 6.1: Summary of selected sites.
Site Name
Mean flow
speed (m/s)
Peak flow
speed (m/s)
Maximum
depth (m)
A East Looe Channel 0.42 1.14 2.60
B South Haven Point 0.33 1.29 1.50
C Swash Channel 0.48 1.46 7.50
D Chapmans Peak 0.59 1.69 5.70
E Northhaven Point 0.36 1.40 1.50
F Brownsea East Pier 0.39 1.40 12.0
G Little Channel 0.31 0.93 6.00
Given that it is the only seaward entrance, this area of the harbour is
extremely busy with marine tra c. The Bramble Bush chain ferry also crosses
the harbour mouth between Sandbanks in the north and Shell Bay in the
south. Sites C and D, which from Table 6.1 will provide the most power due
to their high mean and peak flow speeds, are in the middle of the harbour
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Figure 6.2: Location of selected sites in Poole Harbour and the peak flows
of the ebb tide. Tidal flow map sourced from Posford Haskoning and HR
Wallingford (2004)
entrance and therefore unlikely to be useable in reality. The other sites are
all located just o↵ the shoreline, which would make them easily accessible
for maintenance work and reduce the amount of infrastructure required to
transmit the generated power to a point of demand. This, combined with the
low input head conditions, makes them ideal for investigating the e↵ectiveness
of the Water Hammer Energy System in pico scale applications.
6.2.2 Power output
To estimate the energy that a WHES could supply from each site, the power
available from the flow was calculated according to the available velocity and
head. This was then multiplied by the hydrodynamic e ciency of a theoretical
WHES with a 1 m2 drive pipe and chamber operating in identical conditions.
The e ciency values were calculated using the mathematical model of Chapter
4; a sawtooth wave was used to approximate the flow through the valve, with
a peak outflow rate equal to the available inflow rate (i.e. the input flow speed
multiplied by the device area). The e ciency of the system was determined
from the predicted chamber power relative to the input, and was calculated
over a range of closure frequencies and input flow speeds to produce the plot
shown in Figure 6.3.
Figure 6.3 shows that the theoretical device is at its most e cient at a
CHAPTER 6. CASE STUDY 162
Figure 6.3: Theoretical hydrodynamic e ciency curve for a 1 m2 WHES.
closure frequency of 0.5 Hz, as from Chapter 4 this is the frequency at which
the water within the drive pipe experiences the greatest momentum changes.
The device is at also at its most e cient in the lowest input speeds; as the
input is increased, the flow cannot recover to its peak value following each valve
closure, meaning the momentum change, pressure surges and power generated
by subsequent valve closures are not as great relative to the available power.
A fixed operating frequency of 0.5 Hz was chosen for this study, given
that it is the ideal operating frequency of the system shown in Figure 6.3.
The minimum operating speed of the device was set as 0.4 m/s, although in
practice this value will depend upon the design of the valve. These figures
resulted in a hydrodynamic e ciency range of 23.1 % at the cut-in speed to
5.83 % in a 2 m/s flow.
The predicted flow velocities at the various selected sites were divided into
0.02 m/s bins (corresponding to the intervals of predicted device e ciency)
so that the power available from the flow could be calculated. This was then
multiplied by the predicted device e ciency at that velocity to compute the
hydraulic power it could provide. It was assumed that the system was capable
of yawing into the flow so that it always captured the full magnitude of the
velocity. Since the velocity data from the model was split into 15 minute
intervals, it was also assumed that the velocity and power remained constant
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over that time for the purposes of estimating the mean power P¯ the device
could supply. This was calculated by summing the energy extracted in each 15
minute time interval and dividing the result by the total time period of 26760
minutes:
P¯ =
1
T
nX
1
Pn tn (6.1)
Where n is the number of time steps (i.e. 1784),  t is the size of a time interval
(i.e. 15 minutes) and T the total time (i.e.26760 minutes).
Annual energy predictions were calculated by summing the energy available
from each time bin, and then assuming that the 18.6 days worth of flow data
available from the model would be repeatedly consistently over the course of
a year:
Ean =
365
18.6
nX
1
Pn tn (6.2)
For the constant flow cases, the peak flow velocity at each site was assumed
to remain constant over the course of a year.
6.3 Case study results
The amount of power available from the Poole Harbour sites is summarised
in Table 6.2, alongside the mean hydrodynamic e ciency and power output
of the theoretical WHES. The results show that the design would be capable
of producing a mean power output of 0.77 to 3.81 kW, with a peak power
output in the strongest flows of between 6.86 to 19.5 kW, depending upon the
site. Although these are small values when compared with the power output
of the large scale commercial devices discussed in Chapter 2, they are not
insignificant given the level of power available from the low head conditions of
Poole Harbour.
Net values, representing the amount of power that would be provided if
WHES devices were positioned at each site, are also shown. These figures
suggest that up to 94.5 kW of hydraulic power would be provided by 7 single
chamber WHES devices located around Poole Harbour in peak flows, with
13.3 kW produced on average. These figures do not account for the influence
each individual device would have on the surrounding flow field, however given
their relatively small size in comparison to the area they are operating in (the
theoretical devices have a diameter of 1.28 m compared to the 370 m width
of the harbour entrance), there is likely to be a minimal impact on the flow if
only a handful of devices are deployed.
The usefulness of generating such small levels of power is illustrated Table
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Table 6.2: Summary of power available from the various sites and what would
be provided by the theoretical WHES.
Site
Mean site
power
(kW)
Peak site
power
(kW)
Mean WHES
power
(kW)
Peak WHES
power
(kW)
Mean WHES
e ciency
(%)
A 10.7 76.5 1.69 10.0 8.92
B 8.84 111 1.26 13.0 5.85
C 18.1 160 2.54 15.7 8.99
D 30.0 241 3.81 19.5 9.97
E 10.9 140 1.47 14.7 5.66
F 12.2 140 1.74 14.7 7.38
G 5.14 43.4 0.77 6.86 6.30
Mean 13.7 130 1.90 13.5 7.58
Net 95.8 655 13.3 94.5 14.4
Table 6.3: Summary of the hydrodynamic energy available from the WHES
across Poole Harbour.
Site
Monthly
energy output
(kWh)
Annual
energy output
(kWh)
No. of
houses supplied
(-)
CO2 o↵set from
natural gas
(tonnes)
A 1240 14800 3.22 8.21
B 922 11100 2.40 6.12
C 1860 22300 4.84 12.3
D 2780 33400 7.25 18.5
E 1070 12900 2.80 7.13
F 1270 15300 3.32 8.45
G 561 6730 1.46 3.72
Mean 1390 16600 3.62 9.20
Net 9700 116000 25.3 64.4
6.2, which summarises the amount of hydrodynamic energy that the theoretical
system could provide at each site. The monthly figures range from a minimum
of 561 kWh at Site G, to a maximum of 2780 kWh in the harbour entrance at
Site D.
These values can be put into context by demonstrating how many UK
households (which have a typical average annual electrical energy consumption
of 3300 kWh (ofgem, 2011)) each site could sustain, as well as the annual CO2
savings that would be provided if the site were to o↵set combined cycle natural
gas generation. The latter figure is calculated according to estimated 0.55 kg
of CO2 per kWh produced by gas-fired power stations (US Energy Information
Administration). Doing so suggests that, if all seven sites across Poole Harbour
were utilised, enough energy could be extracted per year to sustain 25 average
households while o↵setting 64.4 tonnes of CO2 from natural gas generation.
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Table 6.4: E↵ect of device cut-in speed on operating time in Poole Harbour
flows.
Site
Operating time (%)
vc = 0.2 m/s vc = 0.4 m/s vc = 0.6 m/s vc = 0.8 m/s
A 75.0 46.3 26.7 11.4
B 59.4 30.8 16.1 9.96
C 75.7 49.9 32.1 21.0
D 80.1 58.8 40.4 29.4
E 64.7 30.8 17.5 11.8
F 66.3 39.4 22.1 12.0
G 66.4 30.5 10.6 1.06
These figures do not account for the conversion of hydrodynamic energy into
electricity, however. If an arbitrary 30 % conversion e ciency is considered,
7.5 houses might be sustained with 19.3 tonnes of CO2 o↵set. Although these
figures are quite low, they suggest that an e ciently designed WHES may be
capable of providing pico scale tidal power to coastal homes and communities.
If this was done at many sites around the coastline, it could provide a small
but meaningful contribution to the UK’s renewable energy targets.
Although tidal power is predictable well into the future, it still su↵ers the
drawback of providing variable power, with very little flow occurring at high
and low water when the tidal currents reverse direction. This is illustrated by
Table 6.4, which summarises how the minimum system operating speed vc will
govern the percentage of time it could operate in the flows of Poole Harbour.
Depending upon the site, the WHES would only be capable of generating
power 60 to 80 % of the time, even with an extremely low cut-in speed of 0.2
m/s. This will naturally diminish the energy that can be supplied. Rivers
provide more constant input conditions in the form of a less variable flow and
accessible static head. Tables 6.5 and 6.6 summarise the amount of power and
energy that the WHES could supply from the Poole Harbour sites if their peak
flow speeds remained constant, reflecting the output that may be available from
rivers in such flow speeds.
Tables 6.5 and 6.6 suggest that if the WHES were operating on a river, it
may be capable of enough hydrodynamic energy to meet the electrical energy
consumption of 25 – 26 typical UK homes. This figure would be su cient to
o↵set around 65.5 tonnes of CO2 that would otherwise be generated by burning
natural gas. If device were deployed at all seven sites, up to 458 tonnes of CO2
from natural gas generation could be o↵set. If a 30% conversion factor is
again assumed for electricity generation, these figures would obviously fall:
a single device might provide enough electrical energy for approximately 8
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Table 6.5: Summary of power available from the WHES at the various Poole
Harbour sites if the flow speed were constant.
Site
Flow speed
(m/s)
Site power
(kW)
WHES power
(kW)
WHES e ciency
(%)
A 1.14 76.5 10.0 13.1
B 1.29 111 13.0 11.7
C 1.47 160 15.7 9.80
D 1.69 241 19.5 8.09
E 1.40 140 14.7 10.5
F 1.40 140 14.7 10.5
G 0.93 43.4 6.86 15.8
Mean 1.33 130 13.5 11.4
Net N/A 655 94.5 13.1
Table 6.6: Summary of energy available from the WHES at the various Poole
Harbour sites if the flow speed were constant.
Site
Monthly
energy output
(kWh)
Annual
energy output
(kWh)
No. of
houses supplied
(-)
CO2 o↵set from
natural gas
(tonnes)
A 7330 88000 19.1 48.7
B 9460 114000 24.9 62.8
C 11500 138000 30.0 76.3
D 14300 171000 37.2 94.7
E 10800 129000 28.1 71.4
F 10700 128000 27.9 71.1
G 5010 60100 13.1 33.3
Mean 9860 118000 25.7 65.5
Net 69000 828000 180 458
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homes, o↵setting nearly 20 tonnes of CO2 in the process. If all seven sites
were utilised, 54 homes might be supplied and 137 tonnes of CO2 o↵set.
These figures again illustrate the potential impact that generating hy-
dropower from shallow water, low flow speed sites could have on renewable
energy and climate change targets. Although small by themselves, if they
were repeated at a number of site across the country they could result in a
small but meaningful contribution.
6.4 Case study conclusions
This chapter has predicted the theoretical hydrodynamic e ciency of a 1 m2
Water Hammer Energy System operating at various valve closure frequencies in
a range of flow speeds. This information has been combined with tidal stream
velocity predictions (from a numerical model of Poole Harbour provided by
HR Wallingford) to predict the amount of power and energy the theoretical
system could supply in a range of conditions.
The results suggest that a system operating with a valve closure frequency
of 0.5 Hz would be the most e cient, with hydrodynamic e ciency values
ranging between 23.1 % at the cut-in speed to 5.83 % in a 2 m/s flow. One
of these systems in Poole Harbour would be capable of providing 3.81 kW
of hydraulic power on average if it were positioned in the harbour entrance.
Over the course of a year, this would be su cient to satisfy the electrical
energy demand of about 7 average UK households and could o↵set 18.5 tonnes
of CO2 from gas-fired generation. If such a system were placed in a constant
flow speed of 1.69 m/s, it could be capable of providing up to 19.5 kW of
hydrodynamic power. The annual energy this equates to would be su cient
to supply 37 annual UK households and o↵set 94.7 tonnes of CO2 from natural
gas generation.
These figures do not account for the conversion of chamber power into
electricity, however. This is because an e cient power take-o↵ system for the
WHES is yet to be designed. If an arbitrary 30 % e ciency value is assumed for
this process, then the device operating in the mouth of Poole Harbour would
provide 1.14 kW on average. Over the course of a year, this would provide
enough energy to supply 2 houses and o↵set 5.55 tonnes of CO2. Using the
same generator e ciency factor, 5.85 kW would be generated in a constant
1.69 m/s flow. This would be su cient to supply the annual electricity usage
of 11 typical UK households and o↵set nearly 30 tonnes of CO2 from natural
gas.
These figures were computed using the mathematical model of Chapter 4,
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and are therefore subject to the assumptions used in the derivation of those
equations. These include incompressible flow and a completely rigid system,
neither of which will be true in practice. Despite this, the values suggest at
the potential of using the Water Hammer Energy System to generate pico
scale power from shallow, low flow sites. If multiple devices were deployed
around the country in such areas, then the power they would supplied would
be su cient to make a small but meaningful contribution to the UK’s climate
change and renewable energy targets. At the same time, using the devices as
part of a distributed grid would also improve the resilience of the electricity
network and reduce transmission losses, further improving sustainability.
Chapter 7
Conclusions and future work
The development of renewable energy sources is being driven by the issue of
climate change and the consequent need to develop sustainable energy sup-
plies. Hydropower is one of the few renewables to provide predictable power,
making it an attractive option, particularly for smaller scale generation in a
decentralised power network. Yet there are currently few hydropower devices
that can operate e↵ectively in sites with very low heads (< 1 m) and flow rates
(< 1 m3/s). This is particularly true for generating power from the tides; most
tidal stream devices in development target flows >2 m/s in waters that are
deeper than 15 m, while tidal range devices typically require at least moderate
heads (> 4 m). Due to these technological limitations, many small scale local
resources are currently unable to be exploited.
7.1 Conclusions
The aim of this thesis was to develop a device capable of operating in shallow
waters and low input conditions, with flow rates under 2 m3/s and input heads
under 1 m. This was to be achieved by
1. Reviewing the state of the art of tidal power to identify the factors that
a↵ect pico scale generation and assessing the suitability of current tidal
technologies for this application.
2. Designing a device that is capable of generating electrical power from a
range of sites based on this information.
3. Studying the hydrodynamics of this device to identify the criteria that
govern its e ciency through mathematical modelling and scale model
testing.
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4. Proposing an e cient design and and evaluating its annual energy output
in a range of input conditions.
Objective 1 was met in Chapter 2 by assessing the state of the art of
tidal energy. The factors that govern the resources available to major tidal
technology types were reviewed alongside the devices themselves, to assess
which would be most e↵ective for generating power from low head and low
flow rate sites. The assessed technologies included both tidal range and tidal
stream systems, including a mixture of conventional hydrokinetic turbines and
more novel designs such as oscillating hydrofoils. Of these technologies, cross-
flow turbines were deemed the most suitable for pico scale applications, due to
their relatively high hydrodynamic e ciencies and the fact that their maximum
size is not constrained by water depth.
A novel device for generating power from low head, low flow speed sites
is detailed during the second part of Chapter 2. Referred to as the Water
Hammer Energy System (WHES), the device uses a periodically closing valve
to generate pressure surges and create an oscillating water level within a ver-
tical chamber, from which energy may be extracted. This enables the power
take-o↵ system to be located above the water surface, meaning the size of the
device can be maximised while also providing easier maintenance.
The fact that the magnitude of a water hammer pressure surge is depen-
dent upon the deceleration experienced by the flow, rather than the flow rate
itself, meant the WHES appeared particularly well suited to low flow speed
sites in comparison to a conventional turbine. Although the hydrodynamic
e↵ectiveness of the WHES was completely unknown, its potential advantages
in shallow waters and low input conditions were deemed su cient for it to
be capable of fulfilling Objective 2. This resulted in it being taken forwards
for further investigation, so that the factors governing its performance could
be assessed. This was achieved in Chapters 3 and 4 through a mixture of
experimental and mathematical methods, completing Objective 3.
The experimental investigations focussed on characterising the performance
of a scale model test rig. The model was built from threaded PVC pipe parts,
and driven by a head of water from a reservoir located 350 mm above the
outlet of the test rig. The experiments found the pressure surges generated by
the WHES are capable of driving both a floating body and a piston. Since the
valve used in these experiments was not controlled, the input conditions were
found to have a significant impact on the performance of the system. Reducing
the input flow rate by choking the flow between the reservoir and the model
produced oscillations that were less frequent but much greater in amplitude.
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The bulk of the power generated by the scale model was found to occur in
short, sharp peaks corresponding to the driven body being forced upwards by
a pressure surge. On average, these peaks were 18 times greater than the mean
power available from the system, regardless of the driven body or the frequency
of the system. Although the power available from the floating bodies was not
found to be a↵ected by oscillation amplitude, the piston was. It was found
to have a maximum peak power of 1.36 W available in the largest oscillations
and a corresponding mean of 0.07 W. The increase in power was such that the
time-averaged power available from the piston was also greater in the larger
oscillations, despite their diminished frequency.
A mathematical study of the behaviour of the WHES was presented in
Chapter 4 and validated against the experimental data of Chapter 3. This
focussed on characterising the behaviour of a system similar in design to the
experimental test rig, yet where the behaviour of the valve was completely
independent of the input conditions. This study demonstrated that the be-
haviour of the flow through the valve is the most significant factor a↵ecting
the performance of the WHES, with more power available when the peak dis-
charge through the valve is greater and the valve closure frequency is low.
This is because the momentum of the water within the drive pipe experiences
a larger change in such conditions, producing a stronger pressure surge and
a larger chamber oscillation. The input conditions were found to have little
e↵ect on system performance – provided the flow through the valve can be
kept constant. This indicates that an appropriately designed WHES should
be capable of operating reliably in pico scale conditions.
The e↵ect of device size on performance was also investigated in Chapter 4.
The results of these studies indicate that increasing the size of the device will
increase e ciency at lower valve closure frequencies in comparison to smaller
devices, with the opposite true at higher frequencies. This is due to the greater
momentum changes that will occur within the drive pipe of a larger device at
low frequencies. The peak hydrodynamic e ciency of the systems simulated
in Chapter 4 was 17.8 %, for the largest 48 mm diameter device operating at a
valve closure frequency of 0.4 Hz and a peak outflow rate of 1.81⇥ 10 3 m3/s.
One drawback with the mathematical study was the use of a simplified
model that neglected spatial e↵ects, rather than solving the full partial dif-
ferential equations that govern hydraulic transients within pipes. Despite this
simplification, the variation in the chamber water level predicted by the model
was found to show good agreement with the behaviour of the experimental
test rig.
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Although it was not defined as a research objective, the novel nature of
the WHES meant that it was important to demonstrate that it is capable of
generating useful power. This was achieved in Chapter 5, which presented
two methods for extracting energy from the system. The first method used
the WHES to drive a floating magnet up and down inside coils of copper
wire, turning the device into a linear alternator. This method was used to
successfully illuminate an LED, qualitatively demonstrating that the device is
capable of functioning as intended. The peak power from the linear alternator
was found to be 418 µW, with a mean power of 149 µW.
The second power take-o↵ method presented was a piston-crank mecha-
nism. This was developed to reduce the disparity between the peak stroke
power and the mean overall power, and hence provide a more consistent power
output. To ensure the pressure surges were generated when the crank was at
the correct angle, the system was timed with a cam and push rod actuating
the valve. The crank drove a 2 V brushless DC motor as a generator, so that
electrical power could be measured.
The crank reduced the maximum frequency of the device to 1.76 Hz, from
3.6 Hz for the free closing valve. The ratio between the mean and peak power
was found to fall from 18 for the uncoupled piston to 8.7, indicating that the
crank provides a more consistent power output. The time-averaged mechanical
e ciency of the crank (as determined using motion tracking) was found to be
1.09 %, with peak values of 10 - 25 % occurring during a pressure surge at
the beginning of the upstroke. Despite this, the electrical power generated by
the system was very low, with a mean value of 43.5 µW. This is ascribed to
the extremely low e ciency of the generator at the low angular velocity of the
crank. Using a purpose-built low speed generator, or a gearbox to increase the
angular velocity at the generator, would be an e↵ective method for improving
the e ciency of this power take-o↵ system.
Despite this, the experiment showed that the piston-crank is also a viable
method for extracting energy from the WHES. The fact that this occurred in
an input head of 570 mm and input mass flow rate of 0.130 kg/s also shows that
the WHES can operate in the low input conditions targeted by this research.
With further development and optimisation, the electrical and mechanical ef-
ficiency of the power take-o↵ system could be improved, increasing the overall
e↵ectiveness of the device. This will be required if the system is to be used
successfully, however it was not attempted in this work as it fell out of the
research scope.
Finally, to meet Objective 4, a case study was conducted to investigate the
amount of energy a theoretical device could supply if operating at a range of
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sites around Poole Harbour. The flow data for this sites was taken from a nu-
merical model of the harbour that was created by the company HRWallingford
as part of a study into the e↵ects of deepening the main shipping channel.
The case study results answer the research question that was posed in
Section 1.3: “what is the maximum hydrodynamic e ciency of a purpose-
designed pico scale hydropower system and how much energy can one supply
from both tidal and conventional hydropower sites over the course of a year?”
A 1 m2 device operating in the mouth of Poole Harbour would reach a
peak hydrodynamic e ciency of 9.97 %. Given the power available from the
flow, this would be su cient to extract up to 33.4 MWh of energy annually.
Assuming an arbitrary generation e ciency of 30 %, such a device could meet
the average annual electricity consumption of 2 typical UK homes. In doing
so, it might also o↵set 5.6 tonnes of CO2 if it were to replace natural gas
generation. If the device with a 30 % e cient power take-o↵ were operating in
a continuous flow of 1.69 m/s (the peak flow available in the harbour mouth),
it could supply enough electricity over the course of a year for 11 typical homes,
o↵setting 28.4 tonnes of CO2 from gas generation in the process.
Although these figures are small individually, they could provide a small
but significant supply of renewable energy if multiple devices were deployed
at a range of sites as part of a distributed power grid. Given the potential
hydrodynamic e ciency of the WHES and its capability to operate in slow
waters, this suggests that, with further research and development, it may be
a feasible method for harnessing pico scale hydropower resources.
7.2 Contribution to knowledge
This thesis makes the following contributions to knowledge:
• Assessment of the the suitability of current tidal technologies for pico
scale hydropower generation.
The state of the art of tidal energy has been presented and the factors governing
a variety of technologies, including tidal barrages, lagoons, axial flow turbines,
cross flow turbines, oscillating hydrofoils and tidal kites, have been discussed.
Cross flow turbines were deemed the most suitable technology for accessing
pico scale sites, due to their potentially high e ciencies and the relative ease
with which they can be scaled to fit a particular site. Due to their relatively
large size requirements, barrages and lagoons were deemed to be the least
e↵ective method for generating pico scale power.
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• Proposal of a system for generating pico scale power from low head, low
flow sites.
The novel Water Hammer Energy System and its mode of operation have been
presented and discussed. The WHES was deemed to have several advantages
for pico scale generation: the power take-o↵ can be located above the waterline,
allowing shallow waters to be accessed, while the pressure surges it generates
- and by extension the power - are ultimately dependent upon the change in
momentum experienced by the water in the drive pipe, rather than the initial
flow speed or head. Two methods for generating electricity using the WHES
(a linear alternator and a piston-crank mechanism) have been demonstrated,
showing that the idea is capable of functioning as intended.
• Investigation of system hydrodynamics and the factors a↵ecting power
output and e ciency.
The e↵ect of input flow rate and head, valve behaviour and system size on
performance have been investigated through a mixture of experimental and
mathematical studies. The e↵ect of these factors on performance have been
quantified, although several of these relations are design dependent. The be-
haviour of the valve, in particular the closure frequency and peak discharge
rate, are the most important factors governing system performance. If peak
outflow rate is kept constant, the performance of the system is una↵ected by
the input head, which indicates that it has the potential to exploit low input
sites.
• Identification of the energy such a system could supply in various real
world locations.
The theoretical e ciency curve of a 1 m2 device was derived from the mathe-
matical model of Chapter 4 and applied to a selection of sites in Poole Harbour.
This system was found to be at its most e cient in the weakest flow speeds,
again suggesting the device is suitable for pico scale generation in low input
conditions. Combined with an arbitrary 30 % generator e ciency, the results
suggest that a device operating in the mouth of Poole Harbour could provide
an average of 1.14 kW of electrical power. Over the course of a year, this would
provide enough energy to supply 2 typical UK houses and o↵set 5.55 tonnes
of CO2.
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7.3 Suggestions for future work
This thesis had demonstrated that the Water Hammer Energy System can
be used to generate power and suggests than an optimised device may be
capable of providing su cient energy to make such generation worthwhile. A
considerable amount of further work must be done if this is to be achieved,
however, and the following suggestions are therefore provided.
Firstly, the design of the valve and its control system will be of critical
importance to the e ciency of the WHES. A standard swing check valve was
used in the experimental device presented in this study, however this is felt
to be an ine cient choice due to its inertia. A lightweight, linear valve that
is capable of snapping shut as rapidly as possible, will not only provide more
power pressure surges but also be more straightforward to control. Devices
should also be constructed out of a more rigid material to maximise the speed
of the pressure surges within the chamber, and studies undertaken to determine
the number of cycles a given valve and drive pipe could operate for.
Additionally, during the mathematical study, the behaviour of the flow
through the valve was approximated using a variety of periodic boundary con-
ditions. It will be important to directly model the behaviour of the valve if
an e cient system is to be realised in practice, since the input conditions will
influence the valve behaviour and vice versa. There have been a number of
studies conducted into modelling check valve behaviour; combining these with
the equations governing hydraulic transients would be a suitable method for
designing an e↵ective valve. An alternative option would be to use computa-
tional fluid dynamics to model system performance. The mathematical study
also neglected the spatial e↵ects and the positioning of the chamber on the
drive pipe. This should also be examined, preferably while directly modelling
the valve.
The power-take o↵ subsystem of the WHES will also need considerable
optimisation work if an e cient system is to be achieved. For the linear alter-
nator, the following is suggested:
• Increasing the strength of the magnetic field within the chamber while
minimising the distance and material between coils and magnets.
• Increasing the number of turns of wire in the coils
• Driving the magnets with a piston rather than a float.
For the piston-crank mechanism, the following work should provide a more
e cient system:
CHAPTER 7. CONCLUSIONS AND FUTURE WORK 176
• Reducing the distance between the crankshaft and the water level within
the chamber
• Minimising the friction between the control system and the crankshaft.
• Designing an e↵ective power transmission between the crankshaft and
the generator
• Developing a generator that is capable of operating e ciently in the
RPM and torque range provided by the power transmission.
• Coupling multiple devices onto a single crank to create an engine ar-
rangement.
The final areas that this thesis has neglected are mooring methods, device
superstructure and the conditioning and transmission of electrical power. One
suggestion, particularly if the WHES is to be deployed floating on a river or
stream, is to position it inside a small artificial channel. This could be used to
set up a hydraulic jump between the inlet and outlet of the device to ensure
there is su cient head for the valve to close and the system to function.
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Appendix A
Load cell codes
Arduino code
194
#include "HX711.h"
// DEFINE INPUT
HX711 scale(A1, A0);      
HX711 scale1(A3, A2);     
// BEGIN READING INPUT
void setup() {
  
  Serial.begin(38400);
    
  scale.set_gain(128);
  scale1.set_gain(128); 
  
}
// WRITE DATA TO SERIAL PORT
void loop() {
    Serial.print(scale.read()); 
    Serial.print("\t");
    Serial.println(scale1.read());   
  
}
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Numerical di↵erentiation code
(Chartrand, 2011)
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Peak analysis code
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Appendix D
Mathematical model code
207
APPENDIX D. MATHEMATICAL MODEL CODE 208
