Abstract. Renewable Energy Sources (RES) such as wind and solar energy depend on the climatic conditions, power grid and other comprehensive factors. Areas with sufficient RES also have large-scale wind power clusters and PV plants connected to the grid. In order to reduce the impact of fluctuating energy on power system, it is necessary to investigate variation of wind and solar energy resources in a region. This paper proposes an integrated method based on the xgboost model to study regional renewable energy resources. Characteristics of annual and monthly variation of aggregated powers in a large area are analyzed. The proposed method can be further used for reliability analysis and planning of intermittent power generation in regional grids.
Introduction
Renewable energies have been growing rapidly in last decades. Wind and solar generations are already covered many areas of the electrical demand [1] . In addition, with the improvement of technology level, the cost of the renewable power installation further reduced and green energy plays an important role in the future. From the view of power system, compared with traditional fossil energy generation, renewable energy has some characteristics such as intermittence and uncertainty. Policymakers, system operators, and planners have realized that high penetration of renewable energy has an impact on the stability of the power system. Accurate assessment on reliability and stability of power system with large-scale fluctuation energies is needed [2] .The spatiotemporal distribution characteristics of wind and solar energy based on metrological data are an effective assessment method. RES assessment technology refers to the electric energy assessment model established by the numerical weather forecast, wind speed, irradiation, temperature, pressure, topography and installed capacity, and predicts generating energy in the future according to different time scales [3, 4] . The significance of the development of resource assessment techniques lies in the following aspects: a) Accurate evaluation technology can meet the requirements of the large-scale development of grid-connected. b) It is advantageous for power grid dispatch to ensure the stability, reliability and safety of power system operation. c) Power system limits of wind and photovoltaic (PV) energy are reduced, and the utilization efficiency and use of hours are improved. d) Accurate assessment facilitates the maintenance and overhaul of electrical equipment [5] [6] [7] [8] .
This paper assesses characteristics of spatio-temporal variations in wind and solar energy resources by use of high-resolution wind and photovoltaic data. Correlation between the two types of energy is further analyzed quantitatively. Overall, the proposed method can improve evaluation accuracy in different time scales with more feature information.
Methodology Procedure Diagram
As shown in Figure 1 , wind and solar resources in target area can be estimated by using the information of 3 reference areas. Then wind power density and solar on-grid power generation can be obtained by wind turbine power curve and solar module transformation function, respectively. The computational model chosen for the study is xgboost model [9] , which is an ensemble model of machine learning. 
Xgboost Model
Xgboost is a distributed gradient lifting algorithm based on the decision tree. It can effectively solve the objective loss function and be interpretable and stable in data calculation. It has been widely used in data science competition and scientific research [9, 10] . The xgboost model mainly uses Classification and Regression Tree (CART) technology for variables. The object i y is as follows:
where k is the number of decision trees, obtained from a sample data 
When building a new decision tree, the overall loss can be predicted by
Likewise, the tree node of the sample x mapping is represented by w , and the leaf node i is pertaining to the objective function:
(2) Eq.5 and Eq.6 are leaf-node and optimal objective function, respectively.
The xgboost model can transform the optimization of the objective function into the problem of identifying the minimum quadratic function. It uses the error predicted last time step as reference to establish the next tree, which can reduce the loss function when adding a tree each time step.
In addition, over-fitting of results could be avoided by regularizing the optimal objective function.
Case Study
Correlation coefficient plays an important role in characterizing the spatiotemporal. The correlation coefficient is divided into 4 levels, less than 0.7 is considered to be relatively poor, and 0.7~0.8, 0.8~0.9, more than 0.9 are considered, respectively, moderate, good and very good [11] . The correlation coefficient is directly related to the distance between stations. Besides, the surrounding topography and elevation of the meteorological station can also affect the correlation coefficient. In this paper, the area scope of the overall topography is relatively flat, and the characteristics of the landform are comparatively simple, so the reference station and the targeting wind farm correlation coefficient can reach 0.728-0.881. Case study uses the MERRA2 data and practical data to analyze. The time scale of data in1980~2016 is hourly-based, and data in 2015~2016 is 15 minutes resolution.
The Pearson`s correlation coefficients are used to describe the stability between different areas' wind speed which is an important component of wind energy potential. Table 1 shows linear correlation coefficients of wind speed between observed areas. Figure 2 (a) shows the basic regularity of the monthly and diurnal variations of wind speed during 1980-2018. Combining observations from area A to D, the rule of diurnal variation in regional wind energy is obvious, that is, each observation point has its own fluctuation law. Nevertheless, with the time scale increasing, the change law of different areas becomes similar gradually. The large wind period of a year is from March to May, while low wind period is from November to January. Figure 2(b) shows that the wind direction of reference area A is more dispersed than other areas, but overall, the west wind is the main direction. Figure 2 (c) expresses that irradiation and temperature changes in the area are stable. Note that irradiation change in area in June is obviously different from changes in other areas due to the terrain distinctive.
As shown in Figure 2 (c), wind and PV can be effectively complemented in observation areas. According to the daily wind speed and PV data, the average wind speed curve and average irradiation curve of each month are calculated. It indicates that the irradiation of summer in greater than that of winter, and the irradiation reaches a maximum in May. The overall trend of wind speed in summer is smaller than that in autumn and winter. In addition, the seasonal trend of PV generation is smoother than wind power, which can also be a good supplement to wind power. Methods of spatial and temporal correlation can consider the solar arrays and the wind farms under different radiation and wind speed, and make RES system more stable. The large amount of data collected from wind farm and solar plant usually contains abnormal operation data points, because of the strong fluctuation and randomness inherent in RES. It is difficult to distinguish the normal data and abnormal data completely from the time varying characteristics of wind speed or irradiation. These anomaly data mainly come from the data acquisition, measurement, transmission of the fault and interference in each link, as well as maintenance caused by wind farm downtime. Such anomaly data has negative effects on power fluctuation, power prediction and so on. Combining multi-point in different areas can effectively prevent these problems.
According to comparing the actual energy for electricity of wind farms and PV plants, xgboost model has a good imitative effect. Firstly, the data is preprocessed by stepwise regression to prevent multi collinearity problems. Secondly, PV and wind power data from January to November is trained. Finally, the actual power data in target area D in December is selected for test. As can be seen from the fitting curve in Figure 3 , the simulation effect of the space model of wind farm is better than that of PV station. Moreover, in order to avoiding over-fitting in the process of training and testing transition. RMSE, MAE, and R 2 are shown in Table 2 . 
Conclusion
Based on xgboost model, this paper presents a method of spatiotemporal association. More relevant weather factors and error characteristics are considered in this method. Then, based on the time step, xgboost is used to construct an energy-oriented evaluation model. Although this method has achieved good fitting effect on most stages, it is also observed that PV output, especially peaked to wave fitting effect is not ideal, and RMSE, MAE, and R 2 are higher than the actual data. The cause of this phenomenon is the influence of cloud, especially the individual pieces of cloud which cannot be expressed in a form of data [12, 13] .
From the perspective of machine learning and statistics, the time scale and quality of data can improve the assessment accuracy, but in practical application, there are some limitations, and much more observational data is needed to improve evaluation performance. Based on the regional spatiotemporal relevance, this paper considers meteorological factor caused by fluctuation of resources. From the perspective of data mining, further researches can consider more meteorological factors to build a highly resolved evaluation model to improve the accuracy. Furthermore, these results are based on the limited space coverage, the low time resolution of the time series, and the fluctuation characteristics of wind-PV, respectively.
