We present a neural network approach to solve exact and inexact graph isomorphism problems for weighted graphs. In contrast to other neural heuristics or related methods this approach is based on a neural refinement procedure to reduce the search space followed by an energy-minimizing matching process. Experiments on random weighted graphs in the range of 100-5000 vertices and on chemical molecular structures are presented and discussed. r
Introduction
Given two graphs G and H the graph isomorphism problem (GIP) is the problem of deciding whether G and H are structurally equivalent. The problem is of practical as well as theoretical importance. Applications include the identification of isomorphic molecular structures in chemistry [23, 34, 41] , the recognition of protein molecules [1] , the detection of kinematic chains [32] , or optimal routing of messages in multistage interconnecting networks [13] , computer vision [5] , and the construction and enumeration of combinatorial configurations [12] is based on the persistent difficulty in characterizing its computational complexity. The GIP is still unsolved in the sense that there is neither an NP-completeness proof, nor an efficient algorithm with polynomial complexity has yet been found.
Despite the practical and theoretical importance of the GIP no neural network approach and related heuristics can be used unmodified in a practical setting. Even the most powerful approaches by Pelillo [28] and Rangarajan et al. [30, 31] require a prohibitive amount of time and are too erroneous on random graphs with only 100 vertices, although the GIP is considered to be trivial for almost all random graphs [6] . The main reason that neural networks or related methods are not competitive with efficient graph isomorphism algorithms like Nauty [25] is that they solely rely on powerful energy minimization procedures and neglect graph-theoretical properties that are preserved under isomorphism.
For inexact graph isomorphism problems, however, methods from the neural network community like the Lagrangian Relaxation Network (LRN) [31] and the Optimizing Network Architecture (ONA) [30] clearly outperform other approaches like the Eigendecomposition Graph Matching algorithm [39] , Polynomial Transform Graph Matching algorithm [3] , or the Linear Programming Graph Matching algorithm [4] on random weighted graphs as reported in [30] . More recent approaches like the Principal Component Analysis Graph Matching algorithm [42] and RKHS Interpolator-Based Graph Matching algorithm [40] were either tested on small graphs of order 5-10 or do not present execution times.
In this paper we focus on the inexact graph isomorphism problem comprising its exact counterpart as a special case. We extend the concept of vertex invariants to inexact isomorphism problems and devise a two stage neural graph isomorphism (NGI) algorithm. In a preprocessing step a neural refinement procedure decomposes the vertex sets of both graphs into subsets of structural similar vertices. In a second step the information about the decomposition is used to match the graphs with a special Hopfield network. The effectiveness of the proposed NGI approach is tested on random graphs with 100-5000 vertices and on chemical molecules.
The rest of this paper is organized as follows: The Section 2 introduces basic definitions and the statement of the problem. Section 3 defines and discusses vertex einvariants in the context of solving exact and inexact graph isomorphism problems. In Section 4 we propose the NGI algorithm. Section 5 presents the experimental results and Section 6 concludes this contribution.
Preliminaries
This section introduces basic notations and definitions used throughout this paper and gives a formal specification of the graph isomorphism problem.
Let U; V be sets. By U%V we denote the set of all 2-element subsets fi; jg of the disjoint union U _ [ V with i 2 U and j 2 V . If V ¼ U, we write V ½2 ¼ V %V , that is V ½2 is the set of all 2-element subsets fi; jg V . A family C ¼ fV 1 ; . . . ; V k g of non-empty subsets V i V with V ¼ S i V i is called a cover of V. The elements of a cover are its clusters. A partition P of a set V is a cover of V whose members are pairwise disjoint. The elements of a partition are usually called its cells. We say a cover C of V is finer than a cover C 0 of V, written as C 0 C 0 , if every cluster of C is a subset of some cluster of C 0 . Under these conditions, C 0 is coarser than C.
A weighted graph is a pair G ¼ ðV ; mÞ consisting of a finite set V a; of vertices and a mapping m : V 2 ! R þ assigning each pair ði; jÞ 2 V 2 a non-negative real valued weight mði; jÞX0 with mði; jÞ ¼ mðj; iÞ. The weight of a vertex i is given by mði; iÞ. The elements fi; jg 2 V ½2 with positive weight mði; jÞ40 are the edges of G. The vertex set of a graph G is referred to as V ðGÞ, its edge set as EðGÞ, and its weight mapping as m G . By G we denote the set of all weighted graphs. Note that a weighted graph is undirected, without multiple edges, and without loops.
A binary graph is a weighted graph G ¼ ðV ; mÞ with mðV 2 Þ f0; 1g. A binary graph assigns the weight 1 for its edges and the weight 0 for non-edges.
The adjacency matrix of a graph G is a matrix AðGÞ ¼ ðg ij Þ with entries g ij ¼ m G ði; jÞ.
A subset C m of V ðGÞ consisting of m vertices is called clique of G, if C ½2 m EðGÞ. A maximal clique is a clique which is not properly contained in any larger clique. A maximum clique is a clique with maximum cardinality of vertices. The clique number oðGÞ of a graph G is the number of vertices of a maximum clique in G.
A matching of a graph G is a subset M EðGÞ such that no two different edges are incident with a common vertex. A perfect matching is a matching which covers all vertices of G.
Let G and H be graphs with adjacency matrices AðGÞ ¼ ðg ij Þ and AðHÞ ¼ ðh ij Þ, respectively. An isomorphism from G to H is a bijective mapping
f for all i; j 2 V . By IðG; HÞ we denote the set of all isomorphisms f : V ðGÞ ! V ðHÞ. An automorphism of G is an isomorphism from G to itself. Let Aut G denote the set of all automorphisms of G. Two vertices i, j 2 V are similar, in symbols i $ j, if there exists an automorphism f 2 Aut G with i f ¼ j. The automorphism partition P G of G is the partition of V ðGÞ induced by the equivalence relation $. A cell of P G is called orbit.
Statement of the problem
Throughout this contribution we assume that G and H are graphs with n vertices and adjacency matrices AðGÞ ¼ ðg ij Þ and AðHÞ ¼ ðh ij Þ, respectively. By eX0 we denote a problem dependent threshold.
Two graphs G and H are e-isomorphic, if there exists a bijection
f jpe for all i; j 2 V ðGÞ. Such a mapping f is called an e-isomorphism between G and H. The e-graph isomorphism problem (e-GIP) is the problem of deciding whether two graphs are e-isomorphic. In the following let I e ðG; HÞ be the set of all e-isomorphisms f : V ðGÞ ! V ðHÞ.
An e-automorphism of G is an e-isomorphism from G to itself. For e40 the set Aut e G is in general not a group. Two vertices i, j 2 V are e-similar, written as i$ e j, if there exists an e-automorphism f with i f ¼ j. The e-automorphism cover C G of G is the cover of V ðGÞ induced by $ e .
For e ¼ 0, we obtain the usual definitions of an isomorphism, automorphism, etc. In the following, we sometimes distinguish between e ¼ 0 and e40 by referring to exact and inexact concepts, respectively.
Note, that the definition of an e-isomorphism admits to map edges with weights less than e and non-edges onto each other. Thus as opposed to exact isomorphisms the inexact counterpart can not only cope with noisy weights but also with missing edges to a certain degree.
Exact and inexact vertex invariants
To solve the exact graph isomorphism problem for G and H, any algorithm has to search for an isomorphism between G and H among n! possible bijections f : V ðGÞ ! V ðHÞ. A practical and commonly applied technique to restrict the search space consisting of n! possible candidates, is the use of vertex invariants [11] . A vertex invariant is a property of a vertex, which is preserved under isomorphism. Thus only vertices with the same invariants must be mapped onto each other under any isomorphism. This section briefly restates the well-known concept of vertex invariants for conventional isomorphism problems and then extends the basic ideas of that concept to the inexact counterpart.
Exact vertex invariants
for all i 2 V ðGÞ and for any isomorphism f 2 IðG; HÞ. We call the vector f ðG; iÞ invariant of vertex i 2 V ðGÞ.
The best known and most frequently used (exact) vertex invariant is the degree of a vertex. Further examples assign each vertex the number of vertices reachable along a path of length k, the number of different cliques of size k, etc. All these invariants are one-dimensional. An example of a p-dimensional invariant is any combination of p one-dimensional invariants. Any isomorphism of G and H must map vertices with the same invariant onto each other. Thus the objective of using vertex invariants is to decompose the vertex sets of both graphs such that the pruned search space becomes significantly smaller than n!.
A vertex invariant f induces a partition P f ðGÞ ¼ fV 1 ðGÞ; . . . ; V r ðGÞg of V ðGÞ with two vertices in the same cell if and only if their invariants are identical. Since f is constant on the orbits of Aut G , the partition P f ðGÞ is coarser than or equal to the automorphism partition P G .
If G and H are isomorphic graphs, then jP f ðGÞj ¼ jP f ðHÞj ¼ r and there exists a numbering of the cells in P f ðHÞ such that jV k ðGÞj ¼ jV k ðHÞj and f ðG; iÞ ¼ f ðH; jÞ for all i 2 V k ðGÞ; j 2 V k ðHÞ and for all 1pkpr. Thus, to establish an isomorphism between G and H we may restrict the search space from n! possible candidates to
candidates, where n k ¼ jV k ðGÞj ¼ jV k ðHÞj. From Eq. (1) follows that the number of candidates in the pruned search space becomes smaller the better a partition approximates the automorphism partition.
Inexact vertex invariants
Let
for all 1pqpp, for all i 2 V ðGÞ, and for any e-isomorphism f 2 I e ðG; HÞ. We call the vector f ðG; iÞ e-invariant of i 2 V ðGÞ with respect to f. For e ¼ 0, we obtain the usual notion of an exact vertex invariant. According to Proposition 1, examples of one-dimensional vertex e-invariants are the mean weight, the maximum or the minimum weight of edges incident to a vertex. A set of p one-dimensional e-invariants can be combined to a p-dimensional invariant. Proposition 1. Let G be a graph with adjacency matrix AðGÞ ¼ ðg ij Þ. For any eX0 the following functions are vertex e-invariants: Similarly, as in the case of exact invariants, an e-isomorphism of G and H maps vertices of G to vertices of H, if their respective e-invariants do not differ by more than e. Thus to prune the search space, we decompose the vertex sets of both graphs into clusters of an e-invariant cover.
A vertex e-invariant f induces a cover C f ðGÞ ¼ fC 1 ; . . . ; C r g of V ðGÞ, called f-cover, such that i; j 2 C k ) jf q ðG; iÞ À f q ðG; jÞjpe for all 1pqpp and all 1pkpr.
Assume that G and H are e-isomorphic. The decompositions of both vertex sets V ðGÞ and V ðHÞ into f-covers do not as well cooperate as in the case of exact invariants. The f-covers C f ðGÞ and C f ðHÞ may differ in the number of their clusters. Moreover, it is possible that there is no pair of clusters ðC; C 0 Þ 2 C f ðGÞ Â C f ðHÞ such that jf ðG; iÞ À f ðH; jÞjpe for all ði; jÞ 2 C Â C 0 . To assess the effects of an e-invariant f on pruning the search space we consider the bipartite graph B f ¼ G f H of G and H induced by f. The graph B f is a binary graph with vertex and edge set V ¼ V ðGÞ _ [V ðHÞ; E ¼ ffi; jg 2 V ðGÞ%V ðHÞ : jf q ðG; iÞ À f q ðH; jÞjpe; 1pqppg:
Since G and H are e-isomorphic, there exists at least one perfect matching of B f . To find an e-isomorphism of G and H we may restrict the search space from n! possible candidates to cðf ; G; HÞ ¼ jMðB f Þj; ð2Þ
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where MðB f Þ is the set of all perfect matchings of B f . Unfortunately, jMðB f Þj is in general unknown and time consuming to compute [15] . Under some mild assumptions the next results show how c can be minimized without knowing its value. Let B f be the bipartite graph of G and H induced by f. By N f ðiÞ ¼ fj 2 V ðHÞ : ði; jÞ 2 EðB f Þg
Lemma 1. Let G; H be graphs, let ff 1 ; . . . ; f p g be a set of one-dimensional vertex einvariants, and let F q ¼ ðf 1 ; . . . ; f q Þ for all 1pqpp. Then qor ) cðF q ; G; HÞXcðF r ; G; HÞ for all 1pq; rpp.
Thus the assertion to show is cðf ; G; HÞXcðh; G; HÞ.
Let B f and B h be the bipartite graphs of G and H induced by f and h, respectively. First we show, that N h ðiÞ N f ðiÞ for all i 2 V ðGÞ. Let j 2 N h ðiÞ. Then we have jf ðG; iÞ À f ðH; jÞjpe and jgðG; iÞ À gðH; jÞjpe. From the former inequality follows that j 2 N f ðiÞ. Thus N h ðiÞ N f ðiÞ.
By definition, N h ðiÞ and N f ðiÞ are complete bipartite subgraphs of B h and B f , respectively. Deleting a vertex from a neighborhood of i 2 V ðGÞ in a bipartite graph of G and H induced by some e-invariant does not increase the number of possible perfect matchings. Hence, cðf ; G; HÞXcðh; G; HÞ.
The proof for p42 follows the same argumentation as for p ¼ 2. & According to Lemma 1 refining a cover by adding e-invariants does not increase c. A decrease of c may occur, when additional invariants narrow the neighborhood N f ðiÞ in B f of a vertex i 2 V ðGÞ.
We conclude this section with a result telling us that the e-automorphism cover is not coarser than a vertex e-invariant cover. Hence, the best reduction of the search space we can expect is obtained by approximating the e-automorphism cover.
Lemma 2. Let G be a graph, and let f be a vertex e-invariant. Then
Proof. Let C 2 C G be a cluster of the e-automorphism cover. We show that there is a cluster C 0 2 C f ðGÞ with C C 0 . Let i; j 2 C. Then there is an e-automorphism f with i f ¼ j. This implies jf q ðG; iÞ À f q ðG; jÞjpe for all q. Since f is an e-invariant, there is a cluster C 0 2 C f with i; j 2 C 0 . Hence, we have C G 0 C f ðGÞ. &
A neural e-GIP solver
In practice, most algorithms adopt the same basic approach to the exact graph isomorphism problem, though the details may vary. To reduce the search space the common approach first approximates the automorphism partition of each graph using a vertex classification procedure which is based on a set of vertex invariants. In a second step an isomorphism is constructed or non-isomorphism is established by applying a breadth-first search, depth-first search, or a mixture of both methods. The NGI algorithm extends this approach for solving exact and inexact graph isomorphism problems.
Outline of the NGI algorithm: Let G and H be graphs with n vertices.
(1) Find covers CðGÞ of V ðGÞ and CðHÞ of V ðHÞ by using a neural refinement procedure. (2) Use the covers CðGÞ and CðHÞ to construct an e-association graph GÅ e H of G and H. The e-association graph is an auxiliary structure to cast the isomorphism problem to a maximum clique problem. (3) Find a maximum clique C m in GÅ e H by using a special Hopfield network. (4) G and H are e-isomorphic if and only if m ¼ n.
Note that the NGI algorithm can be modified in Step 3 by using other clique algorithms or even a different method to establish (non-) isomorphism.
Before describing Step 1-3 of the NGI algorithm in detail, we precede the presentation with a general notion to simplify technicalities. All neural networks involved in the NGI algorithm are associated with a specific graph. Networks for refining covers are associated with the given graphs to test for e-isomorphism and the network for solving the maximum clique problem is associated with an association graph. A neural network N G associated with G consists of n fully connected units. The dynamics of the network is given by
where x i ðtÞ denotes the activity of unit i and d is the self-inhibition. The synaptic weights w ij between unit i and unit j are of the form
The output function o i ðtÞ ¼ o i ðxðtÞÞ of unit i is a non-decreasing function applied on x i ðtÞ. The state vector of the network N G at time t is defined by the vector xðtÞ ¼ ðx 1 ðtÞ; . . . ; x n ðtÞÞ.
Step 1-Approximating the e-automorphism partition
A state vector xðtÞ of a network N G associated with a graph G can be regarded as a function f t : G V ! R; ðG; iÞ7 !x i ðtÞ assigning each vertex of a graph the state of its corresponding unit. This formulation serves to illustrate that a state vector of N G has the same functional form as a vertex e-invariant. Thus the states x i ðtÞ determine a cover such that two units belong to the same cluster of that cover, if and only if their initial activations are e-similar. With evolving time the states and thus the cover changes. In the following we show under which conditions activations of units are vertex e-invariants of the underlying graph. Finally, we mention the limitations of this approach.
Exact case
Let N G be a neural network associated with a graph G. Suppose the initial activation of each unit i of N G is given by hðg ii Þ where h is an arbitrary real valued function. Then N G together with update rule (3) is a refinement procedure, which approximates the automorphism partition of G: At each time instance tX0 the state xðtÞ of N G induces a partition P t ðGÞ of the vertex set V ðGÞ. Two vertices i and j are members of the same cell V k ðtÞ 2 P t ðGÞ if and only if x i ðtÞ ¼ x j ðtÞ. The initial state induces the initial partition P 0 ðGÞ which is iteratively refined according to dynamical rule (3). The refinement procedure terminates, when the current partition P t ðGÞ is not finer than P tÀ1 ðGÞ. Theorem 1 shows that the state xðtÞ of N G is a vertex invariant and therefore justifies this approach. Proof. Let i; j 2 V ðGÞ be vertices with i $ j and f 2 Aut G with j ¼ i f . For t ¼ 0 the assertion follows from x i ð0Þ ¼ hðg ii Þ ¼ hðg jj Þ ¼ x j ð0Þ. Now assume that x i ðtÞ ¼ x j ðtÞ holds for some t40. Since x i ðtÞ ¼ x j ðtÞ, we have o i ðtÞ ¼ o j ðtÞ. Furthermore, any automorphism preserves adjacency relations. Hence,
Then by induction we have for all i; j 2 V ðGÞ, then we obtain Morgan's procedure [26] . A refinement using xðtÞ as e-invariant may have the undesirable effect of merging members i 2 C and j 2 C 0 of different cells C; C 0 2 P tÀ1 ðGÞ at time step t-1 to a common cell C 00 2 P t ðGÞ at time step t. It is a characteristic feature of invariants that members of different cells are not similar and therefore should remain in different cells. One way around this problem is to use the current partition as starting point for the next partition. In mathematical terms: Since each state x i ðtÞ is an onedimensional invariant of vertex i for all tX0, the vector f i ðtÞ ¼ ðx i ð0Þ; . . . ; x i ðtÞÞ is a t þ 1-dimensional invariant of i. At each time step t+1, dynamics (3) separately refines each cell of the current partition P f ðtÞ ðGÞ induced by f ðtÞ ¼ ðf 1 ðtÞ; . . . ; f n ðtÞÞ such that members from different cells are not joined.
On the other hand, a refinement procedure using f ðtÞ as a set of e-invariant usually results in a finer partition than the same procedure using xðtÞ, but may require more computational time to converge to a locally finest partition. Thus, one has to compromise between computational complexity of partitioning the vertex sets and establishing (non-) isomorphism. In this sense using invariants is more an art than a science.
It is left to show that the neural refinement procedure of N G terminates.
Theorem 2.
Let N G be a neural network associated with a graph G. Then the partition refinement procedure (3) using xðtÞ and f ðtÞ as e-invariant terminates within finite time.
Proof. Update rule (3) induces a sequence of partitions ðP t ðGÞÞ tX0 . Since jV ðGÞj is finite there are only a finite number of possible partitions. Hence, there is a t 0 X0 such that P t 0 þ1 ðGÞ is not finer than P t 0 ðGÞ. The convergence proof for ðP f ðtÞ ðGÞÞ tX0 follows a similar argumentation. &
Inexact case
Let G be a graph with adjacency matrix AðGÞ ¼ ðg ij Þ. For convenience of presentation we assume that the weights of G are normalized, that is g ij 2 ½0; 1 for all i; j 2 V ðGÞ. At each time step t, the state vector xðtÞ of the network N G associated with G induces a cover C t ðGÞ of V ðGÞ. Two vertices i; j 2 V ðGÞ are member of the same cluster V k ðtÞ 2 C t ðGÞ, if and only if jx i ðtÞ À x j ðtÞjpe. The initial state xð0Þ induces an initial cover C 0 ðGÞ which is then iteratively refined by applying update rule (3) . In the following we show under which conditions the activations of N G are e-invariants of G.
We assume that the network N G associated with G satisfies the following conditions:
IE1
The self-inhibition of each unit is d ¼ 1.
IE2
The weights of N G are of the form 
Proof. Let i; j 2 V ðGÞ be two vertices with i$ e j and f 2 Aut G with i f ¼ j. Clearly, the assertion holds for t ¼ 0, since
by IE3. Now assume that jx i ðtÞ À x j ðtÞjpe for some tX0. By induction we have
Furthermore, from jx i ðtÞ À x j ðtÞjpe by assumption together with jo i ðtÞ À o j ðtÞjpjx i ðtÞ À x j ðtÞj by IE5 directly follows je kk jpe. Hence, The inequality from the second to the third line uses IE4. This proves the assertion. & As opposed to the exact case and despite Lemma 2, simply refining the vertex set of V ðGÞ by means of xðtÞ has no theoretical justification. Due to the inexactness the effects of finer covers on pruning the search space are in general not clear. Lemma 1 rectifies the situation, if we consider f ðtÞ ¼ ðxð0Þ; . . . ; xðtÞÞ as t þ 1-dimensional einvariant composed of the t þ 1 one-dimensional e-invariants xð0Þ; . . . ; xðtÞ.
1
The convergence proof of the inexact refinement procedure using f ðtÞ as einvariant is almost identical to the proof of Theorem 2. We include Theorem 4 for sake of completeness.
Theorem 4.
Let N G be a neural network associated with a graph G. Then the refinement procedure (3) using f ðtÞ as e-invariant terminates within finite time.
Limitations
For exact graph isomorphism problems, the neural refinement procedure will not partition the vertex set into proper subsets for regular graphs 2 , not even in the case when the automorphism group Aut G ¼ fidg is the trivial group.
In the case of inexact graph isomorphism problems, the proposed refinement procedure fails to partition the vertex set, if the pairwise average weighted degrees 3 of all vertices do not differ by more than e=3. Stated in equivalent terms, partitioning of the vertex set fails, if e is too large.
Moreover, the assumptions IE2 is rather strict. Due to the scaling factor 1=ð3ðn À 1ÞÞ the states of N G converge to zero while the sequence of partitions P t ðGÞ induced by the e-invariant xðtÞ converges to the trivial partition fV ðGÞg after a few iterations. Since partitioning terminates as soon as the next partition is not finer than the current one, the proposed inexact refinement procedure may stop after the first or second iteration with a cover which is much coarser than the e-automorphism cover. To obtain a finer partition of V ðGÞ we may relax IE2 provided some assumptions are satisfied. For example, assume that G is a model graph and H is a noisy copy such that G and H are e-isomorphic. Then there is a graph H 0 isomorphic to H such that 
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1 Note that xðtÞ is n-dimensional as state vector of N G , but one-dimensional as vertex e-invariant of G. 2 A graph is regular, if all vertices have the same number of incident edges. 3 The weighted degree of a vertex is the sum of the weights of its incident edges.
where e ij denotes the noise of edge fi; jg 2 EðGÞ. Suppose also that the noise e ij is a realization of a random expectational error e with zero mean. Provided that e is uncorrelated with g ij we may relax IE2 to IE2' The weights of N G are of the form w ij ¼ g ij =a : if fi; jg 2 EðGÞ; 0 : if fi; jgeEðGÞ;
where ap1=ð3ðn À 1ÞÞ is a problem dependent scaling factor.
A suitable choice of a, however, is an open problem.
Step 2-Construction of an e-association graph
The problem of deciding whether two graphs G and H are e-isomorphic can be transformed to the problem of finding a maximum clique in an e-association graph of G and H. This concept apparently has been first suggested by Ambler [5] , Barrow and Burstall [8] , and Levi [24] . Since then it has been applied not only to the graph isomorphism, but also to the more general graph matching problem [9, 21, 22, 28, 29, 33, 35] .
Let f be a p-dimensional vertex e-invariant. The e-association graph GÅ e H of graphs G and H is a graph with V ðGÅ e HÞ ¼ fði; jÞ 2 V ðGÞ Â V ðHÞ : jf q ðG; iÞ À f q ðH; jÞjpe; 1pqppg;
EðGÅ e HÞ ¼ ffði; kÞ; ðj; lÞg 2 V ðGÅ e HÞ ½2 : jg ij À h kl jpe; iaj; kalg:
The following Theorem justifies to cast the e-GIP to the maximum clique problem in an e-association graph. It states that G and H are e-isomorphic if and only if oðGÅ e HÞ ¼ n.
Theorem 5. Let GÅ e H be the e-association graph of graphs G and H with n vertices. Then there exists a bijection w : I e ðG; HÞ ! CðGÅ e HÞ from the set I e ðG; HÞ of all e-isomorphism from G to H and the set of all maximum cliques CðGÅ e HÞ.
Proof. Define wðfÞ ¼ C f ¼ fði; i f Þ : i 2 GðV Þg for all f 2 I e ðG; HÞ. Then C f is a clique with n vertices by construction of GÅ e H. But then C f is a maximum clique by definition of GÅ e H. In addition, w is well-defined. The mapping w is bijective by construction of wðfÞ and GÅ e H. & It is noteworthy to mention, that in its original formulation, the maximum (maximal) cliques of an association graph are in one-to-one correspondence with the maximum (maximal) isomorphisms 4 between induced subgraphs of both graphs of consideration [7] . To simplify the problem of finding a maximum clique in an association graph GÅ e H, using e-invariants aims at reducing the size of GÅ e H such that several undesirable maximal cliques disappear while all maximum cliques are maintained at the same time.
4.3.
Step 3-Solving the maximum clique problem using Hopfield networks
In the previous step, we casted the problem of deciding whether G and H are eisomorphic to the problem of finding a maximum clique C n in GÅ e H with n ¼ jGj ¼ jHj. Finding a maximum clique of a given graph is a well-known NPcomplete combinatorial optimization problem [16] . Following the seminal paper of Hopfield and Tank [18] , the general approach to solve combinatorial optimization problems maps the objective function of the optimization problem onto an energy function of a neural network. The constraints of the problem are included in the energy function as penalty terms, such that the global minima of the energy function correspond to the solutions of the combinatorial optimization problem.
Let G be a binary (undirected) graph with adjacency matrix AðGÞ ¼ g ij . To solve the maximum clique problem of G using a Hopfield clique network (HCN) H G we associate the network with the graph G (see page 9).For sake of readability we restate the architecture and dynamical rule of H G .
The HCN H G consists of n fully interconnected units. The synaptic weights w ij between distinct units i and j are given by x i ðtÞ=t t : otherwise;
where t t is a time dependent control parameter called pseudo-temperature. The output function o i ðtÞ has a lower and an upper saturation point at 0 and 1, respectively. Starting with a sufficient large initial value t 0 the pseudo-temperature is decreased according to an annealing-schedule to a final value t f . The energy function of the network to be minimized is then of the form
Provided an appropriate parameter setting is given, Theorem 6 states that dynamical rule (3) performs a gradient descent with respect to the energy function E where the global (local) minima of E are in an one-to-one correspondence to the maximum (maximal) cliques of G. Before stating Theorem 6, we introduce two technical terms to simplify its formulation. Let deg E ðiÞ be the number of excitatory connections incident to unit i. We call
the excitatory degree of H G and
the inhibitory degree of H G . Since any vertex can have at most n À 1 adjacent neighbors, the excitatory degree deg E is less than n and therefore deg I X0. Now we are able to formulate Theorem 6.
Theorem 6. Let G be a binary graph of order jGj ¼ n and H G be a HCN associated with G. Assume that t t X1 for all tX0. If
There is a bijection between the global (local) minima of E and the maximum (maximal) cliques of G.
Proof. [20] . & From the first statement together with the fact that E is bounded follows that H G converges. Since the local minima of EðtÞ correspond to maximal cliques, we cannot guarantee that the network H G converges to an optimal solution corresponding to a maximum clique. In addition the network can converge to unstable points u 2 R n of EðtÞ. Due to their instability, imposing random noise onto H G may shift the output vector oðtÞ away from u. An example of an unstable point is the trivial solution 0 2 R n . The upper bound of w E ensures that H G performs a gradient descent with respect to E. The lower bound of w I guarantees that H G converges to a feasible solution provided that saddle points are avoided by imposing random noise onto the network.
Given a parameter setting satisfying the bounds of Theorem 6 the HCN operates as follows: An initial activation is imposed on the network. Finding a maximum clique then proceeds in accordance with dynamical rule (3) until the system converges to a stable state. During evolution of the network any unit is excited by all active units with which it can form a clique and inhibits all other units. After convergence the stable state corresponds to a maximal weighted clique C of G. The units corresponding to the vertices of C can be identified by their respective non-negative activation.
Experimental results
We tested the NGI algorithm on random binary, chemical molecules, and random weighted graphs. For approximately solving the maximum clique problem in Step 3 of NGI we used the HCN algorithm presented in Section 4.3 and compared it with other clique algorithms of the neural network community: Steepest Descent (SD) [19] , r-Annealing (RHO) [19] , Mean-Field Annealing (MFA) [19] , and the Exponential Replicator Equations (ERE) [28] . SD and RHO are fast algorithms which work on a discrete search space. MFA is the slowest but apparently the most accurate of all 5 clique algorithms. The replicator dynamics is derived from evolutionary game theory [17] and is despite its simplicity a powerful method to approximately solve the maximum clique problem. It uses the Motzkin-Strauss formulation of the maximum clique problem [27] and its spurious-free extensions [10] . The algorithms were implemented in Java using JDK 1.2. All experiments were conducted on a multiserver Sparc SUNW Ultra-4.
Random binary graphs
For each isomorphism test we considered pairs of graphs ðG; HÞ where G is a randomly generated graph with n vertices and edge probability p and H is a randomly permuted version of G. The chosen parameters were n ¼ 100, 500, 1000, 2500, 5000 and p ¼ 0:01, 0:05, 0:1, 0:3, 0:5. We generated 100 examples for each pair ðn; pÞ giving a total of 2500 isomorphism tests. Note, that the GIP of graphs with p40:5 is equivalent to the GIP of the complementary graphs.
The chosen invariant was the vertex invariant xðtÞ as proposed in Theorem 1. For sparse graphs we additionally employed the number n i of connected components P i consisting of i vertices for i 2 f1; 2; 3g as additional graph invariant. The components P i are uniquely determined and form paths of length i À 1. Since isomorphic graphs have the same number of components, it is sufficient to compare the numbers n i for each i 2 f1; 2; 3g. If the graphs of consideration pass that test the components P i can be discarded and isomorphism testing continues on the reduced graphs consisting of the remaining components.
We used random graphs for the purpose of comparing the proposed NGI algorithm with the best methods applied to the GIP within the neural network community. In particular, we compared our results with the Lagrangian Relaxation Network (LRN) [31] , the optimizing Network Architecture (ONA) [30] , and the Exponential Replicator Dynamics (REP) [28] . Note that REP uses the same dynamics as ERE but is applied on a different association graph using the degree of a vertex as invariant. Due to their high computational effort LRN, ONA, and REP were tested on 100-vertex random graphs only. Other neural networks approaches as [2, 36] have been empirically proven to be not competitive with LRN, ONA, and REP. In addition we compared NGI with two well-known non-neural methods, Ullman's algorithm [38] , and Nauty [25] . Ullman's algorithm and Nauty are both exact algorithms which guarantee to return a correct solution. Ullman's algorithm is still one of the most commonly used algorithms for graph and subgraph isomorphism problems. Nauty is considered to be the fastest graph isomorphism algorithm today available. Results on the performance of Ullman's algorithm and Nauty on random graphs are taken from [14] . Both algorithms are implemented in C/C++. Table 1 summarizes the results. The results of ERE and HCN are roughly equivalent. Both algorithms terminated with correct results on all trials. The errors of MFA, shown in Table 1 as bracketed numbers, are all caused by exceeding the given timelimit of 10; 000 iterations. The erroneous results of SD and RHO indicate that solving the maximum clique problem in Step 3 of NGI is not a trivial task.
As expected, NGI using any of the five clique algorithms SD, RHO, MFA, ERE, and HCN outperformed LRN, ONA, and REP with respect to both accuracy and speed. Accuracy of NGI using SD and RHO is roughly equivalent to LRN and superior than ONA, and REP. Accuracy of LRN, ONA, REP degraded for sparse graphs of order 100. The LRN algorithm terminated with a correct solution for all test runs except for 5% failures at p ¼ 0:01. ONA and REP performed poorly on 100-vertex random graphs with po0:05. As an example for p ¼ 0:01 the percentage of correct solutions is about 0:11 for REP and 0:0 for ONA. But even if we are willing to live with a small degree of uncertainty, LRN, ONA, and REP are prohibitively slow. The average times to match two 100-vertex random graphs were about 600-1800 s for LRN on a SGI workstation, about 80 s for ONA on the same SGI workstation, and about 3-2000 s for REP on a SPARC-20 workstation. In contrast, the average time required by NGI using HCN is about 0:002-0:006 s for 100-vertex graphs and 4-6 s for 5000-vertex graphs. The results indicate, that structural preprocessing might be of much more impact on combinatorial optimization problems than solely using sophisticated and powerful energy minimization methods. On the other hand, using invariants is involved with loss of generality. As opposed to LRN and ONA, the NGI algorithm as well as REP are not applicable for more general graph matching problems unless they abandon from invariants.
Ullman's algorithm and Nauty clearly outperformed LRN, ONA, and ERE. According to the results reported in [14] the average computational time of Ullman's algorithm and Nauty for sparse 100-vertex random graphs with edge probability p 2 ½0:01; 0:1 were about 10 À2 and 10 À3 s on an Intel Celeron 500 MHz PC. Thus Ullman's algorithm and Nauty do not only guarantee to return a correct solution, but also are about 10 5 -10 6 times faster on sparse random graphs than LRN, ONA, and ERE. These results confirm that previous neural network solutions applied to the graph isomorphism problem are not competitive with other approaches.
NGI using HCN outperformed Ullman's algorithm on random graphs. Taking into account the different programming languages and machines, the execution times of NGI and Ullman's algorithm are approximately of the same order for 100-vertex graphs. But NGI is about 100 times faster than Ullman's algorithm for 500-vertex random graphs. According to [14] Ullman's algorithm was not able to find an isomorphism for graphs with more than 700 vertices. This shows that NGI is competitive with standard algorithms for the isomorphism problem.
On the other hand Nauty is superior than NGI for large graphs. For sparse random graphs with 1000 vertices the average time required by Nauty is about 0:05 s while NGI using HCN required about 0:2 s. Even if we take into account that an algorithm implemented in Java is slower than the same algorithm implemented in C/ C++, the results in [14] clearly indicate that Nauty outperformed NGI for large random graphs. The main reason for the better performance of Nauty is its more extensive and sophisticated use of vertex and edge invariants together with some efficient pruning techniques. 
Chemical molecules
In this experiment, we applied the NGI algorithm on 230 chemical compounds of the mutagenicity dataset described in [37] . The number of atoms are in the range of 13-40. The average size of the data set is 25:6 and its deviation 6:7. Each molecule was transformed to an attributed graph where vertices represent atoms and edges represent bonds between the corresponding atoms. To each vertex and edge we assigned the name of the atom and the type of the bond as their attribute. For each graph representing a molecule we generated 25 randomly permuted versions of that graph giving a total of 5750 test instances.
Two experiments were conducted. In the first experiment we used the vertex invariant f ðtÞ ¼ ðxð0Þ; . . . ; xðtÞÞ given in Section 4.1.1. In the second experiment we additionally used the distance ðd ij Þ between two vertices as edge invariant. Note, that the distance invariant can also be obtained by evolving a neural network. Table 2 summarizes the results. As opposed to random graphs the structure of chemical compounds is more regular and symmetric. As expected the performance of NGI using f ðtÞ as vertex invariant is significantly worse with respect to both, accuracy and speed. Adding the edge invariant ðd ij Þ removes edges in the association graph and improves the percentage of correct results. The high accuracy of MFA is at the expense of speed. In particular, when using f ðtÞ+ðd ij Þ as invariant, MFA is about 100 times slower than HCN to improve the accuracy about 0:3%. An interesting observation is that the simplest of all five algorithms, SD and RHO, performed better than HCN and ERE when using the weaker invariant f ðtÞ. Finally, it is noteworthy to mention, that the NGI algorithm using HCN is about 50 times faster than the algorithm proposed by [1] applied on synthetical protein molecules of about the same size.
Random weighted graphs
For each e-isomorphism test we generate pairs of graphs ðG; HÞ as follows: G is a randomly generated graph with n vertices and edge probability p. To each edge fi; jg of G we assigned a randomly chosen weight w ij 2 ½0; 1. To construct H we randomly permuted G and added uniform noise from the interval ½Àe; þe to all edges of H. Shown are the total number of errors (err), the percentage accuracy (acc), and the average computational time (msec).
ARTICLE IN PRESS
The chosen parameters were n ¼ 100; 250; 500; 750; 1000, p ¼ 0:25; 0:5; 0:75; 1:0, and e ¼ a=n with a ¼ 1:0, 0:5, 0:25, 0:1. We generated 100 examples for each pair ðn; aÞ giving a total of 8000 isomorphism tests. We have chosen random weighted graphs to compare the proposed NGI algorithm with LRN and ONA, apparently the most powerful methods applied on inexact graph isomorphism problems reported in the neural network literature.
In this experiment we only have applied ERE and HCN for solving the maximum clique problem in Step 3 of the NGI algorithm. As invariant we used f ðtÞ as defined in Section 4.1.2.
The NGI algorithm using ERE and HCN returned a correct solution on all 8000 trials. Table 3 shows the average computational times in ms required by both methods for testing on e-isomorphism. In average the HCN implementation is about 1:5 times faster than the ERE implementation. Since this is not a striking improvement we regard the results of both methods as to be roughly equivalent. From the results we see that the NGI algorithm performs best on sparse graphs with small noise level and worse for dense graphs with high noise level. If the noise is sufficiently small such that it does not disrupt the structure of a graph, NGI is clearly superior than LRN and ONA. The faster of both other approaches (ONA) takes about 80 seconds to match two fully connected 100-vertex graphs, while NGI using HCN requires about 0:004-0:01 s for matching two fully connected 100-vertex graphs and about 0:4-0:9 s to match two arbitrary 1000-vertex graphs. If the noise level becomes too large (e41=n for uniformly distributed weights) and disrupts the structure of the graph, then the e-GIP turns into a general graph matching problem. In this case LRN and ONA outperform NGI with respect to both accuracy and speed. An interesting observation is that the execution times of NGI approximately increase quadratic with the number of vertices. This indicates that NGI is faster on random weighted graphs than the RKHS Interpolator-Based Graph Matching algorithm [40] which has cubic complexity.
Conclusion
We proposed and tested a neural network approach to solve exact and inexact graph isomorphism problems based on using vertex e-invariants. Experimental results on random weighted graphs yield exact results on all test instances within impressive time limits. The results indicate that (1) neural networks are capable of discovering structural properties in a preprocessing step, (2) neural preprocessing may be of greater impact than solely using sophisticated energy minimization methods. For large scale application problems, like identifying slightly perturbed query graphs in a data set of model graphs, it is of increasing importance to develop more powerful inexact vertex and edge invariants.
