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Özetçe —Bu çalıs¸mada yakın zamanda düzlemsel nesneler
için ikilik betimleyiciler ile anahtar nokta es¸leme amacıyla
önerilen bir yöntem üç boyutlu nesneler için uyarlanmıs¸tır. Bu
yöntemin bas¸arısı yüzden fazla resim içeren bir müze nesne
tanıma uygulamasında test edilmis¸tir. Ayrıca sadece es¸lenme
bas¸arısı yüksek betimleyicilerin kullanılmasının nesne tanıma
uygulamasının bas¸arısına etkisi de ölçülmüs¸tür.
Anahtar Kelimeler—Bilgisayarla görü, nesne tanıma, ikilik
betimleyiciler, anahtar nokta es¸leme
Abstract—In this paper, we adapt a recently proposed keypo-
int matching approach for binary descriptors and planar objects
to three dimensional objects. We also evaluate the performance of
this approach for a museum object recognition application con-
taining more than one hundred paintings. Moreover, we quantify
the effect of selecting only descriptors with high matching ratio
on the success rate of the object recognition application.
Keywords—Computer vision, object recognition, binary descrip-
tors, keypoint matching
I. GI˙RI˙S¸
Nesne tanıma problemi daha önceden bilinen ve sınırlı
sayıda bakıs¸ açısından görüntüleri toplanmıs¸ nesnelerin içerig˘i
bilinmeyen bir sorgu görüntü içerisinde yer alıp almadıg˘ının
tespitidir. Bu problemin çözümü için yaygın olarak sorgu gö-
rüntü ile daha önceden çekilmis¸ görüntüler es¸les¸tirilir. Genelde,
bu es¸les¸tirme görüntülerden tespit edilen anahtar noktalar [1],
[2] üzerinden gerçekles¸tirilir. Her bir anahtar nokta etrafındaki
dokuyu tanımlayan bir betimleyici [3], [4] hesaplanır ve bir-
birine yakın betimleyicilere kars¸ılık gelen anahtar noktaların
dog˘ru es¸ler oldug˘u varsayılır.
Hesaplama gücünün sınırlı oldug˘u durumlarda genellikle
ikili betimleyiciler [4]–[9] tercih edilmektedir. Bu betimleyici-
lerin hem hesaplanması kolaydır hem de iki betimleyici arasın-
daki uzaklık sadece bir kaç makine komutu ile hesaplanabilir.
Bu bildiride yer alan çalıs¸malar TÜBI˙TAK tarafından 113E496 numaralı
aras¸tırma projesi kapsamında desteklenmis¸tir.
Ancak bu betimleyiciler görüntünün elde edildig˘i bakıs¸
açısından SIFT [10] benzeri betimleyicilere göre daha çok
etkilenirler. Burada temel etmen bu betimleyicilerin ikilik
sayı sistemini kullanmasıdır. Sonuç olarak bu betimleyiciler
kullanılarak yapılan anahtar nokta es¸lemesinde görece daha
çok hata yapılır. Çünkü sorgu görüntüdeki anahtar noktanın
betimleyicisinin, ait oldug˘u nesne bilinen betimleyiciler arasın-
daki en yakın koms¸usu dog˘ru nesneye ait olmayabilir. Aslında
büyük nesne kümeleri ile çalıs¸ırken en yakın koms¸u es¸siz dahi
olmayabilir. Bu durumda da es¸leme hataları ortaya çıkar ve
nesne tanıma bas¸arımı düs¸er.
Yakın zamanda bu durumu önlemek için en yakın tek
bir koms¸u yerine, en yakın K koms¸unun hesaplanmasını
sag˘layan bir yöntem önerilmis¸tir [11]. Bu yöntemde, sorgu
görüntüde yer alan bir betimleyiciye olan uzaklıklara göre
sıralama yapılarak en yakın K betimleyici hesaplanmakta ve
dog˘ru es¸ betimleyici bu K elemanlı küme içinde olasılıg˘a
dayalı bir yöntem ile seçilmektedir. Seçimi etkileyen olasılık
deg˘erleri, farklı bakıs¸ açılarında betimleyicilerdeki deg˘is¸imleri
modellemektedir. Yöntem sadece düzlemsel nesneler ile test
edildig˘inden olasılık deg˘erleri sentetik olarak olus¸turulan eg˘i-
tim görüntülerinden hesaplanmaktadır.
Üç boyutlu nesnelerin farklı bakıs¸ açılarından görüntülerini
sentetik olarak olus¸turmak düzlemsel nesneler kadar basit de-
g˘ildir. Bu nedenle, eg˘itim amacıyla kullanılacak verilerin farklı
açılardan çekilmis¸ görüntülerden toplanması daha uygundur.
Bu çalıs¸mada [11] tarafından önerilen yöntem, üç boyutlu
nesneler için uyarlanmıs¸ ve bu nesneler üzerindeki anahtar
noktaların es¸lenmesi için bas¸arısı test edilmis¸tir.
Aynı yöntem, çekilen fotog˘rafların bir müzedeki yaklas¸ık
yüz farklı eser içerisinden hangisine ait oldug˘unun belirlendig˘i
bir nesne tanıma uygulamasına da uyarlanmıs¸tır. Yapılan de-
neylerin sonuçları, nesne tanıma bas¸arısının ilk on yakın koms¸u
kullanılarak artırılabildig˘ini ve betimleyicilerin sadece yarısı
kullanılsa bile eserlerin tanınabildig˘ini göstermektedir.
II. I˙LGI˙LI˙ LI˙TERATÜR
Çalıs¸mada üç boyutlu sahnelerde anahtar nokta es¸leme ve
nesne tanıma için [11] tarafından önerilen yöntem kullanılıp
test edilmis¸tir. Bu yönteme en yakın yaklas¸ım [12] tarafından978-1-5090-6494-6/17/$31.00 c©2017 IEEE
önerilen ve BOLD adı verilen maskeleme yaklas¸ımıdır. BOLD
betimleyicisi bir eg˘itim verisinden betimleyici deg˘is¸imlerini
modellemek yerine betimleyicinin güvenilir ikilik deg˘erlerini
anahtar nokta bazında ög˘renir. Her bir anahtar nokta için
bu ikilik deg˘erleri içeren bir maske saklanır ve betimleyici
es¸les¸mesinde kullanılır. Üç boyutlu nesneler için BOLD betim-
leyicisi hesaplanması ve test edilmesi için de önerilen yöntem
kullanılabilir.
Anahtar nokta betimleme amacıyla çalıs¸mada BRIEF be-
timleyicisi kullanılmıs¸ ancak buna alternatif olarak [7]–[9]
tarafından gelis¸tirilen betimleyiciler de kullanılabilir. [11] ta-
rafından önerilen yöntem bu betimleyiciler ile de uyumlu
oldug˘undan çalıs¸mada kullanılan teknikler dog˘rudan bu betim-
leyiciler için de uyarlanabilir.
Anahtar nokta veri kümelerinin sıkıs¸tırılması konusunda
robotik alanında çalıs¸malar mevcuttur. Bir ortamda bulunan
tüm anahtar noktaların saklanması gerçek zamanlı robotik uy-
gulamaları için de ortam büyüklüg˘ü arttıkça sorun olmaktadır.
[13] nokta kümelerinin azaltılması için olasılıksal bir yaklas¸ım
gelis¸tirmis¸tir. [14] ise nokta kümeleri ve sahneler üzerinden bir
tam sayı eniyileme problemi çözümleyerek noktalar arasındaki
ilis¸kiyi de kullanarak bazı noktaları eler. Çalıs¸mada kullanılan
yaklas¸ım bu yaklas¸ımlardan daha basit ama istatistiklerinin he-
saplanması için kullanılan eg˘itim as¸amasıyla daha uyumludur.
III. YÖNTEM
I˙kili betimleyiciler ayrık yapıları sebebiyle görüntünün elde
edildig˘i bakıs¸ açısından [10] benzeri betimleyicilere göre daha
çok etkilenirler ve bu durum es¸les¸me hatalarının ortaya çık-
masına ve nesne tanıma bas¸arımının düs¸mesine sebep olabilir.
Çünkü sorgu betimleyicinin Hamming uzaklıg˘ına göre en
yakın koms¸usu dog˘ru nesneye ait olmayabilir ve hatta büyük
nesne kümeleri için en yakın koms¸u es¸siz dahi olmayabilir.
Bu çalıs¸mada, ikili betimleyiciler kullanılarak üç boyutlu
nesne tanıma için önce her bir sorgu betimleyiciye ait en
yakın koms¸u yerine K adet en yakın koms¸u belirlenip bundan
sonra bu listedeki aday anahtar noktalar için özel bir betim-
leme yapan iki kademeli bir yöntem kullanılmıs¸tır [11]. Bu
yöntemde, ilk adımda her bir sorgu betimleyici için bilinen
nesnelere ait betimleyicilerden Hamming uzaklıg˘ına göre en
yakın K tanesi bulunarak bir listede saklanır. I˙kinci adımda ise
bu betimleyicilerden en uygunu, olasılıg˘a dayanan ve her bir
anahtar nokta için özel olarak hesaplanan bir deg˘er yardımıyla,
seçilir. Bu deg˘erin hesaplanması için betimleyicilerdeki deg˘i-
s¸imleri modelleyen ve önceden bilinen görüntülerden hesap-
lanmıs¸ olan veriden faydalanılır. Kullanılan yöntem, düzlemsel
nesneler için anahtar nokta es¸lenmesinde bas¸arı sag˘lamıs¸tır.
Ancak yöntem üç boyutlu nesneler ile test edilmemis¸ ve nesne
tanıma bas¸arısı ayrıca ölçülmemis¸tir.
A. Üç Boyutlu Nesneler için Eg˘itim Kümesinin Hesaplanması
Kullanılan yöntemde betimleyicilerin kamera bakıs¸ açısına
bag˘lı deg˘is¸imleri istatistiksel olarak modellenirken ilgin dönü-
s¸ümler ile sentezlenen eg˘itim verisinden yararlanılmıs¸tır. Bili-
nen nesneler düzlemsel oldug˘unda bu gerçekçi bir yaklas¸ımdır.
Ancak nesneler üç boyutlu oldug˘unda tek bir görüntüden eg˘i-
tim verisi çıkarılması gerçekçi deg˘ildir. Bu çalıs¸mada, bilinen
üç boyutlu görüntülerden, çevrimdıs¸ı bir eg˘itim as¸amasında,
veri çıkarmak için her bir üç boyutlu nesnenin farklı kamera
(a) (b) (c)
S¸ekil 1: Üç boyutlu bir nesnenin çevrimdıs¸ı eg˘itim as¸amasında
kullanılan farklı kamera pozisyonlarından elde edilmis¸ görüntü
örnekleri. (a) Üç boyutlu nesnenin referans görüntüsü. (b) Üç
boyutlu nesnenin kamera ekseni etrafında kırk derece dön-
dürülmüs¸ görüntüsü. (c) Üç boyutlu nesnenin kamera ekseni
etrafında doksan derece döndürülmüs¸ görüntüsü.
(a) Dog (b) Horse (c) Oil
S¸ekil 2: Çalıs¸mada kullanılan üç farklı üç boyutlu nesneye ait
veri kümelerinin referans görüntüleri.
pozisyonlarındaki görüntülerinden olus¸an veri kümesi [15]
kullanılmıs¸tır.
Bu veri kümesi dönen bir tablaya yerles¸tirilmis¸ yüzden
fazla nesneyi barındırmaktadır. S¸ekil 2’de örnek nesneler gös-
terilmis¸tir. S¸ekil 1’de nesnelerin çevrimdıs¸ı eg˘itim as¸amasında
kullanılan veri kümesinden örnekler gösterilmis¸tir. Veri kümesi
dönen tablaya konulan nesnelerin görüntüleri alt ve üst kamera
olmak üzere iki kamera tarafından bes¸ derecelik döndürme açı-
larında çekilmis¸tir. Veri kümesi nesne görüntülerinin yanında
bir damalı düzlemsel kalibrasyon nesnesinin de görüntülerini
içermektedir. Bu sayede kameraların iç ve dıs¸ kalibrasyon
deg˘is¸kenleri hesaplanabilmis¸ ve anahtar noktalar üç boyutlu
nesnelerin farklı görüntülerine tas¸ınabilmis¸tir. Anahtar nok-
taların tas¸ınması için iki görüntü arasındaki geometrik ilis¸-
kinin tanımlanması gereklidir. Bu tanımlamaya temel matris
(fundamental matrix) denilip, bu matris iç ve dıs¸ kalibrasyon
deg˘is¸kenleri kullanılarak as¸ag˘ıdaki formül ile hesaplanır.
F = [e2]xP2P
T
1
(1)
Bu formüldeki e2 ikinci kameranın epipol’ü olup Formül 2 ile
hesaplanır.
e2 = P2
[
R
T
1
t1
1
]
(2)
Formül 1 ve 2’deki P1 ve P2 kameraların izdüs¸üm matrisleri
olup üç boyutlu geri çatım elde edilmesinde kullanılır [16].
Eg˘itim verisinin hesaplanması amacıyla, aynı üç boyutlu
noktanın farklı bakıs¸ açılarında iki boyutlu konumunu bulmak
için görüntülerdeki anahtar noktalar geometrik kıstaslar yardı-
mıyla es¸les¸tirilmis¸tir [15]. Bunun için görüntülerdeki anahtar
noktalar dig˘er görüntülere tas¸ınmıs¸tır. Nesneler üç boyutlu
oldug˘u için bir görüntüdeki konumlar bas¸ka bir görüntüye
dog˘ru parçası olarak tas¸ınabilmektedir. Ancak bir görüntüdeki
konumun dig˘er görüntüdeki es¸leneg˘ini bulmak için nesnenin
üç görüntüsünün kullanılması gerekmektedir. Testlerde sıfır
S¸ekil 3: Sol alttaki resim Dog nesnesinin sıfır derecede alt
kamera tarafından (IA0), sol üstteki resim sıfır derece üst
kamera tarafından (IÜ0) ve sag˘daki resim kırk derece alt
kamera tarafından (IA40) çekilmis¸ görüntülerinden elde edil-
mis¸tir. IA0 görüntüsündeki kırmızı nokta ile gösterilmis¸ anahtar
nokta, görüntüler arasındaki geometrik ilis¸ki kullanılarak IÜ0
ve IA40 görüntülerine epipolar çizgi (kırmızı renkli) olarak
tas¸ınmıs¸tır. IÜ0 görüntüsündeki epipolar çizgiye Öklit uzaklıg˘ı
üç pikselden daha az olan iki anahtar nokta yes¸il noktalar
ile gösterilmis¸tir. Bu noktalar IA40 görüntüsüne epipolar çizgi
(yes¸il renkli) olarak tas¸ınmıs¸tır. IA40 görüntüsünde yes¸il epi-
polar çizgiler ile kırmızı epipolar çizginin kesis¸im noktaları
bulunmus¸ ve bunlara uzaklıg˘ı üç pikselden az olan mavi
anahtar nokta IA0 görüntüdeki kırmızı ile gösterilen anahtar
noktanın es¸lenig˘i olarak bulunmus¸tur.
derece alt kamera tarafından çekilmis¸ nesnelerin görüntüsün-
deki (referans görüntülerdeki) anahtar nokta konumları yine
alt kamera tarafından çekilmis¸, nesnenin dig˘er görüntülerine
tas¸ınırken sıfır derece üst kamera tarafından çekilmis¸ görüntü
yardımcı olarak kullanılmıs¸tır. S¸ekil 3 geometrik kıstaslar ile
anahtar noktaların nasıl es¸lendig˘ini özetlemektedir.
B. Anahtar Nokta Es¸les¸tirme ile Nesne Tanıma
[11] tarafından gelis¸tirilen yöntemin gerçekçi bir nesne
tanıma uygulamasında test edilmesi için bir müzedeki tablolara
ait imgelerden olus¸an bir veri kümesi olus¸turulmus¸tur. Orsay
müzesindeki 112 tablonun ön cepheden çekilmis¸ fotog˘rafları
bilinen nesneler kümesini olus¸turmaktadır. Referans imge ör-
nekleri S¸ekil 4 ile gösterilmektedir.
Daha sonra bu veri kümesinde nesne tanıma bas¸arımını
ölçmek için 11 adet imge seçilmis¸ ve bunlar basılarak farklı
arkaplan ve açılar ile test veri kümesi olus¸turulmus¸tur. Aynı
test imgesi için farklı test kos¸ulları S¸ekil 5 ile gösterilmektedir.
Test imgelerindeki görüntülerde referans nesne konumları el
ile is¸aretlenerek test ve referans imgeler arasındaki iki boyutlu
perspektif dönüs¸ümler hesaplanmıs¸tır. Bu dönüs¸ümler kulla-
nılarak yapılacak es¸lemelerin dog˘ruluk ya da yanlıs¸lıg˘ı tespit
edilebilir.
S¸ekil 4: Orsay Müzesi veri kümesi referans imge örnekleri
S¸ekil 5: Orsay Müzesi veri kümesi test kos¸ulları örnekleri
Nesne tanıma bas¸arımının ölçülmesi için her bir test imgesi
için betimleyiciler çıkarılarak tüm nesnelerden hesaplanan be-
timleyiciler arasında arama yapılmıs¸tır. Bu aramanın sonuçları
hem en yakın koms¸u için hem de 10 en yakın koms¸u için
yerellig˘e duyarlı karma [17] (YDK) yöntemiyle hesaplanmıs¸-
tır. Bu büyüklükteki veri kümelerinde betimleyicilerin büyük
çog˘unlug˘u yanlıs¸ es¸les¸eceg˘inden dog˘rudan nesne tanıma yapıl-
ması mümkün deg˘ildir. Bunun yerine es¸lenen betimleyicilerin
hangi nesnelere ait oldug˘una bakılarak en çok betimleyicinin
es¸lendig˘i ilk üç nesne belirlenir. Bu ilk üç nesne içinden
her birine ayrı ayrı es¸leme yapılarak geometrik sınırlamaları
da kullanan gürbüz bir yöntemle (PROSAC [18]) es¸lemeler
kontrol edilir. En çok es¸leme yapılan nesne seçilmis¸ olur.
IV. DENEYLER
A. Üç Boyutlu Nesneler için Anahtar Nokta Es¸les¸tirme
Yöntem bölümünde belirtildig˘i gibi tek bir imgeden çıka-
rılacak eg˘itim verileri üç boyutlu deg˘is¸imleri dog˘ru modelle-
yemeyeceg˘inden on derece aralıklarda eg˘itim imgeleri alınmıs¸
bunlar zayıf ilgin dönüs¸ümlerle bükülerek eg˘itim verisi olus¸tu-
rulmus¸ ve bu eg˘itim verisinden de betimleyici davranıs¸larının
olasılıksal dag˘ılımları hesaplanmıs¸tır. Test için eg˘itim verisinde
yer almayan ve bes¸ derece döndürülmüs¸ imgeden bas¸layıp on
derece aralıklarla devam eden imgeler kullanılmıs¸tır.
Deneylerde hem referans hem de test imgelerinde be-
timleyiciler hesaplanarak gerçek es¸lemeye uygun bir model
kullanılmıs¸tır. Test imgelerinde FAST yöntemiyle tespit edilen
noktaların betimleyicileri için referans betimleyicilerle es¸leme
yapılmıs¸tır. Es¸leme bas¸arımı, dog˘ru es¸les¸melerin sayısının top-
lam es¸les¸en nokta sayısına bölünmesiyle ölçülmüs¸tür ve elde
edilen deg˘ere tanınma oranı denir.
Bu çalıs¸mada, iki farklı s¸ekilde tanınma oranı ölçülmüs¸tür.
I˙lk olarak, sorgu betimleyicileri ile referans betimleyicileri
TABLO I: Dog, Horse, ve Oil veri kümeleri için tanınma oranı
yüzdeleri.
Veri Kümesi Dog Horse Oil
Yöntem EYK 10-EYK EYK 10-EYK EYK 10-EYK
D
ön
dü
rm
e
A
çı
sı
-45 2.3 8.0 7.6 13.6 5.5 6.6
-35 9.4 15.1 11.5 18.1 5.6 7.4
-25 11.9 16.0 16.7 21.2 9.7 11.7
-15 15.8 20.1 24.6 27.8 18.3 18.3
-5 24.0 24.8 44.6 44.8 29.4 29.1
5 33.7 33.2 44.1 44.1 34.9 36.2
15 13.2 15.0 29.9 32.1 37.9 37.7
25 5.6 10.8 15.7 24.9 29.5 30.4
35 8.2 14.3 10.5 15.2 20.4 22.0
45 3.4 6.1 3.5 7.0 12.2 14.9
Ortalama 12.8 16.3 20.9 24.9 20.3 21.4
TABLO II: Orsay veri kümesinde nesne tanıma test sonuçları
Nesne Tanıma Oranı EYK (%) 10-EYK (%)
Tüm Betimleyiciler 79.09 88.18
En Bas¸arılı Betimleyiciler (En iyi %50) 80.55 86.36
arasında es¸les¸meler Hamming uzaklıg˘ına göre en yakın koms¸u
(EYK) bulunarak belirlenmis¸tir. Dig˘er tanınma oranı ölçü-
münde ise en yakın on koms¸u (10-EYK) belirlenip, bu listeki
aday referans betimleyicilerin olasılıg˘a dayanan ve her bir
referans anahtar nokta için özel olarak hesaplanan bir skorla
sıralanmasıyla elde edilmis¸tir. Sonuçlar Tablo I’de verilmis¸tir.
Dog veri kümesi için özellikle uç açı deg˘erlerinde tanınma
oranında önemli bir artıs¸ elde edilmis¸tir. Örneg˘in, her iki yönde
de 35 derece döndürülmüs¸ görüntülerde tanınma oranı yaklas¸ık
%75 oranında artarken 45 derecelik döndürmelerde tanınma
oranı iki-üç kat artmıs¸tır. Tüm test veri kümesi üzerinde ise
ortalama tanınma oranı yaklas¸ık %25 oranında yükselmis¸tir.
Horse veri kümesinde ise her iki yönde de 25, 35, ve 45
derecelik döndürmelerde tanınma oranında önemli bir artıs¸
elde edilip ortalama tanınma oranı yaklas¸ık %20 oranında
yükselmis¸tir. Oil veri kümesinde ise daha az bir artıs¸ gözlense
de tüm test veri kümesi göz önüne alındıg˘ında kullanılan
yöntemin daha iyi es¸leme yaptıg˘ı gözlenmis¸tir.
B. Nesne Tanıma için Anahtar Nokta Es¸les¸tirme
Betimleyici es¸lemesi sadece en yakın koms¸u ile ve ilk on
en yakın koms¸u ile her bir Orsay test imgesinde çalıs¸tırılmıs¸ ve
seçilen nesnelerin dog˘rulug˘u test edilmis¸tir. Sonuçlar Tablo II
ile verilmis¸tir. Sadece en yakın koms¸u kullanılarak 110 test
imgesinin 87 tanesi dog˘ru tanınırken en yakın on koms¸u ile
97 test imgesi için bas¸arılı tanıma yapılmıs¸tır.
Betimleyiciler için istatistiksel verilerin tutulması bas¸arımı
arttırırken ek hafıza kullanımını da zorunlu kılmaktadır. Bu
nedenle nesne tanımaya fazlaca fayda sag˘lamayan betimle-
yiciler için istatistiklerin tutulması gereksizdir. Nesne tanıma
bas¸arımına katkı eg˘itim as¸amında her bir betimleyici için
eg˘ıtim imgeleri üzerinden hesaplanabilir. Böylelikle betimle-
yiciler nesne tanımaya olası katkılarına göre sıralanarak en
düs¸ük katkıya sahip olanlar elenebilir. Yapılan testlerde nesne
tanıma bas¸arısında %2 kayıpla %50’ye kadar veri boyutunda
azalma sag˘lamanın mümkün oldug˘unu göstermis¸tir. Sonuçlar
Tablo II’nin ikinci sırasında yer almaktadır.
V. SONUÇ
Çalıs¸mada [11] tarafından düzlemsel nesneler için önerilen
gürbüz anahtar nokta es¸leme yöntemi, [15] tarafından elde edi-
len veri seti ve yöntemler ile üç boyutlu nesnelere uyarlanmıs¸
ve eg˘itim verisi elde edilmis¸tir. Sonuçlar yöntemin üç boyutlu
nesneler için de gürbüz es¸leme sag˘ladıg˘ını göstermektedir.
Ayrıca yöntem bir müze eser tanıma uygulamasına adapte edi-
lerek farklı kos¸ullarda nesne tanıma bas¸arısı da ölçülmüs¸tür.
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