In [Bundy and Sterling 81] we described how mete-level inference was useful for controlling search and deriving control information in the domain of algebra. Similar techniques are applicable to the verification of logic programs.
I. Introduction
It is well-known that logic programs have a dual interpretation -a procedural one and a semantic one (see for example [Kowalski ?9] Using the fact that the two c~Ses above are essentially disjoint, he further breaks this down into two theorems. The 'nil' case is *Throughout the paper we will use the notation conventions of DEC-IO Prolog [Perelra et al 79], one implementation of some of the ideas of logic programming. In particular, variables begin with upper-case letters and constants begin with lower-ease letters.
append([],Y,Z) < > Y:Z .
We shall be making implicit use of this sort of inference throughout the paper.
To give a procedural interpretation one needs to distinguish between input and output variables, i.e. decide what use will be made of the program. The most common use of the append program is when X and Y are input variables, both lists, and one wants to compute Z, the result of appending X and Y. This is a determinate program.
On the other hand, one could use Z as the input variable, a list, and compute nondeterministically ways of partitioning it into two lists, X and Y.
Given a specific use of a program one can analyse its properties.
In [Clark 79] three properties of logic programs are given special attention -namely, correctness, termination, and total correctness. We will concentrate mainly on the first property, correctness, though the techniques to be described seem to have applications to the other properties. If P(X,Y) is a program, where X is a vector of input variables and Y is a vector of output variables then a correctness property of P is a theorem of the form:
where I(X) is an input condition and O(X,Y) is an output condition.
Program verification is basically proving program correctness properties. An important aspect of building IMPRESS is developing a suitable meta-language of concepts about proofs and proof plans. These concepts will he described throughout the paper.
In the next section we give an example verification. Then the meta-level concepts are discussed in some detail. A brief comparison to other work in this area follows, and the final section gives conclusions and points to future directions of the research.
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2. An Example Verification
As an example of a verification which illustrates the language we are evolving, consider the relationship between the length of the lists involved in the append predicate.
That is, if you append two lists together, the length of the resultant list should be the sum of the lengths of the two lists.
In verification terms this could be expressed as
The form of the theorem as proved by IMPRESS, and as will be described in this paper,
This is proved by induction on the variable list X. Using an induction schema of append or an induction schema of length would give rise to a virtually identical proof.
Before describing the proof, let us write down the program~axioms for length and append. In this case we distinguished between the isolate term, which we called the recursant, and the isolax term which we called the performant. These distinctions were important in guiding the correctness proof. In this paper we will restrict the proofs to programs whose step clauses only have a recursant.
(This can be regarded as a clause with a nil performant).
An induction proof has two parts, the base case and the step case. 
Meta-level Concepts
The inductive proofs of many other correctness theorems appear to follow the same basic plan as the proof above.
Let us try to identify the meta-level concepts involved. We restate the theorem for convenience. We choose an induction scheme and induction variable by analogy with the recursion scheme and recursion variable of the program hypothesis. The predicate append is defined by primitive recursion on the structure of its argument, which is a list.
Thus to prove the theorem we use the induction scheme
where Q is the conjecture (i) and X is the first argument of append.
Using this induction scheme will generate two subgoals: Q([]), which we call the base case; and Q([HIX]) <--Q(X), which we call the step case.
Note that, in this example, had length(X,N) been chosen as the program hypothesis we would have ended up with an identical induction scheme and base and step subgoals.
A specific proof plan can thus be spelt out.
-Locate the program hypothesis of the conjecture.
-
Choose an appropriate induction scheme and induction variable by analogy with the recursion scheme and recursion variable of the program hypothesis.
-Prove the base case after the appropriate instantiation.
-Prove the step case after the appropriate instantiation.
In [Bundy and Sterling 81] we outlined a proof plan for the step case, which we repeat here. Note that, since the definition of the program hypothesis has an empty performant, the application of this proof plan is necessarily simplified. Bracketed comments refer to the proof of the last section. In our example steps 5 and 7, where assertions were used to establish subgoals, were single resolutions, whereas step 6 required two resolutions. In general, these steps can be arbitrarily complex, but a large measure of search guidance is provided by specifying those axioms which are and those which are not involved in the search.
Currently, IMPRESS does not get involved in this search, but uses the proof plan to print out a lemma to be proved.
Related work
The Edinburgh LCF project [Gordon et al 79] Much of the knowledge of the Boyer/Moore program, however, is embedded implicitly in code. For example, much implicit inference is done when type checking at an early stage of a proof.
Our emphasis is more in developing a language to describe proofs.
Using this language we are able to express heuristics about how to undertake a proof.
These heuristics are then converted into explicit proof plans, such as the one described above.
Future Directions and Conclusions
As suggested above, our aim is to be able to prove a wide range of theorems using meta-level inference to guide the search. There are many directions in which to proceed.
For example, to extend the logic program proofs to termination and total correctness. Also, to translate the experiences of other program manipulation systems into a form suitable for IMPRESS to use. This has already been started with respect to Darlington and Boyer and Moore's systems.
In this paper, we have outlined the current state of our ideas. An example program verification proof is described that our program, IMPRESS, is capable of. It should be emphasised that this schema seems to cover a wide number of proofs. Logic programming seems an excellent domain in which to continue this research.
