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A gas of ultracold molecules interacting via the long-range dipolar potential offers a highly con-
trolled environment in which to study strongly correlated phases. However, at particle coalescence
the divergent 1/r3 dipolar potential and associated pathological wavefunction hinder computational
analysis. For a dipolar gas constrained to two dimensions we overcome these numerical difficulties
by proposing a pseudopotential that is explicitly smooth at particle coalescence, resulting in a 2000-
times speedup in diffusion Monte Carlo calculations. The pseudopotential delivers the scattering
phase shifts of the dipolar interaction with an accuracy of 10−5 and predicts the energy of a dipolar
gas to an accuracy of 10−4EF in a diffusion Monte Carlo calculation.
I. INTRODUCTION
Ultracold atomic gases are an ideal testing ground for
many-body quantum physics. Experiments now allow
the condensation of particles that carry either an electric
or magnetic dipole moment, and so interact through the
long-ranged dipolar interaction in a highly controlled en-
vironment [1–10]. These systems present an ideal oppor-
tunity to study emergent strongly correlated phenomena
driven by long-range interactions [11–21]. However, nu-
merical studies of the dipolar interaction are complicated
by the pathological behavior of the wavefunction at par-
ticle coalescence. We propose a pseudopotential for the
dipolar interaction that delivers almost identical scatter-
ing properties to the original dipolar interaction, but has
a smooth profile that accelerates diffusion Monte Carlo
calculations by a factor of ∼ 2000.
In recent years there have been rapid developments
in forming, trapping, and cooling ultracold atoms and
molecules with dipole moments. These experiments have
involved fermionic [1] or bosonic [2] particles with mag-
netic [3] or electric [4] dipole moments, in the contin-
uum [11] or a lattice potential [22]. For the sake of con-
creteness we consider a gas of fermionic dipolar parti-
cles [1, 5, 6]. A particularly appealing geometry is a
single component gas of fermions trapped in two dimen-
sions [10]. This configuration can suppress the chemi-
cal reaction rate of the molecules, thereby giving suffi-
cient time to relax and study strongly correlated phases
[23], and a strong external field can align the dipoles
at an angle θ to the normal to the plane, which al-
lows fine control over the interactions between the par-
ticles. The dipolar interaction between the particles is
then V (r, φ) = d2[1 − 32 sin2 θ(1 + cos 2φ)]/r3 where φ is
the polar angle in the plane, measured from the projec-
tion of the electric field onto the plane, r is the inter-
particle distance, and d is the dipole moment. We fo-
cus on the fully repulsive regime of the potential, with
θ ≤ θc = arcsin(1/
√
3), where there are no bound states.
In the special case θ = 0 the potential V (r, φ) reduces to
the isotropic form V (r) = d2/r3.
Theoretical studies of the dipolar gas have provided a
rich variety of surprises and insights. Remarkably, even
at mean-field level the non-tilted (θ = 0) system with an
isotropic potential is predicted to display an inhomoge-
neous stripe phase [24, 25] that is robust to the inclusion
of perturbative quantum fluctuations [13]. To extend be-
yond the perturbative regime theorists have turned to dif-
fusion Monte Carlo [26]: however, the divergent dipolar
potential and associated pathological wavefunction make
these simulations difficult to carry out, and they have not
uncovered evidence of the exotic inhomogeneous stripe
phase.
The disagreement between analytical and numerical
studies motivates us to focus our efforts on improving
the modeling of the troublesome dipolar potential. Simi-
lar difficulties with divergent potentials arise in the study
of the contact and Coulomb interactions, where it has
been shown that pseudopotentials can accurately mimic
the real interaction [27, 28]. We follow the same prescrip-
tion to now construct a pseudopotential that delivers the
same scattering physics as the dipolar interaction, but
which is smooth at particle coalescence and so avoids the
numerical difficulties arising from pathological behavior
near particle coalescence.
This smoothness will provide benefits in a variety of
numerical techniques, including configuration interaction
methods [29], coupled cluster theory [30], and diffusion
Monte Carlo (DMC) [31]. Here we analyze the perfor-
mance of the pseudopotential by carrying out DMC cal-
culations on the dipolar gas to find the ground state en-
ergy of the system. We find that the proposed pseudopo-
tential delivers ground state energies with an accuracy of
order 10−4EF, whilst also offering a speedup by a factor
of ∼ 2000 relative to using the dipolar potential.
We start by studying the two-body scattering prob-
lem. In Section II we analytically solve the wavefunction
of the non-tilted θ = 0 system near to particle coales-
cence, which offers insights into the numerical difficul-
ties. Building on the analytical solution, in Section III
we numerically solve the two-body problem of scatter-
ing from the dipolar potential out to larger radii. This
provides the scattering phase shift that we use to cali-
brate the scattering from the pseudopotential. Having
proposed the pseudopotential, in Section IV we test it on
a second two-body system: two particles in a parabolic
2trap. In Section V we then demonstrate the use of the
pseudopotential to study the ground state energy of the
many-body fermionic gas, confirming both the accuracy
of the pseudopotential and the computational speedup.
In Section VI we repeat the procedure with tilted dipoles,
and in Section VII discuss future applications of the pseu-
dopotential.
II. KATO-LIKE CUSP CONDITIONS
To develop a pseudopotential for the dipolar interac-
tion we need to properly understand scattering from the
original dipole. Working with non-tilted dipoles, we focus
on the small radius limit where we can solve for the wave-
function analytically. This will allow us to demonstrate
the pathological behavior of the wavefunction and resul-
tant numerical difficulties, and provide boundary con-
ditions for the full numerical solution of the scattering
properties. Moreover we will calculate a Kato-like cusp
condition, a scheme to partially alleviate these numerical
difficulties for the true dipolar potential.
To study the small radius behavior we focus on the
two-body problem: two identical same-spin fermions of
mass m in their center-of-mass frame with energy E ≥ 0.
The Hamiltonian in atomic units (~ = m = 1) is
Hˆψ(r, φ) = −∇2ψ(r, φ) + V (rˆ)ψ(r, φ) = Eψ(r, φ), (1)
where V (r) = d2/r3 is the isotropic dipolar interaction
for particle separation r and dipole strength d, with char-
acteristic length scale r0 = d
2.
A key quantity for Monte Carlo methods is the local
energy, EL = ψ
−1Hˆψ [32]. For an eigenstate the local en-
ergy is constant, and equal to the eigenenergy, whilst for
other wavefunctions the local energy varies in space. The
foundation of the many-body trial wavefunction in our
Monte Carlo calculations is a non-interacting wavefunc-
tion given by a Slater determinant of plane wave states.
As two particles approach coalescence their contribution
to the wavefunction in each angular momentum channel
` is ψnon−int,`(r, φ) = r` cos(`φ), which is an eigenstate
of the two-body non-interacting system. The Slater de-
terminant gives such a contribution in every odd angular
momentum channel. In Fig. 1 we demonstrate that when
this wavefunction is used with the dipolar potential the
local energy diverges as r−3 in every angular momentum
channel. This divergence is unwelcome as it will make
the local energy difficult to sample in Monte Carlo calcu-
lations, and the variance of the samples will give rise to
a large statistical uncertainty in the calculated energy.
To try to remedy this divergence in the local energy we
examine the exact eigenstates of the two-body Hamilto-
nian given by Equation (1), and then apply our findings
to the many-body system. In the small separation limit
where the potential V (r) diverges the eigenstates of the
Hamiltonian are
ψ`(r, φ) = K2`(2
√
r0/r) cos(`φ),
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FIG. 1. (Color online) (a) The local energy EL = ψ
−1Hˆψ as
a function of radius in the ` = 1 angular momentum chan-
nel, showing in orange the divergence as r−3 when the dipo-
lar potential is used with the non-interacting wavefunction
ψnon−int,`=1. Also shown in magenta is the local energy diver-
gence as r−5/2 when the dipolar potential is used with a wave-
function with an exponential cusp correction ψexp,`=1, and
in blue the exact solution in this channel, given by a Bessel
function cusp correction ψK2,`=1. In red and green are the lo-
cal energies of Troullier–Martins and ultratransferable (UTP)
pseudopotentials, respectively, with the non-interacting wave-
function, which outside of the radius rc shown by a dashed
gray line join smoothly onto the real dipolar potential. The
inset shows the same curves on a logarithmic scale. (b) The
local energy in the ` = 3 channel, demonstrating that the
Bessel function cusp correction ψK2,`=3 is not accurate in
other channels.
where Kn(x) is a modified Bessel function of the second
kind and the quantum number ` denotes angular momen-
tum projected onto the polar axis. In order to turn the
` = 1 part of the non-interacting wavefunction given by
the Slater determinant into an eigenstate of the Hamil-
tonian with the dipolar interaction we may multiply the
Slater determinant by a factor K2(2
√
r0/r)/r, which we
refer to as a Bessel function cusp correction. This gives
a wavefunction that is a zero-energy eigenstate of the
Hamiltonian in the ` = 1 channel, as shown in Fig. 1(a).
Similar Bessel function cusp corrections have been used
previously to study both fermionic and bosonic systems
[14, 19, 26].
In Monte Carlo calculations we have to pre-multiply
3the entire Slater determinant, and so all angular momen-
tum channels present in it, by a single cusp correction
term, and it is not practical to adapt the cusp correc-
tion on the fly to the relative angular momentum of in-
teracting particles. However, the Bessel function cusp
correction applied to the two-body wavefunction,
ψK2,`(r, φ) = r
` cos(`φ)K2(2
√
r0/r)/r,
is not an eigenstate in any angular momentum channel
except ` = 1. In other channels it gives a local energy
that diverges as r−5/2 in the r → 0 limit, as shown in
Fig. 1(b) for the ` = 3 channel.
The improvement of the divergence in the local energy
from r−3 to r−5/2 is, in fact, due to the leading-order be-
havior of the Bessel function cusp correction, which goes
as exp(−2√r0/r), independent of angular momentum.
Accepting that we will always be left with an r−5/2 di-
vergence of the local energy in many-body calculations,
we may then just take this leading order term to give an
exponential cusp correction, leading to a wavefunction
ψexp,`(r, φ) = r
` cos(`φ) exp(−2
√
r0/r).
The r−5/2 divergence of the local energy with this wave-
function is shown in Fig. 1 for angular momentum chan-
nels ` = 1 and ` = 3.
The approach of inserting a small radius analytical so-
lution into the many-body trial wavefunction is well es-
tablished in electronic-structure calculations where the
small radius behavior of the wavefunction around the 1/r
divergence in the Coulomb potential is fixed with the
Kato cusp conditions [33, 34]. Following this prescrip-
tion we can premultiply a many-body non-interacting
trial wavefunction by the exponential cusp correction∏
i>j exp(−2
√
r0/rij) or Bessel function cusp correction∏
i>j K2`(2
√
r0/rij)/r
`
ij , where the product is over all
dipoles labeled by i, j and rij is the dipole-dipole sepa-
ration. Similarly to the two-body case both corrections
leave an r−5/2 divergence in the local energy, which will
manifest itself as a major contribution to the uncertainty
in the final prediction of the energy. We will revisit the
question of cusp corrections in a many-body system in
Fig. 5(b), where we show that the simple exponential
cusp correction gives similar values for the variance in
the local energy to a full Bessel function cusp correction.
In order to study the interacting-dipole system further
we turn to the construction of pseudopotentials [27, 35]
that capture the physics of the system whilst delivering
the smooth and non-divergent local energy values shown
in Fig. 1.
III. DERIVATION OF THE
PSEUDOPOTENTIALS
To construct a pseudopotential for the dipolar interac-
tion we continue with the two-body scattering problem
of two indistinguishable fermions in their center-of-mass
frame, studying the Schro¨dinger Equation (1). We seek
a pseudopotential that is smooth and non-divergent to
accelerate numerical calculations. We also require it to
reproduce the correct two-body scattering physics over
the range of scattering energies present in a Fermi gas
with Fermi energy EF, which guarantees that the pseu-
dopotential will properly capture two-body effects in the
system. As we will be considering two-body processes we
again work in the center-of-mass frame, with the Hamil-
tonian given by Equation (1).
We first turn to the Troullier–Martins [35] formalism
that has been widely used and rigorously tested in the
literature to construct attractive electron-ion pseudopo-
tentials [36–41], but which may be adapted [27] to the
current problem of two identical fermions as detailed in
Appendix A. This method creates a pseudopotential
with the exact dipolar potential outside of a cutoff radius
rc and a polynomial potential within it, constructed to
be smooth up to second derivative at rc. The Troullier–
Martins method guarantees that the scattering properties
of the pseudopotential will be exact at one particular cal-
ibration energy Ec. We choose the calibration energy to
be the average scattering energy of two fermions in a non-
interacting Fermi gas. In Appendix B we show that this
calibration energy is Ec = EF/4.
For the scattering of two indistinguishable fermions the
Pauli principle guarantees that there will be no s-wave
contribution to the scattering. We therefore construct
the Troullier–Martins pseudopotential by focusing on a
scattering wavefunction in the p-wave, ` = 1, channel.
The functional form of the pseudo-wavefunction in this
channel is
ψ`=1(r, φ) =
{
exp[p(r)] r cos(φ) , r < rc ,
ψdipole,`=1(r, φ) , r ≥ rc , (2)
where the polynomial p(r) =
∑6
i=0 cir
2i, and the wave-
function ψdipole,`=1(r, φ) is calculated by numerically
solving Equation (1) using the exact dipolar potential at
the calibration energy Ec. As explained in Appendix A
the coefficients ci are calculated by requiring continuity
of the pseudo-wavefunction and its first four derivatives
at rc, as well as matching the net density inside rc, and
requiring the pseudopotential to have zero gradient and
curvature at the origin.
The choice of rc is motivated by the physics we wish to
study: a longer cutoff radius allows a smoother potential
that gives efficient numerics, but being less similar to
the real potential has less accurate phase shift errors.
In many-body systems the longer cutoff radius will also
increase the probability of having three or more particles
within the cutoff radius, which the pseudopotential is
not designed to be able to accurately model. For our
two-body scattering system we take kFrc = 2.
The exponentiated polynomial form of the pseudo-
wavefunction in Equation (2) means that the Schro¨dinger
Equation (1) may be analytically inverted to give the
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FIG. 2. (Color online) The dipolar potential, and Troullier–
Martins and UTP pseudopotentials. The gray vertical line
indicates rc, the pseudopotential cutoff radius.
pseudopotential as
VT–M(r) =
{
Ec +
3
rp
′ + p′2 + p′′ , r < rc ,
d2/r3 , r ≥ rc, (3)
where the primes denote differentiation with respect to r.
This pseudopotential is shown in red in Fig. 2 for interac-
tion strength kFr0 = 1/2. It is non-divergent at particle
coalescence and smooth where it joins onto the real dipo-
lar potential at r = rc. This pseudopotential gives rise
to the local energy EL shown in Fig. 1. The smooth and
finite local energy at r < rc is a dramatic improvement
over the divergent local energy from our trial wavefunc-
tion with the dipolar potential, and this non-divergence
should lead to improved statistics and efficiency in many-
body simulations.
To measure the accuracy of our pseudopotentials we
calculate the phase shift in the wavefunction
δψ,`(E) =
1
2pi
arccot
[
1√
E
(
ψ′`(rc, φ)
ψ`(rc, φ)
+
2`+ 1
2rc
)]
(4)
imparted by a two-body scattering process, where δψ,`
is evaluated at the cutoff radius rc because any differ-
ence in phase shift must be accumulated in the region
r < rc where the potentials differ. The difference be-
tween the scattering phase shift for the Troullier–Martins
pseudopotential and the exact phase shift from the dipo-
lar interaction is shown in red in Fig. 3(a) as a function of
scattering energy, evaluated at kFr0 = 1/2. The scatter-
ing phase shift of the Troullier–Martins pseudopotential
is exact at the calibration energy, and accurate to order
10−5 over the range of scattering energies in a Fermi sea.
Although the Troullier–Martins pseudopotential cap-
tures the exact scattering properties at the calibration
energy, it deviates at all other energies, with the lead-
ing order deviation around the calibration energy going
as (E − Ec)2 [27]. A natural extension to the Troullier–
Martins formalism is to find a pseudopotential that mini-
mizes this deviation in the phase shift over all the possible
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FIG. 3. (Color online) (a) The error in the scattering phase
shift |δpseudo,1(E)− δdipole,1(E)|. The filled gray curve is the
density of scattering states g(E) in the two-body Fermi sea
on a linear scale. (b) The root-mean-squared error in the
scattering phase shift as a function of interaction strength.
relative energies of pairs of particles in a Fermi gas. We
derive such a pseudopotential here, referring to it as an
“ultratransferable pseudopotential” (UTP).
The UTP [27] is identical to the dipolar potential out-
side a cutoff radius rc, but has a polynomial form inside
the cutoff,
VUTP(r)=
d2
r3c

1 + 3
(
1− rrc
)(
r
rc
)2
+(
1− rrc
)2[
v1
(
1
2+
r
rc
)
+
Nv∑
i=2
vi
(
r
rc
)i]
, r < rc ,
r3c/r
3 , r ≥ rc,
with Nv = 3. The term 1+3(1−r/rc)(r/rc)2 guarantees
that the potential and its first derivative are continuous
at r = rc. In the next term, the expression (1−r/rc)2 also
ensures continuity of the potential at the cutoff radius,
and v1(1/2 + r/rc) constrains the potential to have zero
derivative at the origin. This ensures that the pseudo-
wavefunction is smooth, easing the application of numer-
ical methods.
To determine the coefficients {vi} we minimize the to-
tal squared error in the phase shift over all the possible
5pairs of interacting particles in a Fermi gas〈
|δUTP,` (E)− δdipole,` (E)|2
〉
=
∫
|δUTP,` (E)− δdipole,` (E)|2 g(E/EF) dE/EF , (5)
where
g(x) = 4− 8
pi
(√
x(1− x) + arcsin√x
)
is the density of scattering states in energy (see Ap-
pendix B and Reference [42]), shown in Fig. 3(a). The
density of scattering states decreases as a function of en-
ergy due to the finite size of the Fermi sea of scattering
particles limiting the available range of scattering ener-
gies. We primarily work in the leading-order ` = 1 angu-
lar momentum channel. The UTP formalism is capable
of creating pseudopotentials that are accurate in several
angular momentum channels by summing over them in
Equation (5) whilst accounting for the occupation of the
channels that goes as 1/
√
(2`+ 1)!! [28], which strongly
suppresses the effect of all the channels above ` = 1.
The total squared phase shift error Equation (5) is nu-
merically minimized with respect to the vi to create our
UTP.
The scattering phase shift behavior of the UTP is
shown in Fig. 3(a). Although it is less accurate than
the Troullier–Martins pseudopotential at the Troullier–
Martins calibration energy, the UTP is more accurate
at higher incident energies. At zero scattering energy
both pseudopotentials are exact, as the scattering parti-
cles never penetrate the region r < rc where the pseu-
dopotentials deviate from the real dipolar interaction.
In Fig. 3(b) we show the average phase shift error in the
pseudopotentials as a function of interaction strength. At
its worst the Troullier–Martins pseudopotential has an
average accuracy of 2 × 10−6, whilst the average UTP
accuracy is always better than 1 × 10−6. Over a broad
range of interaction strengths the UTP is more accurate
than the Troullier–Martins pseudopotential, but both are
exact at kFr0 = 0 where the particles do not interact. At
high interaction strengths the pseudopotentials become
highly accurate, as the increasing interaction strength
effectively rescales the potential size, and so for a given
range of scattering energies the particles will be kept fur-
ther apart and so less strongly probe the region r < rc
where the potentials differ. We also note that a fur-
ther advantage of the UTP is that at high interaction
strengths, kFr0 > 4 with kFrc = 2, it is not possible
to solve the system of equations defining the Troullier–
Martins pseudopotential, whilst it is still possible to de-
rive a UTP.
Having constructed two different pseudopotentials and
demonstrated their accuracy in a homogeneous two-body
setting, we now test their flexibility by solving an inho-
mogeneous two-body system.
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ticles in an harmonic trap as calculated using both Troullier–
Martins and UTP pseudopotentials from that calculated us-
ing the exact dipolar potential, as a function of interaction
strength.
IV. TWO FERMIONS IN AN HARMONIC
TRAP
We have developed pseudopotentials that exhibit the
correct scattering properties for an isolated two-body sys-
tem. To test them we turn to the experimentally realiz-
able [43, 44] configuration of two fermionic dipolar parti-
cles aligned by an external field and held in a circularly
symmetric two-dimensional harmonic well with trapping
frequency ω. Given that the identical fermions must be
in different single-particle states of the harmonic trap the
non-interacting energy of the reduced system is 2ω. This
system is a good place to test our pseudopotentials as it
has a non-trivial background potential, but at the same
time is still simple enough to solve accurately with the
real dipolar potential.
We calculate the energy of two particles held in such a
trap by solving the Schro¨dinger equation for the relative
motion in the system,
−∇2ψ + 1
4
ω2r2ψ + V (r)ψ = Eψ , (6)
with V (r) set as either the exact dipolar potential or
a pseudopotential. We solve the system in the lowest-
energy ` = 1 angular momentum channel available
to identical fermions, calibrating the Troullier–Martins
pseudopotential at Ec = (2ω)/4 = ω/2 by analogy to the
homogeneous system. For the cutoff radius rc we choose
the characteristic width of the trap, 1/
√
ω.
The energy differences between the pseudopotential
and exact dipolar solutions to Equation (6) are shown in
Fig. 4 as a function of interaction strength. Approaching
zero interaction strength the form of the interaction po-
tential has diminishing impact, and so the difference in
energies goes to zero; and in the high-interaction strength
limit the particles are kept further apart by the strong
potential, so less strongly probe r < rc where the po-
tentials differ and again the error in the ground state
6energy becomes negligible. At intermediate interaction
strengths r0
√
ω ≈ 1/4 the pseudopotentials are still accu-
rate to order 10−5ω, which exceeds the ∼ 10−4ω accuracy
attainable in exact diagonalization [45] and many-body
quantum Monte Carlo calculations [26, 27, 46]. The UTP
provides an improvement in accuracy over the Troullier–
Martins pseudopotential at all interaction strengths.
V. FERMI GAS
Having demonstrated that the Troullier–Martins and
UTP pseudopotentials are accurate tools for studying
both scattering and inhomogeneous trapped two-body
systems, we are well placed to test the pseudopotentials
in a many-body system: a gas of fermionic dipolar par-
ticles. The particles are constrained to lie in two dimen-
sions with all their dipole moments aligned normal to the
plane, which has been suggested for experimental investi-
gation [10]. We use diffusion Monte Carlo (DMC) calcu-
lations to study the system, using the casino code [32].
A. Formalism
Our DMC calculations use 81 particles per simulation
cell and a Slater–Jastrow type wavefunction Ψ = eJD.
Here D is a Slater determinant of plane-wave orbitals,
with wavevectors given by the reciprocal lattice vectors
of our simulation cell, and the Jastrow factor eJ describes
the interparticle correlations [47], with
J =
∑
i6=j
(
Nu∑
k=0
ukr
k
ij
(
1− rij
L
)3
Θ (L− rij)
+
∑
G
p|G| cos(G · rij)
)
, (7)
where the first sum runs over all particles labeled i, j with
separation rij , Nu = 7, and the G vectors are the 36
shortest reciprocal lattice vectors (first 8 sets of equal-
length reciprocal lattice vectors). The cutoff function
(1 − rij/L)3 ensures that the wavefunction’s first two
derivatives go smoothly to zero at a radius L, chosen
to be the Wigner-Seitz radius of the simulation cell. Cal-
culations with the exact dipolar interaction have a cusp
correction term in the Jastrow factor, using the expo-
nential form
∏
i>j exp(−2
√
r0/rij) as discussed in Sec-
tion II. We also test the Bessel function cusp correction
proposed in Reference [26]. The coefficients {uk} and
{p|G|} are optimized in a variational Monte Carlo calcu-
lation, and then this optimized wavefunction is taken as
the trial wavefunction for a DMC calculation to evaluate
the ground state energy.
We use 4000 particle configurations in DMC, and by
running tests with 2000, 4000, and 8000 configurations
checked that 4000 configurations gives results within sta-
tistical uncertainty of the extrapolated result with an infi-
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FIG. 5. (Color online) (a) The variation of the energy per
particle in the Fermi gas with pseudopotential cutoff radius,
calculated using DMC. The red points are for the Troullier–
Martins pseudopotential, the green a UTP pseudopotential,
and the magenta point is the exact dipolar potential. Stochas-
tic error bars are of order 10−5EF. The vertical dashed line
denotes the recommended cutoff radius. (b) The variance in
the individual local energy samples (as seen in Fig. 1) taken
during a DMC calculation using the pseudopotentials. Also
shown are results for the dipolar potential both with and with-
out Kato-like cusp corrections applied.
nite number of configurations. Similarly we checked that
our system of 81 particles gave similar results to systems
of 45 and 145 particles, although a full extrapolation of
results to the thermodynamic limit is not necessary to
verify the accuracy of short ranged pseudopotentials, and
so not a focus of this work. We did however correct the
non-interacting energy of the system to the result of the
infinite system, to reduce finite-size effects in the calcu-
lation [27, 48].
To evaluate the dipolar interaction we explicitly sum
over pairs of particles within a distance Rs of each other,
and then include the effect of particles further apart by
integrating over them, assuming a uniform particle den-
sity. By taking Rs as ∼ 18 simulation cell lattice vectors
the error due to the finite value of Rs is smaller than
10−6EF, and therefore negligible compared to our DMC
statistical errors [26, 49].
In order to analyze the accuracy of our pseudopoten-
tials in capturing the dipolar gas, we start by fixing the
7interaction strength and investigate the dependence of
the accuracy on the cutoff radius rc. Having selected
a cutoff radius we then study the effect of the DMC
timestep τ , and finally present results at a variety of in-
teraction strengths.
In simulations using the pseudopotentials decreasing
the cutoff radius makes the calculation more accurate by
increasing the similarity to the real potential and reduc-
ing the likelihood of three-body interactions within the
cutoff radius. This is shown in Fig. 5(a), calculated at
kFr0 = 1/2 with timestep τEF = 0.0092. However, this
increased similarity to the dipolar potential also has the
effect of increasing the variance in the individual local
energy samples taken during the simulation, as shown
in Fig. 5(b), which the runtime of a DMC calculation is
proportional to [31]. When using the pseudopotentials a
balance therefore has to be struck between accuracy and
speedup: we choose to take the cutoff radius as equal to
rs, the density parameter that corresponds to the aver-
age separation of particles. This gives DMC calculations
with an accuracy of order 10−4EF, whilst as shown in
Fig. 5(a) this accuracy quickly drops off for rc > rs.
In Fig. 5(b) we compare the variance in the individual
local energy samples from the pseudopotentials to that
from the real dipolar potential, using wavefunctions both
with and without Kato-like cusp corrections applied. The
two forms of cusp correction, the Bessel function cusp
correction proposed for this system in Reference [26] and
our simpler exponential cusp correction, agree to within
statistical uncertianty. As discussed in Section II this
is because both give rise to r−5/2 divergences in the lo-
cal energy, which are preferable to the higher variance in
the local energy from the bare dipolar potential, which
diverges as r−3. The source of this divergence is, how-
ever, more transparent for the exponential cusp correc-
tion than the Bessel function cusp correction, and so we
use the exponential form in the rest of our calculations.
Taking rc = rs for the cutoff radius gives an 18-times
reduction in the variance of the local energy samples
of the many-body system using a pseudopotential when
compared to using the real dipolar interaction with a
Kato-like exponential cusp correction. To get the same
statistical error in our results we therefore need to take
18 times fewer samples, leading to an 18-times statistical
speedup in calculations.
There is however an additional speedup benefit from
using the pseudopotential. The random walk in the DMC
calculations is performed at a finite timestep τ [32, 50].
The use of a short-time approximation in the DMC al-
gorithm gives rise to a linear dependence of the final es-
timate of the energy on τ [32]. If we were to use a short
timestep to remove this systematic error the DMC walk-
ers would not be able to move far in configuration space
in each step, giving rise to serial correlations in the calcu-
lated values of the energy, and an explicit τ−1/2 depen-
dence of the statistical standard error in the energy [51].
These two competing effects are shown in Fig. 6(a) and
Fig. 6(b) respectively for our Fermi gas at kFr0 = 1/2.
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FIG. 6. (Color online) (a) The variation of the energy per par-
ticle in the Fermi gas with timestep τ . The magenta points
are using the exact dipolar potential, and the green points
using a UTP pseudopotential. The error bars show DMC
stochastic errors, and are of order 10−5EF. Fitted values of
the linear error parameters a (see main text) are also given.
(b) The standard error sE in the energy per particle in the
Fermi gas, for both the dipolar potential and UTP pseudopo-
tential. Values of the fitting parameters σ for a 1/
√
τ fit are
also given for each.
The dependence on the energy on τ is both flatter when
using the UTP compared to the dipolar potential, and
also retains its linear form out to larger timesteps: this
is advantageous as it allows the use of longer timesteps
in DMC, which is more efficient. Fig. 6(b) confirms the
τ−1/2 dependence of the standard error in the energy,
and that the smoothness of the UTP delivers a smaller
standard error.
We express the linear short-time approximation as giv-
ing an offset in the calculated energy of aτ , where a is a
fitting parameter, and the serial correlations as giving a
variance in the energy of s2E = σ
2N−1τ−1, with σ being
a fitting parameter. The statistical error can be reduced
by taking more samples N [31]. We can then express the
expected value of the square error in the energy as being
distributed to leading order as a Gaussian [28, 52]〈
∆E2
〉
=
∫
∆E2e−
(∆E−aτ)2
2σ2N−1τ−1 d(∆E)
= a2τ2 + σ2N−1τ−1. (8)
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FIG. 7. (Color online) The equation of state of the 2D
isotropic, homogeneous dipolar gas. The blue curves show the
first- and second-order perturbation theory (E(1) and E(2))
equations of state [42], and our DMC data are shown in: ma-
genta, for the dipolar potential; red for the Troullier–Martins
pseudopotential calibrated at EF/4; and green for a UTP. The
latter three curves overlie each other to within the width of
the plotted lines. Stochastic error bars are of order 10−5EF.
The black circles show data from DMC calculations using the
dipolar potential by Matveeva and Giorgini (MG) in Refer-
ence [26].
The expected square error in the energy is minimized at
the optimal timestep
τoptimum =
(
1
2
σ2
a2
1
N
)1/3
,
and substituting this into Equation (8), the ratio of
the number of steps required to give the same expected
square error in the energy when using the dipolar poten-
tial and the UTP is
adipoleσ
2
dipole
aUTPσ2UTP
. (9)
For the values of the fitting parameters a and σ in Fig. 6
this gives a ratio of required number of steps and hence
speedup when using the pseudopotential of ∼ 2230. This
value for the speedup includes the variance difference of
18 that was found with the recommended value of rc,
the remainder coming from the improvement of the finite
timestep behavior when using the pseudopotential.
Use of a second order propagator in the DMC algo-
rithm might improve the efficiency of the calculations
by allowing the use of a longer timestep than was pos-
sible here [53–55]. In a second order DMC algorithm
the square error in the energy would take the form〈
∆E2
〉
= b4τ4 + σ2N−1τ−1. The parameter b, which is
zero if the exact wavefunction is used in DMC, should
grow with the standard deviation in the local energy.
This same effect is seen in Fig. 6(a) and in the results
of Reference [28]. We therefore expect bUTP < bdipole,
and saw above that σUTP < σdipole. With this form of
the square error in the energy, the speedup when using
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FIG. 8. (Color online) The deviation of the equation of state
as calculated using the pseudopotentials from that calculated
using the exact dipolar potential. The dipolar potential is
shown in magenta, with the Troullier–Martins pseudopoten-
tial in red, the UTP in green, and first- and second-order
perturbation theory (E(1) and E(2)) in blue. The gray box
around the results using the dipolar potential shows the target
3× 10−4EF accuracy level.
the pseudopotential relative to the real dipolar potential
would take the form bdipoleσ
2
dipole/(bUTPσ
2
UTP). We ob-
tain the same statistical speedup as in the linear case
from the factor σ2dipole/σ
2
UTP, and the ratio bdipole/bUTP
should be greater than 1, as was found for the ratio
adipole/aUTP in the linear case, to further increase the
speedup.
Recognizing that our pseudopotential gives accurate
results with around 2000-times smaller computational
outlay than using the real dipolar interaction, we now
investigate the third parameter that could affect the ac-
curacy, interaction strength.
B. Equation of state
We compare the equations of state of the 2D dipolar
Fermi gas as calculated using the exact dipolar potential
and the Troullier–Martins and UTP pseudopotentials in
Fig. 7. The pseudopotential cutoff is taken as rc = rs
and we extrapolate to zero timestep following the proce-
dure outlined in Reference [50]. We find the equations of
state to be the same to order 10−4EF. Shown as black
circles in Fig. 7 is the equation of state of the system as
calculated using DMC by Matveeva and Giorgini (MG)
in Reference [26]. We explicitly repeat the simulation of
Reference [26], using the same system of 81 particles, but
our calculated energies using the dipolar potential are of
order 10−2EF lower than reported there, and as DMC is
a variational technique this indicates that our trial wave-
function is likely more accurate than was available to the
authors of Reference [26], possibly due to our inclusion
of a Jastrow factor with variational parameters. On the
scale of Fig. 7 it is not possible to distinguish our pseu-
dopotential calculations from those using the real dipo-
9FIG. 9. (Color online) The dipolar potential V (r, φ) in ma-
genta, and the UTP VUTP(r, φ) for the same tilt angle, in
green. The potentials are cut through for 3pi/2 < φ < 2pi
to contrast the radial variation of the dipolar potential along
φ = 3pi/2 and φ = 2pi, and show the smooth join of the UTP
onto the dipolar potential at r = rc.
lar interaction, and so in order to properly analyze them
we examine the error from the true dipolar potential in
Fig. 8.
Following the accuracy used in Reference [26] to draw
conclusions about which phases are energetically favor-
able in the dipolar gas, we choose a target accuracy of
3×10−4EF for our pseudopotentials, shown as a gray box
in Fig. 8. Over a wide range of interaction strengths our
pseudopotentials fall within this accuracy, with the UTP
being slightly more accurate than the Troullier–Martins
pseudopotential at most interaction strengths. We also
compare our DMC results to second-order perturbation
theory [42, 56]
E(2) =
EF
2
[
1 +
128
45pi
kFr0 +
1
4
(kFr0)
2 ln(1.43kFr0)
]
,
noting that it differs significantly from the DMC results
above interaction strengths of kFr0 & 0.01. In Fig. 7
we also note that above kFr0 & 1 first-order perturba-
tion theory is more accurate than E(2), indicating that
perturbation theory is not an adequate approximation
except at very low interaction strengths kFr0  0.01.
We have constructed and tested pseudopotentials using
the Troullier–Martins and UTP methods. In each test,
shown in Figures 3(b), 4, and 8, the UTP method has
given more accurate results. We therefore recommend
the use of the UTP method to construct pseudopotentials
for the dipolar interaction, and recommend its use over
the dipolar potential with a cusp correction due to the
2000-times speedup in calculations that can be achieved
whilst still achieving sufficient accuracy. We now go on
to show that the UTP can be generalized to capture the
effects of an anisotropic interaction in a system of tilted
dipoles.
VI. TILTED DIPOLES
The above analysis has focused on dipoles aligned
normal to their 2D plane of motion by an exter-
nal electric or magnetic field. However, this same
electric or magnetic field could be used to align the
dipoles at an angle θ to the normal to the plane [10].
The dipolar interaction then takes the anisotropic form
V (r, φ) = d2[1− 32 sin2 θ(1 + cos 2φ)]/r3 where φ is the
polar angle in the plane, between the dipole-dipole sep-
aration and the projection of the electric field. We focus
on the θ ≤ θc = arcsin(1/
√
3) regime, where the poten-
tial is purely repulsive and there are no bound states.
The potential V (r, φ) is shown in magenta in Fig. 9 for
θ = θc and kFr0 = 1/2. As well as the r
−3 divergence,
the potential is strongly anisotropic, separating into two
lobes. These properties make it difficult to work with
numerically, and so we again develop a pseudopotential
to ease the numerical simulation of this system.
The Troullier–Martins formalism used in the non-tilted
system is not applicable to the case of θ > 0, and so here
we propose the UTP
VUTP(r, φ) =
d2
r3c

[
1− 32 sin2 θ(1 + cos 2φ)
]
+ 3
(
1− rrc
)(
r
rc
)2 [
1− 32 sin2 θ(1 + cos 2φ)
]
+
(
1− rrc
)2 (
1− 32 sin2 θ
) [
v1
(
1
2 +
r
rc
)
+
Nv∑
i=2
vi
(
r
rc
)i]
+ sin2 θ cos 2φ
[(
1− rrc
)2
vNv+1
(
r
rc
)2
+ 3
(
1
2 − 32
(
r
rc
)2
+
(
r
rc
)3)]
, r < rc ,
[
1− 32 sin2 θ(1 + cos 2φ)
]
r3c/r
3 , r ≥ rc ,
(10)
which is constrained to be smooth to first derivative in
both radial and azimuthal directions at the origin and at
rc, where it joins onto the exact dipolar potential. Nv
is again set as 3, and the coefficients {vi} are minimized
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FIG. 10. (Color online) The equation of state of the tilted
dipolar gas system as a function of tilt angle θ. Our DMC
data using the dipolar potential and UTP overlie one another
to within the width of the plotted lines, with stochastic error
bars of order 10−5EF. First-order perturbation theory E(1)
is shown in blue.
similarly to the non-tilted case. At θ = 0 Equation (10)
reduces to the non-tilted form. A sample UTP is shown
along with the tilted dipolar potential in Fig. 9, demon-
strating its non-divergent properties at particle coales-
cence and that it smoothly merges into the dipolar po-
tential at r = rc. Furthermore, the angular variation
of the UTP is less extreme than the real dipolar poten-
tial, which should lead to smoother estimates of the local
energy at high tilt angles.
To optimize the pseudopotential we again calibrate
in the two-body system. The cos 2φ term in the po-
tential couples together angular momentum channels of
the wavefunction that differ by two angular momen-
tum quanta, meaning that we can no longer solve the
Schro¨dinger Equation separately in each angular momen-
tum channel. Now that weight will be passed between
the channels, they need to be considered explicitly and
simultaneously.
We solve the Schro¨dinger Equation simultaneously in
the lowest four occupied angular momentum channels,
` = {1, 3, 5, 7}, numerically for both the dipolar poten-
tial and, separately, using the pseudopotential, in order
to find values for the coefficients {vi}. As part of this pro-
cess we optimise the weight in each channel. Unlike in the
θ = 0 case it is not possible to find an analytic scatter-
ing wavefunction in the two-body homogeneous system
that correctly captures the physics of the system in any
limit. Instead we optimise the parameters {vi} by match-
ing the energy of two particles in an harmonic trap, in
effect minimising the error that was shown in Fig. 4.
We need to select an optimal trap frequency ω at which
to calibrate the pseudopotential. To do this, we re-write
the reduced system Hamiltonian for particles in an har-
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FIG. 11. (Color online) The deviation of the equation of state
as calculated using the tilted pseudopotential from that cal-
culated using the exact dipolar potential. Results using the
dipolar potential are shown in magenta, with those using UTP
pseudopotential in green. Similarly to Fig. 8, the gray box
around the results using the dipolar potential shows the tar-
geted 3× 10−4EF accuracy level.
monic trap as Hˆ = Hˆiso(rˆ) + Hˆaniso(rˆ, φˆ), with
Hˆiso(rˆ) = −∇2 + 1
4
ω2rˆ2 +
d¯2
rˆ3
,
Hˆaniso(rˆ, φˆ) = − d¯
2
rˆ3
3
2 sin
2 θ
1− 32 sin2 θ
cos 2φˆ,
and d¯2 = d2(1− 32 sin2 θ). Hˆiso captures the effect of the
harmonic trap and the isotropic part of the dipolar inter-
action, whilst Hˆaniso captures the anisotropic part of the
dipolar interaction. We seek a trap frequency ω at which
the average kinetic energy of the harmonic trap system is
the same as that of the homogenous system, allowing us
to select the appropriate Fermi momentum kF to describe
the interaction strength kFr0. For the isotropic part of
the Hamiltonian we can apply a cusp correction to the
non-interacting harmonic trap wavefunction, in the same
spirit as Section II. This gives a trial wavefunction
ψ(r, φ) ∝ ω r e− 14ωr2−2 d√r .
We set the average kinetic energy of the isotropic har-
monic trap system as equal to the kinetic energy of the
homogeneous system and solve for ω, which for interac-
tion strength kFr0 = 1/2 is ωiso ≈ 2.2EF.
Having analyzed the isotropic part of the Hamiltonian
we now turn to the anisotropic Hˆaniso. As there is no an-
alytical solution to the tilted two-body scattering prob-
lem available we instead perform a perturbative analysis
in small θ. We search for the most important contri-
bution that Hˆaniso makes to the system’s energy, which
occurs where |ψ(r, φ)Hˆanisoψ(r, φ)| is maximal. This is
at r ≈ r0 and φ = 0, and using these values in the
functional form of Hˆaniso we get a perturbative energy
3
2r
−2
0 sin
2 θ
(
1− 94 sin4 θ
)
for small θ. Adding this to the
isotropic trap frequency we obtain the harmonic trap fre-
qency ω ≈ 2.2EF + 32r−20 sin2 θ
(
1− 94 sin4 θ
)
, which we
11
use to optimise the pseudopotentials. An example UTP
is shown in Fig. 9, demonstrating its smooth and non-
divergent properties. The form of the pseudopotential
is robust against changes in the trap frequency ω used
to construct it. With the pseudopotential in place we
perform DMC calculations to evaluate the ground state
energy of the anisotropic, homogeneous dipolar gas. In
Fig. 10 we show the equation of state of the tilted dipole
gas at interaction strength kFr0 = 1/2 over a range of
tilt angles 0 ≤ θ ≤ θc away from vertical. We use a sim-
ilar trial wavefunction to the non-tilted case, with the
addition to the Jastrow factor of an anisotropic term
∏
i 6=j
exp
[(
Ns∑
k=0
skr
k
ij cos (2φij)
)(
1− rij
L
)3
Θ(L− rij)
]
,
where the variables have the same meaning as in Equa-
tion (7), φij is the polar angle between the particles la-
belled i, j, and Ns = 6. This term captures the leading-
order anisotropies in the inter-particle correlations. The
addition of higher-order angular terms did not provide
any significant benefit. In calculations using the real
tilted dipolar potential we also modify the cusp condi-
tion to the form
∏
i>j exp(−2d¯/
√
rij).
In Fig. 10 we compare our DMC estimates of the equa-
tion of state to first-order perturbation theory [13]
E(1)(θ) =
EF
2
[
1 +
128
45pi
kFr0
(
1− 3
2
sin2 θ
)]
.
Similarly to the non-tilted case we find that perturbation
theory overestimates the energy, and also that it overes-
timates the reduction in energy with increasing tilt an-
gle. Again the results using the exact dipolar interaction
and those using our UTP are so similar they cannot be
distinguished on this scale, and so we analyze the pseu-
dopotential accuracy by examining the energy error from
the dipolar potential in Fig. 11. As in the non-tilted sys-
tem the pseudopotential achieves our target accuracy of
3× 10−4EF across a wide range of parameter space. The
pseudopotential is particularly accurate below θ . θc/4
where there is less coupling between angular momentum
channels, at θ → 0 reproducing the same accuracy that
was found in the non-tilted system.
To determine the full benefit of using the pseudopoten-
tial in a tilted system we examine the behavior of the cal-
culated energy with DMC timestep in Fig. 12, evaluated
at kFr0 = 1/2 and θ = θc/2. Similarly to the non-tilted
case, Fig. 12(a) shows that the energy calculated using
the pseudopotential has significantly improved behavior
with timestep when compared to the dipolar potential,
having less severe variation of the energy with timestep
and also remaining in the linear regime out to larger τ .
There is also a reduction in standard error of ∼ 2.2 times
when using the pseudopotential, as seen in Fig. 12(b).
Combining the fitting parameters in Fig. 12 in the way
set out in Section V A shows the pseudopotential to be
∼ 450 times quicker to use than the real tilted dipolar
interaction.
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FIG. 12. (Color online) (a) The variation of the energy per
particle in the Fermi gas of tilted dipoles with timestep τ ,
with the values of the linear error parameters a. (b) The
standard error sE in the energy per particle in the Fermi gas,
again with fitted 1/τ parameters given.
We have constructed pseudopotentials for the dipolar
interaction at tilt angles 0 ≤ θ ≤ θc, and shown that they
give the ground state energy of the anisotropic, homoge-
neous dipolar gas to within 3×10−4EF, and also provide
a 450-times speedup over using the real tilted dipolar in-
teraction. This means that they will be an accurate and
efficacious tool to carry out DMC investigations of the
whole 0 ≤ θ ≤ θc phase diagram.
VII. DISCUSSION
We have developed accurate pseudopotentials for the
dipolar interaction in two dimensions and tested them
against the dipolar interaction by comparing scatter-
ing phase shifts, energies in an harmonic trap, and the
ground state of a Fermi gas. The pseudopotentials deliver
ground state energies of the Fermi gas to an accuracy of
3× 10−4EF, and their smoothness accelerates DMC cal-
culations by a factor of up to ∼ 2000.
The pseudopotentials have been constructed to work
in situations where the dipole moments are aligned both
normal and at an angle to the two-dimensional plane of
motion of the particles. This could allow the formal-
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ism developed here to be used in an analysis of the full
phase diagram of the 2D dipolar gas, including inves-
tigating the high interaction strength regime where the
Fermi fluid forms a Wigner-type crystal [26], possibly af-
ter passing through a stripe phase [13], or to turn to the
tilted section of the phase diagram, with the possibility of
superfluid behavior at high tilt angles [57]. Superfluidity
is also expected in a system of dipoles dressed by an ex-
ternal microwave field [58, 59], a system that would also
be amenable to analysis using a pseudopotential. The
method used here for constructing pseudopotentials for
the tilted system could also be extended to a 3D system
of dipolar particles, or to study a classical analogue of
the system.
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Appendix A: Construction of the Troullier–Martins
pseudopotentials
The Troullier–Martins formalism is a method for de-
veloping pseudopotentials that were originally designed
for use in electron-ion calculations [35]. Here, following
Reference [27] we adapt it to the case of a 2D dipolar
potential. The scattering Schro¨dinger Equation (1) may
be written in 2D circular coordinates (r, φ) as
−
(
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
)
ψ(r, φ) + V (r)ψ(r, φ)
= Eψ(r, φ) ,
where we wish to replace the dipolar potential
V (r) = d2/r3 with a pseudopotential inside a cutoff ra-
dius rc. Expanding the wavefunction in angular momen-
tum channels as
ψ(r, φ) =
∞∑
`=0
r`ψ`(r) cos(`φ)
we obtain a radial equation for the wavefunction ψ` in
each channel
−
(
2`+ 1
r
ψ′` + ψ
′′
`
)
+ V (r)ψ` = Eψ` , (A1)
where the primes indicate differentiation with respect to
r. We choose a calibration energy Ec at which the pseu-
dopotential will exactly replicate the dipolar potential’s
scattering characteristics, whose optimal choice is found
in Appendix B to be EF/4. We then construct the pseu-
dopotential by working from a pseudo-wavefunction that
within a radius rc takes the form
ψpseudo,`(r) = e
p(r) ,
where p(r) =
∑6
i=0 cir
2i. The form ep(r) is positive defi-
nite, which ensures that no spurious nodes are introduced
into the wavefunction. Inserting the wavefunction into
Equation (A1) we find that the pseudopotential in each
angular momentum channel ` should take the form
VT–M(r) =
{
Ec +
2`+1
r p
′ + p′2 + p′′, r < rc,
d2/r3, r ≥ rc . (A2)
In order to calculate p(r) explicitly we impose a
series of constraints on it: firstly, that the pseudo-
wavefunction’s value and first four derivatives match
those of the exact wavefunction at rc, in order that the
first two derivatives of the pseudopotential are continu-
ous,
p(rc) = ln
(
R`(rc)
r`+1c
)
,
p′(rc) =
R′`(rc)
R`(rc)
− `+ 1
rc
,
p′′(rc) = V (rc)− Ec − (p′(rc))2 − 2`+ 1
rc
p′(rc),
p′′′(rc) = V ′(rc)− 2p′(rc)p′′(rc)− 2`+ 1
rc
p′′(rc)
+
2`+ 1
r2c
p′(rc),
p′′′′(rc) = V ′′(rc)− 2(p′′(rc))2 − 2p′(rc)p′′′(rc)
− 2`+ 1
rc
p′′′(rc) + 2
2`+ 1
r2c
p′′(rc)− 22`+ 1
r3c
p′(rc),
where R`(r) = rψdipole,`(r). The polynomial form of p(r)
ensures that this is a set of linear equations in the coef-
ficients ci, and so has a straighforward solution. We also
require that the pseudo-wavefunction has zero curvature
at the origin,
c22 = −c4(2`+ 4),
and that the norm of the pseudo-wavefunction within the
cutoff radius is the same as that from the exact potential,
to conserve the physical particle weight
2c0 + ln
(∫ rc
0
r2`+1 exp (2p(r)− 2c0) dr
)
= ln
(∫ rc
0
|ψdipole,`(r, φ)|2rdr
)
.
This fully specifies p(r) and hence, via Equation (A2),
VT–M. We solve these equations simultaneoulsy for the
ci, always taking the branch of the quadratic equation
that gives the smaller value for c0, which in turn gives
a larger reduction in variance for simulations using the
pseudopotential.
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Appendix B: Choosing a calibration energy
The Troullier–Martins formalism for deriving pseu-
dopotentials is designed to give exact scattering prop-
erties at the calibration energy. The norm-conservation
condition may also be considered as requiring that the
derivative of the phase shift with respect to energy evalu-
ated at the calibration energy ∂∆δ/∂E|Ec = 0 [27]. This
means that to leading order the error in the scattering
phase shift when using a Troullier–Martins pseudopoten-
tial ∆δ ∝ (E − Ec)2. Expressing this in terms of the
relative momentum k1 − k2 of the two scattering par-
ticles with momenta k1, k2, the scattering phase shift
error ∆δ(|(k1 − k2)/2|2) ∝ (|(k1 − k2)/2|2 − k2c )2 where
kc =
√
Ec is the calibration wave vector. To find the op-
timum calibration wave vector we average this error over
the Fermi sea for particles 1 and 2 and then minimize
with respect to kc. The average
〈∆δ〉 =
∫
∆δ
(∣∣∣∣k1 − k22
∣∣∣∣2
)
n(k1)n(k2) dk1 dk2∫
n(k1)n(k2) dk1 dk2
, (B1)
where n(k) is the Fermi-Dirac distribution, can be re-
written in terms of center-of-momentum and relative co-
ordinates x = (k1 − k2)/2kF, y = (k1 + k2)/2kF, which
transforms Equation (B1) into [42]
〈∆δ〉 ∝
∫ 2pi
0
∫ 1
0
∫ y0(x,φ)
0
∆δ(k2Fx
2)x y dy dx dφ ,
where φ is the angle between x and y and the function
y0(x, φ) = −x| cosφ|+
√
1− x2 sin2 φ. This then simpli-
fies to
〈∆δ〉 ∝
∫ 1
0
x∆δ(k2Fx
2)
(
pi − 2
(
x
√
1− x2 + arcsinx
))
dx ,
and substituting the form of ∆δ ∝ (k2Fx2 − k2c )2 from
above the optimum value of kc is found to be kF/2, and
hence the optimum calibration energy Ec = EF/4.
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