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Abstract
The present paper is a contribution to categorial index theory. Its main result is
the calculation of the Pfaffian line bundle of a certain family of real Dirac operators
as an object in the category of line bundles. Furthermore, it is shown how string
structures give rise to trivialisations of that Pfaffian.
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1 Introduction
1.1 Topological, geometric and categorial aspects of index the-
ory
The present paper is a contribution to categorial index theory. Its main result is the
calculation of the Pfaffian line bundle of a certain family of real Dirac operators as an
object in the category of line bundles. Furthermore, we show how string structures give
rise to trivialisations of that Pfaffian.
Before we describe the results of the paper in greater detail in Subsection 1.2 let us review
the different levels of index theory appearing in the title of the present Subsection.
The index of a family of elliptic differential operators D parametrised by a space B is a
K-theory class index(D) ∈ K0(B). It is the homotopy class of an associated family of
Fredhom operators defined by functional analytic techniques. If D has a kernel bundle,
then alternatively we can view the index as the formal difference index(D) = [ker(D)]−
[coker(D)] ∈ K0(B) of vector bundles. Index theory provides the tools to calculate the
K-theory class index(D) ∈ K0(B) or its cohomological invariants like its Chern character
ch(index(D)) ∈ Hev(B;Q) in terms of the symbol of D [AS68].
If D := D(E) is the family of Dirac operators associated to a geometric family E on a
smooth manifold B, then its index can be refined to a geometric object. If the kernel
bundle of D exists, then it has an induced hermitean metric and a metric connection
[BGV92, Ch. 9]. This geometric information is encoded in the differential K-theory
index class îndex(D) ∈ Kˆ0(B) which can be defined in general without any assumption
on the existence of a kernel bundle [BS07]. The differential index theorem calculates the
class îndex(D) ∈ Kˆ(B) or its Chern character cˆh(îndex(D)) ∈ ĤQ
ev
(B) in differential
rational cohomology in differential geometric terms, see [FL09] and [BS07].
Let E be the the total space of the underlying proper submersion π : E → B of the
geometric family E . If W → E is a complex vector bundle equipped with a hermitean
metric hW and a metric connection ∇W , then we can form the twisted Dirac operator
D(E ⊗W), where by the bold face letter W := (W,hW ,∇W ) we denote the geomet-
ric bundle. In a categorial refinement of index theory one would consider the index of
D(E ⊗W) as an object i˜ndex(D(E ⊗W)) in a certain category K˜0(B) and study the
functor W 7→ i˜ndex(D(E ⊗W)) from the category of geometric vector bundles on E. At
the moment such a theory is only partially understood, and the present paper discusses
a particular aspect of that idea. For related developments in the context of algebraic
geometry see [Del87] and [Fra91].
The first Chern class c1(index(D)) ∈ H
2(B;Z) classifies the topological type of the
determinant line bundle ofD. If D = D(E) is the Dirac operator associated to a geometric
family E on B, then det(D) comes with a Quillen metric hdet(D) and the Bismut-Freed
connection hdet(D), see [BGV92, Ch. 9 and 10] for details. The isomorphism class of
the geometric line bundle det(D) over B is classified by the first differential Chern class
cˆ1(det(D)) ∈ ĤZ
2
(B) [CS85]. It can be derived from the differential K-theory class
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îndex(D) by the identity cˆ1(det(D)) = cˆ1(îndex(D)), see [Bun], [Bun09]. The calculation
of integral Chern classes like c1(index(D)) and its differential refinements cˆ1(îndex(D))
is the contents of integral index theory, see [Mad09] for first steps in the topological case.
The characterisation of the determinant line bundle det(D) as an object in the category
Line(B) of geometric line bundles over B is an aspect of categorial index theory. In the
presence of a real structure J commuting with D, as observed in [Fre03], one can define
a natural square root of the inverse of the determinant line bundle1, the Pfaffian bundle
Pfaff(D, J).
The main goal of the present paper is the calculation of the object Pfaff(D, J) ∈ Line(B)
in a special situation which is motivated by applications in mathematical physics, notably
string theory.
1.2 Description of the results
We consider a bundle π : E → B of compact two-dimensional manifolds, or alternatively,
a proper submersion π such that dim(E)− dim(B) = 2. Let further be given a fibrewise
Riemannian metric gT
vpi an a complement T hπ ⊂ TE of the vertical bundle T vπ :=
ker(dπ). In [FL09] the pair (gT
vpi, T hπ) is called a Riemannian structure on π since it
gives rise to a Levi-Civita connection ∇T
vpi, see [BGV92, Ch. 9]. We finally assume
a spin structure on T vπ which allows to define the spinor bundle S(T vπ). In [Bun09]
we subsumed this collection of data into the notion of a geometric family E = (π : E →
B, gT
vpi, T hπ, S(T vπ)). By D(E) we denote the Dirac operator associated to the geometric
family E .
The spinor bundle associated to a two-dimensional vector bundle (like T vπ) with spin-
structure is Z/2Z-graded and has a quaternionic structure J (see [BS08, 2.2.6]), a parallel,
anti-linear, anti-selfadjoint, and odd bundle endomorphism which commutes with the
Clifford multiplication.
Let V := (V, hV ,∇V ) be a real geometric vector bundle over E. Then we can form the
Dirac bundle S(E)⊗RV. Since we tensor over the real numbers, the quaternionic structure
extends to the tensor product. We let
E ⊗R V := (π : E → B, g
T vpi, T hπ, S(T vπ)⊗R V)
denote the induced geometric family and use the symbol J also to denote the extended
quaternionic structure.
The composition JD(E ⊗R V) is an anti-linear, anti-selfadjoint, and even operator. By
(JD(E ⊗RV))
+ we denote the component acting on sections of S(E ⊗RV)
+. The relative
Pfaffian line bundle
Pfaff(E ⊗R V, J, rel) := Pfaff((JD(E ⊗R V))
+)⊗ Pfaff((JD(E))+)−n , n := dim(V )
is a complex line bundle with connection functorially associated to this data described
above. Its construction (see e.g. [Fre03], [Bor92], [FM06], [Fre02]) will be recalled in
1Note that our determinant line bundle, following the conventions in [BGV92], is the inverse of the
determinant line bundle in [Fre03]. The Pfaffians coincide.
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Subsection 3.1 below. The square of the relative Pfaffian line bundle is isomorphic to
the inverse of the relative determinant line bundle det(D(E ⊗R V))⊗ det(D(E))
−n as a
geometric line bundle.
The Pfaffian line bundle plays an important role in two-dimensional quantum field theory
[FM06], where the functional integral of the action over the fermions can be interpreted
as a section of the Pfaffian line bundle. In order to interpret the action as a complex
valued function it is important to construct trivialisations of the Pfaffian line bundle.
The construction of the line bundle Pfaff(E ⊗R V, J, rel) is based on the analytic prop-
erties of the family of Dirac operators D(E ⊗R V). So it is not obvious how additional
topological and differential geometric structures can lead to a trivialisation.
In Subsection 2.3 of present paper we give a functorial, differential geometric construc-
tion of a geometric line bundle L = (L, hL,∇L) under the assumption that V has a spin
structure which is fibrewise trivial. The isomorphism class of L is classified by the first
differential Chern class cˆ1(L) ∈ ĤZ
2
(B). The spin-characteristic class p1
2
(V ) ∈ H4(E;Z)
also has a differential refinement pˆ1
2
(V) ∈ ĤZ
4
(E). We refer to [CS85] for a first con-
struction of differential integral cohomology groups (there called groups of differential
characters) and of the differential refinements of characteristic classes. We will give an
alternative and well-adapted to the present purpose description of these classes in Sub-
section 2.2. Essentially by construction we have
cˆ1(L) =
∫
E/B
pˆ1
2
(V) ∈ ĤZ
2
(B) ,
see Lemma 2.7. We have
Theorem 1.1 (Theorem 3.4) If V has a spin structure which is fibrewise trivial, then
there is a functorial isomorphism of geometric line bundles
Pfaff(E ⊗R V, J, rel) ∼= L .
The adjective ”functorial” here and above refers to base change along smooth maps B′ →
B. As a consequence we get
Corollary 1.2 If V has a spin structure which is fibrewise trivial, then
cˆ1(Pfaff(E ⊗R V, J, rel)) =
∫
E/B
pˆ1
2
(V) . (1)
The underlying equality
c1(Pfaff(E ⊗R V, J)) =
pˆ1
2
(V ) ,
which has first been derived in [Fre03, Prop. 5.4], can be considered as an example of an
integral index theorem, as alluded to in [Bun] (see [Mad09] for a more general example),
and Equation (1) can be considered as its differential refinement.
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Our second result concerns trivialisations of the relative Pfaffian line bundle Pfaff(E ⊗R
V, J, rel). We assume that dim(V ) = n ≥ 3. We define the homotopy type BString(n)
as the homotopy fibre of p1
2
: BSpin(n) → K(Z, 4). A topological string structure for a
spin bundle V is a homotopy class of lifts
BString(n)

B
99
V // BSpin(n)
.
In the present paper we use an equivalent, more geometric notion of a string structure
as a trivialisation of the Chern-Simons gerbe. This and the notion of a geometric string
structure str of a geometric spin bundle V has been discussed in [Walb]. We will explain
details at length in Subsection 4.2. In particular, to a geometric string structure str we
have an associated 3-form Hstr ∈ Ω
3(E), see (34).
Theorem 1.3 (Theorem 4.14) A geometric string structure str on V gives rise to a
functorial unit-norm section sstr ∈ C
∞(B,L) with
∇L log sstr = 2πi
∫
E/B
Hstr ,
If we combine Theorem 1.1 with Theorem 1.3 we get the following consequence.
Corollary 1.4 A geometric string structure str on V gives rise to a functorial unit-norm
section sstr ∈ C
∞(B, Pfaff(E ⊗R V, J, rel) such that
∇Pfaff(E⊗RV,J,rel) log sstr = 2πi
∫
E/B
Hstr .
This corollary was the original motivation of the present paper. It answers a question by
Stephan Stolz.
Let us finally explain a typical example, which is the application looked for by physicists.
We consider a compact surface Σ with a Riemannian metric gTΣ and a spin structure.
Furthermore, we consider a Riemannian manifold X and a smooth map B → Map(Σ, X).
Technically, this is a smooth map
E := Σ× B
f
→ X .
We let π : E → B be the projection, T hπ := TB ⊂ T (Σ×B) be the canonical horizontal
subspace, and gT
vpi and the spin structure on T vπ be induced by gTΣ and the spin structure
on Σ, respectively. In this way we get a geometric family E . The real vector bundle is
obtained by V := f ∗TX, where the geometric bundle TX = (TX, gTX,∇TX) is given by
the Riemannian geometry of X , in particular, ∇TX is the Levi-Civita connection.
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We assume that X has a string structure. In this situation by Corollary 1.2 the isomor-
phism class of the relative Pfaffian line bundle can be calculated by transgressing the
differential Pontrjagin class of TX.
cˆ1(Pfaff(E ⊗R V, J, rel)) =
∫
Σ×B/B
f ∗(
pˆ1
2
(TX)) .
Note that the string structure on X ensures that the spin structure of f ∗TX is fibre-
wise trivial. Furthermore, a refinement of the string structure of X to a geometric string
structure str gives rise to a trivialisation sstr of Pfaff(E ⊗R V, J, rel) by Corollary 1.4.
Acknowledgement: I thank Stephan Stolz for suggesting this problem and Dan Freed for
valuable hints.
2 The bundle L
2.1 Trivializations of Spin-structures and η3-forms
A Z/2Z-graded complex geometric vector bundle W = (W,hW ,∇W ) over a manifold M
gives rise to a geometric family W with zero-dimensional fibres, see [Bun09, 2.2.2.1]. An
invertible odd bundle endomorphism Q¯ ∈ End(W )odd can be considered as a taming Wt
in the sense of [Bun09, Def 2.2.4]. To the tamed geometric family Wt by [BC89, (2.26)]
we can associate an eta form η(Wt) ∈ Ω
odd(M) such that dη(Wt) = ch(∇
W ). We refer to
(3) for our normalisations. In the present subsection we study special properties of the
eta form in the case that W comes from a real spin vector bundle V and Q¯ is induced by
a spin trivialisation Q of V . The main result is Lemma 2.4.
Let V = (V, hV ,∇V ) be a real n ≥ 3-dimensional geometric vector bundle over some man-
ifold M . Then we form the Z/2Z-graded complex geometric bundle W = (W,hW ,∇W )
such that W+ ∼= V⊗R C and W− is the n-dimensional trivial geometric bundle over M .
A spin structure on V is given by a Spin(n)-reduction Spin(V )→ O(V ) of the orthonor-
mal frame bundle O(V ) of V . A trivialisation of the spin bundle V is a trivialisation
Q : Spin(V )
∼
→ M × Spin(n). The trivialisation of the spin bundle V naturally gives rise
to an unitary vector bundle isomorphism Q+ : W+ → W−. We define the unitary odd
involution
Q¯ :=
(
0 (Q+)∗
Q+ 0
)
∈ End(W )odd .
Let W be the geometric family given by the Z/2Z-graded complex geometric vector
bundle W. The local index form Ω(W) [Bun09, Def. 2.2.8] in this case is the Chern-Weil
representative ch(∇W ) ∈ Ωev(M) of the Chern character of W for the connection ∇W :
Ω(W) = ch(∇W ) = ch(∇V⊗RC)− n .
We are in particular interested in the degree-4-component. We have c1(∇
V⊗RC) = 0 and
therefore
ch2(∇
V⊗RC) = c2(∇
V⊗RC) = −p1(∇
V ) ,
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where ci(∇
V⊗RC) ∈ Ω2i(M) and pi(∇
V ) ∈ Ω4i again denote the Chern-Weil representatives
of the corresponding characteristic classes.
The endomorphism Q¯ gives rise to a taming WtQ and an associated η-form. Its definition
employs the rescaled super connection
At := t
1
2 Q¯ +∇W . (2)
Definition 2.1 The degree-2k − 1 component of the eta-form of WtQ is defined by
η2k−1(WtQ) =
1
(2πi)k
∫ ∞
0
tr[∂tAt exp(−A
2
t )]2k−1 . (3)
Here η2k−1(WtQ) ∈ Ω
2k−1(M) denotes the component of the eta-form in degree 2k−1, and
[ω]2k−1 takes the degree-2k − 1-component of the inhomogeneous form ω. Furthermore,
if W is a Z/2Z-graded vector bundle, then tr : End(W ) → C denotes the super trace.
The definition [Bun09, Def 2.2.16] of the eta form of a tamed geometric family is based
on different family of super connections. It is related to (2) by a transformation in the
scaling parameter t. Hence, it gives the same eta form as in the present paper.
In the present paper we are in particular interested in
η3(WtQ) ∈ Ω
3(M) .
It satisfies
dη3(WtQ) = Ω
4(W) = −p1(∇
V ) . (4)
Let us calculate the eta form explicitly in order to see that it is nothing else then a
classical Chern-Simons form. Note that W− is trivialised so that we can identify sections
of End(W−) with matrix-valued functions. We define the matrix-valued one-form B+
such that Q+∇W
+
(Q+)∗ = d + B+, and the matrix-valued curvature two-form R+ :=
dB+ +B+2.
Definition 2.2 The Chern-Simons form2 of the connection ∇W
+
(in the trivialisation
given by Q+3) is defined by
CS(∇W
+
) :=
1
4
1
(2πi)2
(
trR+B+ −
1
3
trB+3
)
.
2The standard normalisation of the Chern-Simons form is
CSst(∇
W
+
) = trR+B+ −
1
3
trB+3
such that
dCSst(∇
W
+
) = tr(R∇
W
+
)2 = 2(2pii)2c2(∇
W
+
) .
The factor 14
1
(2pii)2 is introduced for convenience.
3One should better write CS(∇W
+
, Q+), but we refrain from doing so in order to shorten the notation.
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Its differential is half of the second Chern form:
dCS(∇W
+
) =
1
2
c2(∇
W+) .
Lemma 2.3 We have
η3(WtQ) = 2CS(∇
W+) .
Proof. Define U := diag(Q+, 1). Then
Bt := UAtU
∗ = d+B + t
1
2K , K :=
(
0 1
1 0
)
, B :=
(
B+ 0
0 0
)
is a rescaled superconnection on the trivial bundle W− ⊕W− isomorphic to At. Using
the notation
R :=
(
R+ 0
0 0
)
, C :=
(
0 B+
−B+ 0
)
we get
B2t = dB +B
2 + t
1
2{B,K}+ tK2 = R + t
1
2C + t .
Furthermore
∂tBt =
1
2t
1
2
K .
We now calculate the 3-form component:
[∂tBte
−B2t ]3 =
e−t
2t
1
2
K
(
t
1
2
2
(RC + CR)−
t
3
2
6
C3
)
=
e−t
4
K
(
0 R+B+
−B+R+ 0
)
−
te−t
12
K
(
0 −B3
B3 0
)
=
e−t
4
(
R+B+ 0
0 −B+R+
)
−
te−t
12
(
B+3 0
0 −B+3
)
We get
tr[∂tBte
−B2t ]3 =
e−t
2
trR+B+ −
te−t
6
trB+3 .
Using ∫ ∞
0
e−tdt = 1 ,
∫ ∞
0
te−tdt = 1
we get
η3(WtQ) =
1
(2πi)2
(
1
2
trR+B+ −
1
6
trB+3
)
= 2CS(∇W
+
) .
✷
We now consider a second spin trivialisation Q′ of the spin bundle V . An element x ∈
H3(M ;R) is called even, if it belongs to 2im(H3(M ;Z)→ H3(M ;R)).
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Lemma 2.4 The difference η3(WtQ)− η
3(WtQ′ ) is closed and represents an even class in
H3(M ;R).
Proof. The difference is closed by (4). That it represents an even class relies on the fact
that we consider pairs of spin trivialisations as opposed to just trivialisations. In order to
see this we invoke some index theory. Alternatively one could use Lemma 2.3 and show
the corresponding property for the Chern-Simons form, a fact which is surely known to
specialists, but for which we do not know a good reference.
We form a geometric family I overM . The underlying fibre bundle of I is p : [0, 1]×M →
M with the standard metric pT
vp and horizontal distribution T hp = TM ⊂ T ([0, 1]×M).
The trivial bundle T vp has an induced spin structure. Note that ∂(I ⊗p∗W) ∼=W⊕Wop.
The tamings WoptQ and WtQ′ induce a boundary taming (I ⊗W)bt. Since I is an one-
dimensional boundary tamed geometric family its index index((I ⊗W)bt) is an element
of K−1(M). We let chodd : K−1(M) → Hodd(M ;Q) be the odd Chern character. By the
index theorem for boundary tamed families [Bun09, Thm. 2.2.18] we have the following
equality in de Rham cohomology:
chodd3 (index((I ⊗W)bt)) = [Ω
3(I ⊗W) + η3(WtQ′ )− η
3(WtQ)] .
We now observe that
Ω3(I ⊗W) =
∫
[0,1]×M/M
p∗ch2(∇
W ) = 0 .
It remains to show that chodd3 (index(I ⊗W)bt) is even.
We first consider the special case where VSpin(n) = Spin(n) × Rn is the trivial bundle
over Spin(n) with the trivial metric, connection and spin structure Spin(VSpin(n)) =
Spin(n)× Spin(n). For QSpin(n) we take the canonical trivialisation, and for Q
′
Spin(n) we
take the universal trivialisation Q′Spin(n)(h, g) = (h, hg). This defines by the construction
above a boundary tamed geometric family (ISpin(n) ⊗WSpin(n))bt over Spin(n). We first
claim that chodd3 (index(ISpin(n) ⊗WSpin(n))bt) ∈ H
3(Spin(n);R) is even. In order to see
this we show that (ISpin(n) ⊗WSpin(n))bt is a pull-back of a boundary tamed family via
the two-fold covering s : Spin(n) → SO(n). Indeed, we can consider the trivial bundle
VSO(n) → SO(n) and WSO(n) := VSO(n) ⊕ V
op
SO(n). We set
Q¯SO(n) :=
(
0 (Q+SO(n))
∗
Q+SO(n) 0
)
∈ End(WSO(n)) ,
where Q¯SO(n)(g, x) = (g, gx), (g, x) ∈ SO(n) × Rn = VSO(n). As above this gives a
boundary tamed geometric family (ISO(n) ⊗WSO(n))bt, and we have
(ISpin(n) ⊗WSpin(n))bt ∼= s
∗(ISO(n) ⊗WSO(n))bt .
Note that in general chodd3 (x) ∈ H
3(X ;R) is integral for every x ∈ K−1(X). Therefore
chodd3 (index((ISO(n)⊗WSO(n))bt)) is integral. Since s
∗ : H3(SO(n);R)→ H3(Spin(n);R)
maps integral to even elements, we conclude that
chodd3 (index((ISpin(n) ⊗WSpin(n))bt)) = s
∗chodd3 (index(ISO(n) ⊗WSO(n))bt)
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is even.
We now come back our original case. The transitionQ′◦Q−1 : M×Spin(n)→M×Spin(n)
determines a map T :M → Spin(n) such that Q′ ◦Q−1(m, g) = (m, T (g)m). We observe
that T ∗(ISpin(n) ⊗WSpin(n))bt differs, up to isomorphism induced by Q, from (I ⊗W)bt
only by the choice of the connection on the twisting bundle. But the index as a homotopy
invariant is independent of the connection so that
chodd3 (index((I ⊗W)bt)) = T
∗chodd3 (index((ISpin(n) ⊗WSpin(n))bt))
is an even class. ✷
2.2 The Cheeger-Simons character pˆ12 (V)
A generalised cohomology theory has differential extensions. We refer to [BS09] for a
description of the axioms of a differential extension of a generalised cohomology theory
and to [HS05] for a general construction. The differential extension of complex K-theory
already appeared in the introduction to the present paper. But in detail we will only need
the differential extension of integral cohomology (ĤZ
∗
, R, I, a), where
R : ĤZ
∗
(M)→ Ω∗(M) , ĤZ
∗
(M)→ HZ∗(M) , a : Ω∗−1(M)→ ĤZ
∗
(M)
denote the structure maps. By [SS08] or [BS09] the differential extension of integral
cohomology is unique and multiplicative.
In the original model of [CS85] the k’th differential integral cohomology group ĤZ
k
(M) is
the group of differential characters of degree k. Let Zk−1(M) denote the group of smooth
k − 1-dimensional cycles in M . A differential character of degree k is a homomorphism
φ : Zk−1(M) → U(1) such that there exists a smooth form R(φ) ∈ Ω
k(M) so that
φ(∂c) = exp
(
2πi
∫
c
R(φ)
)
for all smooth chains c ∈ Ck(M). It suffices to verify this
condition for smooth simplices.
A real spin vector bundle V → M has a characteristic class p1
2
(V ) ∈ H4(M ;Z). For a
geometric spin bundle V this characteristic class has a differential refinement pˆ1
2
(V) ∈
ĤZ
4
(M) first defined using Chern-Weil theory in [CS85]. We now describe this class
as a differential character pˆ1
2
(V) : Z3(M) → U(1). If z ∈ Z3(M), then we can choose a
neighbourhood U of the trace |z| of z which is homotopy equivalent to a three-dimensional
CW -complex. Furthermore, since BSpin(n) is 3-connected, we can choose a trivialisation
Q of the spin bundle VU .
Definition 2.5 We define
pˆ1
2
(V)(z) := exp
(
−πi
∫
z
η3(WtQ)
)
. (5)
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We must show that this does not depend on the choice of the trivialisation. Indeed, if Q′
is a second trivialisation, then by Lemma 2.4.∫
z
η3(WtQ′ )−
∫
z
η3(WtQ) ∈ 2Z .
If c ∈ C4(M) is a smooth 4-simplex, then still we can choose a trivialisation of Q of the
spin bundle VU on some neighbourhood U of |σ|. In this case we get by Stoke’s theorem
and (4)
pˆ1
2
(V)(∂c) = exp
(
−πi
∫
c
dη3(WtQ
)
= exp
(
πi
∫
c
p1(∇
V )
)
.
Therefore
R(
pˆ1
2
(V)) =
1
2
p1(∇
V )
as it should be.
Lemma 2.6 The differential cohomology class defined by the differential character above
coincides with the class pˆ1
2
(V) defined in [CS85].
Proof. For the moment, let us denote the differential cohomology class corresponding
to the differential character described above by φˆ(V). It is easy to see that φˆ(V) is
natural with respect to base change along smooth maps M → M ′. Since BSpin(n)
is 3-connected and H4(BSpin(n);Z) is torsion-free there exists a smooth manifold M ′
with a real n-dimensional geometric spin bundle V′ and a map f : M → M ′ such that
V ∼= f ∗V′, this isomorphism is covered by an isomorphism Spin(V ) ∼= f ∗Spin(V ′),
and such that H3(M ′;R) = 0 and H4(M ′;Z) is torsion free. Under these conditions a
class xˆ ∈ ĤZ
4
(M ′) is completely determined by its curvature R(xˆ) ∈ Ω4(M ′). Since
R(φˆ(V)) = 1
2
p1(∇
V ′) = R( pˆ1
2
(V′)) we have φˆ(V′) = pˆ1
2
(V′). By naturality this implies
φˆ(V) = pˆ1
2
(V). ✷
2.3 The construction of L
Let π : E → B be a bundle of compact oriented two-dimensional manifolds. In the present
subsection we construct a geometric line bundle L = (L, hL,∇L) over B functorially
associated to a geometric spin bundle V over E which is trivial as a spin bundle over the
fibres of π. More precisely, by functoriality we mean that for a smooth map f : B′ → B
and induced cartesian diagram
E ′
F //
pi′

E
pi

B′
f
// B
(6)
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we have an associated isomorphism φf : f
∗L
∼
→ L′, where L′ is the line bundle associated
to F ∗V, and for a second smooth map g : B′′ → B′ we have the associativity relation
φg ◦ g
∗φf = φf◦g.
We are going to describe the geometric bundle L by describing its local sections. We
first describe a set-valued presheaf I... : B ⊇ U 7→ IU on B such that IU is non-empty if
U is contractible. The elements Q ∈ IQ will index local sections sQ ∈ C
∞(U, L). After
all, the maps IU ∋ Q 7→ sQ ∈ C
∞(U, L) for all U ⊆ B together combine to a map
I... → C
∞(. . . , L) of presheaves from I... to the sheaf of local sections of L, but this can
be said only after we know what L is.
In order to complete the definition of (L, hL) we must provide the transition functions
sQ′
sQ
= c(Q′, Q) ∈ C∞(U, U(1))
for pairs Q,Q′ ∈ IU , see (8). These functions must fit into a map of presehaves I...×I... →
C∞(. . . , U(1)) and satisfy a cocycle relation. In order to construct the connection ∇L of
L we will explicitly (see (7)) describe the connection one-forms
ωQ := ∇
L log sQ := s
−1
Q ∇
LsQ ∈ Ω
1(U)
and verify their compatibility with the transition functions.
We let IU be the set trivialisationsons Q : Spin(VEU )
∼
→ EU × Spin(n), where EU =
π−1(U). Recall that that we assume that the spin structure Spin(V ) → E is trivial on
the fibres of π : E → B. Hence, if U ⊆ B is contractible, then IU 6= ∅.
The spin trivialisation Q ∈ IU of VEU → EU induces a tamed geometric family WtQ over
EU as described in Subsection 2.1.
We define the connection one-form
ωQ := −πi
∫
EU/U
η3(WtQ) ∈ Ω
1(U) . (7)
Since it is imaginary it defines a metric connection.
It suffices to define the transition functions for contractible open subsets U ⊆ B provided
that they are compatible with the restriction to contractible U ′ ⊆ U , see (9).
Assume that U is contractible and consider Q,Q′ ∈ IU . Since the fibres of π : E → B are
two-dimensional, the manifold EU is homotopy equivalent to an at most two-dimensional
CW -complex. Since Spin(n) is two-connected, there exists a trivialisation H of Spin
bundles pr∗VEU connecting Q with Q
′, where pr : [0, 1]× EU → EU is the projection.
We define
c(Q′, Q) := exp
(
−πi
∫
[0,1]×EU/U
η3(pr∗WtH )
)
∈ C∞(U, U(1)) . (8)
This is independent of the choice of H . Indeed, if H ′ is another choice, then we can
concatenate these two choices in order to get a Spin-trivialisation G := H♯Hop,′ of pr∗VEU ,
where pr is now the projection pr : S1 × EU → EU . We must show that∫
S1×EU/U
η3(pr∗WtG) ∈ C
∞(U, 2Z) .
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Let u ∈ U , Eu := π
−1(u) be the fibre over u, and let q : S1 × Eu → E be the restriction
of pr. Since q factors over the two-dimensional manifold Eu we conclude that 0 = q
∗ :
ĤZ
4
(E) → ĤZ
4
(S1 × Eu). By the construction of the differential character
pˆ1
2
(V) in
Subsection 2.2 we have
pˆ1
2
(q∗V) = a(−
1
2
η3(q∗WtG)) = q
∗a(−
1
2
η3(WtG)) = 0 ,
where a : Ω3(. . . ) → ĤZ
4
(. . . ) denotes one of the structure maps of the differential
extension ĤZ
4
. This implies that(∫
S1×EU/U
η3(pr∗WtG)
)
(u) ∈ 2Z .
It immediately follows from the construction that
c(Q′, Q)|U ′ = c(Q
′
|U ′, Q|U ′) (9)
for a contractible open subset U ′ ⊆ U .
We now check the cocycle condition. Let Q′′ ∈ IU be a third trivialisation. Then we can
concatenate the path H with a path H ′ from Q′ to Q′′ to a path G := H ′♯H from Q to
Q′′. The cocycle condition now follows from∫
[0,1]×EU/U
η3(pr∗WtH ) +
∫
[0,1]×EU/U
η3(pr∗WtH′ ) =
∫
[0,1]×EU/U
η3(pr∗WtG) .
Finally we check the compatibility with the connection one-forms. We must show, that
ωQ′ − ωQ = c(Q
′, Q)−1dc(Q′, Q) .
Indeed, by Stoke’s theorem it follows immediately from the definition (8) and∫
[0,1]×EU/U
dη3(pr∗WtH ) =
∫
[0,1]×EU/U
pr∗p1(∇
V ) = 0
that
c(Q′, Q)−1dc(Q′, Q) = −πi
(∫
EU/U
η3(WtQ′ )−
∫
EU/U
η3(WtQ)
)
.
This finishes the construction of the bundle L.
Given a cartesian diagram (6) and an open subset U ⊆ B, by pulling back trivialisations
we get a map F ∗ : IU → If−1(U). The bundle map φf : f
∗L → L′ is characterised
by the property that for Q ∈ IU it maps the section f
∗sQ ∈ C
∞(f−1(U), f ∗L) to the
section sF ∗Q ∈ C
∞(f−1(U), L′). One easily checks, using the functoriality of η-forms,
that this defines an isomorphism of geometric line bundles which behaves as required
under compositions.
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If π : E → B is a proper submersion with an orientation of the vertical bundle T vπ, then
there is an integration map∫
E/B
: ĤZ
∗
(E)→ ĤZ
∗−dim(E)+dim(B)
(B) .
It has a very convenient description in the model introduced in [BKS09], see also the
literature cited therein. In the present paper we will only need the existence of the
integration map, its compatibility with cartesian diagrams of the form (6) in the sense
that ∫
E′/B′
F ∗xˆ = f ∗
∫
E/B
xˆ
for xˆ ∈ ĤZ
∗
(E), and the property, that for α ∈ Ω∗−1(E) we have∫
E/B
a(α) = a(
∫
E/B
α) .
We now come back to our surface bundle π : E → B. We calculate the first differential
Chern class cˆ1(L) ∈ ĤZ
2
(B) of the geometric line bundle L. This task is equivalent to
the calculation of the holonomy of L since the corresponding differential character cˆ1(L) :
Z1(B)→ U(1) associates to the smooth cycle z ∈ Z1(B) the holonomy hol(L)(z) ∈ U(1)
of L along z.
Lemma 2.7 We have
cˆ1(L) =
∫
E/B
pˆ1
2
(V) .
Proof. Let z ∈ Z1(B) be a smooth one-cycle. Then we can find a neighbourhood U
of its trace |z| which is homotopy equivalent to a one-dimensional CW -complex. Since
BSpin(n) is 3-connected and EU := π
−1(U) is homotopy equivalent to a three-dimensional
CW -complex there exists an element Q ∈ IU . But then
pˆ1
2
(V)|EU = a(−
1
2
η3(WtQ)) .
Hence ∫
EU/U
pˆ1
2
(V)|EU = a(−
1
2
∫
EU/U
η3(WtQ))
so that(∫
EU/U
pˆ1
2
(V)
)
(z) =
(∫
EU/U
pˆ1
2
(V)|EU
)
(z) = exp
(
−πi
∫
z
∫
EU/U
η3(WtQ)
)
.
The spin trivialisation Q of VEU gives rise to the section sQ and the corresponding con-
nection one-form ωQ defined by (7). We have
hol(L)(z) = exp(
∫
z
ωQ) = exp
(
−πi
∫
z
∫
EU/U
η3(WtQ)
)
.
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Hence
cˆ1(L)(z) = hol(L)(z) =
(∫
EU/U
pˆ1
2
(V)
)
(z) .
✷
3 The Pfaffian
3.1 Pfaffian and determinant line bundles for families of Dirac
operators
In this subsection we recall the construction of the Pfaffian line bundle of a family of Dirac
operator with a real structure. Let E be an even geometric family over a base B such
that the underlying Clifford bundle has an odd anti-linear, anti-selfadjoint automorphism
J . In particular, J is parallel and commutes with the Clifford multiplication. In this
situation we define a geometric line bundle Pfaff(E , J) over B. It is functorial and comes
with a canonical isomorphism
κ : Pfaff(E , J)2
∼
→ det(E)−1 , (10)
where det(E) is the determinant line bundle of E , see e.g. [BGV92, Ch 9 and 10] and
the recapitulation below. In order to construct Pfaff(E , J) we will first construct the
underlying complex line bundle together with the isomorphism (10). We then define the
geometry on Pfaff(E , J) in the unique way such that (10) becomes an isomorphism of
geometric bundles.
First we recall the construction [Fre03], [Bor92], [FM06]. The geometric family E gives
rise to a family of Dirac operators D(E) which acts on the bundle of Z/2Z-graded Hilbert
spaces H(E). We consider the families of anti-linear and anti-selfadjoint operators D± :=
(JD(E))± which act on the subbundles H(E)±. The compositions ∆± := D∓(E)D(E)±
are non-negative and selfadjoint. For λ ∈ [0,∞) we consider the open subset
Uλ := {u ∈ B | λ
2 6∈ σ(∆+(u)) ∪ σ(∆−(u))} ⊆ B ,
where σ(∆±(u)) denotes the spectrum of the operator ∆±(u) over the point u ∈ B. By
E∆± [0, λ] we denote spectral projection of ∆
± onto the interval [0, λ]. This family of
projections is smooth over Uλ. Its image H
±
λ := E∆± [0, λ]H(E)
± is a finite-dimensional
smooth complex vector bundle.
For an n-dimensional complex vector bundle W → X we let det(W ) → X denote the
maximal non-trivial alternating power det(W ) := ΛnW .
On Uλ we define the line bundle
Pfaff(E , J)λ := det(H
+
λ ) .
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If µ > λ, then over Uλ ∩ Uµ we have an orthogonal decomposition H
+
µ
∼= H+λ ⊕ H
+
λ,µ of
smooth bundles of Hilbert spaces, where H+λ,µ = E∆+(λ, µ]H(E)
+. On Uλ ∩ Uµ we get an
isomorphism
Pfaff(E , J)µ ∼= Pfaff(E , J)λ ⊗ det(H
+
λ,µ) .
Note that D+|Hλ,µ is an anti-linear anti-symmetric isomorphism of H
+
λ,µ. Therefore the form
dλ,µ(. . . , . . . ) := 〈D
+
|Hλ,µ
. . . , . . . 〉 ∈ (Λ2H+λ,µ)
∗
is nowhere vanishing. Hence we get a nowhere vanishing section
Pfaff(D+|Hλ,µ) := d
−
dim(H+
λ,µ
)
2
λ,µ ∈ C
∞(Uλ ∩ Uµ, det(H
+
λ,µ)) .
We define an isomorphism
cλ,µ : Pfaff(E , J)λ
∼
→ Pfaff(E , J)µ , cλ,µ(s) := s⊗ Pfaff(D
+
|Hλ,µ
) .
For ν ≥ µ ≥ λ these isomorphisms satisfy the cocycle condition
cµ,ν ◦ cλ,µ = cλ,ν .
We glue the collection of line bundles (Pfaff(E , J)λ → Uλ)λ≥0 using the cocycle (cλ,µ)λ,µ≥0
in order to get the underlying complex line bundle of Pfaff(E , J). For the construction
of the metric and the connection we invoke a canonical isomorphism
κ : Pfaff(E , J)2
∼
→ det(E)−1 .
To this end we recall the very similar construction of the determinant line bundle det(E).
Over Uλ we define the line bundle
det(E)λ := det(H
+
λ )
−1 ⊗ det(H−λ ) .
For µ > λ on Uλ ∩ Uµ we have isomorphisms
det(E)µ ∼= det(E)λ ⊗ det(H
+
λ,µ)
−1 ⊗ det(H−λ,µ) .
The operator
D+(E)|H+
λ,µ
: H+λ,µ → H
−
λ,µ
is an isomorphism and therefore gives a nowhere vanishing section
det(D+(E)|H+
λ,µ
) ∈ C∞(Uλ ∩ Uµ, det(H
+
λ,µ)
−1 ⊗ det(H−λ,µ)) .
We define the cocycle
fλ,µ : det(E)λ → det(E)µ , fλ,µ(s) := s⊗ det(D
+(E)|H+
λ,µ
) .
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The underlying complex vector bundle of det(E) is obtained by glueing the family of
bundles (det(E)λ → Uλ)λ≥0 using the cocycle (fλ,µ)λ,µ≥0.
We now define the isomorphism κ : Pfaff(E , J)2
∼
→ det(E)−1 by defining a collection
(κλ)λ≥0 of isomorphisms
det(H+λ )⊗ det(H
+
λ )
κλ
∼=
// det(H+λ,µ)⊗ det(H
−
λ,µ)
−1
Pfaff(E , J)2λ ∼=
// det(E)λ
Indeed, the part J+ of the anti-linear isomorphism J induces an isomorphism J+λ : H
+
λ
∼
→
H¯−λ , and therefore an isomorphism
det(J+λ ) : det(H
+
λ )→ det(H
−
λ )
−1 .
We set
κλ := 1⊗ det(J
+
λ ) .
It is easy to check that the collection (κλ)λ≥0 is compatible with the cocycles and therefore
defines an isomorphism κ as required. As explained above the geometry of Pfaff(E , J),
i.e. the metric and the connection, is now defined in the unique way such that κ becomes
an isomorphism of geometric line bundles. This finishes the description of the Pfaffian
bundle Pfaff(E , J) as a geometric line bundle4.
The family of Dirac operators D(E) is invertible on U0. Moreover, since H
±
0 = 0 we have
a canonical isomorphism
det(H±0 )
∼= U0 × C
and therefore isomorphisms
Pfaff(E , J)0 ∼= U0 × C , det(E)0 ∼= U0 × C .
We let
s1/2can ∈ C
∞(U0, Pfaff(E , J)) , scan ∈ C
∞(U0, det(E))
denote the corresponding sections. Then
κ(s1/2can ⊗ s
1/2
can) = s
−1
can .
By [BGV92, Ch 9],
‖scan‖
2 = det(∆+) , ‖s1/2can‖
2 =
√
det(∆+)
−1
. (11)
We let s0can and s
0,1/2
can denote the normalised sections
s0can :=
scan
‖scan‖
, s1/2,0can :=
s
1/2
can
‖s
1/2
can‖
.
4We again remind the reader that our definition is the inverse of the Pfaffian in [Fre03]
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The connection one-form of det(E) is determined by
∇det(E) log s0can = 2πiη
1(EU0,t) ,
where EU0,t is the canonical taming of EU0 (by the zero perturbation). Therefore the
connection one-form for the Pfaffian bundle is given by
∇Pfaff(E,J) log s1/2,0can = −πiη
1(EU0,t) . (12)
Finally we calculate the curvature (see [BGV92, Thm 10.35], [Fre03, Thm 3.1]):
R(det(E)) = 2πiΩ2(E) , R(Pfaff(E , J)) = −πiΩ2(E) . (13)
3.2 Theory for generalised Dirac operators
The Dirac operatorD(E) of a geometric family is compatible, i.e. associated to a bundle of
Clifford modules. This fact is important if one wants to use the standard local index theory
calculations [BGV92] which e.g. give (13). On the other hand, the construction of the
Pfaffian and determinant line bundle works equally well for generalised Dirac operators,
i.e. zero-order perturbations of compatible Dirac operators. In the present paper we will
consider generalised Dirac operators which arise as follows. Recall that we consider a
two-dimensional geometric family E with underlying surface bundle π : E → B whose
Dirac bundle is the spinor bundle S(T vπ), and a real geometric vector bundle V over
E. Our final goal is study the Pfaffian of the family of Dirac operators associated to the
geometric family E⊗W, whereW :=W+⊕W− withW+ := V⊗RC andW− is a trivial
bundle of dimension dimR V . The odd anti-involution J is induced by the quaternionic
structure of S(T vπ) and the real structure of W .
If Q¯ ∈ End(W ) is an odd, selfadjoint endomorphism which commutes with the real struc-
ture of W , then we can form the family of generalised Dirac operator
D(E ⊗W, Q¯) := D(E ⊗W) + 1⊗ Q¯ .
Its Pfaffian and determinant line bundles will be denoted by
Pfaff(E ⊗W, Q¯, J) , det(E ⊗W, Q¯) .
Let us now discuss the contribution of the additional term 1 ⊗ Q¯ to the local index
calculation. For simplicity we just write Q¯ instead of 1 ⊗ Q¯. Let At := At(E ⊗W) be
the rescaled super connection of the geometric family E ⊗W. With the additional term
we must consider the super connection AQ¯,t := At + t
1
2 Q¯. Note that (see [BGV92, Prop.
10.15])
AQ¯,t = t
1
2 (D(E ⊗W) + Q¯) +∇H(E⊗W) −
1
4t
1
2
c(T ) , (14)
where T is the curvature tensor associated to the horizontal distribution T hπ, and∇H(E⊗W)
is an unitary connection on the Hilbert bundle H(E ⊗W).
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We now calculate the square
A2Q¯,t = A
2
t + t([D(E ⊗W), Q¯] + Q¯
2) + t
1
2 [∇H(E⊗W), Q¯] . (15)
Note that for two odd endomorphisms X, Y we have by definition [X, Y ] := XY + Y X .
The mixed term with Q¯ and the curvature T disappears because of [c(T ), Q¯] = 0 since the
Clifford multiplication anti-commutes with Q¯. We now calculate the commutator terms
using a vertical orthonormal frame (ei) as well as a horizontal frame (fα) and its dual
(fα). Note that
∇H(E⊗W) =
∑
α
fα(∇
S(T vpi)⊗W
fα
+
1
2
k(fα)) ,
where k is the mean curvature of the fibre in the direction fα. Then we have
[D(E ⊗W), Q¯] =
∑
i
[c(ei)∇
S(T vpi)⊗W
ei
, Q¯] =
∑
i
c(ei)∇
W
ei
Q¯
and
[∇H(E⊗W), Q¯] =
∑
α
[fα(∇
S(T vpi)⊗W
fα
+ k(fα), Q¯] =
∑
α
fα∇WfαQ¯ .
The mean curvature drops out since [k(fα), Q¯] = 0 and [f
α, Q¯] = 0. We now perform the
Getzler rescaling as in [BGV92, Ch 10]. We only study the terms involving Q¯. We have
lim
u→0
δu(tQ¯
2) = 0 (16)
lim
u→0
δu(t([D(E ⊗W), Q¯]) = 0
lim
u→0
δu(t
1
2 [∇H(E⊗W), Q¯]) =
∑
α
fα∇WfαQ¯ =: ∇
hQ¯ .
In particular the limit limu→0 δu(A
2
Q¯,t
) exists. Therefore the t→ 0-asymptotic of Tr exp(A2
Q¯,t
)
is still regular. But we may get a contribution to the local index form
Ω(E ⊗W, Q¯) := ϕ lim
t→0
Tr exp(−A2Q¯,t) ,
where ϕ scales 2k-forms by 1
(2pii)k
. In formula [BGV92, 10.28] one has to replace the
twisting curvature F = R∇
W
by R∇
W
+∇hQ¯. Note that∇W Q¯ ∈ Ω1(End(W )odd) commutes
with multiplication by two-forms, but not necessarily with R∇
W
. We get
Ω(E ⊗W, Q¯) = ϕ
∫
E/B
det
1
2
 R∇Tvpi2
sinh(R
∇T
vpi
2
)
 tr exp(−R∇W −∇hQ¯) .
We calculate the 4-form component of the integrand. Note that dimW = dimW+ −
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dimW− = 0. det 12
 R∇Tvpi2
sinh(R
∇T
vpi
2
)
 tr exp (−R∇W)

4
=
[
tr exp
(
−R∇
W
−∇hQ¯
)]
4
=
1
2
tr(R∇
W
)2 −
1
2
tr(R∇
W
(∇hQ¯)2) +
1
24
tr∇h(Q¯)4 ,
where we use that tr(∇hQ¯R∇
W
∇hQ¯) = tr(R∇
W
(∇hQ¯)2). Note that
Ω2(E ⊗W) =
1
2πi
∫
E/B
1
2
tr(R∇
W
)2
and the form tr∇h(Q¯)4 has no vertical component so that
Ω2(E ⊗W, Q¯) = Ω2(E ⊗W)−
1
4πi
∫
E/B
tr(R∇
W
(∇hQ¯)2) .
This gives the curvature of the Pfaffian and determinant line bundle of the family of
generalised Dirac operators
1
2πi
R(Pfaff(E ⊗W, Q¯, J)) = −
1
2
Ω2(E ⊗W) +
1
8πi
∫
E/B
tr(R∇
W
(∇hQ¯)2) (17)
1
2πi
R(det(E ⊗W, Q¯)) = Ω2(E ⊗W)−
1
4πi
∫
E/B
tr(R∇
W
(∇hQ¯)2) .
3.3 Construction of local sections of the Pfaffian
If U ⊆ B is open such that restriction of V to EU is trivial as a spin bundle as in Section
2 we let IU denote the set of trivialisations. For every Q ∈ IU we are going to construct a
section dQ ∈ C
∞(U, Pfaff(E⊗W, J)). Let pr : R×U → U be the projection and consider
the family pr∗(E ⊗W) over R × U . Its underlying bundle is R × EU → R × U , and we
consider the projection Pr : R× EU → EU of total spaces. We define the odd selfadjoint
endomorphism Q˜ ∈ End(Pr∗WEU ) so that it equals aQ¯ on the slice {a} × EU ⊂ R× EU .
We calculate the Laplacian ∆((a, u)) by extracting the zero-form part of (15) over the
base point (a, u) ∈ R× U at time t = 1. We get
∆((a, u)) = D(E ⊗W)2 + ac(∇W Q¯) + a2Q¯2 .
Note that Q¯2 = 1 is positive. For large a the term a2Q¯2 dominates ac(∇W Q¯). More
precisely, if we assume that U has a compact closure in B, then there exists a0 ≥ 0 such
that for a0 ≤ a the operator ∆((a, u)) is positive, and hence invertible. Therefore we have
the section
s1/2can ∈ C
∞([a0,∞)× U, Pfaff(pr
∗(E ⊗W), Q˜, Pr∗J)) .
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The norm of s
1/2
can is given by (11), and we consider the unit-norm section s
1/2,0
can :=
‖s
1/2
can‖−1s
1/2
can. We have a canonical identification
Pfaff(pr∗(E ⊗W), Q˜, Pr∗J){0}×U ∼= Pfaff(E ⊗W, J)U .
For b ≥ a0 we define the unit-norm section
d(b) ∈ C∞(R× U, Pfaff(pr∗(E ⊗W), Q˜, Pr∗J))
such that d(b)(a, u) is the parallel transport of s
1/2,0
can (b, u) along the path [0, 1] 7→ ((1 −
t)b + ta, u). We define dQ(b) ∈ C
∞(U, Pfaff(E ⊗W, J)) by evaluation of d(b) at u = 0,
i.e. dQ(b)(u) := d(b)(0, u)
We now consider the η1-form
η1 := η1(pr∗(E ⊗W)t
Q˜
) ∈ Ω1([a0,∞)× U) .
Recall from (12) that
− πiη1 = ∇Pfaff(pr
∗(E⊗W),Q˜,Pr∗J) log s1/2,0can . (18)
We write
η1 = a2(daθ + λ) ,
where θ ∈ C∞([a0,∞)× U) and λ ∈ C
∞([a0,∞)× U, pr
∗T ∗B).
Proposition 3.1 For a→∞ there are asymptotic expansions
θ =
∑
n≥0
a−nθ−n , λ =
∑
n≥0
a−nλ−n ,
where θi ∈ C
∞(U), λi ∈ Ω
1(U). Moreover, θ0 and θ−3 are constant.
Proof. The second assertion will be shown as a consequence of the first in the proof
of Proposition 3.2. The existence of the asymptotic expansion will be shown later in
Subsection 3.5. We define
d˜Q(b) := dQ(b) exp
(
iπ(
1
3
b3θ0 +
1
2
b2θ−1 + bθ−2 + log(b)θ−3)
)
.
Proposition 3.2 The limit
dQ := lim
b→∞
d˜Q(b)
exists in the C1loc-sense. The connection one-form of the limit is given by
∇Pfaff(E⊗W,J) log dQ = −πi
∫
EU/U
η3(WtQ) .
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Proof. Note that by (18) for b′ ≥ b we have
dQ(b
′)
dQ(b)
=
d(b′)|{b}×U
d(b)|{b}×U
= exp
(
−iπ
∫
[b,b′]×U/U
η1
)
.
If we insert the asymptotic expansion of η1 we get∫
[b,b′]×U/U
η1 =
b′3 − b3
3
θ0+
b′2 − b2
2
θ−1 + (b
′− b)θ−2 + (log(b
′)− log(b))θ−3 +O(b
′−1, b−1) .
It follows that
d˜Q(b
′)
d˜Q(b)
= exp(iO(b′−1, b−1)) .
This implies the existence of limb→∞ d˜Q(b).
Now we consider the connection one-forms. Let R := 1
2pii
RPfaff(pr
∗(E⊗W),Q˜,Pr∗J). Note that
by (17) we have
R = −
1
2
pr∗Ω(E ⊗W) +
1
8πi
∫
[0,1]×EU/[0,1]×U
tr(pr∗R∇
W
(∇hQ˜)2) .
Since Q˜ contains the variable a linearly we see that
−2R = ada ∧ pr∗S + a2pr∗T + pr∗Ω(E ⊗W)
for some S ∈ Ω1(U) and T ∈ Ω2(U). On [a0,∞)× U we have the identity
dη1 = −2R .
If we assume that η1 has an asymptotic expansion as stated in Proposition 3.1, then we
get
−
∑
n≥0
a2−nda∧dθ−n+
∑
n≥0
a2−ndλ−n+
∑
n≥0
(2−n)a1−nda∧λ−n = ada∧pr
∗S+a2pr∗T+pr∗Ω(E⊗W) .
This gives the following identities for the terms in the asymptotic expansion of η1:
a2: dλ0 = pr
∗T , dθ0 = 0
a1: dλ−1 = 0, −dθ−1 + 2λ0 = pr
∗S
a0: dλ−2 = pr
∗Ω(E ⊗W), −dθ−2 + λ−1 = 0
a−1: dλ−3 = 0, −dθ−3 = 0 .
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In particular we obtain the second assertion of Proposition 3.1. Let
ω(b) := ∇Pfaff(pr
∗(E⊗W),Q˜,Pr∗J) log d(b)
be the connection one-form of the section d(b). Since the section d(b) is parallel in the
a-direction we get for a vector field X ∈ X (U) that
∂aω(b)(X)d(b) = ∇
Pfaff(pr∗(E⊗W),Q˜,Pr∗J)
∂a
∇
Pfaff(pr∗(E⊗W),Q˜,Pr∗J)
X d(b)
= RPfaff(pr
∗(E⊗W),Q˜,Pr∗J)(∂a, X)d(b)
= −πiaS(X)d(b)
and therefore
∂aω(b)(X) = −πiaS(X) .
Let ωQ(b) := ∇
Pfaff(E⊗W,J) log dQ(b). Then we get by integration from 0 to b
ω(b){b}×U (X) = −
πib2
2
S(X) + ωQ(b)(X) .
Note that
ω(b){b}×U(X) = −πiη
1
{b}×U (X) = −πib
2λ(b)(X) .
The connection one-form ω˜Q(b) of d˜Q(b) is given by
ω˜Q(b) = ωQ(b) + iπ
(
1
3
b3dθ0 +
1
2
b2dθ−1 + bdθ−2 + log bdθ−3
)
= ωQ(b) + iπ
(
1
2
b2dθ−1 + bdθ−2
)
= −πib2λ(b) +
πi
2
b2S + iπ
(
1
2
b2dθ−1 + bdθ−2
)
= πi
(
b2(
1
2
S − λ0 +
1
2
dθ−1) + b(−λ−1 + dθ−2)− λ−2 + o(b
−1)
)
= −πiλ−2 + o(b
−1) .
Therefore
lim
b→∞
ω˜Q(b) = −πiλ−2 .
It remains to calculate λ−2. To this end we consider a function χ ∈ C
∞(0,∞) such
that χ(t) = 0 for t ≤ 1 and χ(t) = 1 for t ≥ 2. Let (x, a, u) ∈ [0, 1] × R × U and
p˜r : [0, 1] × R × U → U be the projection. Then p˜r∗EU ∼= [0, 1] × R × EU . We let
P˜r : [0, 1]× R×EU → EU be the projection. On H(p˜r
∗(E ⊗W)) we consider the family
of rescaled super connections A˜t which is given by
A˜t := p˜r
∗At(E ⊗W) + t
1
2a(x+ (1− x)χ(t
1
2a))P˜r
∗
Q¯ . (19)
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The local index theory and the proof of Proposition 3.1 given in Subsection 3.5 still applies
to this more general super connection. The additional term involving the cut-off function
χ vanishes in the Getzler rescaling (16) and does not contribute to the curvature. We
want to show that λ−2 is independent of x. Note that as a→∞ we have an asymptotic
expansion
η˜1 := η1(A˜t) ∼ a
2
∑
n≥0
an(da ∧ θ˜−n + dx ∧ κ˜−n + λ˜−n) ,
where the terms may depend on x. We have
dη˜1 = (ax2da+ a2xdx) ∧ p˜r∗S + a2x2p˜r∗T + p˜r∗Ω(E ⊗W) .
From this we deduce (note that the term κ˜−2 does not contribute) that
∂xλ˜−2 = 0 .
The restriction of A˜t to the slice {x = 0} is the super connection of a tamed geometric
family, and the parameter enters as appropriate for adiabatic limits, see [BS07, 2.2.5]. We
get
λ−2 = λ˜−2|{1}×U = λ˜−2|{0}×U = lim
a→∞
η˜1|{(0,a)}×U =
∫
EU/U
η3(WtQ) .
✷
We now consider a second trivialisation Q′ ∈ I(U) and define the section dQ′ by Proposi-
tion 3.2. We assume that U is contractible. Then we can choose a homotopy H from Q
to Q′. It induces a taming of the family pr∗(E ⊗W), where pr : [0, 1] × U → U is the
projection. It furthermore induces a taming Pr∗WtH , where Pr : [0, 1]× EU → EU is the
induced projection.
Lemma 3.3 We have
dQ′
dQ
= exp
(
−πi
∫
[0,1]×EU/U
η3(Pr∗WtH )
)
.
Proof. Indeed we can define the section dH ∈ C
∞([0, 1]× U, Pfaff(pr∗(E ⊗W), Pr∗J))
by Proposition 3.2. It restricts to dQ and dQ′ at {0} × U and {1} × U . Of course,
Pfaff(pr∗(E ⊗W), Pr∗J) ∼= pr∗Pfaff(E ⊗W, J) .
Therefore
dQ′
dQ
= exp
(∫
[0,1]×U/U
∇Pfaff(pr
∗(E⊗W),Pr∗J) log dH
)
But again by Proposition 3.2 we have
∇Pfaff(pr
∗(E⊗W),Pr∗J) log dH = −πi
∫
[0,1]×EU/[0,1]×U
η3(Pr∗WtH ) .
This gives the result. ✷
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3.4 Proof of Theorem 1.1
Recall the construction of the geometric line bundle L in Section 2.
Theorem 3.4 There exists a canonical functorial isomorphism of geometric line bundles
L ∼= Pfaff(E ⊗W, J) .
It is characterised by the property that for every open U ⊆ B and Q ∈ IU it maps the
section sQ ∈ C
∞(U, L) to the section dQ ∈ C
∞(U, Pfaff(E ⊗W, J)).
Proof. By inspection one checks that the cocycles and the connection one-forms for the
collections of local sections (sQ)U,Q∈IU and (dQ)U,Q∈IU coincide. Note that all construc-
tions are natural with respect to pull-back along smooth maps B′ → B. ✷
3.5 Asymptotic expansion of η-forms in the adiabatic limit
In this technical subsection we prove the asymptotic expansions of the η1-form stated in
Proposition 3.1 and used in the more general case in the course of the proof of Proposition
3.2. In general the η1-form for a rescaled super connection A˜t is given by
η1 := η1(A˜t) =
1
2πi
∫ ∞
0
Tr
[
∂tA˜te
−A˜2t
]
1
. (20)
In our situation we consider (19), i.e.
A˜t := p˜r
∗At(E ⊗W) + t
1
2a(x+ (1− x)χ(t
1
2a))P˜r
∗
Q¯ .
We simplify the notation. We write
A˜t := At + f(t
1
2a)Q¯ ,
where At is a Bismut super connection associated to a family of Dirac operators D over
a base R × B with coordinates (a, b). We let H := ∇hQ¯ be the horizontal derivative in
the B-direction of Q¯, where Q¯ is an odd involution, and f ∈ C∞([0,∞)×B) is such that
f(t, b) = t for t ≥ 1. Then we have for the one-form component
[Tr∂tA˜te
−A˜2t ]1 =
[
Tr
1
2t
1
2
(D + af ′(t
1
2a)Q¯)e−(t
1
2D+f(t
1
2 a)Q¯)2−t
1
2 f(t
1
2 a)H−t
1
2 f ′(t
1
2 a)Q¯da
]
1
= −
1
2
Tr(D + af ′(t
1
2a)Q¯)e−(t
1
2D+f(t
1
2 a)Q¯)2
{
f(t
1
2a)H + f ′(t
1
2a)Q¯da
}
We further calculate
(t
1
2D + f(t
1
2a)Q¯)2 = tD2 + t
1
2f(t
1
2a)E + f(t
1
2a)2 ,
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where E := c(∇vQ¯) is the Clifford multiplication by the vertical derivative of Q¯.
We now introduce the variable s = a
3
2 t. Then we have dt = a−
3
2ds, t
1
2a = a
1
4 s
1
2 , and
η1 = −
1
4πi
∫ ∞
0
Tr
{
(D + af ′(a
1
4s
1
2 )Q¯)e−a
− 32 sD2+a−
3
4 s
1
2 f(a
1
4 s
1
2 )E+f(a
1
4 s
1
2 )2
(f(a
1
4s
1
2 )H + f ′(a
1
4 s
1
2 )Q¯da)
}
a−
3
2ds .
Note that for s ≥ 1 and a ≥ 1 we have f(a
1
4 s
1
2 ) = a
1
4 s
1
2 and f ′(a
1
4 s
1
2 ) = 1. In this region
the integrand simplifies to
e−a
1
2 sTr
{
(D + aQ¯)e−sa
− 32 (D2+aE)(a
1
4s
1
2H + Q¯da)
}
a−
3
2 .
Lemma 3.5 Locally uniformly in B there exists constants C <∞ and c > 0 independent
of a such that
|
∫ ∞
1
. . . ds| ≤ Ce−ca
1
2 .
Proof. We will show that there exists C < ∞ and M ∈ N such that for all s ≥ 1 and
a ≥ 1
|Tr
{
(D + aQ¯)e−sa
− 32 (D2+aE)(a
1
4 s
1
2H + Q¯da)
}
| ≤ CaMsM .
The growth of the right-hand side in this estimate can be absorbed in the prefactor e−a
1
2 s.
The assertion of the Lemma then follows by elementary calculus.
This estimate of the trace is obtained by a combination of spectral and trace class esti-
mates. The inclusion of Sobolev spaces Hk → H0 is of trace class if k is larger then the
dimension of the underlying space which is two in our case. We further use ellipticity of
D which implies that the graph norm associated to Dk is equivalent to the k’th Sobolev
norm. We write A := D + aE. It suffices to show that for every N ∈ N there exist
constants c > 0 and C <∞ and integers M ∈ N
‖D2Ne−sa
− 32A‖ ≤ CsMaM . (21)
We use u := sa−
3
2 and write
D2Ne−uA
2
= A2Ne−uA
2
+ (D2N −A2N )e−uA
2
. (22)
The first summand can be written as
u−N(u
1
2A)2Ne−(u
1
2A)2 .
We now use that
‖(u
1
2A)2Ne−(u
1
2A)2‖ ≤ C
26
This follows by the spectral mapping principle from the bound
sup
x∈[0,∞]
x2Ne−x
2
<∞ .
If we combine these estimates we get
‖A2Ne−uA
2
‖ ≤ uNC .
Note that the difference (D2N − A2N) can be written as
∑2N−2
i=0 a
kiEi, where Ei are dif-
ferential operators of order i. We can therefore use induction by N in order to deal with
the second term in (22) and to get an estimate of the form
‖D2Ne−uA
2
‖ ≤ CuMaM
for some M ∈ N. We now insert u = sa−
3
2 and get (21). ✷
Lemma 3.6 Locally uniformly in B we have an asymptotic expansion
|
∫ 1
0
. . . ds| ∼ a2
∑
n≥0
a−nη1−n .
Proof. We must control the integral kernel of the smoothing operator
e−t(D
2+t−
1
2 f(t
1
2 a)E)
in the region 0 < t ≤ a−
3
2 . For fixed T we construct a formal solution of the heat equation
(∂t − (D
2 + TE))Ht = 0 .
by the iterative procedure of the proof of [BGV92, Thm 2.26] and keep control of the
dependence on T . We get
H(t, x, y) = qt(x, y)
∑
n≥0
tiΦi(x, y) ,
where qt is a Gauss kernel and the coefficients Φi(x, y) implicitly also depend on T . The
coefficients Φi(x, y) are given by an iterative formula stated in [BGV92, Thm 2.26]. By
inspection we see that it is a polynomial in T of degree at most i. If we write
(∂t − (D
2 + TE))Ht = qt(x, y)
N∑
n=0
tiΦi(x, y) + t
N−1rNt (x, y) ,
then the remainder term is bounded in C l-norm by t−l. Moreover, it is a polynomial in T
of degree at most N +1. Note that the t-power is explained by N −1 = N − dim(E/B)
2
. We
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now construct the heat kernel e−t(D
2+TE) using the Volterra series method as in [BGV92,
Sec. 2.4]. Then we set T (t, a) := t−
1
2f(t
1
2a). We observe that for N > M
2
sup
t∈(0,a−
3
2 )
tNTM(t, a) ≤ Ca−
3N
2
+M . (23)
We split
tN−1rNt =
(
t
N−1
4
)(
t
3N−3
4 rNt
)
.
Using that rNt is a polynomial in T of degree N + 1 we apply (23) to the second factor
and see that for N > 3 the remainder term estimate in [BGV92, Thm. 2.20 (3)] is for
t ∈ (0, a−
3
2 )
‖rNt ‖l ≤ C(l)a
3−N
8 t
N−1
4
− l
2 ,
where C(l) does not depend on a furthermore. This leads to an estimate
‖rk+1t ‖l ≤ C
k+1ak(3−
N
8
)t(k+1)(
N−1
4
− l
2
) t
k
k!
in [BGV92, Lemma 2.21]. Finally, in [BGV92, Theorem 2.23 (2)] we get for all integers
l, n, that for sufficiently large N depending on n, l the approximate kernel
kNt (x, y) := qt(x, y)
N∑
n=0
tiΦi(x, y)
differs from the true kernel in C l-norm by Ca−n uniformly in t and a.
In order to get the asymptotic expansion of the η1-form we can therefore replace the true
heat kernel by its approximation. We must derive an asymptotic expansion of
η1 ∼ −
1
4πi
∫ 1
0
Tr
{
(D + af ′(a
1
4 s
1
2 )Q¯)kN
a−
3
2 s
e−f(a
1
4 s
1
2 )2
(f(a
1
4s
1
2 )H + f ′(a
1
4 s
1
2 )Q¯da)
}
a−
3
2ds
= −
1
4πi
∫ a 14
0
Tr
{
(D + af ′(u)Q¯)kNa−2u2e
−f(u)2
(f(u)H + f ′(u)Q¯da)
}
a−22udu
= −
1
4πi
∫ a
0
Tr
{
(D + af ′(u)Q¯)kNa−2u2e
−f(u)2
(f(u)H + f ′(u)Q¯da)
}
a−22udu ,
where in the last step we use that because of the factor e−f(u) the integral
∫ a
a
1
4
. . . du does
not contribute to the asymptotic expansion. Also note that T (t, a) = au−1f(u). Therefore
the integrand obviously has an expansion in terms of powers of a with integrable func-
tions of u5. So the integral gives an expansion in powers of a. It remains to determine
5We a priori know that all terms are integrable at u = 0.
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the leading order. It is a multiple of a2. ✷
4 String structures
4.1 Geometric and multiplicative gerbes
In this subsection we recall some aspects of the theory of U(1)-banded gerbes in manifolds
with an emphasis on geometric structures. Furthermore, we review multiplicative gerbes
on Lie groups in some detail.
We use the language of stacks and refer to [Hei05] for a very readable introduction to
stacks in manifolds which suffices for the purpose of the present paper. This in particular
applies to the notion of a gerbe with band in an abelian Lie group.
In the following a gerbe is a U(1)-banded gerbe in manifolds. Gerbes over a given manifold
M form a monoidal 2-category. Details of the construction of the tensor product can be
found in [BSST08, 6.1.9]. The tensor unit is the trivial gerbeM×BU(1) with the quotient
stack BU(1) := [∗/U(1)].
For every pair t1, t2 : H → H
′ of 1-morphisms between gerbes there is an associated
U(1)-principal bundle which we denote by t2
t1
. Since this bundle plays an important role
in the description of geometric structures let us describe this bundle in greater detail by
characterizing its sheaf of sections. By U(1) we denote the sheaf of U(1)-valued smooth
functions. For U ⊆ M and an object o ∈ H(U) in the groupoid H(U) we consider the
set-valued presheaf
U ⊇ V 7→ Hom(t1(o), t2(o))(V ) := HomH′(V )(t1(o)|V , t2(o)|V )
on U . Since H′ is a stack it is a sheaf, and since H′ is a U(1)-banded gerbe, it is in
addition is a sheaf of U(1)-torsors. This sheaf is independent of the choice of o in the
sense, that for any other choice o′ ∈ H(U) and isomorphism φ ∈ HomH(U)(o, o
′) we have
an isomorphism of sheaves Hom(t1(o), t2(o)) ∼= Hom(t1(o
′), t2(o
′)) which is independent of
φ. By the axioms for a gerbe, we can cover M by open subsets U ⊆ M for wich H(U)
has objects. Moreover, any two objects of H(U) are locally isomorphic. We can therefore
glue the sheaves Hom(t1(o), t2(o)) to a global sheaf on M which is the sheaf of sections of
the U(1)-principal bundle t2
t1
.
A 2-morphism t1 ⇒ t2 can be viewed as a trivialisation 1M →
t2
t1
, where 1M :=M ×U(1)
is the trivial U(1)-bundle.
The isomorphism class of a gerbe H in the 2-category of gerbes over M is classified by the
Dixmier-Douady class DD(H) ∈ H3(M ;Z). We have DD(H⊗H′) = DD(H)+DD(H′).
Furthermore, if H and H′ are isomorphic, then the set of isomorphism classes in the
category Hom(H,H′) is a torsor over H2(M ;Z).
Next we discuss multiplicative gerbes on a Lie group G. The case of interest in the present
paper is G = Spin(n). The notion of a multiplicative gerbe in a simplicial context has
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been introduced in [CJM+05]. Here we prefer to work directly in the 2-catgory of U(1)-
banded gerbes on G.
For k ≥ l let pri1...il : G
k → Gl denote the projection (g1, . . . , gk) 7→ (gi1, . . . , gil), and
for 1 ≤ i ≤ k − 1 let mi,i+1 : G
k → Gk−1 denote the multiplication (g1, . . . , gk) 7→
(g1, . . . , gigi+1, . . . , gk). We use the notation Gi := pr
∗
iG and m := m12.
Definition 4.1 A multiplicative structure on a gerbe G on G is given by a 1-morphism
µ : G1 ⊗ G2 → m
∗G (24)
and an associativity 2-morphism satisfying a higher coherence condition.
In the simplicial context the following Lemma has been shown in [CJM+05, Sec. 5].
Lemma 4.2 If G is compact, connected and simply connected, then a gerbe G on G admits
a multiplicative structure which is unique up to isomorphism.
Proof. We first observe, using the Ku¨nneth formula and H2(G;Z) = 0 = H1(G;Z), that
every class x ∈ H3(G;Z) is primitive in the sense that it satisfies m∗x = pr∗1x + pr
∗
2x.
Therefore the Dixmier-Douday classes of the two sides in (24) coincide so that we can
choose an isomorphism µ. Since H2(G2;Z) = 0 it is unique up to isomorphism.
Next we must find an associativity 2-morphism. The associativity of the group multipli-
cation can be written as m ◦m12 = m ◦m23. We have two 1-morphisms
(m ◦m12)
∗G
G1 ⊗ G2 ⊗ G3
t0 22
t1 ,, (m ◦m23)
∗G
(25)
given by t0 := µ ◦ µ12 and t1 := µ ◦ µ23, where µ12 has a meaning analogous to m12.
Since H2(G3;Z) = 0 the U(1)-bundle t1
t0
is trivializable. We choose a trivialisation a˜. The
associativity morphism a : t0 ⇒ t1 is a trivialization of this U(1)-bundle which satisfies a
higher coherence condition. We refrain from writing out this diagram but note that the
deviation from a˜ satisfying the higher coherence condition is a smooth group 4-cocycle
ca˜ ∈ C
4
gr(G,U(1)), where for an abelian Lie group A we write C
i
gr(G,A) := C
∞(Gi, A).
The differential of the complex C∗gr(G,A) is given for c ∈ C
i
gr(G,A) by
δc(g1, . . . , gi+1) := c(g2, . . . , gi+1)+
i∑
j=1
(−1)jc(g1, . . . , gjgj+1, . . . , gi+1)+(−1)
i+1c(g1, . . . , gi) .
The cohomology H∗gr(G;U(1)) of the complex (C
∗
gr(G,A), δ) is the smooth group coho-
mology of G with coefficients in U(1). We claim that H i(G;U(1)) = 0 for i ≥ 1. Since G
is simply connected, the sequence of coefficients
0→ Z→ R→ U(1)→ 0
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induces a long exact sequence in smooth group cohomology
H igr(G;R)→ H
i
gr(G;U(1))→ H
i+1
gr (G;Z)→ H
i+1
gr (G;R) .
Since G is compact its higher smooth group cohomology with coefficients the real vector
space R vanishes by the usual averaging argument. Furthermore, since G is connected
and Z is discrete, we have C∗gr(G,Z) ∼= C
∗
gr({1};Z) so that H
i
gr(G;Z) ∼= H
i
gr({1};Z) = 0
for i ≥ 1. This implies the claim.
From H4gr(G;U(1)) = 0 we deduce that there is a function d : G
3 → U(1) such that
δd = ca˜. If we set a := a˜d
−1, then a satisfies the required higher coherence relation. This
shows the existence of a multiplicative structure.
We now discuss uniqueness. If we choose another multiplication µ′ with associativity
isomorphism a′, then we get a U(1)-bundle µ
′
µ
over G2 which is trivialisable. Let us fix
a trivialization φ : 1G2 →
µ′
µ
. Then we can use this 2-isomorphism φ : µ ⇒ µ′ in order
to compare a with a′, say to view a and a′ as trivializations of the same bundle. Then
a′ = az for some cocycle z ∈ C3gr(G,U(1)). Since H
3
gr(G;U(1)) = 0 we see that z = δv
for a chain v ∈ C2gr(G;U(1)). If we modify φ by v, then we get a modified trivialization
φ′. If compared with φ′, then a and a′ become equal. ✷
Below we will apply Lemma 4.2 to the group G = Spin(n) for n ≥ 3 and the basic gerbe
G whose Dixmier-Douady class is a generator of H3(Spin(n);Z) ∼= Z.
Geometric structures on U(1)-banded gerbes have been popularised in [Hit01], [Bry93]
and are usually described in particular models, e.g. of a bundle gerbe. In the following
we give a model-independent account. By 0M :=M × BU(1) we denote the trivial gerbe
on M .
Definition 4.3 A connection ω on a gerbe H over a manifold M associates to every local
trivialisation t : 0U
∼
→ HU , U ⊆ M , a 2-form ωt. This association must be compatible
with restriction to subsets. Furthermore, to a pair (t0, t1) of local trivialisations of the
gerbe H the connection ω associates a connection ∇
t1
t0
,ω
on the associated U(1)-bundle t1
t0
such that
R∇
t1
t0
,ω
= ωt1 − ωt0 .
This association is again compatible with restriction to open subsets.
The form dωt ∈ Ω
3(U) is independent of t and therefore the restriction of a closed global
three-form Rω ∈ Ω3(M), the curvature of the connection ω. The cohomology class of Rω
is the image of the Dixmier-Douady class DD(H) in de Rham cohomology.
If α ∈ Ω2(M), then we can define a new connection ω + α such that (ω + α)t = ωt + α
and ∇
t1
t0
,ω+α
= ∇
t1
t0
,ω
. We have Rω+α = Rω + dα.
Next we discuss the notion of a connection on a morphism between geometric gerbes. Such
a notion has first been introduced in a slightly different way in [Wal07]. Let f : H → H′
be a morphism between gerbes with connections ω and ω′.
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Definition 4.4 A connection ωf on the morphism f associates a connection ∇
t′
f◦t
,ωf on
the U(1)-bundle t
′
f◦t
for each pair of local trivialisations t : 0U → HU and t
′ : 0U → H
′
U
such that for every other pair t˜, t˜′ of local trivializations we have
(
t˜′
f ◦ t˜
,∇
t˜′
f◦t˜
,ωf ) ∼= (
t˜′
t′
,∇
t˜′
t′
,ω′)⊗ (
t′
f ◦ t
,∇
t′
f◦t
,ωf )⊗ (
t
t˜
,∇
t
t˜
,ω) (26)
as U(1)-bundles with connection. This association must be compatible with restriction to
open subsets.
By the relation (26) there is a unique form Rωf ∈ Ω2(M) such that
R
ωf
U = ω
′
t′ − ωt − R
∇
t′
f◦t
,ωf
for all pairs of objects t ∈ H(U) and t′ ∈ H′(U). This form is called the curvature of the
connection.
Note that connections always exist. The curvature satisfies
dRωf = Rω
′
− Rω . (27)
Two gerbes (H, ω), H′, ω′) with connection are isomorphic, if there exists a morphism
f : H → H′ which admits connection ωf with the following two properties
1. ωf is flat, and
2. for each t it associates to the pair (t, f◦t) a trivial bundle with connection (f◦t
f◦t
,∇
f◦t
f◦t
,ωf ).
Note that by (26) this condition fixes the connection ωf uniquely. In [Wal07, Def. 4.2.3]
such a connection is called compatible.
If f0, f1 : H → H
′ are two 1-morphisms with connections ωf0 and ωf1, then the bundle
f1
f0
has an induced connection ∇
f1
f0
,ωf1 ,ωf0 with curvature Rωf0 − Rωf1 . This shows that
the curvature of a connection on a morphism between two gerbes with connections is
determined up to exact forms by (27). There is an obvious definition of the composition
of morphisms with connection.
Isomorphism classes of gerbes with connection [H, ω] are classified by the differential
cohomology classes D̂D[H, ω] ∈ ĤZ3(M), see [Hit01], [Bry93]. In terms of the structure
maps R, I, a of differential cohomology we have
R(D̂D[H, ω]) = Rω , I(D̂D[H, ω]) = DD(H) , D̂D[H, ω] + a(α) = D̂D[H, ω + α] ,
Following [Wala, Def. 1.3] we make the following definition:
Definition 4.5 A geometric multiplicative gerbe on a Lie group G is a multiplicative
gerbe (G, µ, a) together with a connection ωG on G and a connection ωµ on µ such that
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1. The curvature ρ of ωµ satisfies
pr∗23ρ+m
∗
23ρ = pr
∗
12ρ+m
∗
12ρ , (28)
,
2. (µ, ωµ) induces an isomorphism of gerbes with connection
(G, ωG)1 ⊗ (G, ωG)2 → (m
∗G, m∗ωG + ρ) , (29)
and
3. the associativity 2-morphism a preserves the connections.
Let G be a compact, connected, and simply connected Lie group. For x ∈ H3(G;Z) there
exists a unique bi-invariant form ωx ∈ Ω
3(G) which represents the image of x in de Rham
cohomology. Since H2(G;R/Z) = 0 and H3(G;Z) is torsion-free a class xˆ ∈ ĤZ
3
(G) is
completely determined by the invariant R(xˆ) ∈ Ω3(G). Therefore a gerbe G on G with
x = DD(G) has a unique connection ωG with curvature R
ωG = ωx. The following Lemma
has been shown in [Wala, Sec. 1]. It extends Lemma 4.2 to the geometric context.
Lemma 4.6 Let G be a gerbe on a compact, connected, and simply connected Lie group
with connection ωG with bi-invariant curvature. This structure can be extended in a unique
(up to isomorphism) way to a structure of a geometric multiplicative gerbe.
Proof. We will need some of the details of the proof later in the proofs of Lemmas 4.10
and 4.13. We must add a connection on the multiplication map (4.2) which turns G into a
geometric multiplicative gerbe. For simplicity, we assume that G is simple. Then we have
an explicit formula for ωx in terms of the Maurer-Cartan form θ := g
−1dg ∈ Ω1(G,Lie(G)).
We have
ωx =
kx
6cG
〈θ, [θ, θ]〉 ,
where kx ∈ Z depends on x = DD(G), 〈., .〉 is the Killing form, and cG ∈ R is defined
such that 1
6cG
〈θ, [θ, θ]〉 represents the image of the generator of H3(G;Z) ∼= Z in de Rham
cohomology. In this case one can choose [Walb, (1.7)]
ρ :=
kx
cG
〈pr∗1θ, pr
∗
2θ¯〉 , (30)
where θ¯ := dgg−1. By a calculation one checks that (27) holds true.
In order to construct the connection on the morphism µ we use the fact that a again class
yˆ ∈ ĤZ
3
(G2) is completely determined by its curvature R(yˆ) ∈ Ω3(G2). By a calculation
we check that
pr∗1ωx + pr
∗
2ωx −m
∗ωx = dρ .
Therefore the two sides of the arrow (29) have the same curvature and hence are isomor-
phic. Since the 1-morphism µ is the unique one up to isomorphism we can find a unique
connection ωµ such that (29) is an isomorphism of gerbes with connection.
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The relation (28) implies that the bundle t1
t0
is flat, where t0, t1 are as in (25). Since G
3 is
simply-connected the bundle is trivial. If in the proof of Lemma 4.2 we take a trivialisation
a˜ which preserves the connection, then its deviation from satisfying the higher coherence
relation is a constant group cocycle ca˜ with values in U(1), in other words a cocycle in
C4gr(G,U(1)
δ), where U(1)δ has the discrete topology. Since G is connected we have (as for
the coefficients Z) for i ≥ 1 that H igr(G;U(1)
δ) = H igr({1};U(1)
δ) = 0. Therefore we can
get an associativity morphism a := a˜d−1 for a unique constant d ∈ C3gr(G,U(1)
δ) ∼= U(1)
such that δd = ca˜. Note that a still preserves the connection. ✷
Let us apply this to the basic gerbe G on Spin(n) which by Lemma 4.6 becomes a geometric
multiplicative gerbe. Its bi-invariant curvature will be denoted by CS ∈ Ω3(Spin(n)).
4.2 Geometric string structures
First we recall the notion of a string structure according to [Walb]. We consider an n-
dimensional spin vector bundle V → M . Let p : P → M be the corresponding Spin(n)-
principal bundle (earlier we used the longer notation P = Spin(V )). Then we have a
canonical isomorphism
(id, g) : P ×M P
∼
→ P × Spin(n) (31)
of Spin(n)-principal bundles whose inverse is given by (p, h) 7→ (p, ph).
Let G be the basic multiplicative gerbe on Spin(n). We define the gerbe P := g∗G on
P ×M P . The multiplicative structure of G induces a 1-morphism
ν : P12 ⊗ P23 → P13 (32)
together with an associativity 2-morphism, where prij : P ×M P ×M P → P ×M P are
the projections and Pij := pr
∗
ijP. In detail, if we define gij := g ◦ prij , then we have
m ◦ (g12 × g23) = g13 and Pij ∼= g
∗
ijG so that P13
∼= (g12 × g23)
∗m∗G and P12 ⊗ P23 ∼=
(g12 × g23)
∗(G1 ⊗ G2). Therefore ν is defined as the pull-back of µ in (24) via g12 × g23.
According to [Walb, Sec. 2.1] we make the following definition:
Definition 4.7 The gerbe P over P together with the multiplication 1-morphism (32)
and the associativity 2-morphism is called the Chern-Simons bundle 2-gerbe CS on M
associated to the spin bundle V .
By [Walb, Thm 1.1.4] we can define a string structure as a trivialisation of the Chern-
Simons bundle 2-gerbe. In detail, for i = 1, 2 let pri : P×M P → P denote the projections
and set Si := pr
∗
iS.
Definition 4.8 A string structure on the spin bundle V is a gerbe S over P together with
a 1-morphism
f : P ⊗ S2 → S1
and an associativity 2-morphism (which essentially turns S into module over P) satisfying
a higher coherence condition [Walb, Def. 2.2.1].
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We will usually denote a string structure by the same symbol as its underlying gerbe.
By [Walb, Lemma 2.2.2] a string structure exists if and only if p1
2
(V ) = 0. In this case
the isomorphism classes of string structures form a torsor over H3(M ;Z), see [Walb,
Thm.1.1.2] where this result is attributed to [Ste04]. We continue with recalling notions
and results from [Walb].
Definition 4.9 A connection h on the bundle 2-gerbe CS consists of
1. a 3-form κh ∈ Ω
3(P ),
2. a connection ωh on the gerbe P,
3. a connection σh on the multiplication (32)
such that
1. pr∗2κh − pr
∗
1κh = R
ωh,
2. (ν, σh) realizes an isomorphism of gerbes with connection, and
3. the associativity morphism preserves connections.
It follows that pr∗1dκh = pr
∗
2dκh. Therefore there exists a unique closed 4-form R
h ∈
Ω4(M) such that p∗Rh = dκh. The cohomology class of R
h is the image of p1
2
(V ) in de
Rham cohomology.
Lemma 4.10 ([Wala]) Let V = (V,∇V , hV ) be a geometric spin bundle. Then we have
an associated connection hV on the Chern-Simons 2-gerbe CS of V .
Proof. In the following we describe the construction of hV which is due to [Wala, Sec.
3]. We will need the details later in the proof of Lemma 4.13. Recall that the basic gerbe
G on Spin(n) has a unique connection ωG with curvature
RωG = CS =
1
6cSpin(n)
〈θ, [θ, θ]〉 ∈ Ω3(Spin(n)) .
The gerbe P = g∗G has an induced connection ωP = g
∗ωG with curvature g
∗CS.
The bundle p∗P ∼= P ×M P has a canonical trivialisation (31) which we denote by Q for
the moment. It induces a taming (p∗W)tQ as explained in Section 2. We have seen in
Lemma 2.3 that CS(∇p
∗V ) = 1
2
η3((p∗W)tQ) ∈ Ω
3(P ) is the usual Chern-Simons form of
∇p
∗V (in the trivialisation given by Q). Let A ∈ Ω1(P, spin(n)) denote the connection
one-form of ∇V . Then in the new notation
CS(∇p
∗V ) =
1
cSpin(n)
(
〈dA,A〉+
2
3
〈A,
1
2
[A,A]〉
)
,
and this fixes the sign of cSpin(n). Then we define
ω := −
1
cSpin(n)
〈pr∗1A, g
∗θ¯〉 ∈ Ω2(P ×M P ) .
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We have by a direct calculation (see [Walb, Sec. 3.1])
− pr∗2CS(∇
p∗V ) + pr∗1CS(∇
p∗V ) = g∗CS + dω . (33)
We set κhV := −CS(∇
p∗V ) and ωhV := ωP + ω. Then condition 1 holds true. Since the
multiplication ν in (32) is defined as the pull-back of the multiplicative structure µ of
G we can define the connection σhV on ν by pulling back the connection ωµ. Since the
associativity morphism for the Chern-Simons gerbe is also obtained by pulling back the
associativity morphism of the multiplicative structure on G our definition of σhV ensures
that the associativity morphism of the Chern-Simons gerbe preserves connections, hence
condition 3 holds true. Moreover it satisfies the part 2 of condition Definition 4.9.2. In
order to verify condition 4.9.2 completely we must check that (ν, σhV) is flat. With the
curvature ρ of µ given by (30) this is the equality
(g12 × g23)
∗ρ = pr∗12ω + pr
∗
23ω − pr
∗
13ω
which again can be checked by a direct calculation (compare [Wala, (3.21)]) ✷
We now consider a Chern-Simons gerbe CS with a connection h.
Definition 4.11 A geometric string structure is a triple str := (S, ωS , ωf) of a string
structure S with action f : P ⊗ S2 → S1 together with a connection ωS on S and a
connection ωf on the morphism f such that
1. (f, ωf) realizes an isomorphism of gerbes with connection, and
2. the associativity 2-morphism preserves connections.
It is shown in [Walb, Thm 1.3.4] that a string structure S can always be refined to a
geometric string structure.
Assume that we have chosen a geometric string structure str. It was shown in [Walb,
Thm 1.3.3] that there is a unique form Hstr ∈ Ω
3(M) such that
p∗Hstr = R
ωS + κh . (34)
This form is closely related to the Cheeger-Simons cocycle pˆ1
2
(V) : Z3(E)→ U(1). Indeed,
if z ∈ Z3(E), then there exists a neighbourhood U ⊆ E of the trace |z| of z such that
that p1
2
(V )|U = 0. Therefore there exists a geometric string structure str on PU . Then
pˆ1
2
(V)(z) = exp(2πi
∫
z
Hstr) .
This follows by combining (5) with equation (36) below (compare [Walb, Sec. 3.4]).
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4.3 The string structure associated to a trivialisation
In this subsection we show that a trivialisation Q of the geometric spin bundle V on M
induces a geometric string structure strQ. In Lemma 4.13 we calculate the associated
form HstrQ ∈ Ω
3(M) (see (34)).
Lemma 4.12 A trivialisation Q : P → M × Spin(n) of Spin(n)-principal bundles gives
rise to a string structure SQ.
Proof. We first consider the trivial bundle Rn → ∗ with spin structure Spin(n) → ∗.
Its Chern-Simons gerbe is m˜∗G, where m˜ : Spin(n) × Spin(n) → Spin(n) is given by
m˜(g, h) := g−1h. The multiplicative gerbe G on Spin(n) can be considered as a string
structure.
The trivialization Q of P gives a pull-back diagramm
P
p

q
// Spin(n)

M // ∗
of Spin(n)-principal bundles. The Chern-Simons bundle 2-gerbe of V as well as the string
structure are now obtained by induced pull-backs.
More explicitly, we have P ∼= (q1× q2)
∗m˜∗G and set SQ := q
−1∗G. The action map is then
given by
f := (m˜× q−12 )
∗µ , (35)
where we use the identity q−11 = m ◦ (m˜ ◦ (q1 × q2)× q
−1
2 ). ✷
Let V be a geometric spin bundle and hV be the associated connection on CS. In Lemma
4.12 we have seen that a trivialisation Q of P gives a string structure SQ = q
∗G, where
q : P
∼
→M × Spin(n)→ Spin(n).
Lemma 4.13 A trivialisation Q gives a natural extension of SQ to a geometric string
structure strQ. Moreover, we have
HstrQ = −
1
2
η3(WtQ) . (36)
Proof. Using the trivialization Q we identify (with G := Spin(n))
P ∼= M ×G , P ×M P ∼= M ×G×G
so that
q(b, h) = h , pr1(b, h, l) = (b, h) , pr2(b, h, l) = (b, l) , g(b, h, l) = m˜(h, l) = h
−1l .
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We define the form
α :=
1
cSpin(n)
〈A, q∗θ〉 ∈ Ω2(P ) .
We equip the gerbe SQ with the connection
ωSQ := q
−1∗ωG + α .
Furthermore, the action (35) will be equipped with the connection ωf := (m˜ × q
−1
2 )
∗ωµ.
This already ensures that the associativity morphism obtained by pull-back from the mul-
tiplicative structure of G respects the connection. Furthermore part 2 of the compatibility
of ωf is satisfied. It remains to show that (f, ωf) is flat, i.e. we must check the identity
of 2-forms on P ×M P :
(m˜× q−12 )
∗ρ− ω − α2 + α1 = 0 ,
where we use the notation αi = pr
∗
iα. This is a straightforward calculation.
We now show (36). Note that we have RωSQ = q∗CS + dα. Let sQ : M → P denote
the section given by Q. Then the composition q ◦ sQ : M → Spin(n) is constant and
hence s∗Qq
∗CS = 0 and s∗Qα =
1
cSpin(n)
〈s∗QA, s
∗
Qq
∗θ〉 = 0. Moreover, the pull-back via
sQ of the canonical trivialisation of p
∗V is exactly the trivialisation of V given by Q.
Therefore s∗Q(CS(∇
p∗V )) = CS(∇V ) = 1
2
η3(WtQ), the Chern-Simons form of the connec-
tion ∇V in the trivialisation Q. Applying s∗Q to p
∗HstrQ = q
∗CS − CS(∇p
∗V ) we get
HstrQ = −
1
2
η3(WtQ). ✷
4.4 Proof of Theorem 1.3
Let π : E → B be our surface bundle with the geometric spin bundle V on E. Let L be
the geometric line bundle on B constructed in Subsection 2.3.
Theorem 4.14 A geometric string structure str = (S, ωS , ωf) on V gives a functorial
unit-norm section sstr ∈ C
∞(B,L). It satisfies
∇L log sstr = 2πi
∫
E/B
Hstr .
The meaning of the adjective functorial is here again the obvious compatibility of the
construction with cartesian diagrams of the form (6).
Proof. If U ⊆ B is an contractible open subset and Q ∈ IU is a trivialisation of PEU , then
by the construction of L we have a section sQ ∈ C
∞(U, L). Using the string structure we
will define a function aQ ∈ C
∞(U, U(1)) such that s˜Q := aQsQ is independent of the choice
of Q. The collection (s˜Q)U⊆B,Q∈IU therefore defines a global section sstr ∈ C
∞(B,L). In
order to show the second part we calculate that
∇L log s˜Q = 2πi
∫
EU/U
Hstr .
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In order to define aQ we consider the projection Pr : [0, 1] × EU → EU . There exists
a unique string structure S˜ on Pr∗V which restricts to SEU on {1} × EU , and to SQ
on {0} × EU . In fact, since H
3(EU ;Z) = 0 = H3([0, 1] × EU ;Z) there is only one
upto isomorphism string structure on VEU and Pr
∗VEU , respectively. We first fix the
isomorphisms above. Then we can choose a geometric string structure s˜tr = (S˜, ω˜S˜ , ω˜f˜)
which restricts to the given ones strQ (defined in Lemma 4.13) and str|EU at the endpoints
{0} × EU and {1} × EU . This follows from the fact that different geometric refinements
of a string structure can be glued using a partition of unity (use [Walb, Prop. 3.3.4]).
We define
aQ := exp
(
2πi
∫
[0,1]×EU/U
Hs˜tr
)
,
where Hs˜tr is the 3-form associated to the string structures˜tr by (34).
We first show that aQ does not depend on the choices made in the construction, namely
the isomorphisms of gerbes S˜{0}×EU
∼= SQ, S˜{1}×EU
∼= SEU , and of the geometry. From
two such choices str, str′ we can produce a geometric string structure ŝtr on
pr∗EUV → S
1 × EU ∼= ([0, 1]× EU) ⊔ ([0, 1]× EU)/ ∼ ,
where ∼ identifies the endpoints, such that∫
[0,1]×EU/U
Hs˜tr −
∫
[0,1]×EU/U
H
s˜tr
′ =
∫
S1×EU/U
Hŝtr .
Over each point u ∈ U the right-hand side
exp
(
2πi
∫
S1×EU/U
Hŝtr
)
is the evaluation pˆ1
2
(pr∗EUV)(zu) ∈ U(1) of the Cheeger-Simons character of
pˆ1
2
(pr∗EUV)
on the cycle
zu = (S
1 ×E{u} → D
2 × E) ∈ Z3(D
2 × E) .
Note that zu is the boundary of the 4-chain (φ : D
2 × E{u} → E) ∈ C4(D
2 × E), and
therefore
pˆ1
2
(pr∗EUV)(zu) = exp
(
πi
∫
D2×E{u}
φ∗p1(∇
V )
)
= 1 .
This implies ∫
[0,1]×EU/U
Hs˜tr −
∫
[0,1]×EU/U
H
s˜tr
′ ∈ C∞(U,Z) .
Next we calculate the quotient
aQ′
aQ
∈ C∞(U, U(1)). We choose a homotopy H from Q to
Q′. This homotopy gives a geometric string structure strH on [0, 1]×EU which connects
strQ and strQ′. We consider the projection
PrEU : [0, 1]× [0, 1]×EU → EU
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On Pr∗EUV we can find a geometric string structure ŝtr which restricts to s˜tr on {0} ×
[0, 1]×EU , to s˜tr
′
on {1}× [0, 1]×EU , to strH in [0, 1]×{0}×EU , and to pr
∗
EU
strEU on
[0, 1]× {1} × EU . By Stoke’s theorem
−
∫
[0,1]×EU/U
Hs˜tr +
∫
[0,1]×EU/U
H
s˜tr
′ +
∫
[0,1]×EU/U
HstrH
=
∫
[0,1]×[0,1]×EU/U
dHs˜tr
=
1
2
∫
[0,1]×[0,1]×EU/U
Pr∗EUp1(∇
V )
= 0 .
This implies that
aQ′
aQ
= exp
(
−2πi
∫
[0,1]×EU/U
HstrH
)
= exp
(
πi
∫
[0,1]×EU/U
η3(Pr∗WtH )
)
=
1
c(Q′, Q)
,
where c(Q′, Q) ∈ C∞(U, U(1)) =
s′
Q
sQ
is as in (8). We thus get
s˜′Q
s˜Q
= c(Q′, Q)
aQ′
aQ
= 1
as required. We now calculate the covariant derivative of s˜Q. We use (7) and Stoke’s
theorem
∇L log s˜Q = ∇
L log sQ + 2πid
∫
[0,1]×EU/U
Hs˜tr
= −πi
∫
[0,1]×EU/U
η3(WtQ) + 2πi
∫
EU/U
Hstr − 2πi
∫
EU/U
HstrQ
= 2πi
∫
EU/U
Hstr
✷
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