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Abstract
A very close relationship between the compaction, retraction, and constraint satisfaction problems has been
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complete computational complexity classiﬁcationof the compaction and retractionproblems for all graphs (including
partially reﬂexive graphs) with four or fewer vertices. The complexity classiﬁcation of both the compaction and
retraction problems is found to be the same for each of these graphs. This relates to a long-standing open problem
concerning the equivalence of the compaction and retraction problems. The study of the compaction and retraction
problems for graphs with at most four vertices has a special interest as it covers a popular open problem in relation to
the general open problem.We also give complexity results for some general graphs. The compaction and retraction
problems are special graph colouring problems, and can also be viewed as partition problemswith certain properties.
We describe some practical applications also.
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1. Introduction
Aversion presenting the results of this paper appears in [29].We ﬁrst introduce the following deﬁnitions
and problems, and then describe the motivation and results.
1.1. Deﬁnitions
The pair of vertices forming an edge in a graph are called the endpoints of the edge. An edge vv with
the same endpoints in a graph is called a loop, and the vertex v is said to have a loop. A reﬂexive graph is
a graph in which every vertex has a loop. An irreﬂexive graph is a graph which has no loops. Any graph,
in general, is a partially reﬂexive graph, meaning that its individual vertices may or may not have loops.
Thus reﬂexive and irreﬂexive graphs are special partially reﬂexive graphs. A bipartite graph G is a graph
whose vertex set can be partitioned into two distinct subsetsGA andGB , such that each edge ofG has one
endpoint inGA and the other endpoint inGB ; we say that (GA,GB) is a bipartition ofG. Thus a bipartite
graph is irreﬂexive by deﬁnition. When we do not mention the terms reﬂexive, irreﬂexive, or bipartite,
the corresponding graph may be assumed to be a partially reﬂexive graph. An edge is said to be incident
with a vertex v in a graph if v is an endpoint of the edge. A vertex u is said to be adjacent to a vertex v
in a graph if uv is an edge of the graph; if u is adjacent to v then v is also adjacent to u. If a vertex u is
adjacent to a vertex v in a graph then u is said to be a neighbour of v, and v is said to be a neighbour of u
in the graph. The neighbourhood of a vertex v in a graph, denoted as Nbr(v), is the set of all neighbours
of v in the graph (note that for a loop vv, we have v ∈ Nbr(v)). A graph in which each pair of distinct
vertices are adjacent is called a complete graph. We denote an irreﬂexive complete graph with k vertices
by Kk . A bipartite graph, with bipartition (GA,GB), in which every vertex in GA is adjacent to every
vertex in GB is called a complete bipartite graph. A path of length k − 1 is a graph containing k distinct
vertices, say v0, v1, v2, . . . , vk−1, such that v0v1, v1v2, . . . , vk−2vk−1 are all the non-loop edges of the
graph, k1; we may write such a path as v0v1v2 . . . vk−1, where the vertex v0 is called the origin or the
ﬁrst vertex of the path, the vertex vk−1 is called the terminus or the last vertex of the path, and the vertices
v1, v2, . . . , vk−1 are called the internal vertices of the path.A cycle of length k, called a k-cycle, is a graph
containing k distinct vertices, say v0, v1, v2, . . . , vk−1, such that v0v1, v1v2, . . . , vk−2vk−1, vk−1v0 are
all the non-loop edges of the graph, k3; we may write such a cycle as v0v1v2 . . . vk−1v0. A square will
be used as a synonym for a 4-cycle. A triangle will be used as a synonym for a 3-cycle. A walk of length
n in a graph is a sequence of vertices v0v1v2 . . . vn not necessarily distinct such that vivi+1 is an edge of
the graph, for all i = 0, 1, 2, . . . , n− 1, n0; we say that such a walk is from v0 to vn. For a graph G,
we use V (G) and E(G) to denote the vertex set and the edge set of G respectively. The size of a graph
is the number of vertices plus the number of edges in the graph. We deﬁne min S and max S to give the
minimum and the maximum element respectively in a set S. When a set S is an argument of a mapping
f, we deﬁne f (S) = {f (s)|s ∈ S}. If a set has only one vertex, we may just write the vertex instead of
the set.
Let G be a graph. A vertex v of G is said to be an isolated vertex of G, if v is not adjacent to any
other vertex v′ of G, v 	= v′ (note that an isolated vertex may have a loop). Two vertices u and v of G
are said to be connected in G, if there exists a path from u to v in G; otherwise u and v are said to be
disconnected inG. The distance between a pair of vertices u and v inG, denoted as dG(u, v) or dG(v, u),
is the length of a shortest path from u to v in G, if u and v are connected in G; we deﬁne dG(u, v)
(and dG(v, u)) to be inﬁnite, if u and v are disconnected in G. The diameter of G is the maximum
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distance between any pair of vertices in G. The distance between two sets X and Y of vertices in G,
denoted as dG(X, Y ) or dG(Y,X), is the minimum distance between any vertex of X and any vertex of
Y in G, that is, dG(X, Y ) = min {dG(x, y)|x ∈ X, y ∈ Y }. A graph H is said to be a subgraph of G
if V (H) ⊆ V (G) and E(H) ⊆ E(G). We say that G is connected, if every pair of vertices in G is
connected; otherwise we say thatG is disconnected. A component ofG is a maximal connected subgraph
of G. Clearly, G is a disjoint union of its components; in particular, if G has only one component then
G is connected. A tree is a connected graph containing no cycles. A forest is a graph each of whose
component is a tree. IfH is a subgraph of G such thatH contains all the edges ofGwhose both endpoints
are in V (H) then H is called the subgraph of G induced by V (H), and we say that H is an induced
subgraph of G. Given an induced subgraph H of G, we denote by G − H , the subgraph obtained by
deleting from G the vertices of H together with the edges incident with them; thus G−H is a subgraph
of G induced by V (G) − V (H). For a vertex v of G, we deﬁne G − v similarly (in the above, we have
a single vertex v instead of the graph H). The vertices in a set I ⊆ V (G) are said to be independent
if there is no edge in the subgraph of G induced by I. A chordal graph is a graph which does not
contain any induced cycle of length greater than three. A chordal bipartite graph is a bipartite graph
which does not contain any induced cycle of length greater than four. In the following, let G and H be
graphs.
A homomorphism f : G→ H , of G to H, is a mapping f of the vertices of G to the vertices of H, such
that f (g) and f (g′) are adjacent vertices ofHwhenever g and g′ are adjacent vertices ofG. If there exists
a homomorphism of G to H then G is said to be homomorphic to H. Note that for any homomorphism
f : G → H , if a vertex v of G has a loop then the vertex f (v) of H necessarily also has a loop. If G is
irreﬂexive then clearly G is k-colourable if and only if G is homomorphic to Kk . Thus the concept of a
homomorphism generalises the concept of a k-colourability.
A compaction c : G → H , of G to H, is a homomorphism of G to H, such that for every vertex x of
H, there exists a vertex v of G with c(v) = x, and for every edge hh′ of H, h 	= h′, there exists an edge
gg′ of G with c(g) = h and c(g′) = h′. Notice that the ﬁrst part of the deﬁnition for compaction (the
requirement for every vertex x ofH) is relevant only ifH has isolated vertices. If there exists a compaction
of G to H then G is said to compact to H. Given a compaction c : G → H , if for a vertex v of G, we
have c(v) = x, where x is a vertex of H, then we say that the vertex v of G covers the vertex x of H under
c; and if for an edge gg′ of G, we have c({g, g′}) = {h, h′}, where hh′ is an edge of H, then we say that
the edge gg′ of G covers the edge hh′ of H under c (note that in the deﬁnition of compaction, it is not
necessary that a loop of H be covered by any edge of G under c).
We note that the notion of a homomorphic image used by Harary [12] (also cf. Hell and Miller [15])
coincides with the notion of a compaction in the case of irreﬂexive graphs (i.e., when G and H are
irreﬂexive in the above deﬁnition for compaction).
A retraction r : G → H , of G to H, with H as an induced subgraph of G, is a homomorphism of G
to H, such that r(h) = h, for every vertex h of H. If there exists a retraction of G to H then G is said to
retract to H, and H is said to be a retract of G. Note that every retraction r : G → H is necessarily also
a compaction but not vice versa.
An identiﬁcation of two distinct vertices u and v of G is an execution of the following steps (1), (2),
and (3), resulting in a new graph: (1) For every non-loop edge uu′ of G, if vu′ is not an edge of G then
we add the edge vu′ to G (note that if uv is an edge of G then u′ = v and we will have the loop vv). (2)
If u has a loop then v is also made to have a loop if it does not already have one. (3) Delete the vertex u
together with the edges incident with u from G.
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1.2. Homomorphism, compaction, and retraction problems
The problemof deciding the existence of a homomorphism to a ﬁxed graphH, called the homomorphism
problem for H, also known as the H-colouring problem, and denoted as H-COL, asks whether or not an
input graphG is homomorphic toH. IfH is a graph with a loop then every graph is trivially homomorphic
to H. Also, if H is a bipartite graph then we note that a graph G is homomorphic to H if and only if
G is also bipartite and H has an edge if G has an edge. Thus the problem H-COL is interesting only
if H is an irreﬂexive non-bipartite graph. A complete complexity classiﬁcation of H-COL is given by
Hell and Nesetril [16]. It is shown by them that H-COL is NP-complete for any ﬁxed irreﬂexive non-
bipartite graph H. As pointed above, H-COL is polynomial time solvable otherwise. Note that the classic
k-colourability problem is a special case of the problem H-COL when H is Kk and the input graph G is
irreﬂexive.
The problem of deciding the existence of a compaction to a ﬁxed graph H, called the compaction
problem for H, and denoted as COMP-H, asks whether or not an input graph G compacts to H.
The problem COMP-H, in general, where H is a ﬁxed partially reﬂexive graph, can be viewed as the
problem to decide whether or not it is possible to partition the vertices of a graph into certain ﬁxed number
of distinct non-empty sets such that there is at least one edge between some pair of distinct sets, and there
is no edge between all other pair of distinct sets, and certain sets may be required to be independent (an
independent set has no edge), where the sets and edges correspond to the vertices and edges of H, and an
independent set in particular correspond to a vertex without a loop in H.
When both G and H are input graphs (i.e., H is not ﬁxed), and H is reﬂexive, the problem of deciding
whether or not G compacts to H has been studied by Karabeg and Karabeg [18,19]. Some related work
has recently been studied by Feder, Hell, Klein, andMotwani [6,7]. Note that unlike the problemH-COL,
the problem COMP-H is still interesting if H has a loop or H is bipartite.
The problem of deciding the existence of a retraction to a ﬁxed graph H, called the retraction problem
for H, and denoted as RET-H, asks whether or not an input graphG, containingH as an induced subgraph,
retracts toH. Note thatH is a particular copy inG. It is possible thatG contains another induced subgraph
H ′ that is isomorphic to H but distinct from H, and it may be the case that G retracts to H ′ but not to H,
and vice versa.
The problem RET-H can again be viewed as the partition problem, as described above, with the re-
striction that each vertex of H is in a distinct set of partition. Retraction problems have been of con-
tinuing interest in graph theory for a long time and have been studied in various literature including
[1,2,4,5,10,13,14,17,22–24].
Note that the graphH for the problemsH-COL,COMP-H, and RET-H is assumed to be ﬁxed by default
even if not explicitly mentioned.
1.3. Motivation and results
It is not difﬁcult to show that for every ﬁxed graph H, if RET-H is solvable in polynomial time then
COMP-H is also solvable in polynomial time (a polynomial transformation from COMP-H to RET-H
under Turing reduction is shown byVikas [28]). Is the converse true? This was also asked, in the context
of reﬂexive graphs, by Peter Winkler in 1988 (personal communication, cf. [10]). Thus the question is
whether RET-H and COMP-H are polynomially equivalent for every ﬁxed graph H. The answer to this
is not known even when H is reﬂexive or bipartite. However, it is shown by Vikas [28] that for every
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ﬁxed reﬂexive (bipartite) graph H there exists a ﬁxed reﬂexive (bipartite) graph H ′ such that RET-H and
COMP-H ′ are polynomially equivalent.
Using the above result of Vikas [28], and results of Feder and Hell [4] and Feder and Vardi [9],
it is established by Vikas [28] that for every constraint satisfaction problem  (with ﬁxed templates),
there exists a ﬁxed reﬂexive (bipartite) graph H such that the constraint satisfaction problem  and
the compaction problem COMP-H are polynomially equivalent. Since it is thought to be likely difﬁcult
to determine whether every constraint satisfaction problem (with ﬁxed templates) is polynomial time
solvable or NP-complete, thus evidence is provided by Vikas [28] that it is likely to be difﬁcult to
determine whether for every ﬁxed reﬂexive (bipartite) graphH, the problemCOMP-H is polynomial time
solvable or NP-complete. Similar evidence has been shown for RET-H by Feder and Hell [4] in the case
of ﬁxed reﬂexive graphs H, and by Feder and Vardi [9] in the case of ﬁxed bipartite graphs H. Issues
related to the constraint satisfaction problem have also been considered by Feder and Vardi [8,9].
We however give in this paper, a complete complexity classiﬁcation of COMP-H and RET-H when
H has four or fewer vertices, i.e., for every graph H with at most four vertices (including when H is
partially reﬂexive), we determine whether COMP-H is polynomial time solvable or NP-complete, and
whether RET-H is polynomial time solvable or NP-complete. We ﬁnd that the complexity classiﬁcation
of COMP-H and RET-H do not differ for such graphs H. Studying the complexity classiﬁcation of the
compaction and retraction problems for graphs with at most four vertices has an additional signiﬁcance as
it includes a widely publicised open problem posed by PeterWinkler in 1988 to determine the complexity
of COMP-H when H is a reﬂexive 4-cycle. This has been shown to be NP-complete by Vikas [25,26].
The problem was asked in relation to the general problem mentioned earlier concerning the equivalence
of the compaction and retraction problems, as the unique smallest reﬂexive graph H for which RET-H is
NP-complete turned out to be a reﬂexive 4-cycle.
Thus our study in this paper is motivated by two issues. One issue is concerned with the complete
complexity classiﬁcation of the compaction and retraction problems, and the other issue is concernedwith
the equivalence of the compaction and retraction problems.We present results in this paper resolving fully
the two issues for graphs up to four vertices. We hope that the techniques and constructions developed
in this paper and the papers [25–28] would be helpful in resolving the bigger problem whether the
compaction and retraction problems are equivalent for all graphs.
We have more results showing that for several graphs H, the problems RET-H and COMP-H are
polynomially equivalent. We mention below a few classes of such graphs. We do not know of any graph
H for which the complexity classiﬁcation of RET-H and COMP-H differ.
It is known that RET-H is NP-complete when H is a reﬂexive k-cycle, for all k4, cf. Feder and Hell
[4], G. MacGillivray, 1988 (personal communication), and for k = 4, also Feder and Winkler [10]. It
is shown by Vikas [25,26] that COMP-H is NP-complete when H is a reﬂexive k-cycle, for all k4. In
particular, as mentioned above, for k = 4, this result of Vikas [25,26] solves a widely publicised open
problem posed by PeterWinkler in 1988.When H is a reﬂexive chordal graph (which includes a reﬂexive
3-cycle), the problem RET-H is shown to be polynomial time solvable by Feder and Hell [4], and hence
COMP-H is also polynomial time solvable.
It is also known that RET-H is NP-complete when H is an irreﬂexive even k-cycle, for all even k6,
cf. Feder, Hell, and Huang [5], G. MacGillivray, 1988 (personal communication). It is shown by Vikas
[25,27] that COMP-H is NP-complete whenH is an irreﬂexive even k-cycle, for all even k6. This result
ofVikas [25,27] also solves a long-standing problem that has been of interest since about 1988 to various
people including Pavol Hell and Jaroslav Nesetril (personal communications). When H is a chordal
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bipartite graph (which includes an irreﬂexive 4-cycle), the problem RET-H is shown to be polynomial
time solvable by Bandelt, Dahlmann, and Schutte [1], and hence COMP-H is also polynomial time
solvable.
The case of irreﬂexive odd cycles is a special case of a more general result whereby RET-H and
COMP-H are polynomially equivalent for every non-bipartite irreﬂexive graph H. Note that a graph G
is homomorphic to a graph H if and only if the disjoint union G ∪ H retracts/compacts to H. Thus
we have a polynomial transformation from H-COL to RET-H and COMP-H. As mentioned earlier,
the problem H-COL is NP-complete for any non-bipartite irreﬂexive graph H due to Hell and Nesetril
[16]. It follows that RET-H and COMP-H are also NP-complete for any non-bipartite irreﬂexive graph
H; in particular if H is an irreﬂexive odd k-cycle then RET-H and COMP-H are NP-complete, for all
odd k3.
Thus we conclude that when H is an irreﬂexive k-cycle, RET-H and COMP-H both are NP-complete,
for all k3, k 	= 4, and polynomial time solvable, for k = 4.
The problem RET-H for some partially reﬂexive graphsH has been studied by Feder, Hell, and Huang,
cf. [5]. Let H be a graph and let VL denote its set of vertices which have loops. It is shown by Feder,
Hell, and Huang (personal communication, cf. [5]) that if H is connected but VL is not then RET-H is
NP-complete. It is also shown by them (personal communication, cf. [5]) that if VL is connected and H
is a tree then RET-H is polynomial time solvable.
With regards to more general graphs (not necessarily with at most four vertices), we show in this paper
that ifH is a path of length k2, with loops on the ﬁrst (origin) and the last (terminus) vertices only, then
COMP-H is NP-complete (RET-H is also NP-complete as noted above). Using this result, we prove in
this paper NP-completeness of COMP-H for some other general partially reﬂexive graphs H also (again
RET-H is NP-complete for these graphsH also due to the above result of Feder, Hell, and Huang, cf. [5]).
We also prove in this paper various results for the compaction and retraction problems in relation
to connected and disconnected general graphs. These results are useful in determining our complexity
classiﬁcation.
In the ﬁgures in this paper, we shall not be depicting any edge vh of G, with v ∈ V (G − H) and
h ∈ V (H), where G is any graph containing H as an induced subgraph, i.e., G is an instance of RET-H.
Weﬁrst give in Section 2, some general results for the compaction and retraction problems for connected
and disconnected graphs. We need these results in Section 3, where we give a complete complexity
classiﬁcation of COMP-H as well as RET-H when H has four or fewer vertices. In Section 4, we present
our results on partially reﬂexive paths of length k2, with loops only on the origin and terminus vertices,
and we also present results on some other general graphs. In Section 5, we describe some applications of
compaction.
2. Compaction and retraction to connected and disconnected graphs
In this section, we show the relationship between compaction to connected and disconnected graphs,
and the relationship between retraction to connected and disconnected graphs. These results will show
that if H is disconnected then the complexity of COMP-H and RET-H can be deduced directly from the
complexity of the compaction and retraction problems, respectively, for the connected components of H.
Hence it would be sufﬁcient to consider only connected graphs H when determining the complexity of
COMP-H or RET-H in the next section.
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Theorem 2.1. Let H be a graph with components H1, H2, . . . , Hs . Suppose that RET-Hi is polynomial
time solvable, for all i = 1, 2, . . . , s. Then RET-H is also polynomial time solvable.
Proof. Let a graph G containing H as an induced subgraph be an instance of RET-H. Clearly, if two
components of H are subgraphs of the same component of G then G does not retract to H. Now suppose
that no twocomponents ofH are subgraphsof the samecomponent ofG.HenceGhas at least s components.
Let G1,G2, . . . ,Gt , with ts, be the components of G with Gi containing Hi as an induced subgraph,
for all i = 1, 2, . . . , s. Clearly, G retracts to H if and only if Gi retracts to Hi , for all i = 1, 2, . . . , s,
and Gj is homomorphic to H, for all j = s + 1, s + 2, . . . , t . Note that we can test whether Gj is
homomorphic to H, s + 1j t , by testing whether the disjoint unionGj ∪Hk retracts to Hk , for some
k, 1ks. 
Theorem 2.2. Let H be a ﬁxed graph with components H1, H2, . . . , Hs . Suppose that COMP-Hi is
polynomial time solvable, for all i = 1, 2, . . . , s. Then COMP-H is also polynomial time solvable.
Proof. Let a graph G be an instance of COMP-H. We construct in time polynomial in the size of G,
graphs G1,G2, . . . ,G, each containing a copy of H as an induced subgraph, such that G compacts to
H if and only if there exists a graphGi , 1i, which retracts to H ( is a polynomial in the size of G).
We do not give the actual construction of G1,G2, . . . ,G here but only remark that such a construction
exists and are constructed when giving a polynomial transformation from COMP-H to RET-H (under
Turing reduction), see Vikas [28] for the construction.
In Vikas [28], each graph Gi is constructed such that no two components of H are subgraphs of the
same component of Gi , as a necessary condition for Gi to retract to H (and hence Gi has at least s
components), 1i. Let Gi,1,Gi,2, . . . ,Gi,ti , tis, be the components of Gi , with Gi,j containing a
copy of Hj as an induced subgraph, for all j = 1, 2, . . . , s, i = 1, 2, . . . , . We have that Gi retracts
to H if and only if Gi,j retracts to Hj , for all j = 1, 2, . . . , s, and Gi,k is homomorphic to H, for all
k = s + 1, s + 2, . . . , ti , i = 1, 2, . . . , . Thus we have that G compacts to H if and only if there exists
an i, 1i, such thatGi,j retracts toHj , for all j = 1, 2, . . . , s, andGi,k is homomorphic to H, for all
k = s+ 1, s+ 2, . . . , ti . Recall that every retraction is also a compaction. Also, inVikas [28], each graph
Gi is obtained as a result of identiﬁcation of certain vertices of G, and hence G compacts toGi , 1i.
It follows that G compacts to H if and only if there exists an i, 1i, such that Gi,j compacts to Hj ,
for all j = 1, 2, . . . , s, and Gi,k is homomorphic to H, for all k = s + 1, s + 2, . . . , ti (note that we can
again test whether Gi,k is homomorphic to H by testing whether the disjoint union Gi,k ∪Hp compacts
to Hp, for some p, 1ps). Since  is a polynomial, we can do the entire test to determine whether or
not G compacts to H in polynomial time. 
Theorem 2.3. Let H be a ﬁxed connected graph. Let RETC-H denote the problem RET-H with instances
restricted to connected graphs. Then the problems RETC-H and RET-H are polynomially equivalent.
Proof. Trivially, the problem RETC-H polynomially transforms to the problem RET-H, as RETC-H is
just a restriction of RET-H.
Now we give a polynomial transformation from RET-H to RETC-H. Let a graph G containing H as
an induced subgraph be an instance of RET-H. Let G1,G2, . . . ,Gt be the components of G, with G1
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containing H as an induced subgraph. Clearly, G retracts to H if and only if G1 retracts to H, and Gi is
homomorphic to H, for all i = 2, 3, . . . , t . Select any one vertex vi from Gi , for all i = 2, 3, . . . , t .
Suppose ﬁrst that H is a non-bipartite graph. Thus H is either an irreﬂexive graph with an odd cycle,
or a graph with a loop on at least one vertex. If H has only one vertex then it must be the case that H is
reﬂexive, asH is non-bipartite, and the theorem readily follows, as every input graph containingH retracts
to H. Now suppose that H has more than one vertex. There exists a walk of even length as well as a walk
of odd length between every pair of vertices (not necessarily distinct) in H, due to the presence of an odd
cycle or a loop in H. Select any one vertex x from H. If G retracts to H then we know that the vertex vi of
Gi maps (under a retraction of G to H) to some vertex yi of H such that there exists a walk of even length
as well as a walk of odd length from x to yi in H, for all i = 2, 3, . . . , t . With this in mind, we construct
in time polynomial in the size of G, a connected graph G′ (containing G as an induced subgraph) such
that G retracts to H if and only if G′ retracts to H.
Let ew(x, h) denote the length of a shortest walk of even length from x to h in H, with h ∈ V (H). Let
ow(x, h) denote the length of a shortest walk of odd length from x to h in H, with h ∈ V (H). Note that
either ew(x, h) or ow(x, h) is the distance between x and h, with h ∈ V (H). Since H is ﬁxed, we can
compute such walks in a ﬁxed time. Let p be the maximum length of such even and odd walks from x to
any vertex of H, i.e., let p = max{ew(x, h), ow(x, h)|h ∈ V (H)}. Clearly, p2. For each Gi , 2i t ,
we add to G a path Ui = ui1ui2 . . . uip−1 containing p − 1 new vertices and we add the edges xui1 and
viu
i
p−1; thus we have the path xUivi of length p. This completes the construction ofG′ which as seen is
connected and G is an induced subgraph ofG′. Note that for any vertex y of H there exists a walk from x
to y in H of length p. It is not difﬁcult to see that G retracts to H if and only if G′ retracts to H. Thus we
have a polynomial transformation from RET-H to RETC-H.
Now suppose thatH is a bipartite graph. Since only a bipartite graph may possibly be homomorphic to
H, we may assume thatG is also bipartite. IfH has only one vertex h then we obtain a connected graphG′′
as a result of identifying the vertices h, v2, v3, . . . , vt ; trivially, G retracts to H if and only if G′′ retracts
to H. If H has more than one vertex then clearlyG2,G3, . . . ,Gt are homomorphic to H, implying that G
retracts to H if and only if G1 retracts to H. Thus we have a polynomial transformation from RET-H to
RETC-H. 
Theorem 2.4. Let H be a ﬁxed connected graph. Let COMPC-H denote the problem COMP-H with
instances restricted to only connected graphs. The problems COMPC-H and COMP-H are polynomially
equivalent under Turing reduction.
Proof. Trivially, the problem COMPC-H polynomially transforms to the problem COMP-H, as
COMPC-H is a restriction of COMP-H.
We now give a polynomial transformation from COMP-H to COMPC-H. Let a graph G be an instance
of COMP-H. As in the proof of Theorem 2.2, we construct in time polynomial in the size of G, graphs
G1,G2, . . . ,G, each containing a copy of H as an induced subgraph, such that G compacts to H if and
only if there exists a graph Gi , 1i, which retracts to H ( is a polynomial in the size of G).
Let Gi,1,Gi,2, . . . ,Gi,ti be the components of Gi , with Gi,1 containing a copy of H as an induced
subgraph, for all i = 1, 2, . . . , . As in the proof of Theorem 2.2, we have that G compacts to H if and
only if there exists an i, 1i, such that Gi,1 compacts to H, and Gi,j is homomorphic to H, for all
j = 2, 3, . . . , ti .
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Suppose ﬁrst that H is a non-bipartite graph. Thus H is either an irreﬂexive graph with an odd cycle,
or a graph with a loop on at least one vertex. As in the proof of Theorem 2.3, the case when H has
only one vertex is trivial (in this case H must be reﬂexive, and every input graph compacts to H). Now
suppose that H has more than one vertex. LetG∗i denote the graph with componentsGi,2,Gi,3, . . . ,Gi,ti
(i.e., G∗i is the graph Gi without Gi,1), for all i = 1, 2, . . . , . We construct in time polynomial in the
size of G∗i , a connected graph G′i (containing the components Gi,2,Gi,3, . . . ,Gi,ti , and a copy of H as
induced subgraphs) such that Gi,2,Gi,3, . . . ,Gi,ti are homomorphic to H if and only if G′i compacts to
H, for all i = 1, 2, . . . , . The construction of G′i , 1i, is as follows. Let H ′ be a copy of H. We
ﬁrst add H ′ to G∗i as a component. Let p = max{ew(h, h′), ow(h, h′)|h, h′ ∈ V (H)}, where ew(h, h′)
and ow(h, h′) denote the length of a shortest walk of even length and odd length respectively from h
to h′, with h, h′ ∈ V (H) (cf. proof of Theorem 2.3). Let x be a ﬁxed vertex of H ′, and vi,j be a ﬁxed
vertex of Gi,j , for all j = 2, 3, . . . , ti . For each Gi,j , 2j ti , we add a path xUi,j vi,j of length p,
where Ui,j is a path containing p − 1 new vertices. This completes the construction of G′i . It is not
difﬁcult to see thatGi,2,Gi,3, . . . ,Gi,ti are homomorphic to H ′ if and only ifG′i compacts to H ′, for all
i = 1, 2, . . . ,  (cf. proof of Theorem 2.3). It follows that G compacts to H if and only if there exists an
i, 1i, such that Gi,1 compacts to H, and G′i compacts to H. Both Gi,1 and G′i are connected, for all
i = 1, 2, . . . , . Thus we have a polynomial transformation from COMP-H to COMPC-H under Turing
reduction.
Now suppose that H is a bipartite graph. As in the proof of Theorem 2.3, we may again assume that
G is also bipartite. If H has only one vertex then we choose a vertex from each component of G, and
identify them resulting in a connected graph G′′; trivially, G compacts to H if and only if G′′ compacts
to H. Now suppose that H has more than one vertex. Then it is easy to see that Gi,2,Gi,3, . . . ,Gi,ti are
homomorphic toH, for all i = 1, 2, . . . , . HenceG compacts toH if and only if there exists an i, 1i,
such that Gi,1 compacts to H. Thus we have a polynomial transformation from COMP-H to COMPC-H
under Turing reduction. 
Theorem 2.5. Let H be a graph with componentsH1, H2, . . . , Hs . Suppose that RET-Hi is NP-complete
for some i, 1is. Then RET-H is also NP-complete.
Proof. Clearly, the problem RET-H is in NP. Without loss of generality, suppose that RET-H1 is NP-
complete. We give a polynomial transformation from RET-H1 to RET-H. Let a graph G containingH1 as
an induced subgraph be an instance of RET-H1. It follows from Theorem 2.3 that the problem RET-H1
remainsNP-completewith instances restricted to connected graphs. Hencewe assume thatG is connected.
LetG′ be a graph with components G,H2, H3, . . . , Hs . Thus H is an induced subgraph ofG′. Clearly, G
retracts to H1 if and only if G′ retracts to H. Thus RET-H is NP-complete. 
Theorem 2.6. Let H be a graph with components H1, H2, . . . , Hs . Suppose that COMP-Hi is NP-
complete for some i, 1is. Then COMP-H is also NP-complete.
Proof. Clearly, the problem COMP-H is in NP. Without loss of generality, suppose that COMP-H1 is
NP-complete. We give a polynomial transformation from COMP-H1 to COMP-H. Let a graph G be an
instance of COMP-H1. We may assume that G is connected, as it follows from Theorem 2.4 that the
problem COMP-H1 remains NP-complete with instances restricted to connected graphs. Let G′ be a
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graph with components G, H2, H3, . . . , Hs . We show that G compacts to H1 if and only if G′ compacts
to H.
If G compacts to H1 then clearly G′ compacts to H. Now suppose that c : G′ → H is a compaction.
The number of components in G′ and H are the same. Hence each component of G′ compacts to some
component of H. If G does not compact to H1 under c, then Hi compacts to H1 under c, for some i,
2is, and G compacts to Hj under c, for some j, 2js. If i = j then we have that G compacts
to Hj under c, and Hj compacts to H1 under c. This implies that G compacts to H1. Now suppose that
i 	= j . Then Hk compacts to Hi under c, for some k, k 	= i, 2ks. If k = j then we have that G
compacts to Hj under c, Hj compacts to Hi under c, and Hi compacts to H1 under c. This implies
that G compacts to H1. We can continue this argument. Due to the fact that the number of compo-
nents in G′ and H are the same, we will eventually conclude that G compacts to H1. Thus COMP-H is
NP-complete. 
3. A complete complexity classiﬁcation of compaction and retraction to all graphs with four or
fewer vertices
In this section, we give a complete complexity classiﬁcation of COMP-H and RET-H when H has four
or fewer vertices. We shall see that the complexity classiﬁcation of COMP-H and RET-H do not differ
for such graphs H. We note here that for every graph H, the problems COMP-H and RET-H are in NP,
and we will not be mentioning this explicitly in our proofs. First we point out below those general results
(not restricted to graphs with four or fewer vertices) which we shall be using as part of our complete
complexity classiﬁcation, as they provide the complexity of COMP-H and RET-H for some of the graphs
H that we need to consider.
Let H be a forest, with trees H1, H2, . . . , Hs such that the set VLi of vertices of Hi with loops is
connected, for all i = 1, 2, . . . , s. It is shown by Feder, Hell, and Huang (personal communication, cf.
[5]) that RET-H is polynomial time solvable. Since COMP-H is polynomially transformable to RET-H
(under Turing reduction), it follows that COMP-H is also solvable in polynomial time.
Now letH be a graph containing a vertex z adjacent to every vertex ofH (including itself). This includes
the case of a reﬂexive complete graph, and a reﬂexive 3-cycle in particular. Then every graphG containing
H as an induced subgraph retracts to H, as the mapping r : G → H , with r(h) = h, for all h ∈ V (H),
and r(v) = z, for all v ∈ V (G)− V (H), is a retraction. Thus RET-H, and hence COMP-H, are solvable
in polynomial time.
Let H be a bipartite graph with a non-empty edge set and bipartition (HA,HB) such that there exists
a vertex, say y, in HA adjacent to every vertex in HB , and there exists a vertex, say z, in HB adja-
cent to every vertex in HA. This includes the case of a complete bipartite graph with non-empty edge
set, and an irreﬂexive 4-cycle in particular. Let G be any bipartite graph with bipartition (GA,GB)
containing H as an induced subgraph, with HA ⊆ GA and HB ⊆ GB . Then G necessarily retracts
to H, as the mapping r : G → H , with r(h) = h, for all h ∈ V (H), r(a) = y, and r(b) =
z, for all a ∈ GA − HA, b ∈ GB − HB , is a retraction. Since only a bipartite graph may possi-
bly be homomorphic to a bipartite graph, it follows that RET-H, and hence COMP-H, are polyno-
mial time solvable. If H is a graph with an empty edge set, i.e., H has only isolated vertices with no
loops, then we know that a graph G containing H as an induced subgraph retracts to H if and only
if the edge set of G is also empty, and trivially RET-H, and hence COMP-H, are polynomial time
solvable.
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If H is an irreﬂexive non-bipartite graph (which includes an irreﬂexive odd k-cycle, for all odd k3)
then as seen in Section 1.3, it follows from the result of Hell and Nesetril [16] that RET-H and COMP-H
both are NP-complete.
If H is a chordal bipartite graph (which includes an irreﬂexive 4-cycle), the problem RET-H is shown
to be polynomial time solvable by Bandelt, Dahlmann, and Schutte [1], and hence COMP-H is also
polynomial time solvable.
Let H be a reﬂexive k-cycle, for any k4. It is known that RET-H is NP-complete, cf. Feder and Hell
[4], G. MacGillivray, 1988 (personal communication), and for k = 4, also Feder and Winkler [10]. It is
shown by Vikas [25,26] that COMP-H is NP-complete. Thus, in particular, when H is a reﬂexive square,
RET-H and COMP-H both are NP-complete.
IfH is a reﬂexive chordal graph (which includes a reﬂexive 3-cycle), the problem RET-H is shown to be
polynomial time solvable by Feder and Hell [4], and hence COMP-H is also polynomial time solvable.
When considering graphsHwith four or fewer vertices, we will not be separately considering graphsH
that fall in the above categories.Also, due to Theorems 2.1, 2.2, 2.5, and 2.6, we do not need to separately
consider graphs H that are disconnected. For graphs H with four or fewer vertices, this leaves us to
consider the graphs H in Fig. 1. We consider each of the graphs H in Fig. 1, and present the complexity
results for COMP-H and RET-H.
For the graphsH in Figs. 1(a)–(f), (j), (k), (m), and (p), the set of vertices ofHwith loops is disconnected
(and H is connected), and hence it follows that RET-H is NP-complete, cf. Feder, Hell, and Huang [5];
we however need to determine the complexity of COMP-H.
We now ﬁrst prove the following theorem which is a special case of Theorem 4.1.We show in Theorem
4.1 that COMP-H is NP-complete for any path H of length greater than or equal to two, whose ﬁrst and
last vertices have loops, and none of its other vertices have loops. Although the following theorem is a
special case of Theorem 4.1, we ﬁrst present its proof, as it is easier to understand and will be helpful in
understanding the proof for Theorem 4.1 which we present later.
When proving NP-completeness ofCOMP-H for any graphH, we note the genericness of the technique
described byVikas[25,26]which involves proving equivalence of three different statements.The technique
was described by Vikas[25,26] as a generic technique, which we have used throughout supporting its
genericness. The actual construction of the gadget graphs, needed to form the three statements for proving
NP-completeness of COMP-H, is however a separate issue and depends on the graph H.
Theorem 3.1. COMP-H is NP-complete for the graph H in Fig. 2 ( Fig. 1(a)).
Proof. We prove NP-completeness of COMP-H by giving a polynomial transformation from RET-H to
COMP-H. As mentioned above, the problem RET-H is NP-complete, cf. Feder, Hell, and Huang [5]. Let
G be a graph containing H as an induced subgraph, i.e., let G be an instance of RET-H. We construct
in time polynomial in the size of G, a graph G′ (containing G as an induced subgraph) such that the
following statements (i), (ii), and (iii) are equivalent:
(i) G retracts to H.
(ii) G′ retracts to H.
(iii) G′ compacts to H.
We prove that (i) is equivalent to (ii), and (ii) is equivalent to (iii), in Lemma 3.1.1 and Lemma 3.1.2
respectively. Since RET-H is NP-complete, this shows that COMP-H is NP-complete.













Fig. 1. List of graphs H to be considered.
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Fig. 2. H.
The construction of G′ is as follows. For each vertex v in V (G−H), we add to G three distinct new
vertices: uv adjacent to v, h0; wv adjacent to v, uv; and yv adjacent to uv , wv , h2. Thus uv , wv , and yv
form a triangle, and uv , wv , and v form a triangle. See Fig. 3. Note that there could be edges in G from v
to some vertices of H but as mentioned earlier, in Fig. 3 and all subsequent ﬁgures in this paper, we are
not depicting these edges. This completes the construction of G′.
We now prove the following two lemmas in order to prove the theorem.
Lemma 3.1.1. G retracts to H if and only if G′ retracts to H.
Proof. If G′ retracts to H then it is clear that G retracts to H since G is a subgraph of G′. Now suppose
that r : G→ H is a retraction. We deﬁne a retraction r ′ : G′ → H as follows.
For each vertex v of the graph G, we deﬁne
r ′(v) = r(v).
For the vertices uv,wv , and yv of G′, with v ∈ V (G−H), we deﬁne
r ′(uv)= h0, r ′(wv) = h0, and r ′(yv) = h1, if r(v) = h0 or h1, and








Fig. 3. Construction of G′ for a vertex v in G−H .
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It is not difﬁcult to see that for every edge ab of G′, r ′(a)r ′(b) is an edge of H, i.e., r ′ : G′ → H is
a homomorphism. Recall that the edges of G′ are: gg′, vuv , vwv , h0uv , h2yv , uvwv , uvyv , and wvyv ,
with gg′ ∈ E(G), v ∈ V (G − H). Since r ′(h) = r(h) = h, for all h ∈ V (H), the homomorphism
r ′ : G′ → H is a retraction, and the lemma is proved. 
Lemma 3.1.2. G′ retracts to H if and only if G′ compacts to H.
Proof. If G′ retracts to H then by deﬁnition G′ compacts to H. Now suppose that c : G′ → H is
a compaction. We ﬁrst prove that c(h0) 	= c(h2). Suppose that c(h0) = c(h2). Since h0 and h2 both
have loops, it must be that c(h0) = c(h2) = h0 or c(h0) = c(h2) = h2. Without loss of generality, let
c(h0) = c(h2) = h0. We can assume this, as due to symmetry of vertices in H, we can always redeﬁne
the compaction c so that c(h0) = c(h2) = h0. Since uv , yv , and h1 are adjacent to h0 or h2, c(uv) 	= h2,
c(yv) 	= h2, and c(h1) 	= h2, with v ∈ V (G − H). This implies that if c(wv) = h2, for some vertex
v ∈ V (G−H), then c(uv) = c(yv) = h1, as uv and yv are adjacent to wv . But this is impossible, as uv
is adjacent to yv , and h1 does not have a loop. Hence c(wv) 	= h2, for any v ∈ V (G − H). Similarly,
if c(v) = h2, for some vertex v ∈ V (G − H), then c(uv) = c(wv) = h1, and h1 does not have a loop.
Hence c(v) 	= h2, for any v ∈ V (G−H).
Thus we have shown that c(a) 	= h2, for all a ∈ V (G′), contradicting our assumption that c : G′ → H
is a compaction. Hence, it must be that c(h0) 	= c(h2). Since h0 and h2 are the only vertices in H
with a loop, c({h0, h2}) = {h0, h2}. Without loss of generality, let c(h0) = h0 and c(h2) = h2 (due to
symmetry). Since h1 is adjacent to h0 and h2, we have c(h1) = h1. Thus c : G′ → H is a retraction, and
the lemma is proved. 
This completes the proof of Theorem 3.1. 
For the graph H in Fig. 1(b), the fact that COMP-H is NP-complete follows from our general result in
Theorem 4.1 which we present later. We now consider the graph in Fig. 1(p).





Proof. Let S be the graph in Fig. 5.We give a polynomial transformation from RET-S to COMP-H. Let a
graphG containing S as an induced subgraph be an instance of RET-S.We construct in time polynomial in
the size ofG, a graphG′ (containingG andH as induced subgraphs) such that the following statements (i),
420 N. Vikas / Journal of Computer and System Sciences 71 (2005) 406–439
h0 h1 h2
Fig. 5. S.
(ii), and (iii) are equivalent:
(i) G retracts to S.
(ii) G′ retracts to H.
(iii) G′ compacts to H.
We prove that (i) is equivalent to (ii), and (ii) is equivalent to (iii), in Lemma 3.2.1 and Lemma 3.2.2
respectively. Since RET-S is NP-complete, cf. Feder, Hell, and Huang [5], this shows that COMP-H is
NP-complete.We note that the equivalence of (i) and (ii) shows that RET-H is also NP-complete. As
mentioned earlier, the fact that RET-H is NP-complete is already known, cf. Feder, Hell, and Huang [5].
The construction ofG′ is as follows. The graphG′ is the graphG′ constructed in the proof of Theorem
3.1 (where H is replaced by S, see Fig. 3) together with a new vertex h3 adjacent to h0 and h2 only. Note
that the resulting graph G′ has H as an induced subgraph. We now prove the following two lemmas in
order to prove the theorem.
Lemma 3.2.1. G retracts to S if and only if G′ retracts to H.
Proof. If G′ retracts to H then G′ retracts to S, since H retracts to S. Hence G retracts to S, since G is a
subgraph of G′.
If G retracts to S then it follows from Lemma 3.1.1, that G′ − h3 retracts to S. Since h3 is adjacent
to only h0 and h2 in G′, it follows that G′ retracts to H (if r : G′ − h3 → S is a retraction then we can
deﬁne a retraction r ′ : G′ → H as follows: r ′(x) = r(x), for all x ∈ V (G′ − h3), and r ′(h3) = h3). 
Lemma 3.2.2. G′ retracts to H if and only if G′ compacts to H.
Proof. If G′ retracts to H then by deﬁnition G′ compacts to H. Now suppose that c : G′ → H is
a compaction. We ﬁrst prove that c(h0) 	= c(h2). Suppose that c(h0) = c(h2). Since h0 and h2 both
have loops, it must be that c(h0) = c(h2) = h0 or c(h0) = c(h2) = h2. Without loss of generality, let
c(h0) = c(h2) = h0 (due to symmetry). From the proof of Lemma 3.1.2 and the fact that h3 neither
has a loop nor is adjacent to h1, it follows that c(a) 	= h2, for all a ∈ V (G′ − h3). Also, c(h3) 	= h2,
as h3 is adjacent to h0 in G′. Thus we have that c(a) 	= h2, for all a ∈ V (G′), which contradicts
the assumption that c : G′ → H is a compaction. Hence, it must be that c(h0) 	= c(h2). Since h0
and h2 are the only vertices in H with a loop, c({h0, h2}) = {h0, h2}. Without loss of generality, let
c(h0) = h0 and c(h2) = h2 (due to symmetry). Since h1 and h3 are both adjacent to h0 and h2, we have
c(h1), c(h3) ∈ {h1, h3}. Without loss of generality (due to symmetry), let c(h1) = h1 and c(h3) = h3
(in fact, h3 is adjacent to only h0 and h2 in G′). Thus c : G′ → H is a retraction, and the lemma is
proved. 
We have thus proved Theorem 3.2. 
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Now consider the graphs H in Figs. 1(c)–(f), (j), and (k). Let S be the graph in Fig. 5. Each of these
graphs H have a copy of S as an induced subgraph to which it retracts. Similar to the proof for Theorem
3.2 (with some minor modiﬁcations in arguments in the proof of Lemma 3.2.2 when appropriate), we
can show that COMP-H is NP-complete for each of these graphs H. The construction of G′ is anal-
ogous to the construction in Theorem 3.2. Let H be the graph in Fig. 1(e) or (f), so as to see some
minor changes in arguments. There are two vertices at distance two in H from both the loop vertices
of S. Let V (H) − V (S) = {h3}, and c : G′ → H be a compaction. In comparison to the proof of
Lemma 3.2.2, if c(h0) = c(h2) = h0 then from the proof of Lemma 3.1.2, it follows that c(a) 	= h2
and c(a) 	= h3, for all a ∈ V (G′ − h3), but it may be possible to have c(h3) = h2 or h3, implying
that either h2 or h3 will remain uncovered under c, which is a contradiction, and hence it must be that
c(h0) 	= c(h2).





Proof. The proof is again similar to that of Theorem 3.2. We include the proof here as there is some
deviation. Let S be the graph in Fig. 5. We give a polynomial transformation from RET-S to COMP-H.
Let G be a graph with S as an induced subgraph of G, i.e., let G be instance of RET-S. We again construct
in time polynomial in the size of G, a graph G′ (containing G and H as induced subgraphs) such that
the statements (i), (ii), and (iii), as mentioned in the proof of Theorem 3.2, are equivalent. We prove the
equivalence of these statements in Lemma 3.3.1 and Lemma 3.3.2.We note that the equivalence of (i) and
(ii) shows that RET-H is also NP-complete. The fact that RET-H is NP-complete is also known earlier,
cf. Feder, Hell, and Huang [5].
The construction ofG′ is as follows. The graphG′ is the graphG′ constructed in the proof of Theorem
3.1 (where H is replaced by S, see Fig. 3) together with a new vertex h3 adjacent to every other vertex of
G′. Thus the resulting graphG′ has H as an induced subgraph. We now prove the following two lemmas
in order to prove the theorem.
Lemma 3.3.1. G retracts to S if and only if G′ retracts to H.
Proof. Suppose that G′ retracts to H, and let r ′ : G′ → H be a retraction. Since h3 is adjacent to every
vertex of G′ − h3, and h3 does not have a loop, r ′(x) 	= h3, for all x ∈ V (G′ − h3). This implies that
G′ − h3 retracts to S. Since G is a subgraph of G′ − h3, G retracts to S.
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Now suppose that G retracts to S. Then it follows, from Lemma 3.1.1, thatG′ − h3 retracts to S. Since
h3 is adjacent to every vertex of S in H, it follows that G′ retracts to H. 
Lemma 3.3.2. G′ retracts to H if and only if G′ compacts to H.
Proof. If G′ retracts to H then by deﬁnition G′ compacts to H. Now suppose that c : G′ → H is a
compaction. We ﬁrst show that G′ − h3 compacts to S. Since h3 is adjacent to every vertex of G′ − h3,
c(h3) = h1 or h3. Without loss of generality, suppose that c(h3) = h3 (due to symmetry). Since h3 does
not have a loop, r ′(x) 	= h3, for all x ∈ V (G′ − h3). This implies thatG′ − h3 compacts to S. It follows,
from Lemma 3.1.2, that G′ − h3 retracts to S. Since h3 is adjacent to every vertex of S in H, it follows
that G′ retracts to H. 
This completes the proof of Theorem 3.3. 
Wenow consider the graphH in Fig. 1(g).We ﬁrst prove thatRET-H is NP-complete and then prove that
COMP-H is NP-complete. Although NP-completeness of RET-H follows as a byproduct when proving
NP-completeness of COMP-H, we prove it separately, to illustrate the fact that a simpler construction
will sufﬁce for proving NP-completeness of RET-H, as compared to the construction used for proving
NP-completeness of COMP-H.














Fig. 9. Construction of G′ for a vertex v in G−H .
We give a polynomial transformation fromRET-S toRET-H. Recall that it follows fromHell andNesetril
[16] that RET-S is NP-complete. Let a graph G containing S as an induced subgraph be an instance of
RET-S. We construct a graph G′ (containing G and H as induced subgraphs), in time polynomial in the
size of G, such that G retracts to S if and only if G′ retracts to H.
The construction ofG′ is as follows. For each vertex v ofG−S, we add toG two distinct new vertices:
uv adjacent to v and h0; and wv adjacent to v, h1, and uv . We also add to G a new vertex h3 adjacent to
h2 and itself only (thus H is an induced subgraph of the resulting graph). See Fig. 9. This completes the
construction of G′.
We now prove the following lemma in order to prove the theorem.
Lemma 3.4.1. G retracts to S if and only if G′ retracts to H.
Proof. Suppose ﬁrst that r ′ : G′ → H is a retraction. We show that r ′(v) 	= h3, for all v ∈ V (G − S).
Suppose that r ′(v) = h3, for some v ∈ V (G−S). This implies that r ′(uv) = r ′(wv) = h2, as r ′(uv)must
be adjacent to r ′(h0) = h0 and r ′(v) = h3, and r ′(wv) must be adjacent to r ′(h1) = h1 and r ′(v) = h3.
But this is impossible, as uv is adjacent to wv , and h2 has no loop. Thus r ′(v) 	= h3. Hence G retracts to
S under r ′.
Now suppose that r : G→ S is a retraction. We deﬁne a retraction r ′ : G′ → H as follows.
We deﬁne r ′(v) = r(v), for each vertex v of the graph G, and r ′(h3) = h3.
For the vertices uv and wv of G′, with v ∈ V (G− S), we deﬁne
r ′(uv) = h1 and r ′(wv) = h2, if r(v) = h0,
r ′(uv) = h2 and r ′(wv) = h0, if r(v) = h1,
r ′(uv) = h1 and r ′(wv) = h0, if r(v) = h2.
Recall that the edges of G′ are: gg′, vuv , vwv , h0uv , h1wv , uvwv , h2h3, h3h3, with gg′ ∈ E(G),
v ∈ V (G− S). It is not difﬁcult to see that r ′ : G′ → H is a retraction. 
Thus we have now proved Theorem 3.4. 
Theorem 3.5. COMP-H is NP-complete for the graph H in Fig.7 (Fig. 1(g)).
Proof. Let S be the irreﬂexive triangle in Fig. 8. We give a polynomial transformation from RET-S to
COMP-H. Let a graph G containing S as an induced subgraph be an instance of RET-S. Once more, we










Fig. 10. Construction of G′ for a vertex v in G−H .
construct in time polynomial in the size ofG, a graphG′ (containingG andH as induced subgraphs) such
that the statements (i), (ii), and (iii), as mentioned in the proof of Theorem 3.2, are equivalent.
We prove that (i) is equivalent to (ii), and (ii) is equivalent to (iii), in Lemma 3.5.1 and Lemma 3.5.2
respectively. Since RET-S is NP-complete, this shows that COMP-H is NP-complete. We note that the
equivalence of (i) and (ii) shows that RET-H is also NP-complete. The fact that RET-H is NP-complete is
also shown using a simpler construction in the proof of Theorem 3.4.
The construction ofG′ is as follows. For each vertex v ofG−S, we add to G six distinct new vertices:
uv adjacent to v and h0; wv adjacent to v, h1, and uv (so far, apart from h3, this gives us Fig. 9); xv
adjacent to v and h0; yv adjacent to xv , wv , and h0; sv adjacent to v and h1; and zv adjacent to sv , uv ,
and h1. We also add to G a new vertex h3 adjacent to h2 and itself only (thus H is an induced subgraph
of the resulting graph). See Fig. 10. This completes the construction of G′.
We now prove the following two lemmas in order to prove the theorem.
Lemma 3.5.1. G retracts to S if and only if G′ retracts to H.
Proof. Suppose ﬁrst that r ′ : G′ → H is a retraction. As in the proof of Lemma 3.4.1, we conclude that
r ′(v) 	= h3, for all v ∈ V (G − S). Hence G retracts to S under r ′. Now suppose that r : G → S is a
retraction. We deﬁne a retraction r ′ : G′ → H as follows.
We deﬁne r ′(v) = r(v), for each vertex v of the graph G, and r ′(h3) = h3.
For the vertices uv , wv , xv , yv , zv , and sv of G′, with v ∈ V (G− S), we deﬁne r ′ as follows.
If r(v) = h0 then
r ′(uv) = h1, r ′(wv) = h2, r ′(xv) = h2, r ′(yv) = h1, r ′(sv) = h2, and r ′(zv) = h0.
If r(v) = h1 then
r ′(uv) = h2, r ′(wv) = h0, r ′(xv) = h2, r ′(yv) = h1, r ′(sv) = h2, and r ′(zv) = h0.
If r(v) = h2 then
r ′(uv) = h1, r ′(wv) = h0, r ′(xv) = h1, r ′(yv) = h2, r ′(sv) = h0, and r ′(zv) = h2.
This completes the deﬁnition of r ′. It is not difﬁcult to see that r ′ : G′ → H is a retraction. Recall that the
edges of G′ are: gg′, vuv , vwv , vxv , vsv , h0uv , h0xv , h0yv , h1wv , h1sv , h1zv , uvwv , uvzv , wvyv , xvyv ,
svzv , h2h3, h3h3, with gg′ ∈ E(G), v ∈ V (G− S). 
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Lemma 3.5.2. G′ retracts to H if and only if G′ compacts to H.
Proof. If G′ retracts to H then by deﬁnition G′ compacts to H. Now suppose that c : G′ → H is a
compaction. We prove that c(h0) 	= h3 or h2. We have c(h3) = h3, as h3 has a loop and there is no other
vertex with a loop in H.
Suppose ﬁrst that c(h0) = h3. Since c(h1) and c(h2) must both be adjacent to c(h0) = h3, we have
c(h1), c(h2) ∈ {h2, h3}. Thus c(H) ⊆ {h2, h3}. Since c : G′ → H is a compaction, there exists a vertex
a of G′ − H with c(a) = h0, and hence a must not be adjacent to h0 in G′ as c(h0) = h3. The only
possible vertices of G′ − H not adjacent to h0 are wv , zv , and sv , with v ∈ V (G− S). We also need to
include v ∈ V (G− S) if v is not adjacent to h0. We shall consider each of these possible vertices a and
show that c(a) 	= h0.
Let c(v) = h0, with v ∈ V (G − S). Since c(uv) and c(xv) must both be adjacent to c(h0) = h3
and c(v) = h0, this implies that c(uv) = h2 and c(xv) = h2. Since wv is adjacent to v and uv , we
have c(wv) = h1. Now, c(yv) = h2, as c(yv) must be adjacent to c(h0) = h3 and c(wv) = h1. Thus
we have c(xv) = c(yv) = h2 which is impossible as xv is adjacent to yv in G′, and h2 does not have
a loop.
Now let c(wv) = h0, with v ∈ V (G − S). Since uv and yv are both adjacent to wv and h0, we
have c(uv) = h2 and c(yv) = h2. Since v is adjacent to uv and wv , this implies that c(v) = h1. Now,
since c(xv) must be adjacent to c(h0) = h3 and c(v) = h1, we have c(xv) = h2. Thus we again have
c(xv) = c(yv) = h2 which is impossible.
Now suppose that c(zv) = h0, with v ∈ V (G− S). Since uv and h1 are both adjacent to zv and h0, we
have c(uv) = h2 and c(h1) = h2. Since sv is adjacent to zv and h1, this implies that c(sv) = h1. Since
c(v) must be adjacent to c(uv) = h2 and c(sv) = h1, this implies that c(v) = h0, which we have already
proved is impossible.
Now assume that c(sv) = h0, with v ∈ V (G−S). Sinceh1 is adjacent to sv andh0, we have c(h1) = h2.
Since zv is adjacent to sv and h1, this implies that c(zv) = h1. Since uv is adjacent to zv and h0, we
have c(uv) = h2. Since v is adjacent to uv and sv , this implies that c(v) = h1. Now, since c(wv) must
be adjacent to c(uv) = h2 and c(v) = h1, we have c(wv) = h0, which we have already proved is
impossible.
We have thus shown that c(h0) 	= h3. Now suppose that c(h0) = h2. Since c(h2) must be adjacent to
c(h3) = h3 and c(h0) = h2, this implies that c(h2) = h3. Now c(h1) must be adjacent to c(h0) = h2
and c(h2) = h3. Hence c(h1) = h3. Thus c(H) ⊆ {h2, h3}. As above, there exists a vertex a of G′ −H
with c(a) = h0, and hence a must not be adjacent to h1 in G′ as c(h1) = h3. The only possible
vertices of G′ − H not adjacent to h1 are uv , xv , and yv , with v ∈ V (G − S). We also need to include
v ∈ V (G − S) if v is not adjacent to h1. We consider each of these possible vertices a and show
that c(a) 	= h0.
First let c(v) = h0, with v ∈ V (G − S). Since c(wv) and c(sv) must both be adjacent to c(h1) = h3
and c(v) = h0, this implies that c(wv) = h2 and c(sv) = h2. Since uv is adjacent to v and wv , we
have c(uv) = h1. Now, c(zv) = h2, as c(zv) must be adjacent to c(h1) = h3 and c(uv) = h1. Thus
we have c(sv) = c(zv) = h2 which is impossible as sv is adjacent to zv in G′, and h2 does not have a
loop.
Next let c(uv) = h0, with v ∈ V (G− S). Since c(wv) and c(zv) must both be adjacent to c(h1) = h3
and c(uv) = h0, we have c(wv) = h2 and c(zv) = h2. Since v is adjacent to uv and wv , this implies that
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c(v) = h1. Now, since c(sv) must be adjacent to c(h1) = h3 and c(v) = h1, we have c(sv) = h2. Thus
we again have c(sv) = c(zv) = h2 which is impossible.
Now let c(xv) = h0, with v ∈ V (G− S). Since c(yv)must be adjacent to c(h0) = h2 and c(xv) = h0,
this implies that c(yv) = h1. Since c(wv) must be adjacent to c(h1) = h3 and c(yv) = h1, we have
c(wv) = h2. Since v is adjacent to wv and xv , this implies that c(v) = h1. Now, since c(uv) must
be adjacent to c(wv) = h2 and c(v) = h1, we have c(uv) = h0, which we have already proved is
impossible.
Finally, let c(yv) = h0, with v ∈ V (G − S). Since c(xv) must be adjacent to c(h0) = h2 and
c(yv) = h0, we have c(xv) = h1. Since c(wv) must be adjacent to c(h1) = h3 and c(yv) = h0,
this implies that c(wv) = h2. Now, since c(v) must be adjacent to c(xv) = h1 and c(wv) = h2, this
implies that c(v) = h0, which we have already proved is impossible. This completes the proof that
c(h0) 	= h2.
We have thus shown that c(h0) 	= h2 and c(h0) 	= h3. Hence c(h0) = h0 or h1. Due to symmetry of the
vertices h0 and h1 in H, we can choose c to be the compaction with c(h0) = h0. Recall that c(h3) = h3.
Since c(h2) must be adjacent to c(h0) = h0 and c(h3) = h3, this implies that c(h2) = h2. Now, c(h1)
must be adjacent to c(h0) = h0 and c(h2) = h2. Hence c(h1) = h1. Thus we have c(hi) = hi , for all
i = 0, 1, 2, 3. Hence c : G′ → H is a retraction, and the lemma is proved. 
This completes the proof of Theorem 3.5. 
Theorem 3.6. COMP-H and RET-H are polynomial time solvable for the graphs H in Figs. 11 (a) and
(b) (Figs. 1(h) and (i)).
h2
h2
h0 h0h1 h1h3 h3
(a) (b)
Fig. 11. H.
Proof. Let H be the graph (a) or (b) in Fig. 11. We ﬁrst show that RET-H is polynomial time
solvable by giving a polynomial time algorithm for it. Since COMP-H polynomially transforms to
RET-H (under Turing reduction), this shows that COMP-H is also polynomial time solvable. Let
a graph G containing H as an induced subgraph be an instance of RET-H. The algorithm for RET-H is as
follows.
1. If h3 has neighbours u and w in G, not necessarily distinct, such that u and w are adjacent, then G
does not retract to H.
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2. Else G retracts to H with a retraction r : G→ H deﬁned as follows:
r(h) = h, for all h ∈ V (H),
r(v) = h1, for all v ∈ Nbr(h3), and
r(v) = h0, for all v ∈ V (G)− (Nbr(h3) ∪ V (H)). 





Proof. It again sufﬁces to give a polynomial time algorithm for RET-H, as COMP-H polynomially
transforms to RET-H. Let G be a graph containing H as an induced subgraph, i.e., let G be an instance of
RET-H. The algorithm for RET-H is given below.
1. If h2 has neighbours u and w in G, not necessarily distinct, such that u and w are adjacent, then G
does not retract to H.
2. Else G retracts to H with a retraction r :G→H deﬁned as follows:
r(h) = h, for all h ∈ V (H),
r(v) = h1, for all v ∈ Nbr(h2)− {h3}, and
r(v) = h0, for all v ∈ V (G)− (Nbr(h2) ∪ V (H)). 
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Proof. We give below a polynomial time algorithm for RET-H. Let G be a graph with H as its induced
subgraph, i.e., let G be an instance of RET-H.
1. If h2 and h3 have a common neighbour in G then G does not retract to H.
2. Else G retracts to H with a retraction r :G→H deﬁned just like in step 2 in the proof of
Theorem 3.7. 





Proof. We again give a polynomial time algorithm for RET-H. Let a graph G containing H as an induced
subgraph be an instance of RET-H. Let S be a subgraph ofG induced byNbr(h3) (which includes h0 and
h2). The algorithm for RET-H is described below.
1. If there exists a path from h0 to h2 in S then G does not retract to H.
2. Else G retracts to H with a retraction r :G→H deﬁned as follows. We have that h0 and h2 are
disconnected in S. Let Z be a component of S containing h2. Thus h0 	∈ Z. We deﬁne
r(h) = h, for all h ∈ V (H),
r(v) = h0, for all v ∈ Nbr(h3)− V (Z),
r(v) = h2, for all v ∈ V (Z), and
r(v) = h1, for all v ∈ V (G)− (Nbr(h3) ∪ V (H)). 
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Proof. It will again sufﬁce to give a polynomial time algorithm for RET-H. Let a graph G with H as
its induced subgraph be an instance of RET-H. Let S be a subgraph of G induced by Nbr(h2) (which
includes h1 and h3). We outline below the algorithm for RET-H.
1. If S is not bipartite then G does not retract to H.
2. Else G retracts to H with a retraction r : G → H deﬁned as follows. Let (SA, SB) be a bipartition of
S, with h1 ∈ SA (and hence h3 ∈ SB). We deﬁne
r(h) = h, for all h ∈ V (H),
r(v) = h1, for all v ∈ SA,
r(v) = h3, for all v ∈ SB, and
r(v) = h0, for all v ∈ V (G)− (Nbr(h2) ∪ V (H)). 
We have now considered all the graphs H in Fig. 1 and shown that COMP-H and RET-H are NP-
complete or polynomial time solvable, and that the complexity classiﬁcation of COMP-H and RET-H
do not differ. For the graphs H in Figs. 1(a)–(g), (j), (k), (m), and (p), both COMP-H and RET-H are
NP-complete. For the graphs H in Figs. 1(h), (i), (l), (n), (o), and (q), both COMP-H and RET-H are
polynomial time solvable (it is not difﬁcult to see that none of these graphs are absolute retracts which
would imply polynomiality anyway; we do not discuss absolute retracts here but can be referred in lit-
erature on retraction such as [1,2]). As discussed before, for the graphs H with at most four vertices
not listed in Fig. 1, either we know from the results mentioned in the beginning of this section, or we
can infer from Theorems 2.1, 2.2, 2.5, and 2.6, that COMP-H and RET-H are NP-complete or polyno-
mial time solvable, and notice again that the complexity classiﬁcation of COMP-H and RET-H do not
differ.
A list of all graphs H with at most four vertices for which COMP-H and RET-H are NP-complete is
given in Fig. 16. For all other graphs H with at most four vertices, not in this list, both COMP-H and
RET-H are polynomial time solvable.
We note the following theorem for retraction and then remark on some of our ﬁndings.
Theorem 3.11. Let H be a given graph, and H ′ be a graph containing H as an induced subgraph, such
that H ′ retracts to H. Then RET-H polynomially transforms to RET-H ′.
Proof. LetG be a graph withH as an induced subgraph, i.e., letG be an instance of RET-H. We construct
in time polynomial in the size of G, a graphG′ (containing G andH ′ as induced subgraphs) such that the
following statements (i) and (ii) are equivalent:
(i) G retracts to H.
(ii) G′ retracts to H ′.
This would imply that RET-H polynomially transforms to RET-H ′.
The construction of G′ is as follows. We add to the subgraph H of G, the vertices of V (H ′) − V (H)
and the edges of E(H ′) − E(H) such that H is expanded to the graph H ′ (the vertices of H ′ − H are
not adjacent to any vertex ofG−H ). Clearly, G retracts to H if and only ifG′ retracts to H ′. We see the
mappings as follows.
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(d) (e) (f)
(g) (h) (i) (j)
(k) (l) (m)
(n) (o) (p)
(q) (r) (s) (t)
Fig. 16. List of all graphs H with at most four vertices for which COMP-H and RET-H are NP-complete.
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If r : G→ H is a retraction then we can deﬁne a retraction r ′ : G′ → H ′ as follows:
r ′(v) = r(v), for all v ∈ V (G),
r ′(h′) = h′, for all h′ ∈ V (H ′)− V (H).
Now suppose that r ′ : G′ → H ′ is a retraction. Let s : H ′ → H be a retraction. Note that s(r ′(v)) =
r ′(v), if r ′(v) ∈ V (H), with v ∈ V (G). We can deﬁne a retraction r : G→ H as follows:
r(v) = s(r ′(v)), for all v ∈ V (G). 
It follows from Theorem 3.11 that if RET-H is NP-complete for a graph H then for any graph H ′ that
retracts to H, RET-H ′ is also NP-complete. There are however graphs H ′ with RET-H ′ NP-complete
althoughH ′ does not retract to its induced subgraphHwith RET-HNP-complete. Note that for the graph
H in Fig. 6 (Fig. 1(m)), H does not retract to its induced subgraph S, where S is the path h0h1h2 with
loops on h0 and h2 only (we know that RET-S is NP-complete) but RET-H is NP-complete (compare
with Theorem 3.11). Similarly, for the graph H in Fig. 7 (Fig. 1(g)) containing an irreﬂexive triangle
S = h0h1h2h0 as an induced subgraph, H does not retract to S (we know that RET-S is NP-complete) but
RET-H is NP-complete (compare with Theorem 3.11).
4. Compaction to a partially reﬂexive path and other graphs
Theorem 4.1. Let H be a path of length k2, whose ﬁrst and last vertices have loops, and no other
vertex of H has a loop. Then COMP-H is NP-complete.
Proof. Let H be the graph in Fig. 17.
h0 h1 hk-1 hk
Fig. 17. H.
It is clear that COMP-H is in NP. We give a polynomial transformation from RET-H to COMP-H.
Recall that RET-H is NP-complete, cf. Feder, Hell, and Huang [5]. Let a graph G containing H as an
induced subgraph be an instance of RET-H. We construct in time polynomial in the size of G, a graph
G′ (containing G as an induced subgraph) such that the statements (i), (ii), and (iii), as mentioned in the
proof of Theorem 3.1, are equivalent. We prove that (i) is equivalent to (ii), and (ii) is equivalent to (iii),
in Lemma 4.1.1 and Lemma 4.1.2 respectively.
In our discussion, we let k = 2n or 2n+ 1, for some integer n1 (thus n = k/2). The construction
ofG′ is as follows. For each vertex v in V (G−H), we add toG a new vertexwv and three vertex disjoint
paths Uv , Yv , and Xv , where Uv and Yv both contain k − 1 new vertices, and Xv contains n − 1 or n
new vertices depending on whether k is even or odd respectively (note that the path Xv exists only when
k > 2). Let Uv = uv1uv2 . . . uvk−1, Yv = yv1yv2 . . . yvk−1, and Xv = xv1xv2 . . . xvp, where p = n − 1, if k is





k−1, hkyvk−1, and vxvp, with v ∈ V (G − H). See Fig. 18. For k = 2, we add the same edges





















Fig. 18. Construction of G′ for a vertex v in G−H .
as for k > 2 except that now the path Xvv collapses just to the vertex v, and instead of the edges uv1xv1 ,
wvx
v
1 , and vxvp, we just add the edges uv1v and wvv, with v ∈ V (G−H). Note that uv1, xv1 , and wv form
a triangle, for k > 2; uv1, v, and wv form a triangle, for k = 2; and uv1, wv , and yv1 form a triangle, for all
k2, with v ∈ V (G−H). This completes the construction of G′.
We now prove the following two lemmas in order to prove the theorem.
Lemma 4.1.1. G retracts to H if and only if G′ retracts to H.
Proof. If G′ retracts to H then it is clear that G retracts to H since G is a subgraph of G′. Now suppose
that r : G→ H is a retraction. Below, we deﬁne a retraction r ′ : G′ → H . As we go along the deﬁnition
of r ′, we shall be considering the edges ab ofG′, showing that r ′(a)r ′(b) is an edge of H (as required for





k−1, and hkyvk−1, with ab ∈ E(G), v ∈ V (G−H), i = 1, 2, . . . , k− 2. Further, if k > 2 then
G′ also has the edges xvi xvi+1, uv1xv1 , wvxv1 , and vxvp, with v ∈ V (G−H), i = 1, 2, . . . , p − 1. If k = 2
then G′ also has the edges uv1v and wvv, with v ∈ V (G−H).
For each vertex v of the graph G, we deﬁne
r ′(v) = r(v).
Thus for an edge vv′ of G′, r ′(v)r ′(v′) = r(v)r(v′) is an edge of H, with vv′ ∈ E(G).
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We now ﬁx a vertex v ∈ V (G−H) for deﬁning r ′ for the vertices ofUv , Yv , andXv , and for the vertex
wv . Let r(v) = hj . We shall deﬁne r ′ for the said vertices when 0jn, and when n+ 1jk.
First assume that 0 jn.
For the vertices of Uv , Yv , and Xv , and for the vertex wv , we deﬁne r ′ as follows.
r ′(uvi )= h0, for all i = 1, 2, . . . , k − 1,
r ′(wv)= h0,
r ′(yvi )= hi, for all i = 1, 2, . . . , k − 1,
if j = 0 then
r ′(xvi ) = h0, for all i = 1, 2, . . . , p,
if j > 0 and k is even then
r ′(xvi )= h0, for all i = 1, 2, . . . , n− j,
r ′(xvi )= hi−n+j , for all i = n− j + 1, n− j + 2, . . . , n− 1,
if j > 0 and k is odd then
r ′(xvi )= h0, for all i = 1, 2, . . . , n− j + 1,
r ′(xvi )= hi−n+j−1, for all i = n− j + 2, n− j + 3, . . . , n.
We now consider all the remaining edges ab ofG′, i.e., ab ∈ E(G′)−E(G) and prove that r ′(a)r ′(b) is
indeed an edge of H.
Clearly, r ′(a)r ′(b) is an edge of H where ab is an edge of G′ among uvi uvi+1, yvi yvi+1, xvs xvs+1, for all
i = 1, 2, . . . , k − 2, s = 1, 2, . . . , p − 1.
For the edges uv1wv , uv1yv1 , and wvyv1 of G′, r ′(uv1)r ′(wv) = h0h0, r ′(uv1)r ′(yv1 ) = h0h1, and
r ′(wv)r ′(yv1 ) = h0h1 are respectively the edges of H.
For the edges h0uvk−1 and hkyvk−1 of G′, r ′(h0)r ′(uvk−1) = h0h0 and r ′(hk)r ′(yvk−1) = hkhk−1 are
respectively the edges of H.
We now consider an edge vxvp of G′, for k > 2. If j = 0, we have that r ′(v)r ′(xvp) = h0h0 is an edge
of H. If j > 0, we have that r ′(v)r ′(xvp) = hjhj−1 is an edge of H.
Next consider the edges uv1xv1 and wvxv1 of G′, for k > 2. For even k, we have r ′(xv1 ) = h1, if j = n,
and r ′(xv1 ) = h0, otherwise. For odd k, we have r ′(xv1 ) = h0 always. Hence, r ′(uv1)r ′(xv1 ) = h0r ′(xv1 )
and r ′(wv)r ′(xv1 ) = h0r ′(xv1 ) are the edges of H.
Finally, consider the edges uv1v and wvv, for k = 2. We have r(v) = h0 or h1. Hence, r ′(uv1)r ′(v) =
h0r(v) and r ′(wv)r ′(v) = h0r(v) are the edges of H.
Thus we have proved that, when 0jn, r ′(a)r ′(b) is an edge of H, for every edge ab of G′.
Now assume that n+ 1 jk.
For the vertices of Uv , Yv , and Xv , and for the vertex wv , we deﬁne r ′ as follows.
r ′(uvi )= hk−i , for all i = 1, 2, . . . , k − 1,
r ′(wv)= hk,
r ′(yvi )= hk, for all i = 1, 2, . . . , k − 1,
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if j = k then
r ′(xvi ) = hk, for all i = 1, 2, . . . , p,
if j < k and k is even then
r ′(xvi )= hk, for all i = 1, 2, . . . , j − n,
r ′(xvi )= hn−i+j , for all i = j − n+ 1, j − n+ 2, . . . , n− 1,
if j < k and k is odd then
r ′(xvi )= hk, for all i = 1, 2, . . . , j − n,
r ′(xvi )= hn−i+j+1, for all i = j − n+ 1, j − n+ 2, . . . , n.
Note that, for even k, r ′(xv1 ) = hk; for odd k, r ′(xv1 ) = hk−1, if j = n+ 1, and r ′(xv1 ) = hk , otherwise;
for both even and odd k, r ′(xvn−1) = hk , if j = k, and r ′(xvn−1) = hj+1, if j < k. Similar to the previous
case when 0jn, it can be veriﬁed that r ′(a)r ′(b) is an edge of H, for all ab ∈ E(G′)− E(G).
Thuswe have proved that r ′ : G′ → H is a homomorphism. Since r ′(h) = r(h) = h, for all h ∈ V (H),
we have that r ′ : G′ → H is a retraction. 
Lemma 4.1.2. G′ retracts to H if and only if G′ compacts to H.
Proof. If G′ retracts to H then by deﬁnition G′ compacts to H. Now suppose that c : G′ → H is
a compaction. We ﬁrst prove that c(h0) 	= c(hk). Suppose that c(h0) = c(hk). Since h0 and hk both
have loops, it must be that c(h0) = c(hk) = h0 or c(h0) = c(hk) = hk . Without loss of general-
ity, let c(h0) = c(hk) = h0 (due to symmetry). If c(a) = hk , for any vertex a of G′, then it must
be that dG′({h0, hk}, a)  dH (c({h0, hk}), c(a)) = dH (h0, hk) = k. We show that there is no vertex a
in G′ with c(a) = hk . We have, in G′, the paths uv1uv2 . . . uvk−1h0, yv1yv2 . . . yvk−1hk , and h0h1 . . . hk−1
of length k − 1 each, which we use in our distance calculations below, with v ∈ V (G − H). Since
dG′(h0, uvi ) = k − i < dH (c(h0) = h0, hk) = k, c(uvi ) 	= hk , for all i = 1, 2, . . . , k − 1, with
v ∈ V (G − H). Since dG′(hk, yvi ) = k − i < dH (c(hk) = h0, hk) = k, c(yvi ) 	= hk , for all i =
1, 2, . . . , k−1,with v ∈ V (G−H). Since dG′(h0, hi) = i < dH (c(h0) = h0, hk) = k, c(hi) 	= hk , for all
i = 1, 2, . . . , k − 1.
If c(wv) = hk , for some v ∈ V (G−H), then c(uv1) = c(yv1 ) = hk−1, as uv1 and yv1 are adjacent to wv
in G′, and we have shown that c(uv1) 	= hk and c(yv1 ) 	= hk . But this is impossible, as also uv1 is adjacent
to yv1 in G′, and hk−1 does not have a loop. Hence c(wv) 	= hk .
Now, for k = 2, if c(v) = hk , for some v ∈ V (G−H), then c(uv1) = c(wv) = hk−1, as uv1 and wv are
adjacent to v in G′, and we have shown that c(uv1) 	= hk and c(wv) 	= hk . But this is impossible, as also
uv1 is adjacent towv inG′, and hk−1 does not have a loop. Hence c(v) 	= hk , if k = 2. Similarly, we show
that, for k > 2, c(xv1 ) 	= hk (recall that uv1, xv1 , and wv form a triangle inG′, for k > 2, and uv1, v, and wv
form a triangle inG′, for k = 2; in the above arguments, we just replace v by xv1 ), with v ∈ V (G−H).
It only remains to show that, for k > 2, c(v) 	= hk and c(xvi ) 	= hk , for all, i = 2, 3, . . . , p, with
v ∈ V (G − H). Since uv1, xv1 , and wv form a triangle in G′, and we showed that none of these vertices
map to hk under c, it must be that c({uv1, xv1 , wv}) = {h0, h1} or {h0}, as h0 is the only other vertex
in H with a loop, with v ∈ V (G − H). Thus we have c(xv1 ) = h0 or h1, with v ∈ V (G − H). Since
dG′(xv1 , x
v
i ) = i − 1 < dH(c(xv1 ) = h0 or h1, hk)k − 1, we have c(xvi ) 	= hk , for all i = 2, 3, . . . , p,
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with v ∈ V (G − H). Since dG′(xv1 , v) = p < dH(c(xv1 ) = h0 or h1, hk)k − 1, we have c(v) 	= hk ,
with v ∈ V (G−H).
Thus, for all k, we have shown that c(a) 	= hk , for all a ∈ V (G′). Hence, it must be that c(h0) 	= c(hk).
Since h0 and hk are the only vertices in H with a loop, c({h0, hk}) = {h0, hk}. Without loss of generality,
let c(h0) = h0 and c(hk) = hk (due to symmetry). This implies that c(hi) = hi , for all i = 2, 3, . . . , k−1.
Thus c : G′ → H is a retraction and the lemma is proved. 
This completes the proof of Theorem 4.1. 
Now, we consider some other general graphs H for COMP-H whose complexity results follow using
Theorem 4.1. Let H be a graph with several paths of the same length k2 from h0 to hk such that the
paths are internally disjoint, where h0 and hk are the only vertices of H with loops, and H consists of
nothing else other than these paths. See Fig. 19.
Let S be the graph in Fig. 20. The graph H has S as an induced subgraph, and clearly, H retracts to S.
Similar to the proof for Theorem 3.2, we can show that COMP-H is NP-complete using Theorem 4.1.
Note that RET-H is also NP-complete, cf. Feder, Hell, and Huang [5].
Now, letH be a graph consisting of a path h0h1...hk of length k2, and a vertex hk+1 adjacent to every
vertex of this path, where h0 and hk are the only vertices of H with loops, and H consists of nothing else
other than the stated description. See Fig. 21. We note again that RET-H is NP-complete, cf. Feder, Hell,
and Huang [5]. Similar to the proof for Theorem 3.3, we can show using Theorem 4.1 and the graph S in









5. Applications of compaction
In this section, we address three categories of applications of compaction. These are with regards to
the constraint satisfaction problem, the colouring problem, and parallel computation in a multiprocessor
system.
A very close relationship between the compaction problem and the constraint satisfaction problem
is shown by Vikas [28]. The constraint satisfaction problem is well known to have an important role
in artiﬁcial intelligence with vast applications. It is shown by Vikas [28] that the constraint satisfaction
problem can be viewed as the compaction problem for reﬂexive as well as bipartite graphs. Similar results
have been shown with respect to the retraction problem for bipartite graphs by Feder andVardi [9] and for
reﬂexive graphs by Feder and Hell [4]. Thus a constraint satisfaction problem for a practical application
may be solved as a corresponding compaction problem.
The compaction problem is a special graph colouring problem. The colouring problem is a classic
problem in graph theory, and has several applications, such as in printed circuit testing [11], storage
[3], scheduling [20], etc. The graph homomorphism problem, i.e., the H-colouring problem, is a gener-
alisation of the colouring problem, and known to be related to grammars and interpretations [21]. The
compaction problem is the graph homomorphism problem with additional constraints. Thus applications
of the colouring problem and the H-colouring problem with additional appropriate requirements may be
formalised as the compaction problem.
We now mention an application of compaction in a multiprocessor system for parallel computation.
Suppose that there are a ﬁxed number of processors with communication links between some pairs
of processors. Suppose that there are several jobs to be executed on the processors, and that some
pairs of jobs need to communicate with each other during execution. It is desired that the execution
of the jobs be completed in minimum possible time, and that each pair of jobs which need to com-
municate are allocated either the same processor or a pair of processors which have a communica-
tion link between them. Completion time may be affected due to (i) job loads on each processor, and
(ii) communication delays. Note that each job may contribute a different load on the processors, and
the communication delay due to a processor communicating with another processor through a com-
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munication link can be expected to be more than the time taken for a processor to communicate with
itself.
We ﬁnd an allocation of the processors to the jobs meeting the above requirements through compaction.
Deﬁne H to be the graph whose vertices are processors, and there is an edge between a pair of vertices
of H if there is a communication link between them. Since a processor can communicate with itself, we
assume that there is a loop on each vertex ofH, i.e.,H is reﬂexive. DeﬁneG to be the graph whose vertices
are jobs, and there is an edge between a pair of vertices of G if they need to communicate. Let S be a
subgraph ofH, and c : G→ S be a compaction. The graph S together with the allocation of the processors
to the jobs given by the mapping c provides a measure of the completion time for the jobs with respect
to S and c, as governed by (i) and (ii) mentioned above; we say that the pair (S, c) has the corresponding
completion time (such measurements of completion time are normally only an estimate). There may be
several different compactions of G to S. Thus we meet the requirements by ﬁnding a subgraph M of H
together with a compaction c : G → M such that (M, c) has the minimum completion time. Note that
we are guaranteed to ﬁnd an allocation of the processors to the jobs, and hence be able to execute the
jobs, as clearly G compacts to a subgraph of H containing only one vertex since the vertices of H have
loops.
Nowconsider the scenario related to the utilizationof themultiprocessor network systemas a heuristic to
contribute towards the completion time of the jobs. Suppose the criteria is just to execute the jobs utilizing
maximum resources provided by the multiprocessor network system. The resources in the system are the
processors and the communication links. Thus it is desired to execute the jobs on as many processors as
possible (which could be a heuristic to speed up execution of the jobs) using as many communication
links as possible (which could be a heuristic to reduce congestion on the communication links, and hence
again contribute towards the completion time of the jobs). Further, suppose it is also desired that each pair
of jobs which need to communicate are allocated either the same processor or a pair of processors which
have a communication link between them. This may be desired to facilitate fast communication between
the jobs needing to communicate with each other, assuming that the cost of individual communication
links is negligible (but the cost of more than one communication link together may not be negligible).
Hence it again contributes towards the completion time of the jobs. We meet the above requirements
by ﬁnding a subgraph S of H with maximum number of vertices and edges such that G compacts to S,
and deﬁning a compaction c : G → S for the actual allocation of the processors to the jobs; the graph
S provides information on the maximum utilization of the system by the execution of the jobs meeting
the requirements. As explained above, we are guaranteed to ﬁnd an allocation of the processors to the
jobs, and be able to execute the jobs. If we wish to see whether the system can be fully utilized by
the execution of the jobs, meeting the requirements, then we simply need to see whether G compacts
to H.
Now consider the following situation. Suppose that some processors are not very efﬁcient. Hence in
addition to the above requirements, it is desired that if a processor p is inefﬁcient then not both the jobs
which need to communicate with each other are allocated p. This may be desirable from the following
point of view. Let J1 and J2 be two jobs which need to communicate with each other. Then J1 may
have to wait until J2 has produced some value, and vice versa. In order that such values be already
calculated and ready when needed, it may be desirable in certain situations that J1 and J2 not both run
on the same processor to avoid congestion on the processor resource to produce those values, and hence
avoid longer waiting time for jobs, especially when the processor is inefﬁcient. Hence it is desired that
J1 and J2 run either on the same processor that is efﬁcient or on different processors (which have a
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communication link between them); this could be a heuristic to speed up execution of the jobs. It is more
useful to assume here that the cost of individual communication links is negligible (but the cost of more
than one communication link together may not be negligible). With this requirement, we can assume for
our purpose that if a processor p is inefﬁcient then the vertex of H corresponding to p does not have a
loop, whereas the vertices of H corresponding to efﬁcient processors continue to have loops. Thus H is
a partially reﬂexive graph. Note that assuming that the graph G is irreﬂexive does not affect any of the
requirements. We need to assume here that G is irreﬂexive in order to allow a job to run on an inefﬁcient
processor. Note however, if we want a particular job J to run only on an efﬁcient processor for suitability
then we assume that the vertex of G corresponding to J has a loop and otherwise it does not have a
loop. Thus G may also be a partially reﬂexive graph. The entire requirement is again met by ﬁnding a
compaction of G to a subgraph S of H, where S is as described above. Note that if H is irreﬂexive then
there may exist no compaction of G to any subgraph of H, and we may accordingly decide to have loops
on certain vertices of H.
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