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ABSTRACT
In the article [1], Michon and Ravache define a group action of S3 on the set of
irreducible polynomials of degree ≥ 2 over F2, and seeing that the orbits can have
1, 2, 3, or 6 elements, they give answers to the following two questions: Which
polynomials have i ∈ {1, 2, 3, 6} elements in their orbits? Within the orbits of the
irreducible polynomials of degree n ≥ 2, how many of them consist of i ∈ {1, 2, 3, 6}
elements? After their article, the next step seems to generalize their results to the
Fq-case, however, their definition of the group action is not so suitable for such an
extension. Therefore it is defined in a slightly different approach in this master
thesis so that it can be easily generalized to the Fq-case later. Furthermore, the
results of the article [1] are reacquired using the new definition. Additionally, in the
light of the articles [2] by Meyn and [3] by Michon and Ravache, the construction of
irreducible polynomials of a higher degree which remain invariant under the group
action of a given element forms a part of this thesis.
I˙NDI˙RGENEMEZ I˙KI˙LI˙ POLI˙NOMLAR U¨ZERI˙NE
Pınar Ongan
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Tez Danıs¸manı: Prof. Dr. Henning Stichtenoth
Anahtar Kelimeler: sonlu cisimler, indirgenemez polinomlar, grup etkileri, 2× 2
terslenebilir matrisler, permu¨tasyonlar.
O¨ZET
Fq, q elemanlı bir sonlu cisim; GL2[F2], o¨g˘eleri F2’ye ait 2×2 terslenebilir matrisler
grubu ve S3, 3 elemanın permu¨tasyon grubu olsun.
Michon ve Ravache, makale [1]’de S3’ten F2[x]’teki (derecesi 1’den bu¨yu¨k) in-
dirgenemez polinomlar ku¨mesi u¨zerine bir grup etkisi tanımlıyor ve bir yo¨ru¨ngenin
1, 2, 3, ya da 6 elemanlı olabileceg˘ini go¨zlemleyerek s¸u soruları cevaplıyor: Hangi
polinomların yo¨ru¨ngesinde i ∈ {1, 2, 3, 6} eleman bulunur? Derecesi n ≥ 2 olan
indirgenemez polinomların kac¸ının yo¨ru¨ngesi i ∈ {1, 2, 3, 6} elemanlıdır? On-
ların bu makalesinin ardından bir sonraki adım, sonuc¸larının Fq’ya genellenmesi
olarak go¨ru¨nse de, makaledeki grup etkisi tanımı bu tarz bir genis¸lemeye pek uy-
gun degˇil. Dolayısıyla, bu yu¨ksek lisans tezinde grup etkisi bir parc¸a farklı bir
bic¸imde tanımlanıyor ki daha sonra Fq’ya kolayca genellenebilsin. Ayrıca, makale
[1]’in sonuc¸ları da yeni grup etkisi tanımı kullanılarak tekrar elde ediliyor. Dahası,
Meyn’ın yazdıgˇı makale [2] ve yine Michon ve Ravache’ın c¸als¸ması olan makale [3]’u¨n
ıs¸ıgˇında; daha yu¨ksek dereceye sahip ve verilen bir grup elemanının etkisinde sabit
kalan indirgenemez polinomların ins¸aası da bu tezin bir parc¸asını olus¸turuyor.
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1 Introduction
Given a group G and a nonempty set X; G is said to act on X if there exists a
map · : G×X → X defined as ·(g, x) := g · x satisfying
g2 · (g1 · x) = (g2g1) · x and e · x = x, ∀g1, g2 ∈ G ∀x ∈ X,
where e is the identity of G. One can naturally define an equivalence relation on X
as
x ∼ y ⇔ g · x = y, for some g ∈ G,
where x, y ∈ X. So, for any x ∈ X, we can talk about the equivalence class of x
according to this relation, which is named the orbit of x and denoted as Orb(x) in
the course of this study. Also, the set of elements in G fixing x is called the stabilizer
of x in G and the notation used for it in this text is StabG(x). Moreover, this set
is, in fact, a subgroup of G; and the Orbit-Stabilizer Theorem gives us
|G| = |Orb(x)| |StabG(x)| , for any x ∈ X.
In the next section of this study, using these basic notions, we will define a group
action of GL2[F2] on the set I of irreducible polynomials of degree ≥ 2 over F2. In
fact, in the article [1], Michon and Ravache define a similar group action of S3 on
the same set I and work on the orbits of irreducible binary polynomials. Although
a generalization of the results of [1] to the Fq-case will be a further step, since the
definition of the group action in [1] is not so suitable for such a generalization, it
will be defined in a slightly different approach in this master thesis so that it can be
easily generalized to the Fq-case later.
In Section 3, we will first realize several facts about the group GL2[F2] and the
action of this group on the set I. Then, seeing that an orbit of an irreducible
polynomial of degree ≥ 2 can contain 1, 2, 3 or 6 elements, we will focus on the
following two questions for a given i ∈ {1, 2, 3, 6} and a given integer n ≥ 2:
Which polynomials have i elements in their orbit? Within the orbits of irreducible
polynomials of degree n, how many of them consists of i elements? Indeed, Michon
and Ravache answer these questions in [1] and their results will be reacquired in this
study using our group action defined in Section 2.
Lastly, we will study on the construction of invariant irreducible binary polyno-
mials of a higher degree in Section 4. To be more precise, let an irreducible binary
polynomial f of degree n ≥ 3 and a matrix A ∈ GL2[F2] be given, we will define
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several transformations τ : F2[x]→ F2[x] such that deg(τ(f)) > n and τ(f) is fixed
by the matrix A; we will and answer the question when τ(f) is irreducible over F2.
Intrinsically, the main goal of this section is studied in [3] by Michon and Ravache;
and, basically, the articles [2] by Meyn together with [3] shed light on this section.
2 The Definition of the Action of GL2[F2] on
Irreducible Polynomials
Let G := GL2[F2] and M be the set of polynomials f over F2 of degree ≥ 2 such
that f has no root in F2. Define a group action of G on the set M as:
(A · f)(x) := (bx+ d)nf
(
ax+ c
bx+ d
)
, (2.1)
where A =
[
a b
c d
]
∈ G and f(x) ∈M with deg(f) = n.
Lemma 1. Let A,B ∈ G and f ∈M. Then
a. deg(A · f) = deg(f) and A · f ∈M.
b. A · (B · f) = (AB) · f .
c. I · f = f , where I is the identity matrix of G.
Proof. A,B ∈ G and f ∈M.
a. Let f(x) =
∑n
i=0 aix
i. Then
(A · f)(x) =
n∑
i=0
ai(ax+ c)
i(bx+ d)n−i,
implying that the coefficient of xn in (A · f)(x) is
a0b
n + a1ab
n−1 + ...+ an−1an−1b+ anan.
If b = 0, then this coefficient is ana
n. Since ad− bc 6= 0, by assumption on the
matrix A; we already have a 6= 0. Furthermore, deg(f) = n implies an 6= 0.
So deg(A · f) = n in this case. On the other hand, if b = 1, assume that the
coefficient of xn in (A · f)(x) is equal to 0. This implies
f(a) = f
(
a
b
)
= 0
2
which is a contradiction since f has no root in F2, by assumption. Hence
deg(A · f) = n
in any case.
Now, assume k ∈ F2 is a root of A · f . If bk + d = 0, then
0 = (A · f)(k) =
n∑
i=0
ai(ak + c)
i(bk + d)n−i = an(ak + c)n
will imply ak + c = 0. So we obtain
0 = a(bk + d) = b(ak) + ad = bc+ ad
which is a contradiction since A ∈ G.
If bk + d = 1, then
0 = (A · f)(k) = (bk + d)nf
(
ak + c
bk + d
)
,
i.e. f has a root ak+c
bk+d
∈ F2 which contradicts with the assumption f ∈M.
Hence A · f has no root in F2.
b. On one hand,
A·(B ·f) =
[
a b
c d
]
·
([
e k
g h
]
·f(x)
)
=
[
a b
c d
]
·
(
(kx+h)nf
(
ex+ g
kx+ h
))
= ((ak + bh)x+ (ck + dh))nf
(
(ae+ bg)x+ (ce+ dg)
(ak + bh)x+ (ck + dh)
)
.
On the other hand,
(AB) · f(x) =
[
ae+ bg ak + bh
ce+ dg ck + dh
]
· f(x)
= ((ak + bh)x+ (ck + dh))nf
(
(ae+ bg)x+ (ce+ dg)
(ak + bh)x+ (ck + dh)
)
.
c. By definition.
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Hence, we know that G acts on M by definition (2.1).
Lemma 2. For all A ∈ G and f, g ∈M, we have A · (fg) = (A · f)(A · g).
Proof. Let f(x) =
∑n
i=0 aix
i and g(x) =
∑r
j=0 bjx
j. Then, on one hand,
A · (fg) = A ·
( n+r∑
k=0
∑
i+j=k
(aibj)x
k
)
= (bx+ d)n+r
n+r∑
k=0
∑
i+j=k
(aibj)
(
ax+ c
bx+ d
)k
.
On the other hand, the right side of the equation is
(bx+ d)n+rf
(
ax+ c
bx+ d
)
g
(
ax+ c
bx+ d
)
= (bx+ d)n+r
n+r∑
k=0
∑
i+j=k
(aibj)
(
ax+ c
bx+ d
)k
.
Corollary 3. For A ∈ G and f ∈M, we have
A · f is irreducible over F2 ⇔ f is irreducible over F2.
Proof. V: If f is reducible over F2, then f = gh, for some g and h in M. So A · f
must also be reducible since
A · f = A · (gh) = (A · g)(A · h).
W: Obvious by a similar approach to the converse part, since A is invertible.
Now, define the set I := {f(x) ∈M | f is irreducible over F2}. Then, using the
previous corollary, one can restrict the definition of the group action in (2.1) to an
action of G on I. (In this paper, we’re mainly interested in this group action of G
on I.)
3 Orbits of Irreducible Polynomials
Proposition 4. G is isomorphic to S3.
Proof. Let A ∈ G, then, by definition of the general linear group G, A maps the
elements of the vector space F22 to the elements in the same vector space and fixes
the zero element of F22. Take the subset
J := {e1 := (1, 0), e2 := (0, 1), e3 := (1, 1)}
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of F22 and consider $ : G→ SJ defined as
$(A) := σA, where σA(ei) := Aei, ∀i ∈ {1, 2, 3}.
For A, B ∈ G and 1 ≤ i ≤ 3,
σAB(ei) = AB(ei) = A(Bei) = AσB(ei) = σA(σB(ei))
implies that $ is an injective homomorphism since the matrices in G act nontrivially
on the basis vectors e1 and e2. Furthermore, the number of elements in G is 6 proves
that $ is an isomorphism. On the other hand, the set J consists of 3 elements,
which implies SJ = S3. Hence G ∼= S3.
Let f be a polynomial in I, then, since StabG(f) is a subgroup of G, |StabG(f)|
must divide 6, by Lagrange’s Theorem. Also, since S3 is a non-commutative group
that has
• one subgroup of order 1,
• three cyclic subgroups of order 2,
• one cyclic subgroup of order 3,
• one subgroup of order 6
and no other subgroup, we can say
|StabG(f)| 6= 6⇒ StabG(f) is cyclic.
Furthermore, Orbit-Stabilizer Theorem gives us the following result:
|Orb(f)| = 1, 2, 3 or 6, ∀f ∈ I.
Definition 5. For a polynomial f in I, the number of elements in the orbit of f is
called the length of Orb(f).
Also, since every polynomial in an orbit must have the same degree, the following
definition makes sense:
Definition 6. For a polynomial f ∈ I, the degree of Orb(f) is defined as the
degree of f .
So, for a given i ∈ {1, 2, 3, 6} and n ≥ 2, one can ask the following two questions:
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• Which polynomials have orbit length i?
• How many orbits of degree n have orbit length i?
The rest of this section is dedicated to answer these questions in sequel, but before
that, we need a proposition to use later:
Proposition 7. G is generated by the matrices S =
[
0 1
1 0
]
and T =
[
1 0
1 1
]
.
Proof. We have
S2 = I = T 2, i.e. ordG(S) = ordG(T ) = 2.
Moreover,
TS =
[
0 1
1 1
]
, TST =
[
1 1
0 1
]
, (TS)2 =
[
1 1
1 0
]
, (TS)2T =
[
0 1
1 0
]
and (TS)3 = I. i.e. ordG(TS) = 3, which completes the proof since |G| = 6.
3.1 Polynomials of a given orbit length
Knowing that an orbit length may be 1, 2, 3 or 6, we are looking for an answer
to the question: “Which polynomials have orbit length i?” for i taking the values
1, 2, 3 and 6 in this subsection. First of all, let’s look at the polynomials in I of
orbit length 1:
Proposition 8. f ∈ I has orbit length 1 if and only if f(x) = x2 + x+ 1.
Proof. For the sufficiency, let f be a polynomial in I of degree n satisfying |Orb(f)| =
1. Then, by Orbit-Stabilizer Theorem, |StabG(f)| = 6, and since StabG(f) is a sub-
group of G, we have StabG(f) = G. So, by Proposition 7,
f = S · f = T · f.
And the definition of the action gives that
f(x) = xnf
(
1
x
)
= f(x+ 1).
Now, let α be a root of f , then all the roots of f in F2 are α, α2, α2
2
, ..., α2
n−1
,
and
0 = f(α) = αnf
(
1
α
)
= f(α + 1).
6
Since α 6= 0, α + 1 and 1
α
must also be roots of f :
α + 1 = α2
k
and α−1 = α2
s
, for some 0 < k, s < n. (3.1)
On one hand, by taking the (2k)th power of the first equation, we get
α2
2k
= (α2
k
)2
k
= (α + 1)2
k
= α2
k
+ 1 = (α + 1) + 1 = α.
So 2k ≡ 0 mod n. On the other hand, by taking the (2s)th power of the second
equation in (3.1), we obtain
α2
2s
= (α2
s
)2
s
= (α−1)2
s
= (α2
s
)−1 = (α−1)−1 = α.
So 2s ≡ 0 mod n, and since 0 < k, s < n, we have k = n
2
= s implying that k = s.
Thus α + 1 = α−1, which gives us the equation α2 + α + 1 = 0. Therefore α is a
root of the polynomial x2 + x + 1, and so f(x) must divide x2 + x + 1 since f is
the minimal polynomial of α over F2. However, this means f(x) = x2 + x+ 1 since
deg(f) ≥ 2.
For the necessity, consider the polynomial f(x) = x2 + x+ 1 ∈ I. To show that it
has orbit length 1, it’s enough to show that f is fixed by every element of G. Since
S · (x2 + x+ 1) = x2
(
1
x2
+
1
x
+ 1
)
= x2 + x+ 1
and
T · (x2 + x+ 1) = (x+ 1)2 + (x+ 1) + 1 = x2 + x+ 1,
by Proposition 7, the proof is complete.
In the analysis of the polynomials in I of orbit length 6= 1, the following two
theorems will be crucial:
Theorem 9. If f ∈ I of degree n ≥ 3, A ∈ G such that ordG(A) = m ≥ 2 and
A · f = f , then n ≡ 0 mod m.
Theorem 10. If f ∈ I such that deg(f) ≥ 3 and
[
a b
c d
]
∈ StabG(f), then f(x)
must divide the polynomial bx2
s+1 + ax2
s
+ dx+ c, for some 0 ≤ s ≤ n− 1.
However, the proofs of these theorems will require some additional work. First,
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define a group action of G on F2 \ F2 as follows:
A · α := dα + c
bα + a
, (3.2)
where A =
[
a b
c d
]
∈ G and α ∈ F2 \ F2.
Lemma 11. Let A,B ∈ G and α ∈ F2 \ F2. Then
a. A · α ∈ F2 \ F2.
b. A · (B · α) = (AB) · α.
c. I · α = α, where I is the identity matrix of G.
Proof. A,B ∈ G and α ∈ F2 \ F2.
a. Assume A · α = k ∈ F2. Using (2.2),
dα + c = bkα + ak
i.e. (bk + d)α = ak + c.
Thus, if bk = d, then ak = c, and so
ad+ bc = a(bk) + b(ak) = 0
which gives a contradiction since A ∈ G. Hence bk 6= d. However, at that
time,
α =
ak + c
bk + d
∈ F2
which contradicts to the definition of α.
b. On one hand,
A·(B·α) =
[
a b
c d
]
·
([
e f
g h
]
·α
)
=
[
a b
c d
]
·hα + g
fα + e
=
(cf + dh)α + ce+ dg
(af + bh)α + (ae+ bg)
.
On the other hand,
(AB) · α =
[
ae+ bg af + bh
ce+ dg cf + dh
]
· α = (cf + dh)α + (ce+ dg)
(af + bh)α + (ae+ bg)
.
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c. By definition.
By Lemma 11, we know that the group G acts on the set F2 \ F2. Now, let us
investigate the connection between the definitions (2.1) and (3.2):
Lemma 12. If α is a root of f , then A · α must be a root of A · f .
Proof. f(α) = 0 implies that
(A · f)(A · α) = (bx+ d)nf
(
ax+ c
bx+ d
)
(A · α) = (b(A · α) + d)nf
(
a(A · α) + c
b(A · α) + d
)
=
(
b
(
dα + c
bα + a
)
+ d
)n
f
(
a(dα + c) + c(bα + a)
b(dα + c) + d(bα + a)
)
=
(
ad+ bc
bα + a
)n
f(α) = 0.
Now, we are ready to prove the theorems stated above.
Proof of Theorem 9. Let α be a root of f . Assume that A · f = f , then
Aj · f = A · (A · (A · ...(A · f)...)) = f,
for all j ∈ N by Lemma 1. Also, using Lemma 12,
f(Aj · α) = (Aj · f)(Aj · α) = 0.
So the group < A > generated by A acts on the roots of f in F2.
Claim: This action is without fixed points.
Assume Ak · α = Ai · α, for some 0 ≤ i < k ≤ m− 1. Then
Al · α = α,
where l = k − i and 0 < l < m. Say Al is equal to the matrix
[
al bl
cl dl
]
, then
α = Al · α = dlα + cl
blα + al
which implies
blα
2 + (al + dl)α + cl = 0.
9
If bl = 0, then this equation turns into
(al + dl)α = cl.
In this case, either al+dl = 0 or α ∈ F2 gives a contradiction. So take al = dl. Then
0 6= aldl + blcl = (al)2 + 0 = al
implies Al = I. However, that is impossible since l < m. So bl cannot be 0, i.e. α
is a root of a second degree nontrivial equation over F2 which is contradictory since
f is the minimal polynomial of α of degree ≥ 3, by assumption.
Thus the group < A > acts without fixed points on the set of roots of f and the
list
A · α, A2 · α, ..., Am · α
consists of m distinct roots of f . Say α2
s
is a root of f which is not in the list. Then
the list
A · α, A2 · α, ..., Am · α, A · α2s , A2 · α2s , ..., Am · α2s
consists of 2m distinct roots of f . By continuing this argument, we conclude that
there exist n = mk roots of f in total, for some k ∈ N.

Proof of Theorem 10. Let A · f = f and α be a root of f in F2 \ F2. Then all the
roots of f are α, α2, α2
2
, ..., α2
n−1
. By Lemma 12, A · α is a root of A · f = f . So
one can find 0 ≤ s ≤ n− 1 satisfying
α2
s
= A · α = dα + c
bα + a
which is equal to
bα2
s+1 + aα2
s
+ dα + c = 0.
Thus α is a root of x2
s+1 + ax2
s
+ dx + c, for some 0 ≤ s ≤ n − 1. On the other
hand, by definition of I, we know that f is the minimal polynomial of α over F2.
So f has to divide bx2
s+1 + ax2
s
+ dx+ c, for some 0 ≤ s ≤ n− 1.

For the polynomials in I of orbit length 2, the proposition below is a direct
consequence of the Orbit-Stabilizer Theorem.
Proposition 13. |Orb(f(x))| = 2 if and only if (ST ) · f = f and S · f 6= f .
10
Proof. Let f be a polynomial in I such that |Orb(f)| = 2. We know this is possible
only if |StabG(f)| = 3. So StabG(f) =< A >, for some A ∈ G satisfying ordG(A) =
3. By definition of G, A can be TS or ST . And, in both cases, we must have
(ST ) · f = f
since TS ∈ StabG(f) implies
ST · f = ST · (TS · f) = f.
If, moreover, S ·f = f , then f = S ·f = T ·f which is a contradiction by Proposition
7. Hence
S · f 6= f.
Corollary 14. If a polynomial f ∈ I has orbit length 2, then deg(f) ≡ 0 mod 3.
Proof. Since the matrix ST has order 3 in G, this corollary is a direct consequence
of Proposition 13 and Theorem 9.
Theorem 15. ST is in the stabilizer of the polynomial f ∈ I of degree n if and
only if f(x) is an irreducible factor of the polynomial
Bk(x) := x
2k+1 + x+ 1, (3.3)
for some k ∈ N satisfying 0 ≤ k ≤ n− 1.
Proof. If f ∈ I of degree n is fixed by ST , then by Theorem 10, f(x) must divide
Bk(x), for some k ∈ N satisfying 0 ≤ k ≤ n− 1.
For the converse, let f be an irreducible factor of Bk, for some 0 ≤ k ≤ n.
Case1: If f is a factor of B0, then f(x) = x
2 + x + 1 = B0(x), by definition of Bk.
So f is fixed by every element in G.
Case 2: If f is an irreducible factor of Bk, for some 1 ≤ k ≤ n, then any root
of f must also be a root of Bk. Let α be a root of f , then all the roots of f are
α, α2, α2
2
, ..., α2
n−1
, where deg(f) = n. Also, since α has to be a root of Bk, we
have α2
k+1 + α + 1 = 0 implying that α2
k
= 1 + 1
α
. So 1 + 1
α
is a root of f , too.
Moreover,
(ST · f)(α) = αnf
(
1 +
1
α
)
= 0.
Thus, for any root α of f , α must also be a root of ST · f .
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Let f ∈ I be a polynomial of degree n fixed by the matrix ST . If n = 2, then
f(x) = x2 + x + 1 and |Orb(f)| = 1, by Proposition 8. Otherwise, since S will
not be in the stabilizer of f , the orbit length of f will be equal to 2. Thus, the
previous theorem implies that, for some k ∈ N, every irreducible factor of Bk other
than x2 + x + 1 must be a polynomial in I of orbit length 2. In fact, one can use
MAGMA to calculate these factors. For example, the table below consisting of the
irreducible factors of Bk (0 ≤ k ≤ 7) is obtained using this program, and we can say
that all the polynomials appearing on the right column other than x2 + x+ 1 must
be a polynomial of orbit length 2.
k all irreducible factors of Bk
0 x2 + x+ 1.
1 x3 + x+ 1.
2 x2 + x+ 1, x3 + x2 + 1.
3 x9 + x+ 1.
4 x2 + x+ 1, x3 + x+ 1, x12 + x11 + x10 + x9 + x8 + x6 + x4 + x+ 1.
5 x3 + x2 + 1, x15 + x10 + x9 + x8 + x4 + x3 + x2 + x+ 1,
x15 + x14 + x13 + x11 + x10 + x7 + x6 + x3 + 1.
6 x2 + x+ 1, x9 + x8 + 1,
x18 + x14 + x13 + x12 + x11 + x7 + x6 + x5 + x4 + x2 + 1,
x18 + x17 + x15 + x14 + x13 + x9 + x7 + x6 + x3 + x+ 1,
x18 + x17 + x16 + x15 + x12 + x11 + x9 + x5 + x4 + x3 + x2 + x+ 1.
7 x3 + x+ 1, x21 + x17 + x16 + x15 + x13 + x12 + x10 + x9 + x7 + x6 + x5 + x+ 1,
x21 + x19 + x18 + x15 + x14 + x13 + x11 + x9 + x6 + x5 + x2 + x+ 1,
x21 + x20 + x15 + x14 + x11 + x8 + x6 + x4 + 1,
x21 + x20 + x18 + x17 + x16 + x15 + x14 + x12 + x11 + x9 + x8 + x6 + x5 + x3 + 1,
x21 + x20 + x19 + x15 + x10 + x9 + x8 + x7 + x6 + x5 + x3 + x2 + 1,
x21 + x20 + x19 + x18 + x17 + x16 + x15 + x12 + x10 + x8 + x7 + x6 + x4 + x2 + 1.
Now, let us consider the polynomials f ∈ I of orbit length 3. We already know
that its stabilizer consists of 2 elements, and StabG(f) is generated by a matrix
B ∈ G, by Proposition 4. Because of this, the order of B in G must be equal to 2
and all the matrices in G satisfying this condition are S, T, and STS. Therefore
we have the following proposition:
Proposition 16. f ∈ I has orbit length 3 if and only if StabG(f) is generated by
either S or T or STS.
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Moreover, since ordGS = ordGT = ordGSTS = 2, by Theorem 9, the following
corollary is obvious:
Corollary 17. If f ∈ I has orbit length 3, then the degree of f must be even.
Also, using Theorem 10, one can conclude additional results for the polynomials
fixed by either S, or T or STS:
Corollary 18. Let f ∈ I be a polynomial of degree n.
• If S · f = f , then f must divide the polynomial x2k+1 + 1, for some k ∈ N
satisfying 0 ≤ k ≤ n− 1.
• If T · f = f , then f must divide the polynomial x2k + x + 1, for some k ∈ N
satisfying 0 ≤ k ≤ n− 1.
• If STS · f = f , then f must divide the polynomial x2k + x2k−1 + 1, for some
k ∈ N satisfying 0 ≤ k ≤ n− 1.
Finally, let f ∈ I be a polynomial of orbit length 6. Then the order of StabG(f)
must be equal to 1, meaning that StabG(f) = {I} since StabG(f) is a subgroup of
G. So we get:
Proposition 19. f ∈ I has orbit length 6 if and only if A·f 6= f , for all A ∈ G\{I}.
3.2 The number of orbits of a given degree and orbit length
In this subsection, for i taking the values 1, 2, 3 and 6, we look for an answer to
the question “How many orbits of length i and degree n exist according to the group
action definition (2.1)?”. Let N (i)(n) denote the number of the orbits of degree n
and orbit length i. So the total number of orbits of degree n is equal to
N (1)(n) +N (2)(n) +N (3)(n) +N (6)(n)
and, we are trying to find the numbers N (1)(n), N (2)(n), N (3)(n) and N (6)(n).
First, as a direct consequence of Proposition 8, we already have the following
result for the number of orbits of degree n and orbit length 1:
Corollary 20.
N (1)(n) =
 1 if n = 2,0 if n ≥ 3.
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Secondly, Proposition 13 and Theorem 15 will be useful in finding the number
N (2)(n). By these two results of the previous subsection, counting the number of
irreducible factors of degree n of Bk’s will be enough to calculate the number of
orbits of degree n ≥ 3 and orbit length 2. To continue, let us observe some results
on the polynomial Bk.
Proposition 21. If a polynomial f ∈ I is of degree 3m and orbit length 2, then it
must divide exactly one of Bm and B2m.
Proof. Let α be a root of f . Since f divides Bk, for some 0 < k < n, we already
have α2
k
= 1 + 1
α
. By taking the (2k)th power of this equation, we get
α2
2k
= (α2
k
)2
k
=
(
1 +
1
α
)2k
= 1 +
1
α2k
= 1 +
α
α + 1
=
1
1 + α
.
Again, by taking the (2k)th power of this equation, we see
α2
3k
= (α2
2k
)2
k
=
(
1
1 + α
)2k
=
1
1 + α2k
=
1
1 + ( 1
α
+ 1)
= α.
So 3k ≡ 0 mod n, and k is equal to n
3
= m or 2n
3
= 2m since 0 < k < n. Therefore
f must divide Bm or B2m. Now, assume f divides both Bm and B2m. Then,
B2m(α) = α
22m+1 + α + 1 = 0
and
Bm(α) = α
2m+1 + α + 1 = 0
imply α2
m+1 = α. However, this means α ∈ F2m+1 which is a contradiction since
2m + 1 is odd.
Definition 22. Let f ∈ I such that (ST ) · f = f and deg(f) = 3m. f is said to be
• of type 1 if f divides Bm.
• of type 2 if f divides B2m.
Proposition 23. f and S · f have distinct types.
Proof. Let f be of type 1 such that deg(f) = 3m and α be a root of f . Then since
f divides Bm, we have α
2m+1 + α + 1 = 0 implying that α2
m
= 1 + 1
α
.
On the other hand, α is a root of f implies that 1
α
is a root of f( 1
x
), and so a root
of S · f = xnf( 1
x
). Say β = 1
α
, so β is a root of S · f .
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⇒ β−2m = α2m = 1 + 1
α
= 1 + β.
⇒ β2m = (1 + β)2m = 1
1+β
.
⇒ β22m = (β2m)2m = ( 1
1+β
)2
m
= 1
1+β2m
= 1 + 1
β
.
⇒ β22m+1 + β + 1 = 0.
⇒ S · f divides B2m, i.e. S · f is of type 2.
Corollary 24. Among all polynomials f ∈ I of degree 3m satisfying (ST ) · f = f ,
half of them divides Bm while the other half divides B2m.
Proposition 25. Bk has no multiple roots.
Proof. Since Bk
′
(x) = x2
k
+1 = (x+1)2
k
, the unique root of Bk
′
is 1 with multiplicity
2k. However, 1 is not a root of Bk, so Bk and Bk
′
have no common roots.
Proposition 26. x2 + x+ 1 divides Bk if and only if k is even.
Proof. Let α be a root of x2 + x+ 1, then α3 = α2 + α = 1, and so α2 = α−1.
Since Bk(α) = α
2k+1 + α + 1 = α(−1)
k+1 + α + 1, we conclude that:
• if k is even, then Bk(α) = α2 + α + 1 = 0;
• if k is odd, then Bk(α) = α0 + α + 1 = α.
Now, we are ready to prove the following theorem on the factors of Bk:
Theorem 27. Let f be a polynomial in I of degree 3m. Then f divides Bk if and
only if f satisfies the following three conditions:
• (ST ) · f = f ;
• m divides k;
• k
m
mod 3 is equal to the type of f .
Proof. Let f be a polynomial in I of degree 3m.
W: Say k = ml and l ≡ t mod 3 with f is of type t. Let α be a root of f . Since f
divides Btm = x
2tm+1 + x+ 1, we have α is a root of Btm. So
α2
k
= α2
ml
= α2
tm
= 1 +
1
α
implying that
α2
k+1 + α + 1 = 0,
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i.e. α is a root of Bk. Thus f divides Bk.
V: Let f divide Bk, then (ST ) · f = f . Also, if α is a root of f , as seen in the
proof of Theorem 21, α2
3k
= α, and so α ∈ F23k . Thus F2 ⊂ F23m ⊂ F23k since
deg(f) = 3m and α is a root of f . Hence m divides k.
Now, let k = ml, for some l ∈ Z. Then Theorem 21 implies that f divides Bm or
B2m.
If f divides Bm, then any root α of f has to be a root of Bm, so α
2m+1 + α+ 1 = 0,
i.e. α2
m
= 1 + 1
α
.
Furthermore, since f divides Bk, we also have α
2k = 1 + 1
α
implying that
α2
m
= 1 +
1
α
= α2
k
= α2
ml
= α2
(m+m(l−1))
= (α2
m
)2
m(l−1)
.
On the other hand, f has 3m distinct roots: α, α2, α2
2
, ..., α2
3m−1
⇒ m(l − 1) ≡ 0 mod (3m).
⇒ 3m divides m(l − 1), i.e. l ≡ 1 mod 3.
⇒ k
m
≡ 1 mod 3.
If f divides B2m, then for any root α of f , α
22m+1 + α + 1 = 0 which gives
α2
2m
= 1 +
1
α
= α2
k
= α2
ml
= α2
2m+m(l−2)
.
And similarly this equality implies l ≡ 2 mod 3. Hence k
m
≡ 2 mod 3.
At last, we can have a result on the number N (2)(n):
Lemma 28. For any k ≥ 1:
2k − (−1)k =
∑
d|k
k
d
6=0 mod 3
(3d)N (2)(3d).
Proof. Let EBk := {f ∈ I : deg(f) ≥ 3 ∧ f |Bk}.
⇒ EBk = {f ∈ I : deg(f) ≡ 0 mod 3 ∧ f |Bk}.
If deg(f) = 3d, then f is of type 1 or type 2, by Proposition 21; and (ST ) · f = f ,
d|k, k
d
mod 3 is equal to the type of f, by Theorem 27. So
EBk =
⋃
d|k, k
d
≡1(mod3)
{f ∈ I : deg(f) = 3d ∧ (ST ) · f = f ∧ f |Bk} ∪
⋃
d|k, k
d
≡2(mod3)
{f ∈ I : deg(f) = 3d ∧ (ST ) · f = f ∧ f : Bk} .
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Let Ei(3d) := {f ∈ I : deg(f) = 3d ∧ (ST ) · f = f ∧ f |Bk ∧ f is of type i}
for i = 1, 2. Then
EBk =
⋃
d|k, k
d
≡1(mod3)
E1(3d) ∪
⋃
d|k, k
d
≡2(mod3)
E2(3d).
By multiplying all elements in the sets of both sides and taking the degrees, the
right hand side of the equation gives∑
d|k, k
d
≡1(mod3)
{deg(f) : f ∈ E1(3d)} +
∑
d|k, k
d
≡2(mod3)
{deg(f) : f ∈ E2(3d)}
=
∑
d|k, k
d
≡1(mod3)
(3d) |E1(3d)| +
∑
d|k, k
d
≡2(mod3)
(3d) |E2(3d)|
=
∑
d|k, k
d
≡1(mod3)
(3d)N (2)(3d) +
∑
d|k, k
d
≡2(mod3)
(3d)N (2)(3d)
=
∑
d|k, k
d
6=0(mod3)
(3d)N (2)(3d).
while, using Proposition 26, the left hand side becomes
• deg(x2k+1+x+1
x2+x+1
) = 2k − 1 if k is even, since (x2 + x+ 1)|Bk in this case.
• deg(x2k+1 + x+ 1) = 2k + 1 if k is odd.
Theorem 29.
N (2)(n) =

1
3m
∑
d|m
d6=0 mod 3
µ(d)(2
m
d − (−1)md ) if n = 3m,
0 if 3 does not divide n.
Proof. By Corollary 14, we know that if f ∈ I such that |Orb(f)| = 2, then deg(f) ≡
0 mod 3. So N (2)(n) = 0 for n 6= 0 mod 3.
Now, let n ≡ 0 mod 3, say n = 3m. Defining H(m) := 2m − (−1)m and h(m) :=
3mN (2)(3m), for all m ∈ N+, Theorem 28 gives the equality
H(m) =
∑
d|m, d6=0(mod3)
h(d), ∀m ≥ 1.
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Thus, by Moebius Inversion Formula, we have
h(m) =
∑
d|m, d6=0(mod3)
µ(d)H
(
m
d
)
, ∀m ≥ 1
which is
N (2)(n) =
1
3m
∑
d|m
d6=0(mod3)
µ(d)(2
m
d − (−1)md ), ∀m ≥ 1.
Next, we want to calculate the number of orbits in I of degree n and length 3.
Proposition 30. Each orbit of length 3 contains a polynomial h ∈ I satisfying
S · h = h.
Proof. Let f be a polynomial in I such that |Orb(f)| = 3, then |StabG(f)| = 2. Say
I 6= A ∈ StabG(f). Then we must have A · f = f , A 6= I and A2 = I. Since
S = BAB−1, for some B ∈ GL2(F2),
for h = B · f , we obtain
S · h = (BAB−1) · (B · f) = B · (A · f) = B · f = h.
Clearly, by the previous proposition, finding the number N (3)(n) is the same as
counting the number of polynomials h ∈ I satisfying S · h = h. And, the following
theorem of Meyn in the article [2] makes possible to count the number of polynomials
of this kind:
Theorem 31.
a. Each polynomial f ∈ I of degree 2n (n ≥ 1) satisfying S · f = f is a factor of
the polynomial
Hn(x) = x
2n+1 + 1.
b. Each irreducible factor of degree ≥ 2 of Hn is a polynomial f ∈ I of degree 2d
satisfying S · f = f , where d divides n and n
d
is odd.
Proof.
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a. Let f ∈ I be a polynomial of degree 2n which is fixed by S. Say α is a root
of f . Then Theorem 10 implies that f has to divide the polynomial x2
s+1 + 1,
for some 0 ≤ s ≤ 2n− 1. So α must be a root of x2s+1 + 1, too, which can be
stated as α−1 = α2
s
. Then
α2
2s
= (α2
s
)2
s
= (α−1)2
s
= (α2
s
)−1 = (α−1)−1 = α,
gives us α ∈ F22s . Therefore, we conclude
F22n = F2(α) ⊆ F22s ,
so 2n must divide 2s, i.e. n = s.
b. Let g ∈ I be of degree ≥ 2 such that g|Hn. Say α is a root of g. Then
α2
n+1 + 1 = 0, i.e. α−1 = α2
n
. So for every root α of g, we have α−1 is a root
of g. Moreover,
S · g(α) = αdeg(g)g(α−1) = 0
implies that g divides S · g. Similarly, for any root β of S · g, we can write
0 = S · g(β) = βdeg(g)g(β−1).
Therefore β−1 is root of g, and (β−1)−1 = β is also a root of g. Hence g is
fixed by S, and by Theorem 9, deg(g) must be even. Say deg(g) = 2d, for
some d ∈ N. Then by Part a, g has to be a factor of Hd. Also,
α2
2n
= (α2
n
)2
n
= (α−1)2
n
= (α2
n
)−1 = (α−1)−1 = α
since g|Hn, so α ∈ F22n . But, since g is an irreducible polynomial over F2 of
degree 2d, we already have F22d = F2(α). So
F22d = F2(α) ⊆ F22n ,
gives us that d|n. Moreover,
α2
n
= (...((α2
d
)2
d
)...)2
d
,
where there exist n
d
-many 2d powers on the right hand side since n = n
d
d.
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Hence
α2
n
=
α if nd is even,α−1 if n
d
is odd.
However, since we already have α−1 = αn, we conclude that n
d
cannot be even.
Again, one can use MAGMA to compute the factors of Hn’s. For instance, the
table below is obtained using this program for 1 ≤ n ≤ 7.
n all irreducible factors of Hn
1 x+ 1, x2 + x+ 1.
2 x+ 1, x4 + x3 + x2 + x+ 1.
3 x+ 1, x2 + x+ 1, x6 + x3 + 1.
4 x+ 1, x8 + x5 + x4 + x3 + 1, x8 + x7 + x6 + x4 + x2 + x+ 1.
5 x+ 1, x2 + x+ 1, x10 + x7 + x5 + x3 + 1, x10 + x9 + x5 + x+ 1,
x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + x2 + x+ 1.
6 x+ 1, x4 + x3 + x2 + x+ 1, x12 + x8 + x7 + x6 + x5 + x4 + 1,
x12 + x10 + x7 + x6 + x5 + x2 + 1,
x12 + x10 + x9 + x8 + x6 + x4 + x3 + x2 + 1,
x12 + x11 + x9 + x7 + x6 + x5 + x3 + x+ 1,
x12 + x11 + x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + x2 + x+ 1.
7 x+ 1, x2 + x+ 1, x14 + x9 + x7 + x5 + 1,
x14 + x10 + x8 + x7 + x6 + x4 + 1,
x14 + x11 + x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + 1,
x14 + x12 + x9 + x8 + x7 + x6 + x5 + x2 + 1,
x14 + x12 + x10 + x7 + x4 + x2 + 1,
x14 + x13 + x10 + x8 + x7 + x6 + x4 + x+ 1,
x14 + x13 + x11 + x7 + x3 + x+ 1,
x14 + x13 + x12 + x9 + x8 + x7 + x6 + x5 + x2 + x+ 1,
x14 + x13 + x12 + x11 + x10 + x9 + x7 + x5 + x4 + x3 + x2 + x+ 1.
Here, notice that the only irreducible factor of Hn over F2 of odd degree is x+ 1.
In fact, every root β of the polynomial Hn satisfies the equation
0 = β2
n+1 + 1 = β2
n
β + 1 = β2 + 1 = (β + 1)2.
So we conclude that x+ 1 divides the polynomial Hn, for all n.
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Now, before going further, it is good to emphasize that Theorem 31 can be
reformalized in a similar way to Theorem 27:
Let f ∈ I be of degree 2n, where n > 1. Then f divides Hn if and only if f satisfies
the following three conditions:
• S · f = f ;
• d divides n;
• n
d
is odd.
It would be more useful to recall this formalization when we refer to Theorem 31
for the rest of this subsection.
Lemma 32. For any n ≥ 1;
2n =
∑
d|n
n
d
≡1 mod 2
(2d)N (3)(2d).
Proof. Let EHn := {f ∈ I : deg(f) ≥ 2 ∧ f |Hn}. Then
EHn = {f ∈ I : deg(f) ≡ 0 mod 2 ∧ f |Hn} .
=
⋃
d|n, n
d
≡1(mod2)
{f ∈ I : deg(f) = 2d ∧ S · f = f ∧ f |Hn} ,
by Theorem 31. Let E(2d) := {f ∈ I : deg(f) = 2d ∧ S · f = f ∧ f |Hn}, then
EHn =
⋃
d|n, n
d
≡1(mod2)
E(2d).
By multiplying all elements in the sets of both sides and taking the degrees, the
right hand side of the equation gives∑
d|n, n
d
≡1(mod2)
{deg(f) : f ∈ E(2d)} =
∑
d|n, n
d
≡1(mod2)
(2d) |E(2d)|
=
∑
d|n, n
d
≡1(mod2)
(2d)N (3)(2d)
while, using Theorem 31, the left hand side becomes
deg
( ∏
f∈EHn
f
)
= deg
(
x2
n+1 + 1
x+ 1
)
= 2n.
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Hence the proof is complete.
Theorem 33.
N (3)(n) =

1
2m
∑
d|m
m
d
≡1 mod 2
µ(d)2
m
d if n = 2m,
0 if 2 does not divide n.
Proof. Define H(m) := 2m and h(m) := 2mN (3)(2m), for all m ∈ N+. Then Lemma
32 gives the equality
H(m) =
∑
d|m, m
d
≡1(mod2)
h(d), ∀m ≥ 1,
and; using Moebius Inversion Formula,
h(m) =
∑
d|m, m
d
≡1(mod2)
µ(d)H
(
m
d
)
, ∀m ≥ 1
which is
N (3)(2m) =
1
2m
∑
d|m
m
d
≡1 mod 2
µ(d)2
m
d , ∀m ≥ 1.
The other case is trivial by Corollary 17.
Finally, to compute the number of orbits of degree n and orbit length 6, one can
use the following corollary.
Corollary 34. N (6)(n) = 1
6
(
1
n
∑
d|n 2
n
d −N (1)(n)− 2N (2)(n)− 3N (3)(n)
)
.
Proof. On one hand, if N2(n) denotes the number of irreducible polynomials over
F2 of degree n, then it can be calculated using the techniques in [5] as
N2(n) =
1
n
∑
d|n
2
n
d .
And, on the other hand, one can count this number N2(n) in the following way
N2(n) = N
(1)(n) + 2N (2)(n) + 3N (3)(n) + 6N (6)(n).
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4 The Construction of Invariant Irreducible
Polynomials of a Higher Degree
Let f be a polynomial in I of degree n. In [3], Michon and Ravache study on
finding several transformations τ : F2[x]→ F2[x] satisfying
• τ(f) ∈ I
• deg(τ(f)) > deg(f)
• |Orb(τ(f))| = i
at the same time, where i ∈ {1, 2, 3, 6}. In fact, we can formalize their problem
in the following way:
Consider a matrix A ∈ G. Then f remains invariant under A if and only if
A ∈ StabG(f). Therefore, if we have a transformation τ : F2[x] → F2[x] such that
τ(f) is irreducible and deg(Orb(τ(f))) > n, then |Orb(τ(f))| will be equal to the
number 6
k
, where k = ordG(A).
In this section, we will see several examples of transformations satisfying the three
properties given above.
4.1 To be invariant under ST or TS
Consider the following transformation defined in the article [3].
Definition 35. For f ∈ F2[x] of degree n ≥ 3, define ψ : F2[x]→ F2[x] as
ψ(f(x)) := (x2 + x)nf
(
x+
1
x
+
1
x+ 1
)
. (4.1)
Clearly, for any polynomial f ∈ F2[x] of degree n, ψ(f) will be a polynomial of
degree 3n. Also, ψ(f) remains invariant under ST , by the following proposition.
Proposition 36. (ST ) · ψ(f) = ψ(f).
Proof. Since ST =
[
0 1
1 0
][
1 1
0 1
]
=
[
0 1
1 1
]
, using (2.1),
ST · ψ(f(x)) = (x+ 1)2n+n
((
1
x+ 1
)2
+
1
x+ 1
)n
f
(
1
x+ 1
+ x+ 1 +
x+ 1
1 + (x+ 1)
)
= ψ(f)(x).
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The main question at this point is, for f ∈ I, when ψ(f) is irreducible over F2.
Let f ∈ I\{x2 + x + 1} be any irreducible polynomial of degree n. Consider
the irreducible polynomial x2 + x + 1 over F2, say ε is a root of it, i.e. ε2 = ε + 1.
Then all the roots of x2 + x + 1 are ε and ε2. Moreover, if f(ε) = 0, then ε will be
a root of an irreducible polynomial of degree n > 2 which is a contradiction since
ε ∈ F2(ε) = F22 . Hence f(ε) ∈ { 1, ε, ε2 = ε+ 1 }.
In fact, for a given f ∈ I, a necessary and sufficient condition for ψ(f) to be
irreducible over F2 is that f() 6= 1. However, this task requires some work which
we pursue below.
Since f is irreducible, we know that the splitting field of f over F2 is K := F2n .
Let δ be a root of ψ(f), then α := δ + 1
δ
+ 1
δ+1
must be a root of f . Moreover, all
the roots of f are α, α2, α2
2
, ..., α2
n−1
; and so, K ⊂ K(δ).
Define a polynomial Tα ∈ K[x] as
Tα(x) := x
3 + (1 + α)x2 + αx+ 1, (4.2)
then δ will also be a root of Tα.
Proposition 37. The roots of the polynomial Tα are
δi = 1 + α + ε
iω +
α2 + α + 1
εiω
,
with i ∈ {0, 1, 2} where ω is a cubic root of (ε+α)(ε+α2). Moreover, they satisfy
the relations δ1 = (δ0 + 1)
−1 and δ2 = 1 + δ0
−1.
Proof. Set y = 1 + α + x, then
Tα(x) = (1+α+y)
3+(1+α)(1+α+y)2+α(1+α+y)+1 = y3+(1+α+α2)y+(1+α+α2).
Let b = α2 + α + 1 and u, v be two variables such that y = u+ v, then
Tα(x) = (u+ v)
3 + b(u+ v) + b = (u3 + v3) + (uv + b)(u+ v) + b.
By choosing uv = b, we get
Tα(x) = (u
3 + v3) + b,
so solving Tα(x) = 0 is the same thing with solving the system of equations: uv = b
and u3 + v3 = b.
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Writing z = u3, we obtain
b3 = u3v3 = zv3 = z(u3 + b) = z2 + bz, i.e. z2 + bz + b3 = 0,
and by letting t = z
b
,
0 =
1
b2
(z2 + bz + b3) = t2 + t+ b = (t+ α)2 + (t+ α) + 1
since b = α2 + α + 1. Then α + ε2 is a solution for t. And
(α + ε2)b = (α + ε2)(1 + α + α2) = (α + ε2)(α + ε)(α + ε2) = (α2 + ε)(α + ε)
is a solution for z = u3 since ε3 = 1. So, for u = ω and v = b
ω
,
x = y + α + 1 = (u+ v) + α + 1 = 1 + α + ω +
b
ω
= δ0
is a root of Tα. This implies
Tα
(
1 +
1
δ0
)
=
1
δ0
3 (δ0
3 + (1 + α)δ0
2 + αδ0 + 1) = 0 (4.3)
and
Tα
(
1
1 + δ0
)
=
1
1 + δ0
3 (δ0
3 + (1 + α)δ0
2 + αδ0 + 1) = 0. (4.4)
Moreover, Tα(δ0) = 0 means
δ0(δ0
2 + (1 + α)δ0 + α) = 1
implying that
1+
1
δ0
= δ0
2+(1+α)δ0+α+1 =
(
1+α+ω+
b
ω
)2
+(1+α)
(
1+α+ω+
b
ω
)
+α+1,
by definition of δ0. Then
1 +
1
δ0
= 1 + α2 + ω2 +
b2
ω2
+ (1 + α) + α + α2 + (1 + α)ω +
b(1 + α)
ω
+ α + 1
= ω2
bω
bω
+
b2
ω2
ω
ω
+ (1 + α)ω + (1 + α)
b
ω
+ α + 1
=
(
b2
ω3
+ 1 + α
)
ω +
(
ω3
b
+ 1 + α
)
b
ω
+ α + 1.
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And, since ω3 = (ε+ α)(ε+ α2) and b = α2 + α + 1 = (ε+ α)(ε2 + α), we get
b2
ω3
+ 1 + α =
(ε+ α)2(ε2 + α)2
(ε+ α)(ε+ α2)
+ 1 + α =
ε2 + α2
ε+ α
+ 1 + α =
ε2 + ε+ α + αε
ε+ α
=
ε(ε+ α) + (ε+ α)
ε+ α
=
(ε+ α)(ε+ 1)
ε+ α
= ε+ 1 = ε2,
using the equation ε2 + ε+ 1 = 0; while, on the other hand, we have
ω3
b
+ 1 + α =
(ε+ α)(ε+ α2)
(ε+ α)(ε2 + α)
+ 1 + α =
ε+ α2 + ε2 + α + αε2 + α2
ε2 + α
=
ε+ ε2 + α + αε2
ε2 + α
.
ε2
ε2
=
1 + ε+ αε2 + αε
ε+ αε2
=
(1 + αε)(1 + ε)
ε(1 + αε)
=
ε2
ε
.
ε
ε
=
1
ε2
.
Thus we conclude
δ2 = 1 +
1
δ0
is a root of Tα, using (4.3). By several similar calculations, one can easily conclude
δ1 =
1
1 + δ0
is a root of Ta, using (4.4).
Lemma 38. If f ∈ I of degree n > 2, then ψ(f)(x) must be equal to∏
0≤k≤n−1
T
α2k
(x),
where α ∈ K is a root of f .
Proof. For any root δ of ψ(f), we have
1
δ + 1
+
1
1
δ+1
+
1
1
δ+1
+ 1
=
1
δ + 1
+ δ + 1 +
δ + 1
δ
= δ +
1
δ
+
1
δ + 1
and (
1 +
1
δ
)
+
1
(1 + 1
δ
)
+
1
(1 + 1
δ
) + 1
= 1 +
1
δ
+
δ
δ + 1
+ δ = δ +
1
δ
+
1
δ + 1
.
So we can say that for any root δ of ψ(f), 1
δ
and 1
δ+1
are also roots of ψ(f). Fur-
thermore, using the previous proposition and the fact that any root of ψ(f) is also
26
a root of Tα, we can write the following equalities in F2n
ψ(f)(x) =
∏
ψ(f)(δ)=0
(x− δ) =
∏
f(δ+ 1
δ
+ 1
δ+1
)=0
(x− δ)
(
x− 1
δ
)(
x− 1− 1
1 + δ
)
=
∏
f(α)=0
Tα(x) =
∏
0≤k≤n−1
T
α2k
(x).
Lemma 39. Let f(ε) = 1. Then (ε+ 1)(ε+ a2) has cubic roots in
• K if n is even,
• K(ε) if n is odd.
Proof. If n is even, then there will be an integer m such that n = 2m. Let α be a
root of f , then
f(ε) = (ε+ α)(ε+ α2)(ε+ α2
2
)...(ε+ α2
2m−1
).
Using ε4 = (ε+ 1)2 = ε2 + 1 = ε,
f(ε) = [(ε+ α)(ε+ α2)][(ε4 + α4)(ε4 + α8)]...[(ε2
2m−2
+ α2
2m−2
)(ε2
2m−2
+ α2
2m−1
)]
= [(ε+ α)(ε+ α2)][(ε+ α)(ε+ α2)]4...[(ε+ α)(ε+ α2)]2
2m−2
= [(ε+ α)(ε+ α2)]
2n−1
3
since 1 + 4 + ...+ 4m−1 = 4
m−1
4−1 =
2n−1
3
. Let ω be a cubic root of (ε+ α)(ε+ α2) in
some extension of F2, then
ω2
n−1 = (ω3)
2n−1
3 = [(ε+ α)(ε+ α2)]
2n−1
3 = f(ε) = 1,
by assumption. So ω is a (2n − 1)th root of unity implying that ω ∈ F2n = K.
If n is odd, then there will be an integer k such that n = 2k + 1, and for a root α
of f , we will have
f(ε) = (ε+ α)(ε+ α2)(ε+ α4)...(ε+ α2
2k
). (4.5)
Since α ∈ F2n , by Fermat’s Little Theorem, we have α = α22k+1 and so
f(ε) = (ε+ α2
2k+1
)(ε+ α2
2k+2
)...(ε+ α2
4k
)(ε+ α2
4k+1
). (4.6)
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By multiplying the equations (4.5) and (4.6), we obtain
[f(ε)]2 = [(ε+ α)(ε+ α2)][(ε+ α)(ε+ α2)]4...[(ε+ α)(ε+ α2)]4
2k
= [(ε+ α)(ε+ α2)]
22n−1
3
since 1 + 4 + ...+ 42k = 4
2k+1−1
4−1 =
22n−1
3
. Thus
ω2
2n−1 = ω3
22n−1
3 = [(ε+ α)(ε+ α2)]
22n−1
3 = [f(ε)]2 = 1.
So ω is a (22n − 1)th root of unity, i.e. ω ∈ F22n . On the other hand,
[K(ε) : F2] = [K(ε) : K][K : F2] = 2n
gives us K(ε) = F22n , so ω ∈ K(ε).
Now, by combining the results of the previous two lemmas, one can conclude the
following corollary:
Corollary 40. If f ∈ I of degree n is such that f(ε) = 1, then ψ(f) is reducible.
Proof. If n is even, then ω ∈ K, by Lemma 39. Since we already have α ∈ K
and ε ∈ F22 ⊂ F2n = K, by Proposition 37, all the roots of Tα are in K. And,
by definition of Tα, we conclude all the roots of ψ(f) are in K = F2n . However,
deg(ψ(f)) = 3n 6= n. So ψ(f) cannot be irreducible over F2.
If n is odd, then ω ∈ K(ε), by Lemma 39, and since K(ε) = F2n(ε) = F22n , by a
similar argumentation to the previous part, we have all the roots of ψ(f) are in F22n .
However, deg(ψ(f)) = 3n 6= 2n. Thus, ψ(f) must be reducible over F2.
Proposition 41. If f ∈ I of degree n > 2 satisfies that ψ(f) is reducible over F2[x],
then ψ(f) = g(ST · g)(TS · g), for some g ∈ I of degree n such that ST · g 6= g.
Proof. Let δ be a root of ψ(f). Say g(x) ∈ F2[x] be the minimal polynomial of δ.
Then n|deg(g) since K ⊂ K, and n ≤ deg(g) < 3n since ψ(f) is assumed to be
reducible over F2. Also any irreducible factor of ψ(f) in F2[x] has to be of degree
≥ n since g is the minimal polynomial of δ. So
ψ(f)(x) = g(x)h(x), for some g ∈ I : deg(g) = n and h ∈ F2[x] deg(h) = 2n.
Consider ST · g(x) = (x + 1)ng( 1
x+1
) and TS · g(x) = xng(x+1
x
). Since the roots
of ST · g and TS · g are 1
δ+1
and 1 + 1
δ
which are the roots of ψ(f), we conclude
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ST · g|ψ(f) and TS · g|ψ(f).
If ST · g 6= g, then ψ(f)(x) = g(x)(ST · g)(x)(TS · g)(x).
Let ST · g = g, then δ, 1
1+δ
, 1 + 1
δ
will be distinct roots of ST · g = g = TS · g;
and so, we get Tα(x) divides g(x) for α = δ +
1
δ
+ 1
δ+1
. Since all roots of g are
δ, δ2, δ2
2
, ..., δ2
n−1
, we get T
α2k
divides g for all k. However, this means g(x) has 3n
distinct roots δ2
k
, 1
δ2k+1
, 1 + 1
δ2k
for 0 ≤ k ≤ n − 1, by the previous lemma, which
is a contradiction. So ST · g 6= g. i.e.
ψ(f) = g(x)(x+ 1)ng
(
1
x+ 1
)
xng
(
1 +
1
x
)
with g ∈ I \ {x2 + x+ 1} such that ST · g 6= g. So
ψ(f)(ε) = g(ε)
[
(ε+ 1)ng
(
1
ε+ 1
)][
εng
(
ε+ 1
ε
)]
= [g(ε)]3.
We already know g(ε) 6= 0 and one can see that [g(ε)] = 1, for all g(ε) ∈ {1, ε, ε2}.
On the other hand,
ψ(f)(ε) = (ε2 + ε)nf
(
ε+
1
ε
+
1
ε+ 1
)
= f(ε2).
So f(ε2) = 1. Furthermore,
f(ε2) = a0 + a1ε
2 + a2(ε
2)2 + ...+ an(ε
2)n = a0
2 + a1
2ε2 + a2
2(ε2)2 + ...+ an
2(ε2)n
= (a0 + a1ε+ a2ε
2 + ...+ anε
n)2 = [f(ε)]2,
where f(x) := a0 + a1x+ a2x
2 + ...+ anx
n, since the characteristic of the field is 2.
So f(ε) = 1.
Theorem 42. Let f ∈ I be of degree n ≥ 3. If f(ε) 6= 1, then ψ(f) is an irreducible
polynomial such that ST · ψ(f) = ψ(f).
Proof. Let f ∈ I be of degree n > 2 such that f(ε) 6= 1. Then ψ(f) is irreducible,
by the contrapositive of the previous proposition; and Proposition 21 completes the
proof.
Corollary 43. For f ∈ I, ψ(f) is irreducible if and only if f(ε) 6= 1.
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Proof. It’s a direct conclusion of the previous theorem and Proposition 36.
Thus, if f ∈ I of degree n ≥ 3 satisfies f(ε) 6= 1, we can use the transformation
ψ to get an irreducible polynomial of a greater degree which is invariant under ST .
Now, let f ∈ I be a polynomial invariant under the action of ST . Then it must
be invariant under TS since
TS · f = TS · (ST · f) = T · (S2) · T · f = T 2 · f = f.
Therefore, the way described above is valid to obtain an irreducible polynomial of
a greater degree which is invariant under TS, too.
4.2 To be invariant under S
The study of Meyn in [2] carries a great importance for the polynomials f ∈ I
fixed by S, and the following transformation is defined in this study of Meyn.
Definition 44. Define a transformation φ : F2[x]→ F2[x] as
φ(f(x)) := xnf
(
x+
1
x
)
, ∀f ∈ F2[x] : deg(f) = n. (4.7)
Proposition 45. For any polynomial f ∈ F2[x], we have S ·φ(f) = φ(f). Moreover,
φ(f), T · φ(f) and ST · φ(f) are all distinct polynomials.
Proof. Let f be given in F2[x]. Then
S · φ(f)(x) = S
(
· xnf
(
x+
1
x
))
= x2n
(
1
x
)n
f
(
x+
1
x
)
= xnf
(
x+
1
x
)
= φ(f)(x)
using (2.1) and (4.9). Also, one can easily obtain
T · φ(f) = (x+ 1)nf
(
x+ 1 +
1
x+ 1
)
= (x+ 1)nf
(
x2 + x+ 1
x+ 1
)
and
ST · φ(f) = S · (x+ 1)nf
(
x2 + x+ 1
x+ 1
)
= x2n
(
1
x
+ 1
)n
f
(
( 1
x
)2 + 1
x
+ 1
1
x
+ 1
)
= (x2 + x)nf
(
x2 + x+ 1
x2 + x
)
,
which complete the proof.
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So the question is when φ(f) is irreducible over F2.
Lemma 46. If f ∈ I of degree n, then either S ·φ(f) = φ(f) or φ(f) = g1g2, where
g1, g2 ∈ I.
Proof. Let β be a root of φ(f). Then
0 = φ(f)(β) = βnf
(
β +
1
β
)
gives that α := β + 1
β
is a root of f ; and so, the splitting field of f over F2 is
F2n = F2(α). If β were a root of a polynomial h ∈ I of degree m where m < n, then
F2m = F2(β) = F2(α) = F2n
would imply the contradiction: m = n and m < n. So β cannot be a root of
a polynomial whose degree is less than n. Since β is already a root of φ(f), we
conclude that the irreducible decomposition of φ(f) cannot contain a polynomial of
degree less than n. Since deg(φ(f)) = 2n, this means that either φ(f) ∈ I or there
exist g1, g2 ∈ I such that φ(f)(x) = g1(x)g2(x).
Lemma 47. With the notations fixed in the previous lemma, we have the following
result: φ(f) ∈ I if and only if g(x) = x2 − αx+ 1 ∈ F2n [x] is irreducible.
Proof. β is a root of g since
g(β) = β2 − αβ + 1 = β2 −
(
β +
1
β
)
β + 1 = β2 − β2 − 1 + 1 = 0.
On the other hand, we know φ(f) ∈ I if and only if ordF2(β) = deg(φ(f)) = 2n.
If g is reducible, then β will be a root of a polynomial of degree 1 over F2n , and so
ordF2(β) becomes n. Hence φ(f) ∈ I if and only if g is irreducible.
Proposition 48. There exists a normal basis {γ, γ2, , γ22 , ..., γ2n−1} of F2n over
F2 with TrF2n/F2(γ) = 1.
Proof. By Normal Basis Theorem, there exists a normal basis {ρ, ρ2, ρ22 , ..., ρ2n−1}
of F2n over F2. First, we want to show that TrF2n/F2(ρ2
k
) 6= 0, for some 0 ≤ k ≤ n−1.
Assume it is not true, and say TrF2n/F2(ρ
2s) = 0, for all 0 ≤ s ≤ n − 1. For any
η ∈ F2n , we have η =
∑
0≤i≤n−1 aiρ
2i , for some ai ∈ F2, and
TrF2n/F2(η) = TrF2n/F2
( n−1∑
i=0
aiρ
2i
)
=
n−1∑
i=0
aiTrF2n/F2(ρ
2i) = 0,
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i.e. TrF2n/F2(F2n) = {0}. However, this is a contradiction since the trace map is
onto.
Thus there exists an integer k such that 0 ≤ k ≤ n − 1 and TrF2n/F2(ρ2
k
) = 1, for
some 0 ≤ k ≤ n− 1. Define γ := ρ2k , then
ρ2
i
= γ2
n−k+i
,∀i : 0 ≤ i ≤ k − 1
and
ρ2
k+j
= ρ2
j
,∀j : 0 ≤ j ≤ n− k − 1
implies that the set
{ρ, ρ2, ρ22 , ..., ρ2n−1} = {γ, γ2, γ22 , ..., γ2n−1}
is a normal basis F2n over F2.
Proposition 49. The quadratic equation x2 + x+ ξ = 0, where ξ ∈ F2n has
• two roots in F2n if TrF2n/F2(ξ) = 0.
• no root in F2n if TrF2n/F2(ξ) = 1.
Proof. First, we will prove the second part of the proposition, by showing the con-
trapositive of the statement is true.
Let {γ, γ2, , γ22 , ..., γ2n−1} be a normal basis of F2n over F2 such that TrF2n/F2(γ) =
1. Then there exist b0, b1, ..., bn−1 ∈ F2 and x0, x1, ..., xn−1 ∈ F2 satisfying
ξ = b0γ + b1γ
2 + b2γ
22 + ...+ bn−1γ2
n−1
, x = x0γ + x1γ
2 + x2γ
22 + ...+ xn−1γ2
n−1
;
and so
x2+x = (x0γ
2+x1γ
22 +x2γ
23 + ...+xn−1γ2
n
)+(x0γ+x1γ
2+x2γ
22 + ...+xn−1γ2
n−1
)
= (xn−1 + x0)γ + (x0 + x1)γ2 + ...+ (xn−2 + xn−1)γ2
n−1
.
Also, having 0 = x2 + x+ ξ, we get the following equations:
xn−1 + x0 = b0; x0 + x1 = b1, ..., xn−2 + xn−1 = bn−1
implying that
b0 + b1 + ...+ bn−1 = (xn−1 + x0) + (x0 + x1) + ...+ (xn−2 + xn−1) = 0.
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On the other hand, if we compute TrF2n/F2(ξ), using the representation of ξ as a
combination of vectors in the normal basis, easily seen that it is equal to
(b0γ+b1γ
2+...+bn−1γ2
n−1
)+(bn−1γ+b0γ2+...+bn−2γ2
n−1
)+...+(b1γ+b2γ
2+...+b0γ
2n−1)
= (b0 + b1 + ...bn−1)(γ + γ2 + ...+ γ2
n−1
) = (b0 + b1 + ...bn−1)
since TrF2n/F2(γ) = 1. So we conclude that
0 = b0 + b1 + ...+ bn−1 = TrF2n/F2(ξ).
To prove the first part of the proposition, assume that TrF2n/F2(ξ) = 0. Then it is
easily verified that
x0 = κ, x1 = κ+ b1, x2 = κ+ b1 + b2, ..., xn−1 = κ+ b1 + b2 + ...+ bn−1,
where κ = 0 or 1. So there are two solutions of the equation x2 + x+ ξ = 0.
Theorem 50. With the notations fixed in the previous two lemmas, we have the
following result: φ(f) ∈ I if and only if TrF2n/F2(α) = 1.
Proof. We already know that φ(f) ∈ I if and only if g(x) = x2 − αx+ 1 ∈ F2n [x] is
irreducible, by Lemma 39. To use the previous proposition; multiply the polynomial
g by α−2, define y := − x
α
and ξ := 1
α2
:
x2
α2
− x
α
+
1
α2
= y2 + y + ξ.
So this polynomial is irreducible if and only if TrF2n/F2(
1
α2
) = TrF2n/F2(ξ) = 1.
Finally,
TrF2n/F2
(
1
α
)
=
1
α
+
1
α2
+
1
α22
+ ...+
1
α2n−1
=
1 + α2 + α2
2
+ ...+ α2
n−1
α
gives us the desired result, using the facts α2
n
= α and TrF/F2(ϑ
2) = ϑ, ∀ϑ ∈ F .
Hence, for a given polynomial f ∈ I of degree n, if TrF2n/F2(α) = 1, then we can
use the transformation ψ to obtain an irreducible polynomial of degree 2n, which is
invariant under S.
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4.3 To be invariant under T or STS
Definition 51. Define transformations φT and φST from F2[x] to F2[x] as φT (f(x)) :=
(T · φ(f))(x) and φST (f(x)) := (ST · φ(f))(x), for all f(x) ∈ F2[x].
Proposition 52. For f(x) ∈ F2[x], we have
a. STS · φT (f) = φT (f) and T · φST (f) = φST (f).
b. φT (f) and φST (f) are both of degree 2n.
Proof.
a. By Proposition 45, we get
STS · φT (f) = TST · (T · φ(f)) = T · (S · φ(f)) = T · φ(f) = φT (f)
and
T · φST (f) = T · (ST · φ(f)) = ST · (S · φ(f) = ST · φ(f) = φST (f).
b. Clear by Lemma 1, since φ(f) is of degree 2n.
Proposition 53. For all f ∈ F2[x]i the following statements are equivalent:
i. φ(f) is irreducible over F2.
ii. φT (f) is irreducible over F2.
iii. φST (f) is irreducible over F2.
Proof. First, we will prove the statement ii. implies i. by showing the contrapos-
itive of it. Let φ(f) be reducible over F2, then φ(f) = gh, for some nonconstant
polynomials g and h in F2[x]. So, we get
φT (f) = T · (φ(f)) = T · (gh) = (T · g)(T · g),
where both of the polynomials on the right hand side are nonconstant, by Lemma
1. So the reducibility of φ(f) implies the reducibility of φT (f).
In fact, all other implications can be shown easily using a similar approach.
So, for a given polynomial f ∈ I of degree n, if TrFn2 /F2(α) = 1, one can use the
transformation φST to find an irreducible polynomial of degree 2n which is invariant
under T , and the transformation φT to find an irreducible polynomial of degree 2n
which is invariant under STS.
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5 Conclusion
Consequently, we defined a group action of the group GL2(F2) on the set of
irreducible binary polynomials of degree≥ 2, studied on the orbits of the polynomials
taken from the set and also on the construction of several invariant polynomials of
higher degree, in the light of three articles.
In short, this master thesis can be considered as a half step for the generalization
of the results of Michon and Ravache in [1] and [3] to the Fq-case, but it is also
nourished by the article [2] of Meyn. After all, one can extend (2.1) to a definition
of group action of GL2[Fq] on the set of irreducible polynomials of degree n ≥ 2
over Fq in a natural way. Then similar results to the F2-case will be valid in this
generalization, too.
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