discovery of periodic solutions), and identifying chaotic behavior (with valuable applications to practical problems such as optimization (Chen & Aihara, 1995 , 2001 Chen & Shih, 2002) , associative memory (Adachi & Aihara, 1997) and cryptography (Yu & Cao, 2006) ). We refer to for the study of the existence of periodic solutions of discrete-time Hopfield neural networks with delays and the investigation of exponential stability properties. In (Yuan et al., 2004 (Yuan et al., , 2005 and in the most general case, in (He & Cao, 2007) , a bifurcation analysis of two dimensional discrete neural networks without delays has been undertaken. In (Zhang & Zheng, 2005 , the bifurcation phenomena have been studied, for the case of two-and n-dimensional discrete neural network models with multi-delays obtained by applying the Euler method to a continuous-time Hopfield neural network with no selfconnections. In (Kaslik & Balint, 2007a-b) , a bifurcation analysis for discrete-time Hopfield neural networks of two neurons with self-connections has been presented, in the case of a single delay and of two delays. In (Guo et al., 2007) , a generalization of these results was attempted, considering three delays; however, only two delays were considered independent (the third one is a linear combination of the first two) and the analysis can be reduced to the one presented in (Kaslik & Balint, 2007a) . The latest results concerning chaotic dynamics in discrete-time delayed neural networks can be found in (Huang & Zou, 2005) and (Kaslik & Balint, 2007c) . A general discrete-time Hopfield-type neural network of two neurons with finite delays is defined by: represent the delays. The reason for incorporating delays into the model equations of the network is that, in practice, due to the finite speeds of the switching and transmission of signals in a network, time delays unavoidably exist in a working network. In order to insure that delays are present, we consider 0
. The nondelayed case was extensively studied in (He & Cao, 2007 
be the function given by ) To the best of our knowledge, these are generalizations of all cases considered so far in the existing literature. This analysis allows the description of the stability domain of the null solution and the types of bifurcation occurring at its boundary, in terms of the characteristic parameters. By applying the center manifold theorem and the normal form theory, the Neimark-Sacker bifurcations are analyzed. A numerical example is presented to substantiate the theoretical findings. Moreover, the numerical example shows that the dynamics become more and more complex as the characteristic parameters leave the stability domain, eventually leading to the installation of chaotic behavior. The route from stability towards chaos passes through several stages of strange attractors and periodic solutions.
Preliminary results
We will start by giving two results that have particular importance for the bifurcation analysis to follow, namely for the study of the distribution of the roots of the characteristic polynomial associated to sysem (1) with respect to the unit circle. The first result concerns the distribution of the roots of a polynomial function with respect to the unit circle, and can be proved using Rouché's theorem. Proposition 1. (see (Zhang & Zheng, 2005 ) Suppose that R ⊂ S is a compact and connected set, and the polynomial
. Then, as the parameter α varies, the sum of the order of the zeros of ) , ( P α λ out of the unit circle, i.e. 1})
, can change only if a zero appears on or crossed the unit circle. ■ The second result concerns the existence of the roots of a special equation which plays an important role in the analysis of the characteristic polynomial associated to system (1). Proposition 2. (see (Kaslik & Balint, 2007b) 
is a solution and if N ∉ m then there is one solution
Stability and bifurcation analysis
We transform system (1) into the following system of 2 k k 
Let be the function
given by the right hand side of system (3). The jacobian matrix of system (3) at the fixed point
The following characteristic equation is obtained:
Studying the stability and bifurcations occurring at the origin in system (1) reduces to the analysis of the distribution of the roots of the characteristic equation (4) 
, we will analyze the roots of equation (4) in two particular situations, depicting information about the stability and bifurcations occurring at the origin in system (1).
Situation 1:
and therefore, we have k 2 = k k 21 12 + .
A particular case of this situation is the one studied in (Kaslik & Balint, 2007a) , where in addition, it was considered that k = k = k 21 12 , that is, all four delays are equal. Another particular case of this situation is the one analyzed in (Guo et al., 2007) , considering the supplementary hypothesis 22 11 b = b (but without assuming that all four delays are equal).
In this situation, the characteristic equation (4) can be written as:
The distribution of the roots of the characteristic equation (5) has been thoroughly analyzed in (Kaslik & Balint, 2007a) . This analysis provides us with the following results concerning the stability and bifurcations occurring at the origin in system (1): Considering the following notations and associated basic results:
• the strictly decreasing function
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The following theorem holds: Theorem 1. The null solution of (1) is asymptotically stable if and only if β and δ satisfy the following inequalities:
On the boundary of the set
R the following bifurcation phenomena causing the loss of asymptotical stability of the null solution of (1) take place:
a Neimark-Sacker bifurcation occurs in system (1), i.e. a unique closed invariant curve bifurcates from the origin near ) (
, system (1) has a Neimark-Sacker bifurcation at the origin. That is, system (1) has a unique closed invariant curve bifurcating from the origin near ) ( U = β δ . , the system (1) has a strong 1:1 resonant bifurcation at the origin. ■ The set S D given by Theorem 1 is the stability domain of the null solution of (1) with respect to the characteristic parameters β and δ .
Situation 2:
22 11 k k ≠ and 22 11 b = b A particular case of this situation has been studied in (Kaslik & Balint, 2007b) , where in addition, it was considered that 21 11 k = k and 22 12 k = k . In this situation, the characteristic equation (4) can be written as:
This equation is the same as the one obtained and analyzed in (Kaslik & Balint, 2007b) . The conclusions of this analysis will be presented below.
First, a list of notations will be introduced and some mathematical results will be presented, which can be proved using basic mathematical tools: 
the inverse of the function h ;
has some roots in the interval ) , ( 0 β α , then 1 β is the largest of these roots; otherwise, α β = 1 . We will consider the following two cases: (c1) At least one of the delays 11 k or 22 k is odd.
(c2) Both delays 11 k and 22 k are even.
Theorem 2. The null solution of (1) is asymptotically stable if β and δ satisfy the following inequalities:
bifurcation phenomena causing the loss of asymptotical stability of the null solution of (1) take place:
, system (1) has a Neimark-Sacker bifurcation at the origin. That is, system (1) has a unique closed invariant curve bifurcating from the origin near ) ( U = β δ .
ii. Let be ) , (
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(c1) system (1) has a Neimark-Sacker bifurcation at the origin. (c2) system (1) has a Flip or a Neimark-Sacker bifurcation at the origin.
iii. Let be ) a ,1 
(c1) system (1) has a double Neimark-Sacker bifurcation at the origin.
(c2) system (1) has a double Neimark-Sacker or a Flip-Neimark-Sacker bifurcation at the origin. ■ We underline that Theorems 1 and 2 completely characterize the stability domain (in the ) , ( δ β -plane) of the null solution of (1) and the bifurcations occurring at its boundary, in the considered situations.
Direction and stability of Neimark-Sacker bifurcations
Let be the function In the cases ii. and iii. of Theorem 1 and i. and ii. of Theorem 2, Neimark-Sacker bifurcations occur at the origin in system (1). That is, matrix Â has a simple pair ) z , z ( of eigenvalues on the unit circle, such that z is not a root of order 1,2,3,4 of the unity. The restriction of system (3) to its two dimensional center manifold at the critical parameter values can be transformed into the normal form written in complex coordinates (see (Kuznetsov, 2004) ): 
The following result gives us information about the direction and stability of NeimarkSacker bifurcations. Proposition 4. (see (Kuznetsov, 2004 )) The direction and stability of the Neimark-Sacker bifurcation is determined by the sign of 
Example
In the following example, we will consider the delays 1 = k 11 , 5 = k 22 , 4 = k 12 and 2 = k 21 . We will also choose 0.5 = a a n d β = b = b 22 11 . In this case, using Mathematica, we compute: is presented in Figure 2 and the values of the Largest Lyapunov Characteristic Exponent are presented in Figure 3 . It can be seen that as δ leaves the stability domain S D , the dynamics in a neighborhood of the origin become more and more complex, eventually leading to the occurrence of chaotic behavior. The phase portraits presented in Figures 6-7 sillustrate the changes which appear on the route from stable dynamics to chaotic dynamics, in a neighborhood of the origin, as | |δ increases from 0 to 2.5. , in the (,x) -plane, for  ∈(-2.5,2.5) (with the step size of 0.02 for ). For this bifurcation diagram, for each  value, the initial conditions were reset to (x 0 ,y 0 )=(0.01,0.01) and 10 5 time steps were iterated before plotting the data (which consists of 10 2 points per  value). 10 time steps). The Lyapunov spectrum was computed using the Householder QR based (HQRB) method presented in (Bremen et al., 1997) . , the null solution is asymptotically stable, and the trajectory converges to the origin. For 0.33 = b, a n asymptotically stable cycle (1-torus) is present, and the trajectory converges to this cycle. 
Conclusions
A complete bifurcation analysis has been presented for a discrete-time Hopfield-type neural network of two neurons with several delays, uncovering the structure of the stability domain of the null solution, as well as the types of bifurcations occurring at its boundary. The numerical example illustrated the theoretical results and suggested some routes towards chaos as the characteristic parameters of the system leave the stability domain. A generalization of these results to more complicated networks of two or more neurons may constitute a direction for future research.
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