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Ce rapport étudie les prévisions non linéaires pour les modèles à fac-
teurs. Il s’agit essentiellement d’étendre les prévisions du modèle considéré
par Stock et Watson dans leur article Macroeconomic Forecasting Using
Diffusion Indexes par des méthodes non linéaires. Deux méthodes non
linéaires ont été sélectionnées ; il s’agit des réseaux de neurones et des sé-
ries de Fourier. Nous avons effectué les régressions directement et nous les
avons évaluées à l’aide de l’erreur quadratique moyenne de prévision. Les
résultats suggèrent qu’il n’y a pas d’avantage à considérer ces méthodes
non linéaires dans le cadre des modèles à facteurs. Même en considérant
l’incertitude associée à l’évaluation de coefficients supplémentaires pour
les modèles non linéaires, nous ne sommes pas en mesure de dire que les
modèles non linéaires réduisent l’erreur quadratique moyenne de prévision.




Dans la tradition macroéconométrique, il est d’usage de choisir quelques séries
temporelles que l’on trouve pertinentes pour prédire un agrégat. Une difficulté
surgit lorsqu’on doit discriminer et se limiter à n’en choisir que certaines. On
se base alors sur l’expérience et la théorie économique pour choisir le modèle le
plus approprié. Cette manière de prédire a été abondamment étudiée et est celle
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qu’on emprunte naturellement lorsqu’on cherche à faire des prévisions. Elle est
certainement raisonnable, mais il persiste toujours la possibilité d’oublier une
partie substantielle de l’information pertinente. Comme on ne peut pas inclure
énormément de variables explicatives dans une régression, il faut procéder à une
sélection qui est inéluctablement sujette à la critique.
Par ailleurs, de récents développements concernant les modèles à facteurs à large
dimension nous suggèrent une autre approche pour réaliser des prédictions. Cela
consiste à condenser l’information de beaucoup de séries en quelques facteurs que
l’on nomme indices de diffusion et qui permettent d’effectuer des prévisions. Dès
lors que l’on obtient les indices de diffusion, nous sommes amenés à les insérer
dans un modèle ; ce dernier pouvant être linéaire ou non linéaire. Dans la mesure
où le modèle sous-jacent est linéaire, il convient tout à fait de rester dans le cadre
linéaire. Toutefois, cette approche perd sa validité lorsque l’on est en présence
de non-linéarité. Ainsi, quand le modèle duquel on extrait les facteurs a une
structure non linéaire, il apparaît impératif de recourir à un modèle non linéaire
pour établir des prévisions. On notera par ailleurs qu’un modèle non linéaire
appliqué à une structure linéaire demeure valide bien qu’il ne soit pas optimal.
En étudiant les modèles non linéaires pour les indices de diffusion, on sera en
mesure de déterminer si le modèle sous-jacent comporte des non-linéarités. En
somme, on cherche à savoir si les prévisions peuvent être rendues plus précises
si on considérait les modèles non linéaires.
1.2 Revue de littérature
Les modèles à facteurs ont fait époque en macroéconomie. Leur utilité s’est avé-
rée dans les travaux de Burns et Mitchell (1947) qui y trouvent une pertinence
pour les cycles économiques. Plus spécifiquement, on peut distinguer deux prin-
cipales branches dans le développement des modèles à facteurs. La première se
rapporte aux modèles à facteurs dynamiques. Cela consiste à estimer des fac-
teurs non observables à l’aide de l’estimateur du maximum de vraisemblance,
du filtre de Kalman ou des deux. On en trouvera des exemples parmi Sargent
et Sims (1977), Geweke et Singleton (1981), Engle et Watson (1981), Stock et
Watson (1989, 1991) ainsi que Kim et Nelson (1998). La deuxième porte sur les
modèles avec indices de diffusion et recourt à la méthode des composantes prin-
cipales pour évaluer les facteurs communs. Bien que l’estimateur du maximum
de vraisemblance est plus efficace pour un petit nombre de séries, cette dernière
méthode est plus simple à calculer et c’est pourquoi nous allons nous inscrire
dans cette seconde tradition. On pourra se référer à Geweke et Zhou (1996),
Sargent (1989), Forni et al. (1998, 2000) ainsi que Stock et Watson (1998, 2002)
pour des exemples. Enfin, on notera que la méthode des composantes princi-
pales est une approximation, mais que la différence entre ces deux approches
s’oblitère à mesure que le nombre de séries à notre disposition s’accroît.
Dans tous les cas, diverses applications des modèles à facteurs suggèrent qu’un
petit nombre de facteurs peuvent rendre compte des variations de variables
2
macroéconomiques. L’utilité avérée de ce paradigme nous incite à vouloir pousser
plus avant cette approche. On notera par ailleurs qu’il s’agit d’analyse factorielle
exploratoire plutôt que confirmatoire en ce que la première ne cherche qu’à
déterminer la structure sous-jacente des facteurs alors que la seconde entend
plutôt confirmer une théorie établie a priori.
Pour nous situer plus concrètement dans cette littérature, nous allons exposer
des résultats sur lesquels nous nous basons pour notre recherche. Stock et Wat-
son (2002b) ont montré que les modèles à facteurs avec beaucoup de prédicteurs
(au nombre de N) pour les séries temporelles (de taille T ) ont de bonnes proprié-
tés asymptotiques. Les prévisions convergent en probabilité quand N, T → ∞
vers la prévision optimale, c’est-à-dire la valeur que l’on obtiendrait si les co-
efficients étaient connus. Une étude empirique de ces mêmes auteurs (2002a)
suggère qu’il serait avantageux d’utiliser des facteurs pour faire des prédictions.
Il s’avère en effet que les modèles utilisant les indices de diffusion sont supérieurs
à des modèles simples traditionnels comme des VAR.
Toutefois, ces auteurs n’ont considéré que les modèles linéaires. Ainsi, Shintani
(2005) s’est penché sur les méthodes non linéaires dans le cas du Japon. Plus
spécifiquement, il découvre des non-linéarités dans les données et trouve à nou-
veau que les modèles utilisant les indices de diffusion performent mieux que les
modèles traditionnels. Par contre, la méthode non linéaire employée se basant
sur les réseaux de neurones apporte peu d’avantages par rapport aux méthodes
linéaires.
Par ailleurs, Bierens, Castelar et Ferreira se proposent d’étendre le modèle de
Stock et Watson. Ils tentent de considérer la non-linéarité en permettant la varia-
tion temporelle des paramètres. Plus spécialement, ils trouvent que les modèles
à changements de régimes markoviens 1 ou avec seuil 2 améliorent les prévisions
pour la croissance économique du Brésil. Ces auteurs limitent toutefois leur
étude à ce seul agrégat.
Il est donc proposé de refaire l’étude pratique de Stock et Watson (2002a) et d’y
développer des prévisions non linéaires. Nos choix, qui ne s’effectuent pas sans
réserve, se sont portés sur les réseaux de neurones et sur les séries de Fourier.
Pour ce qui est des réseaux neuronaux, une synthèse éclairante fut rédigée par
Franses et van Dijk (2000). Cette préférence n’est pas arbitraire étant donné
que les réseaux de neurones ont montré de bonnes capacités prédictives dans
plusieurs cas. À ce sujet, voir Swanson et White (1997), Chen, Racine et Swanson
(2001) ainsi que Hong et Lee (2003). Il se trouve que cette méthode non linéaire
est très efficace pour épouser des données. En ce qui a trait aux séries de Fourier,
nous reprenons une formule employée par Linton et Perron (2003) qui elle-même
est une adaptation de Gallant (1981).
1. Connus plus familièrement en anglais sous le nom de Markov-switching models.
2. Traduction de Treshold model.
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1.3 Données
Il importe de souligner que cette technique est essentiellement économétrique.
Elle ne requiert que peu de théorie économique si ce n’est pour la constitution
de la base de données, c’est-à-dire la question de savoir quelles séries nous al-
lons inclure comme prédicteurs. En effet, la théorie économique et l’expérience
pratique en économétrie permettront de sélectionner les séries jugées les plus
significatives pour décrire l’activité économique. Dans l’optique où l’on cherche
à constituer une base de données substantielle, il nous incombe de prendre une
pléthore de séries, ce qui est sans contredit moins restrictif que lorsqu’on ne
choisit que quelques séries comme dans les modèles traditionnels.
En outre, les données sont celles utilisées par Stock et Watson (2002a). Nous
disposons donc de 215 séries mensuelles correspondant à des variables macroé-
conomiques. La période considérée s’échelonne de janvier 1959 à décembre 1998.
Toutefois, certaines des séries ne sont pas complètes. On ne prendra que celles
qui sont complètes et qui sont au nombre de 146. Dès lors, nous n’utiliserons
que le panel cylindrique. De surcroît, des transformations sont appliquées à cha-
cune des séries pour s’assurer de leur stationnarité, c’est-à-dire qu’elles sont I(0).
Bien qu’il n’y ait pas de certitude à ce chapitre, différents tests ont été appliqués
par Stock et Watson pour s’assurer qu’elles l’étaient effectivement. Puis, l’ex-
périence et le jugement ont servi de dernier rempart contre les méprises. Nous
pouvons donc être confiants quant à la validité de ces données. Nous avons en-
suite standardisé les séries de telle sorte qu’elles aient une moyenne nulle ainsi
qu’une variance unitaire. Enfin, on mentionnera que les valeurs aberrantes 3 ont
été remplacées par des valeurs manquantes.
Dans un autre ordre d’idées, on notera que cette base de données n’est pas à
strictement parler en temps réel. Cela veut dire que certaines séries ont été révi-
sées au fil du temps et qu’elles incorporent de l’information future. Définissons
Ωt comme l’ensemble d’information dont on dispose à la période t et xt comme
une série jusqu’à ce moment. Au risque d’énoncer un truisme, nous avons que
xt ∈ Ωt. Cependant, il arrive que la série xt soit révisée en ce sens que des
observations sont retouchées en regard de l’information subséquente. Dès lors,
nous aurons que xt ∈ Ωt+j où j ∈ N. Cela est problématique dans la mesure où
l’on cherche à faire des prédictions seulement à partir de l’information connue
à t. Par ailleurs, il se trouve que les données non révisées sont nettement plus
difficiles à obtenir. Ainsi, la raison pour laquelle une base de données en temps
réel n’est pas utilisée est qu’il aurait été ardu de recueillir la myriade de séries
constituant la base de données.
3. On entend par valeur aberrante toute entrée qui était éloignée de la médiane de plus de
10 fois l’écart interquatile.
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2 Modèles économétriques
2.1 Modèles à facteurs
Comme nous l’avons mentionné précédemment, nous allons calculer les facteurs
par la méthode des composantes principales. Nous avons à notre disposition une
grande quantité de séries, au nombre de N , que l’on notera génériquement par
xt, i avec i = 1 , . . . , N et t = 1 , . . . , T . L’objectif consiste à prédire le mieux
possible une variable scalaire yt+h , où h est l’horizon temporel de notre prédic-
tion, compte tenu de l’information disponible à la période t, Ωt. Bien entendu,
nous ne pouvons pas inclure toutes les séries dans la régression. À la place de
ces N séries, nous cherchons r facteurs, c’est-à-dire ft = (f1, t , f2, t , . . . , fr, t),
qui nous serviront à établir la prévision. L’intérêt de cette approche consiste à
ce que r $ N , c’est-à-dire que r est nettement plus petit que N . Il devient
alors pensable de faire une régression avec ces facteurs. On peut ensuite poser
plus formellement le modèle.
yt+h = γ(L) yt + β′(L) ft + #t+h
xt, i = λ′i(L) ft + et, i
Où γ(L), β(L) et λi(L) sont les coefficients avec les retards pour i = 1 , . . . , N .
On prendra note que λi(L) correspond à la sensibilité de xt, i au facteur ft. Par
conséquent, et, i est l’erreur idiosyncrasique propre à la variable xt, i. On aura
également que E(#t+h | ft , yt , xt , ft−1 , yt−1 , xt−1 , . . .) = 0. Nous allons
supposer que le nombre de retards de β et γ est fini de sorte que l’on peut
estimer les facteurs par la méthode des composantes principales bien que cela






(xt, i − λ(r)′i f (r)t )2 pour un r donné.
Pour décrire plus formellement comment nous allons calculer ces facteurs, nous
allons mettre lesN séries xt, i dans une matriceXT×N . On cherche à en extraire r
indices de diffusion notés FT×r. La forme matricielle pour écrire cela estXT×N =
FT×r Λ′r×N + eT×N . La méthode des composantes principales nous donne Λˆ
comme
√
N fois les r vecteurs associés aux r plus grandes valeurs propres de
la matrice X ′X. En se servant de la normalisation Λ
′Λ
N = I, on obtient que
Fˆ = XΛˆN .
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Stock et Watson (2002a) se sont servis de ces indices de diffusion pour faire leurs








On pourra remarquer que cette équation comporte p+ 1+m · r coefficients. Le
modèle a été sélectionné en utilisant le critère d’information de Bayes (BIC) avec
1 ! r ! 6, 1 ! m ! 3 et 0 ! p ! 6 4. Cela fait 126 modèles à estimer pour chaque
période. Il importe également de mentionner que les coefficients sont obtenus par
les moindres carrés ordinaires puisque les variables entrent linéairement dans
l’équation. Cette manière d’estimer des coefficients étant simple, il se trouve
qu’elle est rapide à exécuter.
L’essence de la problématique de ce rapport apparaît alors plus nettement. On
se demande s’il serait possible d’améliorer cette prédiction en considérant une
fonction non linéaire de ces prédicteurs. Plus spécifiquement, on voudrait obtenir









yt , . . . , yt−p+1 , Fˆt, . . . , Fˆt−m+1
)
telle que f est non linéaire. Il existe de nombreuses méthodes qui permettent
d’estimer la partie non linéaire de cette équation. Nous allons nous contenter
d’en étudier deux.
2.2 Réseaux de neurones
Avec ces indices de diffusion, nous sommes à même de faire les prévisions à l’aide
d’un réseau de neurones. La formule appropriée qui exprime ce qu’est un réseau
est la suivante :





γ0,j + γ1,j yt + . . .+ γp,j yt−p+1 + δ′1,j Fˆt + . . .+ δ′m,j Fˆt−m+1
)
+ εt+h
où ψ′i = (ψi,1 , ψi,2 , . . . , ψi,r) correspond aux coefficients pour les r facteurs à









4. On aura pour convention que p = 0 correspond au fait d’exclure yt de la régression. On
conservera cette convention pour les autres modèles.
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De manière condensée, on écrira





βj G (x′t γj + z
′
t δj) + εt+h
avec φ = (φ0 , φ1 , . . . , φp)′, ψ = (ψ′1 , . . . , ψ′m)′, γj = (γ0,j , γ1,j , . . . , γp,j)′
et δ = (δ′1,j , . . . , δ′m,j)′ pour les coefficients et x′t = (1 , yt , . . . , yt−p+1) et
z′t =
(
Fˆt , . . . , Fˆt−m+1
)
pour les variables. Comme il est coutume de faire, on
prend la fonction logistique G(x) = 11+e−x . On remarque que G : R → ] 0, 1 [
et que G′(x) > 0. La partie non linéaire est celle constituée par la somme. On
peut aussi voir que ce sont les mêmes prédicteurs dans les parties linéaire et non
linéaire, mais qu’ils ont des coefficients différents.
On cherche maintenant à évaluer le modèle. Tout d’abord, on définit le vecteur
θ qui est composé de tous les (p +m · r + 1) + q (p +m · r + 2) paramètres et
peut être écrit comme θ′ = (φ′ , ψ′ , β′ , γ′ , δ′) où φ(p+1)×1 , ψm·r×1 , βq×1 ,
γq (p+1)×1 et δq·m·r×1 . On veut minimiser une certaine fonction d’erreur qua-
dratique à laquelle on adjoindra des poids dégénérés 5 qui empêchent que les
coefficients deviennent arbitrairement grands. Ainsi, ils nous permettent d’évi-
ter qu’un élément ait une influence trop importante et ils font en sorte qu’on





























La valeur des paramètres sont ωφ,ψ = 0, 01 et ωβ = ωγ,δ = 0, 0001 , tel que
suggéré par Franses et van Dijk (2000). Il importe de sélectionner ces poids
à l’avance et de ne pas les définir pour obtenir un certain modèle. À titre
indicatif, une reparamétrisation est nécessaire pour que les valeurs des coef-
ficients des poids dégénérés aient un sens. Celle qui a été retenue dicte que
u∗t =
ut−min(ut)
max(ut)−min(ut) , ce qui nous assure que toutes les observations sont com-
prises dans l’intervalle [ 0, 1 ] 7.
5. Traduction libre de weight decay.
6. Un danger avec les réseaux de neurones est de calquer de trop près les données et d’ainsi
modeler le bruit, ce qui nuit au pouvoir prédictif.
7. Il aurait également été possible de redéfinir les données comme u∗t =
ut−u¯t
σ(ut)
où u¯t est la
moyenne empirique et σ(ut) est l’écart-type de la série.
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Malheureusement, comme la fonction que l’on souhaite minimiser n’est pas li-
néaire, il faut recourir à des algorithmes pour résoudre cette équation. Ainsi,
les coefficients sont estimés en minimisant Q(θ) à l’aide de deux algorithmes.
Dans un premier temps, on recourt à l’algorithme simplex de Nelder et Mead
(1965) qui nous permet de couvrir un plus grand espace que le second. Nous
ne l’utilisons qu’une fois afin de préciser notre approximation. Quant au second
algorithme, il s’agit de celui de Broyden-Fletcher-Goldfarb-Given (BFGS) qui
converge plus rapidement 8. Il serait opportun de préciser que le temps de calcul
pour chacun de ces algorithmes est passablement long, surtout pour le deuxième.
Par conséquent, notre approximation risque d’être quelque peu grossière, car
nous n’utiliserons le second algorithme qu’au maximum 400 fois. De plus, nous
allons chercher les coefficients seulement autour de zéro. L’idéal aurait été de
prendre quelques points aléatoirement dans la région où est susceptible d’être
le minimum de sorte qu’en trouvant plusieurs minimums locaux, nous aurions
plus de chance de trouver le minimum global. Aurions-nous eu un ordinateur
plus puissant que nous aurions pu être plus précis, mais faute de moyens, nous
nous accommoderons de cette situation.
Le temps de calcul indûment long nous mène à une autre contrainte en ce
qui a trait à la sélection du modèle. Comme il devient prohibitif de comparer
plusieurs modèles afin de choisir le meilleur, on se contentera de n’en choisir
qu’un. Idéalement, nous aurions utilisé le critère du BIC défini ainsi :











On aurait évalué les modèles pour 1 ! r ! 6 , 0 ! p ! 6 , 1 ! m ! 3 et 1 ! q !
5. Cela fait que pour chaque prévision, on aurait estimé 630 modèles. On aurait
pu imaginer une manière de réduire le nombre de modèles à évaluer en fixant
certains paramètres. Shintani (2005), par exemple, utilise invariablement six
facteurs, car ceux-ci sont supposés bien résumer les séries. Il se trouve que cette
modification est insuffisante pour réduire suffisamment le temps de calcul. Nous
avons donc opté pour abroger tout simplement la sélection du modèle et nous
avons fixé les paramètres à r = 4 , p = 3 , m = 2 et q = 2. Enfin, pour dernière
limitation, on mentionnera que l’on ne calcule les coefficients qu’annuellement
bien que les données soient mensuelles.
2.3 Séries de Fourier
La seconde approche consiste à utiliser les séries de Fourier. Ainsi, en plus des
réseaux de neurones, on emploie une seconde approche pour approximer la partie
non linéaire. Elle s’avère pertinente pour tenter de reproduire les cycles dans les
données simplement à cause de la forme cyclique de la formule sinusoïdale.
8. On peut voir la procédure détaillée pour implémenter ce dernier algorithme en annexe.
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k · Fˆ (&)t−k+1
))
+ εt+h
On peut voir que ce sont les deux dernières lignes de cette équation qui consti-
tuent la partie non linéaire ; la première n’étant que celle déjà utilisée par Stock
et Watson. De plus, on remarquera que cette formule comporte p+ 1 +m · r +
2 q (p+m ·r) coefficients. À chaque itération, on utilisera le BIC pour déterminer
le modèle le meilleur modèle à partir des paramètres 1 ! r ! 6 , 0 ! p ! 5 ,
1 ! m ! 3 et 1 ! q ! 4. Cela fait en tout 432 modèles à estimer à chaque pé-
riode, ce qui est considérable. On peut se permettre cette prodigalité, car cette
équation s’avère nettement plus facile à implanter que pour les réseaux neuro-
naux. En effet, comme tous les paramètres entrent linéairement dans l’équation,
nous estimons ceux-ci par la méthode des moindres carrés ordinaires. Cette
dernière étant très rapide à exécuter, cela nous permet d’évaluer le modèle à
plusieurs reprises et d’effectuer une sélection à l’aide du BIC. De plus, on peut
actualiser les coefficients chaque mois contrairement aux réseaux de neurones où
on ne le faisait qu’à chaque année. Enfin, on notera qu’on modifie les données
dans ce cas-ci également. On prendra u∗t = 2pi
ut−ut, min
ut, max−ut, min où ut, min est plus
petit que min(ut) et ut, max est plus grand que max(ut) 9.
2.4 Prévisions
Il existe plusieurs manières de faire des prévisions. Supposons que nous avons
T + h observations et que nous divisons celles-ci en une première partie R et en
une autre qui contient toutes les données subséquentes qu’on appellera P . Nous
avons que R+P = T +h. À partir de ces définitions, il est possible d’estimer les
paramètres de trois manières afin de faire des prévisions. La première consiste
à toujours utiliser un échantillon de taille R. Pour obtenir la prévision R + h,
on évalue le modèle avec les données de 1 à R. Pour R + h + 1, on prend de
2 à R + 1 et ainsi de suite. Cela fait qu’on a une fenêtre qui conserve toujours
la même taille à mesure qu’on progresse dans l’échantillon. Cette méthode a
l’avantage de nous protéger contre les dérives difficilement modélisables que
9. Plus spécifiquement, on aura pris ut, min =
(
1, 01min(ut) si min(ut) < 0




1, 01max(ut) si max(ut) ! 0
0, 99max(ut) si max(ut) < 0
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pourraient comporter les paramètres. La seconde approche consiste à n’estimer
les paramètres qu’une fois avec l’échantillon allant jusqu’à la Re observation.
Cela a l’avantage de réduire considérablement le temps de calcul, mais néglige
une partie significative des données à mesure que l’on approche de la fin de
la série à prédire. La troisième méthode consiste à utiliser toutes les données
disponibles. Par exemple, pour prédire t + h, on utilise les données de 1 à t.
Cette manière de procéder est la seule qui emploie toute l’information disponible.
Ainsi, seule cette dernière manière a été retenue. Enfin, dans notre cas empirique,
nous avons choisi R = 300. Considérant que nous disposons d’un échantillon
d’environ 480 observations, cela autorise tout de même 180 prévisions. Ce choix
peut certes faire l’objet de critique dans la mesure où il n’y a pas d’arguments
qui permettent de trancher définitivement la question. Pour leur part, Stock et
Watson (2002a) ont choisi 132, ce qui est nettement moindre que dans notre
cas. Toutefois, nos modèles comportent plus de coefficients de sorte qu’on perd
davantage de degrés de liberté, ce qui justifie que l’on commence nos prévisions
plus tardivement. Ce choix s’est aussi effectué en considérant le fait que Shintani
(2005) ait sacrifié 64% de son échantillon alors que nous utilisons 63% (300/480)
avant de faire une première prédiction.
Les prévisions dans le cadre non linéaire ne sont pas aussi simples que dans le cas
linéaire. Elles requièrent une gymnastique théorique qui laisse place à la créati-




E[yt+h |yt+h−1]g(yt+h−1 |Ωt)dyt+h−1. Cela a toutefois le désa-
vantage qu’il faille évaluer des intégrales successivement, ce qui n’est pas si aisé
à faire numériquement. De même, les méthodes bootstrap sont problématiques
dans la mesure où elles requièrent de calculer un grand nombre de fois les coef-
ficients, ce que nos fastidieux algorithmes de minimisation ne nous permettent
pas. Évidemment, un choix s’impose et nous avons retenu une méthode. Elle est
la même que celle employée par Stock et Watson (2002a) et par Shintani (2005).
Elle consiste à calculer directement les régressions avec l’horizon de prédiction
h. Cette approche est valide dans la mesure où on reconnaît qu’il ne s’agit là
que d’une approximation et non pas du processus générateur des données.
Une seconde possibilité aurait été de considérer la méthode itérée. Cela aurait
consisté à poser h = 1 et à évaluer notre modèle ainsi. Nous aurions ensuite
pu obtenir la prévision subséquente en nous servant de la prévision que l’on
vient d’obtenir et de continuer ainsi jusqu’à ce qu’on atteigne notre véritable
horizon h. On rencontre une difficulté en ce qu’on doive également faire des
prédictions pour les indices de diffusion. Il aurait alors fallu spécifier un modèle
pour obtenir les facteurs jusqu’à h− 1. Cela n’était toutefois pas suffisant pour
écarter approche, mais on aura quand même chois de la mettre de côté, car des
résultats préliminaires suggèrent que cette méthode détériore singulièrement la
prédiction. Il paraît prématuré de poser un jugement définitif à savoir pourquoi
cette méthode ne donnait pas les bons résultats. Il se peut que notre modèle
ne soit pas assez parcimonieux et qu’il épouse le bruit de sorte que lorsqu’on




Il existe plusieurs manières d’évaluer la précision de nos prévisions. Notre dévolu
s’est porté sur l’erreur quadratique moyenne de prédiction pour discriminer les
modèles entre eux. En utilisant la notation utilisée précédemment, celle-ci est
définie par EQMP = 1P
T−h∑
t=R
(yt+h − yˆt+h|t)2 où yt+h est la valeur réalisée que
l’on cherche à prédire et yˆt+h|t est la valeur prédite par le modèle sachant l’in-
formation jusqu’à la période t. De toute évidence, l’erreur quadratique moyenne
est toujours positive et notre modèle est meilleur à mesure que l’EQMP tend
vers zéro. À l’aide de cette mesure, Stock et Watson (2002a) ont montré que
leur modèle à facteurs est généralement supérieur à des modèles AR et VAR
standards. Pour ses travaux, Shintani (2005) a utilisé l’EQMP et l’erreur abso-
lue moyenne de prédiction définie comme EAMP = 1P
T−h∑
t=R
∣∣yt+h − yˆt+h|t∣∣. On
cherche alors à montrer que les méthodes non linéaires retenues sont supérieures
au modèle linéaire de Stock et Watson. Le premier indicateur que l’on utilisera
sera simplement le ratio entre l’erreur quadratique moyenne de prédiction du
modèle linéaire et celle du modèle non linéaire. Nous aurons l’EQMP du modèle
non linéaire au numérateur et celle du modèle linéaire au dénominateur. Ainsi,
lorsque ce rapport sera inférieur à un, on aura une indication que le modèle non
linéaire est meilleur que celui qui n’est que linéaire.
EQMPnonlin
EQMPlin
< 1 ⇔ EQMPnonlin < EQMPlin
Inversement, si ce ratio est près d’un, on pourra en conclure qu’ajouter la non-
linéarité n’accroît pas la précision de nos prévisions. Cette statistique a certes
l’avantage d’être simple, mais elle comporte l’inconvénient de ne pas indiquer
si cette différence est significative. En effet, il se peut que l’erreur quadratique
moyenne de prédiction pour le modèle non linéaire soit inférieure à celle du mo-
dèle linéaire, mais que cette différence ne soit due qu’au hasard. Stock et Watson
contournent cette difficulté en calculant un écart-type de cette statistique selon
une méthode définie par West (1996). Ils sont alors plus en mesure de déter-
miner si l’écart obtenu est important en regard de cette mesure de dispersion.
Pour notre part, nous utiliserons un test formel plutôt qu’un écart-type qui ne
fait que nous donner qu’une vague idée. Ce test est tiré de Clark et West (2006)
et se décline comme suit :
H0 : EQMPnonlin = EQMPlin
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H1 : EQMPnonlin < EQMPlin
L’hypothèse alternative est unilatérale, car on cherche à prouver que le modèle
non linéaire a une erreur quadratique moyenne de prédiction plus petite que
celle du modèle linéaire. Ce test sert à comparer deux modèles emboîtés 10.
Dans notre cas, le modèle linéaire est emboîté dans le modèle non linéaire. Sous
H0, nous avons que le modèle non linéaire cherche à évaluer des coefficients qui
sont nuls. Il se trouve ainsi à introduire du bruit dans ses prévisions. Cela a
pour corollaire que le modèle plus parcimonieux aura une erreur quadratique
moyenne de prédiction plus petite que le modèle plus étendu. Clark et West

















(yˆlint+h|t − yˆnonlint+h|t )2
On remarque que l’erreur quadratique moyenne de prédiction pour le cas li-
néaire demeure la même, mais qu’on a retranché un terme à celle du cas non
linéaire. Cela réduit donc celle qu’on aurait obtenue si on avait utilisé la statis-
tique habituelle et augmente donc les chances de rejeter H0. Les auteurs dont il
est question trouvent que la nouvelle statistique associée à ce test n’a pas une
distribution normale, mais qu’elle est tout de même assez proche. En fait, ils
ont calculé que les tests ont des niveaux plus petits que ceux spécifiés par l’ap-
proximation normale 11. En conséquence de quoi, lorsqu’on en vient à rejeter H0
dans ce test, nous sommes davantage certains que cette hypothèse est erronée
que nous le suggère la statistique obtenue.
On peut alors tester en régressant par moindres carrés ordinaires la différence
entre les erreurs quadratiques moyennes pour les deux modèles. Notre test
consiste en un test Student unilatéral en se servant de l’approximation nor-
male. On rapportera ensuite la valeur p obtenue à l’aide de l’approximation
normale.
Par ailleurs, on notera que les réseaux de neurones sont souvent considérés
comme des modèles « boîte noire » et l’on s’en sert principalement pour leurs
10. Le modèle 1 est emboîté (nested en anglais) dans le modèle 2 si et seulement si certains
coefficients du modèle 1 sont considérés comme nuls, alors qu’ils ne le sont pas pour le modèle
2. On aura ainsi que le modèle 1 est un cas particulier du modèle 2.
11. En comparaison, avec les statistiques traditionnelles, ils obtiennent des tests qui sous-
estiment grossièrement les niveaux quand on utilise l’approximation normale.
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qualités prédictives. Par « boîte noire », on entend qu’il est peu commode d’ana-
lyser le comportement interne du modèle. En effet, les propriétés asymptotiques
habituelles ne sont pas valides dans ce cadre-ci. Par exemple, on ne peut pas
recourir à la statistique de Student pour tester les coefficients de la partie non
linéaire. On se contente alors d’analyser l’erreur quadratique moyenne de pré-
diction. Ainsi, pour ce qui est des réseaux de neurones, notre analyse se limitera
aux deux statistiques énoncées précédemment, à savoir le ratio des erreurs qua-
dratiques moyennes de prédiction et la valeur p. Cela dit, on remarquera que
le choix des réseaux neuronaux conduit à une heureuse coïncidence des incon-
vénients. Il s’avère qu’il n’est pas bien clair ce que représente un facteur. De
même, on ne parvient pas à déterminer ce que signifient les coefficients. Cela
fait en sorte qu’on ne sait pas interpréter les coefficients associés à des variables
qu’on ne sait trop ce qu’elles sont. Dans un cadre strictement de prédiction, ces
deux points faibles perdent de leur portée.
En ce qui a trait aux séries de Fourier, on utilisera également les deux statistiques
que l’on emploiera pour les réseaux de neurones. De plus, il aurait pu être
envisagé de tester les coefficients de la partie non linéaire avec un test F habituel.
En effet, le modèle linéaire et celui non linéaire sont tous les deux évalués avec
la méthode des moindres carrés ordinaires, ce qui autorise l’utilisation d’un test
F usuel. Seulement, la sélection du meilleur modèle à l’aide du critère du BIC
rend inopérant cette possibilité dans la mesure où les variables incluses de la
partie linéaire ne correspondent pas nécessairement pour les deux modèles.
3.2 Résultats empiriques
Les résultats sont présentés sous forme de tableau. Pour chaque variable, on
trouvera dans la case de gauche le ratio des erreurs quadratiques moyennes
de prédiction entre le modèle à gauche et celui considéré par Stock et Wat-
son (2002a). Dans la case de droite, on trouvera la valeur p associée au test
énoncé précédemment. Pour le ratio, une valeur inférieure à un signifie qu’il y
a une amélioration par rapport au modèle linéaire. De même, on pourra consi-
dérer qu’une valeur p inférieure à 0,05 est une amélioration vis-à-vis du modèle
linéaire. On aura mis ces valeurs en gras dans le tableau.
Le premier tableau reprend quatre variables réelles étudiées par Stock et Watson
pour des horizons de 6 mois, 12 mois et 24 mois. Le deuxième tableau rapporte
les valeurs pour les variables de prix qu’ont étudié ces auteurs.
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Table 1 – EQMP relative et la valeur p pour des variables réelles
Méthode Prod. indust. Rev. pers. Ventes Salariés
RN (6 mois) 1,21 0,95 1,05 0,58 0,99 0,07 1,09 0,29
RN (12 mois) 1,11 0,23 1,07 0,61 1,00 0,04 1,09 0,29
RN (24 mois) 1,07 0,02 1,09 0,63 1,09 0,95 1,14 0,20
Fourier (6 mois) 0,97 < 0,01 0,96 < 0,01 1,01 0,14 0,90 < 0,01
Fourier (12 mois) 1,04 0,35 1,04 0,69 0,99 0,05 1,00 0,01
Fourier (24 mois) 1,04 0,95 1,02 0,61 1,04 0,45 1,06 0,31
Légende : Prod. indust. = production industrielle, Rev. pers. = revenu person-
nel, Ventes manuf. = ventes manufacturières et commerciales, Salariés = nombre
de salariés excluant la population agricole.
Table 2 – EQMP relative et la valeur p pour des variables de prix sur un
horizon de 12 mois
Méthode IPC Défl. Cons. IPC IPP
RN (6 mois) 1,00 0,04 1,07 0,96 0,96 < 0,01 1,00 1,00
RN (12 mois) 1,03 0,30 1,03 0,51 1,04 0,52 1,06 0,75
RN (24 mois) 1,04 0,18 1,04 0,59 1,05 0,49 1,07 0,73
Fourier (6 mois) 1,01 0,47 1,00 0,39 1,01 0,67 0,99 0,15
Fourier (12 mois) 1,00 0,56 1,00 0,32 1,00 0,32 1,00 0,30
Fourier (24 mois) 0,99 0,09 1,00 0,25 1,00 0,28 0,99 0,04
Légende : IPC = indice des prix à la consommation, Défl. Cons. = déflateur
implicite des prix à la consommation, IPC = IPC excluant la nourriture et
l’énergie, IPP = indice des prix à la production.
3.3 Analyse des résultats
En regardant les ratios, nous sommes à même de constater que la plupart d’entre
eux sont supérieurs à un. D’un point de vue strictement prévisionnel, nous
sommes amenés à en déduire que les méthodes non linéaires détériorent les
prévisions par rapport au modèle linéaire. Certes, il arrive à l’occasion que le
ratio soit inférieur à un indiquant ainsi qu’il y aurait des non-linéarités, mais
cela n’est pas assez répandu pour en conclure à la présence de non-linéarité. De
plus, la majorité des valeurs ne sont que légèrement supérieures à un de sorte que
les modèles non linéaires ne nuisent pas outrageusement à nos prédictions. Cela
est bien naturel dans la mesure où ne fait qu’ajouter une partie non linéaire
à des régresseurs linéaires. Dans une perspective strictement prédictive, il ne
semble dès lors pas pertinent d’inclure ces méthodes non linéaires à la partie
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linéaire déjà considérée par Stock et Watson. La seule exception apparente serait
peut-être les séries de Fourier avec un horizon court et pour les variables réelles.
Cela n’est toutefois pas suffisant pour nous amener à induire qu’il y a des non-
linéarités. Du reste, il ne semble pas bien clair ce qui expliquerait cette bonne
performance.
Pour ce qui est du test qui nous indique si les erreurs quadratiques moyennes
entre les modèles linéaire et non linéaire sont différentes, il semble que là aussi
nous manquons de preuve pour attester de la présence de non-linéarité. Relati-
vement peu de valeurs-p sont sous 0, 05, ce qui atteste que la méthode linéaire
serait probablement suffisante pour établir les prédictions pour les modèles à
facteurs. Bref, même en tenant compte de l’incertitude en évaluant les coeffi-
cients supplémentaires du modèle non linéaire, nous ne sommes pas en mesure
de conclure que les méthodes non linéaires nous permettent d’améliorer les pré-
visions.
Dès lors, à la lumière de ces résultats, il ne semble pas pertinent d’inclure ces
méthodes non linéaires à la partie linéaire déjà considérée par Stock et Watson.
Il se trouve que Shintani (2005) n’arrive pas non plus à trouver que les réseaux
de neurones améliorent les prévisions bien qu’il ait trouvé quelques indices de
non-linéarité dans les données à partir de divers tests. Il était par ailleurs arrivé à
la conclusion que les indices de diffusion amélioraient les prévisions par rapport
aux modèles linéaires. Comme nous utilisons les données de Stock et Watson
et que cette dernière conclusion avait déjà été démontrée par ceux-ci, notre
contribution se limite alors à indiquer que les méthodes non linéaires étudiées
ne permettent pas d’améliorer les modèles incluant des indices de diffusion.
Il serait par la suite naturel de se demander ce qui fait en sorte que les mé-
thodes non linéaires ne nous confèrent aucun avantage apparent par rapport
aux méthodes linéaires. Plusieurs interprétations s’offrent alors à nous pour ex-
pliquer nos résultats. Tout d’abord, il se peut qu’il n’y ait tout simplement pas
de non-linéarité. Il s’avérerait alors futile de vouloir considérer les modèles non
linéaires. C’est l’explication la plus plausible et celle que l’on assumera. Ensuite,
il se peut qu’il y ait de la non-linéarité, mais que les méthodes que nous avons
utilisées, soit les réseaux de neurones et les séries de Fourier, soient mal adaptées
pour l’expliquer. Également, nous avons fait mention précédemment du fait que
le temps de calcul trop long nous a indûment restreints pour ce qui est de la
précision du modèle incorporant des réseaux de neurones. En effet, pour éva-
luer les coefficients, nous avons eu recours à une approximation qui a pu parfois
s’avérer inadaptée. Nous avons employé deux algorithmes avec un nombre donné
d’itérations pour chacun de sorte que nous ne sommes pas en mesure d’affirmer
que nous avons à tout coup trouvé le minimum. De même, nous avons peu d’as-
surance à savoir si nous avons trouvé des minimums globaux ou des minimums
locaux. De plus, nous avons fixé tous les paramètres du modèle avec les réseaux
de neurones, ce qui est très limitatif par rapport au modèle linéaire qui emploie
le BIC. Toutefois, on notera que ces limitations perdent de leur portée dans la
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mesure où le modèle avec les séries de Fourier n’a pas ces contraintes et qu’il
ne performe guère mieux que celui avec les réseaux neuronaux. Enfin, une der-
nière explication qui paraît assez peu concluante est que la valeur p associée à
la statistique a des niveaux plus petits que ceux prédits. Il serait alors possible
que les valeurs p que l’on obtient soient significatives si nous avions un test qui
avait les bons niveaux. Cela ne change toutefois pas le fait que les méthodes
non linéaires n’améliorent pas concrètement les prévisions simplement à cause
de l’évaluation des coefficients supplémentaires.
4 Conclusion
4.1 Sommaire
Dans ce rapport, nous avons considéré étendre le modèle considéré par Stock et
Watson (2002a) à l’aide de méthodes non linéaires. Comme ceux-ci, nous avons
procédé en deux étapes pour obtenir notre modèle à facteurs dynamiques. Tout
d’abord, nous avons estimé les facteurs à partir de 146 séries en utilisant la
méthode des composantes principales. Ensuite, nous avons inclus ces prévisions
dans des modèles non linéaires pour les comparer au modèle linéaire de Stock et
Watson. Nous avons utilisé les réseaux de neurones ainsi que les séries de Fourier.
Dans le premier cas, nous avons dû fixer les paramètres de notre modèle, car le
temps de calcul était trop long. Pour les séries de Fourier, nous avons utilisé le
BIC tout comme les auteurs l’avaient fait avec leur modèle linéaire. De plus, les
prévisions sont faites directement plutôt que de manière itérée.
Pour déterminer si des non-linéarités étaient présentent, nous avons calculé le
ratio des erreurs quadratiques moyennes de prévision entre le modèle non linéaire
et celui qui est linéaire. Nous avons aussi modifié l’erreur quadratique moyenne
de prévision du modèle non linéaire, ce qui nous permet d’effectuer un test qui
détermine si l’EQMP du modèle non linéaire est inférieure à celle du modèle
linéaire.
À la lumière de nos résultats, nous ne sommes pas en mesure d’affirmer qu’il
serait pertinent de modifier le modèle de Stock et Watson (2002a) afin d’inclure
une partie non linéaire. Si l’on ne considère que l’aspect prédictif, il semble que
la partie non linéaire améliore rarement les prévisions, que plus souvent qu’au-
trement, elle ne change rien et qu’il lui arrive parfois de détériorer les prévisions.
Même lorsque l’on considère l’erreur associée au fait de calculer des coefficients




Cette recherche est sujette à quelques améliorations qu’il importe d’énoncer pour
guider un travail subséquent si tant est que cette avenue s’avère suffisamment
prometteuse. Tout d’abord, il pourrait être avantageux de permettre toutes les
complexités associées au modèle avec les réseaux de neurones. Cela prendrait né-
cessairement plus de temps, mais il se peut que des gains en termes de prévision
se trouvent de ce côté. Ensuite, il serait peut-être souhaitable d’explorer d’autres
méthodes non linéaires afin de voir si l’apparente absence de non-linéarité ne
serait pas due à un mauvais choix de modèles non linéaires. On pourrait par
exemple considérer d’intégrer les facteurs dans des vaguelettes 12. De même, il
pourrait être judicieux de considérer des tests de non-linéarité. Si ceux-ci nous
indiquent que les données ne sont pas linéaires, il pourrait alors s’avérer perti-
nent de considérer d’autres méthodes non linéaires. Shintani (2005) a procédé
à certains tests et il a effectivement trouvé des indices de non-linéarités. Il a
néanmoins trouvé peu de gains des réseaux de neurones par rapport au modèle
linéaire. Enfin, des études empiriques avec d’autres données s’avéreraient utiles
puisque nos résultats ne sont valides que pour les États-Unis. Shintani a tou-




L’algorithme BFGS s’apparente à l’algorithme de minimisation de Newton. On
part de l’approximation de Taylor d’ordre 2 de Q(θ) qui est Q(θ) = Q(θn)+(θ−
θn)·∇Q(θn)+ 12 (θ−θn)·A·(θ−θn) où A est la matrice hessienne. Lorsqu’on dérive
cette fonction par rapport à θ, on obtient ∇Q(θ) = ∇Q(θn) +A · (θ− θn). Avec
la méthode de Newton, on pose ∇Q(θ) = 0 puisqu’on recherche un minimum, ce
qui nous donne le point pour la prochaine itération, c’est-à-dire θ = θn −A−1 ·
∇Q(θn). L’algorithme BFGS utilise, à la place de la matrice hessienne, une suite
d’approximations de l’inverse de celle-ci {Hn}∞n=1 qui est telle que limn→∞Hn =
A−1. Cela lui confère une vitesse de convergence de l’ordre n2. À partir d’une
première approximation, on calcule les points {θn}∞n=1 successivement jusqu’à ce
qu’on ait atteint la précision voulue. À chaque itération, on trouve la direction
pn = Hn∇Q(θn) dans laquelle on doit chercher le prochain point. On cherche le
minimum de Q(θ) dans la direction de pn à partir de θn, ce qui nous donne θn+1.
Ainsi, la méthode BFGS s’avère parfois supérieure à celle de Newton étant donné
que cette manière de procéder nous conduit nécessairement à faire décroître la
12. Traduction de wavelets.
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fonction, alors que ce n’est pas nécessairement le cas avec la matrice hessienne.
Ensuite, on calcule l’approximation suivante de l’inverse de la matrice hessienne.
La suite de matrices est construite ainsi :







(θn+1 − θn) · (∇Qn+1 −∇Qn) −
Hn · (∇Qn+1 −∇Qn)
(∇Qn+1 −∇Qn) ·Hn · (∇Qn+1 −∇Qn)
où ∇Qn = ∇Q(θn) et × est le produit vectoriel. On pose généralement H1 =
I. Enfin, on va se contenter d’énoncer les formules nécessaires pour implanter
l’algorithme, car il s’avérerait fastidieux et superfétatoire d’expliquer en détail
la justification de cette approche. Un lecteur intéressé pourra consulter Kelly
(1999).
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