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Abstract
Stochastic gene regulatory networks with bursting dynamics can be modeled mesocopically
as a generalized density-dependent Markov chain (GDDMC) or macroscopically as a piecewise-
deterministic Markov process (PDMP). Here we prove a limit theorem showing that each family
of GDDMCs will converge to a PDMP as the system size tends to infinity. Moreover, under a
simple dissipative condition, we prove the existence and uniqueness of the stationary distribution
and the exponential ergodicity for the PDMP limit via the coupling method. Further extensions and
applications to single-cell stochastic gene expression kinetics and bursty stochastic gene regulatory
networks are also discussed and the convergence of the stationary distribution of the GDDMC model
to that of the PDMP model is also proved.
AMS Subject Classifications: 60J25, 60J27, 60J28, 60G44, 92C40, 92C45, 92B05
Keywords: stochastic gene expression, random burst, martingale problem, piecewise-deterministic
Markov process, Le´vy-type operator
1 Introduction
Density-dependent Markov chains (DDMCs) have been widely applied to model various stochastic
systems in chemistry, ecology, and epidemics [1, 2]. In particular, they serve as a fundamental dynamic
model for stochastic chemical reactions. If a chemical reaction system is well mixed and the numbers
of molecules are very large, random fluctuations can be ignored and the evolution of the concentrations
of all chemical species can be modeled macroscopically as a set of deterministic ordinary differential
equations (ODEs) based on the law of mass action, dating back to the 18th century. If the numbers
of participating molecules are not large, however, random fluctuations can no longer be ignored and
the evolution of the system is usually modeled mesocopically as a DDMC. The Kolmogorov backward
equation of the DDMC model turns out to be the famous chemical master equation, which is first
introduced by Leontovich [3] and Delbru¨ck [4]. At the center of the mesoscopic theory of chemical
reaction kinetics is a limit theorem proved by Kurtz in the 1970s [5–8], which states that when the
volume of the reaction vessel tends to infinity, the trajectory of the mesoscopic DDMC model will
converge to that of the macroscopic ODE model (in probbaility [6] or almost surely [8]) on any finite
time interval, whenever the initial value converges. This limit theorem interlinks the deterministic and
stochastic descriptions of chemical reaction systems and establishes a rigorous mathematical foundation
for the nowadays widely used DDMC models.
The situation becomes more complicated when it comes to the stochastic biochemical reaction
kinetics underlying single-cell gene expression and, more generally, gene regulatory networks. One
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reason of complexity is that biochemical reactions involved in gene expression usually possess multiple
different time scales, spanning many orders of magnitude [9]. Another source of complexity is the small
copy numbers of participating molecules: there is usually only one copy of DNA on which a gene is
located, mRNAs can be equally rare, and most proteins are present in less than 100 copies per bacterial
cell [10]. Over the past two decades, numerous single-cell experiments [11, 12] have shown that the
synthesis of many mRNAs and proteins in an individual cell may occur in random bursts — short
periods of high expression intensity followed by long periods of low expression intensity. To describe
the experimentally observed bursting kinetics, some authors [13–18] have modeled gene expression
kinetics as a piecewise deterministic Markov process (PDMP) with discontinuous trajectories, where
the jumps in the trajectories correspond to random transcriptional or translational bursts. On the other
hand, some authors [19–23] have used the mesoscopic model of generalized density-dependent Markov
chains (GDDMCs) to describe the molecular mechanism underlying stochastic gene expression. This
raises the important question of whether the macroscopic PDMP model can be viewed as the limit of
the mesoscopic GDDMC model.
In this paper, we introduce a family of stochastic processes called GDDMCs, which generalize
the classical DDMCs and have important biological significance. Furthermore, we prove a functional
limit theorem for GDDMCs using the theory of martingale problems. In particular, we show that the
limit process of each family of GDDMCs is a PDMP with a Le´vy-type generator. This limit theorem,
in analogy to the pioneering work of Kurtz, interlinks the macroscopic and mesoscopic descriptions
of stochastic gene regulatory network with bursting dynamics and establishes a rigorous mathematical
foundation for the empirical PDMP models.
Another important biological problem is to study the stationary distribution for stochastic gene
expression. In this simplest case that the gene of interest is unregulated, the stationary distributions of
the mesoscopic GDDMC model and the macroscopic PDMP model turn out to be a negative binomial
distribution [24] and a gamma distribution [13], respectively. Both the two distributions fit single-cell
data reasonably well [11]. Therefore, it is natural to ask when the stationary distribution exists and is
unique for the two models and whether the stationary distribution of the GDDMC model will converge
to that of the PDMP model. In this paper, we prove the existence and uniqueness of the stationary
distribution for the two models under a simple dissipative condition. Under the same condition, we also
prove the convergence of the stationary distribution of the GDDMC model to that of the PDMP model.
From the mathematical aspect, another interesting question to study is whether the limit process
is ergodic, that is, whether the time-dependent distribution of the PDMP limit will converge to its
stationary distribution. In previous studies [20, 25, 26], Mackey et al. have shown that if the stationary
distribution exists, then the PDMP model is ergodic in some sense. In this paper, using the coupling
method, we reinforce this result by showing that the PDMP limit is actually exponentially ergodic under
a simple dissipative condition, that is, the time-dependent distribution will converge to the stationary
distribution at an exponential speed.
As another biological application, we propose a mesoscopic GDDMC model of bursty stochastic
gene regulatory networks with multiple genes, complex burst-size distributions, and complex network
topology. Then our abstract limit theorem is applied to investigate the macroscopic PDMP limit of the
mesoscopic GDDMC model.
The structure of this article is organized as follows. In Section 2, we give the rigorous definition of
a family of GDDMCs and construct the trajectories of its PDMP limit. In Section 3, we state four main
theorems. In Section 4, we apply our abstract theorems to the specific biological problem of single-cell
2
stochastic gene expression and obtain some further mathematical results. In Section 5, we apply the
limit theorem to study the macroscopic limit of a complex stochastic regulatory network with bursting
dynamics. The remaining sections are devoted to the detailed proofs of the main theorems.
2 Model
In recent years, there has been a growing attention to gene regulatory networks and biochemical
reaction networks modeled by a GDDMC, which generalizes the classical DDMC [5–8]. In this paper,
we consider a family of continuous-time Markov chains XV = {XV (t) : t ≥ 0} on the d-dimensional
lattice
EV =
{
n
V : n = (n1, n2, . . . , nd) ∈ Nd
}
with transition rate matrix QV = (qV (x, y)), where N is the set of nonnegative integers and V > 0
is a scaling parameter. Such Markov chains have been widely applied to model the evolution of the
concentrations of multiple chemical species undergoing stochastic chemical reactions [2]. Specifically,
for each 1 ≤ i ≤ d, ni stands for the copy number of the ith chemical species and V usually stands for
the size of the system [6]. Then ni/V represents the concentration of the ith chemical species.
The transition rates of this Markov chain consist of two parts:
qV (x, y) = qˆV (x, y) + q˜V (x, y), x, y ∈ EV , x 6= y,
where qˆV (x, y) is called the reaction part and q˜V (x, y) is called the bursting part. The functional forms
of the two parts are described as follows. For each m ∈ Zd − {0}, we assume that there exists a locally
bounded function βm : Rd+ → R+ such that
qˆV
(
n
V ,
n+m
V
)
= V βm
(
n
V
)
, n ∈ Nd, n+m ∈ Nd, (1)
where Z is the set of integers and R+ is the set of nonnegative real numbers. Throughout this paper, we
assume that ∑
m 6=0
|m|βm(x) <∞, for any x ∈ Rd+.
In fact, the condition (1) can be relaxed slightly as
lim
V→∞
sup
n≤kV
∣∣∣ 1V qˆV ( nV , n+mV )− βm ( nV ) ∣∣∣ = 0, for any k > 0. (2)
Moreover, we assume that there exists a positive integer N such that
q˜V
(
n
V ,
n+m
V
)
=
N∑
i=1
ci
(
n
V
)
µi
[
m
V ,
m+1
V
)
, n ∈ Nd,m ∈ Nd − {0}, (3)
where for each 1 ≤ i ≤ N , ci : Rd+ → R+ is a Lipschitz function with Lipschitz constant Lci > 0, µi
is a Borel probability measure on Rd+ − {0} with finite mean, and[
m
V ,
m+1
V
)
,
[
m1
V ,
m1+1
V
)× . . .× [mdV , md+1V ) .
Similarly, the condition (3) can be relaxed slightly as
q˜V
(
n
V ,
n+m
V
)
=
N∑
i=1
ci
(
n
V
)
pi(V,m), n ∈ Nd,m ∈ Nd − {0},
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where pi(V,m) satisfies the following three conditions for each 1 ≤ i ≤ N :
(a)
∑
m∈Nd−{0}
|m|pi(V,m) <∞, for any V > 0,
(b) lim
V→∞
∑
m∈Nd−{0}
pi(V,m) = 1,
(c) lim
V→∞
V d sup
|m|≤kV
∣∣pi(V,m)− µi [mV , m+1V )∣∣ = 0, for any k > 0.
(4)
We shall refer to XV as a d-dimensional GDDMC. If the transition rates only contain the reaction part,
then XV reduces to the classical DDMC [1, 2].
Remark 2.1. In fact, the condition (c) in (4) can be further relaxed. If the term pi(V,m) is concentrated
on a d˜-dimensional hyperplane H with d˜ < d, that is,
pi(V,m) = 0, whenever m /∈ H,
then µi is a probability measure concentrated on H and the condition (c) in (4) can be relaxed with d
replaced by d˜.
Remark 2.2. If we use a GDDMC to model the expression levels of a family of proteins in a stochastic
gene regulatory network, then the positive integer N is usually chosen as the number of genes in the
network. Moreover, the function ci describes the transcription rate of the ith gene and the probability
measure µi or pi(V, ·) represents the burst-size distribution of the ith protein. These biological concepts
will be explained in more detail in Sections 4 and 5.
Remark 2.3. Suppose that a chemical reaction system contains the reaction
a1S1 + a2S2 + · · ·+ adSd → b1S1 + b2S2 + · · ·+ bdSd,
where S1, S2, · · · , Sd are all chemical species involved in the chemical reaction system and ai and bi
are nonnegative integers for each 1 ≤ i ≤ d. In this case, the GDDMC model of the chemical reaction
system has a transition from n/V to (n + m)/V with m = (b1 − a1, b2 − a2, · · · , bd − ad). The
corresponding transition rate from n/V to (n+m)/V has the form of
qˆV
(
n
V ,
n+m
V
)
=
k
V a1+···+ad−1
Ca1n1 · · ·Cadnd , (5)
where k is the rate constant of the reaction. Moreover, it is easy to check that the condition (2) holds
with βm being the polynomial
βm(x) =
k
a1! · · · ad!x
a1
1 · · ·xadd .
A DDMC model of a chemical reaction system with transition rates having the mass action kinetics (5)
is often referred to as a Delbruck-Gillespie process [17].
Our major aim is to study the limit behavior of XV as the scaling parameter V → ∞. In fact, the
limit process of XV turns out to be a PDMP with discontinuous trajectories, which can be constructed
as follows. Let F : Rd+ → Rd be a vector field defined by
F (x) =
∑
m 6=0
mβm(x).
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We assume that F is a Lipschitz function with Lipschitz constant LF > 0. For the Markov chain XV ,
since the transitions from the first orthant Rd+ to other orthants Rd − Rd+ are forbidden, it is easy to see
that βm(x) = 0 if xi = 0 and mi < 0 for some 1 ≤ i ≤ d. Therefore, for any x ∈ Rd+ with xi = 0, we
have
Fi(x) =
∑
m 6=0
miβm(x) ≥ 0.
This shows that on the boundary of the first orthant, the vector field F points towards the interior of the
first orthant. Thus, the ordinary differential equation x˙ = F (x) has a global flow φ : R+ × Rd+ → Rd+
satisfying
d
dt
φ(t, x) = F (φ(t, x)), φ(0, x) = x. (6)
The limit process X = {X(t) : t ≥ 0} can be constructed as follows. Set
c(x) =
N∑
i=1
ci(x), c˜i(x) =
ci(x)
c(x)
, 1 ≤ i ≤ N,
where we define 0/0 = 1. Suppose that X0 = x ∈ Rd+. First, we selection a jump time T1 with survival
function
P(T1 > t) = e−
∫ t
0
c(φ(s,x))ds.
Next, we select a random vector Z1 with distribution
P(Z1 ∈ ·|T1) =
N∑
i=1
c˜i(φ(T1, x))µi(·).
Then the trajectory of X before T1 is constructed by
X(t) =
φ(t, x), 0 ≤ t < T1,φ(T1, x) + Z1, t = T1.
Repeating this procedure, for some integer n ≥ 1, suppose that the trajectory of X before the jump
time Tn has been constructed. Then we independently select the next inter-jump time Tn+1 − Tn with
survival function
P(Tn+1 − Tn > t|X(Tn)) = e−
∫ t
0
c(φ(s,X(Tn))ds.
Next, we independently select a random vector Zn+1 with distribution
P(Zn+1 ∈ ·|X(Tn), Tn, Tn+1) =
N∑
i=1
c˜i(φ(Tn+1 − Tn, X(Tn)))µi(·). (7)
Then the trajectory of X between Tn and Tn+1 is constructed by
X(t) =
φ(t− Tn, X(Tn)), Tn ≤ t < Tn+1,φ(Tn+1 − Tn, X(Tn)) + Zn+1, t = Tn+1. (8)
Moreover, we assume that X enters the tomb state ∆ =∞ after the explosion time
T∞ = lim
n→∞Tn.
In this way, we obtain a Markov process X , which is widely known as a PDMP [27].
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3 Results
Before stating our results, we introduce some notation. Let S be a metric space and let P(S)
denote the set of Borel probability measures on S. In this paper, the following five function spaces will
be frequently used. Let B(S) denote the space of bounded Borel measurable functions on S. Let Cb(S)
denote the space of bounded continuous functions on S. Let Cc(S) denote the space of continuous
functions on S with compact supports. Let C0(S) denote the space of continuous functions on S
vanishing at infinity. Let D(R+, S) denote the space of ca`dla`g functions f : R+ → S endowed with
the Skorohod topology.
We next recall an important definition [1, Section 4.2].
Definition 3.1. Let S be a metric space and letR be a linear operator on B(S) with domain D(R). Let
Y = {Y (t) : t ≥ 0} be a stochastic process with sample paths inD(R+, S). We say that Y is a solution
to the martingale problem forR if for any f ∈ D(R),
f(Y (t))− f(Y (0))−
∫ t
0
Rf(Y (s))ds
is a martingale with respect to the natural filtration generated by Y . For any ν ∈ P(S), we say that Y
is a solution to the martingale problem for (R, ν) if Y is a solution to martingale problem for R and Y
has the initial distribution ν. The solution to the martingale problem for (R, ν) is said to be unique if
any two solutions have the same finite-dimensional distributions. The martingale problem for (R, ν) is
said to be well posed if its solution exists and is unique.
For any V > 0, let AV be a linear operator on B(EV ) with domain D(AV ) = Cc(EV ) defined by
AV f
(
n
V
)
=
∑
m6=0
V βm
(
n
V
) [
f
(
n+m
V
)− f ( nV )]
+
N∑
i=1
ci
(
n
V
) ∑
m∈Nd
pi(V,m)
[
f
(
n+m
V
)− f ( nV )] .
In the special case of N = 1, the above operator reduces to
AV f
(
n
V
)
=
∑
m6=0
V βm
(
n
V
) [
f
(
n+m
V
)− f ( nV )]
+ c
(
n
V
) ∑
m∈Nd
p(V,m)
[
f
(
n+m
V
)− f ( nV )] . (9)
The following theorem characterizes XV from the perspective of martingale problems.
Theorem 3.2. Let νV be the initial distribution ofXV . ThenXV is the unique solution to the martingale
problem for (AV , νV ) with sample paths in D(R+, EV ). In particular, XV is nonexplosive.
Proof. The proof of this theorem will be given at the end of Section 6.
Furthermore, let A be a Le´vy-type operator on B(Rd+) with domain D(A) = C1c (Rd+) defined by
Af(x) =
d∑
i=1
Fi(x)∂if(x) +
N∑
i=1
ci(x)
∫
Rd+
[f(x+ y)− f(x)]µi(dy).
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In the special case of N = 1, the above operator reduces to
Af(x) =
d∑
i=1
Fi(x)∂if(x) + c(x)
∫
Rd+
[f(x+ y)− f(x)]µ(dy). (10)
This Le´vy-type operator is degenerate in the sense that it has no diffusion term. If fact, the existence and
uniqueness of the martingale problem for a non-degenerate Le´vy-type operator with a bounded c(x) has
been proved by Stroock [28]. However, this result cannot be applied to a degenerate Le´vy-type operator
with an unbounded c(x).
Let Nt = sup{n ≥ 1 : Tn ≤ t} be the number of jumps of X by time t. In fact, the classical
theory of PDMPs relies on the basic assumption that ENt < ∞ for any t ≥ 0, which guarantees X to
be nonexplosive. Under this assumption, Davis [27] has used the theory of multivariate point processes
to find the extended generator of X . However, this assumption may not be true under our current
framework. The following theorem characterizes X from the perspective of martingale problems and
provides a simple criterion for the nonexplosiveness of X .
Theorem 3.3. Let ν be the initial distribution of X . Then X is the unique solution to the martingale
problem for (A, ν) with sample paths in D(R+,Rd+). In particular, X is nonexplosive.
Proof. The proof of this theorem will be given in Section 6.
For any two probability measures µ1, µ2 ∈ P(Rd+) with finite means, recall that the L1-Wasserstein
distance between them is defined as
W (µ1, µ2) = inf
γ∈G(µ1,µ2)
∫
Rd+×Rd+
|x− y|dγ(x, y),
where G(µ1, µ2) is the collection of Borel probability measures on Rd+ ×Rd+ with marginals µ1 and µ2
on the first and second factors, respectively [29]. The following theorem characterizes the exponential
ergodicity of X under the L1-Wasserstein distance.
Theorem 3.4. Suppose that there exists
r >
N∑
i=1
Lci
∫
Rd+
|x|µi(dx)
such that the following dissipative condition holds:
〈F (x)− F (y), x− y〉 ≤ −r|x− y|2, for any x, y ∈ Rd+, (11)
where 〈·, ·〉 denotes the standard inner product on Rd. Then X has a unique stationary distribution pi
with finite mean such that
W (pit, pi) ≤W (pi0, pi)e−r˜t, for any t ≥ 0,
where pit is the distribution of X(t) and
r˜ = r −
N∑
i=1
Lci
∫
Rd+
xµi(dx) > 0.
Proof. The proof of this theorem will be given in Section 7.
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In a previous study [20], the authors have shown that if the stationary distribution of X exists,
then it is ergodic in some sense. In this paper, we reinforce this result by showing that X is actually
exponentially ergodic under a simple dissipative condition.
Let {µV : V > 0} be a sequence of probability measures on a measurable space S and let µ be
a probability measure on S. In the following, we shall use the symbol µV ⇒ µ to denote the weak
convergence of µV to µ as V →∞. Since the Markov chain XV has ca`dla`g trajectories, its distribution
is a probability measure µV on the path space D(R+,Rd+) defined by
µV (·) = P(XV ∈ ·).
Let Y be another process with sample paths in D(R+,Rd+) and let µ be the distribution of Y . We say
that XV converges weakly to Y in D(R+,Rd+), denoted by XV ⇒ Y , if µV ⇒ µ in D(R+,Rd+). The
following theorem characterizes the limit behavior of XV as V →∞.
Theorem 3.5. Suppose that βm is nonzero for a finite number of m. Let νV be the initial distribution
of XV and let ν be the initial distribution of X . If νV ⇒ ν as V → ∞, then XV ⇒ X in D(R+,Rd+)
as V →∞.
Proof. The proof of this theorem will be given in Section 8.
4 Applications in single-cell stochastic gene expression
In this section, we apply our abstract theorems to an important biological problem. Over the past
two decades, significant progress has been made in the kinetic theory of single-cell stochastic gene
expression [10]. Based on the central dogma of molecular biology, the expression of a gene in a single
cell with size V can be described by a standard two-stage model [24] consisting of transcription and
translation, as illustrated in Fig. 1(a). The transcription and translation steps describe the synthesis
of the mRNA and protein, respectively. Both the mRNA and protein can be degraded. Here, sn is
the transcription rate, u is the translation rate, and v and r are the degradation rates of the mRNA and
protein, respectively. In real biological systems, the products of many genes may directly or indirectly
regulate their own expression via a positive or negative feedback loop. Due to feedback controls, the
transcription rate sn = c(n/V ) is a function of the protein concentration n/V . In the presence of a
positive feedback loop, c(x) is an increasing function. In the presence of a negative feedback loop, c(x)
is a decreasing function. If the gene is unregulated, c(x) = c is a constant function.
mRNA protein
u
v
a
r
gene
positive or negative feedback
sn 0 1 2 n
... ...s0 pq s1 pq sn-1 pq
s0 pnq
r 2r nr
n-1
b
s1 pn-1q
burst
burst
Figure 1. Models of single-cell stochastic gene expression. (a) Central dogma of molecular biology. (b) The
transition diagram of the Markov chain model.
In single-cell experiments [12], it was consistently observed that the mRNA decays much faster than
the corresponding protein [24]. This suggests that the process of protein synthesis followed by mRNA
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degradation is essentially instantaneous. Once an mRNA copy is synthesized, it can either produce a
protein copy with probability p = u/(u+ v) or be degraded with probability q = v/(u+ v). Therefore,
the probability that each mRNA copy produces k protein copies before it is finally degraded is pkq,
which has a geometric distribution. Then the rate at which k protein copies are synthesized will be the
product of the transcription rate sn and the geometric probability pkq. Thus, the evolution of the protein
copy number in a single cell can be modeled by a continuous-time Markov chain N = {N(t) : t ≥ 0}
on nonnegative integers with transition diagram depicted in Fig. 1(b) [17, 19]. The phenomenon that
a large number of protein copies can be produced within a very short period is referred to as random
translational bursts, which correspond to the long-range jumps in Fig. 1(b) [22]. The number of protein
copies synthesized in a single burst is called the burst size of the protein. Since the burst size has a
geometric distribution, its expected value is given by
∞∑
k=1
kpkq =
p
q
.
In many single-cell experiments such as flow cytometry and fluorescence microscopy, one usually
obtains data of protein concentrations, instead of protein copy numbers [11]. Let V > 0 be a scaling
parameter which usually denotes the average cell volume [30] or maximal protein copy number [31, 32],
and let XV (t) = N(t)/V denote the concentration of the protein at time t. Then the concentration
process XV = {XV (t) : t ≥ 0} is a one-dimensional GDDMC on the lattice
EV =
{
n
V : n = 0, 1, 2, · · ·
}
associated with the operator
AV f
(
n
V
)
= rn
[
f
(
n−1
V
)− f ( nV )]+ c ( nV ) ∞∑
m=1
pmV qV
[
f
(
n+m
V
)− f ( nV )] . (12)
Here we assume that p = pV and q = qV depend on V and c : R+ → R+ is a Lipschitz function. It is
easy to see that AV is a special case of the operator (9) with
β−1(x) = rx, βm(x) = 0 for any m 6= −1, p(V,m) = pmV qV .
In living cells, the mean burst size pV /qV of the protein is large, typically on the order of 100 for a
bacterial gene [10]. Thus, it is natural to require that the mean burst size scales with the parameter V as
pV
qV
=
V
λ
,
where λ > 0 is a constant. On the other hand, let X = {X(t) : t ≥ 0} be a PDMP associated with the
operator
Af(x) = −rxf ′(x) + c(x)
∫ ∞
0
[f(x+ y)− f(x)]λe−λydy. (13)
It is worth noting that A is a special case of the operator (10) with
F (x) = −rx, µ(dx) = λe−λxdx.
The following theorem, which follows directly from Theorem 3.5, characterizes the limit behavior
of the concentration process XV as V →∞.
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Theorem 4.1. Let νV be the initial distribution of the GDDMC modelXV of single-cell stochastic gene
expression kinetics and let ν be the initial distribution of the PDMP model X . If νV ⇒ ν as V → ∞,
then XV ⇒ X in D(R+,R+) as V →∞.
Proof. By Theorem 3.5, we only need to check that p(V,m) = pmV qV satisfies the three conditions
listed in (4). For any V > 0, it is easy to see that
∞∑
m=1
mp(V,m) =
∞∑
m=1
mpmV qV =
pV
qV
<∞.
Since pV /qV = V/λ and qV = 1− pV , we have pV → 1 as V →∞. This shows that
lim
V→∞
∞∑
m=1
p(V,m) = lim
V→∞
∞∑
m=1
pmV qV = lim
V→∞
pV = 1.
Finally, it follows from the mean value theorem that
µ
[
m
V ,
m+1
V
)
=
∫ m+1
V
m
V
λe−λxdx =
λ
V
e−λξm ,
where ξm is between m/V and (m+ 1)/V . Applying the mean value theorem again yields
V
∣∣p(V,m)− µ [mV , m+1V )∣∣ = |V pmV qV − λe−λξm | = |V qV em log(1−qV ) − λe−λξm |
≤ |V qV − λ|em log(1−qV ) + λ|em log(1−qV ) − e−λξm |
≤ |V qV − λ|+ λ|m log(1− qV ) + λξm|
≤ |V qV − λ|+ λ
∣∣m log(1− qV ) + λmV ∣∣+ λ2 ∣∣mV − ξm∣∣
≤ |V qV − λ|+ λmV |V log(1− qV ) + λ|+ λ
2
V .
Since pV /qV = V/λ and qV = 1− pV , it is easy to check that
lim
V→∞
V qV = − lim
V→∞
V log(1− qV ) = λ.
Thus we finally obtain that
lim
V→∞
V sup
0<m≤kV
∣∣p(V,m)− µ [mV , m+1V )∣∣ = 0.
So far, we have validated all the three conditions listed in (4).
In fact, both the mesoscopic GDDMC model [19–23] and macroscopic PDMP model [13–18] have
been widely used to describe single-cell stochastic gene expression kinetics. In particular, the gene
expression models described above are particular examples of the models studied in [20]. In this paper,
we establish a deep connection between the mesoscopic and macroscopic models by viewing the latter
as the weak limit of the former in the Skorohod space. This provides a rigorous theoretical foundation
and justifies the wide application for the empirical PDMP mdoel.
In our general theory, we have shown that if the dissipative condition (11) is satisfied, then there
exists a unique stationary distribution for the limit processX among all probability measures with finite
means. However, for the PDMP model of stochastic gene expression, we can prove the stronger result
that the stationary distribution is unique among all probability measures.
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Theorem 4.2. Suppose that r > Lc/λ and c(0) > 0. Then XV has a unique stationary distribution
piV
(
n
V
)
= AV
pnV
n!
n−1∏
k=0
(
1
r
c
(
k
V
)
+ k
)
, n ≥ 0, (14)
where AV > 0 is a normalization constant. Moreover, X also has a unique stationary distribution
pi(dx) = p(x)dx, whose density is given by
p(x) = Ax−1e−λx+
1
r
∫ x
1
c(y)
y
dy, x > 0,
where A > 0 is a normalization constant.
Proof. The fact that piV is a stationary distribution for XV follows from Corollary 3.3 in [20] and the
uniqueness of the stationary distribution follows from the irreducibility of XV . When c(0) > 0, any
stationary distribution for X must have a density [33, Theorem 3.1] and thus its uniqueness follows
from Corollary 4.9 in [20]. The fact that pi is a stationary distribution for X follows from Remark 4.10
in [20].
Remark 4.3. In the degenerate case of c(0) = 0, state 0 ∈ EV is the only absorbing state of the Markov
chain XV and thus piV = δ0 is the unique stationary distribution for XV , where δ0 denotes the point
mass at 0. Moreover, it is easy to see that pi = δ0 is a stationary distribution for the limit process X ,
which has no density. By [34, Theorem 2.2] and [35, Theorem 1], the stationary distribution of X is
unique if there exists x0 ≥ 0 such that
lim inf
t→∞
1
t
∫ t
0
Px(x0 − δ < Xs < x0 + δ)ds > 0, for any x ≥ 0, δ > 0.
Since pi = δ0 has a finite mean, it follows from Theorem 3.4 that W (pit, pi) → 0 as t → ∞. Since
convergence under the L1- Wasserstein distance implies weak convergence, for any x > 0 and δ > 0,
lim inf
t→∞
1
t
∫ t
0
Px(Xs < δ)ds ≥ lim
t→∞Px(Xt < δ) = pi([0, δ)) = 1 > 0.
Therefore, pi = δ0 is the unique stationary distribution for X .
Recall that if the gene is unregulated, then c(x) = c is a constant function. The following corollary
follows directly from Theorem 4.2.
Corollary 4.4. Suppose that c(x) = c > 0 is a constant function. Then the unique stationary distribu-
tion of XV is the negative binomial distribution
piV
(
n
V
)
=
(c/r)n
n!
pnV (1− pV )c/r, n ≥ 0,
where (x)n = x(x + 1) · · · (x + n − 1) is the Pochhammer symbol. Moreover, the unique stationary
distribution of X is the gamma distribution
p(x) =
1
Γ(c/r)
xc/r−1e−λx, x > 0.
The following theorem shows that the stationary distribution of the GDDMC model also converges
to that of the PDMP model as V →∞.
Theorem 4.5. Suppose that r > Lc/λ. Then piV ⇒ pi as V →∞.
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Proof. For any V ≥ 1 and n ≥ 0, let
φ(x) = x, ψ(x) = −dx+ c(x)
λ
.
By [1, Lemma 4.9.5], it is easy to check that
φ(XV (t))−
∫ t
0
ψ(XV (s))ds
is a supermartingale whenever Eφ(XV (0)) < ∞. This fact, together with [1, Lemma 4.9.13], shows
that {piV } is relatively compact. Since the martingale problems for AV and A are both well posed
and since XV ⇒ X as V →∞, it follows from [1, Theorem 4.9.12] that the weak limit of any weakly
convergent subsequence of {piV }must be a stationary distribution ofX . Since the stationary distribution
of X is unique, all weakly convergent subsequences of {piV } must converge weakly to the same limit,
which gives the desired result.
5 Applications in bursty stochastic gene regulatory networks
In this section, we propose a mesoscopic GDDMC model of stochastic gene regulatory networks
with bursting dynamics and then apply our limit theorem to discuss its limit behavior. Gene regulatory
networks can be tremendously complex, involving numerous feedback loops and signaling steps. A
schematic diagram of a gene regulatory network is depicted in Fig. 2(a), where each node represents
a gene and each edge represents a feedback relation. A gene regulatory network is usually a directed
graph with two types of arrows depicted in Fig. 2(b), which represent the regulation of an output gene
by an input gene via positive or negative feedback. In addition, we also allow a gene to regulate itself
via positive or negative autoregulation, as depicted in Fig. 2(c).
posive feedback
negave feedback
posive
autoreuguaon
negave
autoreuguaon
a b
c
Figure 2. Gene regulatory network in living cells. (a) Schematic diagram of a gene regulatory network, where
each red node represents a gene and each black edge represents a feedback relation. (b) Two types of feedback
relations of an input gene on an output gene. (c) Positive and negative autoregulation of a gene on itself.
We then focus on the single-cell gene expression kinetics of a bursty stochastic gene regulatory
network. Suppose that the network is composed of d different genes whose gene products are denoted
by P1, P2, · · · , Pd. For each 1 ≤ i ≤ d, let Ni(t) denoted the copy number of the protein Pi in an
individual cell at time t and let
N(t) = (N1(t), N2(t), · · · , Nd(t))
12
denote the copy number process. Then the concentration process XV (t) = N(t)/V can be modeled as
a d-dimensional GDDMC on the lattice
EV =
{
n
V : n = (n1, n2, . . . , nd) ∈ Nd
}
,
where V is a scaling parameter. For each 1 ≤ i ≤ d, let ei = (0, · · · , 0, 1, 0, · · · , 0) denote the vector
whose ith component is 1 and the other components are all zero. Each protein Pi can be synthesized
or degraded. The degradation of Pi corresponds to a transition of XV from n/V to (n − ei)/V with
transition rate
q
(
n
V ,
n−ei
V
)
= rini,
where ri is the degradation rate of Pi. The synthesis of Pi could occur in random bursts. The synthesis
of Pi corresponds to a transition of XV from n/V to (n+mei)/V with transition rate
q
(
n
V ,
n+mei
V
)
= ci
(
n
V
)
pi(V,m), m ≥ 1,
where ci(n/V ) is the effective transcription rate of gene i and pi(V, ·) is the probability distribution of
the burst size of Pi, as explained in Section 4. The transcription rate of each gene is affected by other
genes according to the topology of the gene regulatory network. For each 1 ≤ i ≤ d, let Ei denote
the set of genes that positively regulate gene i and let Ii denote the set of genes that negatively regulate
gene i. Then the effective transcription rate of gene i is assumed to be governed by the function
ci(x) =
si +
∑
j∈Ei x
µji
j
1 +
∑
j∈Ei x
µji
j +
∑
j∈Ii x
νji
j
,
where si is a basal transcription rate and the other terms characterize the effects that other genes exert on
gene i [36]. This influence can be excitatory or inhibitory. The influence of an excitatory gene j ∈ Ei
on gene i is incorporated via the Hill-like coefficient µji > 0. Similarly, the influence of an inhibitory
gene j ∈ Ii on gene i is incorporated via the Hill-like coefficient νji > 0. These Hill-like coefficients
control the nonlinear dependence of output nodes on input nodes.
Two special burst-size distributions deserve special attention. If
pi(V,m) = pi(V )
m(1− pi(V )), (15)
then the the burst size of Pi is geometrically distributed, as discussed in Section 4, and we assume that
the mean burst size scales with the parameter V as
pi(V )
1− pi(V ) =
V
λi
. (16)
In recent years, however, there has been evidence showing that the burst size may not be geometrically
distributed in eukaryotic cells [37–39]. In particular, a molecular ratchet model of gene expression [38]
predicts a peaked burst-size distribution that resembles the negative binomial distribution
pi(V,m) =
(αi)n
n!
pi(V )
n(1− pi(V ))αi , (17)
where αi > 0 is a constant. When αi = 1, the negative binomial distribution reduces to the geometric
distribution (15). Burst-size distributions under more complicated biochemical mechanisms can be
found in [38]. Using the Laplace transform, it is not hard to verify that under the scaling relation (16),
the negative binomial distribution (17) converges weakly to the gamma distribution
µi(dx) =
λαii
Γ(αi)
xαi−1e−λixdx
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as V → ∞ and the three conditions listed in (4) are satisfied with the condition (c) being relaxed
as discussed in Remark 2.1. If αi is an integer, then the gamma distribution reduces to an Erlang
distribution. This is also consistent with recent studies which used Erlang distributed burst sizes to
model molecular memory [40].
Under the above framework, the GDDMC modelXV of a bursty stochastic gene regulatory network
is associated with the operator
AV f
(
n
V
)
=
d∑
i=1
rini
[
f
(
n−ei
V
)− f ( nV )]+ d∑
i=1
ci
(
n
V
) ∞∑
m=1
pi(V,m)
[
f
(
n+mei
V
)− f ( nV )] .
According to our theory, the limit process of XV is a PDMP X = {X(t) : t ≥ 0} associated with the
operator
Af(x) = −
d∑
i=1
rixi∂if(x) +
d∑
i=1
ci(x)
∫ ∞
0
[f(x+ yei)− f(x)]µi(dy).
In particular, if pi(V, ·) is geometrically distributed, then µi is exponentially distributed. If pi(V, ·) is
negative binomially distributed, then µi is gamma distributed. In previous works, many authors added
independent white noises to the mean field dynamics of a gene regulatory network [36]. Compared with
these studies, our PDMP model provides a clearer description of the source of stochasticity involved in
the network.
The limit behavior of the concentration process XV is stated rigorously in the following theorem.
Theorem 5.1. Suppose that the three conditions in (4) are satisfied. Let νV be the initial distribution of
the GDDMC model XV of a stochastic gene regulatory network and let ν be the initial distribution of
the PDMP model X . If νV ⇒ ν as V →∞, then XV ⇒ X in D(R+,Rd+) as V →∞.
6 Proof of Theorems 3.3 and 3.2
In this section, we shall prove that X and XV are the unique solutions to the martingale problems
for A and AV , respectively. Before doing these, we introduce some notation. Let S be a metric space
and let S∆ be the one-point compactification of S. Let R be a linear operator on C0(S). Then R can
be extended to a linear operatorR∆ on C(S∆) with domain
D(R∆) = {f ∈ C(S∆) : (f − f(∆))|S ∈ D(R)}
defined by
(R∆f)|S = R(f − f(∆))|S , R∆f(∆) = 0.
We shall first prove that X is a solution to the martingale problem for A. To this end, we need the
following lemmas.
Lemma 6.1. For each n ≥ 1, let Zn be the nth jump vector of X as defined in (7). Then
lim
n→∞Z1 + · · ·+ Zn =∞, a.s.
Proof. By the construction of the jump vectors, it is easy to see that the distribution of each Zn is a
convex combination of µ1, · · · , µN . Let {Xmn : 1 ≤ m ≤ N,n ≥ 1} be an independent random array
such that Xmn has the distribution µm. Then for each n ≥ 1, there must exists a random variable Tn
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with values in {1, 2, · · · , N} such that Zn and XTn,n has the same distribution. Since 1 ≤ Tn ≤ N , it
follows from the strong law of large numbers that
lim
n→∞XT1,1 + · · ·+XTn,n =∞, a.s.
This gives the desired result.
Lemma 6.2. X is a solution to the martingale problem for A∆.
Proof. For any f ∈ D(A), it is easy to check thatAf ∈ Cc(Rd+). This shows thatA is a linear operator
on C0(Rd+) and thus A∆ is a well defined linear operator on C((Rd+)∆). Without loss of generality, we
assume that X0 = x ∈ Rd+. Let φ(t, x) be the global flow defined in (6). For any f ∈ D(A), we have
Af(φ(t, x)) = d
dt
f(φ(t, x)) +
N∑
i=1
ci(φ(t, x))
∫
Rd+
[f(φ(t, x) + y)− f(φ(t, x))]µi(dy).
For any g ∈ C1[0,∞) with g(0) = 0 and t ≥ 0, it is easy to check that
Eg(t ∧ T1) =
∫ t
0
g′(s)P(T1 > s)ds.
For each m ≥ 1, let Tm be the mth jump time of X and let Zm be the mth jump vector of X . Applying
the above two equations gives rise to
Ef(φ(t ∧ T1, x))− f(x)− E
∫ t∧T1
0
Af(φ(s, x))ds
= −
N∑
i=1
E
∫ t∧T1
0
ci(φ(s, x))
∫
Rd+
[f(φ(s, x) + y)− f(φ(s, x))]µi(dy)
= −
N∑
i=1
∫ t
0
ci(φ(s, x))e
− ∫ s
0
c(φ(u,x))du
∫
Rd+
[f(φ(s, x) + y)− f(φ(s, x))]µi(dy).
Since the trajectory of X coincides with that of φ(t, x) before T1, we have
Ef(X(t ∧ T1))− Ef(φ(t ∧ T1, x))
= E[f(φ(T1, x) + Z1)− f(φ(T1, x))]I{T1≤t}
=
∫ t
0
P(T1 ∈ ds)E[f(φ(s, x) + Z1)− f(φ(s, x))]
=
N∑
i=1
∫ t
0
ci(φ(s, x))e
− ∫ s
0
c(φ(u,x))du
∫
Rd+
[f(φ(s, x) + y)− f(φ(s, x))]µi(dy).
Adding the above two equations gives rise to
Ef(X(t ∧ T1))− f(x) = E
∫ t∧T1
0
Af(X(s))ds.
By induction and the construction of the PDMP limit, it is not difficult to prove that
Ef(X(t ∧ Tm))− f(x) = E
∫ t∧Tm
0
Af(X(s))ds, for any m ≥ 1. (18)
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To proceed, we select a sequence {fn : n ≥ 1} ⊂ D(A∆) such that fn ≤ 0, fn(∆) = 0, and {fn}
separates points in (Rd+)∆, which means that for any x, y ∈ (Rd+)∆ and x 6= y, there exists n ≥ 1 such
that fn(x) 6= fn(y). Taking m→∞ in (18) and applying Fatou’s lemma, we obtain that
Efn(X(t))− f(x) ≥ E lim sup
m→∞
fn(X(t ∧ Tm))− f(x)
≥ E
∫ t∧T∞
0
A∆fn(X(s))ds = E
∫ t
0
A∆fn(X(s))ds.
This fact, together with the Markov property of X , shows that
fn(X(t))− fn(X(0))−
∫ t
0
A∆fn(X(s))ds (19)
is a submartingale for each n. Doob’s regularity theorem [41, Theorem 65.1] claims that a right-
continuous submartingale must be ca`dla`g almost surely. Thus, the process fn(X) must have left limits
for each n. Since {fn} separates points in (Rd+)∆, the process X must also have left limits. We next
claim that for any t ≥ 0,
lim
m→∞X(t ∧ Tm) = X(t), a.s. (20)
This equality is obvious when t < T∞. We next consider the case of T∞ ≤ t. In this case, we only need
to prove that
lim
m→∞X(Tm) = ∆, a.s.
If this is false, then there is a positive probability such that {X(Tm)} is a bounded sequence. Suppose
that |X(Tm)| ≤M for any m ≥ 1. It is worth noting that
X(Tm) = X(0) +
m∑
k=1
[X(Tk−)−X(Tk−1)] +
m∑
k=1
Zk,
where T0 = 0. Since F is Lipschitz, we have
|φ(t, x)− x| ≤
∫ t
0
|F (φ(s, x))|ds ≤ |F (x)|t+ LF
∫ t
0
|φ(s, x)− x|ds.
By Gronwall’s inequality, we have
m∑
k=1
|X(Tk−)−X(Tk−1)| =
m∑
k=1
|φ(Tk − Tk−1, X(Tk−1))−X(Tk−1)|
≤
m∑
k=1
sup
0≤x≤M
|F (x)|eLFT∞(Tk − Tk−1)
≤ sup
0≤x≤M
|F (x)|T∞eLFT∞ <∞.
This fact, together with Lemma 6.1, shows that XTm → ∆, which leads to a contradiction. Thus we
have proved (20). Taking m→∞ in (18) and applying the dominated convergence theorem, we obtain
that for any f ∈ D(A∆),
Ef(X(t))− f(x) = E
∫ t
0
A∆f(X(s))ds.
This fact, together with the Markov property of X , shows that
f(X(t))− f(X(0))−
∫ t
0
A∆f(X(s))ds (21)
is indeed a martingale, which gives the desired result.
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To proceed, we recall the following important concept [1, Section 3.4].
Definition 6.3. Let S be a metric space and let {fn} be a sequence inB(S). We say that {fn} converges
boundedly and pointwise or bp-converges to f ∈ B(S) if {fn} is uniformly bounded and fn(x)→ f(x)
for each x ∈ S. A set M ⊂ B(S) is called bp-closed if whenever {fn} ⊂ M and {fn} bp-converges
to f , we have f ∈ M . The bp-closure of M is defined as the smallest bp-closed subset of B(S) that
contains M .
We still need the following lemma, whose proof can be found in [1, Theorem 4.3.8].
Lemma 6.4. Let S be a metric space and let U be an open subset of S. Let R be an operator on B(S)
with domain D(R) ⊂ Cb(S) and graph G(R). Suppose that Y is a solution to the martingale problem
forR. If P(Y0 ∈ U) = 1 and (IU , 0) is in the bp-closure of G(R), then P(Y ∈ D(R+, U)) = 1.
The following lemma plays an important role in proving the nonexplosiveness of X .
Lemma 6.5. (IRd+ , 0) is in the bp-closure of G(A∆).
Proof. For each n ≥ 1, there exists gn ∈ C1c (R+) satisfying 0 ≤ gn ≤ 1 and
gn(x) = 1, 0 ≤ x ≤ n,
gn(x) = 0, x ≥ 3n,
|g′n(x)| < 1n , x ≥ 0.
(22)
Let fn be a function on Rd+ defined by fn(x) = gn(|x|). Then fn ∈ C1c (Rd+) and |∇fn(x)| < 1/n.
Moreover, it is easy to check thatAfn(x) = 0 for any |x| ≥ 3n. Since F and ci are Lipschitz functions,
for any x ∈ Rd+,
|F (x)| ≤ |F (0)|+ LF |x|, ci(x) ≤ ci(0) + Lci |x|.
For any |x| < 3n, it follows from the mean value theorem that
|Afn(x)| ≤ |F (x)|
n
+
N∑
i=1
ci(x)
n
∫
Rd+
|y|µi(dy)
≤ |F (0)|+ 3LF +
N∑
i=1
[ci(0) + 3Lci ]
∫
Rd+
|y|µi(dy),
(23)
which shows that {Afn} is uniformly bounded. For any x ∈ Rd+, whenever n ≥ |x|, we have
|Afn(x)| ≤
N∑
i=1
ci(x)
∫
|y|>n−|x|
|fn(x+ y)− fn(x)|µi(dy) ≤
N∑
i=1
ci(x)µi({y : |y| > n− |x|}),
which tends to zero as n→∞. Thus, (fn,Afn) bp-converges to (IRd+ , 0).
Lemma 6.6. X is a solution to the martingale problem for A.
Proof. If we take
S = (Rd+)∆, U = Rd+, R = A∆,
then it follows from Lemmas 6.2 and 6.5 that all the conditions in Lemma 6.4 are satisfied. Then X has
sample paths in D(R+,Rd+). By the definition of A∆, it is easy to check that X is also a solution to the
martingale problem for A.
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We still need to prove the uniqueness of the martingale problem for A. To this end, we define a
sequence of auxiliary operators {An}with bounded coefficients. For each n ≥ 1, letAn be a Le´vy-type
operator on B(Rd+) with domain D(An) = C1c (Rd+) defined as
Anf(x) =
d∑
i=1
F
(n)
i (x)∂if(x) +
N∑
i=1
c
(n)
i (x)
∫
Rd+
[f(x+ y)− f(x)]µi(dy),
where
F (n)(x) = F
( |x|∧n
|x| · x
)
, c
(n)
i (x) = ci
( |x|∧n
|x| · x
)
.
For any f ∈ C1c (Rd+), it is easy to see thatAf(x) = Anf(x) for any |x| ≤ n. It is convenient to rewrite
the operator An as
Anf(x) =
d∑
i=1
b
(n)
i (x)∂if(x) +
∫
Rd+
[f(x+ y)− f(x)−
d∑
i=1
yi∂if(x)I{|y|<1}]η(x, dy),
where
b(n)(x) = F (n)(x) +
N∑
i=1
c
(n)
i (x)
∫
{|y|<1}
yµi(dy), η(x, dy) =
N∑
i=1
c
(n)
i (x)µi(dy).
Lemma 6.7. For each ν ∈ P(Rd+), the martingale problem for (An, ν) is well posed.
Proof. Suppose that there exist λ : Rd × S → [0, 1], γ : S → Rd, and a σ-finite measure ν on a
measurable space (S,S) such that
η(x,Γ) =
∫
S
λ(x, u)IΓ(γ(u))ν(du), for any Γ ∈ B(Rd+), x ∈ Rd+.
In addition, set
S1 = {u ∈ S : |γ(u)| < 1} , S2 = {u ∈ S : |γ(u)| ≥ 1} .
By a classical result of Kurtz about the well-posedness of the martingale problem for a Le´vy-type
operator [42, Theorems 2.3 and 3.1], the martingale problem for (An, ν) is well posed if there exists a
constant M > 0 such that for any x, y ∈ Rd+, the following three conditions are satisfied:
|b(n)(x)|+
∫
S1
λ(x, u)|γ(u)|2ν(du) +
∫
S2
λ(x, u)|γ(u)|ν(du) < M,
|b(n)(x)− b(n)(y)| ≤M |x− y|, (24)∫
S
|λ(x, u)− λ(y, u)| · |γ(u)|ν(du) ≤M |x− y|.
To verify the above three conditions, let S = Rd+ × {1, 2, · · · , N} and for each (u, i) ∈ S, choose
λ(x, u, i) =
c
(n)
i (x)
βn
, γ(u, i) = u, ν(du, di) = βnµi(du)n(di),
where n(di) is the counting measure on {1, 2, · · · , N} and
βn =
∥∥∥∥∥
N∑
i=1
c
(n)
i
∥∥∥∥∥+ 1.
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Then for any Borel set Γ ⊂ Rd+,∫
S
λ(x, u, i)IΓ(γ(u, i))ν(du, di) =
N∑
i=1
c
(n)
i (x)
∫
Rd+
IΓ(u)µi(du) = η(x,Γ).
We next check the three conditions listed in (24). For any x, y ∈ Rd, it is easy to see that∫
S1
λ(x, u, i)|γ(u, i)|2ν(du, di) +
∫
S2
λ(x, u, i)|γ(u, i)|ν(du, di) ≤ βn
∫
Rd+
|x|µi(dx).
Moreover, we have∫
S
|λ(x, u, i)− λ(y, u, i)| · |γ(u, i)|ν(du, di) ≤
N∑
i=1
|c(n)i (x)− c(n)i (y)|
∫
Rd+
|x|µi(dx)
≤
N∑
i=1
Lci
∫
Rd+
|x|µi(dx)|x− y|.
Since both b(n) and c(n)i are bounded and Lipschitz, we obtain the desired result.
To proceed, we recall the following definition [1, Section 4.6].
Definition 6.8. The notation is the same as in Definition 3.1. Let U be an open subset of S and let
τ = inf{t ≥ 0 : Y (t) 6∈ U or Y (t−) 6∈ U}
be the first exit time of Y from U . For any ν ∈ P(S), we say that Y is a solution to the stopped
martingale problem for (R, ν, U) if
(a) Y has the initial distribution ν,
(b) Y (·) = Y (· ∧ τ) almost surely, and
(c) for any f ∈ D(R),
f(Y (t))− f(Y (0))−
∫ t∧τ
0
Rf(Y (s))ds
is a martingale with respect to the natural filtration generated by Y .
We are now in a position to prove Theorem 3.3.
Proof of Theorem 3.3. By Lemma 6.6, X is a solution to the martingale problem for A. We next prove
the uniqueness of the martingale problem. For each n ≥ 1, let Un = {x ∈ Rd+ : |x| < n}. It is obvious
that Anf |Un = (Af)|Un for any f ∈ D(A). By Lemma 6.7 and [1, Theorem 4.6.1], there exists a
unique solution to the stopped martingale problem for (A, ν, Un). Since Rd+ is the union of all Un, it
follows from [1, Theorem 4.6.2] that the martingale problem for A is unique.
We next prove Theorem 3.2.
Proof of Theorem 3.2. In analogy to the proof of Lemma 6.2, we can prove that XV is a solution to the
martingale problem for A∆V . Let f be a function on EV defined by
f
(
n
V
)
=
d∑
i=1
ni
V + 1.
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Direct computations show that
AV f
(
n
V
)
=
d∑
i=1
Fi
(
n
V
)
+ 1V
N∑
i=1
ci
(
n
V
) d∑
j=1
∑
m∈Nd
mjpi(V,m)
≤ d|F ( nV ) |+ dV N∑
i=1
ci
( |n|
V
) ∑
m∈Nd
|m|pi(V,m)
≤ d|F (0)|+ LF nV + dV
N∑
i=1
[
ci(0) + Lci
|n|
V
] ∑
m∈Nd
|m|pi(V,m)
≤
[
d|F (0)|+ LF + dV
N∑
i=1
[ci(0) + Lci ]
∑
m∈Nd
|m|pi(V,m)
]
f
(
n
V
)
.
By [29, Theorem 2.25],XV is nonexplosive and thus is a solution to the martingale problem forAV . By
using the localization technique as in the proof of Lemma 6.7, it is easy to prove that XV is the unique
solution to the martingale problem for (AV , νV ).
7 Proof of Theorem 3.4
In this section, we shall prove the exponential ergodicity of X . For simplicity of notation, we only
consider the case of N = 1, where the operator A has the form of (10). The proof of the general case is
totally the same.
To prove the exponential ergodicity of X , we construct a coupling operator as follows. Let A˜ be an
operator on B(Rd+ × Rd+) with domain D(A˜) = C1c (Rd+ × Rd+) defined by
A˜f(x, y) = 〈F (x),∇xf(x, y)〉+ 〈F (y),∇yf(x, y)〉
+ (c(x) ∧ c(y))
∫
Rd+
[f(x+ z, y + z)− f(x, y)]µ(dz)
+ (c(x)− c(y))+
∫
Rd+
[f(x+ z, y)− f(x, y)]µ(dz)
+ (c(x)− c(y))−
∫
Rd+
[f(x, y + z)− f(x, y)]µ(dz).
The following lemma, whose proof can be found in [1, Theorem 4.5.4], plays an important role in
proving the existence of the martingale problem.
Lemma 7.1. Let S be a locally compact separable metric space and let R be a densely defined linear
operator on C0(S) with domainD(R). Suppose thatR satisfies the positive maximum principle, that is,
if f ∈ D(R) attains its maximum at x0 ∈ S, then Rf(x0) ≤ 0. Then for any ν ∈ P(S∆), there exists
a solution to the martingale problem for (R∆, ν) with sample paths in D(R+, S∆).
The following lemma gives the existence of the martingale problem for A˜.
Lemma 7.2. For each ν ∈ P(Rd+ × Rd+), there exists a solution to the martingale problem for (A˜, ν).
Proof. It is easy to check that A˜ is a densely defined linear operator onC0(Rd+×Rd+) and A˜ satisfies the
positive maximum principle. Then by Lemma 7.1, there exists a solution Y to the martingale problem
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for (A˜∆, ν). We next prove that (IRd+×Rd+ , 0) is in the bp-closure of G(A˜∆). To do this, for each n ≥ 1,
we define a function fn ∈ C1c (Rd+ × Rd+) by
fn(x, y) = gn(|x|)gn(|y|),
where gn ∈ C1c (R+) is the function defined in (22). It is easy to see that A˜fn(x, y) = 0 for any |x| ≥ 3n
or |y| ≥ 3n. Moreover, it follows from the mean value theorem that for any |x| < 3n and |y| < 3n,
|A˜fn(x, y)| ≤ |F (x)|+ |F (y)|
n
+
2c(x) ∧ c(y)
n
∫
Rd+
|z|µ(dz) + |c(x)− c(y)|
n
∫
Rd+
|z|µ(dz)
≤ |F (x)|+ |F (y)|
n
+
2[c(x) + c(y)]
n
∫
Rd+
|z|µ(dz)
≤ 2|F (0)|+ 6LF + [2c(0) + 6Lc]
∫
Rd+
|z|µ(dz),
which shows that {A˜fn} is uniformly bounded. For any x, y ∈ Rd+, whenever n ≥ |x| ∨ |y|, we have
|A˜fk(x, y)| = (c(x) ∧ c(y))
∫
|z|>n−|x|∨|y|
|f(x+ z, y + z)− f(x, y)|µ(dz)
+ (c(x)− c(y))+
∫
|z|>n−|x|
|f(x+ z, y)− f(x, y)|µ(dz)
+ (c(x)− c(y))−
∫
|z|>n−|y|
|f(x, y + z)− f(x, y)|µ(dz)
≤ (c(x) ∧ c(y))µ({z : |z| > n− |x| ∨ |y|})
+ (c(x)− c(y))+µ({z : |z| > n− |x|})
+ (c(x)− c(y))−µ({z : |z| > n− |y|}),
which tends to zero as n→∞. Thus (fn, A˜fn) bp-converges to (IRd+×Rd+ , 0). If we take
S = (Rd+ × Rd+)∆, U = Rd+ × Rd+, R = A˜,
then all the conditions in Lemma 6.4 are satisfied. Thus, Y has sample paths in D(R+,Rd+ × Rd+). By
the definition of A˜∆, it is easy to see that Y is also a solution to the martingale problem for (A˜, ν).
The following lemma shows that A˜ indeed is the coupling operator of A.
Lemma 7.3. For any x, y ∈ Rd+, let δx,y be the point mass at (x, y) and let (X,Y ) be a solution to the
martingale problem for (A˜, δx,y). Then X is solution to the martingale problem for (A, δx) and Y is the
solution to the martingale problem for (A, δy).
Proof. For any n ≥ 1 and f ∈ C1c (Rd+), let hn be a function on Rd+ × Rd+ defined by
hn(x, y) = f(x)gn(|y|),
where gn ∈ C1c (R+) is the function defined in (22). It is obvious that hn ∈ C1c (Rd+ × Rd+). Therefore,
hn(Xt, Yt)− hn(X0, Y0)−
∫ t
0
A˜hn(Xs, Ys)ds
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is a martingale. Since f has a compact support, there exists γ > 0 such that f(x) = 0 for all |x| ≥ γ.
For any |x| > γ or |y| > 3n, it is easy to see that A˜hn(x, y) = 0. Moreover, straightforward calculations
show that
|A˜hn(x, y)| ≤ ‖〈F,∇f〉‖+ ‖f‖|g′n(|y|)||F (y)|
+ (c(x) ∧ c(y))
∫
Rd+
|f(x+ z)− f(x)|gn(|y + z|)µ(dz)
+ (c(x)− c(y))+
∫
Rd+
|f(x+ z)− f(x)|gn(|y|)µ(dz)
+ c(y)
∫
Rd+
|f(x)||gn(|y + z|)− gn(|y|)|µ(dz)
For any |x| ≤ γ and |y| ≤ 3n, applying the mean value theorem yields
|A˜hn(x, y)| ≤ ‖〈F,∇f〉‖+ 1
n
‖f‖|F (y)|+ 2‖f‖c(x) + 1
n
‖f‖c(y)
∫
Rd+
|z|µ(dz).
Since F and c are Lipschitz functions, we have
1
n
|F (y)| ≤ |F (0)|+ 3LF , c(x) ≤ c(0) + Lcγ, 1
n
c(y) ≤ c(0) + 3Lc,
which implies that {A˜hn} is uniformly bounded. Moreover, it is easy to check that
lim
n→∞hn(x, y) = f(x), limn→∞ A˜hn(x, y) = Af(x), for any x, y ∈ R
d
+.
By the dominated convergence theorem,
f(Xt)− f(X0)−
∫ t
0
Af(Xs)ds
is also a martingale. Therefore, X is a solution to the martingale problem for (A, δx). Similarly, Y is a
solution to the martingale problem for (A, δy).
Let {Pt} be the transition semigroup generated byX . For any ν ∈ P(Rd+), let νPt be the probability
measure defined by νPt(·) = Pν(Xt ∈ ·). The following lemma plays an important role in studying the
exponential ergodicity of X .
Lemma 7.4. Under the conditions in Theorem 3.4, we have
W (δxPt, δyPt) ≤ e−r˜t|x− y|, for any x, y ∈ Rd+.
Proof. For any n ≥ 1, let gn : R+ → R+ be a function defined by
gn(t) =
n2 t2 + 12n , 0 ≤ t ≤ 1nt, t > 1n ,
We then choose χn ∈ C1c (Rd+) such that 0 ≤ χn ≤ 1 and χn(x) = 1 for any 0 ≤ |x| ≤ n. Moreover,
let fn be a function on Rd+ × Rd+ defined as
fn(x, y) = gn(|x− y|)χn(x)χn(y).
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It is easy to check that fn ∈ C1(Rd+ × Rd+). If |x− y| > 1/n and |x|, |y| ≤ n, we have
∇xfn(x, y) = −∇yfn(x, y) = x− y|x− y| .
For any x, y, z ∈ Rd+, it is easy to see that f(x + z, y + z) ≤ f(x, y). These facts, together with the
mean value theorem, show that
A˜fn(x, y) ≤ 1|x− y| 〈F (x)− F (y), x− y〉
+ (c(x)− c(y))+
∫
Rd+
|gn(|x+ z − y|)− gn(|x− y|)|µ(dz)
+ (c(x)− c(y))−
∫
Rd+
|gn(|x− y − z|)− gn(|x− y|)|µ(dz)
≤ 1|x− y| 〈F (x)− F (y), x− y〉+ |c(x)− c(y)|
∫
Rd+
|z|µ(dz).
Since 〈F (x)− F (y), x− y〉 ≤ −r|x− y|2, for any |x− y| > 1/n and |x|, |y| ≤ n,
A˜fn(x, y) ≤ −r|x− y|+ Lc
∫
Rd+
|z|µ(dz)|x− y| = r˜|x− y| = r˜fn(x, y). (25)
Let (X,Y ) be a solution to the martingale problem for A. Since fn(Xt, Yt) −
∫ t
0 A˜fn(Xs, Ys)ds is a
martingale, it follows from [1, Lemma 4.3.2] that
er˜tfn(Xt, Yt)−
∫ t
0
er˜s[r˜fn(Xs, Ys) + A˜fn(Xs, Ys)]ds
is also a martingale. Let Tn be a stopping time defined by
Tn = inf{t > 0 : |Xt − Yt| < 1/n or |Xt| > n or |Yt| > n}.
For any x, y ∈ Rd+ and x 6= y, it is obvious that |x − y| > 1/n and |x|, |y| ≤ n when n is sufficiently
large. For any m ≥ n, it follows from (25) that
E(x,y)er˜(t∧Tn)fm(Xt∧Tn , Yt∧Tn)
= fm(x, y) + E(x,y)
∫ t∧Tn
0
er˜s[r˜fm(Xs, Ys) + A˜fm(Xs, Ys)]ds ≤ fm(x, y).
(26)
Let T = inf{t > 0 : Xt = Yt}. Since (X,Y ) is nonexplosive, Tn → T as n→∞. For any x, y ∈ Rd+,
it is easy to see that fm(x, y) → |x − y| as m → ∞. Letting m → ∞ in (26) and applying Fatou’s
lemma, we obtain that
E(x,y)er˜(t∧Tn)|Xt∧Tn − Yt∧Tn | ≤ |x− y|.
Further letting n→∞ and applying Fatou’s lemma give rise to
E(x,y)er˜(t∧T )|Xt∧T − Yt∧T | ≤ |x− y|.
Let Y ′t = YtI{t<T} +XtI{t≥T}. Then
E(x,y)er˜t|Xt − Y ′t | = E(x,y)er˜(t∧T )|Xt∧T − Yt∧T | ≤ |x− y|.
Since (X,Y ′) and (X,Y ) have the same marginal distributions, we finally obtain that
W (δxPt, δyPt) ≤ E(x,y)|Xt − Y ′t | ≤ e−r˜t|x− y|,
which gives the desired result.
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Lemma 7.5. Under the conditions in Theorem 3.4, we have Ex|Xt| <∞ for any x ∈ Rd+ and t ≥ 0.
Proof. For any n ≥ 1, we construct a function gn : R+ → R+ satisfying
gn(t) =

n
2 t
2 + 12n , 0 ≤ t ≤ 1n ,
t, 1n < t ≤ n,
n+
∫ t
n(n+ 1− u)du, n < t ≤ an.
where
an =
n+ 1 +
√
n2 + 2n+ 5
2
> n+ 1.
It is easy to check that g ∈ C1[0, an] and g′(an) = −1/an. Moreover, the function gn can be constructed
so that gn is decreasing over [an,∞), gn ∈ C1c (R+), and
|gn(t)| ≤ 1
t
, for any t ≥ an.
Let fn be a function on Rd+ defined by fn(x) = gn(|x|). Clearly, fn ∈ C1c (Rd+) and fn(x) → |x| for
each x ∈ Rd+. Next, we shall prove that there exists C > 0 such that
Afn(x) ≤ C, for any n ≥ 1, x ∈ Rd+. (27)
It is easy to see that |∇f(x)| = |g′n(|x|)| ≤ 1 for any x ∈ Rd+. For any |x| ≤ 1/n, it follows from the
mean value theorem that
Afn(x) ≤ |F (x)|+ c(x)
∫
Rd+
|y|µ(dy) ≤ |F (0)|+ LF + [c(0) + Lc]
∫
Rd+
|y|µ(dy).
For any 1/n < |x| ≤ n+ 1, it follows from the dissipative condition that
Afn(x) ≤ g
′
n(|x|)
|x| 〈F (x)− F (0), x〉+
g′n(|x|)
|x| 〈F (0), x〉+ c(x)g
′
n(|x|)
∫
Rd+
|y|µ(dy)
≤ −rg′n(|x|)|x|+ |F (0)|+ [c(0) + Lc|x|]g′n(|x|)
∫
Rd+
|y|µ(dy)
≤ |F (0)|+ c(0)
∫
Rd+
|y|µ(dy).
In addition, it is easy to see that gn is decreasing over [n + 1,∞) and |g′n(t)| ≤ 1/t for any t ≥ n + 1.
Thus, for any |x| > n+ 1,
Afn(x) ≤ |F (x)||∇f(x)| ≤ |F (x)||x| ≤ |F (0)|+ LF . (28)
The above three estimations imply (27). It thus follows from Fatou’s lemma that
Ex|Xt| ≤ lim inf
n→∞ Exfn(Xt) = x+ lim infn→∞
∫ t
0
ExAfn(Xs)ds ≤ x+ Ct <∞,
which gives the desired result.
We are now in a position to prove Theorem 3.4.
Proof of Theorem 3.4. Since we have proved Lemmas 7.4 and 7.5, the rest of the proof follows the same
line as [43, Corollary 3].
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8 Proof of Theorem 3.5
In this section, we shall prove the convergence of XV to X as V →∞. For simplicity of notation,
we only consider the case ofN = 1, where the operatorA has the form of (10). The proof of the general
case is totally the same.
To proceed, we recall the following two definitions [1, Sections 3.7 and 1.5].
Definition 8.1. Let S be a complete separable metric space and let {YV } be a family of processes with
sample paths in D(R+, S). If for every η > 0 and T > 0, there exists a compact set Γη,T ⊂ S such that
inf
V >0
P (YV (t) ∈ Γη,T for any 0 ≤ t ≤ T ) ≥ 1− η,
then we say that {YV } satisfies the compact containment condition.
Definition 8.2. Let {T (t)} be a measurable contraction semigroup on B(S). Then the full generator
of {T (t)} is defined as the set
R̂ = {(f, g) ∈ B(S)×B(S) : T (t)f − f =
∫ t
0
T (s)gds, for any t ≥ 0}.
To prove weak convergence in the Skorohod space, we need the following lemma, which can be
found in [1, Corollaries 4.8.12 and 4.8.16].
Lemma 8.3. Let S be a complete separable metric space and let R be an operator on Cb(S). Suppose
that for some ν ∈ P(S), there exists a unique solution Y to the martingale problem for (R, ν). For
any V > 0, let YV be a ca`dla`g Markov process with values in a set SV ⊂ S corresponding to a
measurable contraction semigroup {TV (t)} with full generator R̂V . Suppose that {YV } satisfies the
compact containment condition and suppose that for each f ∈ D(A), there exists (fV , gV ) ∈ R̂V such
that
sup
V >0
‖fV ‖ <∞
and
lim
V→∞
sup
x∈SV
|fV (x)− f(x)| = lim
V→∞
sup
x∈SV
|gV (x)−Af(x)| = 0. (29)
Then νV ⇒ ν as V →∞ implies YV ⇒ Y in D(R+, S) as V →∞, where νV is the initial distribution
of YV .
The following lemma plays a crucial role in studying the limit behavior of XV .
Lemma 8.4. Suppose that the conditions in Theorem 3.5 hold. Then for any f ∈ D(A),
lim
V→∞
sup
x∈EV
|AV f(x)−Af(x)| = 0. (30)
Proof. Since βm is nonzero for a finite number of m, there exists K > 0 such that βm ≡ 0 for any
|m| ≥ K. Since f has a compact support, there exists γ > 0 such that f(x) vanishes whenever |x| ≥ γ.
The above two facts suggest thatAf(x) = 0 for any |x| ≥ γ andAV f(n/V ) = 0 for any |n| ≥ γV +K.
Therefore, (30) holds if and only if
lim
V→∞
sup
|n|≤γV+K
∣∣AV f ( nV )−Af ( nV )∣∣ = 0. (31)
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It is easy to check that ∣∣AV f ( nV )−Af ( nV )∣∣ ≤ I + II + III,
where
I ≤
∣∣∣ ∑
m 6=0
[
qˆV
(
n
V ,
n+m
V
)− V βm ( nV )] [f (n+mV )− f ( nV )] ∣∣∣,
II =
∣∣∣ ∑
m6=0
V βm
(
n
V
) [
f
(
n+m
V
)− f ( nV )]− d∑
i=1
Fi
(
n
V
)
∂if
(
n
V
) ∣∣∣,
III = c
(
n
V
) ∣∣∣ ∑
m∈Nd
p(V,m)
[
f
(
n+m
V
)− f ( nV )]− ∫
Rd+
[
f
(
n
V + y
)− f ( nV )]µ(dy)∣∣∣.
By the mean value theorem, we have
I ≤ ‖∇f‖
∑
m6=0
|m| ∣∣ 1V qˆV ( nV , n+mV )− βm ( nV )∣∣ .
It thus follows from the condition (2) that
lim
V→∞
sup
|n|≤γV+K
I = 0. (32)
By the mean value theorem, for any 0 < |m| ≤ K, there exists θm ∈ (0, 1) such that
II ≤
∑
m 6=0
d∑
i=1
|mi|βm
(
n
V
) ∣∣∂if (n+θmmV )− ∂if ( nV )∣∣
Since βm is locally bounded and ∂if is uniformly continuous, we have
lim
V→∞
sup
|n|≤γV+K
II = 0. (33)
For any  > 0, there exists k > 0 such that µ
(
(0, k]d
)
> 1− . For convenience, let Rk = (0, [2kV ])d
be a hypercube. When V is sufficiently large, direct computations show that
III ≤ c ( nV ) ∣∣∣∣ ∑
m∈Rk
p(V,m)
[
f
(
n+m
V
)− f ( nV )]− ∫
Rk/V
[
f
(
n
V + y
)− f ( nV )]µ(dy)∣∣∣∣
+ 2‖f‖c ( nV ) ∑
m/∈Rk
p(V,m) + 2‖f‖c ( nV )µ(Rd+ − (0, k]d) .
By the assumptions in (4), we have
lim
V→∞
∣∣∣∣ ∑
m/∈Rk
p(V,m)− µ(Rd+ −Rk/V )
∣∣∣∣
= lim
V→∞
∣∣∣∣ ∑
m∈Rk
p(V,m)− µ(Rk/V )
∣∣∣∣ ≤ limV→∞ ∑
m∈Rk
∣∣p(V,m)− µ [mV , m+1V )∣∣
≤ (2k)d lim
V→∞
V d sup
0<|m|≤2kdV
∣∣p(V,m)− µ [mV , m+1V )∣∣ = 0.
When V is sufficiently large, we have µ(Rd −Rk/V ) ≤ µ(Rd − (0, k]d) ≤  and thus∑
m/∈Rk
p(V,m) < 2. (34)
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Moreover, direct computations show that∣∣∣∣ ∑
m∈Rk
p(V,m)
[
f
(
n+m
V
)− f ( nV )]− ∫
Rk/V
[
f
(
n
V + y
)− f ( nV )]µ(dy)∣∣∣∣
≤
∣∣∣∣ ∑
m∈Rk
[
p(V,m)− µ [mV , m+1V )] [f (n+mV )− f ( nV )] ∣∣∣∣
+
∣∣∣∣ ∑
m∈Rk
µ
[
m
V ,
m+1
V
) [
f
(
n+m
V
)− f ( nV )]− ∫
Rk/V
[
f
(
n
V + y
)− f ( nV )]µ(dy))∣∣∣∣
≤ 2(2k)d‖f‖V d sup
0<|m|≤2kdV
∣∣p(V,m)− µ [mV , m+1V )∣∣
+
∫
Rk/V
∣∣∣f (n+[yV ]V )− f ( nV + y)∣∣∣µ(dy),
where [yV ] = ([y1V ], . . . , [ydV ]). When V is sufficiently large, it follows from (4) and the uniform
continuity of f that∣∣∣∣ ∑
m∈Rk
p(V,m)
[
f
(
n+m
V
)− f ( nV )]− ∫
Rk/V
[
f
(
n
V + y
)− f ( nV )]µ(dy)∣∣∣∣ ≤ . (35)
Combining (34) and (35) and noting that c is continuous, we obtain that
lim
V→∞
sup
|n|≤γV+K
III = 0. (36)
Finally, (31) follows from (32), (33), and (36).
We are now in a position to prove Theorem 3.5.
Proof of Theorem 3.5. For any f ∈ D(A∆), it is easy to check that A∆f ∈ C((Rd+)∆) and thus A∆ is
an linear operator on C((Rd+)∆). Since X is the unique solution to the martingale problem for (A, ν),
it is easy to see that X is also the unique solution to the martingale problem for (A∆, ν). Since XV is
the unique solution to the martingale problem for (AV , νV ), for any f ∈ D(AV ), we have
Exf(XV (t)) = f(x) +
∫ t
0
ExAV f(XV (s))ds.
Thus (f,AV f) is in the full generator of XV . If we take S = (Rd+)∆ and SV = EV , then {XV }
automatically satisfies the compact containment condition since S is compact. For any f ∈ D(A),
setting fV = f |EV ∈ D(AV ) and applying Lemma 8.4, we obtain that
lim
V→∞
sup
x∈EV
|fV (x)− f(x)| = lim
V→∞
sup
x∈EV
|AV fV (x)−Af(x)| = 0. (37)
So far, all the conditions in Lemma 8.3 have been checked and thus XV ⇒ X in D(R+, (Rd+)∆).
Since both XV and X have sample paths in D(R+,Rd+), the desired result follows from [1, Corollary
3.3.2].
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