The taxing computational effort that is involved in solving some high-dimensional statistical problems, in particular problems involving non-convex optimization, has popularized the development and analysis of algorithms that run efficiently (polynomial-time) but with no general guarantee on statistical consistency. In light of the ever increasing compute power and decreasing costs, perhaps a more useful characterization of algorithms is by their ability to calibrate the invested computational effort with the statistical features of the input at hand. For example, design an algorithm that always guarantees consistency by increasing the run-time as the SNR weakens. We exemplify this principle in the 0-sparse PCA problem. We propose a new greedy algorithm to solve sparse PCA that supports such a calibration. We analyze it in the well-known spiked-covariance model for various SNR regimes. In particular, our findings suggest that our algorithm recovers the spike in SNR regimes where all polynomial time algorithms fail, while running much faster than the naive exhaustive search.
1. Introduction. Principal components analysis (PCA) is the mainstay of modern machine learning and statistical inference, with a wide range of applications involving multivariate data, in both science and engineering (see e.g. [And84, Jol02] ). Many contemporary problem settings, for example in genomics and image processing, are of high-dimensional nature, where features are plentiful (large p) but samples are relatively scarce (small n) [Don00] . Two major limitations arise when applying PCA in a high-dimensional setting: (1) the principal components are typically a linear combination of all features, which hinders their interpretation and subsequent use; and (2) while PCA is consistent in the classical setting (p is fixed and n goes to infinity) [And84, Mui82] , it is generally inconsistent in high-dimensions [Joh01, Pau07, BL08, Nad08, JL09].
The lack of consistency and interpretability in the high-dimensional setting encouraged researchers to design regularized estimation schemes, where additional structural information on the parameters describing the statisti-cal models is assumed, and in particular various sparsity assumptions. One such popular model is the 0 -sparse PCA, or k-sparse PCA as we call it from now on. The input to k-sparse PCA is a pair (X, k), where X is an n × p design matrix and k the desired sparsity level. The goal is to find a unit vector v that has at most k non-zero entries, a k-sparse vector, such that the variance of X in v's direction is maximal.
While standard (non-restricted) PCA can be efficiently solved by computing the eigenvectors of a symmetric matrix, k-sparse PCA is a difficult combinatorial problem, and in fact solving it in general is NP-hard [Nat95, MW06] . Nevertheless, computationally efficient algorithms for the k-sparse PCA were proposed and analyzed under various assumptions on the distribution of X and the parameters n, p and k [JL09, AW09, dEGJL04, KNV15, DM16].
The performance of all the aforecited algorithms features a rather undesirable phase-transition behavior (at least on the benchmark distribution that was studied in each paper). Each algorithm A performs well up to a certain SNR threshold τ A and fails miserably as the SNR drops below τ A (we formalize the notion of signal-to-noise-ratio in Section 3). Such a threshold behavior is expected in a worse-case setting, as the problem is NP-hard. However, as the results of [BR13a, BR13b, KNV15, BB19] suggest, the threshold behavior might persist even in the average-case setting, as long as the algorithms belong to the polynomial run-time family.
2. Our contribution. To ameliorate the abrupt threshold behavior we propose a new algorithm which maintains a steady success rate by increasing the running time, in a suitable way, as the SNR weakens. Our framework is similar in spirit to the any-time algorithm paradigm, although we allow our algorithm to fail with some probability.
Throughout we let v * denote the solution of the k-sparse PCA problem and I * its support. In what follows, we consider the variant of k-sparse PCA where one looks for the support set I * rather than v * . There are several ways to obtain a vector from a support set I. For example, take the leading eigenvector of the covariance matrix of the n × k restriction of X to the columns I, or the method used in [JL09] . We further assume that the design matrix X is centered.
Our algorithm is composed of two routines. The first routine, Seed Sparse PCA (SSPCA), receives a seed S, which the reader may think of for now as a subset of I * , and completes S to a set I of size k. The routine iteratively updates S by adding the variable that currently has the largest co-variance averaged over all variables already in S. The inspiration for this routine is the greedy algorithm for the well-known maximum clique problem in graph theory. Formally,
SSPCA can be implemented in time O(p 2 ) by recording the value of each c i in the first while iteration, and then updating it in subsequent iterations by subtracting the entryΣ i,i * .
SSPCA is suitable for settings where a seed S naturally exists, say from prior knowledge of the problem domain. However, if no seed is available, then an exploration of all possible seeds S of size k * ≤ k takes place, and SSPCA is used to complete the remaining k − k * variables of each seed. Finally, the set inducing the largest variance is output. The parameter k * is the handle to calibrate the run-time of the algorithm to guarantee statistical consistency for various SNRs. By varying k * one obtains a family of algorithms, ranging from polynomial time algorithms when k * is constant, to the naive exhaustive search when k * = k. The latter solves k-sparse PCA exactly, by definition.
SSPCA-EXP (EXP for Exploratory) implements the above logic. In the description of the algorithm we use the notation A S to denote the submatrix of A indexed by S; λ 1 (A) denotes A's largest eigenvalue.
The running time of SSPCA-EXP scales as p k * p 2 , which is polynomial in p when k * = O(1). Furthermore, SSPCA-EXP can easily be parallelized and run in a distributed cluster environment. Indeed, the code we share is already written in that way.
As for statistical consistency, the following two conditions are sufficient for SSPCA-EXP to recover at least (δ − ξ)-fraction of I * .
C1. There exists a "golden seed" S 0 of size k * such that SSPCA(X, k, S 0 ) outputs a set I satisfying |I ∩ I * | ≥ δk. C2. For every two sets I, J of size k, if |I ∩ I * | − |J ∩ I * | > ξk then λ 1 (Σ I ) > λ 1 (Σ J ).
For C1 and C2 to be meaningful, one should think of golden seeds with δ close to 1, and separability with ξ close to 0. Claim 4.1 formally proves the sufficiency of these conditions.
We analyze SSPCA-EXP rigorously in the well-known spiked covariance model in two regimes of parameters: strong and weak SNR. We define the strong SNR regime as the regime of parameters where I * may be recovered efficiently, that is using polynomial run-time. The weak SNR regime is where no polynomial-time algorithm is known to perform better than randomly guessing I * (by known we mean either by a rigorous proof or by simulation).
All our results are of asymptotic nature, namely they hold with probability (w.p.) tending to 1 as the parameters of the problem (n, p, k) go to infinity. For clarity of presentation we do not preamble each statement with this disclaimer.
Theorem 4.2 establishes condition C2 in the spiked-covariance model for both the strong and the weak SNR regime and specifies the gap parameter ξ. Theorem 4.4 establishes condition C1 in the strong SNR regime for δ = 1 and k * = 1. That is, there exists a size one seed from which I * is fully recovered. This together with C2 entails that in the strong SNR regime, SSPCA-EXP recovers all but a vanishing fraction of I * in polynomial run-time (Theorem 4.5).
We were not able to prove C1 in the weak SNR regime for any k * < k (for k * = k it trivially holds). However, simulations reveal that also in the weak regime there are golden seeds of moderate size, say k * = 0.15k, with δ ≥ 0.9 (See Section 8). This together with C2 implies that SSPCA-EXP recovers at least 89% of I * also in the weak SNR regime.
Our findings suggest the following rule-of-thumb for solving sparse PCA under weak SNR assumptions: Rather than trying to nail down I * by go-ing over as many sets of size k as possible using time budget T (or using a polynomial-time algorithm which doesn't take any advantage of the budget T ), we suggest to skim through a larger number of smaller sets of size k * < k, completing each one efficiently using SSPCA. For demonstration, we ran SSPCA-EXP on synthetic data generated from the spiked-covariance distribution, parameterized with p = n = 200 and a spike of sparsity k = 10. We used a 128-core cluster with CPU Intel Xeon Processor E7-4850 v4 (40M Cache, 2.10 GHz). We first ran two polynomial time algorithms (Covariance Thresholding [DM16, BL08] and Diagonal Thresholding [JL09] ). Their output intersected the correct k = 10 signal entries on 10%-30% (still better than a random guess, which on average would give k/p = 5%). Their run-time was less than 15 seconds on a single core. We ran SSPCA-EXP with k * = 4 on 90 cores for 1.5 hours (135 hours on a single-core). Its output intersected the spike on 40%-70% of the entries. Running a naive exhaustive search for the exact same amount of time (sampling at random sets of size 10), recovered 10%-40% of the signal. The variability in results is rather large since the problem size is small.
The code, written in Python, alongside documentation and examples, is freely available from Github 1 .
3. The Single Spike Model. The spiked covariance model was suggested by Johnstone in 2001 [Joh01] to model a combined effect of a lowdimensional signal buried in high-dimensional noise. In this paper we consider the Gaussian case with a single spike, where the p-dimensional samples x i , for i = 1, . . . , n, are of the form (3.1)
The parameter σ 2 is the signal strength, v * ∈ R p is the planted spike assumed to be a k-sparse unit-length vector, ξ i ∈ R p is a noise vector whose entries are all i.i.d. N (0, 1), and u i ∼ N (0, 1). Furthermore, all the u i 's and ξ i 's are independent of each other. The corresponding population covariance matrix is Σ = σ 2 v * v * T + I p , whose largest eigenvalue is 1 + σ 2 , with associated eigenvector v * . The algorithmic task is to recover the support of v * given n iid samples x 1 , . . . , x n .
The SNR in the single-spike model is governed by both σ 2 and k, the larger σ 2 , and the smaller k, the stronger the signal. In what follows we think of σ 2 as an arbitrary fixed constant that may depend, or not, on p/n.
Regime
k values Polynomial-time Algorithms Very strong SNR k ≤ κ1 = n/ log p Diagonal Thresholding [JL09] , and an SDP-based algorithm
No algorithm, regardless of running time, can recover the entire set I * w.p. better than 1 2 [AW09, Theorem 3]. Therefore only k determines the SNR. Table 1 charts the boundaries of the various SNR regime as a function of k.
We further assume either the uniform biased sparse PCA model (UB-SPCA) [BB19] , namely non-zero entries of v * are all equal to 1/ √ k (or all −1/ √ k), or the uniform unbiased sparse PCA model (UNBSPCA), where both negative and positive entries are allowed, ±1/ √ k. The latter was assumed for example in [AW09, KNV15] .
Results.
The following claim asserts the sufficiency of conditions C1,C2. Its simple proof is given in Section 5.
Claim 4.1 (Sufficient Conditions). IfΣ is ξ-separable and there exists a golden seed S 0 of size k * such that SSPCA(X, k, S 0 ) outputs a set I satisfying |I ∩I * | ≥ δk then SSPCA-EXP outputs a set I satisfying |I ∩I * | ≥ (δ −ξ)k.
The next theorem establishes C2 for the entire SNR range, up to (asymptotically) the information-theoretical recoverability threshold.
Theorem 4.2 (Spectral Separation). LetΣ be distributed as in Eq. (3.1) with p b /n → c for any constants b, c > 0, and let k = αn/ log p for some parameter α > 0. Further assume the UNSPCA model. There exists a function ζ = ζ(α), ζ → 0 as α → 0, such that w.p. tending to 1 as (n, p, k) → ∞, C2 holds with ξ = ζ/σ 2 .
Results of similar flavor to Theorem 4.2 were proven for example in [VL12, CMW13, BR13b, BBH18] and in a more general sparse PCA setting. However these results guarantee, at best, recovering a set I that satisimsart-aos ver. 2014/10/16 file: annals_submissionv1.tex date: October 16, 2019 fies |I ∩ I * | ≥ δk for some constant δ > 0, hence unsuitable for the analysis of SSPCA-EXP.
The following corollary of Theorem 4.2 establishes the performance of the naive exhaustive search algorithm, SSPCA-EXP(Σ, k, k). This is the tightest minimax estimator (in terms of performance) proven so far for sparse PCA in the single-spike model. Next we establish the existence of a golden seed, condition C1, in the very strong SNR regime.
Theorem 4.4 (Golden seed). LetΣ be distributed as in Eq. (3.1) with p/n → c ≥ 0, and k ≤ γκ 1 for a sufficiently small constant γ. Further assume the UBSPCA model. If S ⊆ I * and |S| ≥ 1, then w.p. tending to one as (n, p, k) → ∞, the output of SSPCA(Σ, k, S) is I * .
Finally, we establish the success of SSPCA-EXP in the very strong SNR regime, where polynomial time suffices to recover I * . Simulation suggests that both the limitation on same-sign entries (UB-SPCA) in Theorems 4.4 and 4.5, and the upper bound on k can be relaxed. The right threshold for the existence of useful golden seeds (say δ ≥ 0.8 > k * /k) seems to be of order κ 2 1 / log 2 p, a log 2 p-factor shy of the information limit. In this case however the size of the golden seed will be linear in k, say k * = 0.15k. Another input from simulation is that SSPCA-EXP(Σ, k, 1) succeeds in recovering I * also in the strong SNR regime, namely up to k of order √ n. This provides a conceptual alternative to Covariance Thresholding -a purely combinatorial ("white-box") paradigm rather than a spectral ("black-box") one. Section 8 provides the full detail.
Proof of Claim 4.1. Suppose by contradiction that conditions C1
and C2 hold yet SSPCA-EXP outputs a set J for which |J ∩ I * | < (δ − ξ)k. Consider a point in the execution of SSPCA-EXP where a golden seed S 0 is explored. By Condition C1, SSPCA completes S to a set I satisfying |I ∩ I * | ≥ δk. The latter together with the contradiction assumption give
In this case C2 guarantees that λ 1 (Σ I ) > λ 1 (Σ J ). Therefore the last line of SSPCA-EXP ensures that J cannot be the output of the algorithm.
6. Proof of Theorem 4.4. In the proof of the theorem we use the following two auxiliary lemmas. The first lemma is a large deviation result for a Chi-square random variable.
The second lemma records a well-known argument about the inner-product of two multivariate Gaussians.
Lemma 6.2. Let {x i , y i } n i=1 be standard i.i.d. Gaussian random variables. Then n i=1 x i y i is distributed like the product of two independent random variables x ·ỹ, where x = (x 1 , . . . , x n ), x 2 ∼ χ 2 n andỹ is a standard Gaussian.
Proof. For every fixed realization of x, we have x i y i ∼ N (0, x 2 i ) and by the independence of the y i 's,
The lemma follows by observing that x 2 ∼ χ 2 n .
In the proof we assume that n, p are sufficiently large, hence for example we may assert the inequality 10n −2 ≤ n −1 without explicitly saying that this is true only for a sufficiently large n.
Our candidate for a golden seed is any S that is a subset of the support of v * , I * . We show that when starting from such S, at every iteration of SSPCA, the probability of adding a wrong variable at the end of that iteration is at most n −1 . The theorem then follows using a standard union bound argument, as we have k = o(n) iterations.
The decision which variable to include in S is based on the scores c i . We analyze the scores relative to some fixed S ⊆ I * of size t, and then use a union-bound argument over all possible sets S and all possible execution orders that formed S.
Let r (i) denote the i th row of the p × n design matrix X. For every candidate i / ∈ S the score c i is given by
Following the distribution rule of X given in Eq. (3.1), all entries of the vector s = j∈S r (j) are i.i.d. with
where u ∼ N (0, 1) is defined in Eq. (3.1) and w ∼ N (0, 1) independently of u ( √ tw is derived from j∈S (ξ ) j ). If i ∈ I then the product r (i) s T is distributed as
The variable y = (ξ ) i ∼ N (0, 1). We rearrange the sum as four components, corresponding to the pure signal part, cross noise-signal and pure noise:
y w . (6.4) For i / ∈ I * , the terms (6.1) and (6.2) zero out, as v * i = 0 in this case. The key to the success of the algorithm lies in the fact that for i ∈ I * , the value of c i is dominated by (6.1). For i / ∈ I * the value of c i is dominated by (6.4), and the value of (6.4) is typically much smaller than (6.1). Before proceeding, we make the following three definitions:
• We say that a variable i ∈ I * is robust if 1 n (6.1) ≥ 0.5σ 2 t/k and 1 n |(6.3)| ≤ 0.1σ 2 t/k. • We say that a variable i is S-safe if 1 n |(6.2)| ≤ 0.1σ 2 t/k and 1 n |(6.4)| ≤ 0.1σ 2 t/k. • We say thatΣ is well-behaved if for every i = 1, . . . , p, n =1 ((ξ ) i ) 2 ≤ 2n.
Lemma 6.3. W.p. at least 1 − e −n/5 , the matrixΣ is well behaved.
Lemma 6.4. W.p. at least 1 − n −1 , all variables i ∈ I * are robust.
Lemma 6.5. IfΣ is well-behaved, then for a fixed S ⊂ I * of size t and a fixed i / ∈ S, i is S-safe w.p. at least 1 − n −3t .
The proof of Lemmas 6.3-6.5 is given right after the proof of the theorem. We now complete the proof of the theorem using them. Assume that SSPCA produced a wrong answer, namely its output S = I * . Consider the first iteration t + 1 in which a variable i / ∈ I * was added to S. For that to have happened, eitherΣ was not well-behaved, i was not robust, or i is not S-safe with respect to the set S at the beginning of iteration t + 1. The probability for the former two, by Lemmas 6.5 and 6.4, is at most e −n/5 + n −1 . The probability for the latter is given by the following union bound. There are k t different sets S ⊆ I * of size t (S must be contained in I * at the beginning of iteration t + 1 by the choice of t), and t! ways for the order in which a specific S was formed. In iteration t + 1 there are at most p candidate variables. Therefore the probability that there exists a variable i and a set S of size t such that i is not S-safe at iteration t + 1 is at most
In the last inequality we used the fact that p = O(n).
To conclude the proof of Theorem 4.4, SSPCA succeeds to recover I * w.p. at least 1 − n −1 − e −n/5 − O(n −1 ), which tends to 1 as (n, p, k) → ∞.
Proof. (Lemma 6.3) For every i, n =1 ((ξ ) i ) 2 ∼ χ 2 n . Using Lemma 6.1 with x = n/4,
Using a union bound, the probability that there exists i that violates the 2n-upper-bound is at most p · e −n/4 ≤ e −n/5 . In the last inequality we we used the assumption that p = O(n).
Proof. (Lemma 6.4]) The expression (6.1) does not depend on i or S, just the size of S and the fact that i ∈ I * . Similarly, (6.3) depends only on the size of S, which is fixed to t. To lower bound (6.1), we use the fact that n =1 u 2 in Eq. (6.1) is distributed χ 2 n . The second inequality in Lemma 6.1 with x = 0.05n gives P r[χ 2 n ≤ n/2] ≤ e −0.05n . Therefore, w.p. at least 1 − e −0.05n , 1 n (6.1) > 0.5σ 2 t/k. Moving to (6.3), according to Lemma 6.2, the sum-product term in Eq. (6.3) is distributed as χ 2 n N (0, 1). For 1 n (6.3) > 0.1σ 2 t/k to hold, it must be that χ 2 n |N (0, 1)| > 0.1σn/ √ k. However, using standard tail-bounds for Gaussians, P r[|N (0, 1)| ≥ 2 log n] ≤ 2n −2 , and according to Lemma 6.1 and our choice of k (in particular k ≤ √ n), we get P r[χ 2 n ≥ n 2 σ 2 400k log n ] ≤ e −n .
Therefore w.p. at least 1 − 2n −2 − e −n we get
To conclude, all variables are robust w.p. at least 1 − e −0.05n − e −n − 2n −2 ≥ 1 − n −1 , and th lemma is proved.
Proof. (Lemma 6.5) To bound (6.2) we do not need the assumption that Σ is well-behaved. According to Lemma 6.2, the product term in Eq. (6.2) is distributed as χ 2 n N (0, 1). If v * i = 0, then we are done. Otherwise, assume v * i = 1/ √ k. For 1 n (6.2) > 0.1σ 2 t/k to hold, the following has to happen,
√ k log n · 9t log n.
Using standard tail-bounds for Gaussians, P r[|N (0, 1)| > 9t log n] ≤ 2e −9t log n/2 = 2n −4.5t .
Using Lemma 6.1 and the upper bound on k, P r[χ 2 n ≥ σ 2 n 2 /(900k log n)] ≤ e −σ 2 n 2 /(1000k log n) .
For our choice of k, the latter is upper bounded by e −n 2 /(1000k log n) ≤ e −n 1.4 ≤ e −5n log n ≤ n −5t .
To conclude,
The trickiest part is to bound (6.4), and this is where we used the fact that Σ is well-behaved. According to Lemma 6.2, the sum-product in (6.4) is distributed χ 2 n N (0, 1). Looking at the proof of Lemma 6.2, we see that the two vectors x and y play asymmetric roles. We associate the vector y = (ξ ) i , = 1, . . . , n with x and the vector w , = 1, . . . , n with y. The assumption thatΣ is well-behaved implies that the χ 2 n part is at most √ 2n. It suffices to bound Using standard bounds on the tail of Gaussians and Lemma 6.3, we get P r |N (0, 1)| > 5t log n ≤ 2n −5t · (1 − e −n/5 ) −1 ≤ 3n −5t ≤ n −4t .
Putting everything together, we get that ifΣ is well-behaved, then w.p. at
In the last inequality we used our upper-bound on the value of k ; γ is the constant in the statement of the theorem. Taking γ sufficiently small, the term γ √ 20/σ 2 ≤ 0.1. Together with Eq. (6.5), we get that a variable i is S-safe w.p. at least 1 − n −4t − n −4t ≥ 1 − n −3t .
imsart-aos ver. 2014/10/16 file: annals_submissionv1.tex date: October 16, 2019 7. Proof of Theorem 4.2. The theorem follows immediately from the following concentration result on λ 1 (Σ I ), which we prove for every set I ⊆ {1, . . . , p} of size k that satisfies |I ∩ I * | = δk, for every δ ∈ [0, 1]:
where ζ = ζ(α) is a function that goes to 0 as α → 0 (the parameter α is part of the upper bound on k in the statement of Theorem 4.2).
To see why this suffices, consider two sets I, J whose intersection ratio with I * is δ, δ −∆ respectively. According to Eq. (7.1) , in order to guarantee λ 1 (Σ I ) > λ 1 (Σ J ), it suffices to require
Rearranging we get, ∆ ≥ 2ζ/σ 2 , the required parameter in the statement of Theorem 4.2.
We use a union bound argument to prove Eq. (7.1). We shall prove that for a fixed set I ⊆ {1, . . . , p}, In the before-last inequality we used the upper bound on the value of k stated as part of Theorem 4.2. Fixing any ω ≥ 3α completes the union bound proof.
In the remainder of this section we prove Eq. (7.2). Recall the parameters u = (u 1 , . . . , u n ) and ξ i from definition of the single-spike distribution given in Eq. (3.1). We start with a certain property ofΣ that we require during the proof. We say thatΣ is typical if u ≤ √ 2n and if (ξ 1 ) i ≤ 2 √ log n for every i = 1, . . . , p. Lemmas 6.1 and 6.2 guarantee thatΣ is typical w.p. at least 1 − n −1 . In what follows we condition on this fact.
Fix a set I ⊆ {1, . . . , p} s.t. |I ∩ I * | = δk. The matrixΣ I can be written asΣ I = W + S where W is composed of the noise part, Eq. (6.4), and S is composed of the signal and noise-signal cross terms, Eq. (6.1)-(6.3). W is easily seen to be symmetric (in fact it follows a Wishart distribution), and therefore the matrix S =Σ I − W , the difference of two symmetric matrices, is symmetric as well. Weyl's inequality, applicable for Hermitian matrices, implies that 
Plugging in t = ε 1 /3 we obtain that w.p. at least 1 − e −ε 2 1 n/18 ,
In the first inequality in (7.4) and (7.5) we used the upper bound on k in Theorem 4.2. Furthermore, accounting for the conditioning onΣ being typical, we get that the statement in Eq. (7.4) and (7.5) hold w.p. at least 1 − e −ε 2 1 n/20 when conditioning onΣ being typical (a similar argument to the calculation in Eq. (6.6)).
Upper
Bounding λ 1 (S). To upper bound the largest eigenvalue of S we use Gershgorin's circle theorem, which says that every eigenvalue λ of an n × n matrix A satisfies at least one of the n inequalities for i = 1, . . . , n,
each inequality defines a Gershgorin's disc. We next show that all discs are almost identical, and evaluate their center and radius.
Fix i and write each entry S ij according to the three sums Eq. (6.1)-(6.3) (plugging t = 1). Eq. (6.1), is in the interval (1 ± ε 2 )nσ 2 /k w.p. at least 1−e −ε 2 2 n/4 , and 0 if either i or j are not it I * . To bound the sums in Eq.(6.2) and (6.3) we note that both involve the term u , which does not depend on i. Therefore we may rotate the distribution to point in the direction of u. According to Lemma 6.2, the sum-product (6.2) is then distributed u ·(ξ 1 ) i and Eq.(6.3) is distributed u · (ξ 1 ) j . SinceΣ is typical, u ≤ √ 2n and (ξ 1 ) j ≤ 2 √ log n for every i. Therefore,
Similarly |(6.3)| ≤ v * j 8σ 2 n log n.
Putting everything together we get that for i, j ∈ I * ,
By the upper bound k ≤ (αn/ log p), we can choose α sufficiently small so that the O-part is smaller than ε 2 σ 2 /k. Using the union bound over at most p 2 values for i, j, w.p. at least 1−p 2 e −ε 2 2 n/4 ≥ 1−e −ε 2 2 n/5 , for all 1 ≤ i, j ≤ p,
If i / ∈ I * then (6.1),(6.2) are both 0, and the disc is smaller. Since we are interested in an upper-bound on λ 1 (S), the worse-case is when i ∈ I * .
To bound the radius of the i th disc, j |S ij |, we need to account for |I ∩ I * | = δk indices j ∈ I * and (1 − δ)k indices j / ∈ I * . Plugging (7.7) in (7.6), we obtain that w.p. at least 1 − e −ε 2 2 n/5 ,
The latter entails, w.p. at least 1 − e −ε 2 2 n/5 ,
In the last inequality we used the fact that k is sufficiently large, which is part of the asymptotic assumption (n, p, k) → ∞ stated in Theorem 4.2.
7.3. Lower Bounding λ 1 (S). Greshgorin's theorem is not useful to prove a lower bound on λ 1 (S) since for i / ∈ I * , the resulting disc has radius of order εσ 2 rather than δσ 2 .
To lower bound the largest eigenvalue of S we use the Rayleigh quotient definition, namely λ 1 (S) is the argmax of x T Sx over all unit vectors x ∈ R k .
In particular, for x 0 = (δk) −0.5 1 I∩I * (1 Q is the characteristic vector of a set Q), the value of x T 0 Sx 0 is a lower bound on λ 1 (S). The latter is simply the average row sum in the δk × δk submatrix S I∩I * . From Eq. (7.7), w.p. at least 1 − e −ε 2 2 n/5 ,
To conclude, Eq. (7.2) is derived by setting ω = ω(ε 1 , ε 2 ) s.t. e −ε 2 1 n/20 + e −ε 2 2 n/5 = e −ωn , ζ = ζ(ε 1 , ε 2 , σ) = ε 1 + 4ε 2 σ 2 , and using Eq. (7.4),(7.5),(7.8) and (7.9).
Simulations.
In this section we explore the phenomenon of golden seeds, in various SNR regimes, using simulation. Therefore the only algorithm that we run is SSPCA (and not SSPCA-EXP), when feeding it with random subsets of I * , of varying sizes, as seeds.
The definition of SNR regimes as presented in Table 1 is asymptotic and cannot be used directly in simulation. For example 100 log n > √ n/100 even for n = 10 4 , which is already quite a large problem size, but asymptotically log n/ √ n → 0. To circumvent this problem, we let the empirical success rate of Covariance Thresholding (abbreviated CT) and Diagonal Threshold (DT) define regime boundaries. Figure 1 charts these boundaries.
In all our experiments the following holds: CT, p=10,000 SSPCA, k*=1, p=10,000 SSPCA, k*=k/3, p=10,000 CT, p=15,000 SSPCA, k*=1, p=15,000 SSPCA, k*=k/3, p=15,000 CT, p=20,000 SSPCA, k*=1, p=20,000 SSPCA, k*=k/3, p=20,000 DT, p=20,000 • Formally, the output of CT is a vector (a guess for v * ). We convert the vector to a set I by taking the indices of the k largest entries in absolute value.
8.1. Charting the regimes. The empirical boundary of the strong SNR regime is charted by the success rate curve of CT. Figure 1 shows the performance (y-axis) of CT as k increases. Three configurations are plotted n = p = 10, 000, 15, 000, 20, 000. The y-axis is scaled by √ n to defuse the dependence on n. Indeed all three lines overlap as expected (due to scaling), and the phase transition to the hard regime occurs when k is in the win-
The plot also includes the performance of DT, lagging behind, and SSPCA initialized with a seed of size k * = 1, a random entry in I * . The results suggest that SSPCA performs as well as CT. Therefore we expect that a more careful proof of Theorem 4.4 can push the upper bound on k from n/ log p to √ n. Finally, the plot shows the performance of SSPCA with seeds of size k * = k/3 (again, a random subset of I * of size k * ). Evidently, SSPCA performs well way into the hard regime, suggesting that golden seeds exist in that regime as well. The next section examines this observation in more detail.
8.2. Golden Seeds in the Weak SNR Regime. Theorem 4.4 proves the existence of golden seeds in the very strong SNR regime. Figure 1 suggests that golden seeds exist also in the weak SNR regime. In this set of simulations we investigate the existence of golden seeds in the weak SNR regime, and in particular the existence of a "seed-threshold" k seed , above which SSPCA fails to complete any seed beyond the trivial k * /k fraction. To test this hypothesis we run SSPCA with a seed containing k * = k/3 random entries from I * . We plot the success rate of SSPCA (y-axis) as k grows (x-axis) for three configurations, n = p = 10, 000, 15, 000, 20, 000. We scale the x-axis by n/ log 3 p, which Figure 2 suggests to be the asymptotic value of the seedthrehold, a log 2 p-factor shy of the information theoretic limit. The right scaling defuses the effect of the problem size, hence the three lines should overlap, as they do. In Figure 1 the scaling is not right for the seed-threshold, and indeed the three lines of SSPCA with k * = k/3 do not overlap, and the smaller n the farther behind the line.
8.3. Does size matter?. Finally, we check how the size of the seed effects the performance of the algorithm. To this end we fix n = p = 20, 000 and vary both k and k * . Each line in Figure 3 represents a different function k * = αk. In addition, CT is plotted to chart the easy-hard boundary.
The emerging picture from Figure 3 is that the size of the seed does not matter. More formally, we make the following conjecture, which we leave open for future research.
Conjecture 8.1. There exists two function k thres and k * thresh , such that when k ≤ k thresh and k * ≥ k * thresh SSPCA finds (most of ) the signal entries. When, on the other hand, k >> k thres , SSPCA is not able to recover more than k * /k fraction of I * .
Figures 2 and 3 seem to support the conjecture, suggesting k thresh = Θ(n/ log 3 p), and k * thresh = α thresh k for some constant α thresh that probably depends on p/n and σ. In Figre 3 we see that all the lines converge to the vertical asymptote y = α = k * /k.
