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(1) $\hat{X}$ rank(X) $\leq N\ll n$ $\hat{X}$
[2,3,4,7,8,9].
Won and Kim [9]





subject to $X\in S_{+}^{n}$ , (3)
cond(X) $\leq K.$
$X$
$X$ $\lambda_{\max}(X)$ $\lambda_{\min}(X)$ cond(X) $=\lambda_{\max}(X)/\lambda_{\min}(X)$
:
minimize $\Vert X-\hat{X}\Vert$






$X\in \mathbb{C}^{n\cross n}$ $U\in \mathbb{C}^{n\cross n}$
$|IUXU^{H}||=||X||$
[6]. $U\in \mathbb{C}^{mxn}$ $U^{H}$ $U$
2 Ky Fan p-k (4) 1
$X\in \mathbb{C}^{m\cross n}$ Ky Fan p-k





Ky Fan $k$ $k=n$ Schatten $p$ $k=1$




$n$ Hermite $X\in \mathcal{H}^{n}$ diag(X) $X$
$x\in \mathbb{C}^{n}$ Diag$(x)$ $v$
$X,$ $Y\in \mathbb{C}^{m\cross n}$ $Z=X\circ Y$ Hadamard $Z_{ij}=X_{ij}Y_{ij}$
2
(4)




1. (4) $\overline{X}$ $=$
$P$ Diag $(\hat{\lambda})P^{T}$ $\lambda^{*}$ :
minimize $||$ Diag$(\lambda-\hat{\lambda})||$




2. $X\in \mathcal{H}^{n}$ $\mathcal{H}^{n}$ $\Vert\cdot\Vert$ :
$\Vert$ Diag[diag$(X)$ ] $||\leq||X||.$
$X$ $X=P$Diag$(\lambda)$ l
$||X||=||P$Diag$(\lambda)F^{I}||=||$ Diag$(\lambda)||.$
$S=P\circ\overline{P}$ $S\geq O,$ $Se=e,$ $e^{T}S=e^{T}$ $S$ 2
Birkhoff [51 $\Pi_{1},$ $\ldots,\Pi_{N}$ $\sum_{i=1}^{n}\alpha_{t}=1$ $\alpha_{1},$ $\ldots,$ $\alpha_{N}$
115
$S= \sum_{i=1}^{N}\alpha_{i}\Pi_{i}$ diag(X) $=S\lambda$ 3
$||$ Diag[diag$(X)$] $||=||Diag(S\lambda)\Vert=\Vert$Diag $( \sum_{i=1}^{N}\alpha_{i}\Pi_{i}\lambda)\Vert=\Vert\sum_{i=1}^{N}\alpha_{i}\Pi_{i}Diag(\lambda)\Pi_{i}^{T}\Vert$
$\leq\sum_{i=1}^{N}\alpha_{i}\Vert\Pi_{i}Diag(\lambda)\Pi_{i}^{T}||=\sum_{i=1}^{N}\alpha_{i}\Vert Diag(\lambda)\Vert=\Vert Diag(\lambda)\Vert.$
$||$ Diag[diag(X)] $||\leq||X\Vert.$






1 (5) $\lambda^{*}$ $X^{*}=P$Diag$(\lambda^{*})P^{T}$ $X^{*}$
(4) $X^{*}$ (4)




$\Vert$ Diag$(\lambda^{\dagger}-\overline{\lambda})\Vert=||$ Diag $\{diag[P^{T}(X^{\dagger}-\hat{X})P]\}||\leq||P^{T}(X^{\dagger}-\overline{X})P\Vert=||X^{\dagger}-\hat{X}||$
$<||X^{*}-\overline{X}||=||P^{T}(X^{*}-\hat{X})P||=||Diag(\lambda^{*}-\overline{\lambda})||$
$X^{*}$ (5) $X^{*}$ (4)
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2.2 $Ky$ Fan p-k
(4) Ky Fan p-k Ky Fan
p-k (5) :
minimize $\sum_{i=1}^{k}|\lambda-\hat{\lambda}|_{(i)}^{p}$
subject to $\min_{i}\lambda_{i}\geq 0$ , (6)
$\max_{i}\lambda_{i}\leq K\min_{j}\lambda_{i}.$
$v\in \mathbb{R}^{n}$ $|v|$ $v$
$v_{(i)}$ $v$
$i$ 1
4. (4) $X=$ $=PDiag(\overline{\lambda})P^{T}$
$($ $\overline{\lambda}_{1}\leq\cdots\leq\hat{\lambda}_{n})$
$f_{p,k_{K},\hat{\lambda}}(\mu)$ $\mu\geq 0$ $\hat{\lambda}_{l}\leq\mu\leq\overline{\lambda}_{l+1},\overline{\lambda}_{u-1}\leq K\mu\leq\overline{\lambda}_{u}$




$|$ subjecttominimize $\mu\geq’ 0f_{p,k_{K},\overline{\lambda}}.(\mu)$ (7)
$\lambda^{*}$ :
$\lambda_{1}^{*}=\cdots=\lambda_{l}^{*}=\mu^{*}, \lambda_{l+1}^{*}=\overline{\lambda}_{l+1}, \ldots, \lambda_{u-1}^{*}=\overline{\lambda}_{u-1}, \lambda_{u}^{*}=\cdots =\lambda_{n}^{*}=K\mu^{*}$ . (8)
$X^{*}=P$Diag$(\lambda^{*})P^{T}$ (4)
1 (8) $\lambda^{*}$ (6) (6)
$\mu$ :
minimize $\sum_{i=1}^{k}|\lambda-\overline{\lambda}|_{(i)}^{p}$
subject to $\mu\geq 0$ , (9)
$\mu\leq\lambda_{i}\leq K\mu (i=1, \ldots,n)$ .
$\mu$ :
minimize $\sum_{i=1}^{k}|\lambda-\hat{\lambda}|_{(i)}^{p}$
(10)subject to $\mu\leq\lambda;\leq K\mu$ $(i=1, \ldots, n)$ .
$\overline{\lambda}_{l}\leq\mu\leq\overline{\lambda}_{l+1},\overline{\lambda}_{u-1}$
$\leq K\mu\leq\lambda$ (10) 1 1
$\lambda(\mu)$ $\leq\mu\leq\overline{\lambda}_{l+1}$ , $\overline{\lambda}_{u-1}\leq K\mu\leq\hat{\lambda}_{u}$ (10)
:
$\lambda_{1}(\mu)=\cdots=\lambda_{l}(\mu)=\mu, \lambda_{l+1}(\mu)=\overline{\lambda}_{l+1}, \ldots, \lambda_{u-1}(\mu)=\hat{\lambda}_{u-1}, \lambda_{u}(\mu)=\cdots=\lambda_{n}(\mu)=K\mu.$
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(10) $f_{p,k_{X},\overline{\lambda}}(\mu)$




$|$ subjecttominimize $\mu\geq’ 0f_{p,k_{K},\hat{\lambda}}.(\mu)$




















$k=1$ Ky Fan $P$-k
5. (6) $k=1$ $\lambda=\hat{\lambda}$ ( $\overline{\lambda}_{1}\leq\cdots\leq\hat{\lambda}_{n}$ )
















$p=1,$ $k= \max\{m, n\}$ Ky Fan p-k
6. (6) $p=1,$ $k=n$ $\lambda=\hat{\lambda}$ ( $\overline{\lambda}_{1}\leq\cdots\leq\overline{\lambda}_{n}$ )








$f_{1,n,K},\overline{\lambda}(\mu)=n\mu+$ const. (7) $\mu^{*}=0$ .
$\hat{\lambda}_{n}\geq 0$
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