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On perfect metrizability of the functor of idempotent probability
measures
A.A.Zaitov, Kh.F.Kholturayev
Abstract
In this paper we establish that the functor of idempotent probability measures acting in
the category of compacta and their continuous mappings is perfect metrizable.
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The notion of idempotent measure finds important applications in different parts of
mathematics, mathematical physics, economics, mathematical biology and others. One
can find a row of applications of idempotent mathematics from [1].
Consider the set R of real numbers with two algebraic operations: addition ⊕ and
multiplication ⊙ defined as u⊕ v = max{u, v} and u⊙ v = u+ v. R forms semifield with
respect to this operations and, the unity 1 = 0 and zero 0 = −∞, i. e.
(i) the addition ⊕ and the multiplication ⊙ are associative;
(ii) the addition ⊕ is commutative;
(iii) the multiplication ⊙ is distributive with respect to the addition ⊕;
(iv) each nonzero element x ∈ R is invertible.
It denotes by Rmax. It is idempotent, i. e. x⊕ x = x for all x ∈ R, and commutative,
i. e. the multiplication ⊙ is commutative.
Let X be a compact Hausdorff space, C(X) the algebra of continuous functions ϕ :
X → R with the usual algebraic operations. On C(X) the operations ⊕ and ⊙ define as
follow:
ϕ⊕ ψ = max{ϕ, ψ}, where ϕ, ψ ∈ C(X),
ϕ⊙ ψ = ϕ+ ψ, where ϕ, ψ ∈ C(X),
λ⊙ ϕ = ϕ+ λX , where ϕ ∈ C(X), λ ∈ R, and λX is a constant function.
Recall [2] that a functional µ : C(X) → R(⊂ Rmax) is called to be an idempotent
probability measure on X , if:
1) µ(λX) = λ for each λ ∈ R;
2) µ(λ⊙ ϕ) = µ(ϕ) + λ for all λ ∈ R, ϕ ∈ C(X);
3) µ(ϕ⊕ ψ) = µ(ϕ)⊕ µ(ψ) for every ϕ, ψ ∈ C(X).
For a compact Hausdorff space X a set of all idempotent probability measures on X
denotes by I(X). Consider I(X) as a subspace of RC(X). In the induced topology the
sets of the view
〈µ;ϕ1, ϕ2, ..., ϕk; ε〉 = {ν ∈ I(X) : |µ(ϕi)− ν(ϕi)| < ε, i = 1, ..., k},
form a base of neighborhoods of the idempotent measure µ ∈ I(X), where ϕi ∈ C(X), i =
1, ..., k, and ε > 0. The topology generated by this base coincide with pointwise topology
on I(X). The topological space I(X) is compact [2]. Given a map f : X → Y of compact
Hausdorff spaces the map I(f) : I(X) → I(Y ) defines by the formula I(f)(µ)(ϕ) =
µ(ϕ ◦ f), µ ∈ I(X), where ϕ ∈ C(Y ). The construction I is a covariant functor, acting in
the category of compact Hausdorff spaces and their continuous mappings. Moreover, I is
uniform metizable functor [3].
Since I is normal functor then for an arbitrary idempotent measure µ ∈ I(X) we may
define the support of µ: suppµ =
⋂
{A ⊂ X : A = A, µ ∈ I(A)}. For brevity, put
Sµ = suppµ. For a positive integer n put In(X) = {µ ∈ I(X) : |Sµ| ≤ n}. Put Iω(X) =
1
∞⋃
n=1
In(X). It is known [2] that Iω(X) is everywhere dense in I(X). An idempotent
probability measure µ ∈ Iω(X) is named as an idempotent probability measure with
finite support. Note that if µ is an idempotent probability measure with a finite support
Sµ = {x1, x2, ..., xk} then it represents in the form
µ = λ1 ⊙ δx1 ⊕ λ2 ⊙ δx2 ⊕ ...⊕ λk ⊙ δxk (1)
uniquely, where λi ∈ Rmax, i = 1, ..., k, λ1 ⊕ λ2 ⊕ ...⊕ λk = 1.
Let µ1, µ2 ∈ Iω(X). Then by (1) we have µk =
nk⊕
i=1
λk ⊙ δxki , i = 1, 2. Put
Λ12 = Λ(µ1, µ2) = {ξ ∈ I(X
2) : I(pii)(ξ) = µi, i = 1, 2},
where pii : X × X −→ X is projection onto i-th factor, i = 1, 2. By definition for each
idempotent probability measure ξ ∈ Λ(µ1, µ2) we have
⊕
(x1j ,x2k)∈Sξ
|λ2k−λ1j |⊙ρ(x1j , x2k) <
∞. On the other hand as the set {|λ2k − λ1j | ⊙ ρ(x1j , x2k) : j = 1, ..., n1; k = 1, ..., n2} is
finite there exists the number min
ξ∈Λ12
{
⊕
(x1j ,x2k)∈Sξ
|λ2k − λ1j | ⊙ ρ(x1j , x2k)}. Put
H(µ1, µ2) = min
ξ∈Λ12
{
⊕
(x1j ,x2k)∈Sξ
|λ2k − λ1j | ⊙ ρ(x1j , x2k)}.
In [4] shown that the map ρω : Iω(X) × Iω(X) → R defined as ρω(µ1, µ2) =
min{diamX, H(µ1, µ2)} is metric. Moreover, the function ρI : I(X) × I(X) → R
which is an extension of ρω onto completion I(X) of Iω(X) is a metric as well.
We note this paper is continuation of papers [3-4]
Let now recall some notions. Put I0(X) = X , In(X) = I(In−1(X)), n = 1, 2, ... .
Consider two systems η and ψ. The system η consists of all maps ηX : X → I(X),
X ∈ Comp, where ηX defines as ηX(x) = δx, x ∈ X . Here δx is a Dirac measure
concentrated on {x}. The system ψ consists of all mappings ψX : I
2(X) → I(X),
acting as the following. Given M ∈ I2(X) put ψX(M)(ϕ) = M(ϕ), where for any
function ϕ ∈ C(X) the function ϕ : I(X) → R defines by the formula ϕ(µ) = µ(ϕ). Fix
compactum X and for a positive integer n put ψn+1,n = ψIn−1(X) : I
n+1(X)→ In(X) and
ηn, n+1 = ηIn(X) : I
n(X)→ In+1(X). Note that ψn+1,n ◦ ηn, n+1 = IdIn(X) [2].
Lemma 1. ψ0, 1 : I
2(X)→ I(X) is non-expanding map.
Proof. It is enough to consider idempotent probability measures with every-
where finite supports. Let M1 and M2 are such measures from I
2(X) and let SM1 =
{µ11, µ12, ..., µ1n1}, SM2 = {µ21, µ22, ..., µ2n2}, be the their supports, where µlk are
idempotent probability measures with finite supports, k = 1, ..., nl, l = 1, 2. Assume
Sµlk = {x
l
k1, ..., x
l
ktk
}. Then we have
Ml = ml1 ⊙ δµl1 ⊕ml2 ⊙ δµl2 ⊕ ... ⊕mlnl ⊙ δµlnl ,
µlk = λ
l
k1 ⊙ δxlk1 ⊕ λ
l
k2 ⊙ δxlk2 ⊕ ... ⊕ λ
l
ktk
⊙ δxl
ktk
,
where tk are positive integers, k = 1, 2, ..., nl, l = 1, 2. By definition for any ϕ ∈ C(X)
one has
ψX(Ml)(ϕ) =Ml(ϕ) = (ml1 ⊙ δµl1 ⊕ml2 ⊙ δµl2 ⊕ ... ⊕mln1 ⊙ δµlnl )(ϕ) =
= ml1 ⊙ ϕ(µl1)⊕ml2 ⊙ ϕ(µl2)⊕ ... ⊕mlnl ⊙ ϕ(µlnl) =
= ml1 ⊙ µl1(ϕ)⊕ml2 ⊙ µl2(ϕ)⊕ ... ⊕mlnl ⊙ µlnl(ϕ) =
2
= ml1 ⊙ (λ
l
11 ⊙ δxl
11
⊕ λl12 ⊙ δxl
12
⊕ ... ⊕ λl1t1 ⊙ δxl1t1
(ϕ))⊕
⊕ml2 ⊙ (λ
l
21 ⊙ δxl
21
⊕ λl22 ⊙ δxl
22
⊕ ... ⊕ λl2t2 ⊙ δxl2t2
(ϕ))⊕ ... ⊕
⊕mlnl ⊙ (λ
l
nl1
⊙ δxlnl1
⊕ λlnl2 ⊙ δxlnl2
⊕ ... ⊕ λlnltnl
⊙ δxlnltnl
(ϕ)) =
=
(
t1⊕
s=1
(ml1 ⊙ λ
l
1s)⊙ δxl
1s
⊕
t2⊕
s=1
(ml2 ⊙ λ
l
2s)⊙ δxl
2s
⊕
tnl⊕
s=1
(mlnl ⊙ λ
l
nls
)⊙ δxlnls
)
(ϕ) =
=
(
nl⊕
k=1
tk⊕
s=1
(mlk ⊙ λ
l
ks)⊙ δxlks
)
(ϕ),
i. e.
ψX(Ml) =
nl⊕
k=1
tk⊕
s=1
(mlk ⊙ λ
l
ks)⊙ δxl
ks
l = 1, 2. (2)
From (2) immediately follows that
SψX(Ml) = {x
l
11, x
l
12, ..., x
l
1t1 , x
l
21, x
l
22, ..., x
l
2t2 , ..., x
l
nl1
, xlnl2, ..., x
l
nltnl
}, l = 1, 2.
Suppose now Ξ be an existing according to Lemma 3 [3] idempotent probability mea-
sure from Λ(M1, M2) such that
ρI2(M1, M2) = min{
⊕
(µ1i,µ2j)∈SΞ
|m1i −m2j | ⊙ ρI(µ1i, µ2j), diamI(X)}.
Let ξij ∈ Λ(µ1i, µ2j) be idempotent measures existing by Lemma 3 [3]. Then since
diamI(X) = diamX we have
ρI2(M1,M2) = min{
⊕
(µ1i,µ2j)∈SΞ
(|m1i−m2j |⊙
⊕
(x1ip,x
2
jq)∈Sξij
|λ1ip−λ
2
jq|⊙ρ(x
1
ip, x
2
jq)), diamX} =
= min{
⊕
(µ1i,µ2j)∈SΞ
(
⊕
(x1ip,x
2
jq)∈Sξij
|m1i −m2j | ⊙ |λ
1
ip − λ
2
jq| ⊙ ρ(x
1
ip, x
2
jq)), diamX} ≥
≥ min{
⊕
(µ1i,µ2j)∈SΞ
(
⊕
(x1ip,x
2
jq)∈Sξij
|m1i ⊙ λ
1
ip −m2j ⊙ λ
2
jq| ⊙ ρ(x
1
ip, x
2
jq)), diamX} ≥
≥ min{ min
ξ∈Λ(ψX(M1),ψX (M2))
{
⊕
(x1ip,x
2
jq)∈Sξij
|m1i ⊙ λ
1
ip −m2j ⊙ λ
2
jq| ⊙ ρ(x
1
ip, x
2
jq)}, diamX} =
= ρI(ψX(M1), ψX(M2)),
i. e. ρI2(M1,M2) ≥ ρI(ψX(M1), ψX(M2)). Lemma 1 is proved.
Lemma 2. ρI(µ, δx0) = ρI2(δδx0 , N) for each N ∈ ψ
−1
X (µ).
Proof. According to our metric it is enough to consider idempotent probability
measures with everywhere finite supports. Fix an arbitrary point x0 ∈ X and let µ ∈
Iω(X) be an arbitrary measure. Then µ has decomposition of the form (1). It is easy to
see that measure µ⊗ δx0 = λ1 ⊙ δ(x1,x0) ⊕ λ2 ⊙ δ(x2,x0) ⊕ λk ⊙ δ(xk ,x0) is an unique element
of the set Λ(µ, δx0). Consequently we have
ρI(µ, δx0) = min{diamX, |λ1| ⊙ ρ(x1, x0)⊕ |λ2| ⊙ ρ(x2, x0)⊕ |λk| ⊙ ρ(xk, x0)}.
Let now N ∈ ψ−1X (µ) be a measure with everywhere finite supports. Then we have
N = α1 ⊙ δν1 ⊕ α2 ⊙ δν2 ⊕ ...⊕ αs ⊙ δνs,
νi = λ
i
1 ⊙ δxi
1
⊕ λi2 ⊙ δxi
2
⊕ ...⊕ λiki ⊙ δxiki
,
3
where i = 1, 2, ..., s. Hence SψX(N) = {x
i
j : j = 1, 2, ..., ki; i = 1, 2, ..., s}. On
the other hand SψX(N) = Sµ = {x1, x2, ..., xk}. Put Jl = {x
i
j ∈ SψX(N) : x
i
j =
xl}, l = 1, 2, ..., k. After making slight modifications we can (2) rewrite in the view
ψX(N) =
k⊕
l=1
(
⊕
xij∈Jl
αi⊙ λ
i
j)⊙ δxl. Since ψX(N) = µ then for each l = 1, 2, ..., k, we have
λl =
⊕
xij∈Jl
αi ⊙ λ
i
j.
Let now we find the distance between N and δδx0 :
ρI2(N, δδx0 ) = min{diamI(X),
s⊕
i=1
(|αi| ⊙ ρI(νi, δx0))} =
= min{diamI(X),
s⊕
i=1
(|αi| ⊙min{diamX,
ki⊕
j=1
|λij| ⊙ ρ(x
i
j , x0)})} =
= min{diamX,
s⊕
i=1
(|αi| ⊙
ki⊕
j=1
|λij| ⊙ ρ(x
i
j , x0))} =
= min{diamX,
s⊕
i=1
ki⊕
j=1
(|αi| ⊙ |λ
i
j| ⊙ ρ(x
i
j , x0))} =
= min{diamX,
s⊕
i=1
ki⊕
j=1
(|αi ⊙ λ
i
j| ⊙ ρ(x
i
j , x0))} =
= min{diamX,
k⊕
l=1
⊕
xi
j
∈Jl
(|αi ⊙ λ
i
j| ⊙ ρ(xl, x0))} =
= min{diamX,
k⊕
l=1
|λl| ⊙ ρ(xl, x0))} = ρI(µ, δx0).
Lemma 2 is proved.
Lemma 3. If ρI(µ, η0, 1(X)) ≥ ε then ρI2(I(η0, 1)(µ), η1, 2(I(X))) ≥ ε.
Proof. As the above it is enough to consider idempotent probability measures with
everywhere finite supports. Without loss of generality we may assume ε ≤ diamX . In
this case ρIn = HIn for all positive integers n.
Let µ =
n⊕
l=1
λl⊙δxl be an arbitrary idempotent probability measure with finite support.
For any Φ ∈ C(I(X)) we have
I(η0, 1)(µ)(Φ) = I(η0, 1)(
n⊕
l=1
λl ⊙ δxl)(Φ) = (
n⊕
l=1
λl ⊙ δxl)(Φ ◦ η0, 1) =
=
n⊕
l=1
λl ⊙ δxl(Φ ◦ η0, 1) =
n⊕
l=1
λl ⊙ Φ(η0, 1(xl) =
n⊕
l=1
λl ⊙ Φ(δxl) = (
n⊕
l=1
λl ⊙ δδxl )(Φ).
This means that I(η0, 1)(µ) =
n⊕
l=1
λl ⊙ δδxl .
Let now N = η1, 2(
s⊕
i=1
αi ⊙ δyi) = δ s⊕
i=1
αi⊙δyi
be an arbitrary idempotent probability
measure with everywhere finite support from η1, 2(I(X)). We have
HI2(I(η0, 1)(µ), N) = HI2(
n⊕
l=1
λl ⊙ δδxl , δ s⊕
i=1
αi⊙δyi
) =
n⊕
l=1
|λl| ⊙HI(δxl,
s⊕
i=1
αi ⊙ δyi) =
=
n⊕
l=1
|λl|⊙
s⊕
i=1
|αi|⊙ρ(xl, yi) =
s⊕
i=1
|αi|⊙
n⊕
l=1
|λl|⊙ρ(xl, yi) =
s⊕
i=1
|αi|⊙HI(
n⊕
l=1
λl⊙δxl , δyi) =
4
=
s⊕
i=1
|αi| ⊙HI(µ, δyi) ≥
s⊕
i=1
|αi| ⊙min{HI(µ, δy) : δy ∈ η0, 1(I(X))} =
=
s⊕
i=1
|αi| ⊙HI(µ, η0, 1(I(X))} ≥
s⊕
i=1
|αi| ⊙ ε ≥ ε.
Lemma 3 is proved.
Now Theorem 1 [3], Lemmas 1, 2 and 3 imply the main result of the paper.
Theorem 1. The functor I is perfect metrizable.
Note that undelivered notions one can find in [5].
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