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Abstract
We prove a deviation bound for the maximum of partial sums of functions of α-dependent
sequences as defined in [2]. As a consequence, we extend the Rosenthal inequality of Rio
[16] for α-mixing sequences in the sense of Rosenblatt [18] to the larger class of α-dependent
sequences. Starting from the deviation inequality, we obtain upper bounds for large deviations
and an Ho¨lderian invariance principle for the Donsker line. We illustrate our results through the
example of intermittent maps of the interval, which are not α-mixing in the sense of Rosenblatt.
1 Introduction
For stationary α-mixing sequences in the sense of Rosenblatt (see [18]) a Fuk-Nagaev type
inequality has been proved by Rio (see Theorem 6.2 in [16]). This deviation inequality is very
powerful and enables one to prove optimal results for the deviation of partial sums and a sharp
Rosenthal type inequality (see Corollary 6.3 in [16]). The proof uses a blocking technique and
the coupling property of α-mixing coefficients.
Rio’s inequality has been extended to a larger class of dependent sequences in [5]. In that paper,
the authors noticed that one can use a dependency coefficient τ(n) whose definition is perfectly
adapted to the coupling property, in the spirit of Ru¨schendorf [19]. The Fuk-Nagaev inequality
for τ -dependent sequences applies to many non-mixing sequences in the sense of Rosenblatt,
such as contracting Markov chains or causal functions of infinite sequences of independent and
identically distributed (i.i.d.) random variables.
However, although the property of τ -dependency is much less restrictive than α-mixing, it
appears to be not well adapted to most of the usual dynamical systems. The main reason is
that, to prove the Fuk-Nagaev inequality via blocking + coupling, one needs to control the
dependency between the whole past and the whole future of the sequence. To the best of our
knowledge, this can be done only for a very restricted class of dynamical systems (see Example
4 of Section 7.2 in [6]).
In the present paper, we prove a deviation bound for the maximum of partial sums of functions
of stationary α-dependent sequences as defined in [2]. More precisely, if X = (Xi)i∈Z is a strictly
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stationary sequence of real-valued random variables, our deviation inequality (see Proposition
5.1) is expressed in terms of a coefficient α2,X(n) which only controls the dependency between
the past (before time 0) and any variable of the form 1Xi≤t,Xj≤s where i, j ≥ n. Note that this
coefficient can be exactly computed for the Markov chains associated to the intermittent maps
introduced in [2] (see Subsection 4.1). We shall also describe precisely the class of observables
f(Xi) to which our results apply (in particular, this class contains the functions f which are
piecewise monotonic on open intervals with a finite number of branches, under an appropriate
control of the tail of f(X0)).
The proof of our deviation inequality still uses a blocking argument, but the coupling part is
now replaced by a martingale approximation followed by an application of the Rosenthal-type
inequality proved in [14]. The resulting inequality is not of the same kind as the usual Fuk-
Nagaev inequality, but it seems to perform as well in most of the applications. For instance,
it provides a full extension of the Rosenthal inequality of Rio [16] to the larger class of α-
dependent sequences (see our Theorem 3.1). We also use it to obtain upper bounds for large
deviations and an Ho¨lderian invariance principle for the Donsker line. Concerning the Ho¨lderian
invariance principle, we follow the approach of Giraudo [8], who recently obtained very precise
results for mixing sequences (α-mixing in the sense of Rosenblatt, τ -dependency and ρ-mixing)
by applying sharp deviation inequalities for the maximum of partial sums.
The paper is organized as follows. In Section 2, we give the notations and definitions which
will be used all along the paper. In Section 3, we present the main consequences of our devia-
tion inequalities: moment bounds in Subsection 3.1, large deviation bounds in Subsection 3.2,
Ho¨lderian invariance principles in Subsection 3.3. The application of these results to intermit-
tent maps are given in Section 4.1. In Section 5 our main deviation inequality is stated and
proved. Finally, the proofs of the results of Section 3 are gathered in Section 6.
2 Definitions and notations
Let us start with the notation an(x)≪ bn(x), which means that there exists a positive constant
C not depending on n nor x such that an(x) ≤ Cbn(x), for all positive integers n and all real x.
2.1 Stationary sequences and dependency coefficients
Let (Ω,A,P) be a probability space, and T : Ω 7→ Ω be a bijective bi-measurable transformation
preserving the probability P. Let F0 be a sub-σ-algebra of A satisfying F0 ⊆ T−1(F0).
Let Y0 be an F0-measurable and integrable real-valued random variable with distribution PY0 .
Define the stationary sequence Y = (Yi)i∈Z by Yi = Y0 ◦ T i.
Let us now define the dependency coefficients of the sequence (Yi)i∈Z as in [2]. These coefficients
are less restrictive than the usual mixing coefficients of Rosenblatt [18].
Definition 2.1. For any integrable random variable Z, let Z(0) = Z − E(Z). For any random
variable V = (V1, · · · , Vk) with values in Rk and any σ-algebra F , let
α(F , V ) = sup
(x1,...,xk)∈Rk
∥∥∥∥∥∥E
 k∏
j=1
(1Vj≤xj)
(0)
∣∣∣F
− E
 k∏
j=1
(1Vj≤xj )
(0)
∥∥∥∥∥∥
1
.
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For the stationary sequence Y = (Yi)i∈Z, let
αk,Y(0) = 1/2 and αk,Y(n) = max
1≤l≤k
sup
n≤i1≤...≤il
α(F0, (Yi1 , . . . , Yil)) for n > 0. (2.1)
Note that α1,Y(n) is then simply given by
α1,Y(n) = sup
x∈R
‖E (1Yn≤x|F0)− F (x)‖1 , (2.2)
where F is the distribution function of PY0 .
All the results of the paper involve only the coefficients α1,X(n) and α2,X(n).
2.2 Quantile functions and piecewise monotonic spaces
In this subsection, we describe the functions spaces to which our results apply. Contrary to
the usual mixing case, any function of a stationary α-dependent sequence Y = (Yi)i∈Z is not
necessarily α-dependent (meaning that its dependency coefficients do no necessarily tend to
zero). Hence, we need to impose some constraints on the observables.
The first thing to notice is that, if f is monotonic on some open interval and 0 elsewhere, and
if X = (f(Yi))i∈Z, then for any positive integer k,
αk,X(n) ≤ 2kαk,Y(n) .
As a consequence, if one can prove a deviation inequality for
∑n
k=1 Yi with an upper bound
involving the coefficients (αk,Y(n))n≥0 then it also holds for
∑n
k=1 f(Yi), where f is monotonic
on a single interval. In this case, the deviation inequality can be extended by linearity to convex
combinations of such functions. Such classes are described in Definition 2.3 below.
First, we need a uniform control on the tail of our test functions by a given tail function H.
Definition 2.2. A function H from R+ to [0, 1] is a tail function if it is non-increasing, right-
continuous and converges to zero at infinity. The quantile function Q = H−1 is the generalized
inverse of the tail function H: for u ∈ [0, 1], Q(u) = inf {t ≥ 0 : H(t) ≤ u} (with the convention
that inf{∅} =∞). For p ≥ 1, we say that Q belongs to Lp if ∫ 10 Qp(u)du <∞.
The function spaces are then defined as follows:
Definition 2.3. If µ is a probability measure on R and Q = H−1 is an integrable quantile
function, let M˜on(Q,µ) be the set of functions g which are monotonic on some open interval
of R and null elsewhere and such that µ(|g| > t) ≤ H(t) for any t ∈ R+. Let F˜(Q,µ) be the
closure in L1(µ) of the set of functions which can be written as
∑L
ℓ=1 aℓfℓ, where
∑L
ℓ=1 |aℓ| ≤ 1
and fℓ belongs to M˜on(Q,µ).
Note that a function belonging to F˜(Q,µ) is allowed to blow up at an infinite number of points.
Note also that any function f with bounded variation (BV) such that |f | ≤M1 and ‖df‖ ≤M2
belongs to the class F˜(Q,µ) for any µ and the quantile function Q ≡ M1 + 2M2 (here ‖df‖
denotes the variation norm of the signed measure df). Moreover, if a function f is piecewise
monotonic with N branches, then it belongs to F˜(Q,µ) for the quantile function Q = H−1 and
H(t) = µ(|f | > t/N). Finally, let us emphasize that there is no requirement on the modulus of
continuity for functions in F˜(Q,µ).
3
3 Main results for α-dependent sequences
In Proposition 5.1 given in Section 5, we give a general deviation inequality for α-dependent
sequences. In this section, we present some striking applications of this inequality.
We shall use the following notations: for u ∈ [0, 1] and k ∈ N∗, let
α−1k,Y(u) = min{q ∈ N : αk,Y(q) ≤ u} =
∞∑
n=0
1u<αk,Y(n) . (3.1)
Note that α1,Y(n) ≤ α2,Y(n), and consequently α−11,Y ≤ α−12,Y.
3.1 Moment inequalities
Our first result is the following Rosenthal-type inequality for the maximum of partial sums of
α-dependent sequences for all powers p ≥ 2.
Theorem 3.1. Let p ≥ 2 and let Q be a quantile function in Lp. Let Y = (Yi)i∈Z, where
Yi = Y0 ◦ T i. Denote by PY0 the distribution of Y0. Let Xi = f(Yi)− E(f(Yi)), where f belongs
to F˜(Q,PY0) and let Sn =
∑n
k=1Xk. Then∥∥∥∥ max1≤k≤n |Sk|
∥∥∥∥p
p
≪ np/2
(∫ 1
0
(α−11,Y(u) ∧ n)Q2(u)du
)p/2
+ n
∫ 1
0
(α−12,Y(u) ∧ n)p−1Qp(u)du . (3.2)
Remark 3.1. Note that Inequality (3.2) can be written as follows:∥∥∥∥ max1≤k≤n |Sk|
∥∥∥∥p
p
≪ np/2
(
n−1∑
k=0
∫ α1,Y(k)
0
Q2(u)du
)p/2
+ n
n−1∑
k=0
(k + 1)p−2
∫ α2,Y(k)
0
Qp(u)du . (3.3)
Remark 3.2. Inequality (3.2) is an extension of Rio’s inequality for α-mixing sequences (see
Theorem 6.3 in [16]) to the larger class of α-dependent sequences as defined in (2.1) (with k = 2
for the index of the dependency). Note that Rio’s inequality cannot be applied to the class of
GPM maps described in Subsection 4.1, because the associated Markov chains of such maps are
not α-mixing in the sense of Rosenblatt. Note also that Inequality (3.3) implies in particular
that if p ≥ 2 and∑
k≥0
(k + 1)p/2−1
∫ α2,Y(k)
0
Qp(u)du <∞, then
∥∥∥∥ max1≤k≤n |Sk|
∥∥∥∥p
p
≪ np/2 .
We refer to Section 6.4 in Rio [17] for other possible consequences of Inequality (3.2) (see in
particular Corollary 6.1 in Rio [17]).
3.2 Large deviation inequalities
In this section, we give some upper bounds for the quantity
P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
.
We shall use the notation
R(u) = α−12,Y(u)Q(u) , for u ∈ [0, 1]. (3.4)
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Theorem 3.2. Let Q be a quantile function in L1, and let Yi, f , Xi and Sn be as in Theorem
3.1.
1. Assume that, for p ≥ 2,
sup
x>0
xp−1
∫ 1
0
Q(u)1R(u)>xdu <∞ . (3.5)
Then, for p > 2, any a ∈ (p− 1, p) and any x > 0,
P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
nax2a
+
1
np−1xp
. (3.6)
For p = 2, any a ∈ (1, 2), any c ∈ (0, 1) and any x > 0,
P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
nacxa(1+c)
+
1
nx2
. (3.7)
2. Assume that, for p ≥ 2, ∫ 1
0
(α−12,Y(u))
p−1Qp(u)du <∞ . (3.8)
Then, for any a ∈ (p− 1, p) and any x > 0,∑
n>0
np−2P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
x2a
+
1
xp
. (3.9)
Remark 3.3. We consider here the case where p ∈ (1, 2). Let Q be a quantile function in L1,
and let Yi, f , Xi and Sn be as in Theorem 3.1. Following the proof of Theorem 3.2 and using
Proposition 1 in [3] instead of Inequality (5.1), one can prove that:
1. If (3.5) holds, then for any x > 0,
P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
np−1xp
. (3.10)
2. If (3.8) holds, then for any x > 0,∑
n>0
np−2P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
xp
. (3.11)
We refer to Subsection 4.2 in [2] to see how to apply Proposition 1 in [3] to α-dependent
sequences. Note that in the case p ∈ (1, 2), the conditions (3.5) and (3.8) can be slightly
weakened by replacing α−12,Y(u) by α
−1
1,Y(u) in the definition of R(u).
Remark 3.4. Since xp−11R(u)>x ≤ (R(u))p−1, we see that the condition (3.8) is stronger than
(3.5). Note also that (3.8) is equivalent to
∞∑
k=0
(k + 1)p−2
∫ α2,Y(k)
0
Qp(u)du <∞ .
From (3.6), (3.7) and (3.10), it follows that, for any x > 0 and any p > 1,
P
(
max
1≤k≤n
|Sk| ≥ nx
)
= O
(
1
np−1
)
.
From (3.9) and (3.11), it follows that, for any x > 0 and any p > 1,
P
(
max
1≤k≤n
|Sk| ≥ nx
)
= o
(
1
np−1
)
. (3.12)
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Remark 3.5. Let m be a non-negative integer. As usual, the stationary sequence X is m-
dependent if σ(Xi, i ≤ 0) is independent of σ(Xi, i ≥ m + 1), and m = 0 corresponds to the
case of i.i.d random variables. If X is a stationary m-dependent sequence of centered random
variables, we infer from Theorem 3.2 (resp. Remark 3.3) that (3.6)-(3.7) (resp. (3.10)) holds
for p ≥ 2 (resp. for p ∈ (1, 2)) as soon as
sup
x>0
xp−1E(|X0|1|X0|>x) <∞ . (3.13)
Since p > 1, It is easy to see that (3.13) is equivalent to
sup
x>0
xpP(|X0| > x) <∞ ,
meaning that X0 has a weak moment of order p. In the same way, (3.9) (resp. (3.11)) holds
for p ≥ 2 (resp. for p ∈ (1, 2)) as soon as E(|X0|p) < ∞. In particular, if E(|X0|p) < ∞ for
p > 1, then (3.12) holds. Now, according to Proposition 2.6 in [11], the estimate (3.12) cannot
be essentially improved in the i.i.d. case.
3.3 Ho¨lderian invariance principles
Let Yi, f , Xi and Sn be as in Theorem 3.1, and define
Wn(t) =
1√
n
S[nt] +
(nt− [nt])√
n
X[nt]+1 .
From [2] we know that, if ∫ 1
0
α−12,Y(u)Q
2(u)du <∞ , (3.14)
then the process {Wn(t), t ∈ [0, 1]} converges in distribution in the space C([0, 1], ‖ · ‖∞) of
continuous bounded function on [0, 1] to σW , where W is a standard Brownian motion and
σ2 = Var(X0) + 2
∑
k>0
Cov(X0,Xk) . (3.15)
For β ∈ (0, 1], let Hβ([0, 1]) be the Banach space of β-Ho¨lder functions from [0, 1]→ R, endowed
with the norm
|f |β = |f(0)|+ wβ(f, 1)
where
wβ(f, x) = sup
s,t∈[0,1],|t−s|≤x
|f(t)− f(s)|
|t− s|β .
We denote by H0β([0, 1]) the subspace of Hβ([0, 1]) of all functions f such that limx→0wβ(f, x) =
0. It is well known (see [1]) that H0β([0, 1]) is a closed subspace of Hβ([0, 1]), so that it is a
Banach space (for the norm | · |β), and that it is separable (whereas Hβ([0, 1]) is not).
Since the sample paths of the Brownian motion are β-Ho¨lder continuous for any β < 1/2, we
may consider W as a random variable taking values in H0β([0, 1]), β < 1/2. It is therefore
natural to look for sufficient conditions ensuring that the convergence of {Wn(t), t ∈ [0, 1]} to
σW takes place in the space H0β([0, 1]).
In the case of strong mixing sequences in the sense of Rosenblatt, Giraudo [8] recently proved
such an invariance principle under a sharp condition expressed in terms of moments of the
random variables and strong mixing rates. As we shall see, Giraudo’s result can be extended
to α-dependent sequences.
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Theorem 3.3. Let Q be an integrable quantile function, and let Yi, f , Xi and Sn be as in
Theorem 3.1. Assume that, for p > 2,
lim
x→∞
xp−1
∫ 1
0
Q(u)1R(u)>xdu = 0 , (3.16)
where R is defined in (3.4). Let δ = (1/2)−(1/p). Then the process {Wn(t), t ∈ [0, 1]} converges
in distribution in H0δ([0, 1]) to σW , where W is a standard Brownian motion and σ2 is defined
in (3.15).
Remark 3.6. In his paper [8], Giraudo obtains also sharp results for τ -dependent and ρ-mixing
sequences. In a second paper [9], he also proves Ho¨lderian invariance principles for other classes
of stationary sequences via martingale approximations.
Remark 3.7. Applying Markov’s inequality at order p − 1, we see that the condition (3.8)
implies (3.16). In the stationary m-dependent case, we infer from Theorem 3.3 that the process
{Wn(t), t ∈ [0, 1]} converges in distribution in H0δ([0, 1]) to σW as soon as
lim
x→∞
xp−1E(|X0|1|X0|>x) = 0 . (3.17)
Since p > 1, It is easy to see (see Remark 2.3 in [8]) that (3.17) is equivalent to
lim
x→∞
xpP(|X0| > x) = 0 . (3.18)
Note that, in the i.i.d. case, the condition (3.18) is necessary and sufficient for the invariance
principle in H0δ([0, 1]) (see [15]).
4 Application to intermittent maps
4.1 Intermittent maps
Let us first recall the definition of the generalized Pomeau-Manneville maps introduced in [2].
Definition 4.1. A map θ : [0, 1] → [0, 1] is a generalized Pomeau-Manneville map (or GPM
map) of parameter γ ∈ (0, 1) if there exist 0 = y0 < y1 < · · · < yd = 1 such that, writing
Ik = (yk, yk+1),
1. The restriction of θ to Ik admits a C
1 extension θ(k) to Ik.
2. For k ≥ 1, θ(k) is C2 on Ik, and |θ′(k)| > 1.
3. θ(0) is C
2 on (0, y1], with θ
′
(0)(x) > 1 for x ∈ (0, y1], θ′(0)(0) = 1 and θ′′(0)(x) ∼ cxγ−1 when
x→ 0, for some c > 0.
4. θ is topologically transitive.
The third condition ensures that 0 is a neutral fixed point of θ, with θ(x) = x+ c′x1+γ(1+ o(1))
when x → 0. The fourth condition is necessary to avoid situations where there are several
absolutely continuous invariant measures, or where the neutral fixed point does not belong to
the support of the absolutely continuous invariant measure.
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Figure 1: The graph of a GPM map, with d = 4
The following well known example of GPM map with only two branches has been introduced
by Liverani, Saussol and Vaienti [12]:
θ(x) =
{
x(1 + 2γxγ) if x ∈ [0, 1/2[
2x− 1 if x ∈ [1/2, 1]. (4.1)
As quoted in [2], a GPM map θ admits a unique invariant absolutely continuous (with respect
to the Lebesgue measure) probability ν with density h. Moreover, it is ergodic, has full support,
and xγh(x) is bounded above and below by positive constants.
We shall apply the results of Sections 3.1, 3.2 and 3.3 to the partial sums
Sn(f) =
∑
k=1
(f ◦ θk − ν(f)) (4.2)
where θ is a GPM map, and f belongs to the space F˜(Q, ν) for some integrable quantile function
Q.
To do this, we shall make use of the results of [2]. It is proved in that paper that there exists a
stationary Markov chain Y = (Yi)i∈Z such that, on the probability space ([0, 1], ν), the random
vector (θ, θ2, . . . , θn) is distributed as (Yn, Yn−1, . . . , Y1).
In particular, on ([0, 1], ν), the partial sum Sn(f) defined in (4.2) is distributed as
∑n
k=1Xi with
Xi = f(Yi)− ν(f). Moreover, since
max
1≤k≤n
|Sk(f)| is distributed as max
1≤k≤n
∣∣∣∣∣
n∑
i=k
Xi
∣∣∣∣∣ ,
we easily derive that, for any x ≥ 0,
ν
(
max
1≤k≤n
|Sk(f)| ≥ x
)
≤ P
(
2 max
1≤k≤n
∣∣∣∣∣
n∑
k=1
Xi
∣∣∣∣∣ ≥ x
)
. (4.3)
From Proposition 1.17 (and the comments right after) in [2], we know that for any positive
integer k, there exist two positive constants C and D such that, for any n > 0,
D
n(1−γ)/γ
≤ αk,Y(n) ≤ C
n(1−γ)/γ
.
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This control of the coefficients αk,Y(n) (for k = 2), together with Inequality (4.3) and the
control ν(|f | > t) ≤ H(t), are all we need to apply the results of Sections 3.1, 3.2 and 3.3 to
the partial sums Sn(f).
4.2 Moment bounds for intermittent maps
In this subsection, we shall prove moment inequalities for max1≤k≤n |Sk(f)| when f ∈ F˜(Q, ν)
and Q(u)≪ u−b for b ∈ [0, 1).
In particular, our results apply to the two simple examples:
1. If f is positive and non increasing on (0, 1), with
f(x) ≤ C
xs
near 0, for some C > 0 and s ∈ [0, 1 − γ), (4.4)
then f belongs to F˜(Q, ν) with Q(u)≪ u−s/(1−γ) (meaning that b = s/(1− γ)).
2. If f is positive and non increasing on (0, 1), with
f(x) ≤ C
(1− x)s near 1, for some C > 0 and s ∈ [0, 1), (4.5)
then f belongs to F˜(Q, ν) with Q(u)≪ u−s (meaning that b = s).
• Assume first that p > 2 and b ∈ [0, 1/p) in such a way that ∫ 10 Qp(u)du <∞ for p > 2. From
(4.3) and Theorem 3.1, we infer that, for any f in F˜(Q, ν),∥∥∥∥ max1≤k≤n |Sk(f)|
∥∥∥∥p
p
≪
{
np/2 if b ≤ (2− γ(p+ 2))/(2p(1 − γ))
n(pγ+(γ−1)(1−pb))/γ if b > (2− γ(p + 2))/(2p(1 − γ)). (4.6)
• Assume now that p = 2 and b ∈ [0, 1/2) in such a way that ∫ 10 Q2(u)du <∞. From (4.3) and
Theorem 3.1, we infer that, for any f in F˜(Q, ν),
∥∥∥∥ max1≤k≤n |Sk(f)|
∥∥∥∥2
2
≪

n if b < (1− 2γ)/(2(1 − γ))
n ln(n) if b = (1− 2γ)/(2(1 − γ))
n(2γ+(γ−1)(1−2b))/γ if b > (1− 2γ)/(2(1 − γ)).
(4.7)
• Assume now that p ∈ (1, 2) and b ∈ [0, 1/p) in such a way that ∫ 10 Qp(u)du <∞ for p < 2.
Applying Remark 8 in [3] (see section 4.2 in [2] for its application to α-dependent sequences)
the following upper bounds hold.
∥∥∥∥ max1≤k≤n |Sk(f)|
∥∥∥∥p
p
≪

n if b < (1− pγ)/(p(1 − γ))
n ln(n) if b = (1− pγ)/(p(1 − γ))
n(pγ+(γ−1)(1−pb))/γ if b > (1− pγ)/(p(1 − γ)).
Moreover, if b = (1− pγ)/(p(1 − γ)), Proposition 1 in [3] gives the upper bound
ν
(
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ n
xp
. (4.8)
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Remark 4.2. When f is a bounded variation function (which corresponds to the case b = 0) all
the rates above are given in Theorem 4.5 of [4], and these rates are optimal (see the discussion
in Section 4.4 of [4]).
Remark 4.3. Let us consider the case where f satisfies (4.4) (in which case b = s/(1− γ)).
In that case, if s = (1− 2γ)/2, the upper bound (4.7) gives that∥∥∥∥ max1≤k≤n |Sk(f)|
∥∥∥∥2
2
≪ n ln(n) .
This upper bound is in accordance with a result by Goue¨zel [10]. He proved that, if f is exactly
of the form f(x) = x−(1−2γ)/2 and θ is the LSV map defined by (4.1), then Sn(f)/
√
n ln(n)
converges in distribution to a non-degenerate Gaussian random variable.
Now, if s = (1 − pγ)/p, the upper bound (4.8) holds. This is also in accordance with a result
by Goue¨zel [10]. He proved that, if f is exactly of the form f(x) = x−(1−pγ)/p and θ is the LSV
map defined by (4.1), then for any positive real x,
lim
n→∞
ν
(
1
n1/p
|Sn(f)| > x
)
= P(|Zp| > x) ,
where Zp is a p-stable random variable such that limx→∞ x
p
P(|Zp| > x) = c > 0.
4.3 Large deviations for intermittent maps
Let f in F˜(Q, ν) with Q(u)≪ u−b for some b ∈ [0, 1).
• Assume first that γ+ b(1− γ) < 1/2, and let p = 1/(γ + b(1− γ)). Applying Inequality (3.6),
we get that, for any a ∈ (p− 1, p) and any x > 0,
ν
(
1
n
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ 1
nax2a
+
1
np−1xp
.
• Assume now that γ+b(1−γ) = 1/2. Applying Inequality (3.7) we get that, for any a ∈ (1, 2),
any c ∈ (0, 1) and any x > 0,
ν
(
1
n
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ 1
nacxa(1+c)
+
1
nx2
.
• Assume now that γ+ b(1− γ) ∈ (1/2, 1), and let p = 1/(γ + b(1− γ)). Applying (4.8), we get
that, for any x > 0,
ν
(
1
n
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ 1
np−1xp
.
Remark 4.4. Let b ∈ [0, 1) and p = 1/(γ + b(1− γ)). From the preceeding upper bounds, we
infer that there exists a function fb,γ from R
+ to R+ such that for any x > 0,
ν
(
1
n
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ fb,γ(x)
np−1
. (4.9)
Moreover supx>ε x
pfb,γ(x) <∞ for any ε > 0.
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Remark 4.5. When f is a bounded variation function (which corresponds to the case b = 0),
we obtain from (4.9) that, for any x > 0,
ν
(
1
n
max
1≤k≤n
|Sk(f)| ≥ x
)
≪ f0,γ(x)
n(1−γ)/γ
. (4.10)
Note that the upper bound (4.10) (with Sn(f) instead of the maximum) has been already
obtained by Melbourne ([13], Example 1.6) when θ is the LSV map defined by (4.1) and f
is Ho¨lder continuous (as a consequence of a very general result on slowly mixing dynamical
system). In that case, the bound is optimal (see again Example 1.6 in [13]).
4.4 Ho¨lderian invariance principles for intermittent maps
Assume now that f belongs to F˜(Q, ν) for some Q such that Q(u) ≤ u−bε(u), where b ∈ (0, 1)
and ε is a bounded function such that ε(u)→ 0 as u→ 0.
In particular, our results apply to the two simple examples:
1. If f is positive and non increasing on (0, 1), with
f(x) ≤ ε(x)
xs
near 0, for some s ∈ [0, 1 − γ), (4.11)
then the assumption on Q is satisfied with b = s/(1− γ).
2. If f is positive and non increasing on (0, 1), with
f(x) ≤ ε(1 − x)
(1− x)s near 1, for some s ∈ [0, 1), (4.12)
then the assumption on Q is satisfied with b = s.
Let then
Wn(f, t) =
1√
n
S[nt](f) +
(nt− [nt])√
n
f ◦ θ[nt]+1 .
Assume that γ + b(1 − γ) < 1/2, and let δ = (1/2) − γ − b(1 − γ). Applying Theorem 3.3,
we infer that, on the probabilty space ([0, 1], ν), the process {Wn(f, t), t ∈ [0, 1]} converges in
distribution in H0δ([0, 1]) to σ(f)W , where W is a standard Brownian motion and
σ2(f) = ν
(
(f − ν(f))2)+ 2∑
k>0
ν
(
(f − ν(f)) · f ◦ T k
)
.
Remark 4.6. When f is a bounded variation function and γ < 1/2, we infer that the process
{Wn(f, t), t ∈ [0, 1]} converges in distribution in H0δ([0, 1]) to σ(f)W , for any δ < 1/2− γ.
5 A deviation inequality for the maximum of partial sums
Recall first that the functions α−11,Y and α
−1
2,Y have been defined in (3.1). Our key deviation
inequality for α-dependent sequences is given below.
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Proposition 5.1. Let Y = (Yi)i∈Z, where Yi = Y0 ◦ T i. Denote by PY0 the distribution of Y0,
and let Q be a quantile function in L1. Let Xi = f(Yi)−E(f(Yi)), where f belongs to F˜(Q,PY0).
Given a positive integer n, define
Rn(u) =
(
α−12,Y(u) ∧ n
)
Q(u) , for u ∈ [0, 1]
and
Ln(x) = R
−1
n (x) = inf {u ∈ [0, 1] : Rn(u) ≤ x} , for x ≥ 0 .
Let Sn =
∑n
k=1Xk. For any x > 0, r > 2, β ∈]r − 2, r[ and
s2n(x) = n
∫ 1
Ln(x)
(α−11,Y(u) ∧ n)Q2(u)du ,
the following deviation bound holds
P
(
max
1≤k≤n
|Sk| ≥ x
)
≪ s
r
n(x)
xr
+
n
x
∫ Ln(x)
0
Q(u)du+
n
x1+β/2
∫ Ln(x)
0
Rβ/2n (u)Q(u)du
+
n
x1+r/2
∫ 1
Ln(x)
Rr/2n (u)Q(u)du . (5.1)
Remark 5.2. The quantity s2n(x) can be bounded as follows:
s2n(x) ≤ s2n := n
n−1∑
k=0
∫ α1,Y(k)
0
Q2(u)du . (5.2)
Proof of Proposition 5.1 In all the proof, we shall use the following notation: for any non-
negative random variable V , let QV be the generalized inverse of the tail function x→ P(V > x).
We shall first prove Proposition 5.1 forXi =
∑L
ℓ=1 aℓfℓ(Yi)−
∑L
ℓ=1 aℓE(fℓ(Yi)), with fℓ belonging
to M˜on(Q,PY0) and
∑L
ℓ=1 |aℓ| ≤ 1. Let
v = Ln(x) and M = Q(v) . (5.3)
Since α2,Y(0) = 1/2, it follows that v ∈ [0, 1/2]. Note first that if v = 1/2, then by using
Markov’s inequality, we derive
P
(
max
1≤k≤n
|Sk| ≥ x
) ≤ 1
x
n∑
k=1
E(|Xk|) ≤ 2
x
L∑
ℓ=1
|aℓ|
n∑
k=1
E(|fℓ(Yk)|) = 2n
x
L∑
ℓ=1
|aℓ|
∫ 1
0
Q|fℓ(Yk)|(u)du
≤ 2n
x
∫ 1
0
Q(u)du ≤ 4n
x
∫ 1/2
0
Q(u)du =
4n
x
∫ Ln(x)
0
Q(u)du ,
which then proves the proposition in case where v = 1/2.
Therefore, we can assume in the rest of the proof that v < 1/2. We then set gM (y) = (y∧M)∨
(−M) where M is defined in (5.3), and, for any i ∈ Z and any ℓ ≥ 1, we define
Y ′i,ℓ = gM ◦ fℓ(Yi)− E(gM ◦ fℓ(Yi)) and Y ′′i,ℓ = fℓ(Yi)− E(fℓ(Yi))− Y ′i,ℓ .
Then, for any i ∈ Z, we set
X ′i =
L∑
ℓ=1
aℓY
′
i,ℓ and X
′′
i = Xi −X ′i .
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Let q = min{k ∈ N : α2,Y(k) ≤ v}∧n where v in defined in (5.3). Since Rn is right-continuous
and non-increasing, we have Rn(Ln(w)) ≤ w for any w, hence
qM = Rn(v) = Rn(Ln(x)) ≤ x . (5.4)
Assume first that q = n. Bounding X ′i by 2M , we obtain max1≤k≤n |Sk| ≤ 2qM +
∑n
k=1 |X ′′k |.
Taking into account (5.4) this gives
P
(
max
1≤k≤n
|Sk| ≥ 8x
)
≤ 1
6x
n∑
k=1
E(|X ′′k |).
Writing ϕM (x) = (|x| −M)+, we have
n∑
k=1
E(|X ′′k |) ≤ 2
L∑
ℓ=1
|aℓ|
n∑
k=1
E(ϕM (fℓ(Yk))) .
But QϕM (fℓ(Yk)) ≤ Q|fℓ(Yk)|1[0,v] ≤ Q1[0,v]. Consequently
n∑
k=1
E(|X ′′k |) ≤ 2
L∑
ℓ=1
|aℓ|
n∑
k=1
∫ v
0
Q|fℓ(Yk)|(u)du ≤ 2n
∫ v
0
Q(u)du ≤ 2n
∫ Ln(x)
0
Q(u)du , (5.5)
where for the last inequality we have used that u < v ⇐⇒ Q(v) < Q(u). We derive that
P
(
max
1≤k≤n
|Sk| ≥ 8x
)
≤ n
x
∫ Ln(x)
0
Q(u)du ,
which proves the result in case where q = n.
From now on, we assume that q < n. Therefore q = min{k ∈ N : α2,Y(k) ≤ v} and then
α2,Y(q) ≤ v. Recall also that since v is assumed to be strictly less than 1/2 then q ≥ 1. For
any integer i, define the random variables
Ui =
iq∑
k=(i−1)q+1
X ′k .
Consider now the σ-algebras Gi = Fiq and define the variables U˜i as follows:
U˜2i−1 = U2i−1 − E(U2i−1|G2(i−1)−1) and U˜2i = U2i − E(U2i|G2(i−1)) .
The following inequality is then valid
max
1≤k≤n
|Sk| ≤ 2qM + max
2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣+ max1≤2j−1≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i−1
∣∣∣∣∣+
[n/q]∑
i=1
|Ui− U˜i|+
n∑
k=1
|X ′′k | .
(See the proof of Inequality (2.2) in [2]). Using (5.5) and (5.4), it follows that
P
(
max
1≤k≤n
|Sk| ≥ 8x
)
≤ P
(
max
2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣ ≥ x
)
+ P
(
max
1≤2j−1≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i−1
∣∣∣∣∣ ≥ x
)
+ P
[n/q]∑
i=1
|Ui − U˜i| ≥ x
+ n
x
∫ Ln(x)
0
Q(u)du . (5.6)
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Using Markov’s inequality and stationarity, we get
P
[n/q]∑
i=1
|Ui − U˜i| ≥ x
 ≤ 1
x
[n/q]∑
i=1
∥∥E(Ui|F(i−2)q)∥∥1 = nqx
2q∑
i=q+1
∥∥E(X ′i|F0)∥∥1 .
Now, setting A = sign{E(X ′i|F0)},
‖E(X ′i|F0)‖1 = E((A− EA)X ′i) =
L∑
ℓ=1
aℓE ((A− EA)(gM ◦ fℓ(Yi)− EgM ◦ fℓ(Yi))) .
Applying Theorem 1.1 in [16], and using the fact that Q|gM◦fℓ(Yi)|(u) ≤ Q(u), we derive that
|E ((A− EA)(gM ◦ fℓ(Yi)− EgM ◦ fℓ(Yi)))| ≤ 2
∫ 2α¯(A,gM◦fℓ(Yi))
0
Q(u)du ,
where, for any real-valued random variables A,B,
α¯(A,B) = sup
(s,t)∈R2
|Cov (1A≤s,1B≤t)| .
Since for all i ≥ q,
α¯(A, gM ◦ fℓ(Yi)) ≤ 2α¯(A,Yi) ≤ α1,Y(i) ≤ α2,Y(i) ,
we derive ∥∥E(X ′i|F0)∥∥1 ≤ 4∫ α2,Y(i)
0
Q(u)du , (5.7)
which implies
P
[n/q]∑
i=1
|U ′i − U˜i| ≥ x
 ≤ 4n
x
∫ α2,Y(q)
0
Q(u)du ≤ 4n
x
∫ Ln(x)
0
Q(u)du . (5.8)
Next, by using Markov’s inequality,
P
(
max
2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣ ≥ x
)
≤ 1
xr
∥∥∥∥∥ max2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣
∥∥∥∥∥
r
r
. (5.9)
Note that (U˜2i)i∈Z (resp. (U˜2i−1)i∈Z) is a stationary sequence of martingale differences with
respect to the filtration (G2i)i∈Z (resp. (G2i−1)i∈Z). By using the Rosenthal inequality given in
[14] (see their Theorem 6), we get
∥∥∥∥∥ max2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣
∥∥∥∥∥
r
≪ (n/q)1/r‖U˜2‖r + (n/q)1/r
[n/q]∑
k=1
1
k1+2δ/r
∥∥∥∥∥∥E0
( k∑
i=1
U˜2i
)2∥∥∥∥∥∥
δ
r/2

1
2δ
,
where δ = min(1, 1/(r − 2)). Since (U˜2i)i∈Z is a stationary sequence of martingale differences
with respect to the filtration (G2i)i∈Z,
E0
( k∑
i=1
U˜2i
)2 = k∑
i=1
E0
(
U˜22i
)
.
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Moreover,
E0
(
U˜22i
)
≤ E0
(
U22i
)
.
Therefore ∥∥∥∥∥∥E0
( k∑
i=1
U˜2i
)2∥∥∥∥∥∥
r/2
≤
k∑
i=1
‖E0
(
U22i
)− E (U22i) ‖r/2 + k∑
i=1
E
(
U22i
)
.
By stationarity
k∑
i=1
E
(
U22i
)
= k‖S′q‖22 , with S′q =
q∑
i=1
X ′i .
Moreover ∥∥∥U˜2∥∥∥
r
≤ 2∥∥S′q∥∥r .
It follows that∥∥∥∥∥ max2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i(t)
∣∣∣∣∣
∥∥∥∥∥
r
r
≪ n
q
∥∥S′q∥∥rr + (nq
)r/2 ∥∥S′q∥∥r2 + nq
[n/q]∑
k=1
1
k1+2δ/r
Dδk,q
r/(2δ) , (5.10)
where
Dk,q =
k∑
i=1
∥∥E0 (U22i)− E (U22i)∥∥r/2 .
Notice that
∥∥E0 (U22i)− E (U22i)∥∥r/2 ≤ 2iq∑
j,k=(2i−1)q+1
∥∥E0(X ′jX ′k)− E(X ′jX ′k)∥∥r/2
≤
L∑
ℓ,m=1
2iq∑
j,k=(2i−1)q+1
|aℓ||am|
∥∥E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)∥∥r/2 .
Now setting
Z :=
∣∣E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)∣∣r/2−1 sign {E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)}
we get∥∥E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)∥∥r/2r/2 = E (Z (E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)))
= E
(
(Z − E(Z))Y ′j,ℓY ′k,m
)
.
From Proposition A.1 and Lemma A.1 in [7], noticing that Q|gM◦fℓ(Yi)|(u) ≤M , we derive
E
(
(Z − E(Z))Y ′j,ℓY ′k,m
) ≤ 24M2 ∫ α¯/2
0
Q|Z|(u)du ,
with α¯ := α(Z, gM ◦ fℓ(Yj), gM ◦ fm(Yk)), where for real-valued random variables Z,B, V ,
α¯(Z,B, V ) = sup
(s,t,u)∈R3
|E((1Z≤s − P(Z ≤ s))(1B≤t − P(B ≤ t))(1V≤u − P(V ≤ u)))| .
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Applying Ho¨lder’s inequality,∫ α¯/2
0
Q|Z|(u)du ≤ (α¯/2)2/r
(∫ 1
0
Q
r/(r−2)
|Z| (u)
)(r−2)/r
= (α¯/2)2/r‖Z‖r/(r−2) .
Since
‖Z‖r/(r−2) =
∥∥E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)∥∥r/2−1r/2 ,
we then derive ∥∥E0(Y ′j,ℓY ′k,m)− E(Y ′j,ℓY ′k,m)∥∥r/2 ≤ 24M2(α¯/2)2/r .
Now, for all j, k ≥ (2i− 1)q + 1,
α¯ ≤ 4α¯(Z, fℓ(Yj), fℓ(Yk)) ≤ 2α2,Y((2i− q) + 1) .
So, overall, using the fact that
∑L
ℓ=1 |aℓ| ≤ 1 and that α2,Y((2i− q) + 1) ≤ α2,Y(iq+1), we get
Dk,q ≤ 24q2M2
k∑
i=1
α
2/r
2,Y(iq + 1) .
Let η = (β − 2)/r and recall that r − 2 < β < r. Since η < (r − 2)/r, applying Ho¨lder’s
inequality, we then get
Dk,q ≪ q2M2k−η+(r−2)/r
(
k∑
i=1
iβ/2−1α2,Y(iq + 1)
)2/r
.
Since 2δ/r > −δη + δ(r − 2)/r (indeed −η + (r − 2)/r = (r − β)/r and r − β < 2), it follows
that
[n/q]∑
k=1
1
k1+2δ/r
Dδk,q ≪ (qM)2δ
[n/q]∑
i=1
iβ/2−1α2,Y(iq + 1)
2δ/r .
But, since x < α−12,Y(u) ⇐⇒ α2,Y(x) > u and α2,Y(q) ≤ v (since q < n),
[n/q]∑
i=1
iβ/2−1α2,Y(iq + 1) =
[n/q]∑
i=1
iβ/2−1
∫ 1
0
1u<α2,Y(iq+1)du
≤
∫ v
0
[n/q]∑
i=1
iβ/2−11i≤q−1α−1
2,Y(u)
du ≤ q−β/2
∫ v
0
(α−12,Y(u) ∧ n)β/2du .
So, overall,
[n/q]∑
k=1
1
k1+2δ/r
Dδk,q ≪ (qM)2δq−βδ/r
(∫ v
0
(α−12,Y(u) ∧ n)β/2du
)2δ/r
,
which implies that
n
qxr
[n/q]∑
k=1
1
k1+2δ/r
Dδk,q
r/(2δ) ≪ n
xr
(qM)rq−β/2−1
∫ v
0
(α−12,Y(u) ∧ n)β/2du .
16
Using the fact that r − β/2 − 1 > 0 (since β < r and r > 2) and (5.4), we infer that
(qM)rq−β/2−1 ≤ xr−β/2−1Qβ/2+1(v). Moreover, u < v ⇐⇒ Q(v) < Q(u). Therefore
n
qxr
[n/q]∑
k=1
1
k1+2δ/r
Dδk,q
r/(2δ) ≪ n
xβ/2+1
∫ v
0
(α−12,Y(u) ∧ n)β/2Qβ/2+1(u)du . (5.11)
We prove now that
n
qxr
‖S′q‖rr ≪
n
x
∫ Ln(x)
0
Q(u)du+
n
x1+r/2
∫ 1
Ln(x)
Rr/2n (u)Q(u)du . (5.12)
Using the stationarity and applying Theorem 2.5(a) in [16], we get
‖S′q‖r ≤
L∑
ℓ=1
|aℓ|
∥∥∥∥∥
q∑
i=1
Y ′i,ℓ
∥∥∥∥∥
r
≤
L∑
ℓ=1
|aℓ|
2qr max
1≤k≤q
∥∥∥∥∥Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∥∥∥∥∥
r/2
1/2 . (5.13)
Setting
W0,k :=
∣∣∣∣∣Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∣∣∣∣∣
r/2−1
sign
Y ′0,ℓ
k−1∑
j=0
E0(Y
′
j,ℓ)

we get∥∥∥∥∥Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∥∥∥∥∥
r/2
r/2
=
k−1∑
j=0
E
(
W0,kY
′
0,ℓE0(Y
′
j,ℓ)
)
=
k−1∑
j=0
E
(
(W0,kY
′
0,ℓ − E(W0,kY ′0,ℓ))gM ◦ fℓ(Yj)
)
.
From Proposition A.1 and Lemma A.1 in [7], noticing that Q|gM◦fℓ(Yj)|(u) ≤ Q(u∨v), we derive
E
(
(W0,kY
′
0,ℓ − E(W0,kY ′0,ℓ))gM ◦ fℓ(Yj)
) ≤ 4∫ α˜/2
0
Q|W0,kY ′0,ℓ|(u)Q(u ∨ v)du
≤ 8
∫ α˜/2
0
Q|W0,k|(u)Q
2(u ∨ v)du ,
where
α˜ := sup
(s,t)∈R2
∣∣E((1W0,kY ′0,ℓ≤s − P(W0,kY ′0,ℓ ≤ s))(1gM◦fℓ(Yj)≤t − P(gM ◦ fℓ(Yj) ≤ t)))∣∣ .
Now, for any j ≥ 0,
α¯ ≤ 2 sup
(s,t)∈R2
∣∣E((1W0,kY ′0,ℓ≤s−P(W0,kY ′0,ℓ ≤ s))(1fℓ(Yj)≤t−P(fℓ(Yj) ≤ t)))∣∣ ≤ 2α1,Y(j) ≤ 2α2,Y(j) .
It follows that ∥∥∥∥∥Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∥∥∥∥∥
r/2
r/2
≤ 8
k−1∑
j=0
∫ 1
0
1u<α2,Y(j)Q|W0,k|(u)Q
2(u ∨ v)du .
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Notice that
∑k−1
j=0 1u<α2,Y(j) = α
−1
2,Y(u) ∧ k. Applying Ho¨lder’s inequality, we then get
k−1∑
j=0
∫ 1
0
1u<α2,Y(j)Q|W0,k|(u)Q
2(u ∨ v)du
≤
(∫ 1
0
(α−12,Y(u) ∧ k)r/2Qr(u ∨ v)du
)2/r (∫ 1
0
Q
r/(r−2)
|W0,k|
(u)du
)(r−2)/r
≤
(∫ 1
0
(α−12,Y(u) ∧ k)r/2Qr(u ∨ v)du
)2/r ∥∥∥∥∥Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∥∥∥∥∥
r/2−1
r/2
.
So, overall, ∥∥∥∥∥Y ′0,ℓ
k−1∑
i=0
E0(Y
′
i,ℓ)
∥∥∥∥∥
r/2
≤ 8
(∫ 1
0
(α−12,Y(u) ∧ k)r/2Qr(u ∨ v)du
)2/r
.
Taking into account this bound in (5.13) and using the fact that
∑L
ℓ=1 |aL| ≤ 1, we derive
‖S′q‖rr ≤ (16rq)r/2
∫ 1
0
(α−12,Y(u) ∧ q)r/2Qr(u ∨ v)du .
Since α−12,Y(u) ∧ q = q10<u≤v + (α−12,Y(u) ∧ n)1v<u≤1, the above upper bound gives
n
qxr
‖S′q‖rr ≪
n
xr
(qQ(v))r−1
∫ v
0
Q(u)du+
n
xr
(qM)r/2−1
∫ 1
v
(α−12,Y(u) ∧ n)r/2Qr/2+1(u)du ,
which proves (5.12) by taking into account (5.4).
We show now that
nr/2
qr/2xr
‖S′q‖r2 ≪ x−rsrn(x) +
(
n
x
∫ Ln(x)
0
Q(u)du
)r/2
. (5.14)
By stationarity
E(S′q)
2 =
∑
|i|≤q
(q − |i|)E(X ′0X ′|i|) .
Now, by Inequality (2.5) in [2],
E(X ′0X
′
|i|) ≤ 4
∫ α1,Y(|i|)
0
Q2(u ∨ v)du ,
so that
E(S′q)
2 ≤ 8q
q−1∑
i=0
∫ α1,Y(i)
0
Q2(u ∨ v)du = 8q
∫ 1
0
(α−11,Y(u) ∧ q)Q2(u ∨ v)du .
Recall that v = Ln(x) and that qQ(v) ≤ x, by (5.4). Using in addition the fact that α−11,Y ≤ α−12,Y,
we get
E(S′q)
2 ≤ 8q
∫ 1
Ln(x)
(α−11,Y(u) ∧ n)Q2(u)du+ 8qx
∫ Ln(x)
0
Q(u)du ,
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which proves (5.14).
Starting from (5.9) and taking into account (5.10), (5.11), (5.12) and (5.14), we get
P
(
max
2≤2j≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i
∣∣∣∣∣ ≥ x
)
≪ s
r
n
xr
+
n
x
∫ Ln(x)
0
Q(u)du+
n
x1+β/2
∫ Ln(x)
0
Rβ/2n (u)Q(u)du
+
n
x1+r/2
∫ 1
Ln(x)
Rr/2n (u)Q(u)du . (5.15)
Note that, to deal with the second term on right hand in (5.14), we have used the fact if
n
x
∫ Ln(x)
0
Q(u)du ≥ 1
then the bound (5.15) is trivial, and otherwise(
n
x
∫ Ln(x)
0
Q(u)du
)r/2
≤ n
x
∫ Ln(x)
0
Q(u)du .
Obviously the upper bound (5.15) is also valid for the quantity
P
(
max
1≤2j+1≤[n/q]
∣∣∣∣∣
j∑
i=1
U˜2i+1
∣∣∣∣∣ ≥ x
)
.
Together with (5.6) and (5.8) this completes the proof of the proposition for q < n.
The proposition is proved for any variable Xi = f(Yi) − E(f(Yi)) with f =
∑L
ℓ=1 aℓfℓ and
fℓ ∈ M˜on(Q,PY0),
∑ |aℓ| ≤ 1. Let us explain how it can be extended to F˜(Q,PY0).
Let f ∈ F˜(Q,PY0). By definition of F˜(Q,PY0), there exists fL =
∑L
ℓ=1 aℓ,Lgℓ,L with gℓ,L
belonging to M˜on(Q,PY0) and
∑L
ℓ=1 |aℓ,L| ≤ 1, and such that fL converges in L1(PY0) to f . It
follows that Xi,L = fL(Yi)−E(fL(Yi)) converges in L1 to Xi as L tends to infinity. Extracting a
subsequence if necessary, one may also assume that the convergence holds almost surely. Hence,
for any fixed n, Sn,L =
∑n
k=1Xk,L converges almost surely and in L
1 to Sn.
Let Zn = max1≤k≤n |Sk|. By Beppo-Levi,
P
(
max
1≤k≤n
|Sk| > x
)
= lim
k→∞
P
(
Zn > x+ k
−1
)
. (5.16)
Let hk be a continuous function from R to [0, 1], such that hk(t) = 1 if t > x+k
−1 and hk(t) = 0
if t < x. Let Zn,L = max1≤k≤n |Sk,L|. By Fatou’s lemma,
P
(
Zn > x+ k
−1
) ≤ E (hk(Zn)) ≤ lim inf
L→∞
E (hk(Zn,L)) ≤ lim inf
L→∞
P (Zn,L > x) . (5.17)
Now, we have just proved that P (Zn,L > x) satisfies the upper bound (5.1), uniformly in L.
From (5.16) and (5.17), we infer that P(max1≤k≤n |Sk| > x) satisfies also (5.1), which completes
the proof of Proposition 5.1.
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6 Proofs of the results of Section 3
6.1 Preparatory material
Lemma 6.1. Let p > 1. Assume that (3.5) holds and let b ∈ (0, p − 1) and c > p− 1. Then
sup
x>0
xp−1−b
∫ 1
0
Rb(u)Q(u)1R(u)>xdu <∞ , and sup
x>0
1
xc−p+1
∫ 1
0
Rc(u)Q(u)1R(u)≤xdu <∞ .
Lemma 6.2. Let p > 1. Assume that (3.16) holds and let b ∈ (0, p − 1) and c > p− 1. Then
lim
x→∞
xp−1−b
∫ 1
0
Rb(u)Q(u)1R(u)>xdu = 0 , and lim
x→∞
1
xc−p+1
∫ 1
0
Rc(u)Q(u)1R(u)≤xdu = 0 .
Proof. Let Z be a random variable with values in (0, 1), whose distribution has density
u→ Q¯(u) = Q(u)∫ 1
0 Q(u)du
.
Then Condition (3.5) is equivalent to
sup
x>0
xp−1P(R(Z) > x) <∞ (6.1)
and Condition (3.16) is equivalent to
lim
x→∞
xp−1P(R(Z) > x) = 0 . (6.2)
In the same way, the first statements of Lemmas 6.1 and 6.2 read respectively
sup
x>0
xp−1−bE
(
(R(Z))b1R(Z)>x
)
<∞ , and lim
x→∞
xp−1−bE
(
(R(Z))b1R(Z)>x
)
= 0 . (6.3)
Applying Fubini’s theorem, one easily sees that
E
(
(R(Z))b1R(Z)>x
)
= xbP(R(Z) > x) + b
∫ ∞
x
ub−1P(R(Z) > u) du . (6.4)
Now, (6.1) combined with (6.4) implies the first part of (6.3), and (6.2) combined with (6.4)
implies the second part of (6.3). This concludes the proofs of the first statements of Lemmas
6.1 and 6.2.
To prove the second statements of Lemmas 6.1 and 6.2, we first note that they are respectively
equivalent to
sup
x>0
1
xc−p+1
E
(
(R(Z))c1R(Z)≤x
)
<∞ , and lim
x→∞
1
xc−p+1
E
(
(R(Z))c1R(Z)≤x
)
= 0 . (6.5)
Applying Fubini’s theorem, one easily sees that
E
(
(R(Z))c1R(Z)≤x
)
= c
∫ ∞
0
uc−1P(u < R(Z) ≤ x) du ≤ c
∫ x
0
uc−1P(R(Z) > u) du . (6.6)
Now, (6.1) combined with (6.6) implies the first part of (6.5), and (6.2) combined with (6.6)
implies the second part of (6.5). This concludes the proofs of of Lemmas 6.1 and 6.2.
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6.2 Proof of Theorem 3.1
To prove (3.2), it suffices to write∥∥∥∥ max1≤k≤n |Sk|
∥∥∥∥p
p
= p
∫ ∞
0
xp−1P
(
max
1≤k≤n
|Sk| ≥ x
)
dx ≤ spn + p
∫ ∞
sn
xp−1P
(
max
1≤k≤n
|Sk| ≥ x
)
dx ,
and to apply Inequality (5.1) with r− 2 < β < 2p− 2 < r < 2p to bound the last integral. The
result follows by applying Fubini’s theorem.
6.3 Proof of Theorem 3.2
We apply Proposition 5.1 with r/2 = a ∈ (p − 1, p) and β ∈ (r − 2, 2p − 2).
Proof of Item 1. We start by proving (3.6). Recall that s2n has been defined in (5.2) and that
s2n(x) ≤ s2n. We have that
s2n ≤ C(α,Q)n , with C(α,Q) =
∞∑
i=0
∫ α1,Y(i)
0
Q2(u)du . (6.7)
Since p > 2, the condition (3.5) implies that C(α,Q) < ∞. Inequality (5.1) and Remark 5.2
yield
P
(
1
n
max
1≤k≤n
|Sk| ≥ x
)
≪ 1
nax2a
+
1
x
∫ 1
0
Q(u)1R(u)>nxdu
+
1
nβ/2x1+β/2
∫ 1
0
Rβ/2(u)Q(u)1R(u)>nxdu
+
1
nr/2x1+r/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤nxdu . (6.8)
From (3.5), we infer that
1
x
∫ 1
0
Q(u)1R(u)>nxdu≪
1
np−1xp
.
To handle the two last terms on right hand in (6.8), we apply Lemma 6.1. We then infer that
1
nβ/2x1+β/2
∫ 1
0
Rβ/2(u)Q(u)1R(u)>nxdu≪
1
np−1xp
,
1
nr/2x1+r/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤nxdu≪
1
np−1xp
,
and (3.6) follows.
The proof of (3.7) is almost identical. The only difference is about the first term on right hand
in (6.8). This first term is equal to (nx)−2as2an (nx), and for c ∈ (0, 1), one has
s2an (nx)
(nx)2a
≤ 1
nax2a
(∫
Q(u)Rc(u)R1−c(u)1R(u)≤nxdu
)a
.
Since p = 2, it follows that
∫
Q(u)Rc(u)du <∞, and finally
s2an (nx)
(nx)2a
≪ 1
nacxa(1+c)
,
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completing the proof of (3.7).
Proof of Item 2. We start from (6.8). Since the series with terms np−2 and np−2−(β/2) are
divergent, we obtain by summing in n,
∞∑
n=1
np−2
x
∫ 1
0
Q(u)1R(u)>nxdu≪
1
xp
∫ 1
0
(α−12,Y(u))
p−1Qp(u)du .
and
∞∑
n=1
np−2
nβ/2x1+β/2
∫ 1
0
Rβ/2(u)Q(u)1R(u)>nxdu≪
1
xp
∫ 1
0
(α−12,Y(u))
p−1Qp(u)du .
Since the series with term np−2−(r/2) converges, we obtain by summing in n,
∞∑
n=1
np−2
nr/2x1+r/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤nxdu≪
1
xp
∫ 1
0
(α−12,Y(u))
p−1Qp(u)du .
The proof of Item 2 is now complete.
6.4 Proof of Theorem 3.3
Since p > 2, the condition (3.16) implies (3.14), and the process {Wn(t), t ∈ [0, 1]} converges in
distribution in the space C([0, 1], ‖ · ‖∞) to σW . It remains to prove the tightness in H0δ([0, 1]).
We start from the tightness criterion given in [8]: the process {Wn(t), t ∈ [0, 1]} is tight in
H0δ([0, 1]) as soon as, for any ε > 0,
lim
η→0
lim sup
n→∞
n
[log(nη)]∑
k=1
1
2k
P
(
max
1≤i≤2k
|Si| > ε2kδn1/p
)
= 0 , (6.9)
where log is the binary logarithm. Applying Proposition 5.1 with sn as in (6.7), r ∈ (2p−2, 2p),
and β ∈ (r − 2, 2p − 2), we get that
n
[log(nη)]∑
k=1
1
2k
P
(
max
1≤i≤2k
|Si| > ε2kδn1/p
)
≤
4∑
i=1
Ii(n, η) , (6.10)
with
I1(n, η)≪ 1
n(r−p)/p
[log(nη)]∑
k=1
2k(r−p)/p ,
I2(n, η)≪
∞∑
k=1
n(p−1)/p
2kδ
∫ 1
0
Q(u)1R(u)>ε2kδn1/pdu ,
I3(n, η)≪
∞∑
k=1
n(2p−2−β)/2p
2kδ(2+β)/2
∫ 1
0
Rβ/2(u)Q(u)1R(u)>ε2kδn1/pdu ,
I4(n, η)≪
∞∑
k=1
n(2p−2−r)/2p
2kδ(2+r)/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤ε2kδn1/pdu .
Clearly I1(n, η)≪ η(r−p)/p and consequently
lim
η→0
lim sup
n→∞
I1(n, η) = 0 . (6.11)
22
Now
I2(n, η)≪ n(p−1)/p
∫ 1
0
Q(u)1R(u)>εn1/pdu ,
and it follows from (3.16) that
lim
n→∞
I2(n, η) = 0 . (6.12)
In the same way
I3(n, η)≪ n(2p−2−β)/2p
∫ 1
0
Rβ/2(u)Q(u)1R(u)>εn1/pdu . (6.13)
Applying Lemma 6.2 with b = β/2, it follows from (6.13) that
lim
n→∞
I3(n, η) = 0 . (6.14)
To control I4(n, η), we first note that, by Lemma 6.2 with c = r/2,
n(2p−2−r)/2p
2kδ(2+r)/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤ε2kδn1/pdu≪
1
2kpδ
,
and
lim
n→∞
n(2p−2−r)/2p
2kδ(2+r)/2
∫ 1
0
Rr/2(u)Q(u)1R(u)≤ε2kδn1/pdu = 0 .
Hence, by the dominated convergence theorem,
lim
n→∞
I4(n, η) = 0 . (6.15)
Finally, the tightness follows from (6.9), (6.10), (6.11), (6.12), (6.14) and (6.15). This completes
the proof of Theorem 3.3.
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