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SUMMARY
We use ambient seismic noise and earthquake recordings on a temporary regional network
in southern Norway to produce Rayleigh and Love wave phase velocity maps from 3 to 67 s
period. Local dispersion curves are then jointly inverted for a 3-D shear wave velocity model
of the region. We perform a two-step inversion approach. First, a direct search, Monte Carlo
algorithm is applied to find best fitting isotropic velocity depth profiles. Those profiles are then
used as initial models for a linearised inversion which takes into account radial anisotropy in
the shear wave structure. Results reveal crustal as well as uppermost mantle structures in the
studied region. Velocity anomalies in the upper crust are rather small in amplitude and can
in most parts be related to surface geology in terms of rock densities. Old tectonic units like
the Oslo Graben (300–240 Ma) and the Caledonian nappes (440–410 Ma) are clearly imaged.
Furthermore, we find clear indications for localized crustal anisotropy of about 3 per cent.
Despite generally poor resolution of interface depths in surface wave inversion, we find lateral
variation of crustal thickness in agreement with previous studies. We are able to confirm and
locate the transition from a slow lithospheric upper mantle underneath southern Norway to a
fast shield-like mantle towards Sweden.
Keywords: Interferometry; Surface waves and free oscillations; Seismic anisotropy; Seismic
tomography; Crustal structure.
1 INTRODUCTION
Using ambient seismic noise to estimate empirical Green’s func-
tions by cross-correlation has now become a well-established
method in seismology (Shapiro&Campillo 2004; Sabra et al. 2005).
This technique is of particular importance since it allows for inver-
sion of shallow (i.e. crustal) structures based on surface waves, an
approach which was previously limited by lack of earthquake sur-
face wave observations in the period range between about 1 and
20 s. However, for longer periods beyond the spectral band of pri-
mary microseisms, the contribution from ambient seismic noise
is decaying continuously and therefore limits depth resolution. A
number of studies were published recently combining ambient seis-
mic noise and earthquake analysis for inversion of local shear wave
velocity depth profiles (e.g. Yao et al. 2008; Moschetti et al. 2010a;
Yang et al. 2011). The benefit from this approach is a continuous sen-
sitivity from shallow crustal to deepermantle structures. Thus, fewer
independent constraints such as Moho depth and crustal velocities
are needed to image the upper mantle. Another advantage of short-
period surface waves is the ability to analyse radial anisotropy in the
crust in case of Rayleigh and Love wave observations (Moschetti
et al. 2010b; Guo et al. 2012).
We present a 3-D S-wave velocity model of the crust and shallow
upper mantle below southern Norway based on local measurements
ofRayleigh andLovewave phase velocity dispersion curves inferred
from ambient noise as well as teleseismic and regional earthquake
records. Knowledge about the present depth structure in southern
Norway is essential to improve our understanding of the so far
unknown origin of the rather rough and high topography along the
Scandes mountain range located at the edge of the Fennoscandian
shield, far away from active plate boundaries. The discussion about
source and timing of uplift is ongoing (Rohrman & van der Beek
1996; Japsen & Chalmers 2000; Lundin & Dore´ 2002; Nielsen
et al. 2009; Chalmers et al. 2010) and will therefore benefit from
new constraints such as present crustal thickness and upper mantle
structure. This information will serve as a basis to develop new
geodynamical models and will in particular help to evaluate the
contribution of mantle processes as sources for the uplift.
The structure in southern Norway has been recently analysed us-
ing body wave tomography (Medhus et al. 2012; Wawerzinek et al.
2012), seismic receiver functions (Frassetto, in preparation), active
seismic source refraction (Stratford & Thybo 2011), and gravity
modelling (Ebbing & Olesen 2005; Ebbing et al. 2012). Earth-
quake generated surface waves have so far been used for a regional
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3-D model of northern Europe (Weidle & Maupin 2008), with lim-
ited resolution in southern Norway, and for an average (1-D) shear
wave model for southern Norway (Maupin 2011). Furthermore, a
group velocity tomography based on ambient seismic noise, not in-
cluding depth inversions, has been carried out (Ko¨hler et al. 2011).
A consistent result in those studies is a significant difference in
upper mantle seismic velocities in southern Norway compared to
bordering regions to the East (Maupin 2011; Medhus et al. 2012).
This work is a follow-up of Ko¨hler et al. (2011) and Maupin
(2011). The ambient noise data used to calculate the Rayleigh wave
group velocitymaps inKo¨hler et al. (2011) are used here to calculate
Rayleighwave phase velocitymaps. The frequency range iswidened
by combining thesemapswith phase velocitymaps from earthquake
surface wave data. The area under study is also extended to the East
by using data from six additional stations located in Sweden. The
transverse components of the noise and earthquake data are used to
obtain also Love wave phase velocity maps. Finally, depth inversion
is performed that yields a 3-D model of SV-wave velocities and
radial anisotropy.
In Section 2 we describe the methods used to calculate phase
velocity maps from ambient noise and earthquake records. We then
present our method to invert for the 3-D shear wave model, which is
a combination of aMonte Carlo and a linear inversion technique. Fi-
nally, we present and discuss our results and relate them to previous
findings and existing models in southern Norway in Sections 4 and
5, addressing crustal structure and Moho depth, uppermost mantle
velocities, and radial anisotropy.
2 PHASE VELOCITY MAPS
Phase velocity maps are produced in the period range 3 to 67 s
for Rayleigh waves and 4 and 50 s for Love waves using both am-
bient seismic noise and earthquake data. Phase velocity maps are
generated from both data sets separately with different procedures
that will be described below, and then combined in local dispersion
curves.
The total studied area comprises southern Norway and part
of southern Sweden, combining data from 41 seismic broadband
receivers of the MAGNUS network (Weidle et al. 2010) to the
West with data from six temporary stations in Sweden (DANSEIS,
Fig. 1) to the East. The MAGNUS stations were recording between
September 2006 and June 2008 while data from DANSEIS stations
is available from April 2008, corresponding to an overlap of only
3 months. We can only use data recorded simultaneously at all sta-
tions in case of earthquake data since 2-D phase (velocity) maps are
interpolated directly from the phase measurements at all receivers.
Therefore, only data recorded between April and June 2008 are
used which limits a bit the quality of the results we can obtain from
the earthquake data. For ambient noise, since inter-station phase
velocities can be measured as soon as two stations record simulta-
neously, we use the complete record of 20 months for stations pairs
including MAGNUS stations only and 3 months for those including
DANSEIS stations.We found the period of 3 months to be sufficient
to obtain good velocity data from seismic noise.
2.1 Ambient seismic noise
2.1.1 Processing
We follow Bensen et al. (2007) for data preprocessing, cross-
correlation of ambient seismic noise, and stacking of noise cross-
correlation functions (NCFs). After preprocessing (instrument cor-
rection, bandpass filtering, time domain normalization by a running
absolute mean, pre-whitening of spectrum in frequency domain),
we compute cross-spectra for each station pair using the vertical
and tangential seismogram component of 15-min long time win-
dows. We transform the cross-spectra back into time domain and
stack them over time intervals of 3 months duration with 1 month
overlap. In addition a stack over 20months is prepared.More details
are described in Ko¨hler et al. (2011) where a group velocity tomog-
raphy of the studied area is presented. In that study, also detailed
investigations on the directionality of the ambient noise wavefield in
southern Norway were made and the reliability of empirical Green’s
function estimates was shown.
Here, we measure phase velocity dispersion curves for each sta-
tion pair and for each of the 18 three-months long noise cross-
correlation stacks of the vertical and transverse wavefield compo-
nent by applying time frequency analysis (FTAN, Levshin et al.
1989; Ritzwoller & Levshin 1998). We determine velocities sep-
arately from the causal and acausal component of the NCFs
and apply FTAN interactively which helps us to select only rea-
sonable dispersion curves (Ko¨hler et al. 2011). Since separation
Figure 1. Studied area in southern Norway. Left panel: Black triangles indicate temporary and grey permanent broadband stations of MAGNUS seismic
network.White symbols show temporary DANSEIS network in Sweden. Right panel: Outline of main geological unit: Fennoscandian Basement (B), Caledonian
nappes (C) including Jotun nappes (J) and Hedmark group (H), Oslo Graben (O) and Western Gneiss Region (W).
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between fundamental and higher modes is good in the considered
period band for phase velocities, we ensure that only the funda-
mental mode dispersion curve is measured for Rayleigh and Love
waves. An averaged dispersion curve and its standard deviation
is computed for both wave types for each path from all measure-
ments on the individual 3-months stacks. For station pairs including
DANSEIS stations, only a single NCF stack can be processed. We
are able to measure Rayleigh wave phase velocities from 3 to 30
and Love wave phase velocities between 4 and 14 s period (see
Supporting Information Figs S1 and S2). The more limited pe-
riod range for Love waves is probably due to their smaller energy
contribution to the microseismic wavefield, which is dominated by
Rayleigh waves (Lacoss et al. 1969).
2.1.2 Phase velocity tomography
The careful data selection procedure for the tomographical inversion
of group velocity measurements used in Ko¨hler et al. (2011) is
applied for the phase velocities. We use selection criteria for each
station pair assessing the signal to noise ratios (SNR) of NCFs,
the number of useful 3-months stacks (i.e. those we were able to
pick dispersion curves from in FTAN), and the standard deviation
of velocity measurements (computed from measurements on all 3-
month stacks). The broadband SNR must be higher than 12 for
each 3-month stack. Furthermore, for the 20-month stack SNRs are
required to be higher than 15 for the broadband signal as well as
for the NCFs filtered at each target period used for the tomography.
Finally, the phase velocity measurements at each periodmust satisfy
the requirement that the number of useful 3-month stacks is higher
than three, the wavelength is shorter than one-third of the inter-
station distance, and the standard deviation of phase velocity is
lower than 0.05 km s−1.
Due to lack of data, we cannot provide a phase velocity standard
deviation for station pairs including DANSEIS stations. Therefore,
quality control for those data is restricted to the SNR and wave-
length criterion and we cannot avoid to introduce some potential
uncertainty. However, the SNR has been shown to be a very robust
selection criterion in many ambient noise studies. Furthermore, we
tested lower weights for station pairs including DANSEIS stations
in the tomography and found no significant effect on the phase
velocity maps. We are therefore confident that the smaller amount
of data does not bias our results in the Northeast.
We invert for Rayleigh and Love wave phase velocity maps using
the common tomographic inversion method of Barmin et al. (2001)
using the same inversion parameters as in Ko¨hler et al. (2011). A
0.2 × 0.2 degree grid and a starting model corresponding to the av-
eraged observed velocity at each period is used. The regularization
parameters used are α = 400 (weight) and σ = 40 km (correlation
length). Please see Barmin et al. (2001) for details. The rms, i.e. the
difference between input data (measured velocity for each station
pair) and initial velocity (constant starting model), is reduced by 50
per cent maximum at 3 s and 10 per cent minimum at 30 s period
after inversion. The low number at long periods can be explained
by a rather small lateral variation of phase velocities in the studied
area. Figs 2(a)–(c) show a selection of phase velocity maps after
resampling on a 0.25 × 0.125 degree grid.
The phase velocity maps shown here are in agreement with the
group velocity maps in Ko¨hler et al. (2011).We observe clear veloc-
ity anomalies for Rayleigh and Love waves of about ±3 per cent at
short and long periods showing correlations with geological struc-
tures as discussed in case of the group velocity tomography. The
dashed contour lines in Figs 2(a)–(c) indicate a resolution estimate
based on the method of Barmin et al. (2001). A contour line can
be plotted for a specific value in km. All inverted anomalies having
extends larger than this value inside the contour are reliable obser-
vations. Here, we choose a value of 23 km to show the reliability of
all inverted anomalies which have diameters not smaller than about
50 km. For a full resolution analysis including paths densities and
a checkerboard test for the MAGNUS network we refer to Ko¨hler
et al. (2011).
The western parts of southern Norway are dominated by a rough
topography. The depth sensitivity of our Rayleigh waves at 3 s is
about 3 kmwhich is comparable to the altitude variations which can
be as large as 2.5 km on a very short horizontal distance (less than
10 km). Since rough topography could possibly bias phase veloci-
ties at short seismic wavelengths, we therefore investigated whether
the low velocities found in this region could be an artifact of the
propagation (Ko¨hler et al. 2012). Using synthetic data generated
by spectral elements modelling, it was shown that the measurable
impact is too small to explain the amplitudes of velocity anomalies
observed here. An empirical linear regression model which relates
the phase velocity bias to the averaged absolute value of the topo-
graphic gradient within a radius of 15 km from themeasurement site
(1 km sampling) suggests that the impact of topography does not
exceed−0.5 per cent at 3 s period for the receivers considered here.
For most receivers and at longer periods it is below significance
(−0.2 per cent on average). We therefore conclude that low phase
velocities observed at short periods in the western part of south-
ern Norway can safely be interpreted as the result of low S-wave
velocities in the upper crust.
2.2 Earthquake data
2.2.1 Phase measurements
The phases were measured on the individual seismograms using
the vertical components for the Rayleigh waves and the transverse
components for the Love waves. Time windows and data selection
follow broadly the procedure described in Maupin (2011) to se-
lect data for beamforming analysis, but with some modifications
to further reject individual noisy data that could bias the phase in-
terpolation procedure used to generate phase velocity maps. The
main difference with Maupin (2011) is that the data are corrected
by an average moveout of 0.25 s km−1 before processing in order
to be able to sharpen the selection criteria based on envelope com-
parisons: for a given event and frequency, individual records whose
envelope differed from the mean one by more than 0.75 times the
maximum of the mean envelope were rejected, as well as all records
if the ratio between the average and maximum amplitude of the
mean envelope was lower than 6.0 (5.0 for Love waves). Further-
more, a larger geographical area is analysed due to the inclusion of
the DANSEIS stations in addition to the MAGNUS network. This
is at the expense of the time period for which data are available, as
discussed earlier, reducing the recording period from almost 2 yr to
only 3 months.
The data set consists of 35 events, 21 teleseismic events with
epicentral distances between 47 and 100 degrees and magnitude
of at least 6.0, and 14 regional events with epicentral distances
varying from 13 to 30 degrees and magnitudes of at least 5.1.
In all cases, we selected events with focal depths not larger than
100 km, ensuring dominant surface wave fundamental modes. The
inclusion of regional as well teleseismic events assures that we have
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Figure 2. Rayleigh and Love wave phase velocity maps at selected periods obtained by ambient seismic noise tomography (a–c) and phase interpolation of
earthquake observations (d–f). Lines in (a) and (c): Outline of geological units (see Fig. 1). White dashed lines indicate resolution limits: 23 km contour based
on method of Barmin et al. (2001) in (a)–(c) and relative sampling contour of three (number of velocity estimates by number of nodes) in (d)–(f).
an adequate azimuthal distribution of data despite the short period
of 3 months for which we could analyse data (Table 1).
2.2.2 Phase interpolation
Analysis of the measured phases follows the interpolation-based
method by Weidle (2012) which we briefly summarize in the
following. First, to homogenize the data distribution, three of
the seven broadband stations of the dense NORSAR array are
omitted. Additionally, events with less than 12 observations are
discarded.
A crucial step in the preprocessing to the interpolation is un-
wrapping of the periodic phase measurement to an absolute phase.
Since we want to account for possible deviations of the propagation
direction of the wavefield from the great-circle path, we try to avoid
enforced phase alignment transverse to the great-circle direction.
We do this, for each event separately, by splitting the available ob-
servations into subsets of ≥9 stations after sorting the station list
by azimuth. Each of these subsets is then unwrapped taking into
account the epicentral distance and a reference velocity. Based on
the interstation distance of two neighbouring stations in the subset,
we compare the measured phase difference with an expected dif-
ference from the reference velocity and add or subtract 2π to/from
the measurement if the difference in the measured and expected
phase difference exceeds π . The reference velocity is taken from
Maupin (2011), however, we found that the unwrapping is not very
sensitive to the chosen reference. This may be different though in
other regions with significant velocity anomalies.
In a last step, the unwrapped phases in the different subsets need
to be aligned to a common reference which we chose as a ‘central’
epicentral distance which is common to all subsets. The unwrapped
phase at the stations closest to this ‘central’ distance in each of
the subsets is compared, and, if the phase difference between them
C© 2012 The Authors, GJI, 191, 1441–1456
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Table 1. List of events used as earthquake data. ‘R’ stands for regional and ‘T’ for teleseismic events. Distance (Dist) is given in
degrees, BAZ is backazimuth, and Mw is moment magnitude.
Type Date Time Lat Lon Dist BAZ Mw Region
R 28 March 2008 00:16:19.90 34.758 25.345 28.129 149.19 5.6 Crete, Greece
R 10 May 2008 20:53:04.20 36.300 22.240 25.922 153.55 5.4 Southern Greece
R 24 May 2008 04:58:18.87 42.386 −30.515 29.657 249.78 5.5 Azores Islands Region
R 28 May 2008 13:19:52.67 84.912 12.899 24.445 0.99 5.2 North of Svalbard
R 06 June 2008 20:02:56.89 35.883 −0.658 25.412 197.12 5.5 Northern Algeria
R 08 June 2008 12:25:29.71 37.963 21.525 24.169 153.77 6.3 Southern Greece
R 12 December 2008 00:20:45.60 35.110 26.190 28.014 147.56 5.2 Crete, Greece
T 15 April 2008 03:03:04.66 13.564 −90.599 82.610 284.34 6.1 Near Coast of Guatemala
T 24 April 2008 12:14:49.92 −1.182 −23.471 66.335 215.07 6.5 Central Mid-atlantic Ridge
T 07 May 2008 16:45:18.70 36.164 141.526 76.247 37.37 6.9 Near East Coast of Honshu
T 09 May 2008 21:51:29.73 12.516 143.181 98.775 44.43 6.8 South of Mariana Islands
T 12 May 2008 06:28:01.57 31.002 103.322 65.875 69.59 7.9 Sichuan, China
T 12 May 2008 11:11:02.48 31.214 103.618 65.834 69.23 6.1 Sichuan, China
T 23 May 2008 19:35:34.78 7.313 −34.897 62.181 230.14 6.5 Central Mid-atlantic Ridge
T 25 May 2008 08:21:49.99 32.560 105.423 65.528 67.02 6.1 Sichuan, China
T 25 May 2008 19:18:25.71 56.087 −153.780 62.778 348.81 6.0 Kodiak Island Region
T 01 June 2008 01:57:24.33 20.127 121.370 83.343 60.5 6.3 Philippine Islands Region
T 13 June 2008 23:43:45.36 39.030 140.881 73.402 36.75 6.9 Eastern Honshu, Japan
exceeds 1.1 · π , 2π is added or subtracted to all stations in one of
the subsets.
After phase unwrapping, the phases are interpolated for each
event and at each period separately with the multiscale interpola-
tion scheme by Weidle (2012). In this regularization-free approach,
a multitude of phase interpolations is calculated for many subsets
of the available data. For each of these subsets, the region is tri-
angulated as constrained by the observation points and the phases
between these points bilinearly interpolated. This yields, for each
event, a multitude of coarse, low-resolution phase velocity maps
which are consequently averaged to return one phase velocity map
of the network region per event, including a statistical estimate
of the standard deviation in phase velocity at each interpolation
point.
By weighted averaging of several such single-event phase ve-
locity maps, Weidle (2012) has shown that reliable estimates on
isotropic phase velocity within the network region can be derived
from as few as four observed wavefields. Since this approach in-
volves no a priori estimate on data covariance, large data uncer-
tainties (e.g. measurement or unwrapping errors) may propagate in
the interpolated maps while minor uncertainties are amended by the
multiscale approach. It is thus necessary to manually discard wave-
fields which could not be reconstructed to a subplanar wavefield.
This manual selection resulted in 18 remaining events overall which
are listed in Table 1, where a number of 6–10 events are used for
Rayleigh waves at periods between 25 and 67 s, and 4–6 events for
Love waves between 18 and 50 s period.
Figs 2(d)–(f) shows some examples of resulting phase velocity
maps. As no regularisation is applied, remaining artifacts from data
uncertainties are still prevalent towards the bounds of the network
region. We use a relative sampling parameter S as the ratio of the
number of velocity estimates per interpolation point to the number
of actual stations from which these velocity estimates are derived
(Weidle 2012). For values S > 3 we assume that the phase velocity
estimates should be largely free of artifacts.
The increase in crustal thickness from southwest to northeast is
nicely seen for Rayleigh waves at 25 s and for Love waves at 33 s
with a velocity contrast of around 2–3 per cent. At 50 s the contrast
changes polarity, as the eastern part of the network region appears to
be significantly faster than most of southern Norway. The contrast
of around 4 per cent agrees roughly with observations from body
waves which image a transition to faster velocities in southeastern
Norway (Medhus et al. 2012; Wawerzinek et al. 2012).
Since only relatively few events were left for analysis due to the
short time overlap between MAGNUS and DANSEIS stations, we
thoroughly compared the results with results based on data from
the MAGNUS network only (20 months of data, see Supporting
Information Fig. S3 online). The maps from MAGNUS data return
the same average velocity in the network region and very similar
trends in the distribution of phase velocity deviations as the maps
presented here. Due to the smaller network region of the MAG-
NUS only data set, the contrasting velocities from west to east are,
however, less clearly imaged.
3 INVERS ION OF LOCAL DISPERS ION
CURVES
We then combine the Rayleigh and Lovewave phase velocity disper-
sion curves from ambient seismic noise tomography and earthquake
phase interpolation in order to perform a joint inversion. The dis-
persion data comprises Rayleigh waves from 3 to 30 s for ambient
noise and 25 to 67 s for earthquake data. In the overlapping period
band, ambient noise phase velocities are sampled at 25 and 30 s and
earthquake data at 25, 28.6 and 33.3 s. We average at 25 s and use
the remaining sampling periods independently. Fig. 4 shows that
dispersion data obtained from ambient noise and earthquakes are
consistent in the overlapping period band. The difference at 25 s
was found to be smaller than 0.05 km s−1 and of the same order
as the measurement uncertainty of the individual methods. Phase
velocity measurements for Love waves are used between 4 and
14 s for noise and 18 and 50 s for earthquakes.
We invert for local velocity depth profiles on a 0.5 × 0.25 de-
gree grid. In a first inversion step (in the following referred to as
Inversion I), we use the Neighbourhood Algorithm of Sambridge
(1999), adapted and implemented to find isotropic, layered models
fitting dispersion data (Wathelet et al. 2004; Wathelet 2008). Due to
discrepancy between Rayleigh and Love waves (see below), a sec-
ond inversion run is conducted using a linearised inversion which
C© 2012 The Authors, GJI, 191, 1441–1456
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Figure 3. Schematic description of inversion procedure. In Inversion I an iterative Monte Carlo sampling of the model space is performed. First panel shows
two examples of generated models within allowed range of model parameters. Range and constraints on model parameters are given. ‘Linear’ and ‘Power Law’
refers to manner of velocity increase within layer. Ensemble of best fitting models is used to compute a starting model for Inversion II (see text). Inversion
II includes radial anisotropy. A priori model variance (damping) is indicated by grey dashed lines and starting models by solid grey lines for both model
parameters (VSV and anisotropy). Note that two different scales are used for Y-axis in Inversion II plots. Correlation length with depth in Inversion II (see text)
is represented by ticks of one Y-axis and depth is used for the other. Examples profiles shown in both inversion steps correspond to inversion of an average
dispersion curve for the entire study area.
Table 2. Ranges for model parameters in Inversion I. Note that Layer 3 is parameterised by a range for thickness
and not bottom depth. ‘V in layer’ refers to depth distribution of velocity within a layer, accomplished through
five sub-layers. Density is uniform within each layer. Poisson ratio is limited between 0.2 and 0.5.
Bottom depth (km) VS (km s−1) VP (km s−1) V in layer Density (g ccm−1)
Layer 1 1–15 3.2–4.0 3.0–7.0 Power law 2.0–3.7
Layer 2 15–40 3.3–4.0 4.0–8.0 Linear increase 2.2–3.7
Layer 3 1–10 (thickness) 3.5–4.5 4.0–8.0 Linear increase 2.2–3.7
Layer 4 50–150 4.2–5.0 5.0–9.0 Uniform 2.5–4.0
Halfspace − 4.2–5.0 5.0–9.0 Uniform 2.5–4.0
takes into account radial anisotropy and adjusts the VSV structure
accordingly without changing interface depths (Inversion II).
3.1 Inversion I
Before we perform Inversion I, an empirical spherical correction is
applied to the velocity measurements since the implementation we
use has originally been developed to invert shallow models in a flat-
earth setting. In order to find the correction, we generated random
velocity models in the parameterised model space described in the
next paragraphs. For eachmodel two dispersion curveswere forward
computed using a flat and a spherical earth model. We then found
the correction for each period by linear regression. Potential errors
obtained through this simple approach are implicitly corrected later
in Inversion II which assumes a spherical earth model.
The Neighbourhood Algorithm is a derivative-free, direct search
algorithm which performs an iterative Monte Carlo sampling of the
model space. The goal is to find an ensemble of models fitting the
data, rather than a single optimal solution. The parameterisation,
constraints, and a priori assumptions are summarised in Fig. 3 and
Table 2. We invert for V S, V P, density, and interface depths.
We tested different parameterisations and found three layers for
the crust and one layer over halfspace for the upper mantle to be
optimal. We use a rather permissive parameterisation allowing for
moderate to large variations of interface depths and medium pa-
rameters within realistic physical bounds (see Table 2 and Fig. 3a).
The range for V P/V S is constrained through limits for the Poisson
ratio (0.2–0.5). Within each crustal layer, velocities are allowed to
increase with depth through a subset of five homogeneous sub-
layers, each with a constant velocity. Velocities of sublayers are
constrained to an overall linear increase with sublayer and depth
(Layer 2 and 3) or to a power-law increase (Layer 1) (Wathelet et al.
2004). Densities are uniform in each layer. The third layer is lim-
ited to a maximum thickness of 10 km and is meant to account for
a possible fast lower-crustal body as reported for the eastern part
of southern Norway (Pascal et al. 2007; Stratford & Thybo 2011).
In order to assure that the upper three layers represent the crust,
we claim a minimum velocity contrast of 5 per cent for VS at the
Moho interface (Layer 3–Layer 4). Layer 4 is introduced to take
into account arbitrary, gradual velocity changes in the upper mantle
(increase and decrease). We tried to use a linear or power-law veloc-
ity variation as for the crust, but found it more useful to invert with
a single layer with constant velocity over halfspace. The velocity
contrast at the mantle interface (Layer 4 – halfspace) is limited to
±7.5 per cent. A continuous velocity-depth distribution, which is an
appropriate initial model for Inversion II, is obtained by averaging
all best fitting profiles in the mantle as described later.
An initial number of 100 models is generated and the 50 best
Voronoi cells in the model space (see Sambridge 1999) are chosen
to generate 100 new models in each iteration. We stop the inver-
sion after 250 iterations. A number of 5 inversion runs is carried
C© 2012 The Authors, GJI, 191, 1441–1456
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Figure 4. Representative examples of inverted models, Inversion I: Star in leftmost panel indicates location. Dark grey VS profiles are ensemble of best fitting
models. Light grey profile is corresponding averaged model. Rightmost panels: Symbols show measured phase velocities, grey lines dispersion curves of best
fitting models.
out, each with a different random seed which controls the initially
generated set of models. The model misfit (Chi-Squared statistic) is
computed as:









where N is the number of data samples, dsi are the observed,
spherical-corrected phase velocities for Rayleigh and Love waves,
pi are the phase velocities forward computed from the model, and
σ i is the data standard deviation. The latter one is the uncertainty
obtained from the phase velocity measurements on different NCFs
stacks or from the phase interpolation method at longer periods (see
above). For ambient noise, the standard deviation of velocity data
obtained from MAGNUS stations does not vary significantly over
the studied area (after data selection for tomography). We there-
fore compute the mean uncertainty at each period and assign the
corresponding value to each grid point, including those covered by
DANSEIS stations.
According to eq. (1), all models fitting the data within their un-
certainties should have a misfit value lower than one. Theoretically,
it is therefore advisable to use this value as misift threshold for
selecting the best-fitting models. However, due to some scatter of
data at longer periods (see Fig. 4), too few models are found below
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Figure 5. Minimum misfit in ensemble of best-fitting models at each grid location after Inversion I and final misfit after Inversion II. Misfit is computed in
two period bands separately (3–15 and 15–67 s). White dashed lines indicates resolution limit according to phase interpolation method. Outside contour, only
phase velocity measurements from ambient noise are used for inversion.
this threshold. We therefore start with a maximum misfit of 1.5 and
increase it incrementally by 0.1 if less than 1000models are found at
each location for all five inversion runs. A number of 1000 models
is an appropriate value to obtain a reliable statistic for model aver-
aging. The corresponding minimum misfit in the ensemble of best
fitting models at each location in Fig. 5 and an average maximum
misfit of χ 2 = 2.3 show that a majority of models explains the data
well.
Fig. 4 shows the results of the inversion at four different locations.
For the three first ones (Figs 4a–c), we observe a good fit between
the measured and predicted dispersion curves. For the last one, we
observe that the predicted velocities are too high for Rayleigh waves
and too low for Love waves. This Love-Rayleigh discrepancy shows
that no isotropic model satisfying simultaneously the dispersions of
both wave types could be found, and is usually considered as an
indication for the presence of radial anisotropy.
The example in Fig. 4(d) is typical for the region in the north-
west area (8–10 degree E, 61.5–63 degree N) in the first panel of
Fig. 5, where we observe regions of large misfits at short periods. In
order to reduce this misfit, we therefore perform a second inversion
that adjusts the models taking into account the presence of radial
anisotropy.
3.2 Inversion II
Inversion II is a linear inversion that adjusts the S-wave veloci-
ties found by Inversion I into the SV -wave velocity and the depth-
dependent anisotropy parameter ξ = (V SH/V SV)2. The depth of the
interfaces are kept fixed during inversion. A linear inversion is ad-
equate here and much more efficient than a new Neighborhood
Algorithm search as in Inversion I since we already have obtained
a good starting model, an element that favours the use of a linear
inversion.
The starting model is obtained by averaging the ensemble of best
fitting models from Inversion I. If the individual layer interfaces are
found at comparable depths for all models inverted at one particular
location (i.e. a single global misfit minimum for depth parameter),
the average model can be obtained by computing mean velocity and
interface depths of each sublayer. Results show that this approach
is appropriate for most crustal model ensembles. However, when
the inversion does not find a well-constrained interface, as it is the
case in the upper mantle between Layer 4 and the halfspace, it is
more useful to subsample all models every kilometre with depth and
compute a continuous, average velocity profile without keeping the
location of interface depths. Hence, the initial model for Inversion
II is a combination of both model averaging techniques. The first
approach is used for the crust and the Moho and the second for the
upper mantle (see Fig. 3).
It is well known that interface depths are not well resolved by
surface wave inversion. Since we will use fixed interface depths
in Inversion II, we need to ensure that they are not biased by ra-
dial anisotropy in Inversion I. This is of particular importance for
the Moho depth which we focus on in the model interpretation.
Therefore, we perform a second inversion run of Inversion I with-
out using Love waves at longer periods (>14 s) and compare the
invertedMoho depths of the averaged models. Results show that the
difference between Moho depths obtained by both inversion runs
clearly follows a normal distribution with zero mean. Hence, there
is no systematic bias of Moho depths for the majority of locations.
However, we find a few outliers corresponding mainly to a region of
clear Rayleigh-Love wave discrepancy at periods corresponding to
lower crustal depth sensitivity (7–8 degree E, 59.75–60.75 degree
N). For all locations having a difference in Moho depth of more
than 5 km, we therefore use as initial model for Inversion II the
averaged model of Inversion I without long-period Love wave data.
Without those outliers (i.e. only data with Moho difference≤5 km),
we obtain a standard deviation for the Moho difference of 1.4 km
which may partly indicate the depth resolution, but also includes the
effect of using less data in the second run of Inversion I. A better
estimate for the Moho depth uncertainty is given later.
We conduct Inversion II using the fundamental formula for a
simple linear case following Tarantola & Valette (1982):
m − m0 =
(
GT C−1dd G + C−1mm
)−1
GT C−1dd (d − d0), (2)
where m is the inverted model, m0 is the starting model from Inver-
sion I, d are the measured phase velocities and Cdd their covariance
matrix (based on data standard deviation previously used in Inver-
sion I). Both d0, the phase velocities in the initial model, and G, the
matrix of partial derivatives with respect to the model parameters,
were calculated using a program from Saito (1988). We only invert
for V SV and ξ . The other parameters, V P and densities, as well as
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the crustal interface depths are kept fixed as given by the starting
model. The model parameters we invert for are represented by a
continuous function sampled at different depth points within each
layer. The smoothness of the model variations with depth is con-
trolled by an a priori correlation function that partly couples the
variations of the parameter with depth through non-diagonal terms
in the model a priori covariance matrix Cmm. We use Gaussian cor-
relation functions and vary correlation length with depth (Maupin
2011). The a priori covariance between the model parameters at
two depth-points z1 and z2 is then expressed as:
Cmm(m(z1),m(z2)) = σ 2mexp(−(z1 − z2)2/(2L(zM )2)) (3)
where the correlation length L is a chosen function of zM , the mid-
point between z1 and z2, and σm is the a priori standard deviation
of the model parameters. We choose σm to be 0.1 km s−1 for V SV
and 0.02 for ξ , and L to increase linearly from 1 km at the sur-
face to 150 km at 200 km depth (see Fig. 3). Velocity variations
across boundaries are decoupled. Since we use a continuous ve-
locity structure for the upper mantle, we have one interface less
than in Inversion I (two within the crust and the Moho). Finally,
we evaluate the inverted depth distribution of VSV and ξ at each
location visually and increase the damping (i.e. decrease of σm to
0.05 km s−1) if necessary to avoid unrealistic oscillation of model
parameters.
Taking into account radial anisotropy reduces the misfit consid-
erably at short periods and also slightly at longer periods as shown
in Figs 5 and 6. The latter figure presents results of Inversion II
for the same locations as in Fig. 4. Results for location in Fig. 6(d)
show that the inverted model explains both Rayleigh and Love wave
velocities, whereas for the other locations anisotropy in the crust is
low and velocity is changed only slightly at upper mantle depths
(Figs 6a–c).
4 RESULTS
4.1 Three-dimensional shear wave structure
Figs 7(a)–(e) show the results of the inversion in terms of maps of
average SV wave velocities in different depth ranges. Note that no
lateral smoothing is done at this stage. Furthermore, we show the
velocity structure along two cross-sections in Figs 7(g)–(h) after
smoothing the results laterally by averaging in 1 × 0.5 degree cells
and resampling at a rate of 0.25 degrees. At shallow depths of
about 5 km, lateral velocity variations partially correlate well with
surface geology. The Oslo Graben is characterised by lower velocity
of about 3.45 km s−1, whereas higher velocities of about 3.6 km s−1
are found to the northeast and northwest, the latter one being related
to the Jotun nappes of the Caledonides. The uppermost crust of the
western part of southern Norway seems to be generally slower than
further East. Similar trends can be observed in the lower part of the
upper crust at depths of about 10 km. However, within the upper
part of the lower crust (about 20 km depth), the Oslo Graben and
the northwesternmost region close to the coast are characterised
by slightly higher velocities of up to 3.85 km s−1 compared to the
remaining areas with about 3.7 to 3.75 km s−1.
The interface between Layer 3 and the halfspace varies relatively
smoothly between depths of about 30 to 44 km. This gives theMoho
map shown in Fig. 7(f). There is a general trend of increasing crustal
thickness fromSouthwest toNortheast and a clearly shallowerMoho
in parts of the Oslo Graben. It seems from Fig. 7(d) that sub-Moho
velocities are partially correlatedwith variations in crustal thickness
in the South. We will discuss this possible trade-off in the next
section. In the upper mantle at depth of about 100 km (Fig. 7e),
we observe a clear trend towards higher velocities from about 4.45
km s−1 in the West to 4.65 km s−1 in the East.
4.2 Model resolution and trade-offs
The posteriori standard deviation of V SV is shown in Fig. 8(a)
averaged over two depth ranges. Note that the uncertainty is lower
at those locations where we had to use a stronger damping in order
to avoid oscillation of model parameters (see rightmost panel in
Fig. 8a). The model uncertainty is not larger than about 0.03 km s−1
in the crust and 0.05 km s−1 in the upper mantle. Hence, the general
trends described above seem to be significant patterns, however the
spread in velocity at adjoining locations on a smaller scale is partly
below the model resolution. From Inversion I we obtain standard
errors for Moho depths by averaging the ensemble of best fitting
models at each location as described above. An average value of
about 500 m is obtained. The general trend in crustal thickness
described above is therefore a reliable observation.
We also invert data computed from a synthetic velocity model
to test the effect of model parametrization and averaging in
our two-step inversion approach (Fig. 8b). Phase velocities are
computed at each grid location using Saito (1988) from a model
that includes shallow velocity inhomogeneities, different Moho
depths, and two domains of a fast and slower upper mantle in
accordance with results from real data. Note that this test does
not focus on lateral resolution since no tomographical inversion
is included. Therefore, it is not surprising that shapes of velocity
anomalies are well recovered in Fig. 8(b). However, also amplitudes
of anomalies are well resolved in most parts of the crust. The
amplitudes of high velocity anomalies at very shallow depths are
only slightly overestimated by about 0.05 km s−1. In the upper
mantle the relative variation of velocities is well resolved; however,
absolute velocities are a bit underestimated by a value close to the
upper bound of the model uncertainty of 0.05 km s−1.
When inverting observations of surface wave velocities alone
without using independent constraints for the interface depths,
trade-offs in the model space are unavoidable. This may be the
case for example in the crustal velocity structure. In particular in
the northeastern part, high velocities in the upper crust seem to
coincide with a slower lower crust (Fig. 7a and c). This trade-off
might be related to the depth location of the interface between Layer
1 and 2 and may also explain why shallow high-velocity anoma-
lies are overestimated in the synthetic test. Furthermore, structures
with low mantle velocity below a shallow Moho have surface
wave dispersion curves that are similar to structures with higher
mantle velocities below deeper Moho. The lateral variation that we
observe in our study area partly follows this trend in the South, for
example from the Oslo Graben to the Caledonian nappes (Fig. 7d,
f, g and h). In order to assess the impact of trade-offs between in-
terface depths and velocities, we perform two additional inversion
runs fixing the depth of one interface. The difference between these
models and the previous one will give us an idea about possible
biases related to depth trade-offs.
Figs 9(a)–(c) presents the results of the inversion when bottom
of Layer 1 is fixed at 7.5 km depth at all locations. No significant
changes are obtained (compare with Figs 7a–c). The general trend
in variation of crustal thickness (Fig. 7f) and the averaged Moho
depth of about 39 km are consistent with observations made by
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Figure 6. Representative examples of inverted models, Inversion II: Star in leftmost panel indicates location. Light grey profile is initial model obtained from
Inversion I. Black profile for VS (VSV) and radial anisotropy shows final model. Thin black lines indicate posteriormodel standard deviation. Rightmost panels:
Symbols show measured phase velocities, grey line dispersion curve of initial model, and black line fit of final model.
previous studies (Stratford et al. 2009; Frassetto, in preparation).
By inverting with a flat Moho fixed at 39 km (Figs 9d,e and f), the
low velocities below the Oslo Graben is a most coherent anomaly
that is robust to this numerical experiment. It is also interesting to
note that fixing the interfaces to the same depth at all locations has
no effect on the upper mantle velocities at depths larger than about
100 km (Fig. 9e), consistent with previous observations by Weidle
& Maupin (2008). It is therefore unlikely that variation in velocity
structure and interface depths are the sole result of trade-offs, in
particular between crustal thickness and shallow mantle structure.
4.3 Radial anisotropy
The inverted ξ value is transformed to relative difference between
SV and SH wave velocities and plotted in Fig. 10 over different
depth ranges. We obtain clear positive anisotropy (VSH > V SV) of 2
to 3 per cent within the upper and middle crust in a well-confined
area in the northwest. There is also weaker radial anisotropy in
the West and in the area of the Oslo Graben, but not larger than
1.5 per cent. The lower crust seems to be rather isotropic since val-
ues scatter around zero within the range of the model uncertainty
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Figure 7. Final inverted VSV model. (a)–(f) Velocities averaged in different depth ranges are shown. If Moho is deeper than 40 km, Moho itself is used in (d)
as upper limit. White dashed lines in (a)–(c) are 23 km contours for noise tomography resolution as in Fig. 2 for periods 4 s (a), 9 s (b), and 15 s (c). At larger
depths, only locations with reliable phase velocity measurements at longer periods are shown (relative sampling for phase interpolation method >3). Solid
lines in (a) is outline of geological units (see Fig. 1). Contours and labels in (f) present Moho depth in km after Stratford et al. (2009). Location of profiles in
(g) and (h) are shown in (e). Topography (elevation) along profiles is shown. ‘C’ stands for Caledonides and ‘O’ for location of Oslo Graben.
of about 1 per cent (see example profiles in Fig. 6), except for a
small region in the southwest with a maximum of about 4 per cent.
Negative anisotropy in the central part (about −1 per cent) could
be a compensation effect of the inversion due to stronger positive
anisotropy below the Moho of about 3 per cent. On average the up-
per mantle shows radial anisotropy of about 2 per cent. Considering
the model uncertainty in the upper mantle and the possible trade-off
with the lower crust, lateral variations are not very significant. How-
ever, overall a weak positive anisotropy in the upper mantle seems
to be required to explain Rayleigh and Love waves as indicated by
reduced misfit at periods larger than 30 s (Figs 4 and 6), a general
observation made also by e.g. Weidle & Maupin (2008).
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Figure 8. Resolution and uncertainty of inverted model. (a) Standard deviation of VSV is averaged in two depth ranges. Standard deviation of Moho depth is
obtained from averaging the ensemble of best fitting models after Inversion I. Rightmost panel shows a priori standard deviation (σm, damping). Damping is
manually increased at some locations by setting σm to 0.05. (b) Inversion of synthetic data generated from a model which includes lateral velocity variation.
‘Syn’ refers to synthetic model and ‘inverted’ indicates results of inversion.
5 D ISCUSS ION
Geologically, southern Norway belongs to the Southwest Scandina-
vian domain, the youngest part of the Fennoscandian shield, consist-
ing mainly of plutonic and metamorphic basement rocks (Stratford
& Thybo 2011, and references therein). It was partly reworked dur-
ing the Caledonian orogeny (440–410Ma), the latestmajor orogenic
event in the region. The major remnants of the Caledonian orogeny
are the nappes overlaying the Fennoscandian basement rocks in
the central (e.g. Jotun Nappes) and northeastern part of southern
Norway (e.g. Hedmark group) and the highly-metamorphic West-
ern Gneiss Region to the Northwest (Fig. 1). The Oslo Graben is a
younger tectonic structure which was formed during Permian rifting
(300–240 Ma).
5.1 Crustal structures
On average, the depth distribution of crustal shear wave velocities
inverted in this study follows those obtained by active source seismic
refraction experiments on three lines in southern Norway (Stratford
& Thybo 2011). Furthermore, though surface wave inversion is less
sensitive to V P and densities, Inversion I finds realistic values in
accordance with previous studies, i.e. P-wave velocities of about
5.7 km s−1 in the uppermost crust, 6.6 km s−1 in the lower crust,
and 8.2 km s−1 in the uppermost mantle on average. We obtain
crustal densities of about 2.8 g ccm−1 on average.
As expected for a region like southern Norway lacking extended,
young sedimentary basins onshore, lateral velocity variations in the
upper crust at about 5 km depth are rather small (Fig. 7a). We find
realistic values for basement rock velocities of about 3.5 km s−1.
High density, mafic rocks have been reported at the surface in the
Jotun nappes and rather low densities (sedimentary and volcanic
rocks) inside the Oslo Graben (Olesen et al. 2010). Both obser-
vations fit well with the shear wave velocity anomalies found in
our study at shallow depths. In particular, the lowest shear wave
velocities are found inside the Oslo Graben as well as a bit out-
side to the west of the northernmost part of the rift, what can both
be explained by the presence of sedimentary, low-density rocks
(see fig. 7a in Olesen et al. 2010). Furthermore, the velocity con-
trast at shallow depths between the northern part of the Caledonian
nappes and theWestern Gneiss Region, the lower velocities between
the Jotun Nappes to the North and basement rocks to the South, as
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Figure 9. Same as Fig. 7, but using a fixed interface depth between Layer 1 and 2 of 7.5 km (a)–(c) and a fixed Moho depth of 39 km (d)–(f).
Figure 10. Difference between VSH and VSV (radial anisotropy) in percent with respect to mean of both velocities, averaged in different depth ranges. White
dashed contour lines are resolution limits: 23 km resolution of noise tomography at 9 s for upper crust and S > 3 (earthquake data) for lower crust and mantle.
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well as (in parts) the low velocities along the West coast follow the
variation in average surface rock density as reported by Olesen et al.
(2010). Similar trends of shear wave velocity variations have been
found in the Caledonian nappes, inside the Oslo Graben, and to the
West of southern Norway by Stratford & Thybo (2011) along the
three seismic refraction profiles.
We also find anomalies which cannot be directly related to chang-
ing rock densities at the surface and which have not been sampled
by the refraction experiment. In contrast to the comparably low den-
sities of the sedimentary rocks of the Hedmark group to the East
(11–13 degree E, 61-63 degree N), we find rather high shear wave
velocities in the corresponding area (see Fig. 7a). This apparent con-
tradiction between surface geology and observed velocities could be
related to the presence of rather high-density rocks (Caledonides,
basement rocks) below the sedimentary rocks, maybe including
mafic intrusives (Nystuen 1987) and basic rocks which could be
related to gravity anomalies further North (Pascal et al. 2007). In
fact, the profile in Fig. 7(g) shows a low-velocity layer between
12 and 13 degree E which is rather thin compared to areas to the
West, leading to higher averaged velocities in the depth range used
in Fig. 7(a).
At about 20 km depth, higher velocities of about 3.85 km s−1
inside the Oslo Graben (Fig. 7c) can be explained by intrusions
due to the Permian volcanism and have also been reported by Strat-
ford & Thybo (2011). Furthermore, evidences have been found for
thickening of a fast (high V P) lower crustal body in the East of the
study area (Pascal et al. 2007; Stratford & Thybo 2011; Ebbing
et al. 2012). The transition was found to be rather localized along a
line following the Oslo Graben from South to the North, and then
bending to Northwest. We do not find clear indications for this ob-
servation in our results which is probably due to the fact that surface
waves are not sensitive enough to resolve interface depths or thin
layers as discussed above. Nevertheless, Fig. 7(c) shows that the
zone of higher velocities in the Oslo Graben at about 10.5 degree
E and between 59 and 61 degree N seems to continue in the lower
crust at about 20 km depth towards Northwest (8 degree E, 62 de-
gree N), which correlates well with the suggested location of the
transition from a thin to a thick fast lower crustal body.
Inversion of syntheticmodels also showed that a fast lower crustal
body may result in an underestimation of the Moho depth (not
shown in Fig. 8). However, as shown in Fig. 7(f), Moho variations
are consistent with results from active source seismic refraction
profiles in southern Norway (Stratford et al. 2009). In particular, we
find the same offset between highest surface topography and deepest
Moho along the profiles from West to East (Fig. 7h), a thinning of
the crust underneath the Oslo rift (Fig. 7h), and a general trend of
crustal thickening towards North-East (Fig. 7f). Our results however
suggest that the crustal thinning in the Oslo Graben is slightly
shifted to the West compared to Stratford et al. (2009). Towards
East across the Swedish border, receiver functions revealed lack of
strong impedance contrasts what indicates a weak or gradient-like
Moho (Frassetto, in preparation). Therefore, crustal thickness in the
East may not be well constrained which could also have an effect
on our results since our parameterization favours a strong contrast
between crust and mantle.
We find two regions of pronounced, positive crustal radial
anisotropy (Fig. 10). Along the eastern part of the anisotropic area
in the Northwest in the upper and middle crust (<20 km depth),
anomalous high velocities have been found at shallow depths by dif-
ferent active seismic source experiments (Stratford & Thybo 2011).
The depth structure was however not well constrained. The pres-
ence of high-density rocks related to the Caledonian nappes was
suggested to explain the observation of high velocities. Outcrops
of olivine-rich dunites are found to the west of the anisotropic area
(Neeb 2006). If present further east deeper in the crust, and if de-
formed for example during the Caledonian orogeny, dunites could
cause both anisotropy and high velocities.
Middle to lower-crustal radial anisotropy in the Western United
States has been found recently using ambient noise in areas which
have undergone significant extension and which could therefore
show preferred orientation of anisotropic minerals (Moschetti et al.
2010b,a). Similar observations have been made in Tibet based on
earthquake generated surface wave data (Shapiro et al. 2004) and
ambient noise (Guo et al. 2012). The northwesternmost part of
the Western Gneiss region in southern Norway has undergone ex-
tensional, post-caledonian faulting along the Møre-Trøndelag fault
complex (Gabrielsen et al. 1999), which could have resulted in
frozen-in anisotropy. Macroscopic anisotropy also results from het-
erogeneities but very strong contrasts of ±50 per cent are required
to produce moderate anisotropy (Capdeville et al. 2010) and it is
very unlikely that such contrasts are present in the crust in southern
Norway.
5.2 Uppermost mantle structures
Figs 7(e), (g) and (h) reveal lateral variation in uppermost mantle
shear wave velocities. Sub-Moho variations are a bit stronger (4.3
to 4.8 km s−1) compared to results from seismic refraction (4.65 to
4.7 km s−1, Stratford & Thybo 2011), particularly considering the
low velocity anomaly in the Oslo Graben area.
The velocity contrast between the western and eastern part of
the northern cross-sections (Profile 1) at depths of about 100 km,
which is a robust result using different Moho depths (Fig. 9e),
shows a clear transition between two different upper mantle do-
mains. An averaged model of southern Norway inverted from long-
period Rayleigh waves (Maupin 2011) has shown that the upper
mantle between 100 and 200 km depth has a character of a young
continental platform with shear wave velocities of about 4.4 km s−1
in agreement with observation in Denmark to the South, rather than
being a shield-like upper mantle with velocities between 4.6 and
4.8 km s−1 as observed in southern Sweden (Cotte et al. 2002) or
other cratonic areas. With our model we are able to confirm those
(1-D) results and to locate the transition between the shield mantle
to the East and the slower upper mantle to the West. The location
of the rather sharp transition in upper mantle structure was also
recently revealed by P- and S-wave tomography (Medhus et al.
2012; Wawerzinek et al. 2012). The anomalously slow mantle un-
derneath southern Norway was found to persist down to at least
400 km, though amplitudes and extent differ between the different
studies.
By integrating results for P- and S-wave velocities from Medhus
et al. (2012) and Maupin (2011) as well as gravity data into a self-
consistent modelling approach which takes into account thermal
and compositional effects, Gradmann et al. (in preparation) showed
that a major change in lithospheric thickness, and thus temperature,
from 100 to 200 km is required to explain the observed velocity
contrast between southern Norway and Sweden. This step in the
lithosphere is thought to be a result of old tectonic events (at least
Proterozoic). Pascal & Olesen (2009) pointed out that dynamic
topography due to a warm upper mantle alone is not able to explain
the recent elevation of the Scandes. A relation between the revealed
mantle anomaly and the uplift processes most likely exists, but has
to be investigated and discussed in more detail in ongoing studies.
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6 CONCLUS IONS
We presented a 3-D shear wave model for southern Norway inverted
from Rayleigh and Love wave phase velocity observations. The use
of ambient seismic noise as well as earthquake records allowed for a
depth resolution suitable for imaging shallow crustal to uppermost
mantle structures. We have inverted phase velocity maps for local
velocity depth profiles using a direct search and subsequently a lin-
ear inversion technique. Results have been found to be consistent
with recent seismic and gravity studies in most parts. Crustal veloc-
ity variations are rather small and follow mainly surface geology,
i.e. rock densities. Findings for crustal thickness confirm lateral
Moho depth variations in the area found by controlled source seis-
mic refraction and receiver functions. Furthermore, we found clear
indications for local crustal radial anisotropy, which explains ob-
served Rayleigh-Love wave discrepancy. Our 3-D shear wavemodel
confirms the presence of two uppermantle domains.Wewere able to
localize the transition from a slow to fast uppermost mantle between
southern Norway and western Sweden.
Our model will benefit from integration of other seismic data sets
to compensate the limited resolution of surface wave inversion to
constrain interface depths and thin layers. An ongoing study will
include receiver functions for a joint inversion with phase velocity
observations to further improve the shear wave velocity depthmodel
of southern Norway.
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SUPPORTING INFORMATION
Additional Supporting Information may be found in the online ver-
sion of this article:
Figure S1. Rayleigh wave phase velocity dispersion curves for
four station pairs obtained by time frequency analysis. Locations
of receivers and corresponding noise cross-correlation functions
(20-month stacks, scale is in seconds) are shown. Thick black
line indicates dispersion curve averaged over all 3-month stacks.
Thin lines show standard deviation. Colored lines represent disper-
sion curve obtained from cross-correlation stacks over entire record
(red), over summer months (green, June to August), and over winter
months (blue, November to January), respectively.
Figure S2. Same as Fig. S1 for Love waves.
Figure S3.Rayleigh and Love wave phase velocity maps at selected
periods obtained by phase interpolation of earthquake observations
using MAGNUS data only. White dashed lines indicate resolution
limits: relative sampling contour of three (number of velocity esti-
mates by number of nodes).
Please note: Wiley-Blackwell are not responsible for the content or
functionality of any supporting materials supplied by the authors.
Any queries (other than missing material) should be directed to the
corresponding author for the article.
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