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PIERI RULES FOR THE JACK POLYNOMIALS IN SUPERSPACE AND THE
6-VERTEX MODEL
JESSICA GATICA, MILES JONES, AND LUC LAPOINTE
Abstract. We present Pieri rules for the Jack polynomials in superspace. The coefficients in
the Pieri rules are, except for an extra determinant, products of quotients of linear factors in α
(expressed, as in the usual Jack polynomial case, in terms of certain hook-lengths in a Ferrers’
diagram). We show that, surprisingly, the extra determinant is related to the partition function
of the 6-vertex model. We give, as a conjecture, the Pieri rules for the Macdonald polynomials in
superspace.
1. Introduction
The Jack polynomials in superspace, P
(α)
Λ , have been introduced in connection with the super-
symmetric version of the Calogero-Sutherland model [12]. They are indexed by superpartitions (see
Section 2 for the relevant definitions) and depend on the anticommuting variables θ1, θ2, . . . as well
as the usual variables z1, z2, . . . . Most of the fundamental properties of the Jack polynomials in
superspace have already been established [9, 10]. These properties, such as the norm, specialization
or duality, generalize beautifully those of the usual Jack polynomials in superspace. A notable ex-
ception up until now was that of the Pieri rules, for which there was not even a conjectured formula.1
To be more precise, let the Pieri coefficients for the Jack polynomials in superspace be defined by
(we refer to Section 2 for the relevant definitions)
en P
(α)
Λ =
∑
Ω
vΛΩ(α)P
(α)
Ω and e˜n P
(α)
Λ =
∑
Ω
v˜ΛΩ(α)P
(α)
Ω (1.1)
The Pieri coefficients vΛΩ(α) and v˜ΛΩ(α) happen to be much more complicated than in the usual
Jack polynomials case due to the presence in some cases of a non-linear factor. For instance, given
the superpartitions
Λ =
©
©
©
and Ω =
©
©
©
(1.2)
the coefficient of P
(α)
Ω in the product e3P
(α)
Λ is given by
1
1152
α4(2α+ 3)(3α+ 4)(416α6 + 2000α5 + 3484α4 + 2608α3 + 559α2 − 256α− 108)
(4α+ 3)(5α+ 4)(7α+ 6)(2α+ 1)(α+ 1)10
(1.3)
Understanding the non-linear factor thus appears at first glance to be a daunting task.
It was first determined in [10] that vΛΩ(α) (resp. v˜ΛΩ(α)) is not equal to zero only if Ω/Λ is a
vertical n-strip (resp. vertical n˜-strip). The main goal of this paper is to obtain genuine Pieri rules for
the Jack polynomials in superspace, that is, to provide explicit formulas for the coefficients, vΛΩ(α)
and v˜ΛΩ(α) (see Theorem 1). Remarkably, the non-linear factor described previously turns out to
be a determinant related to the partition function of the 6-vertex model in statistical mechanics
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1We should mention that special cases were considered in [7].
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while the remaining linear factors can be expressed, as in the usual Jack polynomial case, in terms
of certain hook-lengths in a Ferrers’ diagram.
The proof of the Pieri rules will be done by induction using the relations {e˜n−1, q
⊥} = n en
and e˜0en − [Q, en] = e˜n, where q⊥ and Q are operators that belong the negative-half of the super
Virasoro algebra. The inductive process is possible because the explicit action of e˜0, q
⊥ and Q on
Jack polynomials in superspace was obtained in [11]. Dual Pieri rules involving α-deformations of the
homogeneous symmetric functions in superspace then follow immediately from a duality property
of the Jack polynomials in superspace (see Theorem 11).
The Pieri rules for the Jack polynomials in superspace appear to have a natural extension to
the Macdonald polynomials in superspace (see Conjecture 10). The connection with the partition
function of the 6-vertex model is even more natural in the Macdonald case since the non-linear factor
becomes the Izergin-Korepin determinant after a simple change of variables (to obtain the Jack case,
we have to then do the limit q = tα, t→ 1). We should mention that in the non-supersymmetric case
a different connection between Macdonald polynomials and the partition function of the 6-vertex
model was observed in [21] when studying a bisymmetric function introduced in [16] and appearing
in the action of the Macdonald operators acting on the Cauchy kernel. We are hopeful that this
new connection will provide further insight into the combinatorics of alternating sign matrices.
Here is the outline of the article. After giving in Section 2 the necessary background on symmetric
function theory in superspace, we present the Pieri rules for the Jack polynomials in superspace in
Section 3, as well as the main idea of the proof. The technical details of the proof are then provided
in Section 4 which forms the bulk of the article. The conjectured Pieri rules for the Macdonald
polynomials in superspace are given in Section 5 while the connection with the Izergin-Korepin
determinant related to the partition functions of the 6-vertex model is made in Section 6. Finally,
we give explicitly the dual Pieri rules involving α-deformations of the homogeneous symmetric
functions in superspace in Appendix A.
2. Definitions
A polynomial in superspace, or equivalently, a superpolynomial, is a polynomial in the usual N
variables z1, . . . , zN and the N anticommuting variables θ1, . . . , θN over a certain field, which will
be taken in the remainder of this article to be Q. A superpolynomial P (z, θ), with z = (z1, . . . , zN )
and θ = (θ1, . . . , θN ), is said to be symmetric if the following is satisfied:
P (z1, . . . , zN , θ1, . . . , θN) = P (zσ(1), . . . , zσ(N), θσ(1), . . . , θσ(N)) ∀σ ∈ SN (2.1)
where SN is the symmetric group on {1, . . . , N}. The ring of superpolynomials in N variables has
a natural grading with respect to the fermionic degree m (the total degree in the anticommuting
variables). We will denote by ΛmN the ring of symmetric superpolynomials in N variables and
fermionic degree m over the field Q.
2.1. Superpartitions. We first recall some definitions related to partitions [19]. A partition λ =
(λ1, λ2, . . . ) of degree |λ| is a vector of non-negative integers such that λi ≥ λi+1 for i = 1, 2, . . . and
such that
∑
i λi = |λ|. Each partition λ has an associated Ferrers diagram with λi lattice squares
in the ith row, from the top to bottom. Any lattice square in the Ferrers diagram is called a cell
(or simply a square), where the cell (i, j) is in the ith row and jth column of the diagram. The
conjugate λ′ of a partition λ is represented by the diagram obtained by reflecting λ about the main
diagonal. We say that the diagram µ is contained in λ, denoted µ ⊆ λ, if µi ≤ λi for all i. Finally,
λ/µ is a horizontal (resp. vertical) n-strip if µ ⊆ λ, |λ| − |µ| = n, and the skew diagram λ/µ does
not have two cells in the same column (resp. row).
Symmetric superpolynomials are naturally indexed by superpartitions. A superpartition Λ of
degree (n|m), or Λ ⊢ (n|m) for short, is a pair (Λ⊛,Λ∗) of partitions Λ⊛ and Λ∗ such that:
2
1. Λ∗ ⊆ Λ⊛;
2. the degree of Λ∗ is n;
3. the skew diagram Λ⊛/Λ∗ is both a horizontal and a vertical m-strip2
We refer to m and n respectively as the fermionic degree and total degree of Λ. Obviously, if
Λ⊛ = Λ∗ = λ, then Λ = (λ, λ) can be interpreted as the partition λ.
We will also need another characterization of a superpartition. A superpartition Λ is a pair of
partitions (Λa; Λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,ΛN ), where Λ
a is a partition with m distinct parts
(one of them possibly equal to zero), and Λs is an ordinary partition (with possibly a string of zeros
at the end). The correspondence between (Λ⊛,Λ∗) and (Λa; Λs) is given explicitly as follows: given
(Λ⊛,Λ∗), the parts of Λa correspond to the parts of Λ∗ such that Λ⊛i 6= Λ
∗
i , while the parts of Λ
s
correspond to the parts of Λ∗ such that Λ⊛i = Λ
∗
i .
The conjugate of a superpartition Λ = (Λ⊛,Λ∗) is Λ′ = ((Λ⊛)′, (Λ∗)′). A diagrammatic repre-
sentation of Λ is given by the Ferrers diagram of Λ∗ with circles added in the cells corresponding to
Λ⊛/Λ∗. For instance, if Λ = (Λa; Λs) = (3, 1, 0; 2, 1), we have Λ⊛ = (4, 2, 2, 1, 1) and Λ∗ = (3, 2, 1, 1),
so that
Λ⊛ : Λ∗ : =⇒ Λ :
❣
❣
❣
Λ′ :
❣
❣
❣
, (2.2)
where the last diagram illustrates the conjugation operation that corresponds, as usual, to replacing
rows by columns.
We say that Ω/Λ is a horizontal (resp. vertical) n-strip if Ω∗/Λ∗ and Ω⊛/Λ⊛ are both horizontal
(resp. vertical) n-strips. Similarly, we say that Ω/Λ is a horizontal (resp. vertical) n˜-strip if Ω∗/Λ∗
and Ω⊛/Λ⊛ are respectively a horizontal (resp. vertical) n-strip and a horizontal (resp. vertical)
(n+ 1)-strip. For example, using
Λ = ❣
❣
and Ω =
❣
❣
❣
(2.3)
we have that Ω/Λ is a vertical 3˜-strip since
Ω∗/Λ∗ = and Ω⊛/Λ⊛ = (2.4)
form a vertical 3-strip and a vertical 4-strip respectively.
From the dominance ordering on partitions
µ ≤ λ iff |µ| = |λ| and µ1 + · · ·+ µi ≤ λ1 + · · ·+ λi ∀i . (2.5)
we define the dominance ordering on superpartitions as
Ω ≤ Λ iff deg(Λ) = deg(Ω), Ω∗ ≤ Λ∗ and Ω⊛ ≤ Λ⊛ (2.6)
where we stress that the order on partitions is the dominance ordering.
2Such diagrams are sometimes called m-rook strips.
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2.2. Simple bases. Four simple bases of the space of symmetric polynomials in superspace will be
particularly relevant to our work [8]:
(1) the generalization of the monomial symmetric functions, mΛ, defined by
mΛ =
∑
σ∈SN
′
θσ(1) · · · θσ(m)z
Λ1
σ(1) · · · z
ΛN
σ(N), (2.7)
where the sum is over the permutations of {1, . . . , N} that produce distinct terms, and
where the entries of (Λ1, . . . ,ΛN) are those of Λ = (Λ
a; Λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,ΛN);
(2) the generalization of the power-sum symmetric functions pΛ = p˜Λ1 · · · p˜ΛmpΛm+1 · · · pΛℓ
with p˜k =
N∑
i=1
θiz
k
i and pr =
N∑
i=1
zri , for k ≥ 0, r ≥ 1 (2.8)
where ℓ is the length of the partition Λ⊛;
(3) the generalization of the elementary symmetric functions eΛ = e˜Λ1 · · · e˜ΛmeΛm+1 · · · eΛℓ ,
where e˜k = m(0;1k) and er = m(∅;1r), for k ≥ 0, r ≥ 1; (2.9)
(4) the generalization of the homogeneous symmetric functions hΛ = h˜Λ1 · · · h˜ΛmhΛm+1 · · ·hΛℓ ,
where h˜k =
∑
Λ⊢(n|1)
(Λ1 + 1)mΛ and hr =
∑
Λ⊢(n|0)
mΛ, for k ≥ 0, r ≥ 1 (2.10)
Observe that when Λ = (∅;λ), we have that mΛ = mλ, pΛ = pλ, eΛ = eλ and hΛ = hλ are
respectively the usual monomial, power-sum, elementary and homogeneous symmetric functions.
Also note that if we define the operator d = θ1∂/∂z1 + · · ·+ θN∂/∂zN , we have
(k + 1) p˜k = d(pk+1) , e˜k = d(ek+1) and h˜k = d(hk+1) (2.11)
that is, the new generators in the superspace versions of the bases can be obtained from acting with
d on the generators of the usual symmetric function versions.
2.3. Jack and Macdonald polynomials in superspace. The Jack polynomials in superspace
{P
(α)
Λ }Λ can be defined as the unique basis of the space of symmetric functions in superspace such
that
P
(α)
Λ = mΛ + smaller terms
〈〈P
(α)
Λ , P
(α)
Ω 〉〉α = 0 if Λ 6= Ω (2.12)
where the scalar product 〈〈·, ·〉〉α is defined on power-sum symmetric functions as
〈〈pΛ, pΩ〉〉α = δΛΩ α
ℓ(Λs)zΛs zλ =
∏
i≥1
ini(λ)ni(λ)! (2.13)
with m the fermionic degree of Λ and ni(λ) the number of parts equal to i in the partition λ.
The Macdonald polynomials in superspace {P
(q,t)
Λ }Λ can be defined similarly by replacing the
scalar product 〈〈·, ·〉〉α in (2.12) by the scalar product 〈〈·, ·〉〉q,t such that
〈〈pΛ, pΩ〉〉q,t = δΛΩ q
|Λa| zΛs
ℓ(Λs)∏
i=1
1− qΛ
s
i
1− tΛ
s
i
(2.14)
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3. Pieri rules
Before describing the Pieri coefficients vΛΩ(α) and v˜ΛΩ(α) defined in (1.1), we first need to
establish some notation. When describing the vertical strips Ω/Λ, we will denote
• the squares of Λ (the preexisting squares) by
• the squares of Ω/Λ that do not lie in a circle of Λ (the new squares) by
• the squares of Ω/Λ that lie over a circle of Λ (the bumping squares) by #
• the circles of Λ that are still circles in Ω (the preexisting circles) by ✐
• the circles of Ω that were not circles in Λ (the new circles) by ①
For instance, the cells of the vertical strip Ω/Λ given in (2.4) are described by
# ②
❥
②
(3.1)
As is the case for the Pieri rules for the Jack polynomials, the contribution to the coefficients
vΛΩ(α) and v˜ΛΩ(α) will come from the hook-lengths of the cells above the non-preexisting cells (the
new squares, the bumping squares and the new circles). Apart from a sign, the contributions will be
of two types: a factorized part ψ′Ω/Λ consisting of products of quotients of linear factors in α (just
as in the usual case3) and a determinant DetΩ/Λ of a matrix built from the hook-lengths between
certain special cells.
We first describe the factorized part ψ′Ω/Λ. We denote by colΩ/Λ the cells of Λ
⊛ that belong to a
column of Ω containing a non-preexisting cell. We have that
ψ′Ω/Λ =
∏
s∈colΩ/Λ
cΩ/Λ(s) (3.2)
where the contribution cΩ/Λ(s) of a cell s (whose column will contain for illustrative purposes the
three possible types of non-preexisting cells) is equal to A, B, C, or 1 according to how its row ends:
C . . . ✐
...
#
①
C . . .
...
#
①
A . . . ①
...
#
①
1 . . .
...
#
①
B . . . #
...
#
①
1 . . . # ①
...
#
①
(3.3)
where
A = hAΩ/Λ(s) =
h
(α)
Λ (s)
h
(α)
Ω (s)
, B = hBΩ/Λ(s) =
hΩ(α)(s)
hΛ(α)(s)
and C = hCΩ/Λ(s) =
h
(α)
Λ (s)h
Ω
(α)(s)
h
(α)
Ω (s)h
Λ
(α)(s)
(3.4)
with
h
(α)
Λ (s) = ℓΛ⊛(s) + α(aΛ∗(s) + 1) and h
Λ
(α)(s) = ℓΛ∗(s) + 1 + αaΛ⊛(s) (3.5)
3Note that we use the notation of [19] to describe the factorized part ψ′
Ω/Λ
.
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For instance, the contributions of the cells in the following vertical 2-strip are
1 1 1
A A ②
B #
C
C ❥
②
(3.6)
Note that C = AB. We observe that a new circle removes the contribution B in the product
AB while a bumping square removes the contribution A. Since a new square can be thought as a
combination of a new circle and a bumping square, it removes both contributions A and B from the
product AB (leaving 1 as a contribution). Note also that, with this rule, a bumping square lying
above a new square or a new circle would contribute a factor B to the coefficient vΛΩ or v˜ΛΩ if it
does not have a new circle to its right (note that hΛ(α) of an empty cell is defined to be equal to 1).
We now describe the determinant DetΩ/Λ. We first do the case vΛΩ. Label the bumping squares
and new squares from top to bottom by x1, . . . , xn. Similarly, label the new circles and new squares
from top to bottom by y1, . . . , yn. Observe that it is natural for a new square, being in some sense a
combination of a new circle and a bumping square, to get an x and a y label. If xi (resp. yi) labels
a bumping square or a new square (resp. a new circle or a new square) in position (a, b), we then
let xi (resp. yi) take the value
4
xi = αb − a (resp. yi = αb − a) (3.7)
For example, the labels of the following vertical strip are given by
②y1
x1 y2
# ②x2 y3
# x3
(3.8)
with for instance x1 = y2 = 6α− 2, x2 = 3α− 3 and y3 = 4α− 3.
Finally, let
[xi; yj]α :=


α
(xi − yj + α)(xi − yj)
if there is no y label in the row of xi
1 if xi and yj are in the same row
0 if there is a label yℓ 6= yj in the row of xi
(3.9)
We then have that
DetΩ/Λ =
∣∣∣∣∣∣∣∣∣
[x1; y1]α [x1; y2]α · · · [x1; yn]α
[x2; y1]α [x2; y2]α · · · [x2; yn]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn]α
∣∣∣∣∣∣∣∣∣
(3.10)
If we consider the vertical strip in (3.8), we have for instance
DetΩ/Λ =
∣∣∣∣∣∣
[x1; y1]α [x1; y2]α [x1; y3]α
[x2; y1]α [x2; y2]α [x2; y3]α
[x3; y1]α [x3; y2]α [x3; y3]α
∣∣∣∣∣∣ =
∣∣∣∣∣∣
0 1 0
0 0 1
α
(5α+4)(6α+4)
α
(4α+3)(5α+3)
α
(2α+2)(3α+2)
∣∣∣∣∣∣
(3.11)
We will show in Section 6 that the extension of DetΩ/Λ to the Macdonald case (which gives back the
Jack case in the q = tα, t→ 1 limit) happens to be a determinant related to the partition function
of the 6-vertex model in statistical mechanics.
4Note that for simplicity we will not distinguish between the label xi and the value xi = αb− a.
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The case v˜ΛΩ is quite similar. Label the bumping squares and new squares from top to bottom by
x1, . . . , xn. Label also the new circles and new squares from top to bottom by y1, . . . , yn+1 (the extra
circle comes from the fact that e˜n increases the fermionic degree). Using the notation introduced in
(3.7) and (3.9), we have this time
DetΩ/Λ =
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
[x1; y1]α [x1; y2]α · · · [x1; yn+1]α
[x2; y1]α [x2; y2]α · · · [x2; yn+1]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn+1]α
∣∣∣∣∣∣∣∣∣∣∣
(3.12)
We can now state our main theorem.
Theorem 1. The Pieri rules for the Jack polynomials in superspace are given by
en P
(α)
Λ =
∑
Ω
vΛΩ(α)P
(α)
Ω and e˜n P
(α)
Λ =
∑
Ω
v˜ΛΩ(α)P
(α)
Ω (3.13)
where the sum is over all Ω’s such that Ω/Λ is a vertical n-strip and a vertical n˜-strip respectively.
Moreover,
vΛΩ(α) = (−1)
#(Ω/Λ)ψ′Ω/ΛDetΩ/Λ and v˜ΛΩ(α) = (−1)
#(Ω/Λ)ψ′Ω/ΛDetΩ/Λ (3.14)
where the quantity #(Ω/Λ) stands for the sum of the number of preexisting circles and new squares
that lie above each new circle and each bumping square (in other words, it is the length of the shortest
permutation necessary to move every new circle and bumping square above the preexisting circles
and new squares).
Proof. Since the proof is quite long and technical, most of the details will be relegated to the next
section (Lemma 5 and Propositions 8 and 9).
The proof proceeds by induction using three quantities belonging to the negative-half of the super
Virasoro algebra studied in [11]. Consider Q and q⊥ defined as
Q =
N∑
i=1
θi
(
N
α
+ zi∂zi
)
and q⊥ =
N∑
i=1
zi∂θi (3.15)
with N the number of variables (which will soon become irrelevant). The explicit action of Q and
q⊥, as well as of e˜0, on Jack polynomials in superspace was obtained in [11]
e˜0P
(α)
Λ =
∑
Ω
(−1)#(Ω/Λ)

 ∏
s∈colΩ/Λ
h
(α)
Λ (s)
h
(α)
Ω (s)

P (α)Ω (3.16)
QP
(α)
Λ =
∑
Ω
(−1)#(Ω/Λ)

 ∏
s∈colΩ/Λ
h
(α)
Λ (s)
h
(α)
Ω (s)

 (N + 1− i+ α(j − 1))
α
P
(α)
Ω (3.17)
and
q⊥P
(α)
Λ =
∑
Ω
(−1)#(Ω/Λ)

 ∏
s∈colΩ/Λ
hΩ(α)(s)
hΛ(α)(s)

P (α)Ω (3.18)
where in e˜0 and Q (resp. q
⊥) the sum is over all Ω’s such that Ω/Λ consists of a new circle (resp. a
bumping square). In (3.17), (i, j) corresponds to the position of the new circle. In order to get rid
of the dependency in N , we use the operator Q˜ := Q −Ne˜0/α, whose action is easily seen to be
Q˜P
(α)
Λ =
∑
Ω
(−1)#(Ω/Λ)

 ∏
s∈colΩ/Λ
h
(α)
Λ (s)
h
(α)
Ω (s)

 (1− i+ α(j − 1))
α
P
(α)
Ω (3.19)
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It is straightforward to show that
{e˜n−1, q
⊥} = n en ∀n ≥ 1 (3.20)
and
e˜0en − [Q˜, en] = e˜n ∀n ≥ 1 (3.21)
where {a, b} = ab+ ba and [a, b] = ab− ba.
After showing that the action of e˜0 is consistent with the statement of the theorem (this is done
in Lemma 5), we have the base case to start our inductive process. Observe that knowing the action
of e˜0 and q
⊥ then allows by (3.20) to get the action of e1. Then knowing the action of e1, e˜0 and Q˜
allows by (3.21) to get the action of e˜1. Repeating these two steps again and again gives the Pieri
rules for en and e˜n. Our main (and most difficult) task is thus to show that
• If the Pieri rules hold for e˜n−1, then they also hold for en = {e˜n−1, q
⊥}/n.
• If the Pieri rules hold for en, then they also hold for e˜n = e˜0en − [Q˜, en].
These statements, which will be proven in Propositions 8 and 9, imply by induction that the Pieri
rules for the Jack polynomials in superspace hold. 
Remark 2. The general case can always be obtained as a limit of the special case where labels x
and y are never in the same row. This is easily seen as follows. Supposing for instance that Ω/Λ is
a vertical n˜-strip, let
Det′Ω/Λ =
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
[x1; y1]
′
α [x1; y2]
′
α · · · [x1; yn+1]
′
α
[x2; y1]
′
α [x2; y2]
′
α · · · [x2; yn+1]
′
α
...
...
. . .
...
[xn; y1]
′
α [xn; y2]
′
α · · · [xn; yn+1]
′
α
∣∣∣∣∣∣∣∣∣∣∣
(3.22)
where
[xi; yj ]
′
α =
α
(xi − yj + α)(xi − yj)
(3.23)
We will now see that
lim
xIℓ=yJℓ
xir=yjr−α
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)Det
′
Ω/Λ = DetΩ/Λ (3.24)
where the pairs (xir , yjr ) are those such that xir = yjr − α (that is, those such that xir labels a cell
just to the left of the cell labeled by yjr) while the pairs (xIℓ , yJℓ) are those such that xIℓ = yJℓ (that
is, those such that xIℓ and yJℓ label cells in the same position). In the first case, we have
lim
xi=yℓ−α
(yℓ − xi − α) [xi; yℓ]
′
α = 1 and limxi=yℓ−α
(yℓ − xi − α) [xi; yj ]
′
α = 0 for j 6= ℓ
which implies that
lim
xi=yℓ−α
(yℓ − xi − α) [xi; yj ]
′
α = [xi; yj]α for all j
Similarly, in the other case, we have
lim
xi=yℓ
(xi − yℓ) [xi; yℓ]
′
α = 1 and limxi=yℓ
(xi − yℓ) [xi; yj]
′
α = 0 for j 6= ℓ
which implies again that
lim
xi=yℓ
(xi − yℓ) [xi; yj ]
′
α = [xi; yj]α for all j
We thus have proven that (3.24) holds since in the rows where xi is alone (that is, when there is no
yj in its row), we have that [xi; yj]
′
α = [xi; yj]α for all j.
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Using the vertical strip given in (3.8), we have for instance
lim
x1=y2
x2=y3−α
(y3 − x2 − α)(x1 − y2)
∣∣∣∣∣∣∣∣∣∣
α
(x1−y1+α)(x1−y1)
α
(x1−y2+α)(x1−y2)
α
(x1−y3+α)(x1−y3)
α
(x2−y1+α)(x2−y1)
α
(x2−y2+α)(x2−y2)
α
(x2−y3+α)(x2−y3)
α
(x3−y1+α)(x3−y1)
α
(x3−y2+α)(x3−y2)
α
(x3−y3+α)(x3−y3)
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
0 1 0
0 0 1
α
(x3−y1+α)(x3−y1)
α
(x3−y2+α)(x3−y2)
α
(x3−y3+α)(x3−y3)
∣∣∣∣∣∣ = DetΩ/Λ (3.25)
4. Proofs
4.1. Elementary results. The following straightforward observations will prove useful.
Lemma 3. Suppose that Λ ⊆ Γ ⊆ Ω. We have that
hDΩ/Λ(s) = h
D
Ω/Γ(s)h
D
Γ/Λ(s) (4.1)
where D stands for A,B or C.
Lemma 4. Let s lie in a column whose only non-preexisting cell is a new circle (resp. a bumping
square). Then
hBΩ/Λ(s) = 1
(
resp. hAΩ/Λ(s)
)
(4.2)
and, consequently,
hCΩ/Λ(s) = h
A
Ω/Λ(s)
(
resp. hCΩ/Λ(s) = h
B
Ω/Λ(s)
)
(4.3)
4.2. Preliminary steps. In order to start our induction process, we first need to show that (3.16)
coincides with (3.14) in the case of e˜0.
Lemma 5. The action of e˜0 given in (3.16) coincides with the Pieri rule (3.14) in the case of e˜0.
Proof. In the case e˜0 of (3.14), there is exactly one new circle and no bumping squares or new
squares. The cells s above the new circle (in the same column) thus always make a contribution of
type C, that is,
ψ′Ω/Λ =
∏
s∈colΩ/Λ
hCΩ/Λ(s)
But hCΩ/Λ(s) = h
A
Ω/Λ(s) by Lemma 4, which gives
ψ′Ω/Λ =
∏
s∈colΩ/Λ
hAΩ/Λ(s) =
∏
s∈colΩ/Λ
h
(α)
Λ (s)
h
(α)
Ω (s)
as wanted. Formulas (3.16) and (3.14) then coincide since DetΩ/Λ = 1 in the e˜0 case (without
bumping squares or new squares, there are no x-labels which leads to the one by one determinant
DetΩ/Λ = |1| = 1). 
As described in the proof of Theorem 1, we have two results to prove: (i) supposing that the
Pieri rules hold for e˜n−1 we need to show they also hold for en and (ii) supposing that the Pieri
rules hold for en we need to show they also hold for e˜n. We will only do the second case in details
since the other case can be shown to hold in a very similar way.
We first rewrite (3.21) as
e˜n = (e˜0 − Q˜)en + enQ˜ (4.4)
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Using the notation of the Pieri rules (1.1), Λ+ will always stand in what follows for Λ plus the circle
coming from the action of Q˜ in enQ˜ while Ω
− will stand for Ω minus the circle coming from the
action of e˜0 − Q˜ in (e˜0 − Q˜)en.
We first show that only vertical n˜-strips can occur.
Lemma 6. If the Pieri rules stated in Theorem 1 hold for en, then (4.4) implies that in the action
of e˜n on a Jack polynomial in superspace P
(α)
Λ , the only P
(α)
Ω ’s that can occur are such that Ω/Λ is
a vertical n˜-strip.
Proof. Since, by hypothesis, en only gives rise to vertical n-strips, the only possible non-vertical
n˜-strips are such that in exactly one row (dubbed the non-vertical row), the new cells are of the
following two types:
(I) ①from the action of (e˜0 − Q˜)en, where the circle comes from the action of e˜0 − Q˜.
(II) • ①from the action of enQ˜, where Q˜ first adds a circle and then en adds a bumping square
and a new circle.
We will show that
ψ′Ω−/Λ ×
(
contribution of e˜0 − Q˜
)
= (−1)×
(
contribution of Q˜
)
× ψ′Ω/Λ+ (4.5)
Then showing that
(−1)#(Ω
−/Λ)+#(Ω/Ω−)DetΩ−/Λ = (−1)
#(Λ+/Λ)+#(Ω/Λ+)DetΩ/Λ+ (4.6)
will prove our claim since the sum of the two contributions will be zero.
We start with (4.5). We first examine the contribution stemming from the cell of the new circle in
Q˜ (this contribution is 1 in e˜0). Supposing that in Type (I) it is position (i, j), we have a contribution
from e˜0 − Q˜ of
1−
(1− i) + α(j − 1)
α
= −
(1− i) + α(j − 2)
α
in Type (I), while in Type (II) the new circle in Q˜ is in position (i, j − 1) giving a contribution of
(1− i) + α(j − 1− 1)
α
=
(1− i) + α(j − 2)
α
Comparing the last two equations explains the factor (−1) in the RHS of (4.5).
We will now show that for any remaining cell s that contributes, we have
cΩ−/Λ(s)×
(
contribution of e˜0 − Q˜
)
=
(
contribution of Q˜
)
× cΩ/Λ+(s) (4.7)
which will finish the proof of (4.5).
The possible contributions of the cells in the non-vertical row are the same in ψ′Ω−/Λ and ψ
′
Ω/Λ+
since they only contribute a value 1. Hence (4.7) holds for those cells since e˜0 − Q˜ and Q˜ do not
contribute (which amounts to say that they contribute a factor 1).
We finally consider the contributions of the cells in the two columns above ①and • ①. We
always consider the contributions of the two cells in a given row, which we will call the left and right
cells. There are many cases to consider:
(1) The cells belong to a row with only preexisting cells
(2) The cells belong to a row with a new square or with both a bumping square and a new circle
(3) The cells belong to a row with a bumping square
(4) The cells belong to a row with a new circle
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We will suppose without loss of generality that there are no cells below the square in ①or • ①
(using Lemma 3, with Γ equal to Ω without its cells below the square, ensures that the remaining
contribution hDΩ/Γ(s) is the same in both cases). Here is the analysis of why (4.7) holds in each case.
Note that we will use Lemma 4 again and again without stating it.
Case (1): In Type (I), the left cell contributes C = AB while the right cell contributes A′. In
Type (II), the left cell contributes A from the action of Q˜ and B from the action of en while the
right cell contributes A′B′ = A′.
C A′ . . . ✐
.
..
.
..
①
ABA′ . . . ✐
.
..
.
..
• ①
Case (2): In Type (I), the left cell contributes 1 while the right cell contributes A′. In Type
(II), the left cell contributes A from the action of Q˜ and 1 from the action of en while the right cell
contributes 1. But A = A′ since the new square counts in A′ but not in A.
1 A′ . . .
.
..
.
..
①
A 1 . . .
.
..
.
..
• ①
Case (3): In Type (I), the left cell contributes B while the right cell contributes A′. In Type
(II), the left cell contributes A from the action of Q˜ and B from the action of en while the right cell
contributes 1. Again A = A′ since the bumping square counts in A′ but not in A (circles do not
contribute to the arm in A).
B A′ . . . #
...
...
①
AB 1 . . . #
...
...
• ①
Case (4): In Type (I), the left cell contributes A while the right cell contributes A′. In Type
(II), the left cell contributes A from the action of Q˜ and 1 from the action of en while the right cell
contributes A′ (the new circle does not affect the arm in A and A′).
A A′ . . . ①
...
...
①
A A′ . . . ①
...
...
• ①
We now prove (4.6). Suppose that the label of the x and y variables in the non-vertical row of
DetΩ−/Λ and DetΩ/Λ+ is (xi, yj) (the labels are the same in both determinant since the non-vertical
row contains an x and a y label). The only difference between DetΩ−/Λ and DetΩ/Λ+ is that yj
differs in the two determinants. But by construction, DetΩ−/Λ and DetΩ/Λ+ do not depend on yj .
This is seen as follows (only doing the case DetΩ−/Λ, the other case being similar): the quantity
DetΩ−/Λ is the determinant of a matrix whose i-th row is made of zeros except in column j where
the entry is 1. Hence DetΩ−/Λ is equal, up to a sign, to its (i, j)-th minor which does not depend on
yj (the only dependency in yj in the matrix is in column j). Doing the same analysis for DetΩ/Λ+
implies that DetΩ−/Λ and DetΩ/Λ+ are equal.
We finally have to show that the signs coincide. For (−1)#(Ω
−/Λ)+#(Ω/Ω−) and (−1)#(Λ
+/Λ)+#(Ω/Λ+)
we only consider the contribution of (or what is affected by) the cells in the non-vertical row since
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the rest of the contributions are equal on both sides. The contribution of the non-vertical row to
(−1)#(Ω
−/Λ)+#(Ω/Ω−) is
(−1)#(preexisting circles above)+#(new circles above)+#(bumping squares below)+#(new circles below)
given that the new square in that row contributes
(−1)#(bumping squares below)+#(new circles below)
while the new circle contributes
(−1)#(preexisting circles above)+#(new circles above)
In the other case, the contribution of the non-vertical row to (−1)#(Λ
+/Λ)+#(Ω/Λ+) is
(−1)#(preexisting circles above)+#(bumping squares above)
since the bumping squares above the new circle stemming from the action of Q˜ were preexisting
circles before en acted.
If we multiply the two contributions, we get
(−1)#(new circles below)+#(new circles above)+#(bumping squares below)+#(bumping squares above) = 1
because the total number of new circles is equal to the total number of bumping squares in en. 
4.3. An identity. Before embarking on the main proof that knowing that en obeys the Pieri rules
implies that e˜n also obeys the Pieri rules, we prove an identity that will prove essential.
Lemma 7. We have(
1−
y + 1− α
α
)( n∏
i=1
xi − y + α− 1
xi − y + α
)
+
(
y + 1− α
α
)( n∏
i=1
xi − y − 1
xi − y
)
= 1−
n∑
i=1
α
(xi − y + α)(xi − y)
(
xi + 1− α
α
)∏
k 6=i
xk − xi − 1
xk − xi

 (4.8)
Proof. Let the l.h.s. and the r.h.s. of (4.8) be respectively A and B. Now consider
F (y) = A×
n∏
k=1
(xk − y + α)(xk − y) and G(y) = B ×
n∏
k=1
(xk − y + α)(xk − y) (4.9)
Showing that F (y) = G(y) thus amounts to proving (4.8). Observe that
∏n
k=1(xk − y + α)(xk − y)
is a monic polynomial in y of degree 2n over the field Q(x1, . . . , xn, α). It is therefore immediate
that G(y) is a monic polynomial in y of degree 2n.
We will now show that F (y) is also a monic polynomial in y of degree 2n. Since(
n∏
k=1
(xk − y + α)(xk − y)
)(
n∏
i=1
xi − y + α− 1
xi − y + α
)
=
n∏
k=1
(xk − y + α− 1)(xk − y) (4.10)
is a monic polynomial in y of degree 2n, it suffices to show that
y + 1− α
α
[
n∏
i=1
(xi − y + α− 1)(xi − y)−
n∏
i=1
(xi − y − 1)(xi − y + α)
]
(4.11)
is a polynomial in y of degree at most 2n− 1. But this is immediate given that
(x− y + α− 1)(x− y) = (x− y − 1)(x− y + α) + α (4.12)
implies that the term between brackets in (4.11) is of degree at most 2n− 2 in y.
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Given that F (y) and G(y) are both monic of degree 2n, in order to conclude that they are equal
we only need to verify that they coincide at the 2n points y = xℓ + α and y = xℓ for ℓ = 1, . . . , n.
It is straightforward to see that
F (xℓ + α) =
(
1−
xℓ + 1
α
)[ n∏
i=1
(xi − xℓ − 1)(xi − xℓ − α)
]
= α
(
α− xℓ − 1
α
)[∏
k 6=ℓ
(xk − xℓ − 1)(xk − xℓ − α)
]
= G(xℓ + α) (4.13)
Similarly, it can be checked that
F (xℓ) =
xℓ + 1− α
α
[
n∏
i=1
(xi − xℓ + α)(xi − xℓ − 1)
]
= −α
(
xℓ + 1− α
α
)[∏
k 6=ℓ
(xk − xℓ + α)(xk − xℓ − 1)
]
= G(xℓ) (4.14)
which completes the proof. 
4.4. First proposition. We now prove the induction step for the Pieri rule in the case of e˜n.
Proposition 8. If the Pieri rules stated in Theorem 1 hold for en, then they also hold for e˜n.
Proof. We have shown in Lemma 6 that only vertical n˜-strips can occur. We thus have left to show
that if Ω/Λ is a vertical n˜-strip, then (4.4) implies by induction that
v˜ΛΩ = (−1)
#(Ω/Λ)ψ′Ω/ΛDetΩ/Λ (4.15)
Factorized term. We will first show that the factorized term ψ′Ω/Λ is as desired. In order to do so,
we will show that the contribution of a cell s coming from (e˜0− Q˜)en and enQ˜ contains cΩ/Λ(s) (as
wanted) plus possibly an extra contribution that we will keep track of. They will then be used to
construct (−1)#(Ω/Λ)DetΩ/Λ. The extra contributions are as follows:
(C1) A cell s above the new circle in e˜0 − Q˜ has an extra contribution of hAΩ/Ω−(s) if there is a
bumping square or a new square in its row
(C2) A cell s above the new circle in Q˜ has an extra contribution of hAΛ+/Λ(s) if there is a bumping
square or a new square in its row
(C3) A cell s in the row of the new circle in e˜0− Q˜ has an extra contribution of h
B
Ω−/Λ(s) if there
is a bumping square or a new square in its column
(C4) A cell s in the row of the new circle in Q˜ has an extra contribution of hBΩ/Λ+(s) if there is a
bumping square or a new square in its column
We now prove that once the factorized term cΩ/Λ(s) has been extracted, we are left with the four
aforementioned extra contributions.
(C1). Consider a cell s in the column above the new circle in e˜0− Q˜ (which acts after en). Recall
that the contribution of Q˜ is that of e˜0, which we have seen corresponds to the six possible hooks
in (3.3). The contribution of e˜0 − Q˜ is of the form A = C and corresponds to hAΩ/Ω−(s), while the
contribution of en is cΩ−/Λ(s).
Using Lemma 3 and Lemma 4, the first three possible hooks (those that have at most a new circle
in their row) thus give
cΩ/Λ(s) = h
D
Ω/Λ(s) = h
D
Ω/Ω−(s)h
D
Ω−/Λ(s) = h
A
Ω/Ω−(s)h
D
Ω−/Λ(s) = h
A
Ω/Ω−(s) cΩ−/Λ(s)
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where D stands for A or C. Those hooks do not give extra contributions since the contribution of
e˜0 − Q˜ was used to obtain cΩ/Λ(s).
The two hooks where the contribution is 1 work trivially and give an extra factor hAΩ/Ω−(s) coming
from the action of e˜0 − Q˜ (those have a new square or both a bumping square and a new circle in
their row).
In the hook whose contribution is B (with a bumping square in its row), the circle below s is not
seen by the leg and thus cΩ/Λ(s) = cΩ−/Λ(s) as wanted. We are thus also left with an extra factor
hAΩ/Ω−(s) in that case.
(C2). Consider now a cell s in the column above the new circle in Q˜ (which acts this time
before en). The contribution of Q˜ is of the form A = C and corresponds to h
A
Λ+/Λ(s), while the
contribution of en is cΩ/Λ+(s).
Using Lemma 3 and Lemma 4, the first three possible hooks (those that have at most a new circle
in their row) are give
cΩ/Λ(s) = h
D
Ω/Λ+(s)h
D
Λ+/Λ(s) = h
D
Ω/Λ+(s)h
A
Λ+/Λ(s) = cΩ/Λ+(s)h
A
Λ+/Λ(s)
and have thus no extra contributions.
The two hooks where the contribution is 1 again work trivially and give an extra factor hAΛ+/Λ(s)
(those have a new square or a bumping square and a new circle in their row).
In the hook whose contribution is B (with a bumping square in its row), the circle below s is
not seen by the leg and thus cΩ/Λ(s) = cΩ/Λ+(s) as wanted. We are thus also left with an extra
contribution hAΛ+/Λ(s) in that case.
(C3). Consider this time a cell s in the row to the left of the new circle in (e˜0 − Q˜) (which
acts after en). As in Case (1), the contribution of e˜0 − Q˜ is of the form A = C and corresponds
to hAΩ/Ω−(s), while the contribution of en is cΩ−/Λ(s). If the row of s does not have a new cell in
Ω−/Λ, then the contribution from the action of en (supposing that there are new cells of Ω
−/Λ in
the column of s) is of type AB. We have that hAΩ−/Λ(s) = cΩ/Λ(s) since the new circle in the arm
of s does not affect hAΩ−/Λ(s). The extra contribution is thus h
B
Ω−/Λ(s). Note that h
B
Ω−/Λ(s) = 1 if
there is only a new circle in the column of s, which means that there needs to be a bumping square
or a new square in the column of s to have an extra contribution.
The only other option is for the row of s to contain a bumping square in Ω−/Λ. This time, the
contribution from the the action of en is of type B. But cΩ/Λ(s) = 1 and thus the extra factor
is again cΩ−/Λ(s) = h
B
Ω−/Λ(s). Note again that h
B
Ω−/Λ(s) = 1 if there is only a new circle in the
column of s, which means that there needs to be a bumping square or a new square in the column
of s to have an extra contribution.
(C4). Consider finally a cell s in the row to the left of the new circle in Q˜ (which acts before en).
As in Case (2), the contribution of Q˜ is of the form A = C and corresponds to hAΛ+/Λ(s), while the
contribution of en is cΩ/Λ+(s). If the row of s does not have a new cell in Ω/Λ
+ (it would necessarily
be a bumping square), then the contribution of cell s from the action of en is of type AB. Again
hAΩ/Λ+(s) = cΩ/Λ(s) since the new circle in the arm of s does not affect h
A
Ω/Λ+(s). The extra factor
is thus hBΩ/Λ+(s). We have that h
B
Ω/Λ+(s) = 1 if there is only a new circle in the column of s, which
means that there needs to be a bumping square or a new square in the column of s to have an extra
contribution.
The only other option is for the row of s to contain a bumping square in Ω/Λ+. This time, the
contribution from the the action of en is of type B. But cΩ/Λ(s) = 1 (there is a new square in
the row of s in Ω/Λ) and thus the extra factor is again cΩ/Λ+(s) = h
B
Ω/Λ+(s). We have again that
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hBΩ/Λ+(s) = 1 if there is only a new circle in the column of s, which means that there needs to be a
bumping square or a new square in the column of s to have an extra contribution.
Remaining terms (special case). Having now extracted ψ′Ω/Λ, to prove (4.15) we have left to show
that the remaining terms give (−1)#(Ω/Λ)DetΩ/Λ. We will first do the special case where there are
no new squares and no row with a bumping square and a new circle. We will see later that the
general case can be deduced from that special one.
We first compute the remaining terms in (e˜0 − Q˜)en. Since (e˜0 − Q˜) acts after en and since it
adds a circle, we need to consider all possible Ω−. By hypothesis, there are n+1 new circles whose
positions are y1, . . . , yn+1. Let Ω
(j) be Ω without its circle in position yj . By (C1), for all s above
yj and in the row of some xi, we have an extra contribution
hAΩ/Ω(j) (s) =
xi − yj + α− 1
xi − yj + α
By (C3) this time, for all s in the row of yj and in the column of some xi, we have an extra
contribution
hBΩ(j)/Λ(s) =
yj − xi − α+ 1
yj − xi − α
=
xi − yj + α− 1
xi − yj + α
We also need to consider the extra factor coming from the new circle in position yj in the action of
(e˜0 − Q˜), which is given by
1−
yj + 1− α
α
The remaining contribution from Ω(j) in (e˜0 − Q˜)en is thus
(−1)#(Ω
(j)/Λ)+#(Ω/Ω(j))
(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
DetΩ(j)/Λ (4.16)
where
DetΩ(j)/Λ =
∣∣∣∣∣∣∣∣∣∣
[x1; y1]α · · · ̂[x1; yj ]α · · · [x1; yn]α
[x2; y1]α · · · ̂[x2; yj ]α · · · [x2; yn]α
...
...
. . .
...
[xn; y1]α · · · ̂[xn; yj ]α · · · [xn; yn]α
∣∣∣∣∣∣∣∣∣∣
with ̂[xℓ; yj ]α meaning that the term does not exist. Finally,
(−1)#(Ω/Λ) = (−1)#(Ω
(j)/Λ)+#(preexisting circles above yj)
and
(−1)#(Ω/Ω
(j)) = (−1)#(preexisting circles above yj)+#(new circles above yj)
Using the fact that the number of new circles above yj is j − 1, we obtain that
(−1)#(Ω
(j)/Λ)+#(Ω/Ω(j)) = (−1)#(Ω/Λ)+j−1 (4.17)
The remaining contribution from Ω(j) in (e˜0 − Q˜)en is thus
(−1)#(Ω/Λ)+j−1
(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
DetΩ(j)/Λ (4.18)
for a total remaining contribution of
(−1)#(Ω/Λ)
n+1∑
j=1
(−1)j−1
(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
DetΩ(j)/Λ (4.19)
We now compute the remaining contribution of enQ˜. Since we are supposing that there are no
new squares, the new circle stemming from the action of Q˜ will also be a new circle in Ω/Λ. The
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n + 1 new circles in Ω/Λ are labeled again y1, . . . , yn+1. We let Λ
(j) be equal to Λ with an extra
circle in position yj .
By (C2), for all s above yj and in the row of some xi, we have an extra contribution
hAΛ(j)/Λ(s) =
xi − yj − 1
xi − yj
Similarly, by (C4), for all s in the row of yj and in the column of some xi, we have an extra
contribution
hBΩ/Λ(j) (s) =
yj − xi + 1
yj − xi
=
xi − yj − 1
xi − yj
We also need to consider the extra factor coming from the new circle in position yj in the action of
Q˜, which is given by
yj + 1− α
α
The remaining contribution from Ω(j) in enQ˜ is thus
(−1)#(Λ
(j)/Λ)+#(Ω/Λ(j))
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)
DetΩ/Λ(j) (4.20)
with
DetΩ/Λ(j) =
∣∣∣∣∣∣∣∣∣∣
[x1; y1]α · · · ̂[x1; yj ]α · · · [x1; yn]α
[x2; y1]α · · · ̂[x2; yj ]α · · · [x2; yn]α
...
...
. . .
...
[xn; y1]α · · · ̂[xn; yj ]α · · · [xn; yn]α
∣∣∣∣∣∣∣∣∣∣
where we stress that DetΩ/Λ(j) is equal to DetΩ(j)/Λ. Finally,
(−1)#(Ω/Λ) = (−1)#(Ω/Λ
(j))−#(new circles below yj)−#(bumping squares below yj)+#(preexisting circles above yj)
and
(−1)#(Λ
(j)/Λ) = (−1)#(preexisting circles above yj)+#(bumping squares above yj)
Using the fact that the total number of new circles and bumping squares is 2n+ 1, we have that
(−1)#(Ω/Λ
(j))+#(Λ(j)/Λ) = (−1)#(Ω/Λ)+#(new circles above yj) = (−1)#(Ω/Λ)+j−1 (4.21)
Hence, the remaining contribution from Ω(j) in enQ˜ is
(−1)#(Ω/Λ)+j−1
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)
DetΩ/Λ(j)
for a total remaining contribution of
(−1)#(Ω/Λ)
n+1∑
j=1
(−1)j−1
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)
DetΩ/Λ(j) (4.22)
Adding (4.19) and (4.22), using the fact that DetΩ/Λ(j) = DetΩ(j)/Λ, and comparing with (4.15), we
see that we have left to show that
n+1∑
j=1
(−1)j−1
[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
+
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
DetΩ/Λ(j) = DetΩ/Λ (4.23)
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Or more explicitly, that
n+1∑
j=1
(−1)j−1
[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
+
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
∣∣∣∣∣∣∣∣∣∣
[x1; y1]α · · · ̂[x1; yj ]α · · · [x1; yn]α
[x2; y1]α · · · ̂[x2; yj ]α · · · [x2; yn]α
...
...
. . .
...
[xn; y1]α · · · ̂[xn; yj ]α · · · [xn; yn]α
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
[x1; y1]α [x1; y2]α · · · [x1; yn+1]α
[x2; y1]α [x2; y2]α · · · [x2; yn+1]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn+1]α
∣∣∣∣∣∣∣∣∣∣∣
(4.24)
The left-hand-side of (4.24) can be rewritten as∣∣∣∣∣∣∣∣∣∣∣
C1 C2 · · · Cn+1
[x1; y1]α [x1; y2]α · · · [x1; yn+1]α
[x2; y1]α [x2; y2]α · · · [x2; yn+1]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn+1]α
∣∣∣∣∣∣∣∣∣∣∣
(4.25)
where, by Lemma 7,
Cj = 1−
n∑
i=1
[xi; yj ]α
(
xi + 1− α
α
)∏
k 6=i
xk − xi − 1
xk − xi

 (4.26)
Observing that
fi(x) =
(
xi + 1− α
α
)∏
k 6=i
xk − xi − 1
xk − xi


does not depend on j, we have that∣∣∣∣∣∣∣∣∣∣∣
C1 C2 · · · Cn+1
[x1; y1]α [x1; y2]α · · · [x1; yn+1]α
[x2; y1]α [x2; y2]α · · · [x2; yn+1]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn+1]α
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
[x1; y1]α [x1; y2]α · · · [x1; yn+1]α
[x2; y1]α [x2; y2]α · · · [x2; yn+1]α
...
...
. . .
...
[xn; y1]α [xn; y2]α · · · [xn; yn+1]α
∣∣∣∣∣∣∣∣∣∣∣
(4.27)
since the first row of the matrix to the right can be obtained by doing the transformation R1 →
R1 + f(x1)R2 + · · ·+ f(xn)Rn+1 in the matrix to the left.
Remaining terms (general case). In the general case, there are labels x and y in the same row or the
same column. We will denote by RelΩ/Λ the set of relations between those variables. For instance,
using
x1 y1
x2 y2
x3 y3
# ④x4 y4
(4.28)
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we find the relations
RelΩ/Λ = {x1 = y1, x2 = y2, x3 = y3, x4 = y4 − α, x1 = x2 + 1, x2 = x3 + 1}
We need to show that in the general case the remaining terms also give (−1)#(Ω/Λ)DetΩ/Λ. This
will be done by showing that the new identity induced by the remaining terms is simply a limiting
case of the identity obtained in (4.24). To be more precise, supposing that (4.24) corresponds to
A = B, where A and B are respectively the l.h.s and r.h.s of (4.24), the new identity will be
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)A = lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)B (4.29)
where the pairs (xir , yjr) are those such that xir = yjr − α (that is, those such that xir labels a
cell just to the left of the cell labeled by yjr ) while the pairs (xIℓ , yJℓ) are those such that xIℓ = yJℓ
(that is, those such that xIℓ and yJℓ label cells in the same position). The fact that A = B will then
readily imply (4.29). From Remark 2, we have that
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)B = (−1)
#(Ω/Λ)DetΩ/Λ
where
B = (−1)#(Ω/Λ)
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
[x1; y1]
′
α [x1; y2]
′
α · · · [x1; yn+1]
′
α
[x2; y1]
′
α [x2; y2]
′
α · · · [x2; yn+1]
′
α
...
...
. . .
...
[xn; y1]
′
α [xn; y2]
′
α · · · [xn; yn+1]
′
α
∣∣∣∣∣∣∣∣∣∣∣
=: (−1)#(Ω/Λ)Det′Ω/Λ
with
[xi; yj ]
′
α =
α
(xi − yj + α)(xi − yj)
(4.30)
We now show that the contribution of the remaining terms is
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)A
For this, it suffices to show that the contribution of yj is equal to
(−1)#(Ω/Λ)+j−1 lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)×[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
+
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
Det′Ω/Λ(j)
(4.31)
where, as before, Det′Ω/Λ(j) is equal to DetΩ/Λ(j) with [xi; yℓ]α replaced by [xi; yℓ]
′
α. In order to show
(4.31), we will show that the extra contribution stemming from (e˜0 −Q)en is
(−1)#(Ω/Λ)+j−1 lim
RelΩ/Λ
∏
(yjr−xir−α)
∏
(xIℓ−yJℓ)
[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)]
Det′Ω(j)/Λ
(4.32)
(note that we used the fact that, by definition, Det′Ω(j)/Λ = Det
′
Ω/Λ(j) ) while that stemming from
enQ is
(−1)#(Ω/Λ)+j−1 lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
Det′Ω/Λ(j)
(4.33)
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There are many cases to consider. Suppose first that yj labels a circle and that there is no label
x in the column and the row of yj . From the action of (e˜0 − Q˜)en, we get by (C1) that for all s
above yj and in the row of some xi, we have an extra contribution of
hAΩ/Ω(j) (s) =
xi − yj + α− 1
xi − yj + α
Note that a circle (with a y label) to the right of the cell corresponding to xi does not change the
result since hA
Ω/Ω(j)
(s) is not affected by a circle at the end of the row.
By (C3) this time, for all s in the row of yj and in the column of some xi, we have an extra
contribution
hBΩ(j)/Λ(s) =
∏
i
yj − xi − α+ 1
yj − xi − α
=
∏
i
xi − yj + α− 1
xi − yj + α
where the product is over all xi’s in that column. Note that the previous equality holds by Lemma 3.
Also note that if there is a circle (with a y label) at the end of the column, it does not contribute
since hB
Ω(j)/Λ
(s) does not take that circle into account.
The remaining contribution from Ω(j) in (e˜0 − Q˜)en is thus as in (4.16):
(−1)#(Ω
(j)/Λ)+#(Ω/Ω(j))
(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)
DetΩ(j)/Λ (4.34)
We have in this case that (compare to the equations leading to (4.17) in which there were no new
squares)
(−1)#(Ω/Λ) = (−1)#(Ω
(j)/Λ)+#(preexisting circles above yj)+#(new squares above yj)
and
(−1)#(Ω/Ω
(j)) = (−1)#(preexisting circles above yj)+#(new circles above yj)
This gives again that (−1)#(Ω
(j)/Λ)+#(Ω/Ω(j)) = (−1)#(Ω/Λ)+j−1 since the total number of new
circles and new squares above yj is j − 1. The contribution (4.34) from Ω
(j) in (e˜0 − Q˜)en is thus
equal to (4.32) since
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)Det
′
Ω(j)/Λ = DetΩ(j)/Λ (4.35)
The remaining terms stemming from the action of enQ˜ will lead to (4.33) in a very similar way.
By (C2), for all s above yj and in the row of some xi, we have an extra contribution of
hAΛ(j)/Λ(s) =
xi − yj − 1
xi − yj
while by (C4), for all s in the row of yj and in the column of some xi, we have by Lemma 3 an
extra contribution of
hBΩ/Λ(j) (s) =
∏
i
yj − xi + 1
yj − xi
=
∏
i
xi − yj − 1
xi − yj
where the product is over all xi’s in that column. The contribution of enQ˜ is thus exactly as in
(4.20):
(−1)#(Λ
(j)/Λ)+#(Ω/Λ(j))
(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)
DetΩ/Λ(j)
This leads to (4.33) just as the previous extra contribution of (e˜0 − Q˜)en led to (4.32). We stress
that the sign is the correct one since in this case we have (compare this time to the equations leading
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to (4.21) in which there were no new squares)
(−1)#(Ω/Λ)−#(Ω/Λ
(j)) =
(−1)#(new circles below yj)−#(bumping squares below yj)+#(preexisting circles above yj)+#(new squares above yj)
and
(−1)#(Λ
(j)/Λ) = (−1)#(preexisting circles above yj)+#(bumping squares above yj)
Using the fact that the total number of new circles and bumping squares above or below yj is even
(en contains the same number of bumping squares and new circles), we conclude as wanted that
(−1)#(Ω/Λ
(j))+#(Λ(j)/Λ) = (−1)#(Ω/Λ)+#(new circles above yj)+#(new squares above yj) = (−1)#(Ω/Λ)+j−1
(4.36)
Now suppose that there is a bumping square and/or new squares above yj in its column (but not
in its row). For the action of (e˜0 − Q˜)en, the analysis is exactly as before and we get that (4.32)
holds. In the action of enQ˜ the contribution is zero since Q˜ cannot put a new circle in the position
corresponding to yj. We thus have to show that in that case,
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
Det′Ω/Λ(j) = 0 (4.37)
We have that the cell above that corresponding to yℓ has a label xa such that xa = yℓ + 1 (which
belongs to the set of relations RelΩ/Λ). The claim then holds due to the presence of the factor
xa − yℓ − 1 in the numerator of the l.h.s. of (4.37).
Now suppose that there is a bumping square (labeled by xa) in the row of yj . For the action
of (e˜0 − Q˜)en, the analysis is exactly as before except that the bumping square in the row of yj
contributes 1 instead of (xa− yj +α− 1)/(xa− yj +α). But since xa = yj −α is a relation, we have
lim
xa=yj−α
(yj − xa − α)
(xa − yj + α− 1)
(xa − yj + α)
= 1
which implies that (4.32) still holds. In the action of enQ˜ the contribution is zero since Q˜ cannot
put a new circle in the position corresponding to yj . But this is consistent with
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
Det′Ω/Λ(j) = 0 (4.38)
since the relation xa = yj − α in RelΩ/Λ implies that there will be a factor yj − xa − α = 0 in the
numerator.
Suppose that yj corresponds to a new square (also labeled by xa) without new squares or a
bumping square above it in its column. In the action of enQ˜, all the cells above yj contribute as
if yj were a circle since the contribution h
A
Λ(j)/Λ
is unchanged. Similarly, all the cells in the row
of yj contribute as if yj were a circle since h
B
Ω/Λ(j)
does not distinguish between a circle and a
square in its arm. Since the cell corresponding to yj only contributes (yj + α − 1)/α, the factor
(xa − yj − 1)/(xa − yj) is missing in the product. But given that xa = yj is a relation, we have
lim
xa=yj
(xa − yj)
(xa − yj − 1)
(xa − yj)
= −1
This extra sign is compensated by the fact that in the analysis of the sign leading to (4.36), the
total number of new circles and bumping squares above or below yj is now odd (the bumping square
coming from the action of en in the row of yj is not counted since it is neither above or below yj),
which leads to
(−1)#(Ω/Λ
(j))+#(Λ(j)/Λ) = (−1)#(Ω/Λ)+j
Hence, (4.32) still holds.
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In the action of (e˜0 − Q˜)en the contribution is zero since e˜0 − Q˜ cannot add a new circle in the
position corresponding to yj . Again, this is consistent with
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)]
Det′Ω(j)/Λ = 0
(4.39)
since the relation xa = yj in RelΩ/Λ implies that there will be a factor xa−yj = 0 in the numerator.
Suppose finally that yj corresponds to a new square (also labeled by xa) with new squares or a
bumping square above it in its column. In this case both in the action of enQ˜ and (e˜0 − Q˜)en the
contribution is zero since neither Q˜ or e˜0 − Q˜ can put a new circle in the position corresponding to
yj. Again, as in (4.37) and (4.39), this is consistent with
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
yj + 1− α
α
)( n∏
i=1
xi − yj − 1
xi − yj
)]
Det′Ω/Λ(j) = 0 (4.40)
and
lim
RelΩ/Λ
∏
(yjr − xir − α)
∏
(xIℓ − yJℓ)
[(
1−
yj + 1− α
α
)( n∏
i=1
xi − yj + α− 1
xi − yj + α
)]
Det′Ω(j)/Λ = 0
(4.41)
4.5. Second proposition. As described in the proof of Theorem 1, in order to finish our proof of
the Pieri rule for Jack polynomials in superspace, we also need to prove the induction step for the
Pieri rule in the case of en.
Proposition 9. If the Pieri rules hold for e˜n−1, then they also hold for en.
The proof of the proposition can be done by following the steps of the proof of Proposition 8.
Since this is a very straightforward but tedious task, we will omit its presentation in this article.
5. Conjectured Pieri rules for the Macdonald polynomials in superspace
The Pieri rules for the Macdonald polynomials in superspace appear to be very similar to the
ones for the Jack polynomials in superspace. Before stating the conjecture, we need to introduce
the quantity d(Ω/Λ). Read the labels x and y from top to bottom to form a word w in the letters
xi and yj (if xℓ and yr are in the same row, then yr is read first). Then let
d(Ω/Λ) = d1(Ω/Λ) + d2(Ω/Λ) + · · ·+ dn(Ω/Λ) (5.1)
where
di(Ω/Λ) = #{yj to the right of xi | j ≤ i} −#{yj to the left of xi | j > i}
In some sense, d(Ω/Λ) measures the distance between w and the words w0 = y1x1y2x2 · · · ynxn
or w0 = y1x1y2x2 · · · ynxnyn+1 (depending on whether Ω/Λ is a vertical n-strip or a vertical n˜-
strip), where elementary transpositions of the type (x, y)→ (y, x) count as -1 and those of the type
(y, x)→ (x, y) count as +1. For instance, if the strip Ω/Λ is given by
◦
✇
✇
◦
◦
✇
then w = x1y1y2x2x3y3, which gives d1 = 1, d2 = 0 and d3 = 1 for a total value of d(Ω/Λ) = 2.
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Conjecture 10. The Pieri rules for the Macdonald polynomials in superspace are given by
en P
(q,t)
Λ =
∑
Ω
vΛΩ(q, t)P
(q,t)
Ω and e˜n P
(q,t)
Λ =
∑
Ω
v˜ΛΩ(q, t)P
(q,t)
Ω (5.2)
where the sum is over all Ω’s such that Ω/Λ is a vertical n-strip and a vertical n˜-strip respectively.
Moreover,
vΛΩ(q, t) = (−1)
#(Ω/Λ)td(Ω/Λ)ψ′Ω/ΛDetΩ/Λ and v˜ΛΩ(q, t) = (−1)
#(Ω/Λ)td(Ω/Λ)ψ′Ω/ΛDetΩ/Λ
(5.3)
where ψ′Ω/Λ and DetΩ/Λ are as described in Section 3, but with h
(α)
Λ (s) and h
Λ
(α)(s) replaced respec-
tively by
h
(q,t)
Λ (s) = 1− t
ℓΛ⊛ (s)qaΛ∗ (s)+1 and hΛ(q,t)(s) = 1− t
ℓΛ∗(s)+1qaΛ⊛ (s) (5.4)
and [x; y](α) replaced by
[x; y](q,t) =
(t− 1)(q1/2 − q−1/2)
(t(x−y)/2 − t−(x−y)/2)(q1/2t(x−y)/2 − q−1/2t−(x−y)/2)
(5.5)
It is easy to see that Conjecture 10 becomes Theorem 1 in the Jack limit q = tα, t→ 1. The main
reason we cannot prove Conjecture 10 by simply extending the proof of Theorem 1 is that q-analogs
of the operators q⊥ and Q need to be used (the operators q⊥ and Q do not have a simple action
on Macdonald polynomials in superspace). We believe that such q-analogs belong to an extension
of the super-Poincare´ algebra defined in [4]. Another drawback is that the explicit action of e˜0 on
the Macdonald polynomials in superspace, as well as (obviously) that of the still unknown q-analogs
of q⊥ and Q, has not yet been established. In order to prove their explicit action, it is thus first
necessary to prove the formulas for the norm and the evaluation of the Macdonald polynomials in
superspace that were conjectured in [2] (these formulas involve products of hΛ(q,t) and h
(q,t)
Λ just as
in the non-supersymmetric case). This problem is being considered in [13].
Another approach to prove Conjecture 10 would be to generalize the proof of the Pieri rules for
Macdonald polynomials that can be found in [19] (and which is due to Koornwinder [17]). This proof
relies on the explicit action of the Macdonald operators Drn to prove at the same time the symmetry
and the Pieri rules for the Macdonald polynomials. Although there is a conjectured version of
the symmetry for Macdonald polynomials in superspace [1], it does not seem straightforward to
generalize this approach given that the analogs of the Macdonald operators in superspace are not
known explicitly (they are only known as expressions involving Cherednik operators [3]).
In the limits q = t = 0 and q = t =∞, the Macdonald polynomials in superspace P
(q,t)
Λ become
the Schur functions in superspace sΛ and s¯Λ respectively. The corresponding Pieri rules for sΛ and
s¯Λ, which surprisingly have coefficients always equal to 1, −1 or 0, have been established in [5, 15].
One would thus expect to be easily able to give extra support for Conjecture 10 by recovering the
Schur Pieri rules in the specials cases q = t = 0 and q = t = ∞. Unfortunately, since obtaining
those limiting cases proved not to be so trivial, we decided not to include them in this article.
6. Connection with the 6-vertex model
Quite remarkably, the determinant DetΩ/Λ appearing in the Pieri rules for the Macdonald poly-
nomials in the case where Ω/Λ is a vertical n-strip is, as we will see, essentially the Izergin-Korepin
determinant related to the partition function of the 6-vertex model [6, 14, 18], probably the most
fundamental exactly solvable model in statistical mechanics. This model is also known as square
ice given that it can be interpreted as molecules of water (H2O) on a two-dimensional square lattice
(see Figure 1, where the 6 configurations are the 2 straight ones, vertical and horizontal, and the 4
possible orientations of the bent molecule). When the domain wall boundary conditions are imposed
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Figure 1. A square ice configuration
H O H O H O H O H
H H H H
H O H O H O H O H
H H H H
H O H O H O H O H
H H H H
H O H O H O H O H
(H atoms along the left and right edges and no H atom along the top and bottom edges), the square
ice configurations are in correspondence with alternating sign matrices [6, 18]. These matrices are
square matrices whose row and column sums are equal to 1 and whose non-zero entries in each row
and column alternate between 1 and -1. For instance the alternating sign matrix corresponding to
the configuration in Figure 1 is given by

0 1 0 0 0
1 −1 0 1 0
0 0 1 −1 1
0 1 0 0 0
0 0 0 1 0


where horizontal (resp. vertical) water molecules are now 1’s (resp. -1’s) while the bent water
molecules are now 0’s.
The Izergin-Korepin determinant related to the partition function of the 6-vertex model with
domain wall boundary conditions is [6, 14, 18]
D(x,y; a) = det

 (a− a−1)2(
xi/yj − (xi/yj)−1
)(
axi/yj − (axi/yj)−1
)


1≤i,j≤n
(6.1)
For convenience, let
D′(x,y; a) =
(
t− 1
q1/2 − q−1/2
)n
D(x,y; a) (6.2)
When Ω/Λ is a vertical n-strip such that the x and y labels are never in the same row, we have
immediately from (5.5) that
DetΩ/Λ = D
′(x,y; a) if xi = t
xi/2,yj = t
yj/2 and a = q1/2 (6.3)
In the general case, if we extend Remark 2 to the Macdonald case, we have again that DetΩ/Λ is
related to the Izergin-Korepin determinant. Indeed, it is straightforward to see that when xi = t
xi/2,
yj = t
yj/2 and a = q1/2, we get that
DetΩ/Λ = limxIℓ=yJℓ
xir=yjr−α
∏ (t(xIℓ−yJℓ)/2 − t−(xIℓ−yJℓ)/2)
(t− 1)
∏ (t−(xir−yjr+α)/2 − t(xir−yjr+α)/2)
(t− 1)
D′(x,y; a)
(6.4)
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where as before the pairs (xir , yjr) are those such that xir = yjr − α (recall that q = t
α), while the
pairs (xIℓ , yJℓ) are those such that xIℓ = yJℓ .
From this connection, it is immediate that DetΩ/Λ can always be obtained as a weighted sum over
alternating sign matrices in the following way [7]. Let the weight of the entry in position s = (i, j)
in an alternating sign matrix be
• zij (resp. z
−1
ij ) if the corresponding entry is 1 (resp. −1)
• [azij ] (resp. [zij ]) if the corresponding entry is 0 and the sum of the entries in the column
above s and in the row to the left of s is even (resp. odd)
where zij = xi/yj , and where
[z] =
z − z−1
a− a−1
(6.5)
The weight w(A) of an alternating sign matrix A is defined to be the product of the weights of all
entries in the matrix. It is known that
D(x,y; a) =
∏
i<j [xi/xj ][yj/yi]∏
i=1 xi/yi
∏
i,j [xi/yj ][axi/yj ]
∑
A
w(A) (6.6)
where the sum is over all alternating sign matrices of size n. From (6.2), we thus have in our case
DetΩ/Λ =
(
t− 1
q1/2 − q−1/2
)n ∏
i<j [t
(xi−xj)/2][t(yj−yi)/2]∏
i=1 t
(xi−yi)/2
∏
i,j [t
(xi−yj)/2][q1/2t(xi−yj)/2]
∑
A
w(A) (6.7)
where [z] now stands for
[z] =
z − z−1
q1/2 − q−1/2
(6.8)
In the Jack limit (q = tα and t→ 1), this reduces to
DetΩ/Λ = α
n2
∏
i<j(xi − xj)(yj − yi)∏
i,j(xi − yj)(xi − yj + α)
∑
A
wα(A) (6.9)
where wα(A), the Jack limit of w(A), is such that the weight of the entry in position s = (i, j) is 1
if the corresponding entry is 1 or −1, and (xi − yj + α)/α (resp. (xi − yj)/α) if the corresponding
entry is 0 and the sum of the entries in the column above s and in the row to the left of s is even
(resp. odd). For example, the 7 alternating sign matrices of size 3 with their corresponding weight
are:(
1 0 0
0 1 0
0 0 1
)
(x1 − y2)(x1 − y3)(x2 − y1)(x2 − y3)(x3 − y1)(x3 − y2)α
−6
(
1 0 0
0 0 1
0 1 0
)
(x1 − y2)(x1 − y3)(x2 − y1)(x2 − y2 + α)(x3 − y1)(x3 − y3 + α)α
−6
(
0 1 0
1 0 0
0 0 1
)
(x1 − y1 + α)(x1 − y3)(x2 − y2 + α)(x2 − y3)(x3 − y1)(x3 − y2)α
−6
(
0 1 0
0 0 1
1 0 0
)
(x1 − y1 + α)(x1 − y3)(x2 − y1 + α)(x2 − y2)(x3 − y2 + α)(x3 − y3 + α)α
−6
(
0 0 1
0 1 0
1 0 0
)
(x1 − y1 + α)(x1 − y2 + α)(x2 − y1 + α)(x2 − y3 + α)(x3 − y2 + α)(x3 − y3 + α)α
−6
(
0 0 1
1 0 0
0 1 0
)
(x1 − y1 + α)(x1 − y2 + α)(x2 − y2)(x2 − y3 + α)(x3 − y1)(x3 − y3 + α)α
−6
(
0 1 0
1 −1 1
0 1 0
)
(x1 − y1 + α)(x1 − y3)(x3 − y1)(x3 − y3 + α)α
−4
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Using Λ and Ω given in (1.2), we have x1 = 7α−1, x2 = 5α−3, x3 = 4α−4, y1 = 6α−2, y2 = 3α−5
and y3 = α− 7. Substituting these values in the weights of the 7 alternating sign matrices of size 3
gives ∑
A
wα(A) = −(416α
6 + 2000α5 + 3484α4 + 2608α3 + 559α2 − 256α− 108)α−6 (6.10)
which is, up to a coefficient −1/α6, the non-linear factor in (1.3) (the rest of the coefficients in the
right-hand side of (6.9) are linear factors). In fact, before realizing that such a non-linear factor
was essentially a determinant, we observed that it could naturally be expressed as a weighted sum
over alternating sign-matrices. This is what led us to suspect a relation with the 6-vertex model,
from which we deduced the determinantal form of the non-linear factors. In retrospect, we ended up
with a somewhat unexpected connection between Pieri rules for Jack and Macdonald polynomials
in superspace and alternating sign matrices. We hope that this will translate into new insight into
the combinatorics of alternating sign matrices.
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Appendix A. Dual Pieri rules
In this section we derive the dual Pieri rules involving an α-deformation of the homogeneous
symmetric functions in superspace. The notation is that of Section 3.
Let ωˆα be the homomorphism defined on the power-sums by
ωˆα(pn) = (−1)
n−1αpn and ωˆα(p˜ℓ) = (−1)
nα p˜ℓ (A.1)
for n = 1, 2, . . . and ℓ = 0, 1, 2, . . . . It is known to induce the following duality on the Jack
polynomials in superspace [10]:
ωˆα(P
(α)
Λ ) = ||P
(α)
Λ ||
2 P
(1/α)
Λ′ (A.2)
where the norm-squared ||P
(α)
Λ ||
2 is explicitly given by
〈〈P
(α)
Λ , P
(α)
Λ 〉〉α =: ||P
(α)
Λ ||
2 = αm
∏
s∈Λ∗
h
(α)
Λ (s)
hΛ(α)(s)
(A.3)
with m the fermionic degree of Λ. In the special cases Λ = (∅;n) and Λ = (0; ℓ), the duality gives
respectively
ωˆα(P
(α)
(∅;n)) = ||P
(α)
(∅;n)||
2 P
(1/α)
(∅;1n) = en and ωˆα(P
(α)
(0;ℓ)) = ||P
(α)
(0;ℓ)||
2 P
(1/α)
(0;1ℓ)
= e˜ℓ (A.4)
since P
(1/α)
(∅;1n) = m(∅;1n) = en and P
(1/α)
(0;1ℓ)
= m(0;1ℓ) = e˜ℓ by the triangularity of the Jack polynomials
in superspace (see (2.12)). It is thus natural to define
g(α)n =
1
||P
(α)
(∅;n)||
2
P
(α)
(∅;n) and g˜
(α)
ℓ =
1
||P
(α)
(0;ℓ)||
2
P
(α)
(∅;ℓ) (A.5)
which by (A.4) are now such that
ωˆα(g
(α)
n ) = en and ωˆα(g˜
(α)
ℓ ) = e˜ℓ (A.6)
We should note that g
(α)
n and g˜
(α)
ℓ are respectively equal to the homogeneous symmetric functions
in superspace hn and h˜ℓ (see (2.10)) when α = 1. As such, they can be considered α-deformations
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of the homogeneous symmetric functions in superspace. They turn out to have simple expansions
in terms of power sums [9]:
g(α)n =
∑
Λ⊢(n|0)
1
αℓ(Λ) zΛs
pΛ and g˜
(α)
ℓ =
∑
Λ⊢(ℓ|1)
1
αℓ(Λ) zΛs
pΛ (A.7)
We will now use the duality to obtain the dual Pieri rules
g(α)n P
(α)
Λ =
∑
Ω
uΛΩ(α)P
(α)
Ω and g˜
(α)
n P
(α)
Λ =
∑
Ω
u˜ΛΩ(α)P
(α)
Ω (A.8)
Apart from a sign, the contributions will be again of two types: a factorized part ϕΩ/Λ and a
determinant Det′Ω/Λ. We first describe the factorized part ϕΩ/Λ. Recall that colΩ/Λ denotes the
cells of Λ⊛ that belong to a column of Ω containing a non-preexisting cell. We have that
ϕΩ/Λ =
∏
s∈colΩ/Λ
c¯Ω/Λ(s) (A.9)
where the contribution c¯Ω/Λ(s) of a cell s (whose row contains for illustrative purposes all the
possible types of cells) is equal to A, B, or C according to how its column ends:
A . . . # ①
.
..
①
C . . . # ①
.
..
B . . . # ①
.
..
#
C . . . # ①
...
#
①
(A.10)
where A, B and C are such as defined in Section 3. When comparing to (3.3), the conjugated
versions of the two first cases seem to be missing. This is due to the fact that the contribution in
those cases is now equal to 1 since the corresponding columns do not contain a non-preexisting cell.
As for the determinant Det′Ω/Λ, it is given respectively by
Det′Ω/Λ = DetΩ′/Λ′(1/α) or by Det
′
Ω/Λ = αDetΩ′/Λ′(1/α) (A.11)
whenever Ω has an extra circle. The labels xi and yj in Det
′
Ω/Λ are thus naturally taken to increase
from bottom to top instead of from top to bottom while the determinant has entries
[xi; yj]1/α =


α
(yi − xj + 1)(yi − xj)
if there is no y label in the column of xi
1 if xi and yj are in the same column
0 if there is a label yℓ 6= yj in the column of xi
(A.12)
We then have explicitly that
Det′Ω/Λ =
∣∣∣∣∣∣∣∣∣
[x1; y1]1/α [x1; y2]1/α · · · [x1; yn]1/α
[x2; y1]1/α [x2; y2]1/α · · · [x2; yn]1/α
...
...
. . .
...
[xn; y1]1/α [xn; y2]1/α · · · [xn; yn]1/α
∣∣∣∣∣∣∣∣∣
(A.13)
or
Det′Ω/Λ =
∣∣∣∣∣∣∣∣∣∣∣
α α · · · α
[x1; y1]1/α [x1; y2]1/α · · · [x1; yn+1]1/α
[x2; y1]1/α [x2; y2]1/α · · · [x2; yn+1]1/α
...
...
. . .
...
[xn; y1]1/α [xn; y2]1/α · · · [xn; yn+1]1/α
∣∣∣∣∣∣∣∣∣∣∣
(A.14)
when Ω has an extra circle. We now have all the tools to state the dual Pieri rules.
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Theorem 11. The dual Pieri rules for the Jack polynomials in superspace are given by
g(α)n P
(α)
Λ =
∑
Ω
uΛΩ(α)P
(α)
Ω and g˜
(α)
n P
(α)
Λ =
∑
Ω
u˜ΛΩ(α)P
(α)
Ω (A.15)
where the sum is over all Ω’s such that Ω/Λ is a horizontal n-strip and a horizontal n˜-strip respec-
tively. Moreover,
uΛΩ(α) = (−1)
#(Ω/Λ)′ϕΩ/ΛDet
′
Ω/Λ and v˜ΛΩ(α) = (−1)
#(Ω/Λ)′ϕΩ/ΛDet
′
Ω/Λ (A.16)
where the quantity #(Ω/Λ)′ stands for the sum of the number of preexisting circles and new squares
that lie below each new circle and each bumping square.
Proof. Using the duality (A.2) and (A.6) together with the Pieri rules (3.13), we have immediately
that
uΛΩ(α) = vΛ′Ω′(1/α)
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
and u˜ΛΩ(α) = v˜Λ′Ω′(1/α)
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
(A.17)
It is easy to check that
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
=
∏
s∈Ω∗
A(s)B(s) or
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
= α
∏
s∈Ω∗
A(s)B(s) (A.18)
depending on whether Ω has an extra circle (note that the dependency of A and B on the cell s has
been emphasized). Using
A′(1/α) =
1
B
and B′(1/α) =
1
A
(A.19)
where the prime indicates that we are considering the conjugate of the superpartitions, we have
immediately that
ϕΩ/Λ(α) = ψ
′
Ω′/Λ′(1/α)
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
or αϕΩ/Λ(α) = ψ
′
Ω′/Λ′(1/α)
||P
(α)
Ω ||
2
||P
(α)
Λ ||
2
(A.20)
depending as usual on whether Ω contains an additional circle. The theorem then follows from the
definition of Det′Ω/Λ (which takes care of the possible additional α) and from the fact that
#(Ω/Λ)′ = #(Ω′/Λ′) (A.21)

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