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1 The Phase Transition from Hard to Soft
In [1] we introduced a relativistic fluid model with two phases, a soft phase which holds when the
density of mass-energy ρ is below a certain constant ρ0 and in which the sound speed is zero, and a
hard phase, which holds when ρ is above ρ0 and in which the sound speed is equal to the speed of
light. The model is of relevance in the study of the gravitational collapse of the degenerate cores of
massive stars, the associated supernova explosions and the formation of neutron stars and black holes.
The soft phase corresponds to degenerate stellar matter below nuclear density while the hard phase
corresponds to homogeneous nuclear matter at supernuclear densities. The constant ρ0, which by an
appropriate choice of units we set equal to unity, corresponds to the nuclear saturation density (see
Section 2 of [1]).
In [1] we began the study of the dynamics of the model in the spherically symmetric case. The
problem then reduces to one on a 2-dimensional quotient space-time manifold Q. Starting with initial
conditions which correspond entirely to the soft phase, we showed that predictions based solely on
the soft phase break down beyond an achronal boundary ∂J +(K ), consisting of smooth spacelike
segments Σi along which ρ = 1 and which form the spacelike part of the phase boundary, joined by
pairs C+i , C
−
i+1 of outgoing and incoming null segments (see Section 5 of [1]). The end points N
+
i , N
−
i
of the spacelike segments Σi at which Σi turns null, and which are, at the same time, the past end
points of the null segments C+i and C
−
i+1 respectively, we called boundary null points. The data induced
by the soft phase along the spacelike segments Σi provide the initial conditions for a subsequent hard
phase, determined in D+(Σi), the future domain of dependence of Σi. In Section 6 of [1], we studied
the associated hard-phase Cauchy problem in the large and analyzed the behavior near the null points,
which, as we showed, are analogous to the branch points of minimal surface theory.
In [2] we began the investigation of the problem of extending the solution into the causal future of
the boundary null points N+i , N
−
i . We formulated the problems of the formation and continuation of
a free phase boundary and, after considering first the case of a vacuum free boundary, we solved the
continuation problem in general. We then turned to more global aspects of the free-boundary problem,
in particular to the study of how a free phase boundary terminates. This led to the consideration of
four cases, the last of which was proved to be non-generic, while the first corresponds to a spacelike
transition from hard to soft with a null end point lying on the boundary of the causal past of the point
of termination, the second case corresponds to a point of intersection with a spacelike transition from
soft to hard, from which point the discontinuity propagates in the hard phase as a null shock, and the
third case which corresponds to a point of intersection with a spacelike transition from hard to soft,
from which point the discontinuity propagates as a contact discontinuity in the soft phase.
In [3] we solved the problem of formation of a free phase boundary in the phase transition from
soft to hard.
However there was one remaining problem in the above program which was not addressed. This
was the problem of the formation of a free phase boundary in the phase transition from hard to soft.
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The formulation and solution of this problem is the content of the present paper.
Let Σ0 be a piecewise smooth curve in the quotient manifold Q containing no pair of timelike
related points. Σ0 then consists of spacelike and null segments. Let initial data for the hard phase
equations be given along Σ0 so that
−gab∂aφ∂bφ ≥ 1 : along Σ0.
We denote by D+(Σ0) the future domain of dependence of Σ0 (this refers to the underlying conformal
geometry which is that of the Minkowski plane). Corresponding to the given initial data there is a
solution of the hard phase equations defined on a maximal future domain of development D+∗ (Σ0) ⊂
D+(Σ0). We remark that, as a consequence of prop. 6.1 of [1], infD+∗ (Σ0) r > 0 implies D
+
∗ (Σ0) =
D+(Σ0). Recalling that the hard phase is limited by the condition −gab∂aφ∂bφ := σ2 ≥ 1, the set
L =
{
x ∈ D+∗ (Σ0) : −gab∂aφ∂bφ < 1
}
must be excised from D+∗ (Σ0). This is however not all; for, causality demands that for each excluded
point the domain of its influence, i.e. its causal future, be also excluded. Thus we must excise from
D+∗ (Σ0) the set J
+(L ), the causal future of L in D+∗ (Σ0). The boundary ∂J
+(L ) of J +(L )
in D+∗ (Σ0) is a Lipschitz curve containing no pair of timelike related points. It consists in general of
a finite number or a denumerable infinity of spacelike segments Σi : i = 1, 2, . . . contained with their
end points ∂Σi = {N−i , N+i } in ∂L , and joined by pairs C+i , C−i+1 where C+i is either empty or an
outgoing null segment with past end point N+i and C
−
i+1 is either empty or an incoming null segment
with past end point N−i+1. At least one of C
+
i , C
−
i+1 is non-empty. If C
+
i is empty then N
+
i is the
future end point of C−i+1 and Σi is strictly spacelike at N
+
i . If C
−
i+1 is empty then N
−
i+1 is the future
end point of C+i and Σi+1 is strictly spacelike at N
−
i+1. If C
−
i is non-empty then Σi is tangent at N
−
i
to C−i and if C
+
i is non-empty then Σi is tangent at N
+
i to C
+
i . A point of Σ¯i at which Σ¯i is tangent
to a null curve is a null point. When both C−i , C
+
i are non-empty, the boundary points N
−
i , N
+
i
are both null points. If we assume that ∂L ∩ ∂J +(L ) does not contain any critical points of the
function σ, which is true generically, the spacelike segments Σi are smooth. In the following we shall
consider only the case where the boundary points are null points, for otherwise no peculiar difficulties
are encountered.
Consider a given spacelike segment Σi. For convenience of notation we omit in the following the
suffix i. Then Σ is described by an equation of the form
v = h(u) (1.1)
where h is a smooth strictly decreasing function on the interval (u+, u−], h′ < 0 on (u+, u−), h′(u−) =
0. The point (u−, v− = h(u−)) is the inner null end point N−. We may also describe Σ by the equation
u = h−1(v) (1.2)
and h−1 is a smooth strictly decreasing function on the interval (v−, v+], (h−1)′ < 0 on (v−, v+),
(h−1)′(v+) = 0. The point (u+ = h−1(v+), v+) is the outer null end point N+. The former description
is regular in a neighborhood of N−, while the latter description is regular in a neighborhood of N+.
In the following we restrict attention to the former.
The hard phase solution defines the functions Ω, φ, r, r˙ = Ur, along Σ
Ω = Ω∗(u) (1.3)
φ = φ∗(u) (1.4)
r = r∗(u), r˙ = r˙∗(u) (1.5)
where
Ω∗(u) = Ω(u, h(u)) (1.6)
φ∗(u) = φ(u, h(u)) (1.7)
r∗(u) = r(u, h(u)), r˙∗(u) = (Ur)(u, h(u)). (1.8)
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These functions constitute initial data for a soft phase solution in the future of Σ. The soft phase
solution is described in comoving coordinates τ , χ where we set
χ = −u : along Σ (1.9)
and τ is defined by the conditions that it coincides with φ∗ along Σ. Thus Σ is given in terms of the
coordinates τ , χ by
τ = −f(χ), (1.10)
where
f(χ) = −φ∗(−χ). (1.11)
We must require that the arc length along Σ is that given by the prior hard phase solution
ds2 = −Ω2∗h′du2,
the restriction to v = h(u) of the metric −Ω2dudv in null coordinates. This must coincide with
ds2 =
(−(f ′)2 + e2ω∗) dχ2,
the restriction to τ = −f(χ) of the soft phase metric −dτ2 + e2ωdχ2 in comoving coordinates. Hence
ω∗(χ) = ω(−f(χ), χ) is defined by
e2ω∗ = (f ′)2 − Ω2∗h′ (1.12)
where the argument of Ω∗ and h
′ is u = −χ.
The initial data for the soft phase equation (eq. (3.45e) of [1])
∂2r
∂τ2
= −m
r2
(1.13)
are
r(−f(χ), χ) = r∗(−χ), ∂r
∂τ
(−f(χ), χ) = r˙∗(−χ). (1.14)
We shall show below that the mass function m along Σ defined by the above soft phase initial data
according to
1− 2m
r
= −
(
∂r
∂τ
)2
+ e−2ω
(
∂r
∂χ
)2
coincides with the mass function m along Σ induced by the prior hard phase,
1− 2m
r
= − 4
Ω2
∂r
∂u
∂r
∂v
.
To accomplish this we extend the null coordinates u, v to the soft phase and show that the conformal
factor Ω and the partial derivatives ∂r/∂u, ∂r/∂v extend continuously across Σ, by virtue of the
conditions (1.12), (1.14).
The functions u(τ, χ), v(τ, χ) are defined by the conditions
∂u
∂τ
+ e−ω
∂u
∂χ
= 0, u(−f(χ), χ) = −χ (1.15)
∂v
∂τ
− e−ω ∂v
∂χ
= 0, v(−f(χ), χ) = h(−χ) (1.16)
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In the coordinates u, v the soft phase metric −dτ2+e2ωdχ2 takes the form −Ω2dudv with the conformal
factor given by
Ω2
∂u
∂τ
∂v
∂τ
= 1. (1.17)
The conditions (1.15), (1.16) imply that along Σ
∂u
∂τ
=
1
f ′ + eω
,
∂v
∂τ
=
h′
f ′ − eω . (1.18)
Therefore the conformal factor induced by the soft phase along Σ is
Ω2 =
(f ′)2 − e2ω
h′
(1.19)
in agreement with (1.12). Thus Ω is continuous across Σ.
In the soft phase the wave function φ coincides with τ . Using equations (1.15), (1.16) we find that
the partial derivatives of the inverse of the transformation (τ, χ) 7→ (u, v) are given by
∂τ
∂u
=
1
2∂u/∂τ
,
∂τ
∂v
=
1
2∂v/∂τ
, (1.20)
∂χ
∂u
=
1
2∂u/∂χ
,
∂χ
∂v
=
1
2∂v/∂χ
. (1.21)
In view of (1.18) we deduce in particular, that along Σ
∂τ
∂u
=
1
2
(f ′ + eω∗),
∂τ
∂v
=
1
2h′
(f ′ − eω∗). (1.22)
Differentiating (1.11) we obtain
f ′ = φ′∗ = φu + φvh
′. (1.23)
Here and in the following paragraph we denote by subscripts u and v the partial derivatives with
respect to u and v respectively. Using (1.12) and the fact that along Σ
Ω2 = 4φuφv, (1.24)
we then obtain
e2ω∗ = (f ′)2 − Ω2∗h′ = (φu − φvh′)2. (1.25)
Hence (since φu − φvh′ > 0)
eω∗ = φu − φvh′. (1.26)
Substituting (1.23) and (1.26) yields, along Σ
∂τ
∂u
=
∂φ
∂u
,
∂τ
∂v
=
∂φ
∂v
, (1.27)
i.e. the partial derivatives of φ are continuous across Σ.
We have (see (1.8))
r′∗ = ru + rvh
′. (1.28)
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In the following, we denote by a subscript − a quantity along Σ induced by the prior hard phase, by a
subscript + a quantity along Σ induced by the subsequent soft phase, and by a prefix ∆ the difference
+ minus − of corresponding quantities. Then by virtue of the first of conditions (1.14) we have
∆ru + h
′∆rv = 0. (1.29)
Also by virtue of the second of conditions (1.14) we have(
∂r
∂τ
)
+
= (Ur)− =
[
2
Ω2
(φvru + φuru)
]
−
=
1
2
(
ru
φu
+
rv
φv
)
−
.
On the other hand, in view of (1.20),(
∂r
∂τ
)
+
=
(
ru
∂u
∂τ
+ rv
∂v
∂τ
)
+
=
1
2
(
ru
τu
+
rv
τv
)
+
,
while, as we have shown above: τu+ = φu−, τv+ = φv−. It follows that
∆ru
φu−
+
∆rv
φv−
= 0. (1.30)
Equations (1.29), (1.30) constitute a linear homogeneous system for the differences ∆ru, ∆rv. The
matrix
M =
(
1 h′
1
φu
1
φv
)
has determinant
detM =
1
φv
− h
′
φu
> 0
(since h′ ≤ 0). Consequently
∆ru = ∆rv = 0,
i.e. dr is continuous across Σ.
Since the mass function m is in general defined by
1− 2m
r
= − 4
Ω2
∂r
∂u
∂r
∂v
,
and Ω as well as dr are continuous across Σ, so is m
m(−f(χ), χ) = m∗(−χ), m∗(u) = m(u, h(u)). (1.31)
Next we shall show that the function ρ determined in the soft phase by m through the equations
(eqs. (3.45c), (3.45d) of [1])
∂m
∂τ
= 0,
∂m
∂χ
= 4pir2ρ
∂r
∂χ
(1.32)
is equal to 1 along Σ, therefore also ρ is continuous across Σ. In view of the fact that along Σ:
Ω2 = 4φuφv, the hard phase equations
mu = 2pir
2(ru − 4Ω−2φ2urv), mv = 2pir2(rv − 4Ω−2φ2vru), (1.33)
(eqs. (3.49a), (3.49b) of [1]), reduce along Σ to
mu =
2pir2
φv
(φvru − φurv), mv = 2pir
2
φu
(φurv − φvru). (1.34)
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It follows that
dm∗
du
= mu +mvh
′
= 2pir2
[
ru + rvh
′ −
(
φurv
φv
+
φvru
φu
h′
)]
.
Since, along Σ,
1
2
(
ru
φu
+
rv
φv
)
= r˙∗,
we can write this in the form
dm∗
du
= 4pir2[ru + rvh
′ − r˙∗(φu + φvh′)]
= 4pir2
(
dr∗
du
− r˙∗ dφ∗
du
)
.
Therefore, by the soft phase equations (1.32) and (1.9), (1.10), (1.11), (1.14) together with (1.31), we
have along Σ
4pir2ρ
∂r
∂χ
=
∂m
∂χ
=
dm
dχ
= 4pir2
(
dr
dχ
+
∂r
∂τ
df
dχ
)
= 4pir2
∂r
∂χ
.
Consequently, ρ = 1 along Σ with respect to the soft phase and ρ is continuous across Σ.
We have established this far the continuity across Σ of Ω, φ, r, dφ, dr, m and ρ. It follows that
besides the metric g, r and dr, the thermodynamic variables ρ, p and the fluid velocity U are also
continuous across Σ. This implies the continuity across Σ of the energy tensor T , S (see equations
(3.19a), (3.19b) of [1])
T ab = (ρ+ p)UaU b + pgab, S = p.
The Hessian system (equation (3.6b) of [1]) reads
∇a∇br = (1/2r)(1− ∂cr∂cr)gab − 4pir(Tab − gabtrT ).
The right hand side has been shown to be continuous across Σ. Therefore so is the left hand side,
i.e. the Hessian of r is continuous across Σ. Now the derivative with respect to the parameter u of the
restriction to Σ of ∂r/∂u, that is(
∂
∂u
+ h′
∂
∂v
)
∂r
∂u
= (∇∇r)uu + h′(∇∇r)uv + 2
Ω
∂Ω
∂u
∂r
∂u
must be continuous across Σ. It follows that ∂Ω/∂u, therefore also ∂Ω/∂v, the partial derivative of
the metric gab in the null coordinate system, and the 2nd partial derivative of r, are all continuous
across Σ.
The unit future directed normal to Σ is given by
T =
1
Ω∗
√−h′
(
∂
∂u
− h′ ∂
∂v
)
. (1.35)
Also, the unit outward directed tangent to Σ is
L = − 1
Ω∗
√−h′
(
∂
∂u
+ h′
∂
∂v
)
. (1.36)
The continuity of the connection across Σ implies that the geodesic curvature of Σ, g(∇LT, L), induced
from the two sides coincide.
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Let V = U∗ be the outward directed spacelike vectorfield tangent to the simultaneous curves of
the fluid. The geodesic curvature of the simultaneous curves is given by
κ = g(∇V U, V ). (1.37)
In the soft phase, we have, in comoving coordinates
U =
∂
∂τ
, V = e−ω
∂
∂χ
. (1.38)
Hence in the soft phase
κ =
∂ω
∂τ
. (1.39)
Now g(∇UU, V ) suffers a jump across Σ, for ∇UU is given along Σ on the hard phase side by
(∇UU)− = −V (log ‖dφ‖)−V
while ∇UU vanishes in the soft phase
(∇UU)+ = 0.
Thus
∆g(∇UU, V ) = g(∇UU, V )+ − g(∇UU, V )− = V (log ‖dφ‖)−
which is non-zero at a point of Σ unless Σ is tangent to a simultaneous curve at that point. Expressing,
along Σ,
V =
L+ g(L,U)U
g(L, V )
and noting that ∇LU is continuous across Σ, we conclude that the geodesic curvature of the simulta-
neous curves suffers a jump across Σ given by
∆κ =
g(L,U)
g(L, V )
∆g(∇UU, V ) = g(L,U)
g(L, V )
V (log ‖dφ‖)−. (1.40)
Consider now a point (−f(χ0), χ0) on Σ at which
∂r
∂χ
(−f(χ0), χ0) = 0.
This means that in the 3-dimensional spacelike hypersurface H0 orthogonal to the fluid flow lines,
which corresponds, in the 4-dimensional spacetime manifold M , to the simultaneous curve passing
through the given point on Σ, there is a minimal sphere S0 corresponding to that point. The τχ-
component of the Hessian equations (equations (3.33b) of [1]), which in the soft phase reads
∂2r
∂τ∂χ
− ∂ω
∂τ
∂r
∂χ
= 0,
then implies that along the flow line χ = χ0,
∂r
∂χ
(τ, χ0) = 0
as long as that flow line remains in the soft phase. Thus the flow lines through S0 inM intersects each
orthogonal hypersurface H in a neighborhood of H0 to the future, at a sphere S which is minimal in
H .
We now focus attention to the behavior of the soft phase solution in a neighborhood of a boundary
null point. We have the following remarkable fact:
7
Proposition 1.1. The boundary null points of a spacelike curve of transition from hard to soft are
critical points of the function ρ with respect to the subsequent soft phase.
Proof. Consider the case of an incoming boundary null point N−. Along the spacelike curve Σ we
have σ = 1 and Σ is tangent at N− to the incoming null curve through N−. Hence(
∂σ
∂u
)
N−
= 0. (1.41)
In view of the fact that σ is given in the hard phase by
σ2 = ‖dφ‖2 = 4
Ω2
∂φ
∂u
∂φ
∂v
, (1.42)
equation (1.41) reads
∂φ
∂v
∂
∂u
(
1
Ω2
∂φ
∂u
)
+
1
Ω2
∂φ
∂u
∂2φ
∂u∂v
= 0 : at N−. (1.43)
Substituting for ∂2φ/∂u∂v from the wave equation (equation (3.47) of [1])
∂2φ
∂u∂v
+
1
r
∂r
∂u
∂φ
∂v
+
1
r
∂r
∂v
∂φ
∂u
= 0, (1.44)
and using (1.42) we obtain, in view of the fact that σN− = 1,
∂
∂u
(
1
Ω2
∂φ
∂u
)
=
1
Ω2
∂φ
∂u
[
1
r
∂r
∂u
+
4
Ω2
1
r
∂r
∂v
(
∂φ
∂u
)2]
: at N−. (1.45)
Since σ = 1 along Σ the fluid velocity is given by
Ua = −gab ∂φ
∂xb
(1.46)
that is
U =
2
Ω2
(
∂φ
∂v
∂
∂u
+
∂φ
∂u
∂
∂v
)
. (1.47)
The covariant derivative of U along Σ is given by the data along Σ induced by the prior hard phase.
Since ∂/∂u is tangent to Σ at N−, the derivative ∇∂/∂uU at N− is given by the prior hard phase.
Taking into account the fact that the only non-vanishing connection coefficients are
Γuuu =
2
Ω
∂Ω
∂u
, Γvvv =
2
Ω
∂Ω
∂v
we find
(∇∂/∂uU)u = ∂U
u
∂u
+ ΓuuuU
u
=
2
Ω2
∂2φ
∂u∂v
= − 2
rΩ2
(
∂r
∂u
∂φ
∂v
+
∂r
∂v
∂φ
∂u
)
(1.48)
at N−, while, by virtue of (1.45),
(∇∂/∂uU)v = ∂U
v
∂u
= 2
∂
∂u
(
1
Ω2
∂φ
∂u
)
=
2
Ω2
∂φ
∂u
[
1
r
∂r
∂u
+
4
Ω2
1
r
∂r
∂v
(
∂φ
∂u
)2]
(1.49)
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at N−. In view of (1.47) we may write (1.48) and (1.49) in the form
(∇∂/∂uU)u = −r−1Ur : at N−, (1.50)
(∇∂/∂uU)v =
Uv
r
[
∂r
∂u
+Ω2(Uv)2
∂r
∂v
]
: at N−. (1.51)
Now in the subsequent soft phase the velocity vectorfield U is geodesic
∇UU = 0. (1.52)
The v-component of this equation reads
Uv(∇∂/∂vU)v = −Uu(∇∂/∂uU)v.
Multiplying by Ω2Uu and using the normalization condition
‖U‖2 = Ω2UuUv = 1
yields
(∇∂/∂vU)v = −Ω2(Uu)2(∇∂/∂uU)v.
Thus, by (1.51) at N− we have, coming from the soft phase
(∇∂/∂vU)v = −U
u
r
[
∂r
∂u
+Ω2(Uv)2
∂r
∂v
]
that is, in view of the normalization condition, simply
(∇∂/∂vU)v = −r−1Ur : at N− (1.53)
coming from the soft phase. In conjunction with (1.50) we then deduce
∇ · U = (∇∂/∂uU)u + (∇∂/∂vU)v = −2r−1Ur
i.e.
∇ · (r2U) = 0 : at N− (1.54)
coming from the soft phase.
Now in the soft phase the function ρ satisfies the equation
Uρ+ ρr−2∇ · (r2U) = 0. (1.55)
Thus (1.54) implies that
Uρ = 0 : at N− (1.56)
coming from the soft phase. Since ρ = 1 along Σ and ∂/∂u is tangent to Σ at N− we also have
∂ρ
∂u
= 0 : at N−. (1.57)
We conclude that
dρ = 0 : at N−
coming from the soft phase, i.e. N− is a critical point of the function ρ with respect to the subsequent
soft phase.
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We now define null coordinates u, v which are canonical in a neighborhood of the point N−, by
requiring that
1. u = v = 0 at N−,
2. u is an affine parameter along C∗−, the incoming null curve through N−, and v is an affine
parameter along C−, the outgoing null curve through N−,
3. At N−: Uu = Uv = 1.
These requirements determine the coordinates u, v uniquely. The second requirement is equivalent to
Ω(u, 0) = Ω(0, v) = c
where c is a constant. The third requirement reads
UN− =
(
∂
∂u
+
∂
∂v
)
N−
. (1.58)
Since Ω2UuUv = 1, this is equivalent to
Ω(0, 0) = 1 (1.59)
therefore c = 1 and we have
Ω(u, 0) = Ω(0, v) = 1. (1.60)
Also, comparing (1.47) with (1.58) we obtain, in view of (1.59),(
∂φ
∂u
)
(0, 0) =
(
∂φ
∂v
)
(0, 0) =
1
2
. (1.61)
1The canonical null coordinates allow us to define a notion of curvature of Σ at N−. Σ is given
by equation (1.1), where, since N− = (u−, v−) = (0, 0), h is a smooth function on (u+, 0], h′ < 0 on
(u+, 0), h′(0) = 0. We then define the curvature of Σ at N− to be
k := h′′(0). (1.62)
Note that k ≥ 0, and we shall assume in the following that the generic case holds, i.e.
k > 0. (1.63)
By a transformation of the form φ 7→ φ− c we can set
φ(0, 0) = 0. (1.64)
Then the point N− is also the origin of the system of comoving coordinates τ , χ and
f(0) = 0. (1.65)
Recalling that Σ is given by
τ = −f(χ) : χ ∈ (χ−, χ+), χ− = −u− = 0, χ+ = −u+,
we define (compare equation (5.13) of [1])
δ := e−ω∗
df
dχ
. (1.66)
1It is not possible to define the geodesic curvature of Σ at N−, because there is no unit normal at a null point.
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We have
δ2 < 1 : in (0, χ+), δ(0) = 1, δ(χ+) = −1. (1.67)
We also define (compare equation (6.39) of [1])
q := −e−ω∗ dδ
dχ
. (1.68)
The vectorfields U − V , U + V are both null and future directed, U − V is incoming, U + V is
outgoing. Thus U −V is in the direction of ∂/∂u and U +V is in the direction of ∂/∂v. Consequently,
ru
φu
=
Ur − V r
Uφ− V φ,
rv
φv
=
Ur + V r
Uφ+ V φ
. (1.69)
Now,
Uφ = ‖dφ‖, V φ = 0. (1.70)
Defining as in section 5 of [1],
a− := −Ur + V r, a+ := Ur + V r (1.71)
we have
a−a+ = −(Ur)2 + (V r)2 = 1− µ, µ = 2m
r
(1.72)
and, by proposition 4.1 of [1]
a− > 0. (1.73)
Since
Ur = r˙,
we can express, according to (1.72),
V r =
√
1− µ+ r˙2 if V r ≥ 0, V r = −
√
1− µ+ r˙2 if V r ≤ 0. (1.74)
Therefore, assuming that the first case holds, we can write
a− = −r˙ +
√
1− µ+ r˙2, a+ = r˙ +
√
1− µ+ r˙2. (1.75)
By (1.69), (1.70), along Σ we have
ru = −a−∗φu, rv = a+∗φv. (1.76)
In terms of the functions
ζ =
1
ν
∂φ
∂u
, η =
1
κ
∂φ
∂v
, ν = − ∂r
∂u
, κ =
1
1− µ
∂r
∂v
(1.77)
these equations read
ζ∗ =
1
a−∗
, η∗ = a−∗ (1.78)
(compare with equations 6.11c of [1]).
According to the definition (1.66),
f ′ = eω∗δ. (1.79)
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Substituting in equation (1.12) yields
eω∗ =
Ω∗
√−h′√
1− δ2 . (1.80)
From (1.22), by virtue of the continuity of the first derivatives of φ, we have along Σ
φu =
1
2
(f ′ + eω∗), φv =
1
2h′
(f ′ − eω∗) (1.81)
that is
f ′ = φu + h
′φv, e
ω∗ = φu − h′φv. (1.82)
Note that in equations (1.82), when the argument of the left hand sides is χ, the argument of the right
hand sides is (u = −χ, v = h(−χ)).
At N−, in view of (1.61) we obtain
f ′(0) = eω∗(0) =
1
2
. (1.83)
Also differentiating (1.82) and evaluating the result at N−, taking into account (1.62), yields
f ′′(0) = −φuu(0, 0)− k
2
,
ω′∗(0)
2
= −φuu(0, 0) + k
2
. (1.84)
Hence, since by (1.66),
δ′ = e−ω∗(f ′′ − ω′∗f ′),
we have
δ′(0) = 2
(
f ′′(0)− ω
′
∗(0)
2
)
= −2k
therefore, by (1.68), at N−
q(0) = 4k. (1.85)
The Hessian equations in the null coordinate system (equations 3.48a, 3.48b, 3.48c of [1]) read
ruu − 2Ω−1Ωuru = −4pirφ2u, (1.86)
rruv + rurv = (1/4)(4pir
2 − 1)Ω2, (1.87)
rvv − 2Ω−1Ωvrv = −4pirφ2v. (1.88)
These equations are to be considered together with the wave equation in the same system (equation
3.47 of [1])
rφuv + ruφv + rvφu = 0. (1.89)
By (1.60) we have
Ωu(0, 0) = Ωv(0, 0) = 0. (1.90)
Let us denote
r(0, 0) = r0, m(0, 0) = m0, µ(0, 0) = µ0 =
2m0
r0
, (1.91)
a−(0, 0) = a−0, a+(0, 0) = a+0, r˙(0, 0) = r˙0 =
1
2
(a+0 − a−0). (1.92)
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Then by (1.61) and (1.76) we have at N−
ru(0, 0) = −a−0
2
, rv(0, 0) =
a+0
2
. (1.93)
Equations (1.86), (1.87), (1.88) together with (1.61) (1.90) and (1.93) yield the following expression
for the Hessian of r at the point N−
ruu(0, 0) = rvv(0, 0) = −pir0, (1.94)
ruv(0, 0) = (1/4r0)(4pir
2
0 − µ0). (1.95)
From (1.45) we obtain
φuu(0, 0) =
r˙0
2r0
. (1.96)
Also,
φuv(0, 0) = − r˙0
2r0
. (1.97)
From (1.84) we then obtain
f ′′(0) = − r˙0
2r0
− k
2
,
ω′∗(0)
2
= − r˙0
2r0
+
k
2
. (1.98)
As a consequence of proposition 1.1, the Taylor expansion of the soft phase energy density function ρ
at the point N− = (0, 0) begins with quadratic terms. According to (1.32) ρ is given by
ρ =
∂m/∂χ
4pir2∂r/∂χ
(1.99)
and by (1.32),
m(τ, χ) = m∗(−χ), (1.100)
therefore we can write
ρ =
dm∗/dχ
4pir2∂r/∂χ
. (1.101)
In view of the fact that ρ(−f(χ), χ) = 1, we have, along Σ
dm∗
dχ
= 4pir2
(
dr∗
dχ
+ r˙∗
df
dχ
)
. (1.102)
It follows from the above that to obtain the 2nd partial derivatives of ρ at N− we must determine at
N−, relative to the soft phase, the partial derivatives of r up to the 3rd order, with the exception of
rχχχ. Here and in the following paragraph we denote by the subscripts τ and χ the partial derivatives
with respect to τ and χ respectively.
Differentiating the equation (1.8)
r∗(u) = r(u, h(u)), (1.103)
with respect to χ = −u twice, we obtain, in turn,
−dr∗
dχ
= ru + rvh
′,
d2r∗
dχ2
= ruu + 2ruvh
′ + rvvh
′2 + rvh
′′. (1.104)
13
Evaluating the results at N− = (0, 0) using (1.93), (1.94), (1.95), (1.62) yields(
dr∗
dχ
)
(0) =
a−0
2
,
(
d2r∗
dχ2
)
(0) = −pir0 + a+0
2
k. (1.105)
Differentiating the equation (1.8)
r˙∗(u) = (Ur)(u, h(u)) = (2Ω
−2(φvru + φurv))(u, h(u)) (1.106)
with respect to χ = −u, yields
−dr˙∗
dχ
= 2Ω−2
[
φv(ruu − 2Ω−1Ωuru) + h′φu(rvv − 2Ω−1Ωvrv)
+ rv(φuu − 2Ω−1Ωuφu) + h′ru(φvv − 2Ω−1Ωvφv)
+ φuv(ru + h
′rv) + ruv(φu + h
′φv)
]
. (1.107)
Evaluating the result at N− we obtain, by (1.90), (1.93), (1.94), (1.95), (1.96), (1.97),
(
dr˙∗
dχ
)
(0) = −2(φvruu + φuruv + rvφuu + ruφuv)(0, 0)
=
1
4r0
(µ0 − a2+0 + a2−0). (1.108)
Differentiating the equation
r(−f(χ), χ) = r∗(−χ), (1.109)
we obtain, in turn,
(−rτf ′ + rχ)(−f(χ), χ) = dr∗
dχ
(−χ), (1.110)
and differentiating once more, in view of equation (1.13),
(
−m
r2
f ′2 − 2rτχf ′ + rχχ − rτf ′′
)
(−f(χ), χ) = d
2r∗
dχ2
(−χ). (1.111)
Also, differentiating the equation
rτ (−f(χ), χ) = r˙∗(−χ) (1.112)
we obtain, in view of equation (1.13),
(m
r2
f ′ + rτχ
)
(−f(χ), χ) = dr˙∗
dχ
(−χ). (1.113)
Evaluating the above equations at N− = (0, 0) and using (1.105), (1.108), (1.98) yields
rτ (0, 0) = r˙0 =
1
2
(a+0 − a−0), rχ(0, 0) = 1
4
(a+0 + a−0), (1.114)
rττ (0, 0) = − µ0
2r0
= −1− a+0a−0
2r0
, rτχ(0, 0) = −
a2+0 − a2−0
4r0
, (1.115)
rχχ(0, 0) =
1
8r0
(−3a2+0 + a+0a−0 + a2−0 + 1)− pir0 +
k
4
(a+0 + a−0). (1.116)
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Differentiating equation (1.99) with respect to τ we obtain
ρτ = −dm∗/dχ
4pir3r2χ
(rrτχ + 2rτrχ). (1.117)
Also, differentiating the equation
ρ(−f(χ), χ) = 1 (1.118)
yields
(−ρτf ′ + ρχ)(−f(χ), χ) = 0. (1.119)
Therefore
ρτ (0, 0) = ρχ(0, 0) = 0 (1.120)
in agreement with proposition 1.1.
Since the factor in parenthesis in (1.117) vanishes at N−, we have
ρττ(0, 0) = −
(
dm∗/dχ
4pir3r2χ
)
(rrττχ + 3rτ rτχ + 2rχrττ )(0, 0). (1.121)
Using (1.13), (1.114), (1.115) we find that the second factor on the right is equal to
− (a+0 + a−0)
4r0
[
3
2
(a+0 − a−0)2 + 4pir20
]
while according to (1.101) evaluated at N−, the first factor is equal to
4
r0(a+0 + a−0)
.
Hence
ρττ (0, 0) =
1
r20
[
3
2
(a+0 − a−0)2 + 4pir20
]
. (1.122)
We have
ρτχ(0, 0) = −
(
dm∗/dχ
4pir3r2χ
)
(rrτχχ + 3rχrτχ + 2rτrχχ)(0, 0). (1.123)
To determine rτχχ(0, 0) we differentiate equation (1.113) obtaining[
2dm∗/dχ
r2
− 2m
r3
(
dr∗
dχ
+ rχ
)]
df
dχ
+
m
r2
d2f
dχ2
+ rτχχ =
d2r˙∗
dχ2
.
Evaluating this at N− = (0, 0) with the help of (1.98) yields
rτχχ(0, 0) =
d2r˙∗
dχ2
(0) +
(a+0 + a−0)
4r20
(µ0 − 4pir20) +
µ0
4r0
k. (1.124)
To proceed we must determine (d2r˙∗/dχ
2)(0). This is to be obtained by differentiating equation
(1.107) and evaluating the result at N−. We first substitute equations (1.86)-(1.89) into (1.107)
reducing the latter to the form
−dr˙∗
dχ
= 2Ω−2
[
− 4pirφvφ2u − 4pirh′φuφ2v + rv(φuu − 2Ω−1Ωuφu)
+ h′ru(φvv − 2Ω−1Ωvφv)− r−1(ruφv + rvφu)(ru + h′rv)
− r−1 (rurv + 14Ω2(1 − 4pir2)) (φu + h′φv)]. (1.125)
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Here the right hand side is evaluated at v = h(u), u = −χ.
Let us define
j = −∂(σ
2)
∂v
(0, 0). (1.126)
The fact that σ2 = 1 on Σ while σ2 ≥ 1 in the past of Σ implies j ≥ 0 and we shall assume that the
generic case holds, i.e.
j > 0. (1.127)
Differentiating the equation
σ2(u, h(u)) = 1 (1.128)
twice, we obtain (
∂2(σ2)
∂u2
+ 2h′
∂2(σ2)
∂u∂v
+ (h′)2
∂2(σ2)
∂v2
+ h′′
∂(σ2)
∂v
)
(u, h(u)) = 0. (1.129)
Evaluating the above at N− using (1.62), (1.126) yields
∂2(σ2)
∂u2
(0, 0) = jk =: i. (1.130)
We have (recall (1.42))
∂(σ2)
∂v
= 4Ω−2[φu(φvv − 2Ω−1Ωvφv)− r−1φv(ruφv + rvφu)].
Evaluating this at N− using (1.126) yields
φvv(0, 0) = − j
2
+
1
4r0
(a+0 − a−0). (1.131)
Also differentiating the equation
∂(σ2)
∂u
= 4Ω−2[φv(φuu − 2Ω−1Ωuφu)− r−1φu(ruφv + rvφu)]
with respect to u and evaluating the result at N− with the help of (1.94) (1.95), (1.96), (1.97), we
obtain, in view of (1.130), and the fact that by (1.60) Ωuu = 0,
φuuu(0, 0) =
i
2
+
1
8r20
[3a+0(a+0 − a−0)− µ0]. (1.132)
Going back to (1.125) we differentiate once again and evaluate the result at χ = 0 with the help of
(1.131) and (1.132). This yields
d2r˙∗
dχ2
(0) =
1
2
(a+0 + a−0)i +
k
4r0
(a2−0 − a2+0 + a−0a+0 − 1)
+
1
8r20
(3a3+0 + a
2
+0a−0 + 2a+0a
2
−0 − 2a3−0 − 3a+0 − a−0) +
pi
2
(3a+0 − a−0). (1.133)
Substituting in (1.124) we then obtain
rτχχ(0, 0) =
i
2
(a+0 + a−0) +
k
4r0
(a2−0 − a2+0)
+
1
8r20
(3a3+0 − a2+0a−0 − 2a3−0 − a+0 + a−0) +
pi
2
(a+0 − 3a−0.) (1.134)
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Substituting in turn in (1.123) and taking into account also (1.115), (1.116), we arrive at the expression
ρτχ(0, 0) = −2i+ 3
4r20
(a+0 − a−0)2 + 2pi. (1.135)
Finally ρχχ(0, 0) is obtained by differentiating equation (1.119) and evaluating the result at χ = 0.
This yields
((1/4)ρττ − ρτχ + ρχχ)(0, 0) = 0. (1.136)
Setting
i0 :=
3
2
r˙20
r20
+ pi =
1
r20
[
3
8
(a+0 − a−0)2 + pir20
]
(1.137)
we can express (1.122), (1.135) in the form
ρττ (0, 0) = 4i0, ρτχ(0, 0) = 2i0 − 2i, (1.138)
and, by (1.136), we have
ρχχ(0, 0) = i0 − 2i. (1.139)
The initial data along Σ determine a soft phase solution in the domain U0 = {(τ, χ) : τ > −f(χ), 0 <
χ < χ+} in the future of Σ. Here χ+ = −u+. By (1.120) and (1.138), (1.139), the Taylor expansion
of the soft phase energy density function ρ in a neighborhood of the point N− = (0, 0) takes the form
ρ(τ, χ) = 1 + 2i0
(
τ +
χ
2
)(
τ − lχ
2
)
+ . . . . (1.140)
Here,
l := 2(i/i0)− 1 (1.141)
and . . . denotes terms of degree higher than the second.
It follows that only a subdomain U ⊂ U0 bounded in the past by Σ and in the future by a curve
tangent at N− to the line τ = lχ/2, corresponds to genuine soft phase, i.e. to ρ < 1. We note that,
in view of (1.83), the line τ = −χ/2 is tangent to Σ at N−, while the line τ = lχ/2, which lies in
its future, is spacelike, null outgoing, or timelike at N− according as to whether l < 1, l = 1, or
l > 1 respectively. Thus in the case l < 1 the future boundary of U is a spacelike curve Σ′ through
N− along which the soft phase changes continuously back to a hard phase and no new difficulties are
encountered. Discounting the exceptional case l = 1, we shall therefore confine our attention in the
following to the other generic case, namely the case l > 1. The future boundary of U is then a timelike
curve τ = τˆ (χ) through N−, τˆ∗(0) = 0, τˆ
′
∗(0) = l/2, and in the causal future of N
− the following free
boundary problem is posed:
Find a future domain of development V of N−, a timelike curve B in V issuing from N−, and a
solution in V such that in V1, the part of V bounded by B and C∗−, the incoming null curve issuing
from N−, it is a hard phase solution taking given initial data along C∗−, in V0 = V\V1 it coincides with
the above soft phase solution restricted to a subdomain of U bounded in the past by C−, the outgoing
null curve issuing from N−, while across B the jump conditions are fulfilled.
2 Existence
We recall the barrier function e defined in [3] (equation (1.23a)):
e =
ξ
2ζ2
+
1
2r
[
1
ζ
− (1− µ− 4pir2)ζ
]
, (2.1)
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where ξ is given by
∂ζ
∂u
= νξ. (2.2)
Let u, v be the canonical null coordinates in a neighborhood of the point N− defined in the preceding
section.
Proposition 2.1. At the boundary null point N− the barrier function e vanishes
e|N− = 0, (2.3)
while its partial derivatives with respect to the prior hard phase are given by(
∂e
∂u
)
N−
= i,
(
∂e
∂v
)
N−
= 2i0, (2.4)
where i and i0 are the positive real numbers defined by (1.130) and (1.137) respectively.
Proof. From (1.78) at N− = (0, 0) we have
ζ(0, 0) =
1
a−0
. (2.5)
Now,
ξ =
1
ru
∂
∂u
(
φu
ru
)
= r−3u (ruφuu − φuruu). (2.6)
Substituting (1.61), (1.93), (1.94), (1.96), we find that at N−
ξ(0, 0) =
2
a3−0r0
(a−0r˙0 − 2pir20). (2.7)
Evaluating (2.1) at N− using (2.5), (2.7), and taking account of the formulas
r˙ =
1
2
(a+ − a−), 1− µ = a+a−, (2.8)
yields
e(0, 0) = 0. (2.9)
We define the function ξ− by
∂ξ
∂u
= νξ−. (2.10)
Taking into account the fact that by equations (6.5a), (6.3a) of [1],
∂µ
∂u
=
ν
r
{µ− 4pir2[(1− µ)ζ2 + 1]} (2.11)
we can express, in terms of ξ−,
e− :=
1
ν
∂e
∂u
=
ξ−
2ζ2
− ξ
2
ζ3
− ξ
2r
(
1
ζ2
+ 1− µ− 4pir2
)
+
1
2r2
(
1
ζ
+ (2µ− 1− 8pir2)ζ − 4pir2(1− µ)ζ3
)
. (2.12)
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Differentiating (2.6) with respect to u we obtain
∂ξ
∂u
= −3r−1u ruuξ + r−3u (ruφuuu − φuruuu). (2.13)
At N−, by (1.86) and (1.96), and the fact that by (1.60) Ωuu = 0,
ruuu(0, 0) = −4pi(ruφ2u + 2rφuφuu)(0, 0) =
pi
2
(a−0 − 4r˙0). (2.14)
Substituting (2.14) as well as (2.6) and (1.132) in (2.13) evaluated at N− we obtain
ξ−(0, 0) =
4i
a3−0
+
1
r20
[
12
a3−0
r˙20 +
(
6
a2−0
− 40pir
2
0
a4−0
)
r˙0 +
1
a3−0
(
−µ0 + 4pir20 +
48pi2r40
a2−0
)]
. (2.15)
Substituting in turn (2.15) in (2.12) evaluated at N− and taking account of (2.5), (2.7), yields simply
∂e
∂u
(0, 0) = i. (2.16)
We define the function ξ+ by
∂ξ
∂v
= κξ+. (2.17)
Taking into account the fact that by equations (6.5b), (6.3b) of [1],
∂µ
∂v
=
κ
r
[(1 − µ)(4pir2 − µ) + 4pir2η2] (2.18)
and according to equation (6.7b) of [1]
∂ζ
∂v
=
κ
r
[η − (1− 4pir2)ζ] (2.19)
we can express, in terms of ξ+
e+ :=
1
κ
∂e
∂v
=
ξ+
2ζ2
− 1
r
[η − (1 − 4pir2)ζ]
{
ξ
ζ3
+
1
2r
[
1
ζ2
+ (1 − µ− 4pir2)
]}
− (1 − µ)
2r2
[
1
ζ
− (1 − µ− 4pir2)ζ
]
+
ζ
2r2
[
(1 − µ)(4pir2 − µ) + 4pir2η2 + 8pir2(1− µ)
]
. (2.20)
Differentiating (2.6) with respect to v we obtain
∂ξ
∂v
= −3r−1u ruvξ + r−3u (ruvφuu − φuvruu + ruφuuv − φuruuv). (2.21)
To obtain ruuv , φuuv at N
− we differentiate equations (1.87), (1.89) with respect to u
rruuv + 2ruruv + ruurv = 2pirΩ
2ru + (1/2)(4pir
2 − 1)ΩΩu,
rφuuv + 2ruφuv + rvφuu + ruuφv + ruvφu = 0.
Evaluating these at N− = (0, 0) with the help of (1.90), (1.93), (1.94), (1.95), (1.96), (1.97), yields
ruuv(0, 0) =
1
4r20
(2pir20a+0 − a−0µ0), (2.22)
φuuv(0, 0) =
1
8r20
(1− a2+0 − 2a+0a−0 + 2a2−0). (2.23)
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Substituting in (2.21) and taking account of (2.7) we obtain
ξ+(0, 0) =
1
a3−0r
2
0
[− 48pi2r40 + 12pir20(1− a+0a−0) + 4pir20a−0(4a+0 − 3a−0)
+ a−0(a−0 − 2a+0 + a2+0a−0 − 2a+0a2−0 + 2a3−0)
]
. (2.24)
Substituting in turn in (2.20) and taking again into account (2.7) and the fact that from (1.78)
η(0, 0) = a−0, (2.25)
yields simply
e+(0, 0) = 4a−0i0. (2.26)
Taking then into account the fact that, by the second of (1.93) and the relation (1.72),
κ(0, 0) =
1
2a−0
, (2.27)
we obtain
∂e
∂v
(0, 0) = 2i0. (2.28)
In the following we use the same coordinate system as in [3] which was introduced at the beginning
of section 4 of [2].
Let us define V by
V := {(τ, χ) : χ ≥ 0, τ−(χ) ≤ τ ≤ τˆ (χ)}. (2.29)
The point τ = χ = 0 is the inner null end point N− of Σ, τ = τ−(χ) is the equation of C
−, while
τ = τˆ (χ) is the curve issuing at N−, where, corresponding to the given soft-phase initial data, ρ(τ, χ)
along each flow line first becomes equal to 1. Note that the curve τ = τˆ (χ) corresponds to the future
boundary of U (cf. the discussion on page 17). We have
τ−(0) = τˆ (0) = 0. (2.30)
We cannot apply theorem 3.1 of [2] to conclude the local existence of a solution to the free boundary
problem. For, according to (2.5)
γ(0) =
1
ζ∗(0)a−∗(0)
= 1. (2.31)
In view of (2.30) and (2.31), the hypotheses of theorem 3.1 of [2] are not fulfilled.
To prove the existence of an expansion shock we construct an appropriate sequence of regular
problems to which the continuation argument of [2] applies. The solution to the formation problem
will then be shown to be the limit of this sequence.
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χτ
C∗− C−
τ = τ−(χ)
Σ
τ = τˆ (χ)
(τ0,n, χ0,n)
Soft
Soft
Hard
Hard
N−
We pick a sequence of points (τ0,n, χ0,n), monotone in both arguments, contained in the interior V .
Joining each point (τ0,n, χ0,n) to (0, 0) by a timelike geodesic, we define β0,n to be the velocity at (0, 0)
of the corresponding geodesic relative to the flow lines. We then have 0 < β0,n < 1. Furthermore, we
arrange the way the sequence of points approach N− such that the following condition is satisfied.
lim
n→∞
β0,n = β0 :=
5 + l
5l + 1
. (2.32)
We note that, since l > 1,
1 <
1
β0
< l, (2.33)
i.e. the above conditions are not in conflict with each other.
Let τ = τ−n(χ) be the equation of C
−
n , the outgoing null curve issuing from the point (τ0,n, χ0,n).
We define the domains
Vn := {(τ, χ) : χ ≥ χ0,n, τ−n(χ) ≤ τ ≤ τˆ(χ)}. (2.34)
The domains Vn ⊂ V are the images under the translation (τ, χ) 7→ (τ + τ0,n, χ+χ0,n) of the domains
V˜n := {(τ, χ) : (τ + τ0,n, χ+ χ0,n) ∈ Vn}. (2.35)
On the domains V˜n we define the soft-phase solution (rn, ωn, ρn) to be the corresponding pullbacks of
the restriction of the soft-phase solution (r, ω, ρ) to the domains Vn
rn(τ, χ) := r(τ + τ0,n, χ+ χ0,n), (2.36)
ωn(τ, χ) := ω(τ + τ0,n, χ+ χ0,n), (2.37)
ρn(τ, χ) := ρ(τ + τ0,n, χ+ χ0,n). (2.38)
We also must construct the corresponding hardphase initial data. This is accomplished by con-
structing the sequence Rn(t), which defines r as a function of φ along C
∗− for each regularized problem.
This sequence must satisfy the conditions
Rn(0) = r0,n, γn(0) < 1, e0,n > 0. (2.39)
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The first condition makes sure that Rn(0) → r0 as n → ∞. The second condition is a hypothesis of
theorem 3.1 of [2]. The hypothesis τˆ (χ0,n) > τ0,n of theorem 3.1 of [2] is fulfilled because of the way
the sequence of points converging to N− is chosen. The third condition provides a barrier which is
used to prove lemma 2.1 below.
We need three constants as we have three conditions. Let us set
Rn(t) := R(t) + cn + knt+
1
2
lnt
2, (2.40)
with
cn → 0, kn → 0, ln → 0 as n→∞. (2.41)
The first condition yields
cn = r0,n − r0. (2.42)
The second condition reads
γn(0) = − R˙n(0)
a−0,n
< 1. (2.43)
Therefore this condition becomes
kn > a−0 − a−0,n. (2.44)
The third condition can be written as
0 < 2ζ20,ne0,n = ξ0,n +
ζ0,n
r0,n
[1− (1− µ0,n − 4pir20,n)ζ20,n]. (2.45)
Here
ζ0,n = − 1
R˙n(0)
= − 1
R˙(0) + kn
, ξ0,n = − R¨n(0)
R˙3n(0)
= − R¨(0) + ln
(R˙(0) + kn)3
. (2.46)
Since e0 = limn→∞ e0,n = 0, R(0) = r0, R˙(0) = −a−0 it follows
R¨(0) = − 1
r0
[a2−0 − (1− µ0 − 4pir20)]. (2.47)
Rewriting equation (2.45) using equation (2.47) we get
2ζ20,ne0,n =
R¨(0) + ln
(a−0 − kn)3 −
R¨(0)
a3−0
+
1
r0,n(a−0 − kn)
[
1− 1− µ0,n − 4pir
2
0,n
(a−0 − kn)2
]
− 1
r0a−0
[
1− 1− µ0 − 4pir
2
0
a2−0
]
> 0. (2.48)
Thus (2.45) is equivalent to
ln >
{
1
r0a−0
[
1− 1− µ0 − 4pir
2
0
a2−0
]
− 1
r0,n(a−0 − kn)
[
1− 1− µ0,n − 4pir
2
0,n
(a−0 − kn)2
]}
(a−0 − kn)3
+
R¨(0)
a3−0
(a−0 − kn)3 − R¨(0) =: F (r0,n, µ0,n, kn). (2.49)
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The third condition is then
ln > F (r0,n, µ0,n, kn). (2.50)
We have
F (r0,n, µ0,n, kn)→ 0 as n→∞ i.e. as r0,n → r0, µ0,n → µ0, k0,n → 0. (2.51)
Adjusting now the three constants cn, kn and ln for each member of the sequence such that (2.42),
(2.44) and (2.50) together with (2.41) hold, which is certainly possible, implies the three conditions
(2.39) and therefore completes the construction of the hardphase initial data.
In the next few paragraphs are stated things that will be used in the proof of lemma 2.1.
On C∗− for the n’th regularized problem we have
φ = t, r(u, 0) = Rn(φ(u, 0)), ζn(u, 0) = Zn(φ(u, 0)), (2.52)
mn(u, 0) =Mn(φ(u, 0)), ξn(u, 0) = Ξn(φ(u, 0)), ξ−n(u, 0) = Ξ−n(φ(u, 0)). (2.53)
By construction of Rn(t) we have Rn → R uniformly as n→∞ with its derivatives up to third order.
Since Zn = −1/R˙n, it follows that Zn → Z uniformly as n → ∞. Similarly for Ξn = −Z˙n/R˙n it
follows that Ξn → Ξ uniformly as n→∞. Since
Mn(0) = m0,n, M˙n = 2piR
2
nR˙n[(1− 2MnR−1n )Z2n + 1], (2.54)
(cf. equation (6.5a) of [1]) it follows that Mn → M uniformly as n → ∞. Since Ξ−n = −Ξ˙n/R˙n, it
follows that Ξ−n → Ξ− uniformly as n→∞. Along C∗− we have en = En(t), where
En =
Ξn
2Z2n
+
1
2Rn
[
1
Zn
−
(
1− 2Mn
Rn
− 4piR2n
)
Zn
]
. (2.55)
It follows that En → E uniformly in t as n → ∞. By (2.12) e− = e−(ξ, ξ−, ζ, r,m) so along C∗−
we have E−n = E−n(Ξn,Ξ−n, Zn, Rn,Mn). It follows therefore from the form of E−n and from the
uniform convergence of the arguments of E−n that E−n → E− uniformly in t as n→∞.
We have
ξ+ =
1
κ
∂ξ
∂v
=
1
κ
∂
∂v
(
1
ν
∂ζ
∂u
)
. (2.56)
Using equations (6.6a), (6.6b), (6.7a) and (6.7b) yields
ξ+ = −ξ
r
(1 + µ− 9pir2) + 2η
r2
− ζ
r2
[1− µ+ 1 + 4pir2 − 4pir2ζ2(1 − 4pir2)]. (2.57)
Having appropriately constructed the approximating sequence, we can apply theorem 3.1 of [2] to
conclude that there is a positive integer n0 such that for each n ≥ n0 the n’th regularized problem has
a solution with a maximal existence interval τ¯n > 0.
Lemma 2.1.
lim inf
n→∞
τ¯n =: τ¯ > 0. (2.58)
Proof. As in the proof of lemma 1.1 of [3] we assume that there exists a subsequence (ni : i = 1, 2, 3, . . .)
ni → ∞ as i → ∞ such that limi→∞ τ¯ni = 0. According to lemma 4.3 of [2], for each n ≥ n0,
γn(τ)→ γn ∈ (0, 1] as well as ρ∗n(τ)→ ρn ∈ [0, 1] as τ → τn, and we have the following four cases to
consider:
Case 1: ρn < 1, γn < 1.
Case 2: ρn = 1, γn < 1.
Case 3: ρn < 1, γn = 1.
Case 4: ρn = 1, γn = 1.
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We shall show that under the hypothesis limi→∞ τni = 0 each of the four cases leads to a contra-
diction.
The second case can be treated in the exact same way as in the proof of lemma 1.1 of [3]. For
the other cases we show that infU (τ¯ni ) eni > 0 for large enough i (recall from p. 340 of [2] that
U (t) := {(u, v) : t ≥ u ≥ v ≥ 0}). Once we have this, equations (1.34a) and (1.36g) of [3] hold and the
contradictions can be established in the same way as in the proof of lemma 1.1 of [3]. Looking at
eni(u, v) =
∫ v
0
κni(u, v
′)e+ni(u, v
′)dv′ + eni(u, 0), (2.59)
where e+ =
1
κ
∂e
∂v , we see that the desired inequality for eni holds, once the following three inequalities
hold
inf
U (τ¯ni )
κni > 0, inf
U (τ¯ni )
e+ni > 0, inf
u∈[0,τ¯ni ]
eni(u, 0) > 0, (2.60)
for all sufficiently large i. Since κ(u, v) = κ∗(v)e
−K(u,v) (cf. (6.12a) of [1]), the first inequality follows
from the second of (4.5a) of [2]. For the third inequality we consider eni along the incoming null curve
C∗−. Along C∗− we have
eni(u, 0) = Eni(φ(u, 0)) e−ni(u, 0) = E−ni(φ(u, 0)), rni(u, 0) = Rni(φ(u, 0)), φni = t.
(2.61)
Since E−ni = −E˙ni/R˙ni , we have E˙ni = −R˙niE−ni . We also have
lim
n→∞
−R˙n(0) = a−0 > 0, lim
n→∞
E−n(0) = e−0 > 0, (2.62)
For the latter inequality, e−0 > 0, we use e−0 =
1
ν
∂e
∂u
∣∣
N−
, ν > 0 (by proposition 4.1 of [1]) and
∂e/∂u|N− > 0 (by proposition 2.1). Hence,
−R˙n(0) ≥ a−0
2
> 0, E−n(0) ≥ e−0
2
> 0, (2.63)
for all sufficiently large n. Since E−n and R˙n are both equicontinuous (They converge uniformly as
discussed in the previous section. The uniform convergence is equivalent to being equicontinuous and
converging pointwise (corollary of Ascoli’s theorem)), it follows that there exists an ε > 0 independent
of n such that
−R˙n(t) ≥ a−0
4
, E−n(t) ≥ e−0
4
: ∀t ∈ [0, ε]. (2.64)
Thus,
E˙n(t) ≥ a−0e−0
16
> 0 : ∀t ∈ [0, ε], (2.65)
and since En(0) = e0,n > 0 (confer the third condition put on the initial data), it follows that
En(t) ≥ a−0e−0
16
t+ e0,n > 0 : ∀t ∈ [0, ε]. (2.66)
Now because of the fact that φ is a time function, we have that supU (τ¯n) φn < τ¯n (cf. (4.15b) of [2]).
By our assumption that limi→∞ τ¯ni = 0 we have that τ¯ni ≤ ε for all sufficiently large i. Taking now
the infimum on [0, ε] of (2.66) and taking into account that φni = t along C
∗−, it follows, in view of
the third of (2.39), that infu∈[0,τ¯ni ] eni(u, 0) > 0. Therefore the third inequality of (2.60) is shown.
To show the second inequality of (2.60) we first show that the oscillations of rni , mni , ζni , ξni
and ηni in U (τ¯ni) tend to 0 as i → ∞. Since e+ni is given in terms of those quantities (cf. (2.20)
together with (2.57)), it then follows that limi→∞ e+ni = e+ = const. = e+0 = 4a−0i0 > 0 on U (τ¯ )
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(see proposition 2.1). The right hand sides of the equations (1.17a) and (1.17e) of [3] with n = ni
approach r0 as i→∞. This shows that
lim
i→∞
osc
U (τ¯ni )
rni = 0. (2.67)
Also
lim
i→∞
osc
u∈[0,τ¯ni ]
mni(u, 0) = 0. (2.68)
Using the bounds of page 103 of [3] and equation (6.5b) of [1], it follows that
sup
U (τ¯ni )
∣∣∣∣∂mni∂v
∣∣∣∣ ≤ C. (2.69)
This inequality, together with (2.68), then yields
lim
i→∞
osc
U (τ¯ni)
mni = 0. (2.70)
Similarly
lim
i→∞
osc
u∈[0,τ¯ni ]
ζni(u, 0) = 0 (2.71)
Using the bounds of page 103 of [3] and equation (6.7b) of [1], it follows that
sup
U (τ¯ni)
∣∣∣∣∂ζni∂v
∣∣∣∣ ≤ C. (2.72)
This inequality, together with (2.71), then yields
lim
i→∞
osc
U (τ¯ni )
ζni = 0. (2.73)
Also, since by (2.53)
ξn(u, 0) = − R¨(φ(u, 0))
(R˙(φ(u, 0)))3
, (2.74)
we have, in view of the fact that the range of φni is contained in [0, τni ] and τni → 0,
lim
i→∞
osc
u∈[0,τ¯ni ]
ξni(u, 0) = 0. (2.75)
Since ∂ξn∂v = κnξ+n, it follows by the expression (2.57) for ξ+ and the bound (1.29c) of [3] for the
difference
ξni(u, v)− exp(−2Nni(u, v))ξni(u, 0), (2.76)
in conjunction with (2.75), that
lim
i→∞
osc
U (τ¯ni )
ξni = 0. (2.77)
Let us finally consider ηni . From equation (6.7a) of [1] and the bounds on page 103 of [3] we see that
sup
U (τ¯ni )
∣∣∣∣∂ηni∂u
∣∣∣∣ ≤ C. (2.78)
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So we only need to show that
lim
i→∞
osc
τ∈[0,τ¯ni ]
η∗ni(τ) = 0. (2.79)
Now, according to equation (4.5e) of [2], we can express
η∗n(τ) = a−∗n(τ)
√
qn(τ), (2.80)
where
qn(τ) =
1− 2zn(τ)
1− zn(τ) (2.81)
and
xn(τ) := 2(1− ρ∗n(τ)), yn(τ) := 1− γ2n(τ), zn(τ) :=
xn(τ)yn(τ)
xn(τ) + 2yn(τ)
. (2.82)
Since
0 ≤ zn(τ) ≤ 1
2
xn(τ) = 1− ρ∗n(τ) (2.83)
and
lim
i→∞
sup
τ∈[0,τ¯ni ]
(1− ρ∗ni(τ)) = 0 (2.84)
it follows that
lim
i→∞
osc
τ∈[0,τ¯ni ]
qni(τ) = 0, (2.85)
which, together with
lim
i→∞
osc
τ∈[0,τ¯ni ]
a−∗ni(τ) = 0, (2.86)
implies (2.79).
In the arguments to follow we shall make use of the following proposition which is identical to
proposition 1.1 of [3].
Proposition 2.2. Let B, (r,m, ν, κ, ζ, η), defined on (τ1, τ2), {(u, v) : u ∈ (τ1, τ2), v ∈ (τ1, u]} respec-
tively, be a solution of the free-boundary problem corresponding to a soft phase solution (r, ω, ρ), such
that 0 < β < 1, ρ∗ < 1, whence also 0 < γ < 1. Then at each τ ∈ (τ1, τ2),
− 1
γ
dγ
dτ
= (1− β)E + βB, (2.87)
where E and B are the functions given in the statement of proposition 1.1 of [3].
Remark. In the limiting case γ → 1 the function E reduces to the boundary barrier e¯ given by
(1.23c) of [3]. If also ρ∗ → 1, the function B reduces to b¯ (see lemma 4.4 of [2]).
Now let τ¯ be as in the statement of lemma 2.1. Take any τˆ ∈ (0, τ¯). Then τ¯n ≥ τˆ if n is large
enough. Let
V a := {(τ, χ) ∈ V : τ ≤ a}, (2.88)
where V is the wedge-shaped region as defined by (2.29). In the following we will make use of the
functions Nn, Kn. Those are given by (1.41b) and (1.42a) of [3] and correspond to the functions N
and K of the n’th member of the sequence of regular problems, defined by (2.4b) and (2.3b) of [2].
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Lemma 2.2. There is a subsequence (ni : i = 1, 2, . . .) with the following properties:
(i) The corresponding sequence of curves (Bni) converges uniformly on [0, τˆ ] to a non-spacelike curve
B contained in V τˆ .
(ii) The sequence of functions (rni , φni ,mni) converges uniformly in U (τˆ ) to (r, φ,m), Lipschitz
functions on U (τˆ ).
(iii) The sequence of functions (Nni ,Kni) converges uniformly in U (τˆ ) to (N,K), Lipschitz functions
on U (τˆ ).
(iv) The sequence of functions (ζni , ηni) converges uniformly in U (τˆ ) to (ζ, η), continuous functions
on U (τˆ ).
Proof. The proof of the first three statements is identical to the contraction case. The proof of the
uniform convergence of the sequence of functions (ζni , ηni) involves the functions ζn(·, 0) on [0, τˆ ]. We
have
ζn(u, 0) = Zn(φn(u, 0)) = − 1
R˙n(φn(u, 0))
. (2.89)
Using (2.40) yields
ζn(u, 0) = − 1
R˙(φn(u, 0)) + kn + lnφn(u, 0)
. (2.90)
Since R˙ is continuous and the functions φni(·, 0) converge uniformly on [0, τˆ) to φ(·, 0) while the
constants kn, ln → 0, it follows that the functions ζni(·, 0) converge uniformly on [0, τˆ ) to ζ(·, 0), a
continuous function on [0, τˆ ]. All the other parts of the proof of the uniform convergence of (ζni , ηni)
can be copied from the contraction case. An intermediate result of the proof (cf. (1.45f) of [3]) is the
uniform convergence of the sequence (xni , yni), i.e.
(xni , yni)→ (x, y) as i→∞ (2.91)
uniformly in [0, τˆ ].
To proceed further we must show that we can select a subsequence (Ni) such that the corresponding
functions βni converge uniformly on [0, τˆ ]. This will be accomplished in two steps, lemma 2.4 and
lemma 2.5. According to equation (4.5c) of [2], βn is given by
βn =
1− γ2n
1 + γ2n − 2γ2nρ∗n
. (2.92)
In terms of the variables xn, yn, (cf. (2.82)) we can write this in the form
βn =
yn
(1− yn)xn + yn . (2.93)
Now the function
g(x, y) :=
y
(1− y)x+ y (2.94)
is continuous on Q¯ε \ (0, 0) where
Q¯ε := {(x, y) : x ≥ 0, 1− ε2 ≥ y ≥ 0}, (2.95)
but is not continuous at the point (0, 0). Therefore (2.91) does not imply the uniform convergence of
the βn.
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Let us first make the following general remarks. The functions βn belong to C
0[0, τˆ ] ⊂ L∞[0, τˆ ] and
satisfy 0 < βn < 1. By Alaoglu’s theorem, B¯1(L
∞[0, τˆ ]), the closed unit ball of L∞[0, τˆ ] = L1[0, τˆ ]⋆,
is weak-star compact. We can therefore select a subsequence from the subsequence (ni), which for
convenience of notation we still denote by (ni), such that the corresponding functions βni converge
weak-star to a function β ∈ B¯1(L∞[0, τˆ ]), that is∫ τˆ
0
βnifdτ →
∫ τˆ
0
βfdτ ∀f ∈ L1[0, τˆ ]. (2.96)
Since β ∈ B¯1(L∞[0, τˆ ]), we have |β| ≤ 1 almost everywhere. We shall show that also β ≥ 0 almost
everywhere. For, let
N := {τ ∈ [0, τˆ ] : β(τ) < 0}. (2.97)
Then
N =
∞⋃
m=1
Nm, where Nm :=
{
τ ∈ [0, τˆ ] : β(τ) ≤ − 1
m
}
. (2.98)
Let χNm denote the characteristic function of Nm. Setting f = χNm in (2.96), we obtain
0 ≤
∫
Nm
βnidτ →
∫
Nm
βdτ ≤ − 1
m
meas(Nm). (2.99)
Hence, meas(Nm) = 0 and N , being the countable union of sets of measure zero, is itself of measure
zero. We conclude that 0 ≤ β ≤ 1 almost everywhere and we can adjust β on a set of measure zero to
achieve 0 ≤ β ≤ 1 everywhere. Now, suppose that M is a measurable subset of [0, τˆ ] and suppose that
βni → β˜ pointwise on M. (2.100)
Then β|M = β˜ almost everywhere. For, on one hand, by the dominated convergence theorem, for any
f ∈ L1[0, τˆ ], ∫
M
βnifdτ →
∫
M
β˜fdτ ∀f ∈ L1[0, τˆ ], (2.101)
while on the other hand, replacing f in (2.96) by fχM , where χM is the characteristic function of M ,
we obtain ∫
M
βnifdτ →
∫
M
βfdτ ∀f ∈ L1[0, τˆ ]. (2.102)
Consequently, ∫
M
(β − β˜)fdτ = 0 ∀f ∈ L1[0, τˆ ]. (2.103)
In particular, setting f = χM (β − β˜), we obtain the conclusion β|M = β˜ almost everywhere. Thus we
can adjust β on a subset of measure zero to coincide with β˜ on M . In view of the fact that 0 ≤ β ≤ 1,
this does not affect our previous adjustment.
As a consequence of the above, the functions
ν∗ :=
1
2
a−∗(1− β), κ∗ := 1
2a−∗
(1 + β) (2.104)
belong to L∞[0, τˆ ] and we have
ν∗ni → ν∗, κ∗ni → κ∗ (2.105)
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in the weak-star sense. We set
ν(u, v) = ν∗(u)e
N(u,v)−N(u,u), κ(u, v) = κ∗(v)e
−K(u,v) (2.106)
where N , K are the uniform limits of the functions of Nni , Kni as in the statement of lemma 2.2. We
shall show that these functions are in fact given by the expressions (2.4b), (2.3b) of [2], i.e.
N(u, v) =
∫ v
0
(
(µ− 4pir2)κ
r
)
(u, v′)dv′, K(u, v) = 4pi
∫ u
v
(rνζ2)(u′, v)du′. (2.107)
The proof relies on the following lemma, which is identical to lemma 1.3 of [3]
Lemma 2.3. Let (fni) be a sequence of functions in C
0(U (τˆ )) converging uniformly to a function f
and let
gni(u, v) :=
∫ v
0
(fniκni)(u, v
′)dv′, g(u, v) :=
∫ v
0
(fκ)(u, v′)dv′, (2.108)
hni(u, v) :=
∫ u
v
(fniνni)(u
′, v)du′, h(u, v) :=
∫ u
v
(fν)(u′, v)du′, (2.109)
Then
gni → g, hni → h uniformly on U (τˆ ). (2.110)
Applying lemma 2.3 to the cases
fni =
1
rni
(µni − 4pir2ni), f =
1
r
(µ− 4pir2) (2.111)
and
fni = 4pirniνniζ
2
ni , f = 4pirνζ
2 (2.112)
we obtain (using the conclusion for gni , g)
Nni →
∫ v
0
(µ− 4pir2)κ
r
dv uniformly on U (τˆ ) (2.113)
and (using the conclusion for hni , h)
Kni → 4pi
∫ u
v
rνζ2du uniformly on U (τˆ ). (2.114)
Since Nni → N and Kni → K by lemma 2.2, the functions N and K are thus given by (2.107). It
follows that ν and κ satisfy equations (6.6b) and (6.6a) of [1] respectively.
Applying lemma 2.3 to the cases
(fni , f) = (1− µni , 1− µ), (1, 1),
(ηni , η), (ζni , ζ),(
2pir2ni [η
2
ni + (1 − µni)], 2pir2[η2 + (1 − µ)]
)
,(−2pir2ni [(1− µni)ζ2ni + 1],−2pir2[(1− µ)ζ2 + 1]) ,(
1
rni
[ηni − (1− 4pir2ni)ζni ],
1
r
[η − (1− 4pir2)ζ]
)
,
(
1
rni
[(1 + 4pir2niζ
2
ni)ηni − (1− µni)ζni ],
1
r
[(1 + 4pir2ζ2)η − (1− µ)ζ]
)
, (2.115)
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we obtain the result that the hard phase system (cf. (6.3a). . . (6.7b) of [1]) is satisfied and therefore
(r, φ,m, ν, κ, ζ, η) (this is the limit of the sequence of regular problems) is a solution of the hard-phase
equations. The details are identical to the treatment in [3].
Let us now define the closed subsets
X := {τ ∈ [0, τˆ ] : x(τ) = 0}, Y := {τ ∈ [0, τˆ ] : y(τ) = 0}. (2.116)
We then define the subsets
C1 := X
c ∩ Y c. C2 := X ∩ Y c, C3 := Xc ∩ Y, C4 := X ∩ Y. (2.117)
Since
x = 2(1− ρ∗), y = 1− γ2, (2.118)
the subsets C1, C2, C3, C4 correspond to the four cases of lemma 4.3 of [2]. The subset C1 is open
and, by virtue of (2.91) and (2.94), βni → β pointwise on C1 and
0 < β|C1 < 1. (2.119)
The convergence is uniform in closed subsets of C1. Thus β is continuous on C1. By (2.91) and (2.94),
βni → β pointwise on C2 and C3, and
β|C2 = 1, β|C3 = 0. (2.120)
Thus only on the closed subset
C4 = {τ ∈ [0, τˆ ] : (x(τ), y(τ)) = (0, 0)}, (2.121)
which corresponds to the point of non-continuity of the function g on Q¯ε, does (2.91) fail to give
pointwise convergence. The argument instead rests on the following lemma.
Lemma 2.4. For every τ1 ∈ (0, τˆ ], there exists a τ0 ∈ (0, τ1) such that τ0 ∈ C1.
Proof. Suppose on the contrary that there is a τ1 ∈ (0, τˆ ] such that for all τ ∈ (0, τ1) we have τ /∈ C1,
that is,
τ ∈
4⋃
i=2
Ci. (2.122)
We may assume that τ1 is as small as we wish.
Consider first the case that there is a τˇ ∈ (0, τ1) such that τˇ ∈ C2, that is, τˇ ∈ X , τˇ ∈ Y c. Since
Y c is open, there is an ε > 0 and an interval
Iε := [τˇ − ε, τˇ + ε] (2.123)
such that Iε ⊂ (0, τ1) ∩ Y c. Thus Iε ∩Xc = ∅ because
Iε ∩Xc ⊂ (0, τ1) ∩ Y c ∩Xc = (0, τ1) ∩ C1, (2.124)
and according to our hypothesis the last set is empty. We conclude that Iε ⊂ X ; hence
Iε ⊂ (0, τ1) ∩C2 (2.125)
also. It follows that
ρ∗ = 1 on Iε, (2.126)
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and also that
βni → 1 uniformly on Iε, (2.127)
which implies that for any τ ′, τ ′′ ∈ Iε,
χ∗ni(τ
′′)− χ∗ni(τ ′) =
∫ τ ′′
τ ′
exp(−ω∗ni)βnidτ →
∫ τ ′′
τ ′
exp(−ω∗)βdτ. (2.128)
Since
χ∗ni(τ
′′)− χ∗ni(τ ′)→ χ∗(τ ′′)− χ∗(τ ′), (2.129)
χ∗ is continuously differentiable in Iε and
eω∗
dχ∗
dτ
= 1. (2.130)
This means that the segment of the curve B corresponding to the interval Iε is null outgoing. On the
other hand, according to (2.126), this segment must coincide with the corresponding segment of the
curve τ = τˆ(χ), which is strictly timelike.
Consider next the case that there is a τˇ ∈ (0, τ1) such that τˇ ∈ C3, that is, τˇ ∈ Y , τˇ ∈ Xc. Since
Xc is open, there is an ε1 > 0 and an interval Iε1 as in (2.123), but with ε1 in the role of ε, such that
Iε1 ⊂ (0, τ1) ∩Xc. We have Iε1 ∩ Y c = ∅, because
Iε1 ∩ Y c ⊂ (0, τ1) ∩Xc ∩ Y c = (0, τ1) ∩ C1, (2.131)
and according to our hypothesis the last set is empty. We conclude that Iε1 ⊂ Y ; hence
Iε1 ⊂ (0, τ1) ∩ C3. (2.132)
It follows that
γ = 1 on Iε1 (2.133)
and also that
βni → 0 uniformly on Iε1 . (2.134)
Let 0 < ε < ε1. According to proposition 2.2 we can express
γni(τˇ + ε)− γni(τˇ − ε) = −
∫ τˇ+ε
τˇ−ε
γni [(1 − βni)Eni + βniBni ]dτ. (2.135)
Now, by (2.133) the left hand side tends to zero as i→∞. Consequently, in conjunction with (2.134),
lim
i→∞
∫ τˇ+ε
τˇ−ε
e∗nidτ = 0. (2.136)
Here e∗ni is the restriction to B of the barrier function (2.1) corresponding to the ni’th solution
e∗ni =
1
2
a2−∗niξ∗ni +
1
2r∗ni
[
a−∗ni −
1− 4pir2∗ni
a−∗ni
]
+
µ∗ni
2r∗nia−∗ni
on Iε. (2.137)
We will now show that
lim inf
i→∞
(
inf
Iε
e∗ni
)
> 0, (2.138)
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contradicting (2.136). We have
e∗ni(u) = eni(u, 0) +
∫ u
0
e+ni(u, v)κni(u, v)dv. (2.139)
Along C∗− we have eni = Eni(t) and Eni → E uniformly as i → ∞. Therefore, it follows from
proposition 2.1 that E(t) > Ct for τ1 small enough, which as we have remarked, can in the present
context be assumed. This implies that
lim inf
i→∞
(
inf
Iε
eni(u, 0)
)
> 0. (2.140)
To deal with the second term in (2.139) we first show that
ξni → ξ :=
1
r
(α− + 2ζ) uniformly in U
+
Iε
, (2.141)
where (cf. (1.55a) of [3])
U +Iε = {(u, v) : u ∈ Iε, v ∈ [0, u]} (2.142)
and (cf. (1.26a) of [3] and (6.23) of [1])
α− :=
1
ν
∂α
∂u
, α :=
1
ν
∂(rφ)
∂u
. (2.143)
This will then imply, through (2.57), that
ξ+ni → ξ+ uniformly in U +Iε , (2.144)
where ξ+ is given by the right hand side of (2.57). This in turn will imply, through (2.20), that
e+ni → e+ uniformly in U +Iε , (2.145)
where e+ is given by the right hand side of (2.20). Since proposition 2.1 gives e+ > 0 in U
+
Iε
, if τ1
is sufficiently small, which as we have remarked, can in the present context be assumed, it will then
follow that the second term in (2.139) is bounded from below by a positive constant for sufficiently
large i. This together with (2.140) will imply (2.138). To show the uniform convergence of ξni we
recall from (1.26c) of [3] that we can write
α−ni(u, v) = e
−2Nni(u,v)α−ni(u, 0)−A−ni(u, v), (2.146)
where
A−ni = α(u, v)N−ni(u, v)e
−Nni (u,v)
+
∫ v
0
[ζniN+ni + φni(N+−ni +N+niN−ni)] (u, v
′)e2Nni(u,v
′)−2Nni (u,v)κni(u, v
′)dv′.
(2.147)
Now, as in the proof of lemma 1.5 of [3] it follows that
A−ni → A− uniformly on U (τˆ ), (2.148)
where
A−(u, v) := α(u, v)N−(u, v)e
−N(u,v)
+
∫ v
0
[ζN+ + φ(N+− +N+N−)] (u, v
′)e2N(u,v
′)−2N(u,v)κ(u, v′)dv′. (2.149)
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Using the initial conditions given by (2.40) and R˙Z = −1 it follows that
ξn(u, 0) = − Z˙n
R˙n
(φn(u, 0)) = − R¨n
R˙3n
(φn(u, 0)) = −
(
Z˙R˙2 + ln
(R˙+ kn + lnφn(u, 0))3
)
(φn(u, 0)). (2.150)
Proposition 4.1 of [2] implies (see (1.39) of [3]) that
0 = φni(0, 0) ≤ φni(u, 0) ≤ φni(u, u) ≤ u. (2.151)
Let J0 ⊂ Iε1 \Iε be a closed subinterval on the left of Iε. From (2.134) it follows that β = 0 on J0, which
implies ν∗ > 0 on J0. It follows that on J0 × {0} the functions νni are uniformly bounded from below
by a positive constant. Since the same is true for the functions ζni and we have ∂φni/∂u = νniζni , it
follows that
inf
i
(
inf
u∈J0
∂φni
∂u
)
:= ε0 > 0. (2.152)
Consequently
inf
u∈Iε
φni(u, 0), inf
u∈Iε
φ(u, 0) ≥ ε0|J0|. (2.153)
Since Z˙(t) is continuous away from t = 0 we conclude that the sequence (ξni(·, 0)) converges uniformly
in Iε to ξ(·, 0), where
ξ(u, 0) = − Z˙(φ(u, 0))
R˙(φ(u, 0))
(2.154)
is a continuous function in Iε. Hence the sequence α−ni(·, 0) converges uniformly in Iε to α−(·, 0) =
r(·, 0)ξ(·, 0)− 2ζ(·, 0). In conjunction with (2.148) this allows us to conclude that
α−ni → α− uniformly in U +Iε (2.155)
where
α−(u, v) = e
−2N(u,v)α−(u, 0)−A−(u, v) (2.156)
is a continuous function in U +Iε . Consequently, (2.141) follows.
The preceding development leads to the conclusion that (0, τ1) ⊂ C4. Then for any closed interval
Iε ⊂ (0, τ1) we have
ρ∗ = γ = 1 on Iε (2.157)
and (2.135) holds. Therefore, considering the remark at the end of proposition 2.2, since the left-hand
side of (2.135) tends to zero as before, we obtain
lim
i→∞
∫ τˇ+ε
τˇ−ε
[(1− βni)e∗ni + βnib∗ni ]dτ = 0. (2.158)
Now, the left-hand side of (2.158) is not less than
2ε lim inf
i→∞
(
inf
Iε
min{e∗ni, b∗ni}
)
, (2.159)
and, since (2.138) holds, while by proposition 5.1 of [1], in view of (2.157), b∗ni → b∗ uniformly in Iε
and
inf
Iε
b∗ > 0. (2.160)
We have therefore again reached a contradiction and the proof of the lemma is complete.
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Next we show
Lemma 2.5. If τˆ is sufficiently small, then C1 coincides with (0, τˆ ].
Proof. The proof of this lemma is identical to the proof of lemma 1.5 of [3] up to two points.
The first point that has to be changed is the proof of the fact that the sequence of functions ξni(·, 0)
is uniformly convergent in any closed subinterval J ⊂ I where I is a component of the open set C1 as
in the proof in [3]. Using the initial conditions given by (2.40) and R˙Z = −1 it follows that
ξn(u, 0) = − Z˙n
R˙n
(φn(u, 0)) = − R¨n
R˙3n
(φn(u, 0)) = −
(
Z˙R˙2 + ln
(R˙+ kn + lnφn(u, 0))3
)
(φn(u, 0)). (2.161)
Since Z˙, R˙ are continuous and applying the same reasoning as in the proof of lemma 1.5 of [3] that
yields
inf
u∈J
φni(u, 0), inf
u∈J
φ(u, 0) ≥ ε0|J0|, (2.162)
it follows that the sequence (ξni(·, 0)) converges uniformly in J to ξ(·, 0), where
ξ(u, 0) = − Z˙(φ(u, 0))
R˙(φ(u, 0))
(2.163)
is a continuous function in I extending continuously to the right end point τ1 of I.
The second point that has to be changed is the proof of e1 > 0 for small enough τˆ , where e1 is the
boundary barrier function at the point τ1. This then contradicts (1.58a) through (1.58c) of [3] using
also proposition 5.1 of [1]. The proof of e1 > 0 for τˆ small enough can be given using the argument
in the proof of lemma 2.4 (the second case), but with the interval I (whose right end point coincides
with τ1) in the role of the interval Iε.
Up to this point we have
βni(τ)→ β(τ) uniformly on (0, τˆ ]. (2.164)
Therefore, β is continuous and bounded on (0, τˆ ] and χ∗ ∈ C1(0, τˆ ]. Furthermore
0 ≤ β(τ) ≤ 1 for τ ∈ (0, τˆ ]. (2.165)
This implies
χ∗(τ) = O(τ). (2.166)
By construction we also have
lim
i→∞
βni(0) = β0, (2.167)
where β0 is given by (2.32). In the following we will show
lim
τ→0
β(τ) = β0. (2.168)
Hence
β ∈ C0[0, τˆ ] (2.169)
and
χ∗ ∈ C1[0, τˆ ]. (2.170)
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Defining the variables z, E and X by
z2 :=
1− β
1 + β
, E :=
1
γ2
− 1, X := 1− ρ∗, (2.171)
the equation for the free phase boundary, equation (1.24a) of [2], becomes
z2 =
X
E +X
. (2.172)
Using (cf. (6.23) of [1])
α = −∂(rφ)/∂u
∂r/∂u
= rζ − φ (2.173)
and γ = 1/(ζ∗a−∗) (see (1.23b) of [2]), we can express
E = a2−∗
(
α∗ + φ∗
r∗
)2
− 1. (2.174)
The function α satisfies (see (4.14b) of [2])
α(u, v)eN(u,v) = α(u, 0)−
∫ v
0
(
φ
∂N
∂v
eN
)
(u, v′)dv′, (2.175)
where N is given by the first of (2.107). Let
M(u, v) :=
∫ v
0
g(u, v′)dv′. (2.176)
where
g := φfeN , f :=
∂N
∂v
= (µ− 4pir2)κ
r
. (2.177)
Thus
α(u, v) = (α(u, 0)−M(u, v)) e−N(u,v). (2.178)
In particular
α∗(u) = (α(u, 0)−M∗(u)) e−N∗(u) (2.179)
and we can express
α(u, 0) = α∗(u)e
N∗(u) +M∗(u). (2.180)
Substituting this into (2.178), we obtain
α(u, v) =
(
α∗(u)e
N∗(u) +M∗(u)−M(u, v)
)
e−N(u,v). (2.181)
In the following we will express α along C∗− as a function of s = r0−r. We note that s is increasing
along C∗− and vanishes at N−. We recall that R(t) describes r as a given function of φ along C∗−.
Therefore, φ along C∗− as a function of s is given by the function
Φ(s) := R−1(r0 − s). (2.182)
Now, in view of equation (6.4a) of [1], i.e. ∂φ/∂u = νζ, we have for ζ along C∗− as a function of s
ζ|C∗−(s) =
dΦ
ds
(s). (2.183)
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Let us denote by H the function which defines −α as a function of s along C∗−. Hence, using (2.182)
and (2.183) in (2.173),
H(s) = (s− r0)dΦ
ds
(s) + Φ(s). (2.184)
Let us denote by Y the function which describes r along C∗− according to
Y (u) := r0 − r(u, 0). (2.185)
Therefore,
α(u, 0) = −(H ◦ Y )(u). (2.186)
Substituting this into (2.179) we obtain
α∗(τ) = − [(H ◦ Y (τ)) +M∗(τ)] e−N∗(τ). (2.187)
Substituting this into (2.174) we obtain
E = a2−∗
(
[(H ◦ Y ) +M∗] e−N∗ − φ∗
r∗
)2
− 1. (2.188)
For the asymptotic form of E we need the asymptotic forms of a−∗, (H ◦ Y ), M∗, N∗, φ∗ and r∗.
We first expand H up to second order. Using the fact that ζ0 = 1/a−0 (see (2.5)), we get
H(0) = − r0
a−0
. (2.189)
Now,
dH
ds
(0) = 2
dΦ
ds
(0)− r0 d
2Φ
ds2
(0). (2.190)
Using ∂ζ/∂u = νξ we get from (2.183)
d2Φ
ds2
= ξ. (2.191)
Therefore,
dH
ds
(0) =
2
a−0
− r0ξ0. (2.192)
Using (2.5), (2.7), we obtain
dH
ds
(0) =
3
a−0
− a+0
a2−0
+
4pir20
a3−0
. (2.193)
Now,
d2H
ds2
(0) = 3
d2Φ
ds2
(0)− r0 d
3Φ
ds3
(0). (2.194)
Using ∂ξ/∂u = νξ− we get from (2.191)
d3Φ
ds3
= ξ−. (2.195)
Therefore
d2H
ds2
(0) = 3ξ0 − r0ξ−0. (2.196)
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Using (2.7) and (2.15) we obtain
d2H
ds2
(0) =− 4ir0
a3−0
+
1
r0a3−0
(
1− 36pir20 − 3a2+0
)
+
1
r0a5−0
(−48pi2r40 − 3a4−0 + 20pir20a−0a+0 + 5a3−0a+0) . (2.197)
From (4.6c) of [2] we have
dφ∗
dτ
=
1
2
(f+ + f−), (2.198)
where (recall that x = 2(1− ρ∗))
f+ := (1 + β)
√
1− βx
1 + β
, f− := (1− β)
√
1 +
βx
1− β . (2.199)
Let
g(s) :=
√
1 + s− (1 + 12s− 18s2) . (2.200)
The Taylor expansion of g begins with cubic terms and we can express
1
2
(f+ + f−) = 1− 1
8
β2x2
1− β2 + f0, (2.201)
where
f0 :=
1
2
(1 + β)g
(
− βx
1 + β
)
+
1
2
(1− β)g
(
βx
1− β
)
. (2.202)
Using (1.140), we deduce
dφ∗
dτ
= 1 +O(τ4). (2.203)
We define
Ψ(τ) := φ∗(τ) − τ (2.204)
and we have
Ψ = O(τ5). (2.205)
Let us define
δ := τ − χ∗
2
− 2Y
a−0
. (2.206)
In the following we will use the notation f (n) to denote the n’th degree part of f .
The following proposition gives expressions for M∗, N∗ and δ up to cubic error terms.
Proposition 2.3. The functions
M∗(τ) =
∫ τ
0
(
φ
µ− 4pir2
r
κeN
)
(τ, v)dv, N∗(τ) =
∫ τ
0
(
µ− 4pir2
r
κ
)
(τ, v)dv, (2.207)
δ(τ) = τ − χ∗
2
− 2Y (τ)
a−0
, (2.208)
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where
Y (τ) = r0 − r(τ, 0), (2.209)
have the following asymptotic forms:
M∗ =M
(2)
∗ +O(τ3), N∗ = N (1)∗ +N (2)∗ +O(τ3), δ = δ(2) +O(τ3), (2.210)
where
M
(2)
∗ :=
µ0 − 4pir20
8a−0r0
(
3τ2 + τχ∗ − 1
4
χ2∗
)
, (2.211)
N
(1)
∗ :=
µ0 − 4pir20
2a−0r0
(
τ +
χ∗
2
)
, (2.212)
N
(2)
∗ :=
1
2
Aτ2 +Bτχ∗ +
1
2
Cχ2∗, (2.213)
δ(2) := − 1
2r0a−0
{
2pir20τ
2 +
[
a−0(a+0 − a−0)− 2pir20
]
τχ∗
+
1
4
[
a−0(a+0 − a−0) + 2pir20 − 2a−0r0k
]
χ2∗
}
, (2.214)
where
A :=
1
2a2−0r
2
0
[
−µ0 + µ
2
0
2
− 4pir20 + 4pir20µ0 + 8pi2r40 + (2µ0 + 2pir20)a2−0
]
, (2.215)
B :=
1
8a2−0r
2
0
[
−µ0
(
2− 3
2
µ0
)
+ 4pir20 − 8pi2r40 − 2pir20a2−0 + µ0a2−0
]
, (2.216)
C :=
1
8a2−0r
2
0
[
− 4µ0 + 7
2
µ20 + 16pir
2
0 − 8pir20µ0 − 24pi2r40
+ 2r0(µ0 − 4pir20)ka−0 + (µ0 − 10pir20)a2−0
]
. (2.217)
Proof. From (2.176),
M∗(τ) =
∫ τ
0
g(τ, v)dv, (2.218)
dM∗
dτ
(τ) = g(τ, τ) +
∫ τ
0
∂g
∂u
(τ, v)dv. (2.219)
We recall the second of (4.5a) from [2]:
κ∗ =
1
2a−∗
(1 + β). (2.220)
Using (2.204), (2.205), we obtain
g(τ, τ) = φ∗(τ)f(τ, τ)e
N∗(τ) = τ
µ∗ − 4pir2∗
2a−∗r∗
(1 + β) +O(τ2)
= τ
µ0 − 4pir20
2a−0r0
(1 + β) +O(τ2). (2.221)
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For the second term in (2.219) we write∫ τ
0
∂g
∂u
(τ, v)dv = I1 + I2, (2.222)
where
I1 :=
∫ τ
0
(
∂φ
∂u
feN
)
(τ, v)dv, I2 :=
∫ τ
0
[
φ eN
(
∂f
∂u
+ f
∂N
∂u
)]
(τ, v)dv. (2.223)
We rewrite I1 as
I1 =
∫ τ
0
(Fκ)(τ, v)dv, (2.224)
where
F :=
∂φ
∂u
µ− 4pir2
r
eN . (2.225)
Now, (
µ− 4pir2
r
)
(τ, v) =
µ0 − 4pir20
r0
+O(τ). (2.226)
Let us recall the first of (4.5b) of [2]:
ζ∗ =
1
a−∗
√
1 + β − 2ρ∗β
1− β , (2.227)
as well as the first of (4.5a) of [2]:
ν∗ =
a−∗
2
(1− β). (2.228)
Using now ∂φ/∂u = νζ (see the first of (1.77)) and recalling (1.140), it follows
∂φ
∂u
(τ, τ) =
1
2
(1 − β(τ)) +O(τ2). (2.229)
Since the mixed derivative of φ can be expressed through the basic equations of section 6 of [1] in
terms of r, m, ν, κ, ζ and η, it is bounded in U (τˆ ) and we get
∂φ
∂u
(τ, v) =
1
2
(1− β(τ)) +O(τ). (2.230)
Therefore we can write
I1 = (1− β)µ0 − 4pir
2
0
2r0
∫ τ
0
κ(τ, v)dv +O(τ2). (2.231)
Now, integrating (6.6a) of [1] with respect to u from u = v to u = τ we get
κ(τ, v) = κ∗(v)e
−K(τ,v)
= κ∗(v) +O(τ). (2.232)
By (2.220),
κ∗(v) =
1
2a−0
(1 + β(v)) +O(v). (2.233)
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Hence ∫ τ
0
κ(τ, v)dv =
1
2a−0
∫ τ
0
(1 + β(v))dv +O(τ2). (2.234)
Now (recall that eω0 = 12 ),
β(v) = eω∗(v)
dχ∗
dv
(v) =
1
2
dχ∗
dv
(v) +O(v). (2.235)
Therefore, ∫ τ
0
κ(τ, v)dv =
1
2a−0
(
τ +
1
2
χ∗
)
+O(τ2). (2.236)
Using ∂φ/∂v = κη (see the second of (1.77)), we have
φ(τ, v′) = φ(τ, τ) +
∫ v′
τ
(κη)(τ, v′′)dv′′ = φ(τ, τ) +O(τ). (2.237)
Using (2.204), (2.205) it follows
I2 = O(τ2). (2.238)
Using now (2.236) in (2.231) we obtain for the second term of (2.219)∫ τ
0
∂g
∂u
(τ, v)dv =
µ0 − 4pir20
4a−0r0
(1 − β)
(
τ +
1
2
χ∗
)
+O(τ2). (2.239)
Combining (2.221) and (2.239) (and using (2.235)) yields
dM∗
dτ
=
µ0 − 4pir20
a−0r0
[
τ
2
(
1 +
1
2
dχ∗
dτ
)
+
1
4
(
1− 1
2
dχ∗
dτ
)(
τ +
χ∗
2
)]
+O(τ2)
=
µ0 − 4pir20
a−0r0
d
dτ
(
3
8
τ2 +
1
8
τχ∗ − 1
32
χ2∗
)
+O(τ2). (2.240)
The result for M∗ follows.
From (2.107),
N∗(τ) =
∫ τ
0
f(τ, v)dv, (2.241)
dN∗
dτ
(τ) = f(τ, τ) +
∫ τ
0
∂f
∂u
(τ, v)dv, (2.242)
where f is given by the second of (2.177). By (2.220), the first term is
f(τ, τ) =
µ∗ − 4pir2∗
2a−∗r∗
(1 + β). (2.243)
From the basic equations of section 6 of [1] we obtain
∂f
∂u
=
∂
∂u
(
µ− 4pir2
r
κ
)
= Gκ, (2.244)
where
G := − ν
r2
[
4piζ2r2(1 − 4pir2)− 2µ] . (2.245)
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From the same basic equations in section 6 of [1], ∂G/∂v is bounded in U (τˆ ), hence
G(τ, v) = G(τ, τ) +O(v − τ). (2.246)
Using (2.236) we get ∫ τ
0
∂f
∂u
(τ, v′)dv′ =
G∗
2a−0
(
τ +
1
2
χ∗
)
+O(τ2). (2.247)
Hence, from (2.242), (2.243),
dN∗
dτ
=
µ∗ − 4pir2∗
2a−∗r∗
(1 + β) +
G∗
2a−0
(
τ +
1
2
χ∗
)
+O(τ2). (2.248)
From (2.227), (2.228) we obtain
G∗ = −2pi(1− 4pir
2
∗)
a−∗
(1 + β − 2ρ∗β) + µ∗a−∗
r2∗
(1 − β). (2.249)
We introduce the two functions
ψ :=
µ− 4pir2
ra−
, ψ˜ := −2pi(1− 4pir
2)
a−
+
µa−
r2
. (2.250)
Taking into account (1.140), (2.249) becomes
G∗ = ψ˜∗(1− β) +O(τ2). (2.251)
Substituting into (2.248) we obtain
dN∗
dτ
=
ψ∗
2
(1 + β) +
ψ˜∗
2a−0
(1 − β)
(
τ +
1
2
χ∗
)
+O(τ2) (2.252)
To obtain an expression for N∗ up to cubic error terms we need dN∗/dτ up to quadratic error terms.
Using (2.235) and expanding ψ∗ and e
ω∗ to the appropriate order we obtain
dN∗
dτ
=
1
2
[
ψ0 +
(
∂ψ
∂τ
)
0
τ +
(
∂ψ
∂χ
)
0
χ∗
] [
1 +
(
eω0 +
(
∂eω
∂τ
)
0
τ +
(
∂eω
∂χ
)
0
χ∗
)
dχ∗
dτ
]
+
ψ˜0
2a−0
(
1− 1
2
dχ∗
dτ
)(
τ +
1
2
χ∗
)
+O(τ2). (2.253)
We now determine the first order partial derivatives of ψ and ω. From the second of (1.38) together
with the first of (1.74) we have (recall that µ = 2m/r)
e−ω
∂r
∂χ
=
√
1− 2m
r
+ r˙2. (2.254)
Taking the partial derivative with respect to τ and χ and using equations (1.114), (1.115), (1.116) as
well as the mass equations given by (1.32), we obtain(
∂eω
∂τ
)
0
=
a−0 − a+0
2r0
,
(
∂eω
∂χ
)
0
=
a−0 − a+0
2r0
+
k
2
, (2.255)
where k is the constant defined in (1.62). The partial derivatives of ψ involve the partial derivatives
of a−. Using the first of (1.75) together with (1.114), (1.115) as well as (1.32) we find(
∂a−
∂τ
)
0
=
µ0
2r0
,
(
∂a−
∂χ
)
0
=
a−0
2r0
(a+0 − a−0) + µ0
4r0
− 2pir0. (2.256)
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Using theses expressions and again (1.114), (1.115), (1.116) for the partial derivatives of r and (1.32)
for the partial derivatives of m we obtain(
∂ψ
∂τ
)
0
= −µ0 + 2pir
2
0
a−0r20
(a+0 − a−0)− µ0(µ0 − 4pir
2
0)
2a2−0r
2
0
, (2.257)
(
∂ψ
∂χ
)
0
=
−µ0 + 2pir20
2a−0r20
(a+0 + a−0)− µ0 − 4pir
2
0
2a2−0r
2
0
[
(a+0 − a−0)a−0 + µ0
2
− 4pir20
]
. (2.258)
Substituting (2.255), (2.257) and (2.258) into (2.253) we arrive at
dN∗
dτ
=
µ0 − 4pir20
2a−0r0
(
1 +
1
2
dχ∗
dτ
)
+Aτ +B
d
dτ
(τχ∗) + Cχ∗
dχ∗
dτ
+O(τ2), (2.259)
where A, B and C are given in the statement of the proposition. The result for N∗ follows by
integration.
We now turn to δ. Integrating (6.6b) of [1] with respect to v from v = 0 up to v = u we get
ν∗(u) = ν(u, 0)e
N∗(u). (2.260)
Together with (2.228) we can express the derivative of Y (recall that Y (u) = r0 − r(u, 0)) and we
obtain
dδ
dτ
= 1− 1
2
e−ω∗β − a−∗
a−0
(1 − β)e−N∗
=
(
1− 1
2
e−ω∗
)
β +
(
1− a−∗
a−0
e−N∗
)
(1 − β). (2.261)
Recalling again that eω0 = 12 we rewrite
dδ
dτ
= (eω∗ − eω0) dχ∗
dτ
+
(
1− a−∗
a−0
e−N∗
)(
1− eω∗ dχ∗
dτ
)
. (2.262)
From (2.255) we have
eω∗ − eω0 = a−0 − a+0
2r0
τ +
(
a−0 − a+0
2r0
+
k
2
)
χ∗ +O(τ2), (2.263)
while from (2.256), together with the result for N∗ we obtain
1− a−∗
a−0
e−N∗ =
1
2r0a−0
{−4pir20τ − [(a+0 − a−0)a−0 − 2pir20]χ∗}+O(τ2). (2.264)
Substituting (2.263), (2.264) in (2.262) we arrive at
dδ
dτ
=
1
2
dχ∗
dτ
{
− 1
a−0r0
[
(a+0 − a−0)a−0 − 2pir20
]
τ − 1
2a−0r0
[
(a+0 − a−0)a−0 + 2pir20 − 2ka−0r0
]
χ∗
}
− 1
2r0a−0
[
4pir20τ +
(
(a+0 − a−0)a−0 − 2pir20
)
χ∗
]
+O(τ2). (2.265)
Integrating we get
δ = δ(2) +O(τ3). (2.266)
The proof of the proposition is complete.
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We note
Y =
a−0
2
(
τ − χ∗
2
)
− a−0
2
δ(2) +O(τ3). (2.267)
In the following we will use the notation f [n] =
∑n
i=0 f
(i). The following proposition expresses E
up to cubic error terms.
Proposition 2.4. The function E = 1/γ2 − 1 has the following asymptotic form
E = E[2] +O(τ3), (2.268)
where
E[2] = (i+ 2i0)τ
2 + (2i0 − i)τχ∗ + (2i0 − 3i)χ
2
∗
4
, (2.269)
where i and i0 are the positive real numbers defined by (1.130) and (1.137) respectively.
Proof. Let
B := e−N∗((H ◦ Y ) +M∗). (2.270)
Using the fact that N
(0)
∗ =M
(0)
∗ =M
(1)
∗ = 0 (cf. proposition 2.3) it follows
B(0) = (H ◦ Y )(0), (2.271)
B(1) = −N (1)∗ (H ◦ Y )(0) + (H ◦ Y )(1), (2.272)
B(2) =
(
1
2
(
N
(1)
∗
)2
−N (2)∗
)
(H ◦ Y )(0) −N (1)∗ (H ◦ Y )(1) + (H ◦ Y )(2) +M (2)∗ . (2.273)
Let
G := r2∗E. (2.274)
Then, from (2.188),
G = a2−∗(B − φ∗)2 − r2∗. (2.275)
In view of (2.189), (2.204), (2.205) we obtain
G(0) = 0. (2.276)
Using (2.271) we obtain
G(1) = 2
(
a
(0)
−∗
)2 (
B(1)(H ◦ Y )(0) −B(0)τ
)
+ 2a
(1)
−∗a
(0)
−∗
(
(H ◦ Y )(0)
)2
− 2r(0)∗ r(1)∗ , (2.277)
where we made use of φ
(1)
∗ = τ . For B
(1) we use (2.272) together with (2.189), (2.212) and
(H ◦ Y )(1) = dH
ds
(0)Y (1) (2.278)
together with (2.193) and (2.267). We obtain
B(1) = −N (1)∗ (H ◦ Y )(0) + dH
ds
(0)Y (1)
=
(
3− 2a+0
a−0
+
1
a2−0
)
τ
2
+
(
−3 + 1
a2−0
− 8pir
2
0
a2−0
)
χ∗
4
. (2.279)
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Using (1.114) we have
r
(1)
∗ =
1
2
(a+0 − a−0)τ + 1
4
(a+0 + a−0)χ∗, (2.280)
while from (2.256),
a
(1)
−∗ =
1
2r0
(1 − a+0a−0)τ + 1
4r0
(a+0a−0 − 2a2−0 + 1− 8pir20)χ∗. (2.281)
Substituting into (2.277) we find
G(1) = 0. (2.282)
From (2.275) it follows
G(2) =
(
B(0)
)2 (
2a
(2)
−∗a
(0)
−∗ +
(
a
(1)
−∗
)2)
+ 4a
(0)
−∗a
(1)
−∗
(
B(0)B(1) −B(0)τ
)
+
(
a
(0)
−∗
)2((
B(1) − τ
)2
+ 2B(0)B(2)
)
− 2r(0)∗ r(2)∗ −
(
r
(1)
∗
)2
. (2.283)
We need expressions for r
(2)
∗ , a
(2)
−∗, B
(2). Using the partial derivatives of second order of r∗ at N
− as
given by (1.115), (1.116) yields
r
(2)
∗ =
1
2
(
∂2r
∂τ2
)
0
τ2 +
(
∂2r
∂τ∂χ
)
0
τχ∗ +
1
2
(
∂2r
∂χ2
)
0
χ2∗
= −1− a+0a−0
4r0
τ2 − a
2
+0 − a2−0
4r0
τχ∗
+
(
1
16r0
(−3a2+0 + a+0a−0 + a2−0 + 1− 8pir20)+ k8 (a+0 + a−0)
)
χ2∗. (2.284)
a
(2)
−∗ can be written as
a
(2)
−∗ =
1
2
(
∂2a−
∂τ2
)
0
τ2 +
(
∂2a−
∂τ∂χ
)
0
τχ∗ +
1
2
(
∂2a−
∂χ2
)
0
χ2∗. (2.285)
Recalling the fact that 2m/r+ r˙2 is constant along flow lines together with the fact that m is constant
along the flow lines (the first of (1.32)), equation (1.75) yields(
∂2a−
∂τ2
)
0
= −2m0r˙0
r30
=
a+0a−0 − 1
2r20
(a+0 − a−0). (2.286)
Equation (1.75) together with the second of (1.32) yield(
∂2a−
∂τ∂χ
)
0
=
a+0 + a−0
4
(
4pi − 2m0
r30
)
=
1
4r20
(4pir20 − 1 + a+0a−0)(a+0 + a−0). (2.287)
Using again equation (1.75) we obtain
∂a−
∂χ
=
2
a+ + a−
[
−a− ∂r˙
∂χ
+
(m
r2
− 4piρr
) ∂r
∂χ
]
. (2.288)
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Therefore,(
∂2a−
∂χ2
)
0
=− 2
a+0 + a−0
(
∂a−
∂χ
)
0
[(
∂a+
∂χ
)
0
+
(
∂a−
∂χ
)
0
]
+
2
a+0 + a−0
{
−
(
∂a−
∂χ
)
0
(
∂r˙
∂χ
)
0
− a−0
(
∂2r˙
∂χ2
)
0
+
[
1
r20
(
∂m
∂χ
)
0
− 2m0
r30
(
∂r
∂χ
)
0
− 4pi
(
∂r
∂χ
)
0
](
∂r
∂χ
)
0
+
(
m0
r20
− 4pir0
)(
∂2r
∂χ2
)
0
}
. (2.289)
Since (∂2r˙/∂χ2)0 is given by (1.134), all terms are determined and we have(
∂2a−
∂χ2
)
0
=
1
4r20
(
kr0(1 − 8pir20) + a+0(4pir20 − 1) + 2a3−0 − a2−0(2kr0 + a+0) + r0a−0(ka+0 − 4ir0)
)
.
(2.290)
Now in the expression for B(2) as given by (2.273) there appear N
(1)
∗ , N
(2)
∗ M
(2)
∗ . Those are given
by proposition 2.3. Since
(H ◦ Y )(2) = dH
ds
(0)Y (2) +
1
2
d2H
dY 2
(0)
(
Y (1)
)2
, (2.291)
using (2.193), (2.197), and
Y (2) = −a−0
2
δ(2) (2.292)
(cf. (2.267)), and since δ(2) is given by proposition 2.3, (H ◦ Y )(2) can be expressed. Putting things
together we arrive at the following expression for G(2)
G(2) =
[
3
4
(a−0 − a+0)2 + (i+ 2pi)r20
]
τ2 +
[
3
4
(a−0 − a+0)2 − (i+ 2pi)r20
]
τχ∗ (2.293)
+
1
4
[
3
4
(a−0 − a+0)2 + (2pi − 3i)r20
]
χ2∗.
We expand E = G/r2∗:
E =
1
r20
(
1− 2
r0
(
∂r
∂τ
)
0
τ − 2
r0
(
∂r
∂χ
)
0
χ∗
)(
G(1) +G(2)
)
+O(τ3) = E(1) + E(2) +O(τ3), (2.294)
where
E(1) =
1
r20
G(1), E(2) =
1
r20
G(2) − 2
r30
((
∂r
∂τ
)
0
τ +
(
∂r
∂χ
)
0
χ∗
)
G(1). (2.295)
However, since G(1) = 0, we have
E[2] =
G(2)
r20
. (2.296)
Substituting (2.293) into (2.296) yields the expression for E[2].
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Let us introduce the soft phase coordinates t, x by
t := τ +
1
2
χ, x := τ − 1
2
χ. (2.297)
We note that
lim inf
τ→0
t
τ
≥ 1. (2.298)
Equation (1.140) yields
X [2] = (2i− 2i0)t2 − 2itx∗. (2.299)
Here, B is represented by t 7→ (t, x∗(t)). By proposition 2.4,
E[2] = (2i0 − i)t2 + 2itx∗. (2.300)
We note that
E[2] +X [2]
t2
= i > 0. (2.301)
Let
F (t, x) :=
e−ω0 − e−ω(t,x)
e−ω0 + e−ω(t,x)
. (2.302)
We note that F is a smooth function of t, x whose Taylor expansion begins wih terms of degree one.
Since β = eω∗ dχ∗dτ , in view of (2.171), (2.172) it follows
dx∗
dt
= z2
1 + F∗z
−2
1 + F∗z2
=
X [2]
E[2] +X [2]
+O(t) = (2i− 2i0)t− 2ix∗
it
+O(t). (2.303)
Hence
x∗(t) =
2
3
(
1− i0
i
)
t+O(t2). (2.304)
It follows
χ∗(τ) =
2i+ 4i0
5i− 2i0 τ +O(τ
2). (2.305)
We have thus shown
lim
τ→0
β(τ) = β0, (2.306)
where β0 is given by (2.32). Hence (2.169) and (2.170) hold.
Let the shock curve B be represented by
K : [0, τˆ ]→ V , τ 7→ (τ, χ∗(τ)), (2.307)
where the domain V was defined in (2.29). In the following we will denote by Qn a smooth function
with arguments in V whose Taylor expansion begins with n’th degree terms. We will denote by Pn a
polynomial in τ , χ of n’th degree and by An a homogeneous such polynomial. Furthermore, we define
Q¯n := Qn ◦K, P¯n := Pn ◦K, A¯n := An ◦K. (2.308)
We will use the following notation for the remainders
{f}n := f − f [n−1]. (2.309)
The following proposition will be used in the uniqueness proof.
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Proposition 2.5. The remainder {H ◦ Y }3 can be expressed as
{H ◦ Y }3 = A3 +A4 + P2{δ}3 + P0 ({δ}3)2 + Y 3(G ◦ Y ), (2.310)
where Y is considered as a function of τ and G is given by
H ◦ Y = H0 + dH
ds
(0)Y +
1
2
d2H
dY 2
(0)Y 2 + Y 3(G ◦ Y ). (2.311)
(Recall that H is a smooth function, hence so is G). The remainders {B}3, {E}3 and d{δ}3/dτ can
be expressed as
{B}3 = e−N [2]∗ −{N∗}3 ({H ◦ Y }3 + {M∗}3) + Q¯0
(
e−{N∗}3 − 1
)
+ Q¯3, (2.312)
{E}3 = Q¯3 + Q¯0({B}3 −Ψ) + Q¯0({B}3 −Ψ)2, (2.313)
d
dτ
{δ}3 = Q¯2 + Q¯1
(
e−N
[2]
∗
−{N∗}3 − 1
)
−
(
e−N
[2]
∗
−{N∗}3 − 1 +N (1)∗
)
+
[
Q¯2 + Q¯1
(
e−N
[2]
∗
−{N∗}3 − 1
)
+
1
2
(
e−N
[2]
∗
−{N∗}3 − 1 +N (1)∗
)
+ Q¯1
(
1− e−N [2]∗ −{N∗}3
)
+ Q¯2e
−N [2]
∗
−{N∗}3
]
dχ∗
dτ
. (2.314)
The derivative of the function Ψ can be written as
dΨ
dτ
=
Y˜
1 + z2
[
h
(
Y˜
z2
)
− h(−Y˜ )
]
, (2.315)
where
Y˜ := X(1− z2), h(u) :=
√
1 + u− 1
u
. (2.316)
Proof. Substituting (cf. (2.206))
Y =
a−0
2
(
τ − χ∗
2
− δ[2] − {δ}3
)
(2.317)
into (2.311) the result for {H ◦ Y }3 follows.
Using (2.270) together with
N∗ = N
[2]
∗ + {N∗}2, (H ◦ Y ) = (H ◦ Y )[2] + {H ◦ Y }3, M∗ =M [2]∗ + {M∗}3, (2.318)
we can write
{B}3 = B −B[2]
= e−N
[2]
∗
−{N∗}3 ({H ◦ Y }3 + {M∗}3) + e−N [2]∗
(
e−{N∗}3 − 1
)(
(H ◦ Y )[2] +M [2]∗
)
+ e−N
[2]
∗
(
(H ◦ Y )[2] +M [2]∗
)
−B[2]. (2.319)
Using (2.271), (2.272), (2.273) we obtain
B[2] = B(0) +B(1) +B(2)
= (H ◦ Y )(0)
(
1−N (1)∗ + 12
(
N
(1)
∗
)2
−N (2)∗
)
+ (H ◦ Y )(1)
(
1−N (1)∗
)
+ (H ◦ Y )(2) +M (2)∗ .
(2.320)
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Therefore,
e−N
[2]
∗
(
(H ◦ Y )[2] +M [2]∗
)
−B[2] =
(
e−N
[2]
∗ − 1
)
(H ◦ Y )(2) +
(
e−N
[2]
∗ − 1
)
M
(2)
∗
+
(
e−N
[2]
∗ − 1 +N (1)∗
)
(H ◦ Y )(1)
+
(
e−N
[2]
∗ − 1 +N (1)∗ − 12
(
N
(1)
∗
)2
+N
(2)
∗
)
(H ◦ Y )(0) (2.321)
and the result for {B}3 follows.
Using (2.188), (2.204), (2.270) we can write
E =
(
a−∗
r∗
)2 (
B[2] − τ
)2
− 1 + 2
(
a−∗
r∗
)2 (
B[2] − τ
)
({B}3 −Ψ) +
(
a−∗
r∗
)2
({B}3 −Ψ)2 (2.322)
and the result for {E}3 follows.
We now consider the remainder {δ}3. We have (see (2.262))
dδ
dτ
= (eω∗ − eω0) dχ∗
dτ
+
(
1− a−∗
a−0
e−N∗
)(
1− eω∗ dχ∗
dτ
)
, (2.323)
while
dδ[2]
dτ
=
[(
∂eω
∂τ
)
0
τ +
(
∂eω
∂χ
)
0
χ∗
]
dχ∗
dτ
− 1
a−0
[(
∂a−
∂τ
)
0
τ +
(
∂a−
∂χ
)
0
χ∗ − a−0N (1)∗
](
1− eω0 dχ∗
dτ
)
. (2.324)
Subtracting we obtain
d
dτ
{δ}3 = I1 dχ∗
dτ
− I2
a−0
(
1− eω0 dχ∗
dτ
)
− (eω∗ − eω0)
(
1− a−∗
a−0
e−N∗
)
dχ∗
dτ
, (2.325)
where
I1 := e
ω∗ − eω0 −
[(
∂eω
∂τ
)
0
τ +
(
∂eω
∂χ
)
0
χ∗
]
, (2.326)
I2 := a−∗ − a−0 −
[(
∂a−∗
∂τ
)
0
τ +
(
∂a−∗
∂χ
)
0
χ∗
]
+ (a−∗ − a−0)
(
e−N∗ − 1)+ a−0 (e−N∗ − 1 +N (1)∗ ) . (2.327)
Therefore, we can write
d
dτ
{δ}3 = {eω∗}2 dχ∗
dτ
− 1
a−0
[
{a−∗}2 + (a−∗ − a−0)
(
e−N
[2]
∗
−{N∗}3 − 1
)
+ a−0
(
e−N
[2]
∗
−{N∗}3 − 1 +N (1)∗
)](
1− eω0 dχ∗
dτ
)
− (eω∗ − eω0)
(
1− a−∗
a−0
e−N
[2]
∗
−{N∗}3
)
dχ∗
dτ
. (2.328)
The expression (2.314) then follows.
Using (4.6c) of [2] and taking into account the first of (2.171), it follows
dφ∗
dτ
=
z
1 + z2
√
z2 +X(1− z2) + 1
1 + z2
√
1−X(1− z2). (2.329)
Using the definition of Ψ as given by (2.204), expression (2.315) follows.
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We are now ready to prove the following existence theorem.
Theorem 2.1. Let (r, ω, ρ) be a soft-phase solution corresponding to smooth initial data on Σ and let
V be the domain
V = {(τ, χ) : χ ≥ 0, τ−(χ) ≤ τ ≤ τˆ (χ)}
where (0, 0) = N− is an incoming boundary null point of Σ, τ = τ−(χ) is the equation of C
−, the
outgoing null curve issuing from N−, while τ = τˆ (χ) is the equation of the curve issuing at N−, where,
corresponding to the given soft-phase initial data on Σ, ρ(τ, χ) along each flow line first becomes equal
to 1. Let R be a function defined on an interval [0, tˆ] and representing r as a function of φ along C∗−,
the incoming null curve issuing from N−. Then there is a τˆ > 0 and a solution to the problem of
formation of a free phase boundary such that B is a C1 curve: [0, τˆ ] 7→ V , τ 7→ χ∗(τ), issuing from
N−, which has positive velocity β relative to the soft-phase flow lines, is strictly timelike (β < 1) and
contained in the interior of V in (0, τˆ ]. Furthermore β(0) = (5 + l)/(5l+ 1) where l is given by
l = −4ρχχ|N−
ρττ |N−
. (2.330)
Also r, m and φ are C1 functions while ν, κ, ζ, η are C0 functions on U (τˆ ), defining a solution
corresponding to genuine hard phase, except at N− where σ = 1.
Proof. By virtue of lemma 2.5 and using (2.104), (2.106), (2.107) ν is continuous in
U +(0,τˆ ] := U (τˆ ) \ (0, 0) (2.331)
and κ is continuous in
U −(0,τˆ ] := U (τˆ ) \ ([0, τˆ ]× {0}). (2.332)
Since
U +(0,τˆ ] ∩U −(0,τˆ ] = U −(0,τˆ ], (2.333)
the functions ν, ζ are thus continuously differentiable with respect to v while the functions κ, η are
continuously differentiable with respect to u in U −(0,τˆ ] (cf. (6.6a,b), (6.7a,b) of [3]). Also the functions
r, φ, m are C1 functions in U −(0,τˆ ]. The results of the previous section show that β → β0 as τ → 0,
where β0 is given by (2.32). This implies that ν∗ and κ∗ (see (2.104)) extend continuously to τ = 0
and
ν∗(0) =
a−0
2
(1− β0), κ∗(0) = 1
2a−0
(1 + β0), (2.334)
which in turn implies that ν extends continuously to the point (0, 0), κ extends continuously to [0, τˆ ]×
{0}, the past boundary of U (τˆ ), the partial derivatives of the functions ν, ζ with respect to v and of
the functions κ, η with respect to u extend continuously to [0, τˆ ]× {0}, while the functions r, m and
φ are C1 on the whole of U (τˆ).
It remains to show that the solution obtained in U (τˆ ) corresponds to a genuine hard phase. More
precisely, it suffices to show that we can find a τˆ ′ ∈ (0, τˆ ] such that the restriction of the solution to
U (τˆ ′) satisfies σ > 1 except at (0, 0). We shall do this with the help of the (interior) barrier function
e of (2.1). Now, on (0, τˆ ] we have σ∗ > 1 (see (4.20a,b) of [2]). Thus if, on the contrary, such a τˆ
′
cannot be found, then for every τ1 ∈ (0, τˆ ], the set
E (τ1) := {(u, v) ∈ U (τ1) \ (0, 0) : σ(u, v) ≤ 1} (2.335)
is not empty; consequently, there is a vˇ ∈ [0, τ1) such that E (τ1) has a non-empty intersection with
the incoming null segment
I−τ1(vˇ) := [vˇ, τ1]× {vˇ}. (2.336)
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Suppose that vˇ > 0. Then since σ∗(vˇ) > 1, there is a first point, (uˇ, vˇ) along I
−
τ1(vˇ) at which σ = 1, i.e.
uˇ = sup{u : σ(u, vˇ) > 1}. (2.337)
Thus
∂σ
∂u
(uˇ, vˇ) ≤ 0 (2.338)
must hold. However, by (1.23b) of [3],
∂σ
∂u
(uˇ, vˇ) = 2(νζe)(uˇ, vˇ). (2.339)
Using proposition 2.1, it follows that
inf
I−τ1 (vˇ)
e > 0 (2.340)
if τ1 is sufficiently small. It follows that vˇ = 0; hence E (τ1) ⊂ I−τ1(0) \ (0, 0) and, by continuity, σ = 1
on E (τ1). Consequently, either there is an open segment (u0, u1)×{0} ⊂ I−τ1(0) not intersecting E (τ1)
such that its future end point (u1, 0) belongs to E (τ1) or there is a τ0 ∈ (0, τ1] such that E (τ1) coincides
with I−τ0(0)\(0, 0). However, according to the first alternative, σ > 1 on (u0, u1)×{0} and σ(u1, 0) = 1,
whence (∂σ/∂u)(u1, 0) ≤ 0, while according to the second alternative σ = 1 on I−τ0(0) \ (0, 0), whence
∂σ/∂u = 0 on I−τ0(0) \ (0, 0). Since proposition 2.1 implies that, for τ suitably small,
e|I−τ1 (0)\(0,0) > 0, (2.341)
we obtain, in conjunction with (2.339), a contradiction in both alternatives.
3 The Local Form of an Expansion Shock
We recall (2.305)
χ∗(τ) = 2β0τ +O(τ2) = 2i+ 4i0
5i− 2i0 τ +O(τ
2). (3.1)
Using now the expression for ρ(τ, χ) as given by (1.140)
ρ(τ, χ) = 1 + 2i0
(
τ +
χ
2
)(
τ − lχ
2
)
+O(τ3, τ2χ, τχ2, χ3), (3.2)
it follows that
ρ∗(τ) = ρ(τ, χ∗(τ)) = 1− 24i
2(i − i0)
(5i− 2i0)2 τ
2 +O(τ3). (3.3)
Since C−, the null outgoing curve at N−, is given by χ−(τ) = 2τ +O(τ2) we obtain
ρ−(τ) = ρ(τ, χ−(τ)) = 1− 8(i− i0)τ2 +O(τ3). (3.4)
Using (2.268), (2.305) we obtain
γ(τ) = 1− 6i
2(i+ 2i0)
(5i− 2i0)2 τ
2 +O(τ3). (3.5)
Using (3.3) in (2.201) we obtain, through (2.198),
φ∗(τ) = τ − 12i
3(i− i0)(i + 2i0)2
5(5i− 2i0)4 τ
5 +O(τ6). (3.6)
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Using (2.185) together with (2.267) we obtain
r(τ, 0) = r0 − a−0 2(i− i0)
5i− 2i0 τ +O(τ
2). (3.7)
Remark. Moreover, any solution of the free boundary problem as stated in the end of section 1 with
the regularity properties as stated in the existence theorem has the above local form.
C∗− C−
τ = τ−(χ)
B
Σ
τ = τˆ (χ)
Soft
Soft
Hard
Hard
N−
4 Uniqueness
Theorem 4.1. Let B′, (r′,m′, ν′, κ′, ζ′, η′) and B′′, (r′′,m′′, ν′′, κ′′, ζ′′, η′′), both defined on [0, τ1],
U (τ1), be two solutions of the problem of formation of a free phase boundary in the phase transition
from hard to soft, as formulated in Section 1. Suppose that the two solutions have the same hard-phase
initial data along C∗− and also the same soft-phase initial data along C−, and hence correspond to
the same soft-phase solution r, ω, ρ. Then the two solutions coincide.
In the following, there can always be made the additional assumption that τ1 be sufficiently small.
Since
dχ∗
dτ
= e−ω∗β = e−ω∗
1− z2
1 + z2
, (4.1)
it follows that
d
dτ
|χ′′∗ − χ′∗| = sgn(χ′′∗ − χ′∗)
d
dτ
(χ′′∗ − χ′∗)
= sgn(χ′′∗ − χ′∗)
[
−2e−ω′′∗
(1 + z′′2)(1 + z′2)
(z′′2 − z′2) + 1− z
′2
1 + z′2
(
e−ω
′′
∗ − e−ω′∗
)]
. (4.2)
From (2.299), (2.300) together with the expression for {E}3 given by (2.313), we have
E +X = it2 + U, (4.3)
where
U = Q¯3 + Q¯0({B}3 −Ψ) + Q¯0({B}3 −Ψ)2. (4.4)
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Recalling z2 = X/(E +X), we have
z′′2 − z′2 = 1
(it′′2 + U ′′)(it′2 + U ′)
{
− 2i2(t′′x′′t′2 − t′x′t′′2) + i(t′2Q3(t′′, x′′)− t′′2Q3(t′, x′))
+ 2(i− i0)(t′′2U ′ − t′2U ′′)− 2i(t′′x′′U ′ − t′x′U ′′) + U ′Q3(t′′, x′′)− U ′′Q3(t′, x′)
}
.
(4.5)
In view of (2.297) we see that t′′ − t′ + x′′ − x′ = 0 (we compare quantities at the same value of τ), it
follows
t′′x′′t′2 − t′x′t′′2 = −2t′t′′τ(χ′′∗ − χ′∗), (4.6)
therefore the first term on the right hand side of (4.5) is
4i2t′t′′τ(χ′′∗ − χ′∗)
(it′′2 + U ′′)(it′2 + U ′)
. (4.7)
Because of the factor
sgn(χ′′∗ − χ′∗)
−2e−ω′′∗
(1 + z′′2)(1 + z′2)
(4.8)
in (4.2), it follows that the term (4.7) does contribute negatively in (4.2) and can therefore be omitted
in the estimates to follow. Making use of estimates of the type
|Q¯′′n − Q¯′n| ≤ Cτn−1|χ′′∗ − χ′∗|, (4.9)
we can estimate
d
dτ
|χ′′∗ − χ′∗| ≤ C
(
|χ′′∗ − χ′∗|+
|U ′′ − U ′|
τ2
)
. (4.10)
Using (4.4), we can estimate
|U ′′ − U ′|
τ2
≤ C
(
|χ′′∗ − χ′∗|+
|{B}′′3 − {B}′3|
τ2
+
|Ψ′′ −Ψ′|
τ2
)
. (4.11)
Using proposition 2.5 we can estimate
|{B}′′3 − {B}′3|
τ2
≤ C
(
|χ′′∗ − χ′∗|+
|{N∗}′′3 − {N∗}′3|
τ2
+
|{H ◦ Y }′′3 − {H ◦ Y }′3|
τ2
+
|{M∗}′′3 − {M∗}′3|
τ2
)
, (4.12)
|{H ◦ Y }′′3 − {H ◦ Y }′3|
τ2
≤ C
(
|χ′′∗ − χ′∗|+
|{δ}′′3 − {δ}′3|
τ2
)
. (4.13)
In the arguments to follows we will use the notation
∆f := f ′′ − f ′. (4.14)
Now we define
a := sup
[0,τ1]
|∆χ∗|, b := sup
[0,τ1]
( |∆Ψ|
τ2
)
, c := sup
[0,τ1]
( |∆{δ}3|
τ2
)
, (4.15)
l1 := sup
[0,τ1]
( |∆{N∗}3|
τ2
)
, l2 := sup
[0,τ1]
( |∆{M∗}3|
τ2
)
. (4.16)
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It follows from (2.310), (2.312)
|∆{H ◦ Y }3|
τ2
≤ C(a+ c), (4.17)
|∆{B}3|
τ2
≤ C(a+ c+ l1 + l2). (4.18)
We therefore can estimate
d
dτ
|∆χ∗| ≤ C(a+ b+ c+ l1 + l2), (4.19)
and it follows
|∆χ∗| ≤ Cτ(a + b+ c+ l1 + l2). (4.20)
Going back to equation (4.5), we can estimate
|∆z2| ≤ C
( |∆χ∗|
τ
+ a+ b+ c+ l1 + l2
)
≤ C(a+ b+ c+ l1 + l2). (4.21)
For an estimate of |∆{δ}3| we use the equation for δ of proposition 2.5. Defining
Q3(τ, χ) :=
∫ χ
0
Q2(τ, χ˜)dχ˜, (4.22)
it follows
dQ¯3
dτ
(τ) =
dQ3
dτ
(τ, χ∗(τ)) =
∂Q3
∂τ
(τ, χ∗(τ)) +
∂Q3
∂χ
(τ, χ∗(τ))
dχ∗
dτ
(τ)
= Q¯2(τ) + Q¯2(τ)
dχ∗
dτ
(τ). (4.23)
Transferring the term Q¯2
dχ∗
dτ from the right hand side of (2.314) to the left hand side using (4.23), we
obtain
d
dτ
({δ}3 − Q¯3) = Q¯2 + Q¯1
(
e−N
[2]
∗
−{N∗}3 − 1
)
−
(
e−N
[2]
∗
−{N∗}3 − 1 +N (1)∗
)
+
[
Q¯1
(
e−N
[2]
∗
−{N∗}3 − 1
)
+
1
2
(
e−N
[2]
∗
−{N∗}3 − 1 +N (1)∗
)
+ Q¯1
(
1− e−N [2]∗ −{N∗}3
)
+ Q¯2e
−N [2]
∗
−{N∗}3
]
e−ω∗
1− z2
1 + z2
. (4.24)
where we also used (4.1). So we can estimate
d
dτ
∣∣∣∆({δ}3 − Q¯3)∣∣∣ ≤ C(τ |∆χ∗|+ |∆{N∗}3|+ τ2|∆z2|)
≤ Cτ2(a+ b + c+ l1 + l2). (4.25)
Hence
|∆{δ}3 − Q¯3| ≤ Cτ3(a+ b+ c+ l1 + l2). (4.26)
Since
|∆Q¯3| ≤ Cτ2|∆χ∗| ≤ Cτ3(a+ b+ c+ l1 + l2), (4.27)
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it follows
|∆{δ}3| ≤ Cτ3(a+ b+ c+ l1 + l2). (4.28)
Using the definition of c, it follows
c ≤ Cτ1(a+ b+ c+ l1 + l2), (4.29)
which, for τ1 sufficiently small, implies
c ≤ Cτ1(a+ b+ l1 + l2) (4.30)
Using (4.20), (4.21) it follows
|∆χ∗| ≤ Cτ(a+ b+ l1 + l2), |∆z2| ≤ C(a+ b+ l1 + l2). (4.31)
Using the equation for dΨ/dτ from proposition 2.5 we get
d
dτ
|∆Ψ| ≤ C(τ4|∆z2|+ τ3|∆χ∗|)
≤ Cτ4(a+ b+ l1 + l2). (4.32)
Hence
|∆Ψ| ≤ Cτ5(a+ b+ l1 + l2). (4.33)
The definition of b yields
b ≤ Cτ31 (a+ b+ l1 + l2), (4.34)
which, for τ1 small enough, implies
b ≤ Cτ1(a+ l1 + l2). (4.35)
Therefore
|∆χ∗| ≤ Cτ(a + l1 + l2). (4.36)
Using the definition of a gives
a ≤ Cτ1(a+ l1 + l2), (4.37)
which, for τ1 small enough, implies
a ≤ Cτ1(l1 + l2). (4.38)
Using (4.35) and (4.30) we can estimate
b ≤ C(l1 + l2), c ≤ C(l1 + l2). (4.39)
It follows from (4.36), (4.33) and (4.28) that
|∆χ∗| ≤ Cτ(l1 + l2), |∆Ψ| ≤ Cτ5(l1 + l2), |∆{δ}3| ≤ Cτ3(l1 + l2). (4.40)
Using the first of (2.171) together with the second of (4.31), (4.38) and the first of (4.39), it follows
|∆β| ≤ C|z2| ≤ C(l1 + l2). (4.41)
In addition, we note that the above estimates imply∣∣∣∣d∆χ∗dτ
∣∣∣∣ ≤ C(l1 + l2). (4.42)
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Proposition 4.1. Let U (τ) := {(u, v) : τ ≥ u ≥ v ≥ 0} and let
Q := max
{
sup
U (τ)
|∆r|, sup
U (τ)
|∆m|, sup
U (τ)
|∆ν|, sup
U (τ)
|∆κ|, sup
U (τ)
|∆ζ|, sup
U (τ)
|∆η|
}
. (4.43)
It then follows
Q ≤ C(l1 + l2). (4.44)
Furthermore, for the differences of the functions N , K, φ, it holds
sup
U (τ)
|∆N | ≤ Cτ(l1 + l2), sup
U (τ)
|∆K| ≤ Cτ(l1 + l2), sup
U (τ)
|∆φ| ≤ Cτ(l1 + l2), (4.45)
where
N(u, v) =
∫ v
0
((
µ− 4pir2) κ
r
)
(u, v′)dv′, K(u, v) =
∫ u
v
(rνζ2)(u′, v)du′. (4.46)
Proof. For a smooth function g defined by the soft-phase solution, such as r, ρ, a− let g
′
∗ and g
′′
∗ be
the restrictions of g to B′ and B′′ respectively. Then we have
|∆g∗| ≤
∣∣∣∣∣
∫ χ′
∗
(τ)
χ′′
∗
(τ)
(
∂g
∂χ
)
(τ, χ)dχ
∣∣∣∣∣ ≤ C|∆χ∗| ≤ Cτ(l1 + l2), (4.47)
by the first of (4.40).
Integrating (6.6b) of [1] with respect to v yields
ν(u, v) = ν∗(u)e
N(u,v)−N∗(u), (4.48)
While from (2.232)
κ(u, v) = κ∗(v)e
−K(u,v). (4.49)
Therefore,
∆ν(u, v) = eN
′(u,v)−N ′
∗
(u)∆ν∗(u) + ν
′′
∗ (u)∆
(
eN(u,v)−N∗(u)
)
, (4.50)
∆κ(u, v) = e−K
′(u,v)∆κ∗(v) +K
′′
∗ (v)∆
(
e−K(u,v)
)
. (4.51)
(2.220), (2.228) give
∆ν∗ =
1
2
(1− β′)∆a−∗ − 1
2
a′′−∗∆β, (4.52)
∆κ∗ = − ∆a−∗
2a′−∗a
′′
−∗
(1 + β′) +
1
2a′′−∗
∆β. (4.53)
Using (4.41) and the fact that by (4.47)
|∆a−∗| ≤ Cτ(l1 + l2), (4.54)
we deduce
|∆ν∗|, |∆κ∗| ≤ C(l1 + l2). (4.55)
We then obtain
sup
U (τ)
|∆ν| ≤ C(l1 + l2) + C sup
U (τ)
|∆N |, sup
U (τ)
|∆κ| ≤ C(l1 + l2) + C sup
U (τ)
|∆K|. (4.56)
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Using the expressions for N and K as given by (2.107), we get
sup
U (τ)
|∆N | ≤ Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆m|+ sup
U (τ)
|∆κ|
)
, (4.57)
sup
U (τ)
|∆K| ≤ Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆ζ|+ sup
U (τ)
|∆ν|
)
. (4.58)
Substituting into (4.56) we obtain
sup
U (τ)
|∆ν| ≤ C(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆m|+ sup
U (τ)
|∆κ|
)
, (4.59)
sup
U (τ)
|∆κ| ≤ C(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆ζ|+ sup
U (τ)
|∆ν|
)
. (4.60)
When τ is sufficiently small these inequalities imply
sup
U (τ)
|∆ν| ≤ C(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆m|+ τ sup
U (τ)
|∆ζ|
)
, (4.61)
sup
U (τ)
|∆κ| ≤ C(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆ζ|+ τ sup
U (τ)
|∆m|
)
. (4.62)
Substituting into (4.57), (4.58) then yields
sup
U (τ)
|∆N | ≤ Cτ(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆m|+ τ sup
U (τ)
|∆ζ|
)
, (4.63)
sup
U (τ)
|∆K| ≤ Cτ(l1 + l2) + Cτ
(
sup
U (τ)
|∆r|+ sup
U (τ)
|∆ζ|+ τ sup
U (τ)
|∆m|
)
. (4.64)
Using
r(u, v) = r∗(v)−
∫ u
v
ν(u, v′)dv′ (4.65)
together with (4.47) we obtain
sup
U (τ)
|∆r| ≤ Cτ(l1 + l2) + τ sup
U (τ)
|∆ν|. (4.66)
Now, equation (6.5a) of [1] is equivalent to
m(u, v) = m∗(v)e
K(u,v) − F (u, v), (4.67)
where
F (u, v) = 2pi
∫ u
v
eK(u,v)−K(u
′,v)(r2ν(ζ2 + 1))(u′, v)du′.
We can estimate
sup
U (τ)
|∆F | ≤ Cτ
(
sup
U (τ)
|∆K|+ sup
U (τ)
|∆r| + sup
U (τ)
|∆ν|+ sup
U (τ)
|∆ζ|
)
. (4.68)
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Together with (4.47) in the case g = m we obtain
sup
U (τ)
|∆m| ≤ Cτ(l1 + l2) + C sup
U (τ)
|∆K|+ Cτ
(
sup
U (τ)
|∆r| + sup
U (τ)
|∆ν|+ sup
U (τ)
|∆ζ|
)
. (4.69)
Substituting (4.61) into (4.66) and (4.64) into (4.69) we deduce, when τ is small enough,
sup
U (τ)
|∆r| ≤ Cτ(l1 + l2) + Cτ2
(
sup
U (τ)
|∆m|+ τ sup
U (τ)
|∆ζ|
)
, (4.70)
sup
U (τ)
|∆m| ≤ Cτ(l1 + l2) + Cτ
(
sup
U (τ)
|∆r| + sup
U (τ)
|∆ζ|
)
. (4.71)
When τ is suitably small these inequalities imply
sup
U (τ)
|∆r| ≤ Cτ(l1 + l2) + Cτ3 sup
U (τ)
|∆ζ|, (4.72)
sup
U (τ)
|∆m| ≤ Cτ(l1 + l2) + Cτ sup
U (τ)
|∆ζ|. (4.73)
Substituting these into (4.61), (4.62), (4.63), (4.64) yields
sup
U (τ)
|∆ν| ≤ C(l1 + l2) + Cτ2 sup
U (τ)
|∆ζ|, (4.74)
sup
U (τ)
|∆κ| ≤ C(l1 + l2) + Cτ sup
U (τ)
|∆ζ|, (4.75)
sup
U (τ)
|∆N | ≤ Cτ(l1 + l2) + Cτ2 sup
U (τ)
|∆ζ|, (4.76)
sup
U (τ)
|∆K| ≤ Cτ(l1 + l2) + Cτ sup
U (τ)
|∆ζ|. (4.77)
We have
φ(u, v) = φ∗(v) +
∫ u
v
(νζ)(u′, v)du′. (4.78)
Using the second of (4.40), we can estimate
sup
U (τ)
|∆φ| ≤ Cτ5(l1 + l2) + Cτ sup
U (τ)
|∆ζ|+ Cτ sup
U (τ)
|∆ν|. (4.79)
Taking into account (4.74) we obtain
sup
U (τ)
|∆φ| ≤ Cτ(l1 + l2) + Cτ sup
U (τ)
|∆ζ|. (4.80)
We now estimate the difference ∆ζ in U (τ). We recall (2.227):
ζ∗ =
1
a−∗
√
1 + β − 2ρ∗β
1− β . (4.81)
Using (4.41) as well as (4.47) in the cases g = a−, ρ, we find
|∆ζ∗| ≤ Cτ(l1 + l2). (4.82)
Recalling that α∗ = r∗ζ∗ − φ∗, and using (4.47) in the case g = r, we get
|∆α∗| ≤ τC(l1 + l2). (4.83)
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We recall (2.181):
α(u, v) =
(
α∗(u)e
N∗(u) +M∗(u)−M(u, v)
)
e−N(u,v). (4.84)
Using (4.83) we deduce
sup
U (τ)
|∆α| ≤ Cτ(l1 + l2) + sup
U (τ)
|∆N |+ sup
U (τ)
|∆M |. (4.85)
In view of the fact that rζ = α+ φ and (4.80), this implies
sup
U (τ)
|∆ζ| ≤ C
(
τ(l1 + l2) + sup
U (τ)
|∆N |+ sup
U (τ)
|∆M |+ sup
U (τ)
|∆r|+ sup
U (τ)
|∆φ|
)
. (4.86)
Substituting the estimates (4.72), (4.76), (4.80) into (4.86) yields
sup
U (τ)
|∆ζ| ≤ C
(
τ(l1 + l2) + τ sup
U (τ)
|∆ζ|+ sup
U (τ)
|∆M |
)
. (4.87)
We have to consider the integral M :
M(u, v) =
∫ v
0
(
φ(µ− 4pir2)κ
r
)
(u, v′)eN(u,v
′)dv′. (4.88)
Since supU (τ) |φ| ≤ Cτ we deduce
sup
U (τ)
|∆M | ≤ C
(
τ sup
U (τ)
|∆φ|+ τ2 sup
U (τ)
|∆κ|+ τ2 sup
U (τ)
|∆r| + τ2 sup
U (τ)
|∆m|+ τ2 sup
U (τ)
|∆N |
)
. (4.89)
Substituting the estimates (4.72), (4.73), (4.75), (4.76), (4.80) into (4.89) we then obtain
sup
U (τ)
|∆M | ≤ Cτ2(l1 + l2) + Cτ2 sup
U (τ)
|∆ζ|. (4.90)
Substituting in turn (4.90) into (4.87) yields the inequality
sup
U (τ)
|∆ζ| ≤ Cτ(l1 + l2) + Cτ sup
U (τ)
|∆ζ|, (4.91)
which for τ suitably small implies
sup
U (τ)
|∆ζ| ≤ Cτ(l1 + l2). (4.92)
In view of this estimate, the inequalities (4.72), (4.73), (4.74), (4.75), (4.76), (4.77), (4.80), (4.90)
reduce to
sup
U (τ)
|∆r| ≤ C(l1 + l2), sup
U (τ)
|∆m| ≤ C(l1 + l2), (4.93)
sup
U (τ)
|∆ν| ≤ C(l1 + l2), sup
U (τ)
|∆κ| ≤ C(l1 + l2), (4.94)
sup
U (τ)
|∆N | ≤ Cτ(l1 + l2), sup
U (τ)
|∆K| ≤ Cτ(l1 + l2), (4.95)
sup
U (τ)
|∆φ| ≤ Cτ(l1 + l2), sup
U (τ)
|∆M | ≤ Cτ2(l1 + l2). (4.96)
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We write (6.7a) of [1] in the form
∂(rη)
∂u
− 4pirνζ2(rη) = −ν(1− µ)ζ. (4.97)
From this we have
(rη)(u, v) = eK(u,v) [(r∗η∗)(v) − J(u, v)] , (4.98)
where
J(u, v) =
∫ v
u
e−K(u
′,v)((1− µ)νζ)(u′, v)du′, η∗ = a−∗
√
1− β + 2ρ∗β
1 + β
, (4.99)
(the second is (4.5b) of [2]). We can estimate
sup
U (τ)
|∆J | ≤ Cτ
(
sup
U (τ)
|∆K|+ sup
U (τ)
|∆m|+ sup
U (τ)
|∆r|+ sup
U (τ)
|∆ν|+ sup
U (τ)
|∆ζ|
)
. (4.100)
Using (4.41), (4.47), (4.93), (4.94), (4.95), it follows
sup
U (τ)
|∆η| ≤ C(l1 + l2). (4.101)
This concludes the proof of the proposition.
To complete the uniqueness proof, we must estimate l1 and l2.
Proposition 4.2. It holds ∣∣∣∣d∆{M∗}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2), (4.102)
∣∣∣∣d∆{N∗}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2). (4.103)
Proof. We recall (2.219):
dM∗
dτ
= g(τ, τ) +
∫ τ
0
∂g
∂u
(τ, v)dv, (4.104)
where g = φfeN , f = µ−4πr
2
r κ (see (2.177)). Recalling the definition of ψ (see the first of (2.250)) as
well as (2.204) and (2.220) we have
g(τ, τ) = (τ +Ψ)eN∗
ψ∗
2
(1 + β), (4.105)
which we rewrite as
g(τ, τ) =
{
ψ0
2
τ +
(
ψ∗
2
− ψ0
2
)
τ +
ψ∗
2
[(
eN∗ − 1) τ + eN∗Ψ]} (1 + β). (4.106)
Since
β − 1
2
dχ∗
dτ
= (eω∗ − eω0) dχ∗
dτ
= Q¯1
dχ∗
dτ
, (4.107)
we have
g(τ, τ) =
ψ0
2
(
1 +
1
2
dχ∗
dτ
)
τ + Q¯2 + Q¯2
dχ∗
dτ
+R0, (4.108)
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where
R0 :=
[(
eN∗ − 1) τ + eN∗Ψ] ψ∗
2
(1 + β). (4.109)
Using now the second of (4.40) together with (4.41) and the first of (4.45) we get
|∆R0| ≤ Cτ2(l1 + l2), (4.110)
which, together with (4.9), (4.42), yields∣∣∣∣∆
[
g(τ, τ)− ψ0
2
(
1 +
1
2
dχ∗
dτ
)
τ
]∣∣∣∣ ≤ Cτ2(l1 + l2). (4.111)
Now we look at ∫ τ
0
∂g
∂u
(τ, v)dv = I1 + I2, (4.112)
where (see (2.223))
I1 :=
∫ τ
0
(
∂φ
∂u
feN
)
(τ, v)dv, I2 :=
∫ τ
0
[
φ eN
(
∂f
∂u
+ f
∂N
∂u
)]
(τ, v)dv. (4.113)
We first look at I1. We recall the function F (see (2.225))
F :=
∂φ
∂u
µ− 4pir2
r
eN (4.114)
and rewrite
I1 = F∗
∫ τ
0
κ(τ, v)dv + I˜1, (4.115)
where
I˜1 :=
∫ τ
0
[F (τ, v)− F (τ, τ)] κ(τ, v)dv. (4.116)
We define R1, R2, R3 by
R1 :=
(
∂φ
∂u
)
∗
− 1
2
(1− β), (4.117)
R2 :=
µ∗ − 4pir2∗
r∗
− µ0 − 4pir
2
0
r0
, (4.118)
R3 := e
N∗ − 1. (4.119)
We note that Ri = O(τ) : i = 1, 2, 3 and R2 = Q¯1. We have
F∗ =
1
2
(1− β)µ0 − 4pir
2
0
r0
+R, (4.120)
where
R = R1
µ∗ − 4pir2∗
r∗
+
1
2
(1− β)R2eN∗ +
(
∂φ
∂u
)
∗
µ0 − 4pir20
r0
R3 +R1R2R3. (4.121)
From (see (4.49))
κ(τ, v) = κ∗(v)e
−K(τ,v), (4.122)
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together with (see (2.220) with (2.235))
κ∗ =
1
2a−0
(
1 +
1
2
dχ∗
dτ
)
+ Q¯1 + Q¯1
dχ∗
dτ
, (4.123)
we deduce
κ(τ, v) =
1
2a−0
(
1 +
1
2
dχ∗
dτ
(v)
)
+ κ¯(τ, v), (4.124)
where
κ¯(τ, v) := Q¯1(v) + Q¯1(v)
dχ∗
dτ
(v)− κ∗(v)
(
1− e−K(τ,v)
)
. (4.125)
We note that κ¯ = O(τ). Substituting (4.120), (4.124) into (4.115) it follows
I1 =
µ0 − 4pir20
4a−0r0
(
1− 1
2
dχ∗
dτ
)(
τ +
χ∗
2
)
+
µ0 − 4pir20
2r0
(
1 + (Q¯1 − 12 )
dχ∗
dτ
)∫ τ
0
κ¯(τ, v)dv + Q¯2
dχ∗
dτ
+R
∫ τ
0
κ(τ, v)dv + I˜1. (4.126)
What is now needed are estimates for the differences ∆R, ∆κ¯ and ∆I˜1. We start with |∆R|. From
(4.121), using proposition 4.1 (recall that (∂φ/∂u)∗ = ν∗ζ∗),
|∆R| ≤ C {|∆R1|+ |∆R2|+ |∆R3|+ τ [(l1 + l2) + |∆β|+ |∆N∗|]}
≤ C {|∆R1|+ |∆R2|+ |∆R3|+ τ(l1 + l2)} , (4.127)
where for the second inequality we used (4.41) and the first of (4.45). Using ∂φ/∂u = νζ together
with (2.227), (2.228) we have (recall that X = 1− ρ∗ = O(τ2))
R1 =
1
2
(1− β)
(√
1 +
2βX
1− β − 1
)
. (4.128)
Therefore,
|∆R1| ≤ C
(
τ2|∆β|+ |∆X |) . (4.129)
From (using (4.9))
|∆X | = |Q¯2| ≤ Cτ |∆χ∗| ≤ Cτ2(l1 + l2), (4.130)
we obtain
|∆R1| ≤ Cτ2(l1 + l2). (4.131)
For the difference of R2 we have, using the first of (4.40)
|∆R2| = |∆Q¯1| ≤ C|∆χ∗| ≤ Cτ(l1 + l2), (4.132)
while for the difference of R3 the first of (4.45) implies
|∆R3| ≤ C|∆N∗| ≤ Cτ(l1 + l2). (4.133)
Therefore,
|∆R| ≤ Cτ(l1 + l2). (4.134)
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Together with |∆κ| ≤ C(l1 + l2), we obtain∣∣∣∣∆
(
R
∫ τ
0
κ(τ, v)dv
)∣∣∣∣ ≤ Cτ2(l1 + l2). (4.135)
From (4.125),
|∆κ¯| ≤ C
{
|∆Q¯1|+ τ
∣∣∣∣d∆χ∗dτ
∣∣∣∣+ τ |∆χ∗|+ |∆K|
}
≤ Cτ(l1 + l2), (4.136)
where for the second inequality we used (4.9), (4.42), the first of (4.40) and the second of (4.45). Now
we turn to ∆I˜1. We write
F (τ, v)− F (τ, τ) =
∫ v
τ
∂F
∂v
(τ, v′)dv′. (4.137)
Now, ∂F/∂v can be expressed, through the basic equations of section 6 of [1] (and also using the
expression for N as given by (2.107)), in terms of r, m, ν, κ, ζ, η and N . Therefore, by proposition
4.1 we obtain
|∆ [F (τ, v) − F (τ, τ)]| ≤ Cτ(l1 + l2). (4.138)
Hence
|∆I˜1| ≤ Cτ2(l1 + l2). (4.139)
Using now (4.135), (4.136) and (4.139) in (4.126) together with (4.9) and the first of (4.40) we find∣∣∣∣∆
[
I1 − µ0 − 4pir
2
0
4a−0r0
(
1− 1
2
dχ∗
dτ
)(
τ +
χ∗
2
)]∣∣∣∣ ≤ Cτ2(l1 + l2). (4.140)
We now look at I2. Since f as well as ∂f/∂u can be expressed in terms of r, m, ν, κ, ζ, and η we
have, by proposition 4.1,
|∆f | ≤ C(l1 + l2),
∣∣∣∣∂∆f∂u
∣∣∣∣ ≤ C(l1 + l2). (4.141)
From the second of these we obtain∣∣∣∣∂∆N∂u (u, v)
∣∣∣∣ ≤
∫ v
0
∣∣∣∣∂∆f∂u
∣∣∣∣ (u, v′)dv′ ≤ Cv(l1 + l2), (4.142)
together with (4.141) and the first and third of (4.45) we obtain
|∆I2| ≤ Cτ2(l1 + l2). (4.143)
In view of the estimates (4.111), (4.140), (4.143) and the expression for dM
[2]
∗ /dτ (see the first line
of (2.240)) it follows ∣∣∣∣d∆{M∗}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2). (4.144)
We now turn to |d∆{N∗}3/dτ |. Let us recall the functions ψ and G:
ψ :=
µ− 4pir2
ra−
, G := − ν
r2
[
4piζ2r2(1 − 4pir2)− 2µ] . (4.145)
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We recall (2.242):
dN∗
dτ
(τ) = f(τ, τ) +
∫ τ
0
∂f
∂u
(τ, v)dv. (4.146)
The first term is equal to (ψ∗/2)(1+β), while the second term is equal to
∫ τ
0 (Gκ)(τ, v)dv (see (2.243),
(2.244)). We rewrite (4.146) as
dN∗
dτ
=
1
2
ψ∗(1 + β) +G∗
∫ τ
0
κ(τ, v)dv + I3, (4.147)
where
I3 :=
∫ τ
0
[G(τ, v) −G(τ, τ)] κ(τ, v)dv. (4.148)
We note that
ψ∗ −
(
ψ0 +
(
∂ψ
∂τ
)
0
τ +
(
∂ψ
∂χ
)
0
χ∗
)
= Q¯2, (4.149)
eω∗ −
(
eω0 +
(
∂eω
∂τ
)
0
τ +
(
∂eω
∂χ
)
0
χ∗
)
= Q¯2. (4.150)
Therefore
1
2
ψ∗(1 + β) =
1
2
[
ψ0 +
(
∂ψ
∂τ
)
0
τ +
(
∂ψ
∂χ
)
0
χ∗
] [
1 +
(
eω0 +
(
∂eω
∂τ
)
0
τ +
(
∂eω
∂χ
)
0
χ∗
)
dχ∗
dτ
]
+ Q¯2 + Q¯2
dχ∗
dτ
. (4.151)
We recall (2.249):
G∗ = −2pi(1− 4pir
2
∗)
a−∗
(1 + β − 2ρ∗β) + µ∗a−∗
r2∗
(1 − β). (4.152)
Therefore
G∗ = ψ˜0
(
1− 1
2
dχ∗
dτ
)
+ Q¯1 + Q¯1
dχ∗
dτ
, (4.153)
where (see the second of (2.250))
ψ˜ := −2pi(1− 4pir
2)
a−
+
µa−
r2
. (4.154)
Substituting (4.124), (4.151), (4.153) into (4.147), using (2.253) and taking into account the above
estimates to estimate d∆χ∗/dτ as well as (4.9) we obtain∣∣∣∣d∆{N}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2) + |∆I3|+ C
∣∣∣∣∆
∫ τ
0
κ∗(v)
(
1− e−K(τ,v)
)
dv
∣∣∣∣ . (4.155)
By proposition 4.1 the last term in (4.155) is bounded from above in absolute value by Cτ2(l1 + l2).
We conclude ∣∣∣∣d∆{N}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2) + |∆I3|. (4.156)
We now consider the difference of I3. We rewrite
G(τ, v) −G(τ, τ) = −
∫ τ
v
∂G
∂v
(τ, v′)dv′. (4.157)
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∂G/∂v can be expressed through the basic equations of section 6 of [1] in terms of r, m, ν, κ, ζ and
η. Therefore, from proposition 4.1,
|∆(G(τ, v) −G(τ, τ))| ≤ Cτ(l1 + l2), (4.158)
which implies
|∆I3| ≤ Cτ2(l1 + l2). (4.159)
We conclude ∣∣∣∣d∆{N}3dτ
∣∣∣∣ ≤ Cτ2(l1 + l2). (4.160)
From proposition 4.2 we deduce
|∆{M∗}3| ≤ Cτ3(l1 + l2), |∆{N∗}3| ≤ Cτ3(l1 + l2). (4.161)
Together with the definitions of l1, l2, this yields
l1 + l2 = sup
[0,τ1]
( |∆{M∗}3|
τ2
)
+ sup
[0,τ1]
( |∆{N∗}3|
τ2
)
≤ Cτ1(l1 + l2), (4.162)
which when Cτ1 < 1 implies that l1 + l2 = 0 which in turn implies l1 = l2 = 0.
In view of propostition 4.1 together with the first of (4.40) we conclude that for τ1 suitably small,
the solutions B′, (r′,m′, ν′, κ′, ζ′, η′) and B′′, (r′′,m′′, ν′′, κ′′, ζ′′, η′′) coincide on [0, τ1], U (τ1). The
uniqueness without a smallness condition follows immediately from the uniqueness in the large of the
solution of the continuation problem, theorem 3.2 of [2]. This proves theorem 4.1.
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