Abstract Motivated by the needs for creating fast and accurate models of complex geological scenarios, accuracy and efficiency of three stencils for the isotropic eikonal equation on rectangular grids are evaluated using a fast marching implementation. The stencils are derived by direct modelling of the wave front, resulting in new and valuable insight in terms of improved upwind and causality conditions. After introducing a method for generalising first-order upwind stencils to higher order, a new second-order diagonal stencil is presented. Similarly to the multistencil fast marching approach, the diagonal stencil makes use of nodes in the diagonal directions, whereas the traditional Godunov stencil uses solely edge-connected neighbours. The diagonal stencil uses nodes close to each other, reaching upwind, to get a more accurate estimate of the angle of incidence of the arriving wave front. Although the stencils are evaluated in a fast marching setting, they can be adapted to other efficient eikonal solvers. All first-and second-order stencils are evaluated in a range of tests. The first test case models a folded structure from the Zagros fold belt in Iran. The other test cases are constructed to investigate specific properties of the examined stencils. The numerical investigation considers convergence rates and CPU times for non-constant and constant speed first-arrival computations. In conclusion, the diagonal stencil is the most efficient and accurate of the three alternatives.
Introduction
Traditional construction of computer-based geological models is a time-consuming process, in which the geoscientists must make a series of assumptions and data interpretations that can dramatically impact the validity of the resulting model. Naturally, the inherent difficulty of such modelling increases the more complex geological scenarios one encounters. In the oil and gas industry, geological modelling has grown in complexity as a result of the global competition in hydrocarbon exploration, which continuously forces the modellers out of their scientific comfort zone as they survey prospective fields worldwide.
To deliver better models faster, considerable research and development efforts are spent on new paradigms that allow models to be more easily extended and edited [24, 25] than those created by traditional workflows. Compound modelling (CM) [26] [27] [28] [29] is one particular technology of this kind, applicable in two and three spatial dimensions. The basic concept of the CM technology is to describe geology as the realization of a series of geological events and processes along a geological timeline. The resulting model can represent geological structures of almost arbitrary complexity, including intricate relationships between horizons, faults and physical installations such as wells.
The compound model builder creates subsurface geometries by combining seismic interpretations, well observations and other types of hard data with geological experience and intuition represented by a transient process description. In addition, the builder populates this geometry with physical properties based on computed distances between each grid cell and the physical objects present in the model. As explained in [40] , the CM approach relies heavily on efficient and accurate calculation of distance fields. In general, this calculation consists of solving the static Hamilton-Jacobi systems derived and presented in [12] . However, in this paper we restrict our scope to methods for simulating parallel folds through solution of the boundary value problem
known as the eikonal equation. Here denotes the initial position of a wave travelling with a speed F in the normal direction and · the Euclidian distance. The solution T(x) is the wave's time of arrival to position x. Figure 1 shows a folded structure as modelled in the CM builder and an observation from an outcrop. In the CM context, the fast marching method [37] is the preferred strategy for solving Eq. 1, although there are alternative solution algorithms [9] . Both the fast marching method and its competitors are in need of an underlying discretization, typically based on upwind finite differences.
In order for the CM software to function interactively, the folded structures must be modelled by fast and accurate computations. Several discretizations are suggested in the literature, but there seems to be no available comparison of the resulting stencils with respect to accuracy and efficiency. In this paper, we report on such comparison of three upwind finite difference stencils with different shapes. The comparison focuses on a geological scenario previously modelled by the CM builder [1] . This scenario is a section from the Zagros fold belt in Iran, which stems from the collision between the Eurasian and Arabian tectonic plates. In addition to the Zagros field test, we report on several other numerical experiments providing information about properties of the examined stencils. According to the numerical experiments reported in Section 4, the stencils show consistent behaviour across geological and artificial test cases. In addition to the numerical comparisons, we present a method for extending stencils of different shapes to higher order by direct modelling of the wavefront. Using this method, we present a new second-order stencil that turns out to be both faster and more accurate than the other examined stencils.
Applications of the eikonal equation
The eikonal equation appears in a wide variety of research fields and applications. In earth science, fast solutions are needed in forward modelling of seismic data [17, 35] , in descriptions of complex folding regimes [12, 40] and in reservoir simulations [7] . Moreover, the eikonal equation is often solved in computer visualisation applications, such as segmentation of images [3, 22] , optimal path planning and computation of geodesic distances [4, 20, 43] .
The eikonal equation has many applications in seismic processing [36] . Instead of computing travel times along rays, the entire first arrival travel time field can be simulated by solving the eikonal equation [34, 41] . Eikonal solvers automatically extrapolate the wavefront into shadow zones, which are areas that ray methods find difficult to image. The fact that only first arrival travel times are computed can be seen as a weakness of eikonal solvers because later arrivals are often important for high-quality imaging [21] . However, by repeating the simulation from reflecting surfaces, multiple reflected travel times can be found using eikonal solvers [13, 35] . In order to compute amplitudes of the seismic waves, the solution must be differentiated in postprocessing of the computed travel time field. This poses high requirements of the accuracy of the computed travel times. Traditional first-order stencils are not accurate enough to provide a reliable amplitude calculation [36] . Similarly, as for seismic amplitude computations, the solution gradient is used in postprocesses of the simulated folds in the CM software [40] . In order to achieve a reliable gradient of the solution, high accuracy of the solution method is crucial, and several improvements have been suggested for the discretization of the eikonal equation. These include use of spherical coordinates [2] , general triangulations [43] , local mesh refinements [35] , assumption of the curvature of the arriving wavefront [6, 41] and discontinuous Galerkin discretizations [44] . All mentioned improvements have been shown to decrease errors at the cost of algorithmic simplicity and increase in computational time. However, within the family of fast upwind finite difference stencils, there are alternative stencil shapes that also affect the accuracy of the solution.
The traditional stencil on quadrilateral grids, hereafter called the standard stencil, use only nodes connected through edges [37] . Therefore, the errors created from this stencil are especially large in diagonal directions. A simple method to increase accuracy while maintaining the algorithmic simplicity is to extend the upwind finite difference-based stencils to higher order. If second-order schemes are used, the diagonal errors are significantly lowered [32, 36] . Another approach to remedy these large errors is to include also diagonal nodes in the stencil update. This can be done by applying an additional stencil that uses only edge connected nodes. This is the multistencil approach [11] (a similar multiple stencil approach was taken earlier in [30] ). Another option is to use both edge connected and diagonally connected nodes in one stencil, forming a stencil we refer to as diagonal. Such a stencil has been suggested in [8, 18, 42] but has been limited to first order only. To our knowledge, no comparison of the accuracy and computational cost of these stencils have been documented. The numerical experiments in Section 4 indicate that the diagonal shape is the most accurate and fastest of the three choices.
Efficient numerical approximations
Considering the eikonal Eq. 1, an alternative interpretation of T(x) is as the minimal time of travel from x to with speed F. The eikonal equation is isotropic in the sense that the speed is independent of direction. One possible interpretation of the equation is as the statement speed · time distance = 1. Generally, the approximation methods are classified in two groups: front tracking (one-pass) and iterative methods. Front tracking methods follow the physical wave as it expands in the discrete domain. Since the wave only passes each node once, only a few operations per node is necessary. However, to know which node is next to be passed, an ordered data structure is needed. This requirement makes parallel implementations difficult. Algorithms of this group includes foremost fast marching and expanding wavefront methods [33, 37, 39] . The method can be made faster by passing a set of nodes close to the wave front simultaneously [18] .
Iterative methods include fast sweeping, fast iterative, and expanding box methods [16, 19, 42, 46] . The efficiency of these methods depends on the geometry of the domain and variations of the velocity. For simple problems, iterative methods are faster than front tracking methods. For complex problems, the preference is reversed [10, 14, 16, 43] . The fast iterative method tries to expand the wave simultaneously throughout the domain. As a result, nodes may be passed several times, and the method can be implemented on parallel computers and GPUs [15] . By further enforcing a partial ordering of the updates, the methods can be made more stable with respect to geometry and velocity variations [5, 9] .
Outline
The most commonly used first-order standard stencil is derived in Section 2.1. In Section 2.2, we present a new method for generalisation of first-order upwind stencils to second order by direct modelling of the wave front. After a short discussion on the accuracy of the standard stencil, the 2D multistencil fast marching stencil is derived. The derivation of this stencil by direct modelling of the wave front provides valuable insight, such as the new improved upwind condition for the multistencil approach. In Section 3, we present the diagonal stencil, a highly accurate approximation making use of diagonal nodes.
The accuracy and efficiency of all stencils for modelling folds are examined in Section 4.1, where a section of Zagros fold belt in Iran is simulated. To further verify our findings, all numerical stencils are thoroughly tested on six synthetic examples in Section 4.2. The reported CPU times for all stencils are measured when different stencils are applied in the same fast marching implementation. The results of these tests, and assessments of the computational complexity of the stencils, are discussed in Sections 5 and 6.
Finite difference stencils
In this section, we derive first-order stencils by means of direct modelling of the wave front. In Section 2.2, we present a method to generalise these stencils to second order. Every stencil derivation is accompanied by a figure that illustrates the setting. A few assumptions are taken in line with the general consensus:
-The grid is quadrilateral and the distances between axis aligned nodes are denoted dx and dy. We use the notation T i, j for the nodal approximation of the solution T in (x, y) = (i · dx, j · dy). -When solving for an approximation of T i, j , the local speed is assumed to be F i, j and hence independent of the direction of the arriving wave front. -The shape of the arriving wave front is approximated as locally planar. We will refer to such a planar part as a wave segment. Since we consider the isotropic eikonal Eq. 1, the modelled wave segment expands in its normal direction. Consequently, the angle of incidence, that is the angle between the normal and the x-or y-axis, will remain unchanged in the local area of constant speed.
A key observation of these assumptions is that the time that a vertical wave segment needs to travel the distance dx is dx/F. If the wave has an angle of incidence α relative to the x-axis, the time to travel the same axisaligned distance is dx cos α/F. Given the minimal distance between a modelled wave segment and its arrival point and the constant speed, we can estimate the first time of arrival of the wave. The minimal distance is the length of the shortest path, which is also known as the ray path.
The standard Godunov stencil
Consider the setting given in Fig. 2a , where the time of arrival T i, j is to be estimated given arrival times at 
If the angle of incidence is too large, α > π 2
, or too small, α < 0, the shortest path lies outside the quadrant (dash-dotted lines in Fig. 2a) . The modelled wave is valid only within the element spanned by the included nodes, which explains why only shortest paths within the element should be considered trustworthy. Paths outside the element will be considered when nodes in neighbouring quadrants are updated. A too large angle indicates that the wave visits node (i, j − 1) first, then node (i, j) and finally node (i − 1, j). A too small angle similarly indicates that node (i, j) is visited before node (i, j − 1). In these cases, only one of the neighbours lies upwind of node (i, j), and we have the shortest path along an edge. We formulate these special cases in the following upwind conditions;
Adding the squared expressions 2, and combining the restrictions in Eq. 3, we end up with the standard Godunov scheme;
where (·) + denotes the positive part of (·). The largest solution gives the arrival time in front of the wave and is thus the one sought for. By directly solving this expression, the largest solution is
Node (i, j) belongs to four grid cells that can be used to solve for an arrival time. Since the searched solution is the first arrival time, the smallest of these approximations is the correct one. From the equation above, we see that T i, j is decreasing in T i−1, j and T i, j−1 , and thus, the smallest arrival times along the x-and y-axes generate the first time of arrival.
Second-order schemes by direct wave front modelling
Higher-order upwind schemes are essentially a forward interpolation of the solution, based on solution values upwind of the point. The second-order upwind discretization of a one-dimensional function g is given by
can be seen as an interpolated value of g at the position (i − 2/3)dx. Using a second-order scheme, we get an interpolated value closer to the downwind node i using grid point values upwind of i. This intuitive approach can be used directly on our wave front modelling, as is illustrated in Fig. 2b for the following second-order extension of the standard stencil.
From the above formulation, the wave front time of arrival to (i − 2/3, j) is estimated to be
, and the time of arrival to
. Since both axes have been scaled equally, we end up in the same situation as for the first-order scheme. Combining the angle of incidence estimates and bounds, we get the following scheme
which is the standard second-order upwind Godunov scheme. Notice that this system is very similar to Eq. 4 with an explicit solution given by Eq. 5. It is important to note that this forward interpolation of the solution is valid only if the more distant node is upwind. A necessary, but not sufficient, condition for (i − 2, j) to be upwind of
Higher-order schemes are reported well worth the increase in computational cost because of the gain in accuracy [32, 45] . An underlying assumption is that the speed is constant in a larger neighbourhood. This assumption explains why second-order schemes are not appropriate for applications with non-smooth speed. Similar observations are also seen in the numerical experiments reported in Section 4.2.
Errors when using the standard stencil
Consider the problem of computing the distance to a node on a uniform grid, that is h = dx = dy and F ≡ 1. First the edge-connected nodes of the starting point will be given the correct solution value, h, from the upwind condition of Eq. 3. However, when Eq. 5 is solved for the node diagonal to the initial point, it results in the estimated distance
h ≈ 1.707h, which is an overestimation of more than 20%. Only nodes connected via an edge are used to estimate the shape of the wave. Therefore, the angle estimates are especially bad in the diagonal directions [11, 31, 36] . Errors are large for wave fronts with high curvature, since then the planar wave front approximation gives a bad resolution, especially so when only edge connected nodes are used. Second-order stencils estimate the angle of incidence closer to the node and are therefore more accurate.
Another way to decrease the errors is to include diagonal points in the stencil. The multistencil fast marching method [11] is one way to do so and is described in the section below.
Multistencils fast marching
The multistencil fast marching method [11] extends the standard fast marching method by using an additional stencil. Both stencils provide approximations, and the smaller one is considered to be the best solution. The additional stencil is created by a rotation of the coordinate axes so that only diagonal nodes are used, as indicated in Fig. 3a . To estimate the angle of incidence in the rotated system, nodes even further apart are used, implying that high curvature still will be modelled inaccurately. Nevertheless, the accuracy is expected to increase compared with the standard stencil since diagonal nodes are incorporated.
The numerical stencils in [11] are derived using directional derivatives, which make them easily extensible to second order. The explicit formulas and numerical examples therein are presented only on a uniform grid, and the upwind condition may return imaginary arrival times if used, as it allows the shortest paths to lie outside the considered element. The derivation and the numerical experiments in this paper treat also non-uniform grids where dx = dy. Below we derive the rotated stencil using notations from Fig. 3a and present a new upwind condition that assures that the ray path is inside the element and that the approximations are real. The underlying assumptions are the same as in the previous section. The angle of incidence is first estimated similarly to the standard case (Eq. 2),
For the shortest path to lie inside the element spanned by the included nodes, we must have
Otherwise, the shortest path is along a side of the element. We present a new upwind condition for the minimal time of arrival by
Halfway between the T i−1, j+1 and T i−1, j−1 wave fronts, we are at the solution time
, which is our guess of the time of arrival to node (i − 1, j). The shortest distance from the
front to (i, j) is dx cos α. Using this relation and applying the trigonometric identity to Eq. 7, we get
Observe that the solution at node (i − 1, j) is not used, but instead interpolated as the average of the solutions above and below. As a consequence, we can expect odd behaviour in the case of high curvature or colliding fronts from above and below. In such cases, the estimated travel time will be too small, leading to errors that propagates with the expanding wavefront (this effect is visible in the shock region of Fig. 6a, b) . For a non-uniform grid, we do not know which of the rotated stencils gives the smallest time of arrival, and therefore, all four new stencils must be solved when the point is updated. For the second-order scheme, we use the same technique as presented in Section 2.2. The secondorder stencil solution is found by replacing the values T i−1, j−1 , T i−1, j+1 , dx and dy in Eqs. 9 and 8
Diagonal stencil for improved accuracy
Another approach to include diagonal nodes in the stencils is to use both diagonal and edge connected nodes. This idea has been discussed in several papers [4, 8, 18, 42] . In [42] , a first-order scheme using an edge-connected and a diagonal node to increase the angular resolution is used. Similar stencils, but with the restriction dx = dy, are given in [4, 23] . With the diagonal shape, the wave segment is modelled as planar in a smaller neighbourhood compared to the other stencils. By doing so, one gets a narrower restriction on the angle of incidence, 0 ≤ α ≤ arctan dy dx , and a more accurate approximation. All the referred methods are of first-order accuracy, but in Section 3, a second-order stencil using the diagonal nodes is presented. First, we derive the first-order stencil and formulate efficient upwind conditions.
The setting is illustrated in Fig. 2b , where the arrival time to node (i, j) is to be estimated using given solution values at (i − 1, j) and (i − 1, j − 1). Since the speed is the same in all directions, a wave takes the time dy/F i, j to travel vertically from (i − 1, j − 1) to (i − 1, j). With the modelled angle, the actual time needed is T i−1, j − T i−1, j−1 , which gives the following relation with the angle of incidence
To ensure that the shortest path is inside the modelled area, we bound the angle of incidence. The angle must be positive, and the largest allowed angle must model the ray path along the diagonal edge. Otherwise, the closest path within the element is our best estimate of the arrival time. These restrictions are formulated in the following upwind conditions:
For wave fronts upwind of (i, j), the distance between (i, j) and the T i−1, j wave front is dx cos α. Using this relation in combination with Eq. 10 and the trigonometric identity gives
If we are to update node (i, j) using node (i − 1, j), there are two diagonal nodes that can be used. In the expression above, notice that T i, j is decreasing with the value of the diagonal node, that is, a smaller valued diagonal node model the T i−1, j wave front closer to node (i, j). Therefore, the diagonal node with smaller time of arrival should be used when choosing stencil to solve for the first time of arrival. As before, the second-order stencil is given by Eq. 13 with a change of constants to
dx, and dy = 2 3 dy. We search for upwind stencils in both diagonal directions and use the smallest interpolated value since it models the wave closest. In the case of upwind stencils in both the diagonal and axis directions, the interpolated constants are used to solve for an arrival time. If we only have a second-order stencil in one direction, the first-order scheme is used, but the upwind conditions are modified. With a second-order stencil only in the x direction, the upwind condition 11 is changed to;
Similarly, if we only have a second-order stencil in the axis-aligned direction, the upwind condition 12 is changed to
A strict causality condition
The causality principle tells us that only nodes with a smaller value can affect the solution at any given node [38] . Following notations in Fig. 2b , we derive the following stricter causality principle for the first-order diagonal stencil:
Lemma 1 (Diagonal stencil causality conditions) Edge dependency: T i, j can only depend on
Proof The solution at (i, j) is dependent on the neighbouring nodes that model the wave closest to (i, j). From any diagonally connected node, we have a bound on the time of arrival,
Notice from the upwind condition 12 that T i, j is independent of T i−1, j if the dependency is solely from the diagonal node or another stencil. Using that upwind condition and our bound in Eq. 14, we see that there are no edge dependencies if
from which the edge causality condition follows. From the upwind condition 11, T i, j is not dependent on both
Assuming the dependency exists, the shortest path is modelled when
. Investigation of the stencil including both T i−1, j−1 and
, which gives the diagonal causality condition.
These conditions can be extended to higher-order diagonal stencils, following the approach in the derivation of a second-order stencil as in Section 2.2. When using the diagonal stencil in fast marching methods, the improved causality conditions apply very rarely and do thus not improve the computational efficiency. However, when using the diagonal stencil in combination with iterative methods, these improved conditions can increase the computational efficiency significantly. According to the causality principle, any improvement of the solution in a given node may lead to improved solution values for its close neighbours. In front tracking methods, only edge-connected neighbours to an updated node needs to be updated. If there is a diagonal dependency, this will be considered at a later step in the algorithm.
Moreover, only stencils including the recently updated node should be solved for new approximations to the edge-connected nodes [8] . This update condition is not used in the standard fast marching method and will increase the computational efficiency if applied. Not only will it save a comparison of nodal values but also the memory handling is improved since only a smaller neighbourhood needs to be considered. The same update condition can be used in the fast iterative method. Unfortunately, there is no similar update condition for the rotated stencil in the multistencil method, since the recently passed node is edge-connected and therefore not included in the additional stencil.
Numerical tests
In order to make the performance comparisons fair, an identical initialisation of the boundary condition in Eq. 1 was given to all stencils by assigning parts of the domain with analytical solution values. All stencils are implemented in the same C++ Fast Marching framework and are optimized to the same extent. The time for initialisation is excluded from the reported CPU times, which are presented as averages of five runs on a Macbook Pro with a 2.66-GHz Intel Core 2 Duo processor and 4-GB 1,067-MHz DDR3 ram memory. In some examples, we have tested different levels of initialisation to show how the stencils perform with varying curvature. For all test cases, we present error measurements, as estimated by the L 1 , L 2 and L ∞ norms
where e = T − T a , T and T a are the computed and analytical solution, respectively; e i the error at node i and N is the set of nodes to be assigned a value. When reported, the rate of convergence, p, was estimated as
where h k denotes the edge length of solution k and e (k) one of the corresponding norm as defined above.
We have tested the performance of all presented stencils on an example of geological folding and through several artificial test cases of varying complexity. In the geological example, we simulate a section of the Zagros fold belt that previously has been modelled with the CM approach [1] . In the first synthetic test, accuracy of distance computations with point sources is investigated. Thereafter, we investigate the accuracy of the stencils when there are many shocks (discontinuities) in the solution. Tests 3 and 4 have a non-constant speed function. For these two examples, the solution is first specified on parametric form T a , and then the speed is derived by the relation F = 1/ ∇T a . Convergence is investigated for the CM example, the complex speed function in test 4, and in a distance-topoint setting in test 5. Table 1 Convergence estimates for all first-order stencils in three norms. Simulation of a folded structure, as visualized in Fig. 4c 4.1 Stencil performance in the simulation of parallel folds
In the CM builder, a horizon is digitalized and parametrized with spline functions. In this way, the modelled horizon is smooth, assuring a continuous representation and smooth variations in dip and strike. Layers of nodes above and below the digitalized horizon are initialised using highly accurate methods based on the intersection of characteristic curves from nodes to the spline functions. However, since we do not have an analytical solution for the distance from a spline curve, we take a slightly different approach in this example. First, 100 points are sampled along the spline representation of the horizon, using uniform chord lengths. The horizon is then described by a piecewise linear curve joining the points. From this representation, the analytical distance field is created using the Visualization Toolkit (VTK) Table 2 Convergence estimates for all second-order stencils in three norms Simulation of a folded structure, as visualized in Fig. 4c (a) Estimated L 2 convergence for discrete width (b) Estimated L 2 convergence for CPU time (http://www.vtk.org). 1 All nodes with an analytical solution value less than or equal to 2 dx 2 + dy 2 are initially assigned their analytical distance value in all numerical runs of this example. With such an initialisation, all nodes used by the stencils are on the same side of the initial horizon.
In this numerical experiment, we simulate the parallel folded section in the Zagros belt positioned at distance x ∈ (33, 63.5) km and depth z ∈ (0, 10) km in Fig. 4a. In Fig. 4b , we have superimposed some of the simulated layers. Figure 4c shows a simulation of the modelled folded section, visualised with the same scaling of the x-and y-axes. In the CM software, layers above and below the fold are also mapped in the restoration process. Therefore, the computational domain is 30.5 km wide and 14 km deep, where the depth interval is (−1, 13) km. To get a close to uniform Table 3 Error measures for test 1A, computed distances to two points in the domain 0 ≤ x, y ≤ 100, discretized by 101 nodes in both x-and y-directions. Part of the domain is shown in Fig. 6 Norms First order Second order grid, the width is discretized with three times as many edges as the depth. For the convergence analysis, we use 10 × 2 i , i = 1, . . . , 9 edges in the depth direction. The number of unknown nodes ranges from 954 and up to 78.6 million nodes, depending on the discretization. Tables 1 and 2 show convergence estimates for firstand second-order stencils, respectively. Notice that the convergence rate is rather poor for both first-and second-order stencils. This behaviour is to be expected. Only the closest nodes around the given horizon are initialised, and therefore, the fraction of initially known nodes is decreasing as the grid expands. On the smallest and largest grids, 25.5 and 0.1 % of all nodes are initially assigned analytical values, respectively. The convergence rates are quite similar for all stencils. Figure 5a shows the L 2 error given a grid size for all stencils. Among the first-order stencils (thin lines), the diagonal stencil clearly is the most accurate. The same assertion holds for the second-order stencils (thick lines). Somewhat surprising, the second-order multistencil is slightly less accurate than the standard second-order stencil. This behaviour may be due to the presence of many regions with shocks in the solution, along which the added stencil in the multistencil often creates too small travel times.
As an illustration of the efficiency of all stencils, the L 2 errors given the computational time is plotted in Fig. 5b . Again, the first-order diagonal stencil is clearly the most efficient of the first-order stencils. Of the second-order stencils, the diagonal stencil is the most efficient and the multistencil the least efficient. Plots of the L 1 and L ∞ errors are very similar. For any given grid size and stencil order, the diagonal stencil is the fastest, followed by the standard and multistencils.
Test 1, distance to points
In this section, we compute distance fields to points in two examples, tests 1A and 1B.
2 First, we solve for the distance field from two points positioned at p 1 = (35, 51) and p 2 = (67, 51) in the domain 0 ≤ x , y ≤ 100 discretized with 101 nodes along each axis. Isocurves of the solution are shown in Fig. 6a, b for firstand second-order computations, respectively. The diagonal stencil follows the analytical solution significantly better than both the multistencils and standard sten-cils for both first-and second-order methods. Table 3 reports error measures for two levels of initialisation. In the upper part, only the two points p 1 and p 2 were initialised. In the lower part, all nodes for which the analytical solution is less than 4 were initially assigned the exact values. Independent of initialisation and order, the diagonal stencil is the most accurate, followed by the multistencil which still performs significantly better than the standard stencil. Notice that the multistencil isocurves (dashed lines) are in front of the analytical solution close to the shock region. In shock regions, the stencil using only diagonal nodes underestimate the travel times and thus create errors that spread throughout the domain.
We also solved for the distance to a point p on a nonuniform rectangular grid with dx = 0.1 and dy = 0.2 in test 1B. The domain is again discretized by 101 nodes along both axes, but p is now located in the centre at (x, y) = (5, 10). From the error measures in the upper part of Table 4 , we notice that the second-order stencils are less accurate than the first-order stencils for the diagonal and multistencil approaches. This is caused by errors in the second-order interpolation in the diagonal directions. A value from the other side of the front, and hence not upwind, is assumed to be an upwind value. Therefore, on a strongly non-uniform discretization, a more accurate initialisation is needed for second-order stencils using diagonally connected nodes. The lower part of Table 4 shows error measures correspondingly to letting nodes with analytical solution less then or equal to 0.5 be exactly initialised.
Of the first-order methods, the diagonal stencil is the most accurate. The multistencil approach has a factor of 1.6-2 times larger errors, and the standard stencil shows a factor of 2-3 times larger errors than the diagonal stencil. With accurate initialisation, the second-order stencil accuracy order is the same. With no initialisa- tion on the second-order stencils, the standard stencil performs best, closely followed by the diagonal and multistencil stencils. 
Norms
First order Second order The domain is 0 ≤ x, y ≤ 10, and we solve for the distance to domain borders and four interior points (Fig. 7a) Fig. 7a , there are many shocks (discontinuities in the gradient) in the analytical solution, which can be written as
Regarding the computational efficiency of this example, the multistencil implementation requires approximately 2.3 times longer computing time than the diagonal stencil, and the standard stencil needs approximately 1.3 times longer time than the diagonal stencil.
All nodes with solution values up to 0.05 have been initialised exactly, giving the error measures in Table 5 . The upper part of Table 5 shows the error on a grid with 101 nodes along both axes, and the lower part shows the error on a finer grid with 501 nodes along the x-axis and 601 nodes along the y-axis. The diagonal stencil is the most accurate for both first-and second-order approximations on both grids. The rotated stencil of the multistencil approach underestimates the solution along shocks, as can be seen in Fig. 6 . This effect of underestimation appears stronger on non-uniform grids and second-order stencils and then makes the multistencil less accurate than the standard method.
Test 3, varying speed
This example compares the performance of the different stencils for a dynamically changing speed on a uniform grid, dx = dy = 1, on the domain −28 ≤ x, y ≤ 28, Table 6 Error measures for test 3, for two levels of initialisation
Norms
First order Second order First arrival time from point in the centre of the domain, with speed defined by Eq. 18, on domain −28 ≤ x, y ≤ 28 discretized by 57 nodes in both x-and y-directions Table 7 Estimated order of convergence for all first-order stencils, in three different norms Fig. 8a discretized by 57 nodes in each direction. The analytical solution and the corresponding speed are given by 
With this choice of F a , the characteristic curves are straight lines from the centre point and outwards. The analytical solution is shown in Fig. 7b , and error measures for two different initialisations are presented in Table 6 . Among the first-order stencils, the diagonal stencil is slightly more accurate than the multistencils and the standard stencil for both initialisations. The second-order stencils depend more strongly on the initialisation. With only one point initialised, the Table 8 Estimated order of convergence for all second-order stencils, in three different norms Fig. 8a multistencil approach yields the smallest error, but for a more accurate initialisation, the standard stencil is the most accurate of the second-order stencils. The error for the diagonal stencil is especially large in diagonal directions. Along these directions, the speed changes as
(sin
, where s is the distance from the centre, whereas along the axes speed is varying only as 1 5 (sin
Since the speed is modelled piecewise constant over the 'long' diagonals where the change is the biggest, the errors due to piecewise constant speed modelling are large for the diagonal stencil in this example.
Test 4, complex speed convergence
This test examines the convergence and accuracy when the speed changes with position. The analytical solution and its corresponding speed are defined by T a = 101y + 100 sin y cos x,
These functions are illustrated in Fig. 8a , b on the domain 0 ≤ x, y ≤ 10. The characteristic curves are not straight lines but bend with the strong curvature of the solution. Only nodes with analytical value 0, that is, all nodes on the y-axis, were initialised on every run. Since the initial condition is a straight line, there is no initial discontinuity in the gradient of the solution, as is the case when points are given as initial condition. This problem was run on uniform grids for different numbers of nodes, starting with 151×151 and increasing with 150 nodes along each axis up to 1,501. Using the solutions we estimated the convergence of all stencils, as shown in Table 7 for first-order stencils and Table 8 for second-order stencils. Thick lines in Fig. 9 are based on second-order stencils, and thin lines are based on first-order stencils. The L 2 error for increasing edge length in a log-log plot in a. log (L 2 ) error plotted against CPU times for Test 4 in b.
Standard stencil (dashed), multistencil (solid), diagonal stencil (dash-dot). Thick lines refer to second-order stencil solutions Table 9 Estimated order of convergence for all first-order stencils, in three different norms Test 5, distance computation to a point in the centre of the domain 0 ≤ x, y ≤ 100 on a uniform discretization Table 10 Estimated order of convergence for all second-order stencils, in three different norms Test 5, distance computation to a point in the centre of the domain 0 ≤ x, y ≤ 100 on a uniform discretization
The L ∞ convergence is very low for all first-order stencils, and even negative for the second-order stencils due to the errors from the piecewise constant speed model. Among the first-order stencils, the accuracy and efficiency of the standard and diagonal stencils are very similar. The first-order multistencil on the other hand is 3.5-4 times slower and significantly less accurate than the other stencils. 3 For the second-order stencils, the stencil behaviour is very different. The diagonal second-order stencils stick out as it is significantly more accurate than any other stencil, especially on the smaller grids. At the same time, the diagonal stencil is the most efficient.
The second-order multistencil behaviour is also noticeable, since it is more accurate than the second-order standard stencil. Although it is 3.2-3.6 times slower than the standard second-order stencil, the secondorder multistencil approach is more efficient on larger grids.
It is not obvious why the stencils perform with such a varying performance on this example, but many effects are due to the errors from the assumption of locally constant speed. The problem itself is challenging, as the velocity dynamics compress and expand clusters of the characteristic curves at locations with high and low velocities, respectively. The estimated convergence in L 1 is low for all stencils. In L 2 , the convergence is even worse and seems to be declining as the grid gets finer.
Test 5, distance to point convergence
In this test, we investigate the convergence of the stencils on a simple problem with constant velocity. We solve for the distance to a point in the centre of the domain 0 < x , y < 100 on uniform discretizations of decreasing spacing. On all grids, nodes with analytical solution less than 2 have been initialised in order to 3 remove the otherwise increasing initial gradient discontinuity [36] . Convergence was estimated using Eq. 15 and are presented in Tables 9 and 10 for first-and second-order stencils, respectively.
The L 2 convergence is visualised in Fig. 10a , where the thin lines concern first-order stencils and thick lines second-order stencils. The corresponding L 1 and L ∞ plots are very similar. The first-order convergence is close to 1 for all stencils, and the error is significantly smallest for the diagonal stencil, followed by the multistencils and the standard stencils. The behaviour is very similar for second-order stencils, where all stencils have an estimated rate of convergence close to 2. Again the second-order diagonal stencil has the smallest errors, followed by the standard stencils and multistencils.
The diagonal stencil is the fastest for every given grid, followed by the standard and the slower multistencil. To illustrate the efficiency of the stencils, the L 2 error is plotted as a function of CPU time (averages of five runs) in Fig. 10b . First-order multistencil and standard methods are equally efficient, but the firstorder diagonal is significantly more efficient. Of the second-order stencils, the diagonal stencil is the most efficient followed by the standard stencil. The secondorder multistencils are not efficient in comparison to the other stencils.
Discussion
Applications involving numerical solution of the eikonal equation often calls for high computational efficiency and high accuracy. In particular, this is important in seismic processing and in geological modelling, where fast marching methods, or similar algorithms, are used to estimate the wave's time of arrival at any spatial location in the computational domain. Motivated by these needs, we have tested three stencils in several cases that together span several of the features found in geological applications. In these tests, we have compared the performance of the stencils in terms of efficiency and accuracy. Among all stencils of both first and second order, the diagonal stencil is consistently the most efficient and accurate. The multistencil alternative comes second in accuracy, but is by far the most computationally expensive.
The diagonal stencil is slightly faster than the standard stencil because of the memory handling and the update condition, described in Section 3. Since such a condition does not exist for the multistencil method, which involves a numerical solve with an additional stencil, its computational time is significantly higher.
It is well-known that the standard stencil generates large errors especially in diagonal directions. Therefore, it makes sense to include diagonal nodes in the stencil shape. Inherently, all discussed stencil shapes assume a linear interpolation between nodes. The diagonal shape uses nodes close to each other, whereas the standard and multistencil shapes use more distant nodes. Thus, there is an increased possibility of errors in the linear interpolation assumption. Furthermore, it is important that the nodes used in the update step are upwind of the node to be updated. In a front propagation context, the point of the wave that passes through the updated node must originate from inside the linear interpolated wave segment of the used nodes. That is, the shortest path (characteristic curve) cuts through the convex hull of the used nodes before reaching the node to be updated. For the eikonal equation, efficient upwind conditions can be formulated for all considered stencils. The diagonal shape uses nodes close together in the upwind direction to get a more accurate estimate of the arriving wave front and thus a better solution estimate. Although we have only tested the different shapes for the isotropic eikonal equation, we expect the findings to hold also for more general front propagations. This is indicated in the numerical experiments performed in [9] . Stencils using diagonal nodes are not necessarily more accurate when the speed is changing. This is due to longer "shortest" paths being considered in the stencils where the speed is constant. The longest path is dx 2 + dy 2 instead of max (dx, dy). However, this seems only to affect the stencils using diagonal nodes in extreme cases when the velocity changes the most in diagonal directions. For smooth variations of the velocity, the diagonal stencil outperforms the other stencils, especially so for second-order stencils. A reason for this is that only nodes from a small neighbourhood are used in the diagonal second-order update. Other stencils use nodes more distant from each other and thus further violate the underlying assumption of a constant underlying velocity. For non-smooth speeds, all the presented stencils show slow convergence. Instead, other modelling approaches should be considered. For instance, interpolation of the speed along linear shortest paths has been shown to significantly increase accuracy, unfortunately to a high computational price [4] .
Second-order stencils use two nodes in the same direction to get a more accurate gradient estimate. If the more distant node is not upwind of the closer node, the provided solution estimate might be too small and generate errors that spread through the domain. A condition for the more distant node to be upwind is that its solution value is smaller than at the closer node. However, when the wave front is very curved, this condition is not sufficient. On very non-uniform grids, second-order stencils using diagonal nodes seem more sensitive to this condition than the standard stencil. The initial waveform often has a high curvature, and care should therefore be taken when initialising the algorithms. Moreover, the accuracy of the initialisation procedure is very important. For proper convergence analysis, all nodes up to a fixed value should be given analytical values. Otherwise, the initial discontinuity in the gradient will increase as the grid gets finer, which reduces the rate of convergence of the algorithms. Although second-order stencils use second-order upwind finite difference estimates, they do not in general provide second-order solution estimates. However, second-order stencils provide significantly more accurate solution estimates at almost no increase in the computational cost.
Conclusion
We have derived the standard stencils, multistencils, and diagonal stencils for the isotropic eikonal equation. Using the approach of modelling the wave front directly, we have obtained valuable insight regarding causality and upwind conditions. Moreover, by interpreting second-order upwind schemes as forward interpolations, we have introduced a method for generalising first-order upwind stencils of different shapes to second order. This method was used to derive the second-order variant of the diagonal stencil.
All stencils were compared in an extensive range of tests, indicating that the diagonal stencil is the optimal choice. The standard stencil also performs consistently well. It is most often slightly less accurate than the multistencil, but is also considerably faster. Although the multistencil approach is rather accurate, its performance changes with problem setting. Moreover, the computational efforts are increased with an amount that might challenge the gain in accuracy compared to the standard stencil. The diagonal stencil is always the faster choice and moreover provides a more accurate solution. These findings are consistent for both first and second order. Most reports of eikonal solvers use the standard stencil. Our investigation indicates that diagonal stencils are attractive for demanding applications, such as in geological modelling.
